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Resumo
Comunicação cooperativa faz uso da natureza de radiodifusão das comunicações sem fio,
utilizando nós intermediários como retransmissores para produzir diversidade entre um
enlace de comunicação ponto a ponto.
Um dos métodos de comunicação cooperativa é denominado codificação cooperativa ou
cooperação codificada, que pode ser implementado utilizando-se códigos de verificação
de paridade com baixa densidade (LDPC - Low Density Parity Check). Estes códigos
apresentam desempenhos muito próximos da capacidade teórica em canais perturbados
por ruído gaussiano branco aditivo. É possível obter classes de códigos LDPC com pro-
priedades de codificação e decodificação adequadas e eficientes para a implementação da
codificação cooperativa. Nesta tese, três classes de códigos LDPC estruturados e irregula-
res são analisadas: os códigos LDPC com matriz de verificação de paridade H construída
a partir de sequências de Barker, códigos LDPC com matriz H construída a partir de
submatrizes definidas por rotações cíclicas por números primos de uma matriz identidade
I e códigos com matriz H construída com submatrizes definidas a partir de quadrados
latinos.
O esquema de codificação cooperativa utilizado neste trabalho de tese consiste de três
dispositivos: uma fonte, um retransmissor e um destinatário. A fonte gera e transmite por
radiodifusão seus dados codificados para o retransmissor e o destinatário. O retransmissor
recebe o sinal enviado pela fonte corrompido por ruído e interferências do canal, decodifica
os dados da fonte, recodifica e retransmite-os para o destinatário. O retransmissor pode
utilizar ou não o mesmo codificador usado pela fonte. No destinatário, os sinais recebi-
dos da fonte e do retransmissor são combinados e decodificados para se obter a melhor
estimativa dos dados enviados pela fonte.
Esta tese apresenta métodos de realizar a codificação de canal no retransmissor acomo-
dando a menor quantidade de redundância possível, sem comprometer a capacidade de
correção de erro no destinatário. Sendo assim, os códigos LDPC utilizados possuem a es-
trutura modular nas suas matrizes de verificação de paridade. Em outras palavras, utiliza-
se classes de códigos LDPC que tenham a matriz de verificação de paridade constituídas
por blocos de modo a poder alterar de forma simples a sua taxa de codificação. Esta es-
tratégia permite que o retransmissor transmita redundância incremental à palavra-código
gerada pela fonte, de modo que o destinatário possa realizar a decodificação da informa-
ção transmitida pela fonte de modo eficiente, mas sem sobrecarregar o retransmissor em
termos de utilização de faixa de frequência.
Os resultados obtidos por simulação computacional mostram que é possível obter ga-
nhos significativos na implementação destes esquemas de codificação cooperativa sobre o
esquema de comunicação fonte-destinatário, sem o auxílio do retransmissor.
Palavras-chaves: Comunicações Cooperativas; códigos LDPC estruturados; sequência
de Barker; Quadrados Latinos.
Abstract
The Cooperative Comunication makes use of the wireless broadcasting nature, using in-
termediate nodes as relay and produces diversity between a point-to-point communication
link.
One of the communication methods is the cooperative codification, that can be imple-
mented by using low density parity check (LDPC) codes. These kinds of codes presents
performance that are very close to the theorical capacity in channels disturbed by additive
white Gaussian noise (AWGN). It’s possible to design LDPC codes with good coding and
decoding properties in such a way that they become efficient to implement cooperative
coding. Three of the classes that will be carefully studied on this work are: LDPC codes
with parity checking matrix H constructed from Barker sequences, LDPC codes with H
matrix constructed from submatrices defined with cyclic rotations by prime numbers of
an identity matrix I and codes with H matrix constructed with submatrices defined from
Latin squares.
The cooperative coding scheme used in this thesis consists of three devices: a source, a
relay and a receiver. The source generates and broadcasts its encoded data to the relay
and the receiver. The relay receives the signal sent by the source corrupted by noise
and channel interference, decodes the source data, recodes and retransmits them to the
receiver. The relay may or may not use the same encoder used by the source. At the
receiver, the signals received from the source and the relay are combined and decoded to
obtain the best estimate of the data sent by the source.
This thesis presents methods of performing channel encoding in the relay accommodating
as little redundancy as possible, without compromising the error correction capability of
the receiver. Thus, the LDPC codes used here have the modular structure in their parity
check matrices. In other words, classes of LDPC codes having the parity check matrix
consisting of blocks are used in order to be able to simply change their coding rate. This
strategy allows the relay to transmit incremental redundancy to the source codeword
and the receiver can perform the decoding of the information transmitted by the source
efficiently but without overloading the relay in terms of frequency band usage.
The results obtained by computational simulation show that it is possible to obtain signif-
icant gains with the implementation of these cooperative coding schemes over the source-
receiver communication scheme, without the aid of the relay.
Keywords: Cooperative communications; Structured LDPC codes; Barker sequence,
Latin square codes.
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1 Introdução
Nos últimos anos, houve um crescimento significativo na demanda por altas
taxas de dados e boa conectividade em sistemas de comunicações sem fio, para suportar
várias aplicações como vídeo, voz, transferência de arquivos, acesso à internet, etc. En-
tretanto, a largura de banda é um recurso limitado tanto pelo provedor de serviços como
pelos meios de comunicação utilizados. Além disso, o espectro de frequência é alocado
e controlado por órgãos reguladores. Outro fator limitante é a duração da bateria dos
dispositivos sem fio. Uma das maneiras de aumentar esta duração é através da pesquisa
de novos materiais que armazenem mais energia e que possuam recargas mais rápidas, o
que é caro e demanda tempo. Outra maneira factível é reduzir a potência de transmissão
destes dispositivos sem comprometer seu desempenho na transmissão dos dados. Em ou-
tras palavras, desejamos manter altas taxas de transmissão de dados, sem comprometer
a confiabilidade da informação ao se reduzir a potência no transmissor.
A recepção da informação utilizando dispositivos móveis em um canal sem fio
é um grande desafio devido às características peculiares deste sistema de comunicações.
O sinal transmitido pode chegar à recepção através de múltiplos percursos, produzindo
réplicas atenuadas deste sinal que podem ser somadas de forma construtiva ou destrutiva,
devido à variação aleatória da fase destas réplicas. A soma destrutiva pode causar uma
atenuação profunda no sinal recebido, resultando em degradação severa no desempenho
do sistema. Esta atenuação no sinal recebido é denominada de desvanecimento. As réplicas
ainda sofrem os efeitos de outros tipos de degradações, tais como, ruídos, bloqueios físicos,
etc. Além disso, a mobilidade dos dispositivos envolvidos na comunicação produz um sis-
tema variante no tempo, ou seja, as condições de desvanecimentos, ruídos e interferências
mudam ao longo do tempo.
É possível tirar vantagem das características da comunicação móvel para tornar
o sistema mais eficiente e confiável. Isto pode ser feito explorando a diversidade produzida
pelo canal de comunicação. As múltiplas réplicas desvanecidas do sinal transmitido que
chegam ao receptor podem ser combinadas de modo a se obter a máxima relação sinal-
ruído possível. A diversidade a ser explorada pode ser no tempo, em frequência, no espaço,
etc. Existem vários métodos de se explorar a diversidade para a recuperação da informação
pelo receptor.
a) Combinação por seleção pura. Na combinação por seleção pura, os sinais recebidos
são continuamente monitorados para que o sinal com maior relação sinal-ruído possa
ser selecionado.
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b) Combinação por seleção com limiar. Os sinais recebidos são examinados em or-
dem sequencial, e o primeiro sinal com um nível de potência acima de um limiar é
selecionado.
c) Combinação por razão máxima. Nessa técnica cada um dos sinais tem um ganho
proporcional à sua própria razão sinal-ruído, e são combinados no receptor.
d) Combinação por ganho igual. Essa técnica difere da anterior com todos os sinais de
ganho de módulo unitário.
Uma técnica bastante comum para explorar a diversidade produzida pelos
múltiplos percursos de um sinal transmitido, é a que utiliza um arranjo de antenas no
receptor. Entretanto, muitas vezes, várias antenas não podem ser implementadas em dis-
positivos, devido ao seu tamanho reduzido ou por restrições de hardware. Para contornar
essas limitações pode-se utilizar uma técnica denominada de comunicação cooperativa. A
comunicação cooperativa permite que os dispositivos que compõem uma rede sem fio coo-
perem entre si na transmissão de dados, criando canais alternativos que carregam réplicas
do sinal originário de um dispositivo fonte. O dispositivos intermediários retransmitem as
réplicas para o dispositivo destinatário, que combina estas cópias e recupera a informação
transmitida pela fonte. Assim, a comunicação cooperativa faz uso da natureza de radi-
odifusão das comunicações sem fio, utilizando nós intermediários como retransmissores
para produzir diversidade entre um enlace de comunicação ponto a ponto. A diversidade
produzida pela utilização destes nós intermediários permite que se aumente a capacidade,
a velocidade e a confiabilidade da transmissão, aumentando assim o desempenho do sis-
tema de comunicação. A comunicação cooperativa pode, portanto, ser implementada em
vários tipos de redes de comunicações móveis, tais como, redes de sensores, redes celulares
de quarta e quinta geração (4G/5G), etc.
Existem várias estratégias para a cooperação apresentadas na literatura (NOS-
RATINIA et al., 2004), (LANEMAN et al., 2004), (ZHAO; WITTNEBEN, 2005), entre
elas podemos citar as três mais comuns.
∙ Estratégia amplifica e retransmite - AR, os retransmissores (dispositivos intermediá-
rios) recebem o sinal transmitido pela fonte, filtram, amplificam e retransmitem-o
para o destinatário, sem realizar qualquer tipo de decodificação ou demodulação da
informação. Esta estratégia exige baixa complexidade de software. A principal des-
vantagem deste método é que o ruído e as interferências presentes no sinal recebido
por um retransmissor também são amplificados e retransmitidos para o destinatá-
rio. No entanto, versões independentes do sinal transmitido pela fonte chegam ao
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destinatário, onde são combinados e a informação recuperada, desde que a soma das
SNR seja suficiente para atender a qualidade de serviço desejada.
∙ Estratégia detecta e retransmite - DR, também conhecida como protocolo de trans-
missão regenerativa, o retransmissor detecta o sinal transmitido pela fonte, extrai
a informação, modula-a novamente e retransmite ao destinatário. Essa detecção re-
move o efeito do ruído e das interferências presentes no canal fonte-retransmissor,
caso não haja erros no retransmissor. O destinatário combina as versões recebidas
do sinal transmitido pela fonte, de modo a maximizar a probabilidade de detecção
correta da informação. O desempenho da estratégia DR é limitada pelos erros de
detecção da informação nos dispositivos intermediários.
∙ Estratégia cooperação codificada - CC, a informação é codificada na fonte utilizando
um código corretor de erro. A sequência codificada é então modulada e radiodifun-
dida para a rede. Os dispositivos intermediários (retransmissores) detectam esta
sequência e a decodificam obtendo uma estimativa da informação. Esta informação
é então novamente codificada, modulada e transmitida para o destinatário. O des-
tinatário recebe várias sequências codificadas, que são combinadas para produzir a
melhor estimativa da informação transmitida pela fonte. O mecanismo de codifi-
cação neste tipo de cooperação não necessita de um canal de realimentação entre
os dispositivos. O método de cooperação codificada integra, portanto, a cooperação
com a codificação de canal. A ideia básica desta estratégia é cada retransmissor
transmitir redundâncias incrementais que serão combinadas no destinatário para
realização da decodificação da informação transmitida pela fonte.
A Figura 1.1 mostra um esquema simplificado de comunicação cooperativa adotado nesta
tese, composto de dois usuários e um destinatário. Neste sistema, cada usuário transmite
sua informação e pode também atuar como retransmissor para o outro, gerando assim
diversidade espacial.
Figura 1.1 – Modelo de comunicação cooperativa.
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Para realização da construção e da análise de desempenho do sistema de coo-
peração codificada, o esquema da Figura 1.1 pode ser novamente simplificado, sem perda
da generalidade como apresentado na Figura 1.2. A fonte (F) transmite simultaneamente
por radiodifusão uma sequência de informação codificada para o retransmissor (R) e para
o destinatário (D). O retransmissor (relay) recebe esta sequência codificada e a decodifica
obtendo uma estimação da sequência de informação da fonte, que é então recodificada e
transmitida para o destinatário. No destinatário, as sequências codificadas provenientes
da fonte e do retransmissor são combinadas e decodificadas de forma a se obter a melhor
estimativa da informação transmitida pela fonte.
Figura 1.2 – Modelo simplificado de cooperação codificada.
A transmissão de dados da fonte e do retransmissor é baseada em quadros
de tamanho igual a N símbolos. Cada quadro é dividido em 2 subquadros de tamanho
igual a 𝑁1 e 𝑁2 símbolos, respectivamente. Se o retransmissor cooperar, ele pode ceder a
fonte um subquadro ou todo o quadro, dependendo da estratégia de cooperação adotada.
Portanto, a codificação cooperativa é bastante flexível e pode ser utilizada com qualquer
tipo de codificação.
1.1 Breve Histórico da Comunicação Cooperativa
A comunicação entre uma fonte e um destinatário sem a ajuda de qualquer
outro terminal de comunicação é denominada de comunicação direta, de usuário, ou ponto-
ponto, como apresentado na Figura 1.3a. A cooperação entre dispositivos é sempre possível
se houver pelo menos um dispositivo adicional, além da fonte e do destinatário, apto a
auxiliar na comunicação. Talvez a forma mais antiga de cooperação entre dispositivos
seja a de múltiplos saltos (FITZEK; KATZ, 2006), caracterizada pela justaposição de
sistemas ponto a ponto entre a fonte e o destinatário, como mostrado na Figura 1.3b.
Neste caso, a fonte envia o sinal para o dispositivo retransmissor 1, que o reenvia ao
dispositivo retransmissor 2, assim sucessivamente, até o sinal chegar ao destinatário. Cada
nó intermediário pode ou não realizar algum tipo de processamento do sinal recebido antes
de enviá-lo para o próximo receptor. Este sistema de múltiplos saltos é muito eficaz quando
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a distância entre a fonte e o destinatário não permite uma comunicação direta devido ao
desvanecimento e perda de percurso.
Figura 1.3 – Comunicação a) direta; b) com saltos; c) com retransmissores em paralelo.
Existe ainda a possibilidade de utilização de dispositivos retransmissores em
paralelo entre a fonte e o destinatário como mostrado na Figura 1.3c. Este esquema de
cooperação permite um maior grau de liberdade na definição da estratégia de cooperação.
A comunicação cooperativa possui suas raízes no trabalho pioneiro de Van
der Meulen (MEULEN, 1968), (MEULEN, 1971) e (MEULEN, 1977), que introduziu o
conceito de modelo de canal com retransmissão. Este conceito de cooperação utilizava
três dispositivos, o transmissor, o receptor e um terminal retransmissor utilizado para
melhorar a taxa de transmissão da comunicação.
A primeira análise teórica rigorosa da informação do canal com retransmissão
foi apresentada por Cover & El Gamal (COVER; GAMAL, 1979), onde um terminal móvel
(fonte) se comunicava diretamente com um terminal móvel (destinatário) e através de um
terminal móvel retransmissor. A taxa de comunicação máxima alcançável foi calculada
para vários cenários de comunicação, que incluem os casos com e sem realimentação para a
fonte e/ou o retransmissor. A capacidade de tal configuração com retransmissão excedia a
capacidade de um enlace direto simples para canais de comunicação perturbados com ruído
gaussiano branco aditivo. Entretanto, nos cálculos da capacidade não era incorporada a
atenuação no canal sem fio nem os ganhos de energia devido a distâncias mais curtas dos
canais de retransmissão.
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Houve um esforço para generalizar os resultados de Cover e El Gamal, para
redes com múltiplos retransmissores por Aref em 1980 (AREF, 1980) e El Gamal em 1981
(GAMAL; MEULEN, 1981). Estes trabalhos também investigaram redes de retransmisso-
res determinísticos sem interferência, e redes de retransmissores de difusão determinística.
Seguindo o esforço de desenvolvimento de esquemas com retransmissão, houve
também um grande avanço das pesquisas na área da capacidade de canal de múltiplo
acesso com realimentação generalizado (KING, 1978) e (CARLEIAL, 1982).
Após a divulgação destes trabalhos, houve ainda contribuições esporádicas
para canais de retransmissão com técnica de acesso múltiplo (ZHANG, 1988); (ZENG et
al., 1989) e (THOMAS, 1987). Trabalhos voltados para a codificação da retransmissão
também surgiram como se pode verificar nas publicações de Ahlswede e Kaspi em 1987,
(AHLSWEDE; KASPI, 1987), Kobayashi em 1987 (KOBAYASHI, 1987) e Vanroose e
Van der Meulen em 1992 (VANROOSE; MEULEN, 1992).
Paralelamente, desenvolvimentos e descobertas notáveis estavam ocorrendo
neste mesmo período na área da comunicação digital e sem fio, como a capacidade dos
sistemas de múltiplas antenas por Foschinia e Gans em 1998 (FOSCHINI; GANS, 1998)
e Telatar em 1999 (TELATAR, 1999), associado ao grande avanço no entendimento dos
canais com desvanecimento (BIGLIERI et al., 1998), (PROAKIS; SALEHI, 2008) e o
vertiginoso progresso na área de codificação de canal com o aparecimento dos códigos
turbo (BERROU et al., 1993), dos códigos espaço-temporais em (TAROKH et al., 1998),
e a redescoberta de códigos de verificação de paridade de baixa densidade -LDPC (GAL-
LAGER, 1963), (MACKAY, 1999); (LUBY et al., 2001) e (RICHARDSON; URBANKE,
2001). Estes avanços, definiram uma nova base para que uma segunda onda de pesquisas
sobre canais com retransmissão se restabelecesse.
A ideia da comunicação cooperativa foi formulada por (SENDONARIS et al.,
2003a) e (SENDONARIS et al., 2003b). Sendonaris, Erkip e Aazhang (SENDONARIS et
al., 1998) sugeriram um protocolo de cooperação de usuário muito simples, mas eficaz, para
aumentar a capacidade do enlace de subida (fonte-destinatário) e diminuir a probabilidade
de interrupção neste enlace para uma determinada taxa de transmissão. Além disso, eles
mostraram que a cooperação podia reduzir o consumo de energia nos terminais móveis.
O protocolo estipulava que um dado terminal móvel transmitia o seu quadro de dados
para a estação rádio-base e para um terminal móvel adjacente, que então retransmitia o
quadro de dados recebido para a estação rádio-base. Este protocolo produzia um maior
grau de diversidade, pois os canais de ambos terminais móveis para a estação rádio-base
e entre ambos terminais podiam ser considerados mutualmente descorrelacionados.
As contribuições de Laneman (LANEMAN; WORNELL, 2000), (LANEMAN,
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2002), (LANEMAN; WORNELL, 2003) e (LANEMAN et al., 2004) são uma extensão
conceitual e matemática do trabalho de Sendonaris, Erkip e Aazhang (SENDONARIS et
al., 1998), onde o desempenho de protocolos de retransmissão em canais com desvaneci-
mentos são analisados. Protocolos de acesso múltiplo com eficiência energética são apre-
sentados com base nas tecnologias de retransmissão decodifica-e-encaminha e amplifica-
e-encaminha. Ganhos significativos de diversidade e diminuição do tempo de interrupção
de operação foram obtidos com estes protocolos quando comparado com o enlace direto.
Eles demonstraram que a cooperação leva à diversidade espacial plena para uma mesma
probabilidade de interrupção da operação e para uma mesma taxa de transmissão.
Gupta e Kumar foram os primeiros a analisar estatisticamente o throughput
oferecido para a informação em redes de retransmissão de larga escala (GUPTA; KUMAR,
2000). Eles propuseram uma nova abordagem para encontrar a capacidade de transporte
de informações da rede, o que levou a pesquisas sobre a definição de leis de escalonamento
para redes sem fio em uma variedade de configurações. Mais tarde, eles mostraram que a
utilização de esquemas avançados multiusuários podia melhorar significativamente a capa-
cidade de transporte da rede (GUPTA; KUMAR, 2003). O escalonamento da capacidade
linear para um protocolo específico de cooperação foi apresentado por Ozgur, Leveque e
Tse (OZGUR et al., 2007).
O conceito de cooperação codificada, ou codificação cooperativa, foi introdu-
zido por Hunter (HUNTER; NOSRATINIA, 2002a), (HUNTER; NOSRATINIA, 2002b),
(JANANI et al., 2004) e (HUNTER; NOSRATINIA, 2006), sendo caracterizado pela inte-
gração da comunicação cooperativa com a codificação de canal. Na codificação cooperativa
o retransmissor tenta adicionar redundância incremental aos dados recebidos da fonte, uti-
lizando processos de codificação de canal. No destinatário, as palavras código transmitidas
pela fonte e o retransmissor são combinadas, resultando em uma palavra código com maior
redundância que é decodificada para se obter uma melhor estimativa da informação en-
viada pela fonte. Os mais variados tipos de códigos podem ser utilizados em codificação
cooperativa, desde códigos de blocos simples até códigos de verificação de paridade de
baixa densidade (LDPC – low density parity check), ou de códigos convolucionais até có-
digos turbo, além de ser ainda permitido a concatenação destes códigos. Códigos LDPC e
turbo associados a decodificação iterativa nos terminais receptores fornecem os melhores
desempenhos em termos de taxa de erro de bit.
Códigos turbo também podem ser utilizados e comunicação cooperativa. Có-
digos turbo foram utilizados para aumentar a confiabilidade do sistema em (EKTA et al.,
2011), onde a fonte transmite os bits codificados para o retransmissor e para o destino.
O retransmissor, recodifica a informação recebida da fonte e recodifica utilizando um có-
digo convolucional recursivo (RSC). Códigos turbo com algorítmo de decodificação MAP
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(Maximum A Posteriori Estimation) foram considerados em (KHALIL; KHAN, 2013);
e, para tornar o sistema mais robusto, o protocolo HARQ (Repetição Automática e Hí-
brida) também foi incorporado ao sistema para corrigir os erros detectados no receptor.
O trabalho (ZHANG et al., 2013) apresenta códigos turbo em um sistema de repetição
automática (ARQ) com cooperação entre os usuários. Ainda com o uso de códigos Turbo,
(KAYA; ÖZTüRK, 2013) considerou um cenário com seleção de retransmissor, ou seja, o
sistema seleciona dois possíveis retransmissores para atuarem como agentes cooperativos.
Além dos códigos Turbo, códigos convolucionais também podem ser utili-
zados em comunicação cooperativa. Em (ZHAO; BAI, 2009) estudou-se o desempenho
dos códigos convolucionais no ambiente de cooperação, sob o canal Rayleigh. Códigos
RCPC (Rate-Compatible Punctured Convolutional Codes) utilizados em cooperação co-
dificada com taxa que varia de acordo com as condições do canal, foram considerados em
(HAGHIGHAT; HELMY, 2011). (XU et al., 2011) apresenta um esquema de código de
dispersão linear diferencial (DLDC) cooperativo.
(WEN et al., 2006) apresenta um novo esquema de codificação cooperativa em
uso de códigos LDPC concatenados. Os resultados mostram que o esquema oferece ganhos
de desempenho significativos para uma variedade de condições de canais. Ao permitir
diferentes taxas de código e partições, a cooperação codificada LDPC oferece um grau
de flexibilidade para se adaptar às condições de canal. (DUYCK et al., 2010) propõem
um conjunto de códigos LDPC para canais de desvanecimento Rician e canais gaussianos.
(AZMI et al., 2011) e (JAYAKODY; FLANAGAN, 2013) propõe um novo protocolo
de cooperação com decodificação suave (soft) usando códigos LDPC. O algoritmo de
decodificação suave permite que o retransmissor encaminhe as estimativas da informação
para o destino quando não conseguir decodificar a mensagem da fonte. De acordo com
o esquema de cooperação, é difícil para o nó retransmissor conhecer o número ótimo de
novos bits de paridade para retransmissão. (CHEN et al., 2013) apresenta um esquema de
cooperação codificada adaptativa baseada no modelo de informação mútua para prever
o número de bits de verificação de paridade. Com isso, recursos de canais são salvos e
podem ser utilizados para transmissão de novas informações.
Códigos LDPC construídos a partir de sequências numéricas foram sugeridos
em (ZHANG; F.YANG, 2014).Os códigos construídos a partir da sequência de Dayan
são comparados com outros códigos QC LDPC, e apresentando ganho de codificação em
relação a outros códigos QC LDPC. (ZHANG et al., 2015) apresentam códigos QC-LDPC
construídos a partir de sequências inteiras diferentes, sequência de Fibonacci, Dayan e
Diferencial. O artigo introduz o procedimento e princípio de codificação de cada um
dos códigos. Os códigos baseados em sequências inteiras diferentes são comparados com
códigos LDPC usando algoritmo PEG (crescimento progressivo) e com os códigos de
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Mackay (KASAI; SAKANIWA, 2011), respectivamente.
A cooperação espaço-temporal é considerada uma extensão da comunicação
cooperativa codificada. Trabalhos sobre o uso de códigos espaço-temporais que utilizam
terminais retransmissores podem ser encontrados em (NABAR et al., 2004), (MITRAN
et al., 2005), (ABBAS et al., 2004), (REZNIK et al., 2004), (HASNA; ALOUINI, 2003),
(BOYER et al., 2004), (TOUMPIS; GOLDSMITH, 2003) e (LIANG; VEERAVALLI,
2005).
Muitos outros trabalhos relacionados à codificação de canal e cooperação entre
dispositivos móveis foram e ainda estão sendo publicados. Como esses trabalhos são mais
específicos, não foram citados aqui por saírem do contexto da tese. Esse breve histórico,
não tem como finalidade ser um trabalho de pesquisa extenso e detalhado de tudo que foi
realizado, mas apenas para dar uma visão geral do desenvolvimento na área.
1.2 Motivação e Objetivo
A diversidade espacial produzida pelo retransmissor associada a um processo
de codificação para correção de erro presente na cooperação codificada melhora a confia-
bilidade dos dados recebidos pelo destinatário. Existe uma grande variedade de sistemas
de codificação que podem ser empregados na realização desta associação, além de existir
também várias estratégias de geração e acomodação da palavra código no retransmissor.
Somam-se a isso as várias possibilidades de combinação das palavras código recebidas
pelo destinatário para obter a melhor estimativa da informação enviada pela fonte.
Assim, definida uma classe de códigos corretores de erro, quais são os con-
juntos de códigos, dentro desta classe, mais adequados e eficientes para aplicação em
cooperação codificada? Dado um conjunto de códigos, qual a maneira mais eficiente de
manter a confiabilidade dos dados na recepção, gerando a menor quantidade possível de
redundância pela codificação no retransmissor? As busca por repostas a estas perguntas
foram a motivação para o início deste trabalho.
Esta tese tem por objetivo estudar maneiras de realizar a codificação de canal
no retransmissor acomodando a menor quantidade de redundância possível, sem com-
prometer a capacidade de correção de erro no destinatário. Este trabalho de pesquisa
baseia-se em três conjuntos de códigos de verificação de paridade de baixa densidade -
LDPC adequados para aplicação em cooperação codificada: códigos LDPC estruturados
não regulares quase cíclicos, códigos LDPC construídos utilizando sequência de Barker
e códigos LDPC construídos utilizando quadrados latinos. Além disso, foi proposto um
esquema de decodificação iterativa, onde a combinação das sequências provenientes da
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fonte e do retransmissor é realizada após o primeiro passo da decodificação.
Estes três conjuntos de códigos apresentam flexibilidade em sua estrutura,
podendo ser seccionados e concatenados de forma simples e eficiente para a compor o
processo de cooperação codificada. Assim, estes códigos permitem que o retransmissor
possa enviar diferentes porções de paridade, que quando associado à palavra código vinda
da fonte, altera a taxa de codificação no destinatário. É importante ressaltar que o processo
de codificação na fonte e no retransmissor sejam idênticos, o que aumenta ainda mais o
grau de flexibilidade do sistema de cooperação codificada.
Além da avaliação do desempenho dos três conjuntos de códigos LDPC nos
esquemas de cooperação codificada propostos podemos ressaltar como contribuição inédi-
tas neste trabalho de tese, a classe de códigos LDPC construídos com base nas sequências
de Barker e o processo de decodificação iterativa onde a combinação das sequências pro-
venientes da fonte e do retransmissor é realizada após o primeiro passo da decodificação.
Finalmente, os códigos LDPC utilizados nesta tese foram decodificados de
forma iterativa no retransmissor e no destinatário, mais especificamente, o processo de
decodificação utilizado nas simulações foi o algoritmo soma-produto, também conhecido
como Belief Propagation (BP).
1.3 Organização da tese
O capítulo 2 introduz de forma mais detalhada os esquemas de comunicação
cooperativa, com ênfase em codificação cooperativa.
O capítulo 3 faz uma revisão de codificação LDPC e apresenta o métodos ade-
quados de construção dos conjuntos de códigos para aplicação em codificação cooperativa
neste trabalho.
No capítulo 4 são apresentados os esquemas de codificação cooperativa cons-
truídos com códigos de cada conjunto. A análise de desempenho desses esquemas são
obtidas a partir de vários cenários de pertubações nos canais, tais como, ruído, desvaneci-
mentos e interferências. Uma análise comparativa também é realizada entre entre códigos
similares retirados de cada conjunto sob os cenários de pertubações.
Finalmente, o capítulo 5 apresenta as conclusões e comentários finais sobre
o desempenho dos esquemas de codificação cooperativa associados aos códigos LDPC
propostos. Além disso, possíveis trabalhos futuros também são sugeridos.
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2 Comunicações Cooperativas
Neste capítulo descrevemos as principais técnicas de comunicação cooperativa,
dando mais ênfase à técnica de cooperação codificada, também conhecida como codificação
cooperativa, centro dos estudos desenvolvidos neste trabalho de tese.
2.1 Introdução
A técnica de comunicação cooperativa foi apresentada inicialmente nos traba-
lhos de (MEULEN, 1971), com a introdução do conceito de canal de retransmissão e em
(COVER; GAMAL, 1979) no qual se utilizou um terceiro terminal como retransmissor em
um sistema de comunicação sem fio. O sistema era composto por um transmissor principal
(fonte), um transmissor secundário (retransmissor) e o destino (receptor). O retransmis-
sor possui informações próprias para transmitir, mas também retransmite a informação
estimada do terminal principal. Ainda neste sistema (COVER; GAMAL, 1979) admite-se
que o retransmissor tanto recebe o sinal do transmissor principal quanto retransmite o
sinal recebido para o destino na mesma faixa de frequência.
A ideia básica da comunicação cooperativa é permitir que dispositivos, per-
tencentes a uma rede móvel, dividam suas antenas de forma a emular um sistema com
múltiplas entradas e múltiplas saídas - MIMO (Multiple Input Multiple Output). A co-
operação entre usuários, portanto, produz diversidade espacial pela replicação, por um
ou mais dispositivos retransmissores, do sinal transmitido pelo dispositivo fonte para o
dispositivo destinatário. Esta ação faz com que o destinatário receba diferentes versões
independentes do sinal gerado na fonte, que são combinadas para melhor estimar a infor-
mação transmitida. Cada uma da versões deste sinal é geralmente perturbada por ruído,
desvanecimentos e interferências ao longo de seu canal de transmissão. A cooperação entre
os dispositivos forma, assim, um arranjo virtual de antenas, daí a associação com sistema
MIMO.
O modelo mais simples de um sistema de comunicação cooperativa utiliza dois
dispositivos de transmissão e o dispositivo destinatário, como mostrado na figura 2.1. Note
que qualquer um dos dispositivos pode atuar como fonte e retransmissor simultaneamente
em um sistema de comunicação cooperativa.
A cooperação entre os dispositivos pode fazer com que a eficiência espectral
do sistema aumente, pois a taxa de codificação de canal pode ser aumentada devido a
diversidade criada. A potência transmitida por um dado dispositivo também pode ser
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Figura 2.1 – Modelo geral de Cooperação.
diminuída sem perda de desempenho, em termos de taxa de erro de bit.
A figura 2.2 mostra uma simplificação do modelo apresentado ne figura 2.1,
onde apenas um dispositivo atua como retransmissor. O dispositivo fonte envia um sinal,
que é corrompido por ruído, desvanecimento e interferências, sendo uma versão deste sinal
corrompido recebido pelo dispositivo destinatário e outra pelo dispositivo retransmissor. O
dispositivo retransmissor pode então fazer algum tipo de processamento com a versão do
sinal recebido antes de retransmiti-lo ou simplesmente apenas amplificar e retransmiti-lo
para o destinatário.
Figura 2.2 – Modelo simples de Cooperação.
Os parâmetros ℎ𝑓𝑑, ℎ𝑓𝑟 e ℎ𝑟𝑑 representam respostas ao impulso dos canais
fonte para o destinatário, fonte para o retransmissor e retransmissor para o destinatário,
respectivamente. Estas respostas ao impulso consideram os efeitos da perda de percurso
e do desvanecimento. A fonte transmite seu sinal com a potência 𝑃1 e o retransmissor
com potência 𝑃2. A fonte transmite seu sinal que é recebido nos terminais destinatário
e retransmissor. Assim, os sinais recebidos 𝑦𝑓𝑑 e 𝑦𝑓𝑟 no destinatário e no retransmissor
podem ser escritos, respectivamente, como
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𝑦𝑓𝑑 =
√︁
𝑃1ℎ𝑓𝑑𝑥+ 𝑤𝑓𝑑 (2.1)
𝑦𝑓𝑟 =
√︁
𝑃1ℎ𝑓𝑟𝑥+ 𝑤𝑓𝑟, (2.2)
onde 𝑥 é o símbolo de informação gerado pela fonte, 𝑤𝑓𝑑 e 𝑤𝑓𝑟 são os ruídos aditivos
gaussianos brancos com média zero e variância 𝑁0/2 dos canais fonte-destinatário e fonte-
retransmissor, respectivamente. 𝑁0/2 é a densidade espectral de potência bilateral do
ruído gaussiano. Assume-se que a banda de coerência do canal é muito maior do que a
largura de faixa do sinal, de modo que a resposta do canal fosse apenas um impulso. O
sinal 𝑦𝑟𝑑 recebido pelo destinatário proveniente do retransmissor vai depender do tipo de
processamento realizado no sinal 𝑦𝑓𝑟 neste retransmissor, então
𝑦𝑟𝑑 =
√︁
𝑃2𝑓(𝑦𝑓𝑟)ℎ𝑟𝑑 + 𝑤𝑟𝑑, (2.3)
onde a função 𝑓(.) depende do tipo de processamento realizado no sinal recebido da
fonte pelo retransmissor e ℎ𝑟𝑑 e 𝑤𝑟𝑑 são a resposta ao impulso do canal retransmissor-
destinatário e o ruído gaussiano branco aditivo deste canal, respectivamente. Por exemplo,
se o desvanecimento é não seletivo em frequência, os coeficientes ℎ𝑖,𝑗 podem ser modelados
como variáveis aleatórias gaussianas complexas circulares simétricas, independentes, com
média zero e variância 𝜎2𝑖,𝑗. Neste caso, os módulos das respostas ao impulso dos canais
|ℎ𝑖,𝑗| seguem a distribuição Rayleigh.
De acordo com o tipo de processamento realizado pelo retransmissor, três méto-
dos de comunicação cooperativa podem ser implementados: amplificação e retransmissão,
detecção e retransmissão e codificação cooperativa.
2.1.1 Método Amplificação e Retransmissão
O método de cooperação amplificação e retransmissão é de simples implemen-
tação, pois o sinal recebido pelo retransmissor não sofre nenhum tipo de processamento,
sendo apenas amplificado e retransmitido para o destinatário. Entretanto, este método
tem o inconveniente de amplificar o sinal proveniente da fonte, mas também o ruído e
interferências a ele adicionados no canal fonte-retransmissor. No destinatário, as duas ver-
sões do sinal provenientes da fonte e do retransmissor podem ser somadas e a informação
detectada.
A aplicação deste método de cooperação é mais conveniente quando as relações
sinal/ruído nas saídas dos canais fonte-retransmissor e retransmissor-destinatário são al-
tas, de modo que o sinal recebido pelo destinatário possa continuar sendo útil na detecção
da informação mesmo após passar por estes dois canais.
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Figura 2.3 – Modelo de Cooperação - Amplifica e retransmite.
O sinal transmitido a partir da fonte é recebido pelo retransmissor e pelo des-
tinatário e estão representados pelas equações 2.2 e 2.3, respectivamente. O retransmissor
amplifica então o sinal recebido por um fator inversamente proporcional à potência rece-
bida, dado por
𝛽𝑟 =
1√︁
𝑃 |ℎ𝐹𝑅|2 +𝑁0
, (2.4)
onde 𝑁0 é a densidade espectral de potência unilateral do ruído.
Assumimos um valor de 𝑃 igual para as potências 𝑃1 e 𝑃2, de modo a facilitar
a representação matemática. O sinal na saída do retransmissor é 𝛽𝑟𝑦𝑓𝑟. Assim, a relação
sinal/ruído (SNR) no destinatário é a soma das SNRs dos enlaces fonte-destinatário e
retransmissor-destinatário. A SNR do enlace fonte-destinatário é dada por
𝑆𝑁𝑅𝑓𝑑 = Γ|ℎ𝑓𝑑|2, (2.5)
onde Γ = 𝑃/𝑁0. E o sinal recebido no destinatário via enlace retransmissor-destinatário
é representado por
𝑦𝑟𝑑 =
1√︁
𝑃 |ℎ𝑓𝑟|2 +𝑁0
√
𝑃ℎ𝑟𝑑𝑦𝑓𝑟 + 𝑤𝑟𝑑. (2.6)
Substituindo a equação (2.2) em (2.6) tem-se
𝑦𝑟𝑑 =
𝑃√︁
𝑃 |ℎ𝑓𝑟|2 +𝑁0
ℎ𝑟𝑑ℎ𝑓𝑟𝑥+
√
𝑃√︁
𝑃 |ℎ𝑓𝑟|2 +𝑁0
ℎ𝑟𝑑𝑤𝑓𝑟 + 𝑤𝑟𝑑. (2.7)
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Os ruídos 𝑤𝑓𝑟 e 𝑤𝑟𝑑 são considerados independentes. Assim, o ruído equivalente
no destinatário é uma variável aleatória gaussiana com média nula e variância dada por
𝜎2 =
(︃
𝑃 |ℎ𝑟𝑑|2
𝑃 |ℎ𝑓𝑟|2 +𝑁0 + 1
)︃
𝑁0
2 . (2.8)
No destinatário pode-se combinar os sinais que chegam da fonte e do retrans-
missor através da técnica denominada combinação por máxima razão (MRC - Maximal
Ratio Combining), que maximiza a relação sinal-ruído total na recepção. Entretanto, para
sua aplicação é necessário que o detector seja coerente e que este tenha conhecimento dos
parâmetros dos canais. Então, a relação sinal-ruído na saída do MRC é igual à soma
ponderada das relações sinal-ruído de ambos os enlaces no destinatário. Assim, o detec-
tor MRC deve encontrar os valores de 𝑎 e 𝑏 na relação abaixo que maximiza a relação
sinal-ruído total.
𝑦 = 𝑎𝑦𝑓𝑑 + 𝑏𝑦𝑟𝑑. (2.9)
O detector deve projetar os sinais recebidos 𝑦𝑓𝑑 e 𝑦𝑟𝑑 no espaço de sinais
desejado. Assim, 𝑦𝑓𝑑 e 𝑦𝑟𝑑 devem ser projetados ao longo das direções de ℎ𝑓𝑑 e ℎ𝑟𝑑ℎ𝑓𝑟,
respectivamente, depois de normalizar os termos de variância do ruído em ambos os sinais
recebidos. Fazendo isso, pode-se provar que 𝑎 e 𝑏 que maximizam a SNR são dados por
𝑎 =
√
𝑃ℎ*𝑓𝑑
𝑁0
, (2.10)
𝑏 =
√︁
𝑃
𝑃 |ℎ𝑓𝑟|2+𝑁0 +
√
𝑃ℎ*𝑓𝑟ℎ
*
𝑟𝑑(︁
𝑃 |ℎ𝑟𝑑|2
𝑃 |ℎ𝑓𝑟|2+𝑁0 + 1
)︁
𝑁0
. (2.11)
Assumindo que a informação transmitida 𝑥 possui energia média unitária, a
SNR instantânea 𝛾 na saída do MRC é dada por
𝛾 = 𝛾𝑓𝑑 + 𝛾𝑟𝑑 (2.12)
sendo
𝛾𝑓𝑑 = 𝑃 |ℎ𝑓𝑑|2/𝑁0 (2.13)
e
𝛾𝑟𝑑 =
(︃
𝑃 2|ℎ𝑓𝑟|2|ℎ𝑟𝑑|2
𝑃 |ℎ𝑓𝑟|2 + 𝑃 |ℎ𝑟𝑑|2 +𝑁0
)︃(︂ 1
𝑁0
)︂
. (2.14)
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Logo, a informação mútua instantânea ou a taxa 𝐶 máxima (capacidade) de
transmissão para o esquema amplificação e retransmissão é dada por (LIU et al., 2009)
𝐶 = 12 log2(1 + 𝛾𝑓𝑑 + 𝛾𝑟𝑑) (2.15)
𝐶 = 12 log2
(︃
1 + 𝛾𝑓𝑑 +
𝛾𝑓𝑟𝛾𝑟𝑑
𝛾𝑓𝑟 + 𝛾𝑟𝑑 + 1
)︃
Assim, a probabilidade de interrupção, definida como sendo a probabilidade
da taxa de transmissão 𝑅 ser maior que a capacidade 𝐶, é dada por (LIU et al., 2009)
𝑃𝑖𝑛𝑡 = 1 + 𝛾𝑓𝑑 +
𝛾𝑓𝑟𝛾𝑟𝑑
𝛾𝑓𝑟 + 𝛾𝑟𝑑 + 1
≤ 22𝑅 − 1 (2.16)
que pode ser aproximada para
𝑃𝑖𝑛𝑡 = 𝑃 [𝐶 < 𝑅] ≈ 12
(︃
22𝑅 − 1
𝑃/𝑁0
)︃2 (︃ 𝜎2𝑓𝑟 + 𝜎2𝑟𝑑
2𝜎2𝑓𝑟𝜎2𝑓𝑑𝜎2𝑟𝑑
)︃
(2.17)
sendo 𝜎2𝑓𝑑, 𝜎2𝑓𝑟 e 𝜎2𝑟𝑑 as variâncias dos ganhos dos canais fonte-destinatário, fonte-retransmissor
e retransmissor-destinatário, respectivamente.
A expressão de probabilidade de interrupção decai duas vezes mais rápido com
o aumento da relação sinal-ruído (SNR−2). Se a SNR aumenta 10 dB, a probabilidade de
interrupção decai por um fator de 100, o que indica que o esquema alcança diversidade
de ordem 2.
Finalmente, a probabilidade de erro de bit condicional é dada por (LANEMAN;
WORNELL, 2000)
𝑃 (𝑒|𝛾𝑓𝑑, 𝛾𝑓𝑟, 𝛾𝑟𝑑) = 𝑄
(︃√︃
2(𝛾𝑓𝑑 +
𝛾𝑓𝑟𝛾𝑟𝑑
𝛾𝑓𝑟 + 𝛾𝑟𝑑 + 1
)
)︃
. (2.18)
Observe que a probabilidade de erro condicional acima exibe uma soma de
SNRs como esperado em um cenário de diversidade.
(LANEMAN, 2002) mostra que um limitante inferior para a probabilidade
média de erro de bit, para altas SNR é dado por
𝑃 (𝑒) ≥ 316 𝛾𝑓𝑑𝛾𝑚𝑖𝑛
, 𝛾𝑓𝑑, 𝛾𝑚𝑖𝑛 ≫ 1, (2.19)
sendo 𝛾𝑚𝑖𝑛 =
𝛾𝑓𝑑𝛾𝑟𝑑
𝛾𝑓𝑑+𝛾𝑟𝑑
e a barra sobre uma letra significa a sua média.
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2.1.2 Método Detecção e Retransmissão
O método de cooperação detecção e retransmissão foi proposto primeiramente
por (SENDONARIS et al., 2003a) e possui semelhanças com o método anterior. O dis-
positivo retransmissor recebe o sinal oriundo da fonte e realiza a detecção da informação
transmitida, retirando o ruído introduzido pelo canal fonte-retransmissor, e em seguida,
retransmite esta informação modulada para o destinatário. O destinatário recebe o sinal
oriundo do retransmissor e o sinal que foi transmitido pela fonte, onde são combinados
para recobrar a informação gerada na fonte. Este método de cooperação é mostrado na
figura 2.4.
Figura 2.4 – Modelo de Cooperação - Detecção e Retransmissão.
Embora o método detecção e retransmissão possua vantagem sobre o amplifi-
cação e retransmissão, esse pode causar propagação de erro no destinatário devido a erro
de detecção no retransmissor.
A capacidade 𝐶 para o método detecção e retransmissão é dada por (LIU et
al., 2009)
𝐶 = 12 min[log(1 + 𝛾𝑓𝑟), log(1 + 𝛾𝑓𝑟 + 𝛾𝑟𝑑)] (2.20)
onde o operador min(.) na equação acima leva em conta que o desempenho é limitado
pelo enlace mais fraco entre fonte-destinatário e fonte-retransmissão.
Assim, a probabilidade de interrupção pode ser aproximada para (HONG et
al., 2010)
𝑃𝐶<𝑅 ≈ 1
𝜎2𝐹𝑅
22𝑅 − 1
𝑃/𝑁0
(2.21)
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(LANEMAN, 2002) propôs o seguinte limitante superior para a probabilidade
média de erro do método detecção e retransmissão para SNR alta.
𝑃 (𝑒) ≤ 14 𝛾𝑓𝑟
+ 316 𝛾𝑓𝑑𝛾𝑟𝑑
(2.22)
O primeiro termo na equação acima é devido o retransmissor cometer um erro
de decisão e o segundo termo decorre do evento em que o destinatário comete um erro
de decisão dado que o retransmissor detectou corretamente. Este limitante é eficaz em
situações onde 𝛾𝑓𝑟 é alto em relação ao outros canais, ou seja, por exemplo, quando o
retransmissor se encontra próximo da fonte.
2.1.3 Método Cooperação Codificada
O método cooperação codificada, proposto primeiramente por (HUNTER,
2004), integra a codificação de canal com a estratégia de cooperação. Os dados codificados
(palavra código) gerados na fonte são enviados para o retransmissor e o destinatário. O
retransmissor recebe o sinal transmitido com estes dados e os decodifica para obter uma
estimativa da informação gerada pela fonte, que é novamente codificada e enviada para
o destinatário. Os sinais com as palavras código provenientes da fonte e do retransmissor
são então combinadas para serem decodificadas de modo a obter uma melhor estimativa
da informação. Esta integração permite ao sistema de cooperação obter ganhos significa-
tivos em termos de taxa de erro de bit. Este método de cooperação é mostrado na figura
2.5.
A codificação de canal reduz a largura de faixa útil do sinal transmitido por
meio do aumento da quantidade de símbolos de redundância que é adicionada à infor-
mação. A razão entre o número de símbolos de informação e o número total de símbolos
(informação mais redundância) de uma palavra código é definida como taxa de codifi-
cação. Assim, quanto maior for a quantidade de redundância adicionada à informação
menor será a taxa de codificação e, em geral, maior será capacidade de correção de erro
do código.
A figura 2.6 apresenta um modelo de cooperação codificada com dois dispo-
sitivos que cooperam entre si para enviar suas informações para uma estação rádio base
receptora. Diferentes porções da palavra código de cada dispositivo são enviadas por ca-
nais independentes com desvanecimento e ruído. Ao bloco de informação produzido por
um dispositivo é adicionado um código de redundância cíclica (CRC), necessário para
decidir se haverá cooperação do outro dispositivo ou não. Então, este bloco de dados (in-
formação mais CRC) é codificado através de codificador corretor de erro em uma palavra
código de comprimento igual a 𝑁 símbolos. Os dispositivos possuem quadros de com-
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Figura 2.5 – Modelo de Cooperação - Cooperação Codificada.
primento 𝑁 para a transmissão. Então, eles dividem suas palavras código formadas em
dois segmentos, com comprimentos 𝑁1 e 𝑁2 bits. Assim, a palavra código original possui
𝑁1 + 𝑁2 símbolos. Note que cada dispositivo dispõe de dois subquadros para acomodar
uma palavra código.
No primeiro subquadro, cada dispositivo transmite uma fração de 𝑁1 sím-
bolos de sua palavra código. Cada dispositivo também tenta decodificar a transmissão
realizada pelo outro dispositivo parceiro na cooperação. Se a tentativa tiver sucesso, o
segundo subquadro é preenchido com os 𝑁2 símbolos do seu parceiro, obtido através de
uma recodificação dos símbolos de informação decodificados. Note que o sucesso acima
mencionado é determinado por um teste de verificação usando o código CRC. Caso o teste
de verificação do CRC falhe, o dispositivo transmite sua própria porção de 𝑁2 símbolos.
A figura 2.6 enfatiza a cooperação do dispositivo 1 na transmissão dos dados codificados
do dispositivo 2.
Assim, cada dispositivo sempre transmitirá um total de 𝑁 = 𝑁1+𝑁2 símbolos
em dois subquadros. O nível de cooperação é definido como sendo a razão 𝑁2/𝑁 . Note que
os dispositivos atuam de forma independente para o preenchimento do segundo subqua-
dro, sem conhecimento se o conteúdo do primeiro quadro foi corretamente decodificado.
Capítulo 2. Comunicações Cooperativas 33
Figura 2.6 – Modelo de cooperação codificada.
Existem assim 4 tipos de cooperação entre usuários:
(a) ambos dispositivos cooperam,
Figura 2.7 – Ambos dispositivos cooperam.
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(b) nenhum dispositivo coopera,
Figura 2.8 – Nenhum dispositivo coopera.
(c) dispositivo 2 coopera mas o dispositivo 1 não,
Figura 2.9 – Dispositivo 2 coopera e dispositivo 1 não.
(d) dispositivo 1 coopera mas o dispositivo 2 não.
Figura 2.10 – Dispositivo 1 coopera e dispositivo 2 não.
Vários tipos de codificação de canal podem sem utilizados na cooperação codi-
ficada: codificação de bloco, codificação convolucional, codificação por verificação de pari-
dade com baixa densidade (LDPC), codificação turbo, codificação por Reed-Solomon, etc.
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Note que é possível tirar proveito da independência (ou descorrelação) entre os canais uti-
lizados (fonte-destinatário e fonte-retransmissor-destinatário) para simplificar o esquema
de codificação. Além disso, diversas variações deste esquema de codificação podem ser
propostas e analisadas.
Este trabalho de pesquisa foca no modelo de cooperação codificada utilizando
códigos de verificação de paridade de baixa densidade - LDPC. Os códigos LDPC são uma
classe de códigos de bloco lineares. Estes códigos são construídos a partir de sua matriz
de verificação de paridade, que tem como característica conter uma quantidade muito
pequena de símbolos 1 quando comparada com a quantidade de símbolos 0. A principal
vantagem dos códigos LDPC sobre outros códigos é que eles apresentam desempenho
muito próximo da capacidade de canal (LIN; COSTELLO, 2004). Além disso, estes códigos
são adequados para implementação que faz uso maciço de paralelismo. O próximo capítulo
apresenta de forma mais detalhada o processo de codificação e decodificação dessa classe de
códigos e apresenta também três conjuntos de códigos LDPC adequados para aplicação em
cooperação codificada: códigos LDPC estruturados não regulares quase cíclicos, códigos
LDPC construídos utilizando sequências de Barker e códigos LDPC construídos utilizando
quadrados latinos.
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3 Codificação LDPC
3.1 Introdução
O canal de um sistema de comunicação é responsável pela introdução de ruído,
interferência e desvanecimento, que corrompem a informação transmitida. Assim, na re-
cepção podem ocorrer erros em alguns bits contidos na sequência transmitida. A quanti-
dade de erros na recepção depende da intensidade dos agentes que corrompem a informa-
ção no canal. A figura 3.1 mostra um esquema simplificado de um sistema de comunicação.
Figura 3.1 – Modelo de Comunicação.
Assim, técnicas de codificação de canal podem ser empregadas em sistemas
de comunicação de modo a proteger a informação transmitida pelo canal perturbado por
ruído, interferência e desvanecimento, melhorando o desempenho em relação a transmissão
não codificada.
Portanto, a codificação de canal garante que sistemas de comunicação operem
com taxa de erro adequadamente baixa. Shannon (SHANNON, 1948) provou que, através
de uma codificação adequada da informação, erros induzidos pelo ruído do canal podem ser
reduzidos a qualquer nível desejado, sem sacrificar a taxa de transmissão da informação.
As técnicas de codificação de canal introduzem bits de redundância na sequên-
cia de informação antes da transmissão. Estes bits adicionais permitem que o receptor
possa detectar e/ou corrigir erros na sequência de informação recebida através do canal.
A utilização de técnicas de codificação implica na expansão da largura de banda ou na
redução da quantidade de informação transmitida.
Um codificador de canal transforma uma sequência de informação de tamanho
igual a 𝑘 bits numa outra sequência codificada contendo 𝑛 bits, sendo 𝑛 > 𝑘 Esta nova
sequência codificada é denominada de palavra código. A taxa 𝑅𝑐 de codificação é definida
como
𝑅𝑐 =
𝑘
𝑛
. (3.1)
Na recepção, o demodulador transforma a forma de onda analógica corrompida
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pelo canal numa sequência binária. A decisão no demodulador pode ser abrupta (hard
decision) ou suave (soft decision). A decisão abrupta produz uma sequência codificada
binária (1 bit de quantização) na saída do demodulador. O decodificador fica então com a
missão de detectar e corrigir erros através da redundância introduzida com a codificação.
A decisão suave produz uma sequência de símbolos não binários (quantização multi-bit).
Este tipo de demodulação está normalmente associada à técnicas de decodificação suave,
que, em geral, é mais complexa em termos de implementação do que a decodificação
abrupta, mas apresenta um desempenho melhor em termos de taxa de erro de bit.
As principais técnicas de codificação são a codificação de bloco e a codifi-
cação convolucional. O codificador de bloco divide a informação em blocos de 𝑘 bits.
Cada uma destas 𝑘-uplas u = (𝑢0, 𝑢1, . . . , 𝑢𝑘−1) é chamada de mensagem. Existem, por-
tanto, 2𝑘 mensagens diferentes. O codificador transforma a mensagem u em uma 𝑛-upla
c = (𝑐0, 𝑐1, . . . , 𝑐𝑛−1) chamada de palavra código, 𝑛 > 𝑘. O conjunto de 2𝑘 palavras código
é chamado de código de bloco (𝑛, 𝑘).
O codificador convolucional também divide a informação em blocos u de 𝑘
bits e os codifica em sequências codificada c de 𝑛 bits. Entretanto, cada sequência codi-
ficada c depende não só da mensagem de 𝑘 bits presente na entrada do codificador, mas
também das 𝑚 mensagens de 𝑘 bits anteriores. O número 𝑚 é denominado de memória
do código. Assim, o conjunto de sequências codificadas produzidas por um codificador de
𝑘 entradas e 𝑛 saídas e de memória 𝑚 é chamado de um código convolucional (𝑛, 𝑘,𝑚)
(LIN; COSTELLO, 2004).
3.2 Códigos de bloco lineares
As ferramentas matemáticas desenvolvidas na álgebra linear se aplicam per-
feitamente na descrição de códigos de bloco lineares e facilitam sua representação e ma-
nipulação algébrica, tanto para a obtenção desses códigos como para sua decodificação.
Assim, para definir códigos de bloco lineares faz-se necessário a introdução de dois con-
ceitos algébricos básicos: espaço e subespaço vetorial.
Um espaço vetorial V é um conjunto de elementos que satisfaz as seguintes
condições:
1. O conjunto V é um grupo comutativo (Abeliano) sob a operação adição.
2. Para qualquer vetor v em V e qualquer elemento 𝑏 do campo, o produto 𝑏v é um
vetor pertencente a V.
3. Lei Distributiva: se u e v são vetores e 𝑏 um escalar, então, 𝑏(u+ v) = 𝑏u+ 𝑏v.
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4. Lei Distributiva: se 𝑏 e 𝑑 são escalares e v um vetor, então, (𝑏+ 𝑑)v = 𝑏v+ 𝑑v.
5. Lei Associativa: se v é um vetor e 𝑏 e 𝑑 são escalares, então, (𝑏𝑑)v = 𝑏(𝑑v) e 1v = v.
Um subespaço vetorial S é um subconjunto de vetores do espaço vetorial V
que satisfaz as mesmas 5 condições satisfeitas por este espaço.
Um código de bloco binário de comprimento 𝑛 e 2𝑘 palavras código é chamado
de um código linear (𝑛, 𝑘) se e somente se todas as suas 2𝑘 palavras (vetores) código
formarem um subespaço do espaço vetorial de todos os 2𝑛 vetores de comprimento 𝑛
definido sobre o campo de Galois binário GF(2). Em outras palavras, um código de bloco
binário é linear se e somente se a soma módulo-2 de duas ou mais palavras (vetores)
código pertencentes a este código (subespaço vetorial) pertencer também a este código.
Então, pelo fato de um código (𝑛, 𝑘) linear C ser definido como um subes-
paço vetorial de dimensão 𝑘, é sempre possível encontrar 𝑘 palavras código linearmente
independentes que geram por soma vetorial todas as palavras código deste subespaço.
Assim, o processo de codificação pode ser representado na forma matricial.
Então, se u = (𝑢0, 𝑢1, . . . , 𝑢𝑘−1) é a mensagem a ser codificada, então a palavra código
c = (𝑐0, 𝑐1, . . . , 𝑐𝑛−1) correspondente pode ser obtida por:
v = u·G, (3.2)
onde G é uma matriz de dimensões 𝑘 × 𝑛 composta por 𝑘 palavras código linearmente
independentes. Esta matriz G é designada de matriz geradora do código C.
A forma sistemática da matriz geradora G é obtida através se o método de
eliminação de Gauss-Jordan, resultando em
G = [I𝑘 | P], (3.3)
sendo I𝑘 a matriz identidade 𝑘 × 𝑘 e P uma sub-matriz 𝑘 × (𝑛− 𝑘) de paridade.
3.2.1 Matriz de verificação de paridade
Para qualquer matriz geradora G de dimensões 𝑘×𝑛, existe uma matriz H de
dimensões (𝑛−𝑘)×𝑛, denominada de matriz de verificação de paridade, tal que, qualquer
vetor (palavra código) gerado por G é ortogonal às linhas de H e qualquer vetor que é
ortogonal às linhas de H pertence ao espaço das linhas (é uma palavra código) de G.
Uma 𝑛-upla c é uma palavra código gerada por G, se e somente se v.H𝑇 = 0.
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As 2𝑛−𝑘 combinações lineares das linhas da matriz H formam um código de
bloco linear (𝑛, 𝑛− 𝑘). Este código 𝐶𝑑 gerado por H é denominado código dual do código
𝐶 gerado por G. Se G estiver na forma sistemática, então, a matriz de verificação de
paridade H terá a forma
H = [P𝑇 |I𝑛−𝑘], (3.4)
onde P𝑇 significa a transposta da submatriz P.
3.2.2 Síndrome e detecção de erro
Dado um código de bloco linear (𝑛, 𝑘) com matriz geradora G e matriz de
verificação de paridadeH. Seja c = (𝑐0, 𝑐1, . . . , 𝑐𝑛−1) uma palavra código transmitida por
um canal ruidoso e r = (𝑟0, 𝑟1, . . . , 𝑟𝑛−1) o vetor binário recebido proveniente da saída do
canal, então o vetor erro ou padrão de erro é definido como e = r+c = (𝑒0, 𝑒1, . . . , 𝑒𝑛−1).
Assim, a síndrome é definida como s = r×H𝑇 = (𝑠0, 𝑠1, . . . , 𝑠𝑛−𝑘−1).
Se s = 0, então r é uma palavra código, isto é, não ocorreu erro ou ocorreu um
erro não detectável em r. Quando um erro não detectável ocorre, o decodificador comete
um erro de decodificação.
Se s ̸= 0, então r não é uma palavra código, isto é, ocorreu erro detectável em
r.
3.2.3 Distância mínima de um código de bloco
O peso de Hamming 𝑤(v) de um vetor v é definido como o número de com-
ponentes diferentes de zero em v.
A distância de Hamming 𝑑(v,x) entre dois vetores v e x é definida como o
número de posições em que estes vetores diferem.
A distância de Hamming é uma métrica que satisfaz a desigualdade do triân-
gulo:
𝑑(v,x) + 𝑑(x, z) ≥ 𝑑(v, z) (3.5)
Seja um código de bloco linear C, então a sua distância mínima, denotada por
𝑑𝑚𝑖𝑛, é definida por:
𝑑𝑚𝑖𝑛 = min 𝑑(v,x) : v,x ∈ C,v ̸= x, (3.6)
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como v+ x = z também é uma palavra código de C, então
𝑑𝑚𝑖𝑛 = min𝑤(z) : z ∈ C, z ̸= 0 = 𝑤𝑚𝑖𝑛, (3.7)
ou seja, a distância mínima de um código de bloco linear é igual ao peso mínimo de suas
palavras código não nulas.
Dado um código linear de bloco C com matriz de verificação de paridade H,
se nenhuma 𝑑 − 1 ou menos colunas de H somam-se 0, o código possui peso (distância)
mínimo pelo menos igual a 𝑑. Além disso, este código possui peso (distância) mínimo
igual ao menor número de colunas de H que somam-se 0.
3.2.4 Capacidade de detecção e correção de erro
A capacidade de detecção e correção de erro de um código C está diretamente
ligada a distância mínima 𝑑𝑚𝑖𝑛. Quando uma palavra código c é transmitida por um canal
ruidoso, um padrão de erro com 𝑒 erros resultará em um vetor recebido r que difere de
c em 𝑒 posições, isto é, 𝑑(c, r) = 𝑒. Para um código de bloco C, nenhum padrão de erro
com 𝑑𝑚𝑖𝑛 − 1 ou menos erros mudará uma palavra código em outra.
Qualquer padrão de erro menor ou igual a 𝑑𝑚𝑖𝑛 − 1 erros resultará em um
vetor recebido r que não é uma palavra código de C. Portanto, um código de bloco C
com distância mínima 𝑑𝑚𝑖𝑛 é capaz de detectar todos os padrões de erro com 𝑑𝑚𝑖𝑛− 1 ou
menos erros. Além disso, este código corrige todos os padrões de erro de 𝑡 = ⌊(𝑑𝑚𝑖𝑛−1)/2⌋
ou menos erros. O parâmetro 𝑡 = ⌊(𝑑𝑚𝑖𝑛− 1)/2⌋ é chamado de capacidade de correção de
erro aleatório do código.
3.3 Códigos LDPC
Em 1948, Shannon provou que para qualquer canal existem famílias de códigos
de bloco que alcançam probabilidade de erro arbitrariamente pequena em qualquer taxa
de comunicação até a capacidade do canal. Entretanto, a prova de Shannon era não
construtiva e empregava códigos construídos de forma aleatória e sem algoritmos práticos
de codificação e decodificação. Em outras palavras, a prova era baseada na assunção de
que os códigos possuíam longos blocos, as palavras código eram obtidas de forma aleatória
e a decodificação era um processo ótimo. A soma destas três considerações levavam a uma
grande complexidade de implementação.
Para fazer com que sistemas de comunicação tenham desempenho muito pró-
ximos da capacidade de canal, a solução estava em utilizar códigos estruturados longos
construídos de forma pseudoaleatória e desenvolver algoritmos de decodificação práticos
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com desempenho próximo do ótimo. Três tipos de codificação, turbo e LDPC, e polares
(??) trouxeram os limites de Shannon para dentro do alcançável para uma grande gama
de canais de comunicação.
Os códigos de verificação de paridade de baixa densidade - LDPC foram pro-
postos pela primeira vez em 1962 por Robert Gallager, juntamente com um esquema de
decodificação iterativa cuja complexidade crescia de forma linear com o comprimento do
bloco do código. Essa classe de códigos de bloco tem como principal característica uma
matriz H de verificação de paridade esparsa, isto é, uma matriz binária de grandes dimen-
sões composta de poucos 1’s nas linhas e colunas, quando comparado com o número de
0’s. Além disso, o número de 1’s em H cresce linearmente com o comprimento do bloco.
Apesar desta classe de códigos apresentar desempenho muito próximo à capacidade de ca-
nal, os códigos LDPC foram abandonados por várias décadas, devido a pouca capacidade
e velocidade de processamento computacional da época para a realização do processo de
codificação e decodificação (RYAN; LIN, 2009).
Em 1981, Robert Tanner generalizou os códigos LDPC e desenvolveu um mé-
todo gráfico de representação destes códigos, denominado de grafos de Tanner ou grafos
bipartites.
Em 1993, Claude Berrou e Alain Glavieux propuseram os códigos turbo, ba-
seados em códigos convolucionais, com uma técnica de decodificação iterativa bastante
eficiente, embora com tempo de processamento ainda significativamente alto. A codifi-
cação turbo também possui desempenho muito próximo à capacidade de canal. Com o
aparecimento dos códigos turbo, a comunidade científica se concentrou em aprimorar o
algoritmo de decodificação iterativo.
Os códigos LDPC foram redescobertos por David MacKay e Neal em 1995,
provocando um grande aumento nas pesquisas para a sua obtenção e decodificação. O
aumento da capacidade e da velocidade de processamento dos dispositivos digitais, desde
o aparecimento dos códigos LDPC, fizeram com que estes códigos tivessem sua aplicabili-
dade comprovada. Atualmente, a importância dos códigos LDPC é amplamente reconhe-
cida, visto que eles estão presentes em diversos sistemas de comunicações, tais como, a
telefonia digital, a transmissão de dados via satélite, a comunicação interna em computa-
dores e armazenamento ótico de dados. O código LDPC também foi adotado na camada
de dados da rede 5G (??).
3.3.1 Representação dos códigos LDPC
Um código LDPC binário é definido como o espaço nulo de uma matriz 𝑚×𝑛
de verificação de paridade H esparsa com baixa densidade de 1’s nas linhas e colunas. A
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definição de “baixa densidade” é inevitavelmente vaga e não pode ser quantificada com
precisão, embora uma densidade de 0,01 ou menor geralmente é qualificada como baixa
densidade (1% ou menos dos elementos de H são 1’s). A necessidade de uma densidade
baixa visa diminuir o número de cálculos no processo de decodificação iterativa. A comple-
xidade da decodificação por máxima verossimilhança (ótima) de códigos de bloco lineares
torna-se proibitiva à medida que o comprimento das palavras código aumenta. O aspecto
de baixa densidade dos códigos LDPC reduz esta complexidade, tornando viável uma
decodificação sub-ótima.
Um código LDPC é denominado regular se e somente se sua matriz de ve-
rificação de paridade H possuir pesos de Hamming 𝑤𝑐 e 𝑤𝑟 constantes para todas as
sua colunas e todas as suas linhas, respectivamente. Estes pesos estão relacionados por
𝑤𝑟 = 𝑤𝑐(𝑛/𝑚), onde 𝑤𝑐 ≪ 𝑚. A construção apresentada por Gallager pertence à classe
de códigos LDPC regulares.
Um código LDPC é denominado irregular se ele não for regular, ou seja, se
ele possuir uma matriz de verificação de paridade na qual 𝑤𝑐 e 𝑤𝑟 não são constantes
para todas as colunas e linhas, respectivamente. Os códigos LDPC irregulares podem
apresentar melhor desempenho que seus equivalentes regulares.
Quando 𝑤𝑐 ≥ 3, existe pelo menos um código LDPC cuja distância mínima
𝑑𝑚𝑖𝑛 cresce linearmente com o comprimento 𝑛 da palavra código (GALLAGER, 1963);
assim, quanto maior o comprimento de código maior será o ganho de codificação. A
diferença entre as potências sem e com codificação para atingir uma dada BER (taxa de
erro de bit) é chamado de ganho de codificação.
A construção de códigos LDPC não necessita que a matriz de verificação de
paridade H seja de posto completo (full rank). Assim, a taxa 𝑅𝑐 de codificação fica
limitada inferiormente pela relação
𝑅𝑐 ≥ 1− 𝑚
𝑛
. (3.8)
A igualdade só se estabelece quando H for de posto completo. Outra maneira
de se escrever 3.8 é
𝑅𝑐 = 1− 𝑟𝑎𝑛𝑘(H)
𝑛
. (3.9)
A densidade de um código LDPC, denotada por 𝜌, é definida como a razão
entre o número total de l’s em uma linha de H pelo número total de elementos desta
linha. Assim, a densidade é dada por
𝜌 = 𝑤𝑟
𝑛
. (3.10)
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3.3.1.1 Representação gráfica - Grafo de Tanner
A propriedade da matriz H possuir baixa densidade de 1’s faz com que o
código LDPC possa ser representado por um grafo bipartido, denominado de grafo de
Tanner (TANNER, 1981). Os dois tipos de nós no grafo de Tanner são denominados nós
de variável (VN - variable node) e nós de verificação (CN - check node). Um nó de variável
corresponde a uma coluna da matriz de verificação de paridade, enquanto que um nó de
verificação corresponde a uma linha. Os nós de variável e verificação são denotados por
𝐶 = 𝑐1, 𝑐2, ..., 𝑐𝑛 e 𝐹 = 𝑓1, 𝑓2, ..., 𝑓𝑚, respectivamente.
O grafo de Tanner possui, portanto, 𝑚 nós de verificação e 𝑛 nós de variável.
Um VN 𝑐𝑖 é conectado a um CN 𝑓𝑗 por um ramo, se e somente se o elemento ℎ𝑖𝑗 da matriz
H for igual a 1. Como exemplo, o grafo de Tanner, para o código de bloco (10, 5) definido
pela matriz H dada na equação 3.11, é mostrado na figura 3.2.
H =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 0 0 0 0 0 0
1 0 0 0 1 1 1 0 0 0
0 1 0 0 1 0 0 1 1 0
0 0 1 0 0 1 0 1 0 1
0 0 0 1 0 0 1 0 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.11)
Figura 3.2 – Grafo de Tanner para o código da matriz H dada pela eq. 3.11.
Dois nós conectados por um ramo no grafo de Tanner são denominados de nós
vizinhos. O grau de um nó é definido como o número de ramos a ele conectado, ou de
forma equivalente, o grau é definido como o números de nós vizinhos. Se os graus de todos
os nós de variável VN forem iguais, então este código é dito regular em variável. Se os
graus de todos os nós de verificação CN forem iguais, então este código é dito regular em
verificação. Entretanto, se o grau de todos os VN for igual a 𝑤𝑐 e de todos os CN for igual
a 𝑤𝑟, então o código LDPC é chamado de código (𝑤𝑐, 𝑤𝑟)-regular.
Um ciclo é definido como um percurso fechado no grafo de Tanner que se inicia
e termina no mesmo nó. O número de ramos que compõe o ciclo mais curto é chamado de
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giro (girth) e é um parâmetro crucial para o processo de decodificação. No grafo de Tanner
da figura 3.2, o girth é igual a 6. Ciclos curtos, Girth menor ou igual a 4, produzem um
efeito ruim no desempenho dos decodificadores LDPC, pois estes afetam a independência
da informação extrínseca que é trocada no processo de decodificação iterativa (Sipser and
Spielman, 1996; Wiberg, 1996).
Considere a matriz de verificação de paridade na equação 3.12.
H =
⎡⎢⎢⎢⎢⎢⎢⎣
1 1 0 1 0 0
1 1 0 0 1 0
0 0 1 0 1 1
0 0 1 1 0 1
⎤⎥⎥⎥⎥⎥⎥⎦ (3.12)
Ciclos de comprimento 4 surgem quando duas colunas da matriz H possuem
1’s em posições contíguas. Note esta ocorrência nos pares de colunas 1 - 2 e 3 - 6. O ciclo
de comprimento 4, referente ao par de colunas 1-2 é mostrado em negrito na figura 3.3.
Figura 3.3 – Grafo de Tanner com ciclo igual a 4.
3.3.2 Construção de códigos LDPC
A construção de códigos LDPC necessita da definição de vários parâmetros,
tais como, os pesos da linhas e colunas da matriz de paridadeH, do girth e do comprimento
𝑛 e da taxa 𝑅𝑐 do código. Além disso, os códigos LDPC devem ser construídos levando-se
em conta um bom desempenho de decodificação e a facilidade de implementação.
Existem várias maneiras construir códigos LDPC para um dado comprimento
e taxa de codificação. Entretanto, em quase todas construções de códigos propostas, a
restrição na matriz de verificação de paridade H de que nenhuma duas linhas (ou duas
colunas) podem ter mais de uma posição onde ambas tenham componentes 1. Esta res-
trição, denominada de retrição linha-coluna, assegura que o grafo de Tanner do código
LDPC tenha um girth de no mínimo 6.
Basicamente, os métodos de construção dos códigos LDPC podem ser dividi-
dos em aleatório ou estruturado. Os métodos aleatórios possuem flexibilidade no projeto
e construção do código LDPC, mas tem como deficiência a falta de regularidade nas
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conexões linhas-colunas, causando um aumento da complexidade de interconexão do de-
codificador. Por outro lado, construções estruturadas podem ter padrões de interconexões
regulares, mas isso pode produzir classe de códigos LDPC limitada em taxa de codificação,
comprimento e girth.
Os métodos de construções aleatórios de códigos LDPC conecta linhas e co-
lunas de uma matriz de verificação de paridade H sem qualquer estrutura ou padrão de
conexão pré-definida. Códigos aleatórios possuem bom desempenho especialmente no caso
de comprimentos de códigos longos quando comparado com códigos estruturados. Entre-
tanto, não existe garantia de que um dado código aleatório terá um bom desempenho.
Alguns exemplos de construções aleatórias são construção de Mackay, algoritmo de pre-
enchimento de bit (bit-filling algorithm) e algoritmo de crescimento de ramos progressivo
(progressive edge-growth algorithm) (LIN; COSTELLO, 2004).
Os métodos de construção estruturada coloca restrições nas conexões linhas-
colunas de modo a obter um padrão predefinido. Estes métodos alcançam bom desem-
penho e possui padrão de conexões que é mais fácil de ser implementado. A restrições
impostas na construção frequentemente produzem uma família de códigos de estrutura
similar. Existem vários métodos de construção estruturada já desenvolvidos para produzir
códigos que diferem em estrutura, desempenho e complexidade de implementação. Entre
estes métodos de construção podemos destacar: projetos combinatoriais, geometria finita
e métodos algébricos (MALEMA, 2007).
Entre as diversas classes de códigos LDPC, foram consideradas, para o de-
senvolvimento do trabalho de tese, as seguintes: códigos estruturados irregulares quase
cíclicos, códigos estruturados baseados em sequência de Barker e códigos estruturados
baseados em quadrados latinos.
3.3.2.1 Códigos LDPC estruturados irregulares quase cíclicos - IE-LDPC
Definida a taxa de codificação 𝑅𝑐, o comprimento do código 𝑛 e os pesos
𝑤𝑟 e 𝑤𝑐 das linhas e colunas, respectivamente, a obtenção de um código LDPC é feita
gerando primeiramente sua matriz H. Se a matriz de verificação de paridade H de um
código LDPC é um arranjo de submatrizes esparsas circulantes de iguais dimensões sobre
GF(2), então o espaço nulo de H define um código LDPC quase cíclico (QC-LDPC) (LIN;
COSTELLO, 2004).
De forma mais específica, um código QC-LDPC estruturado irregular é re-
presentado por uma matriz de verificação de paridade H (𝑚 × 𝑛) gerada a partir do
agrupamento de submatrizes obtidas através do deslocamento cíclico à direita das colu-
nas de uma submatriz identidade I𝑙, onde 𝑙 < 𝑚 (JOBES, 2018). As vantagens dos códigos
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assim gerados são a variedade de taxas de codificação apenas com a variação no número
de submatrizes agrupadas e a facilidade na construção da matriz H.
As equações (3.13), (3.14) e (3.15) mostram como submatrizes circulantes são
geradas por deslocamento cíclico de uma submatriz identidade de dimensão 6, I6. O índice
𝑙 de uma submatriz circulante A𝑙,𝑗 indica sua dimensão e o índice 𝑗, por sua vez, indica
quantas posições foram deslocadas ciclicamente à direita em cada linha. Para valores de
𝑗 maiores que 𝑙, a matriz identidade é rotacionada de 𝑗 mod 𝑙.
I6 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.13)
A6,2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1 0 0 0 0 0
0 1 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.14)
A6,5 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 1
0 0 0 1 0 0
0 0 0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.15)
Seja 𝑁𝑃 um conjunto formado pelos números primos naturais. Os elementos
deste conjunto 𝑁𝑃 são utilizados para definir a rotação dada na matriz identidade I𝑙
para a obtenção da submatrizes circulantes A𝑙,𝑗 que compõem a matriz H. Os números
primos foram utilizados para gerar as submatrizes circulantes para garantir que a matriz
de verificação de paridade gerada não tenha valor de girth pequeno (KARKOOTI, 2004).
A figura 3.4 mostra o exemplo de construção de uma matrizH, para um código
(32,16), por meio do agrupamento de submatrizes circulantes obtidas através da rotação
de uma submatriz identidade de dimensão 𝑙 = 8. Note que as submatrizes circulantes
foram geradas utilizando-se os quatro primeiros elementos do conjunto 𝑁𝑃 . Note também
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que a matriz H é irregular e sistemática. Submatrizes nulas O𝑙 foram intercaladas em H
para produzir a submatriz identidade de dimensão 16.
Figura 3.4 – Matriz H de código (32,16) dimensão 𝑙 = 8.
A matriz de verificação de paridade H do código (32, 16) poderia ter sido
construída a partir de uma submatriz identidade de dimensão 𝑙 = 4. Para números primos
𝑗 > 4, a submatriz identidade I4 é rotacionada de 𝑗𝑚𝑜𝑑− 4. Este código, representado na
figura 3.5, possui propriedades de correção de erro e de decodificação diferentes do código
(32, 16) para 𝑙 = 8. Assim, por causa da possibilidade de várias formas de construção
da matriz de verificação de paridade de um código LDPC, só é possível determinar qual
matriz H vai gerar um código com melhor desempenho através de simulações.
3.3.2.2 Códigos QC-LDPC irregulares estruturados construídos a partir de sequências de
Barker
Sequências ou códigos de Barker são vetores finitos a = (𝑎1, 𝑎2, ..., 𝑎𝑁) de com-
primento 𝑁 , com os elementos 𝑎𝑖 assumindo os valores −1 ou +1, que apresentam propri-
edades de autocorrelação ideais ou com um único pico e correlação cruzada com valores
baixos. Essas sequências possuem coeficientes 𝐴𝑥 de autocorrelação off-peak o menor pos-
sível. Por off-peak entenda-se fora do alinhamento perfeito do vetor com sua réplica. Para
uma dada sequência de Barker os coeficientes off-peak (não-cíclicos) de autocorrelação são
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Figura 3.5 – Matriz H de código (32,16) dimensão 𝑙 = 4.
obtidos pela relação
𝐴𝑥 =
𝑁−𝑥∑︁
𝑖=1
𝑠𝑖𝑠𝑖+𝑥 (3.16)
onde |𝐴𝑥| ≤ 1, para 1 ≤ 𝑥 < 𝑁 . Existem apenas 9 sequências (códigos) de Barker
conhecidas para comprimento 𝑁 de no máximo 13. Negações e reversões de tais sequências
são também códigos de Barker. Especula-se que não existam sequências da Barker para
comprimento maior que 13. A tabela 3.1 apresenta as sequências de Barker conhecidas.
Tabela 3.1 – Sequências de Barker de comprimentos 2 a 13.
Comprimento 𝑁 Sequências
2 −1 + 1 | +1 + 1
3 +1− 1− 1
4 +1 + 1− 1 + 1 |+1 + 1 + 1− 1
5 +1 + 1 + 1− 1 + 1
7 +1 + 1 + 1− 1− 1 + 1− 1
11 +1 + 1 + 1− 1− 1− 1 + 1− 1− 1 + 1− 1
13 +1 + 1 + 1 + 1 + 1− 1− 1 + 1 + 1− 1 + 1− 1 + 1
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Sequências de Barker são geralmente utilizadas em sistemas de comunicações
onde a perfeita sincronização de relógio entre o transmissor e o receptor é fundamental,
tais como, sistema de acesso múltiplo por divisão temporal (TDMA), sistema de acesso
múltiplo por divisão por código (CDMA), etc. Estas sequências também se mostram
eficazes no processo de construção de bons códigos LDPC.
Códigos LDPC irregulares estruturados (𝑛, 𝑘) podem ser obtidos usando sequên-
cias de Barker na construção da matriz de verificação de paridade H. A matriz H é com-
posta de uma submatriz identidade I𝑛−𝑘 e uma ou mais submatrizes P𝑖 justapostas. As
submatrizes P𝑖 são circulantes e construídas a partir de sequências de Barker na forma
binária completada com zeros nos elementos restantes da sua primeira linha. As demais
linhas de P𝑖 são formadas por deslocamentos cíclicos da primeira linha. Este procedi-
mento produz uma matriz H, onde o peso 𝑤𝑟 das linhas é constante, porém o peso 𝑤𝑐 das
colunas não (CUNHA; FILHO, 2016).
A figura 3.6 apresenta um código irregular (32, 16) construído utilizando a
sequência (1 0 1 1) de comprimento 𝑁 = 4 e representado pela matriz de verificação de
paridade na sua forma sistemática. Após o processo de modulação BPSK, a sequência se
torna de Barker.
Figura 3.6 – Código (32, 16) construído com a sequência (1 0 1 1).
A figura 3.7 apresenta um código (32, 16) com a matriz H não sistemática
construída com duas submatrizes P1 e P2 geradas pelas sequências (1 0 1 1) e (1 1 0 1),
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respectivamente. Este código é regular com peso das colunas 𝑤𝑐 = 3 e 𝑤𝑟 = 6.
Figura 3.7 – Código (32, 16) construído com a sequência (1 0 1 1) e (1 1 0 1).
Note que é possível construir códigos LDPC irregulares fazendo a justaposição
na matriz H sistemática de mais de uma submatriz gerada por sequências de Barker
distintas.
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3.3.2.3 Códigos QC-LDPC estruturados construídos a partir de quadrados latinos
A ideia de construção de código com a ajuda de quadrados latinos é mais antiga
do que a teoria algébrica da informação em si. Em 1930, E.Schönhardt escreveu um artigo
sobre quadrados latinos. Alguns de seus resultados foram usados por R. Schauffler para
construir códigos de detecção de erro.
O quadrado latino de ordem 𝑞 é um arranjo 𝑞 × 𝑞 cujas entradas pertencem
a um conjunto de 𝐹𝑞 = 1, ..., 𝑞 de 𝑞 símbolos distintos que atende a uma condição: os
números de 1 a 𝑞 aparecem apenas uma única vez em cada linha e em cada coluna da
matriz. Um quadrado latino está na sua forma reduzida (ou normalizada ou padrão) se a
sua primeira coluna e primeira linha estiverem em sua ordem natural. A figura 3.8 mostra
um quadrado latino 4× 4 na sua forma reduzida.
Figura 3.8 – Quadrado latino de tamanho 4× 4.
É possível construir um código com 𝑞2 palavras código baseado no método de
Golomb-Posner utilizando dois quadrados latinos 𝑞×𝑞. A figura 3.9 mostra dois quadrados
latinos 4×4 e o conjunto de 16 palavras código geradas. As palavras código são formadas
pelo índice da linha (𝑖), o índice da coluna (𝑗), o símbolo de LS-1 contido na posição
(𝑖, 𝑗) e o símbolo de LS-2 contido na posição (𝑖, 𝑗), ou seja, a palavra código é a sequência
(𝑖, 𝑗,LS-1(𝑖, 𝑗), LS-2(𝑖, 𝑗)).
Note, da figura 3.9, que se for dado quaisquer dois símbolos de uma palavra
código, é possível determinar unicamente esta palavra código a partir da tabela de palavras
código fornecida.
Uma das propriedades interessantes de um quadrado latino é que as condições
em sua definição introduzem um grande número de restrições interligadas que eliminam
muitos graus de liberdade na atribuição dos 𝑞2 elementos na matriz. Na verdade, essas
restrições são tão limitadas que mesmo quando alguns números são removidos de um
quadrado latino, muitas vezes estes números podem ser recuperados.
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Figura 3.9 – Quadrados latinos e palavras código.
Os códigos LDPC construídos a partir dos quadrados latinos, utilizando sub-
matrizes identidades deslocadas. Por exemplo, para um quadrado latino de ordem 4 e
𝐹4 = 1, 2, 3, 4. O elemento 1 pode ser uma submatriz identidade I, o elemento 2 a subma-
triz I com as colunas deslocadas de 1 posição à direita, o elemento 3 a submatriz I com
as colunas deslocadas de 2 posições à direita e o elemento 4 a submatriz I com as colunas
deslocadas de 3 posições à direita.
O método de obtenção dos códigos LDPC utilizando quadrados latinos neste
trabalho de pesquisa é baseado no processo de construção dos códigos quase cíclicos
estruturados. Por exemplo, um código LDPC cuja matriz de paridade H de dimensões
400 linhas× 800 colunas, na forma sistemática, construída utilizando o quadrado latino
4× 4 dado na figura 3.8, pode ser representado por
H =
⎡⎢⎢⎢⎢⎢⎢⎣
L100,1 L100,2 L100,3 L100,4
I400 L100,2 L100,3 L100,4 L100,1
L100,3 L100,4 L100,1 L100,2
L100,4 L100,1 L100,2 L100,4
⎤⎥⎥⎥⎥⎥⎥⎦ . (3.17)
3.4 Decodificação iterativa de códigos LDPC
A principal inovação por trás dos códigos LDPC é a característica de baixa
densidade apresentada pela matriz de verificação de paridade. Antes de apresentar o
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algoritmo de decodificação soma-produto, que é um processo com desempenho muito
próximo do ótimo, é interessante descrever genericamente a decodificação por passagem
de mensagem.
A decodificação por passagem de mensagem se refere a uma coleção de deco-
dificadores de baixa complexidade que trabalham de forma distribuída para decodificar
uma palavra código recebida em um esquema de codificação concatenado. Um código
LDPC pode ser considerado uma concatenação de vários códigos de verificação de pa-
ridade singular (SPC - single parity check). Assim, o o decodificador por passagem de
mensagem emprega um decodificador para cada código SPC e estes decodificadores ope-
ram de forma cooperativa em um modo distribuído para determinar os valores corretos
dos bits do código. Neste contexto, os nós de verificação (CN) no grafo de Tanner repre-
sentam os decodificadores SPC que trabalham de forma cooperativa para decodificar a
palavra recebida.
O algoritmo de decodificação iterativo por passagem de mensagem obtém a
razão de verossimilhança logarítmica (LLR - log-likelihood ratio) de todos os símbolos da
palavra código recebida e, então, cada nó atualiza suas mensagens baseado nas mensagens
recebidas de seus nós vizinhos no grafo de Tanner. Como a matriz de verificação de pari-
dade é esparsa, cada nó somente possui um pequeno número de vizinhos e a complexidade
no cálculo das mensagens atualizadas é pequena.
A decodificação iterativa por passagem de mensagem alterna entre duas fases:
∙ a fase onde os nós de variável (VN) enviam mensagens para os nós de verificação
(CN) adjacentes através de seus ramos.
∙ a fase durante a qual os nós de verificação (CN) enviam mensagens para seus nós
de variável (VN) adjacentes.
As regras de atualização da mensagem estão mostradas na figura 3.10. No
passo de iniciação do processo de decodificação, o nó variável 𝑐𝑖 envia a mesma mensagem
para todos os seus vizinhos CN’s, denominada de razão de verossimilhança logarítmica
𝐿𝑐ℎ𝑖 obtida da saída correspondente do canal. Na fase de atualização da mensagem dos nós
de verificação para os nós de variável, 𝑓𝑗 utiliza as mensagens que chegam nele e a regra
de atualização dos nós de verificação para calcular e enviar para o 𝑐𝑖, uma nova mensagem
do nó de verificação para o nó de variável, 𝐿𝑗→𝑖. O nó de variável 𝑐𝑖 então processa suas
mensagens que chegam de acordo com a regra de atualização dos nós de variável e envia
para cada nó de verificação adjacente uma mensagem atualizada do nó de variável para
o nó de verificação, 𝐿𝑖→𝑗.
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(a) Atualização de mensagem do nó de verificação para o
nó de variável (CN → VN): Cada CN recebe informa-
ção LLR de todos os seus vizinhos VN’s. Para cada VN,
é gerado uma mensagem “verificação → variável” atu-
alizada utilizando as entradas de todos os outros VN’s
vizinhos.
(b) Atualização de mensagem do nó variável de para
o nó de verificação (VN→ CN): Cada VN recebe
informação LLR de todos os seus vizinhos CN’s.
Para cada VN, é gerada uma mensagem “variável
→ verificação” atualizada utilizando as entradas
de todos os outros CN’s vizinhos.
Figura 3.10 – Atualização das mensagens
Após um dado número de iterações pré-especificado, o nó de variável 𝑐𝑖 soma
todas as mensagens LLR que chegam para produzir uma estimativa do bit 𝑖 do código
correspondente. Todas as atualizações das mensagens do nós de verificação para os nós de
variável podem ser feitas em paralelo, da mesma forma que as atualizações das mensagens
dos nós de variável para os nós de verificação. Isso permite que se implementem softwares
e hardwares de alta velocidade e eficientes para o processo iterativo de decodificação.
Capítulo 3. Codificação LDPC 55
3.4.1 Canal binário sem memória simétrico corrompido por ruído gaussiano
A análise de desempenho dos códigos LDPC deste estudo utiliza um canal
binário simétrico sem memória tal como o canal com ruído gaussiano branco aditivo
(AWGN - additive white gaussian noise). Cada bit codificado 𝑐𝑖 ∈ 0, 1 é transmitido pelo
canal como um símbolo antipodal binário 𝑥𝑖 ∈ −1,+1, sendo 𝑥𝑖 = 1− 2𝑐𝑖.
Se o vetor x = (𝑥1, 𝑥2, ..., 𝑥𝑛) é transmitido pelo canal, a probabilidade de
receber o vetor y = (𝑦1, 𝑦2, ..., 𝑦𝑛) pode ser calculada por
𝑃𝑟(y|x) =
𝑛∏︁
𝑖=1
𝑃𝑟(𝑌𝑖 = 𝑦𝑖 | 𝑋𝑖 = 𝑥𝑖) =
𝑛∏︁
𝑖=1
𝑃𝑌𝑖|𝑋𝑖(𝑦𝑖 | 𝑥𝑖). (3.18)
E a razão logarítmica de verossimilhança (LLR - log-likelihood ratio) do 𝑖-ésimo
símbolo na saída do canal, 𝐿𝑐ℎ𝑖 , é definida por
𝐿𝑐ℎ𝑖 = log
(︃
𝑃𝑌𝑖|𝑋𝑖(𝑦𝑖 | 𝑥𝑖 = +1)
𝑃𝑌𝑖|𝑋𝑖(𝑦𝑖 | 𝑥𝑖 = −1
)︃
. (3.19)
Para o canal AWGN, o símbolo recebido 𝑦𝑖 = 𝑥𝑖+𝑤𝑖 é um valor real, sendo 𝑤𝑖
é um ruído gaussiano independente e identicamente distribuído (i.i.d.) com média zero e
variância 𝜎2. Então a probabilidade condicional entre os símbolos recebido e transmitido
é dada por
𝑃𝑌𝑖|𝑋𝑖(𝑦𝑖 | 𝑥𝑖) =
1√
2𝜋𝜎
exp
(︃
−(𝑦𝑖 − 𝑥𝑖)
2
2𝜎2
)︃
. (3.20)
Assim, a razão de verossimilhança logarítmica (LLR - log-likelihood ratio) da
saída 𝑦𝑖 pode ser calculada por
𝐿𝑐ℎ𝑖 = log
⎛⎝exp
(︁
− (𝑦𝑖−1)22𝜎2
)︁
exp
(︁
− (𝑦𝑖+1)22𝜎2
)︁
⎞⎠ = 2𝑦𝑖√
𝜎2
. (3.21)
Se o canal for perturbado por desvanecimento Rayleigh independente e se o
decodificador conhecer a informação de estado do canal, então 𝑦𝑖 = 𝛼𝑖𝑥𝑖+𝑤𝑖, onde 𝛼𝑖 são
variáveis aleatórias independentes com variância unitária. Neste caso, a probabilidade de
transição do canal é dada por (LIN; COSTELLO, 2004)
𝑃 (𝑥𝑖 = 𝑥 | 𝑦𝑖) =
[︂
1 + exp
(︂−2𝛼𝑖𝑦𝑖𝑥
𝜎2
)︂]︂−1
. (3.22)
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Assim, os nós de variável são iniciados por
𝐿(𝑐𝑖 | 𝑦𝑖) = 2𝛼𝑖𝑦𝑖√
𝜎2
. (3.23)
Na prática, estimativas de 𝛼𝑖 e 𝜎2 são necessárias.
3.4.2 Algoritmo Soma-Produto
Gallager ao introduzir os códigos LDPC nos anos 1960, também propôs um
algoritmo de decodificação que fornecia desempenho de decodificação próximo do ótimo
(GALLAGER, 1963). Este algoritmo é atualmente conhecido como algoritmo soma-produto
(SPA - sum-product algorithm) ou algoritmo propagação de confiança (BP - belief-propagation
algorithm).
A regra de atualização dos VN é dada por
𝐿𝑖→𝑗 = 𝐿𝑐ℎ𝑖 +
∑︁
𝑗′∈𝑉𝑖∖𝑗
𝐿𝑗′→𝑖, (3.24)
onde 𝑉𝑖∖𝑗 é conjunto de índices dos nós de verificação conectados ao nó de variável 𝑐𝑗.
Enquanto que a regra de atualização dos CN é dada por
𝐿𝑗→𝑖 =
⎡⎣ ∏︁
𝑖′∈𝑁𝑗∖𝑖
sign(𝐿𝑖′→𝑗)
⎤⎦ · min
𝑖′∈𝑁𝑗∖𝑖
|𝐿𝑖′→𝑗| , (3.25)
onde 𝑁𝑗∖𝑖 é conjunto de índices dos nós de variável conectados ao nó de verificação 𝑓𝑗.
Em implementações práticas do algoritmo soma-produto, a regra de atualiza-
ção dos CN usada é
𝐿𝑗→𝑖 =
⎡⎣ ∏︁
𝑖′∈𝑁𝑗∖𝑖
sign(𝐿𝑖′→𝑗)
⎤⎦ · 𝜑−1
⎛⎝ ∑︁
𝑖′∈𝑁𝑗∖𝑖
𝜑(|𝐿𝑖′→𝑗|)
⎞⎠ , (3.26)
onde 𝜑(𝑥) = −𝑙𝑜𝑔[tanh(𝑥/2)].
Assim, o algoritmo soma-produto, proposto por Gallager , pode ser sumarizado
nos seguintes passos (RYAN; LIN, 2009), (ZHANG, 2007):
1. Iniciação: Para todo 𝑖, o decodificador é iniciado fazendo todas as mensagens VN
𝐿𝑖→𝑗 igual a
𝐿𝑐ℎ𝑖 = 𝐿𝑐𝑖 |𝑦𝑖 = log
(︃
𝑃𝑟(𝑐𝑖 = 0|𝑦𝑖)
𝑃𝑟(𝑐𝑖 = 1|𝑦𝑖)
)︃
, (3.27)
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para o modelo de canal apropriado. Nesta equação, 𝑦𝑖 representa o valor de canal
que foi recebido, ou seja ele não é uma variável. Então, para todos 𝑖, 𝑗 onde ℎ𝑖𝑗 = 1,
faça 𝐿𝑖→𝑗 = 𝐿𝑐ℎ𝑖 .
2. Atualização de CN: Calcule as mensagens 𝐿𝑗→𝑖 de saída de cada CN utilizando
𝐿𝑗→𝑖 = 2 tanh−1
⎡⎣ ∏︁
𝑖′∈𝑁𝑗∖𝑖
tanh(12𝐿𝑖
′→𝑗)
⎤⎦ (3.28)
e transmita para os VN’s, como mostrado na figura 3.10a.
3. Atualização de VN: Calcule as mensagens 𝐿𝑖→𝑗 de saída de cada VN utilizando
𝐿𝑖→𝑗 = 𝐿𝑐ℎ𝑖 +
∑︁
𝑗′∈𝑁𝑖∖𝑗
𝐿𝑗′→𝑖, (3.29)
e transmita para os CN’s, como mostrado na figura 3.10b.
4. LLR total: Para 𝑖 = 1, 2, ..., 𝑛, calcule
𝐿𝑡𝑜𝑡𝑎𝑙𝑖 = 𝐿𝑐ℎ𝑖 +
∑︁
𝑗∈𝑁𝑖
𝐿𝑖→𝑗, (3.30)
5. Critério de parada Para 𝑖 = 1, 2, ..., 𝑛, faça
𝑐 =
⎧⎨⎩ 1 se 𝐿
total
𝑗 > 0
0 caso contrário
⎫⎬⎭ (3.31)
para obter c^. Se a síndrome s = c^H𝑇 = 0 ou se o número máximo de iterações é
atingido, pare. Caso contrário, vá para o passo 2.
A figura 3.11 mostra de forma esquematizada os passos do algoritmo soma-
produto acima sumarizado.
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Figura 3.11 – Esquema algoritmo soma- produto.
Exemplo 3.1. Uma palavra código gerada a partir de uma matrizG geradora,
cujo espaço nulo é dado pela matriz de verificação de paridade
H =
⎡⎢⎢⎢⎣
1 0 0 1 0 1 1
0 1 0 1 1 1 0
0 0 1 0 1 1 1
⎤⎥⎥⎥⎦ ,
é enviada por um canal AWGN com variância igual a 0,5. Com grafo de é Tanner dado
pela figura 3.12.
Considere que a palavra código transmitida foi
c =
[︁
0 0 1 0 1 1 1
]︁
Utilizando a representação antipodal, temos o vetor transmitido
x =
[︁
−1 −1 +1 −1 +1 +1 +1
]︁
.
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Figura 3.12 – Grafo de Tanner referente ao Exemplo 3.1.
O sinal é corrompido por ruído AWGN e o vetor recebido é
y =
[︁
+0, 2 +0, 6 −0, 5 +0, 3 +0, 1 −1, 3 −0, 8
]︁
.
Se realizarmos decisão abrupta nos símbolos do vetor recebido, temos
𝑦′ =
[︁
+1 +1 −1 +1 +1 −1 −1
]︁
,
que corresponde ao vetor binário
𝑐′ =
[︁
1 1 0 1 1 0 0
]︁
.
A síndrome desse vetor é
𝑠 = 𝑐′𝐻𝑇 =
[︁
0 1 1
]︁
,
indicando que 𝑐′ não é uma palavra código.
Utilizando o algoritmo soma-produto temos:
Iniciação: A razão de verossimilhança logarítmica LLR é dada por por
𝐿𝐿𝑅(𝑦) = −2𝑦
𝜎2
.
Fazendo 𝜎2 = 0, 5, temos
𝐿𝐿𝑅(𝑦) = − 2𝑦0, 5 = −4𝑦
Calculando agora a LLR para cada nó variável
𝐿𝐿𝑅(𝑦1) = −0, 8;𝐿𝐿𝑅(𝑦2) = −2, 4;
𝐿𝐿𝑅(𝑦3) = +2, 0;𝐿𝐿𝑅(𝑦4) = −1, 2;
𝐿𝐿𝑅(𝑦5) = −0, 4;𝐿𝐿𝑅(𝑦6) = +5, 2;𝐿𝐿𝑅(𝑦7) = +3, 2;
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Esses valores são então enviados para os nós de verificação.
Primeira iteração:
A regra de atualização de mensagem do nó de verificação é
𝐿𝑗→𝑖 = 2 tanh−1
⎡⎣ ∏︁
𝑖′∈𝑁𝑗∖𝑖
tanh(12𝐿𝑖
′→𝑗)
⎤⎦ (3.32)
A mensagem do nó de verificação 2 para o nó variável 5 é
𝐿2→5 = 2 tanh−1
(︂
tanh(12𝐿2→5)𝑡𝑎𝑛ℎ(
1
2𝐿4→5) tanh(
1
2𝐿6→5)
)︂
= 2 tanh−1 (tanh(−2, 4/2) tanh(−1, 2/2) tanh(+5, 2/2))
= 2 tanh−1(0, 44) = 0, 94
A mensagem do nó de verificação 3 para o nó variável 5 é
𝐿3→5 = 2 tanh−1
(︂
tanh(12𝐿3→5) tanh(
1
2𝐿6→5) tanh(
1
2𝐿7→5)
)︂
= 2 tanh−1 (tanh(+2, 0/2) tanh(+5, 2/2) tanh(+3, 2/2))
= 2 tanh−1(0, 69) = 1, 71
Usando essas mensagens, o nó de variável 5 atualiza a LLR somando as mensagens rece-
bidas: 𝐿𝐿𝑅 = −0, 40 + 0, 94 + 1, 71 = 2, 25, fazendo a decisão pelo valor do nó variável
igual a 1.
Todas as outras mensagens de atualização são calculadas da mesma maneira.
Uma vez que o nó de variável 5 agora está atualizado, todos os outros nós não alteram
seu valor, a decodificação para declarando um sucesso com apenas uma iteração.
3.5 Desempenho das classes de códigos QC-LDPC estruturados
Para apresentar o desempenho das três classes de códigos quase cíclicos estru-
turado, assumimos que os sinais são transmitidos utilizando um esquema com modulação
binária 2-PSK, que o ruído introduzido pelo canal é AWGN com média nula e variância
𝜎2 e quando considerado, o desvanecimento é Rayleigh. Para as simulações, a energia de
bit 𝐸𝑏 e normalizada em 1 e 𝑁0 é a densidade espectral unilateral de potência do ruído.
Comparamos os três códigos estruturados, os construídos a partir de sequência
de Barker (Barker) com comprimento 5, construídos a partir de quadrados latinos (QL)
e os construídos com números primos (IE). O comprimento da sequência de informação
utilizado é 𝑘 = 500 bits. A taxa utilizada foi 𝑅 = 0.5, portanto, a palavra código tem
comprimento de 𝑁 = 1000 bits.
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Comparamos ainda o desempenho dos códigos QL e com os IE utilizando
matriz identidade com os valores de ordem de 125 e 250.
A figura 3.13 mostra o desempenho, em termos de BER versus 𝐸𝑏/𝑁0 (dB),
para os códigos (1000, 500) no canal AWGN.
Figura 3.13 – Matriz H(1000,500) - Comparação dos códigos (Barker, QL e IS) em canal
AWGN.
A sequência de Barker utilizada foi 11101 e a primeira linha da matriz de
verificação de paridadeH é 111010 . . . 0. As demais linhas são feitas deslocando a primeira
linha por uma posição à direita.
O código QL é construído a partir de matrizes identidades de ordem 250.
Utilizou-se 4 submatrizes compondo a parte da paridade do código. A matriz de quadrados
latinos utilizada foi
H =
⎡⎣ I L250,1 I250,2
L250,2 I250,1
⎤⎦ , (3.33)
No código IE, utilizou-se 4 submatrizes de ordem 250 compondo a parte da
paridade do código. A matriz H para o código construído por deslocamentos cíclicos de
números primos é
H =
⎡⎣ I A250,1 A250,2
A250,3 A250,5
⎤⎦ , (3.34)
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A curva com marcadores redondos representa o desempenho do código QL. A
com marcadores quadrados representa o desempenho do código IE. E a com marcadores
em losango, código construído a partir da sequência de Barker. Os códigos QL e IE
tiveram um desempenho melhor que o código de Barker, já que possuem uma estrutura
de submatrizes cíclicas. E esse ganho é devido ao fato de que a existência de submatrizes
produz um aumento na quantidades de 1s por linha e coluna e, assim, maior será a
quantidade de nós de variável e nós de verificação. Por fim, uma quantidade maior de nós
aumenta a precisão do cálculo dos valores das probabilidades permutadas entre os nós do
código LDPC.
A figura 3.14 mostra o desempenho, em ternos de BER versus 𝐸𝑏/𝑁0 (dB),
para códigos (1000, 500) QC-LDPC estruturados construídos com sequência de Barker de
comprimento 5, estruturados com quadrados latinos e com números primos. Neste caso,
o canal sofre também os efeitos do desvanecimento plano Rayleigh.
Figura 3.14 – Matriz H(1000,500) - Comparação dos códigos (Barker, QL e IS) com des-
vanecimento plano - Rayleigh.
O código construído por quadrado latino é construído a partir de matrizes
identidades de ordem 125. Utilizou-se 16 submatrizes compondo a parte da paridade do
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código. A matriz de quadrados latinos utilizada foi
H =
⎡⎢⎢⎢⎢⎢⎢⎣ I
L125,1 L125,2 L125,3 L125,4
L125,2 L125,4 L125,1 L125,3
L125,3 L125,1 L125,4 L125,2
L125,4 L125,3 L125,2 L125,1
⎤⎥⎥⎥⎥⎥⎥⎦ , (3.35)
A matriz de paridade para o código construído por deslocamentos cíclicos de
números primos é
H =
⎡⎢⎢⎢⎢⎢⎢⎣ I
A125,1 A125,2 A125,3 A125,5
A125,7 A125,11 A125,13 A125,17
A125,19 A125,23 A125,29 A125,31
A125,37 A125,41 A125,43 A125,47
⎤⎥⎥⎥⎥⎥⎥⎦ , (3.36)
Na figura 3.15 comparamos o desempenho dos códigos construídos a partir de quadrados
latinos e números primos de ordem 125 e 250. Observa-se o ganho para o código com
matrizes de ordem 125.
Figura 3.15 – Matriz H(1000, 500) - Comparação dos códigos QL e IS com ordem 125 e
250 em canal Rayleigh.
O ganho é devido o fato que para o mesmo tamanho, o código com submatrizes
de menor ordem, terá maior quantidade de nós de verificação e paridade, portanto, maior
precisão na decodificação.
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4 Esquemas de Codificação LDPC Coopera-
tiva
Este capítulo apresenta esquemas de codificação e decodificação LDPC para a
codificação cooperativa. A análise de desempenho desses esquemas é realizada por simu-
lação computacional utilizando o algoritmo de Monte Carlo. Assume-se, para o modelo
de cooperação codificada, que o ruído nos canais é aditivo gaussiano branco (AWGN)
independente, que a modulação é PSK binária e que o sinal transmitido pode sofrer des-
vanecimento Rayleigh e perda de percurso.
Descrevemos os esquemas de codificação e decodificação LDPC cooperativa e
realizamos a análise de desempenho destes esquemas utilizando três classes de códigos
LDPC, códigos construídos a partir de sequências de Barker, códigos QC-LDPC baseados
em submatrizes com sequências binárias com número primo de 1’s (IE) e códigos construí-
dos a partir de quadrados latinos (QL). Além disso, um novo esquema de decodificação
iterativa é proposto no destinatário com a finalidade de reduzir o tempo e aumentar a
confiabilidade da decodificação.
4.1 Modelo do Processo de Codificação LDPC Cooperativa
O modelo simplificado do processo de codificação LDPC cooperativa é repro-
duzido na Figura 4.1. Todos os nós possuem uma única antena e transmitem o seu sinal
por radiodifusão. A fonte gera uma sequência u binária de informação com comprimento
igual a 𝑘 bits que são codificados utilizando a matriz geradora G1 de um código LDPC,
gerando uma palavra código c1 de comprimento igual a 𝑛 bits. Os bits da palavra código
são, então, mapeados nos símbolos da modulação 2-PSK (BPSK) formando a sequência
x𝑓 que é radiodifundida pelos canais fonte-retransmissor (F-R) e fonte-destinatário (F-D).
Se houver cooperação, o retransmissor recebe a sequência r𝑓𝑟, que é composta
pela sequência x𝑓 transmitida pela fonte corrompida por ruído AWGN, perda de percurso
e desvanecimento Rayleigh. A sequência r𝑓𝑟 é, então, decodificada de modo iterativo, pro-
duzindo uma estimativa û’ da sequência de informação gerada pela fonte. Esta sequência
de informação estimada é, em seguida, recodificada na palavra código c2 utilizando uma
matriz geradora G2 de um código LDPC. Note que a codificação no retransmissor pode
ser igual a da fonte, neste caso, G1 = G2. Dependendo da estratégia de codificação co-
operativa utilizada, toda palavra código ou parte dela é modulada na sequência x𝑟𝑑, no
retransmissor, e transmitida ao destinatário. O número utilizado de iterações no deco-
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Figura 4.1 – Modelo de canal geral.
dificador do retransmissor e destinatário é igual a 3 (para valores maiores, o tempo de
simulação é maior e os resultados muito próximos).
No destinatário, as sequências r𝑓𝑑 e r𝑟𝑑 provenientes do canal fonte-destinatário
(F-D) e retransmissor-destinatário (R-D), respectivamente, são combinadas e entram no
decodificador iterativo para produzir a melhor estimativa û possível da sequência de infor-
mação gerada pela fonte. Se não houver cooperação, somente a sequência r𝑓𝑑 é utilizada no
processo de decodificação. O decodificador iterativo é baseado no algoritmo de passagem
de mensagem descrito no capítulo anterior (GALLAGER, 1963).
Os três canais são considerados independentes, sem perda da generalidade, e
caracterizados pelo ruído AWGN e desvanecimento Rayleigh. A energia média por sím-
bolo da modulação 𝐸𝑠 é igual ao quadrado da amplitude 𝐴 dos sinais BPSK. Nas simula-
ções computacionais para avaliar o desempenho dos sistemas de codificação cooperativa,
normalizamos a energia média por símbolo para a unidade. Se um símbolo 𝑥𝑖𝑗 de uma
sequência x𝑖𝑗 é transmitido por um dos canais da Figura 4.1, o símbolo 𝑟𝑖𝑗 na saída deste
canal é dado por
𝑟𝑖𝑗 = 𝛼𝑖𝑗𝑥𝑖𝑗 + 𝑤𝑖𝑗, (4.1)
sendo 𝑤𝑖𝑗 o ruído aditivo gaussiano branco com média zero e variância igual a 𝑁0/2, onde
𝑁0 é a densidade espectral de potência unilateral do ruído. O termo 𝛼𝑖𝑗 representa o
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desvanecimento com distribuição Rayleigh. A relação sinal-ruído 𝛾 média na entrada do
receptor é dada por
𝛾 = 𝛼𝑖𝑗
2
(𝐿𝑝)𝑖𝑗
𝐸𝑏
𝑁0
, (4.2)
onde 𝐸𝑏 é a energia média por bit, 𝛼𝑖𝑗 é valor médio do desvanecimento e (𝐿𝑝)𝑖𝑗 é a
atenuação causada pela perda de percurso no canal. O modelo de canal aqui desconsidera
efeitos de sombreamento e do efeito Doppler.
Nas simulações, para avaliação do desempenho de um sistema de codificação
cooperativa, assumimos que, além da potência de transmissão ser unitária, os ganhos das
antenas de transmissão e recepção são também normalizados para a unidade. Assim, as
perdas de percurso (𝐿𝑝)𝑓𝑑, (𝐿𝑝)𝑓𝑟 e (𝐿𝑝)𝑟𝑑 dependerão apenas das distâncias 𝑑𝑓𝑑, 𝑑𝑓𝑟 e 𝑑𝑟𝑑
entre os três dispositivos e do expoente de perda de percurso 𝑛𝑝 adotado, ou seja,
(𝐿𝑝)𝑓𝑑 = (𝑑𝑓𝑑)𝑛𝑝 , (4.3)
(𝐿𝑝)𝑓𝑟 = (𝑑𝑓𝑟)𝑛𝑝 , (4.4)
(𝐿𝑝)𝑟𝑑 = (𝑑𝑟𝑑)𝑛𝑝 . (4.5)
Os valores típicos para o expoente de perda de percurso 𝑛𝑝 são dados na Tabela
4.1 (GOLDSMITH, 2005).
Tabela 4.1 – Valores típicos para o expoente de perda de percurso.
Ambiente de transmissão Expoente de perda de percurso 𝑛𝑝
Espaço livre 2
Área urbana 2,7 a 3,5
Área suburbana 3 a 5
Ambiente fechado (visada direta) 1,6 a 1.8
Então, a 𝑆𝑁𝑅𝑑𝐵 média em cada um dos canais pode ser representada por
𝛾𝑓𝑑 = 10 log
(︃
𝛼𝑓𝑑
2𝐸𝑏
(𝐿𝑝)𝑓𝑑𝑁0
)︃
= 20 log (?¯?𝑓𝑑)− 10𝑛𝑝 log (𝑑𝑓𝑑) + 10 log
(︂
𝐸𝑏
𝑁0
)︂
, (4.6)
𝛾𝑓𝑟 = 10 log
(︃
𝛼𝑓𝑟
2𝐸𝑏
(𝐿𝑝)𝑓𝑟𝑁0
)︃
= 20 log (?¯?𝑓𝑟)− 10𝑛𝑝 log (𝑑𝑓𝑟) + 10 log
(︂
𝐸𝑏
𝑁0
)︂
, (4.7)
𝛾𝑟𝑑 = 10 log
(︃
𝛼𝑟𝑑
2𝐸𝑏
(𝐿𝑝)𝑟𝑑𝑁0
)︃
= 20 log (?¯?𝑟𝑑)− 10𝑛𝑝 log (𝑑𝑟𝑑) + 10 log
(︂
𝐸𝑏
𝑁0
)︂
. (4.8)
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A Figura 4.2 representa três possíveis disposições do retransmissor em relação
a fonte e o destinatário. A Figura 4.2a mostra o retransmissor localizado entre a fonte
e o destinatário, onde as distâncias fonte-retransmissor e retransmissor-destinatário são
menores que a distância fonte-destinatário. Neste caso, na entrada do destinatário, a
SNR média proveniente do retransmissor é maior que a proveniente da fonte, dando um
indicativo de que o uso de cooperação deve ser eficiente. Na Figura 4.2b, o retransmissor
está localizado a uma distância maior que a fonte do destinatário e na Figura 4.2c a
distância entre a fonte e o retransmissor é maior que a fonte do destinatário. Em ambos
os casos, a cooperação pode não ser eficiente (em termos de BER), pois a SNR média
no destinatário proveniente da fonte é maior que a proveniente do retransmissor e a SNR
média no destinatário proveniente da fonte é maior que a SNR média na entrada do
retransmissor proveniente da fonte, respectivamente.
Figura 4.2 – Posições do retransmissor em relação à fonte e ao destinatário.
Dois modos de disposição do retransmissor são utilizados para efeito de com-
paração entre esquemas de codificação cooperativa. O retransmissor é colocado de modo
aleatório entre a fonte e o destinatário, como apresentado na Figura 4.2a, e todos os dis-
positivos permanecem fixos nestas posições durante toda a transmissão. O segundo modo
é similar ao primeiro, mas com a diferença de que a localização é fixa para o retransmis-
sor durante apenas a transmissão de uma palavra código, ou seja, a cada palavra código
transmitida o retransmissor muda de posição de modo aleatório.
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O desempenho de um sistema de codificação cooperativa é calculado através
da BER em função da razão energia de bit pela densidade espectral de potência unilateral
do ruído (𝐸𝑏/𝑁0). A ocorrência de erro acontece quando a mensagem decodificada no des-
tinatário é diferente da mensagem transmitida pela fonte, isto é, û ̸= u. Para a obtenção
da BER utilizamos o algoritmo de Monte Carlo, onde sequências u de informação são
codificadas e transmitidas pela fonte e estimadas no destinatário após a decodificação. A
sequência û estimada é comparada com u e os erros contabilizados para a obtenção da
BER.
4.2 Esquemas de codificação cooperativa
4.2.1 Fonte, retransmissor e destinatário estáticos
Para avaliar os sistemas de codificação utilizados na codificação cooperativa,
assumimos que a fonte, o retransmissor e o destinatário encontram-se em posições fixas
durante todo o processo de transmissão, onde o retransmissor sempre coopera. Assim, o
destinatário combina os sinais recebidos da fonte e do retransmissor para obter a melhor
estimativa possível da informação transmitida pela fonte. Assume-se também que potência
de transmissão da fonte e do retransmissor são idênticas e normalizadas na unidade.
Neste caso, três possibilidades de codificação no retransmissor e de combinação
no destinatário são avaliados:
a) O retransmissor decodifica a sequência proveniente da fonte, obtendo uma estima-
tiva da sequência u^’ de informação e recodifica-a com o mesmo codificador utilizado
pela fonte. No destinatário as sequências provenientes da fonte r𝑓𝑑 e retransmissor
r𝑟𝑑 são comparadas bit a bit, para formar uma nova sequência r com os bits mais
confiáveis. A seleção é feita baseada na distância euclidiana mais próxima dos símbo-
los recebidos em relação aos símbolos antipodais BPSK +1 ou −1 (o que chamamos
de bits mais confiáveis). A sequência resultante r é então decodificada. A figura 4.3
mostra esse cenário.
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Figura 4.3 – Retransmissor utiliza codificador idêntico ao da fonte. Combinador compara
as sequências r𝑓𝑑 e r𝑟𝑑, símbolo a símbolo, e seleciona os símbolos mais
confiáveis para montar a sequência r.
b) O retransmissor decodifica a sequência proveniente da fonte, obtendo uma estima-
tiva da sequência u^’ de informação e recodifica-a com o mesmo codificador utilizado
pela fonte. Entretanto, só a sequência de paridade p2 é transmitida. No destinatá-
rio apenas a sequência relativa a paridade proveniente da fonte r𝑝1𝑓𝑑 e a sequência
proveniente do retransmissor r𝑟𝑑 = r𝑝2𝑟𝑑 são comparadas bit a bit, para formar uma
nova sequência r𝑝 com os bits mais confiáveis. A sequência r𝑝 é então justaposta a
sequência r𝑢 = r𝑢𝑓𝑑 formando a sequência r a ser decodificada. A Figura 4.4 ilustra
este cenário.
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Figura 4.4 – Retransmissor utiliza codificador idêntico ao da fonte. Combinador compara
as sequências r𝑝1𝑓𝑑 e r
𝑝2
𝑟𝑑, símbolo a símbolo, e seleciona os símbolos mais
confiáveis para montar a sequência r.
c) O retransmissor decodifica a sequência proveniente da fonte, obtendo uma esti-
mativa da sequência u^’ de informação e recodifica-a com um codificador distinto
do utilizado pela fonte. Novamente, só a sequência de paridade p2 é transmitida.
No destinatário a sequência proveniente do retransmissor r𝑟𝑑 = r𝑝2𝑟𝑑 é justaposta a
sequência proveniente da fonte r𝑓𝑑 formando uma nova sequência r. A sequência r
é então decodificada. A Figura 4.5 ilustra este cenário.
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Figura 4.5 – Retransmissor utiliza codificador distinto ao da fonte. Combinador concatena
as sequências r𝑝1𝑓𝑑 e r
𝑝2
𝑟𝑑 para montar a sequência r.
Note que é possível também avaliar os três esquemas acima fazendo com que
o retransmissor só coopere se as condições dos canais forem favoráveis à cooperação. Em
outras palavras, o retransmissor só irá cooperar se a relação sinal-ruído nas saídas dos
canais F-R e R-D forem maiores que a do canal F-D. Caso esta condição não ocorra, para
efeito de simulação, o retransmissor é reposicionado de forma aleatória até que a condição
se restabeleça.
Capítulo 4. Esquemas de Codificação LDPC Cooperativa 72
4.2.2 Fonte e destinatário estáticos e retransmissor móvel
Duas maneiras de avaliar o desempenho do sistema de codificação coopera-
tiva são apresentadas quando a posição do retransmissor se altera. Pode-se considerar o
retransmissor estático em uma dada posição e obter a curva de desempenho BER em
função da 𝐸𝑏/𝑁0. Em seguida, o retransmissor é então reposicionado de modo aleatório
onde permanece estático durante o novo processo de avaliação do desempenho. Realiza-se
este procedimento 10 vezes e depois faz-se a média das BER para cada valor da 𝐸𝑏/𝑁0.
Obs. O número 10 foi escolhido uma vez que os resultados foram muito próximos com o
procedimento realizado 50 vezes, por exemplo.
A segunda maneira de realizar a avaliação de desempenho é considerar que
o retransmissor só permanece fixo em uma dada posição durante o processo de geração
da palavra código pela fonte até o destinatário decodificá-la. A cada nova palavra código
gerada pela fonte, o retransmissor é realocado de modo aleatório para uma nova posição.
Ao final deste processo, obtém-se a curva de desempenho da BER em função da 𝐸𝑏/𝑁0
para o esquema de codificação cooperativa analisado.
A Figura 4.6a mostra a região onde o retransmissor pode se localizar. Sempre
que o retransmissor for reposicionado, sua localização estará sempre na área do círculo
com centro no destinatário e raio igual a 𝑑𝑓𝑑. A Figura 4.6b mostra a região de localização
do retransmissor para que a cooperação seja eficaz. Essa área demarcada é a região onde
as distâncias 𝑑𝑓𝑟 e 𝑑𝑟𝑑 são menores ou iguais a distância 𝑑𝑓𝑑. Sempre que o retransmissor
estiver localizado nesta região, seus dados são enviados e utilizados no processo de de-
codificação no destinatário. Caso contrário, sua localização será na região indicada pela
figura 4.6c, onde não há cooperação e o destinatário só faz uso dos dados enviados pela
fonte. Em outras palavras, o retransmissor só cooperará se a 𝑆𝑁𝑅 na saída do canal F-R
for maior que ou igual a do canal F-D.
Note que a perda de percurso 𝐿𝑖𝑗 em um dado canal 𝑖𝑗 é diretamente propor-
cional à distância entre os dispositivos de transmissão 𝑖 e recepção 𝑗. Portanto, o valor
médio da relação sinal-ruído na saída deste canal é inversamente proporcional à distância
𝑑𝑖𝑗.
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Figura 4.6 – Regiões de cooperação e não cooperação para o retransmissor.
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4.3 Análise de desempenho dos esquemas de codificação LDPC
cooperativa
Nessa seção apresentamos a análise de desempenho para os esquemas de co-
dificação cooperativa que utilizam códigos QC-LDPC irregulares estruturados construí-
dos com sequências de Barker, códigos QC-LDPC irregulares estruturados baseados em
sequências binárias com número primo de 1’s e códigos QC-LDPC irregulares estruturados
construídos com quadrados latinos.
4.3.1 Codificação QC-LDPC cooperativa com matrizH construída com sequên-
cia de Barker
O código QC-LDPC irregular estruturado construído a partir da sequência de
Barker (1 0 1 1) de comprimento igual a 4, possui matriz de verificação de paridade H1
sistemática de dimensão n-k = 600 linhas por n = 1200 colunas, dada por
H1 = [ I | P1 ] (4.9)
onde a submatriz de paridade P1 (600 × 600) é dada por
P1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 1 1 0 . . . 0 0 0 0
0 1 0 1 1 . . . 0 0 0 0
0 0 1 0 1 . . . 0 0 0 0
... ... ... ... ... . . . ... ... ... ...
0 1 1 0 0 . . . 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.10)
A matriz geradora G1, de dimensão k = 600 linhas por n = 1200 colunas,
então é facilmente obtida fazendo
G1 =
[︁
P𝑇1 | I
]︁
. (4.11)
Para o caso onde o retransmissor utiliza uma codificação diferente da fonte,
temos no retransmissor o codificador LDPC construído com a seguinte matriz de verifica-
ção de paridade H2 de dimensões 600 × 1200. A sequência de Barker (1 1 0 1) utilizada
para a construção da matriz H2 é a reversa da utilizada em H1.
H2 = [ I | P2 ]. (4.12)
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P2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 0 1 0 . . . 0 0 0 0
0 1 1 0 1 . . . 0 0 0 0
0 0 1 1 0 . . . 0 0 0 0
... ... ... ... ... . . . ... ... ... ...
1 0 1 0 0 . . . 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.13)
4.3.1.1 Desempenho do esquema com a fonte, o retransmissor e o destinatário estáticos
A Figura 4.7 mostra o desempenho, em termos de BER versus 𝐸𝑏/𝑁0 [dB], para
o esquema de cooperação com todos os dispositivos estáticos. As três possibilidades de
codificação no retransmissor e de decodificação no destinatário, apresentados na subseção
4.2.1, são comparados. O significado das legendas nos gráficos é:
∙ Mesmo código, palavra código completa: A fonte e o retransmissor utilizam
o mesmo codificador e o retransmissor envia para o destinatário a palavra código
completa, como apresentado no esquema da Figura 4.3.
∙ Mesmo código, apenas paridade: A fonte e o retransmissor utilizam o mesmo
codificador e o retransmissor envia para o destinatário apenas a parte de paridade
de sua palavra código, como apresentado no esquema da Figura 4.4.
∙ Códigos distintos, apenas paridade: A fonte e o retransmissor utilizam codifi-
cadores distintos e o retransmissor envia para o destinatário apenas a sequência de
paridade de sua palavra código, como apresentado no esquema da Figura 4.5. No
destinatário há a concatenação da sequência recebida da fonte com a sequência de
paridade recebida do retransmissor, fazendo com que o decodificador iterativo tenha
em sua entrada uma sequência codificada de taxa de codificação 𝑅𝑐 = 1/3.
∙ Sem cooperação: A fonte envia sua palavra código diretamente para o destinatá-
rio, sem a intervenção do retransmissor.
Na Figura 4.7 temos que para uma BER= 10−5, os ganhos de codificação são
aproximadamente 0,8 dB, 1,3 dB e 1,5 dB, para as situações de mesmo código e apenas
paridade, mesmo código e palavra código completa e códigos distintos e apenas pari-
dade, respectivamente, em relação ao esquema sem cooperação do retransmissor. Note
que o ganho maior para a situação códigos distintos e apenas paridade transmitida pelo
retransmissor se justifica em razão da taxa de codificação 𝑅𝑐 = 1/3 ser menor no destina-
tário que nas outras duas possibilidades. Nas outras duas situações a taxa de codificação
é de 𝑅𝑐 = 1/2. A situação de mesmo código e palavra código completa enviada pelo
retransmissor, apesar de ter um ganho próximo da melhor situação (códigos distintos e
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Figura 4.7 – Desempenho da cooperação codificada LDPC por sequência de Barker com
retransmissor fixo.
apenas paridade), esta utiliza o dobro de recursos do retransmissor, podendo comprometer
a transmissão de seus próprios dados.
4.3.1.2 Desempenho médio do esquema com a fonte e o destinatário estáticos e retransmissor
móvel
A Figura 4.8 mostra o desempenho, em termos de BER versus 𝐸𝑏/𝑁0 [dB], para
o esquema de cooperação descrito na subseção 4.2.2. A média das BER é obtida fixando
valores de 𝐸𝑏/𝑁0 para o retransmissor fixo em uma dada posição aleatória. Repete-se estas
medidas para o retransmissor reposicionado. Para as curvas apresentadas nesta figura, o
número de repetições foi igual a 10.
Este gráfico, por ser uma média de desempenho de 10 possibilidades distintas
de posicionamento do retransmissor, fornece uma medida mais realística da BER em
função da 𝐸𝑏/𝑁0, que no caso apresentado para retransmissor fixo. Note que a curva que
apresentou o maior ganho foi a situação de códigos distintos e apenas paridade transmitida
pelo retransmissor, devido a taxa de codificação 𝑅𝑐 = 1/3 ser menor no destinatário que
nas outras duas possibilidades.
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Figura 4.8 – Desempenho médio da cooperação codificada LDPC por sequência de Barker
com retransmissor móvel.
4.3.1.3 Esquema com a fonte e destinatário estáticos e retransmissor reposicionado a cada
palavra código
A Figura 4.9 mostra uma comparação do desempenho, em termos de BER
versus 𝐸𝑏/𝑁0 [dB], do esquema onde o retransmissor é reposicionado a cada palavra código
transmitida. O desempenho deste cenário, como esperado, é pior em relação ao esquema
anterior. A curva com maior ganho foi a situação de cooperação com a utilização de códigos
distintos e apenas paridade transmitida pelo retransmissor. O ganho de cooperação, neste
caso, foi de 1,3 dB, para uma BER de 10−5 em relação ao esquema sem cooperação.
Os resultados apresentados nas figuras 4.7, 4.8 e 4.9 mostram que os esquemas
de codificação cooperativa baseados em códigos QC-LDPC irregulares construídos a partir
de sequências de Barker possuem ganhos significativos sobre o esquema de transmissão
não-cooperativo. Como esperado, a pior desempenho é verificado quando o retransmissor
é reposicionado aleatoriamente a cada palavra código transmitida.
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Figura 4.9 – Desempenho da cooperação codificada LDPC por sequência de Barker com
retransmissor reposicionado a cada palavra código.
4.3.2 Codificação QC-LDPC cooperativa com H construída com submatrizes
baseadas em números primos
O código QC-LDPC irregular estruturado é construído com submatrizes A120,𝑖
quadradas de dimensão igual a 120 bits, sendo i o deslocamento cíclico de um número
primo dado às linhas da uma matriz identidade I120 de mesma dimensão. Este código
possui uma matriz de verificação de paridade H1 sistemática de dimensão n-k = 600
linhas por n = 1200 colunas, como mostrado abaixo,
H1 = [ I | P1 ] (4.14)
H1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I120 O120 O120 O120 O120 A120,2 A120,3 A120,5 A120,7 A120,11
O120 I120 O120 O120 O120 A120,13 A120,17 A120,19 A120,23 A120,29
O120 O120 I120 O120 O120 A120,31 A120,37 A120,41 A120,43 A120,47
O120 O120 O120 I120 O120 A120,53 A120,59 A120,61 A120,67 A120,71
O120 O120 O120 O120 I120 A120,73 A120,79 A120,83 A120,89 A120,97
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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onde a submatriz de paridade P1 é dada por
P1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A120,2 A120,3 A120,5 A120,7 A120,11
A120,13 A120,17 A120,19 A120,23 A120,29
A120,31 A120,37 A120,41 A120,43 A120,47
A120,53 A120,59 A120,61 A120,67 A120,71
A120,73 A120,79 A120,83 A120,89 A120,97
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.15)
Para o caso em que o retransmissor utiliza um código diferente do da fonte,
temos sua matriz de verificação de paridade H2 dada por
H2 = [I | P2] (4.16)
H2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
I120 O120 O120 O120 O120 A120,101 A120,103 A120,107 A120,109 A120,113
O120 I120 O120 O120 O120 A120,127 A120,131 A120,137 A120,139 A120,149
O120 O120 I120 O120 O120 A120,151 A120,157 A120,163 A120,167 A120,173
O120 O120 O120 I120 O120 A120,179 A120,181 A120,191 A120,193 A120,197
O120 O120 O120 O120 I120 A120,199 A120,211 A120,223 A120,227 A120,229
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
onde a submatriz de paridade P2 é dada por
P2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A120,101 A120,103 A120,107 A120,109 A120,113
A120,127 A120,131 A120,137 A120,139 A120,149
A120,151 A120,157 A120,163 A120,167 A120,173
A120,179 A120,181 A120,191 A120,193 A120,197
A120,199 A120,211 A120,223 A120,227 A120,229
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.17)
Note que a submatriz P2 acima possui submatrizes A com índices primos que
ultrapassam o valor da sua dimensão. Portanto, esta matriz de paridade pode ser reescrita
reduzindo os valores destes índices módulo-120, resultando na submatriz
P2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A120,1 A120,3 A120,7 A120,9 A120,13
A120,7 A120,11 A120,17 A120,19 A120,29
A120,31 A120,37 A120,43 A120,47 A120,53
A120,59 A120,61 A120,71 A120,73 A120,77
A120,79 A120,91 A120,103 A120,7 A120,9
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.18)
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4.3.2.1 Desempenho do esquema com a fonte, o retransmissor e o destinatário estáticos
A Figura 4.10 apresenta, para fonte, retransmissor e destinatário fixos, o de-
sempenho, em termos de BER pela relação 𝐸𝑏/𝑁0 [dB], para os esquemas de cooperação
codificada utilizando códigos LDPC irregulares estruturados (1200, 600), construídos a
partir de submatrizes com suas linhas deslocadas ciclicamente de números primos para a
direita em relação a matriz identidade de mesma dimensão.
Figura 4.10 – Desempenho da cooperação codificada LDPC com H construída com sub-
matrizes baseadas em números primos e com o retransmissor fixo.
Este gráfico mostra que o esquema que utiliza uma codificação distinta no re-
transmissor possui o melhor desempenho. Para uma BER = 10−5, o ganho obtido é em
torno de 2,2 dB em relação ao sistema operando sem cooperação. A concatenação no des-
tino da palavra código da fonte com a sequência de paridade fornecida pelo retransmissor
reduz a taxa de codificação para 𝑅𝑐 = 1/3, o que aumenta a capacidade de correção
de erro. Em outras palavras, o destinatário decodifica a palavra código gerada por um
código LDPC com matriz de verificação de paridade equivalente a H = [ I | P1 | P2 ]. O
esquema que usa o mesmo código na fonte e no retransmissor, para que o destinatário
compare e selecione as paridades mais confiáveis antes da decodificação iterativa, possui
um ganho de codificação de aproximadamente 1,2 dB em relação ao esquema sem coo-
peração. Finalmente, o esquema cujo retransmissor transmite a palavra código completa
para o destinatário apresenta um ganho de 0,9 dB sobre o esquema sem cooperação.
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4.3.2.2 Desempenho médio do esquema com a fonte e o destinatário estáticos e retransmissor
móvel
A Figura 4.11 apresenta, para fonte e destinatário fixos e retransmissor móvel,
o desempenho médio, em termos de BER pela relação 𝐸𝑏/𝑁0 [dB], para os esquemas de
cooperação codificada utilizando códigos LDPC irregulares estruturados (1200, 600) com
matrizes de verificação de paridade construídas com deslocamentos cíclicos de um número
primo das linhas da submatriz identidade I120. O desempenho médio deste esquema de
cooperação codificada é obtido repetindo 10 vezes a simulação para diferentes posições do
retransmissor e calculando a BER média para cada valor de 𝐸𝑏/𝑁0.
Figura 4.11 – Desempenho médio da cooperação codificada LDPC com H construída com
submatrizes baseadas em números primos e com o retransmissor móvel.
Para uma BER = 10−5 há um ganho médio, em termos de 𝐸𝑏/𝑁0 de aproxi-
madamente 1,1 dB para o esquema que utiliza concatenação das sequências de paridade
da fonte e do retransmissor, em relação ao esquema sem cooperação. A taxa de codifica-
ção no destinatário é 𝑅𝑐 = 1/3 neste caso. Por outro lado, o esquema que compara no
destinatário os bits de paridade provenientes da fonte e do retransmissor e escolhe os bits
mais confiáveis tem um ganho de aproximadamente 0,4 dB em relação ao esquema sem
cooperação. Esse esquema de codificação cooperativa possui 𝑅𝑐 = 1/2 no destinatário.
Nesse caso, o processo de decodificação iterativa é mais rápido que o primeiro, mas às
custas de uma diminuição no desempenho. Por fim, o esquema em que o retransmissor
envia toda a palavra código para ser combinada no destinatário com a palavra código
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proveniente da fonte possui um ganho médio de aproximadamente 0,8 dB.
4.3.2.3 Esquema com a fonte e destinatário estáticos e retransmissor reposicionado a cada
palavra código
A Figura 4.12 mostra as três situações de codificação. A simulação computa-
cional para a obtenção do desempenho do esquema de codificação cooperativa é realizada
mantendo-se a fonte e o destinatário em posições fixas e variando-se a localização do
retransmissor no espaço, de forma aleatória, dentro da área apresentada na figura 4.6a.
Nesse esquema o retransmissor é reposicionado a cada palavra código transmitida. A co-
operação é realizada somente se o reposicionamento do retransmissor cair dentro da área
da figura 4,6b. Caso contrário, apenas a sequência recebida pelo destinatário proveniente
da fonte é decodificada.
Figura 4.12 – Desempenho da cooperação codificada LDPC com H construída com sub-
matrizes baseadas em números primos e com o retransmissor reposicionado
a cada palavra código.
O gráfico mostra que o esquema que utiliza uma codificação distinta no re-
transmissor possui o melhor desempenho. Para uma BER = 10−5, o ganho obtido é em
torno de 1,8 dB em relação ao sistema operando sem cooperação. A concatenação no des-
tino da palavra código da fonte com a sequência de paridade fornecida pelo retransmissor
reduz a taxa de codificação para 𝑅𝑐 = 1/3, o que aumenta a capacidade de correção
de erro. Em outras palavras, o destinatário decodifica a palavra código gerada por um
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código LDPC com matriz de verificação de paridade equivalente a H = [ I | P1 | P2 ]. O
esquema que usa o mesmo código na fonte e no retransmissor, para que o destinatário
compare e selecione as paridades mais confiáveis antes da decodificação iterativa, possui
um ganho de codificação de aproximadamente 0,9 dB em relação ao esquema sem coo-
peração. Finalmente, o esquema cujo retransmissor transmite a palavra código completa
para o destinatário apresenta um ganho de 1,3 dB sobre o esquema sem cooperação.
4.3.3 Codificação QC-LDPC cooperativa com matriz H construída com de
quadrados latinos
Os códigos QC-LDPC irregulares estruturados possuem matriz de verificação
de paridade construída com base em quadrados latinos. A matriz H é constituída de
submatrizes L120,𝑖 quadradas de dimensão igual a 120, sendo i o deslocamento dado às
linhas da matriz identidade I120 de mesma dimensão. O código LDPC da fonte possui
uma matriz de verificação de paridade H1 sistemática de dimensão k = 600 linhas por
n = 1200 colunas, como mostrado abaixo,
H1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
L120,1 L120,2 L120,3 L120,4 L120,5
L120,2 L120,5 L120,4 L120,3 L120,1
I600 L100,3 L120,4 L120,1 L100,5 L120,2
L120,4 L120,1 L120,5 L120,2 L120,3
L120,5 L120,3 L120,2 L120,1 L120,4
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.19)
Para o caso em que o retransmissor utiliza um código diferente do da fonte,
temos a matriz de verificação de paridade H2 dada por
H2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
L120,3 L120,1 L120,4 L120,5 L120,2
L120,5 L120,2 L120,3 L120,1 L120,5
I600 L120,1 L120,4 L120,2 L120,3 L120,5
L120,4 L120,3 L120,5 L120,2 L120,1
L120,2 L120,5 L120,1 L120,4 L120,3
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.20)
4.3.3.1 Desempenho do esquema com a fonte, o retransmissor e o destinatário estáticos
A Figura 4.13 mostra o desempenho, em termos de BER versus 𝐸𝑏/𝑁0 [dB],
para o esquema de cooperação com todos os dispositivos estáticos. As três possibilidades de
codificação no retransmissor e de decodificação no destinatário, apresentados na subseção
4.2.1, são comparadas.
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Figura 4.13 – Quadrados latinos (1200× 600) posições fixas.
Nesta figura temos que para uma BER = 10−5, os ganhos de codificação são
aproximadamente 1,2 dB, 1,8 dB e 2,1 dB, para as situações de mesmo código e apenas
paridade, mesmo código e palavra código completa e códigos distintos e apenas paridade,
respectivamente, em relação ao esquema sem cooperação do retransmissor. Note que no-
vamente, o ganho maior para a situação códigos distintos e apenas paridade transmitida
pelo retransmissor se justifica em razão da taxa de codificação 𝑅𝑐 = 1/3 ser menor no
destinatário que nas outras duas possibilidades (𝑅𝑐 = 1/2). A situação de mesmo código e
palavra código completa enviada pelo retransmissor, apesar de ter um ganho próximo da
melhor situação (códigos distintos e apenas paridade), esta utiliza o dobro de recursos do
retransmissor, podendo comprometer a transmissão dos próprios dados do retransmissor.
4.3.3.2 Desempenho médio do esquema com a fonte e o destinatário estáticos e retransmissor
móvel
A Figura. 4.14 mostra o desempenho, em termos de BER versus 𝐸𝑏/𝑁0 [dB],
para o esquema de cooperação descrito na subseção 4.2.2. As BER médias são obtidas
para valores de 𝐸𝑏/𝑁0, onde repete-se 10 vezes as medidas uma para cada nova posição
aleatória do retransmissor.
Para uma BER = 10−5 há um ganho médio, em termos de 𝐸𝑏/𝑁0, de aproxi-
madamente 1,9 dB para o esquema que utiliza concatenação das sequências de paridade
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Figura 4.14 – Desempenho médio da cooperação codificada LDPC com H construída com
submatrizes baseadas em quadrados latinos e com o retransmissor móvel.
da fonte e do retransmissor, em relação ao esquema sem cooperação. A taxa de codifica-
ção no destinatário é 𝑅𝑐 = 1/3 neste caso. Por outro lado, o esquema que compara no
destinatário os bits de paridade provenientes da fonte e do retransmissor e escolhe os bits
mais confiáveis tem um ganho de aproximadamente 0,9 dB em relação ao esquema sem
cooperação. Esse esquema de codificação cooperativa possui 𝑅𝑐 = 1/2 no destinatário.
Nesse caso, o processo de decodificação iterativa é mais rápido que o primeiro, mas às
custas de uma diminuição no desempenho. Por fim, o esquema em que o retransmissor
envia toda a palavra código para ser combinada no destinatário com a palavra código
proveniente da fonte possui um ganho médio de aproximadamente 1,6 dB.
4.3.3.3 Esquema com a fonte e destinatário estáticos e retransmissor reposicionado a cada
palavra código
A Figura 4.15 mostra uma comparação de desempenho, em termos de BER
versus 𝐸𝑏/𝑁0 [dB], do esquema onde o retransmissor é reposicionado a cada palavra código
transmitida.
O gráfico mostra que o esquema que utiliza uma codificação distinta no retrans-
missor possui o melhor desempenho. Para uma BER = 10−5, o ganho obtido é em torno
de 1,5 dB em relação ao sistema operando sem cooperação. A concatenação no destino da
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Figura 4.15 – Desempenho da cooperação codificada LDPC com H construída com sub-
matrizes baseadas em quadrados latinos e com o retransmissor reposicio-
nado a cada palavra código.
palavra código da fonte com a sequência de paridade fornecida pelo retransmissor reduz
a taxa de codificação para 𝑅𝑐 = 1/3, o que aumenta a capacidade de correção de erro.
O esquema que usa o mesmo código na fonte e no retransmissor, para que o destinatário
compare e seleciona as paridades mais confiáveis antes da decodificação iterativa, possui
um ganho de codificação de aproximadamente 1,0 dB em relação ao esquema sem coo-
peração. Finalmente, o esquema cujo retransmissor transmite a palavra código completa
para o destinatário apresenta um ganho de 1,3 dB sobre o esquema sem cooperação.
4.4 Comparação entre os três códigos QC-LDPC construídos com
sequência de Barker, deslocamento de números primos e qua-
drados latinos
Nessa seção comparamos os três códigos (1200, 600) QC-LDPC cujas matrizes
de verificação de paridade são construídas com sequência de Barker, deslocamento de
números primos e quadrados latinos. A cooperação é realizada apenas no caso em que os
códigos na fonte e no retransmissor são distintos e o retransmissor transmite apenas a
paridade da sua palavra código. A comparação dos desempenhos é feita para os cenários
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com o retransmissor estático, com do retransmissor móvel (média) e como retransmissor
reposicionado a cada transmissão de uma palavra código.
4.4.1 Desempenho do esquema com a fonte, o retransmissor e o destinatário
estáticos
A Figura 4.16 mostra o desempenho dos três códigos , em termos de taxa de
erro de bit BER versus 𝐸𝑏/𝑁0 , para o esquema de cooperação com todos os dispositivos
estáticos.
Figura 4.16 – Desempenho dos três códigos QC-LDPC com o retransmissor estático.
O código QC-LDPC construído com quadrados latinos apresenta o melhor
desempenho. Para uma BER = 10−5 há um ganho, em termos de 𝐸𝑏/𝑁0, de aproxima-
damente 0,7 dB sobre o código construído com sequência de Barker e de 0,4 dB sobre o
construído com deslocamento cíclico de número primo. Note que o peso 𝑤𝑟 das linhas da
matriz H na fonte e no retransmissor destes códigos são 5, 6 e 6 para Barker, primos e
quadrados latinos, respectivamente. Entretanto, no destinatário, o decodificador iterativo
trabalha com uma matriz de paridade estendida com 𝑤𝑟 igual a 8, 11 e 11, respecti-
vamente. Isto pode explicar o desempenho pior do código construído com sequência de
Barker em relação aos outros dois, entretanto o tempo gasto para a decodificação deste
código é menor.
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4.4.2 Desempenho médio do esquema com a fonte e o destinatário estáticos
e retransmissor móvel
A Figura 4.17 mostra o desempenho médio dos três códigos, em termos de
BER versus 𝐸𝑏/𝑁0, para o esquema de cooperação com o retransmissor móvel (média de
10 simulações).
Figura 4.17 – Desempenho médio dos três códigos QC-LDPC com o retransmissor móvel.
O código QC-LDPC construído com quadrados latinos apresenta o melhor
desempenho. Para uma BER = 10−5 há um ganho, em termos de 𝐸𝑏/𝑁0, de aproxima-
damente 0,4 dB sobre o código construído com sequência de Barker e de 0,2 dB sobre o
construído com deslocamento cíclico de número primo. Estes resultados são mais realistas
que os obtidos na subseção anterior, pois foram obtidos através da média de 10 simulações
com o retransmissor realocado de modo aleatório ao final de cada simulação.
4.4.3 Esquema com a fonte e destinatário estáticos e retransmissor reposici-
onado a cada palavra código
A Figura 4.18 mostra o desempenho dos três códigos, em termos de BER versus
𝐸𝑏/𝑁0, para o esquema de cooperação com o retransmissor realocado de modo aleatório
a cada transmissão de uma palavra código.
Novamente, o código QC-LDPC construído com quadrados latinos apresenta
o melhor desempenho. Para uma BER = 10−5 há um ganho, em termos de 𝐸𝑏/𝑁0, de
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Figura 4.18 – Desempenho dos três códigos QC-LDPC com o retransmissor reposicionado
a cada palavra código.
aproximadamente 0,4 dB sobre o código construído com sequência de Barker e de 0,2
dB sobre o construído com deslocamento cíclico de número primo. Os desempenhos dos
três códigos QC-LDPC são piores que seus equivalentes apresentados na subseção anterior,
pois como o retransmissor é reposicionado a cada palavra código transmitida, isto faz com
que o número de posições que o retransmissor pode assumir seja proporcional ao número
de palavras código transmitidas e portanto , este assuma um valor significativamente alto.
4.5 Decodificador Iterativo com Combinação Interna
O processo de codificação cooperativa exige que haja uma combinação das
sequências codificadas, provenientes da fonte e do retransmissor, para a realização da de-
codificação iterativa no destinatário, como mostrado nas figuras 4.3, 4.4 e 4.5. Entretanto,
o processo de combinação não necessita ser feito antes de iniciar o processo de decodifi-
cação. É possível iniciar o processo de decodificação das sequências provenientes da fonte
e do retransmissor separadamente e realizar a combinação destas sequências após um ou
mais passos à frente no processo de decodificação. O diagrama do decodificador mostrado
na figura 4.19 apresenta uma possibilidade de combinação após o primeiro passo da deco-
dificação iterativa. Ambas as sequências r𝑓𝑑 e r𝑟𝑑 são recebidas pelo destinatário e passam
separadamente pelo primeiro estágio de decodificação, onde os nós de verificação CN’s e
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os nós de variável VN’s são atualizados. Em seguida, realiza-se a combinação das proba-
bilidades dos VN’s e daí para frente o processo de decodificação segue o mesmo processo
do algoritmo soma-produto. As probabilidades a priori das sequências recebidas da fonte
e do retransmissor são dadas por 𝐿𝑖,𝑗.
Figura 4.19 – Decodificador iterativo com combinação interna.
A Figura 4.20 mostra o desempenho, em termos de BER versus 𝐸𝑏/𝑁0 [dB],
para o esquema de codificação cooperativa que utiliza um código (1200, 600) QC-LDPC
construídos com quadrados latinos na fonte e no retransmissor. A fonte, o destinatário e
o retransmissor são considerados estáticos. Nesta figura, o retransmissor transmite para
o destinatário toda a palavra código nele gerada.
Note que o decodificador iterativo com combinação interma apresenta um ga-
nho de aproximadamente 0,4 dB, para uma taxa de erro de BER = 10−5, em relação ao
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Figura 4.20 – Decodificação com combinação interna e externa com palavra código trans-
mitida pelo retransmissor.
decodificador com combinação antes de iniciar o processo de decodificação (externa).
A Figura 4.21 mostra o desempenho, em termos de BER versus 𝐸𝑏/𝑁0 [dB],
para o esquema de codificação cooperativa que utiliza um código (1200, 600) QC-LDPC
construídos com quadrados latinos na fonte e no retransmissor. A fonte, o destinatário e
o retransmissor são considerados estáticos. Neste caso, o retransmissor transmite para o
destinatário apenas a paridade nele gerada.
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Figura 4.21 – Decodificação com combinação interna e externa com apenas paridade
transmitida pelo retransmissor.
Note, novamente, que o decodificador iterativo com combinação interma apre-
senta um ganho de aproximadamente 0,4 dB, para uma taxa de erro de BER = 10−5,
em relação ao decodificador com combinação antes de iniciar o processo de decodificação
(externa).
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5 Conclusão
5.1 Comentários
A comunicação cooperativa permite que os dispositivos que compõem uma
rede sem fio cooperem entre si na transmissão de dados, criando canais alternativos que
podem carregar réplicas ou dados adicionais sobre o sinal originário de um dispositivo
fonte. O dispositivo destinatário pode então combinar estas réplicas ou dados adicionais
de modo a recuperar de forma mais confiável a informação transmitida pela fonte.
A estratégia de comunicação cooperativa utilizada neste trabalho de tese é de-
nominada cooperação codificada, onde a informação é codificada na fonte utilizando um
código corretor de erro, gerando uma palavra código que é então modulada e radiodifun-
dida. Um dispositivo intermediário (retransmissor) detecta esta sequência e a decodifica
obtendo uma estimativa da informação enviada pela fonte. Esta informação é então nova-
mente codificada, modulada e transmitida para o destinatário. O destinatário recebe as
sequências codificadas oriundas da fonte e do retransmissor e as combina para a realização
do processo de decodificação e assim obter um estimativa mais confiável da informação
transmitida pela fonte do que a que seria obtida na transmissão direta fonte - destinatário.
Esta estratégia permite que o retransmissor transmita redundância incremental à palavra
código gerada pela fonte de modo que o destinatário possa realizar a decodificação da in-
formação transmitida pela fonte de modo eficiente mas sem sobrecarregar o retransmissor
em termos de utilização de faixa de frequência.
Esta tese apresenta métodos de realizar a codificação de canal no retransmissor
acomodando a menor quantidade de redundância possível, sem comprometer a capacidade
de correção de erro no destinatário. Sendo assim, os códigos LDPC utilizados necessitam
que a estrutura de suas matrizes de verificação de paridade seja modular. Em outras
palavras, buscou-se trabalhar com classes de códigos LDPC que tivessem a matriz de
verificação de paridade constituídas por blocos de modo a poder alterar de forma simples
a sua taxa de codificação. Assim, este trabalho de pesquisa baseia-se em três conjuntos
de códigos: códigos LDPC estruturados não regulares quase cíclicos, códigos LDPC cons-
truídos utilizando sequência de Barker e códigos LDPC construídos utilizando quadrados
latinos.
Estes três conjuntos de códigos apresentam flexibilidade em sua estrutura,
podendo ser seccionados e concatenados de forma simples e eficiente para a compor o
processo de cooperação codificada. Assim, estes códigos permitem que o retransmissor
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possa enviar diferentes porções de paridade, que quando associado à palavra código vinda
da fonte, altera a taxa de codificação no destinatário. Note que o processo de codificação
na fonte e no retransmissor não necessitam ser idênticos, o que aumenta ainda mais o
grau de flexibilidade do sistema de cooperação codificada.
Para avaliar os sistemas de codificação utilizados na codificação cooperativa,
assumimos três possibilidades:
∙ a fonte, o retransmissor e o destinatário encontram-se em posições fixas durante
todo o processo de transmissão, onde o retransmissor sempre coopera. Assim, o
destinatário combina os sinais recebidos da fonte e do retransmissor para obter a
melhor estimativa possível da informação transmitida pela fonte. Assume-se também
que potência de transmissão da fonte e do retransmissor são idênticas e normalizadas
na unidade.
∙ a fonte e o destinatário encontram-se em posições fixas, enquanto que o retransmissor
se movimenta. O retransmissor fica estático em uma dada posição e obtém-se a curva
de desempenho da 𝐵𝐸𝑅 em função da 𝐸𝑏/𝑁0, sendo o retransmissor em seguida
reposicionado de modo aleatório onde permanece novamente estático durante este
novo processo de avaliação do desempenho. Este procedimento é repetido por 10
vezes e depois faz-se a média das 𝐵𝐸𝑅 para cada valor da 𝐸𝑏/𝑁0.
∙ a fonte e o destinatário encontram-se em posições fixas, enquanto que o retransmis-
sor se movimenta apenas ao final da transmissão e decodificação da palavra código
gerada pela fonte. Os resultados apresentados no capítulo anterior mostram que,
para as três classes de códigos LDPC, o desempenho da 𝐵𝐸𝑅 em função da 𝐸𝑏/𝑁0
é melhor para o caso onde a fonte e o retransmissor utilizam códigos LDPC distin-
tos, mas com somente a paridade enviada pelo retransmissor. Isto era esperado uma
vez que, embora o retransmissor transmita apenas metade de sua palavra código
economizando banda, o destinatário utiliza uma palavra código 50% maior que a
da fonte para realizar a decodificação iterativa. O custo deste ganho em desempe-
nho é representado pelo maior tempo gasto para a realização da decodificação no
destinatário.
Para manter o tempo de decodificação no destinatário praticamente igual ao
do sistema sem cooperação, o caso onde a fonte e o retransmissor utilizam o mesmo código
LDPC seria o mais adequado, mas a um custo de perda de desempenho em torno de 1
dB, para uma 𝐵𝐸𝑅 = 10−5, em relação ao caso com códigos LDPC distintos.
Quando comparamos as três classes de códigos entre si, verificamos que o
código QC-LDPC construído com quadrados latinos apresenta o melhor desempenho,
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seguido pelo código construído com deslocamento cíclico de número primo e, por último,
o código construído com sequência de Barker.
Finalmente, o processo de codificação cooperativa exige que haja uma combina-
ção das sequências codificadas, provenientes da fonte e do retransmissor, para a realização
da decodificação iterativa no destinatário. Entretanto, o processo de combinação pode ser
realizado após o início do processo de decodificação das sequências provenientes da fonte
e do retransmissor separadamente. A combinação destas sequências pode ser feita após
um ou mais passos à frente no processo de decodificação. O desempenho, em termos de
taxa de erro de bit (BER) versus 𝐸𝑏/𝑁0 [dB], para o esquema de codificação cooperativa
que utiliza códigos LDPC construídos com quadrados latinos distintos na fonte e no re-
transmissor, mostra que a realização da combinação das sequências após o primeiro passo
de decodificação iterativa no destinatário produz um ganho da ordem de 0,4 dB sobre o
esquema com combinação antes da decodificação.
5.2 Trabalhos Futuros
Como em todo trabalho de pesquisa, sempre é possível vislumbrar novas ma-
neiras de tratar e melhorar o desempenho de esquemas de cooperação codificada. No
campo da codificação de canal, podemos sugerir como trabalhos futuros:
∙ A busca por classes de códigos LDPC binários mais eficientes e adequadas para o
esquema de cooperação codificada apresentada.
∙ A utilização de códigos LDPC não-binários (códigos sobre anéis ou campos finitos)
na cooperação codificada.
∙ A utilização de mais de um retransmissor.
∙ Esquema de decisão mais eficiente sobre a cooperação ou não do retransmissor.
5.3 Contribuições
Além da avaliação do desempenho dos três conjuntos de códigos LDPC nos
esquemas de cooperação codificada propostos podemos ressaltar como contribuição inédi-
tas neste trabalho de tese, a classe de códigos LDPC construídos com base nas sequências
de Barker e o processo de decodificação iterativa onde a combinação das sequências pro-
venientes da fonte e do retransmissor é realizada após o primeiro passo da decodificação.
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