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LAMBERT-W SOLVES THE NONCOMMUTATIVE Φ4-MODEL
ERIK PANZER AND RAIMAR WULKENHAAR
Abstract. The closed Dyson-Schwinger equation for the 2-point function of
the noncommutative λφ42-model is rearranged into the boundary value prob-
lem for a sectionally holomorphic function in two variables. We prove an exact
formula for a solution in terms of Lambert’s W -function. This solution is
holomorphic in λ inside a domain which contains (−1/ log 4,∞). Our meth-
ods include the Hilbert transform, perturbation series and Lagrange-Bürmann
resummation.
1. Introduction
In this paper we solve an integral equation that determines the 2-point func-
tion of a two-dimensional, noncommutative quantum field theory. Our solution
involves the Lambert function [7, 21] defined by W (z)eW (z) = z and is given in
Theorem 1. The non-linear integral equation for functions Gλ : R+× R+ → R,
(1 + a+ b)Gλ(a, b) = 1 + λ
ˆ ∞
0
dp
(Gλ(p, b)−Gλ(a, b)
p− a +
Gλ(a, b)
1 + p
)
+ λ
ˆ ∞
0
dq
(Gλ(a, q)−Gλ(a, b)
q − b +
Gλ(a, b)
1 + q
)
(1)
− λ2
ˆ ∞
0
dp
ˆ ∞
0
dq
Gλ(a, b)Gλ(p, q)−Gλ(a, q)Gλ(p, b)
(p− a)(q − b) ,
admits for any real λ > 0 a solution of the form
Gλ(a, b) = Gλ(b, a) =
(1 + a+ b) exp(Nλ(a, b))(
a+ λW0
(
1
λ
e(1+b)/λ
))(
b+ λW0
(
1
λ
e(1+a)/λ
)) , where (2)
Nλ(a, b) :=
1
2pii
ˆ ∞
−∞
dt log
(
1− λ log(
1
2
−it)
a+ 1
2
+ it
) ∂
∂t
log
(
1− λ log(
1
2
+it)
b+ 1
2
− it
)
(3)
and W0 denotes the principal branch of the Lambert function. This solution and
equation (1) extend analytically to a domain of complex λ which contains the real
interval (− 1
log 4
,∞). In particular, Gλ(a, b) from (2) is the unique solution of (1)
that is analytic at λ = 0, and its radius of convergence in λ is 1/ log 4 ≈ 0.72.
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As by-product we establish identities involving the Lambert function:ˆ λ
0
dt
t
1
1 +W0(
1
t
e1/t+a/λ)
= log a− log (λW0( 1λe(1+a)/λ)− 1) , (4a)
ˆ ∞
1
du
pi
arctan
[0,pi]
( λpi
a+u− λ log(u−1)
)
u+ z
= log
(
z + λ log(1 + z)− a
1+z − λW0( 1λe(1+a)/λ)
)
, (4b)
ˆ ∞
1
du
pi
(
arctan
[0,pi]
( λpi
a+u−λ log(u−1)
)
− λpi
u
)
= λW0
(
1
λ
e(1+a)/λ
)− 1− a. (4c)
These are valid for all a, λ ∈ R+ and z ∈ C \ (−∞,−1]. We also prove variants
of (4b) and (4c) for −1 < λ < 0 which are not a simple continuation.
We explain in section 2 how the integral equation (1) arises from a quantum
field theory model on a noncommutative geometry. In sec. 3 we rewrite (1) as a
boundary value problem for a sectionally holomorphic function in two variables
which can partially be integrated to a function τ(a) of a single variable. In sec. 4
we determine the first terms of a formal power series for τ(a) in λ. These terms
are surprisingly simple and allow us to guess the full formal power series in λ. We
resum this series in sec. 5, prove that our guess is correct and convert the result
into the manifestly symmetric form (2)–(3). In sec. 6 we identify the holomorphic
extension of our solution and thereby finish the proof of Theorem 1.
The integral (3) is suitable for numeric evaluation of the function Nλ(a, b).
In sec. 7 we discuss its perturbative expansion into Nielsen polylogarithms [24].
Some concluding remarks are collected in sec. 8.
2. Dyson-Schwinger equation for the 2-point function
The λφ?4-model with harmonic propagation on the 2-dimensional Moyal plane
is defined by the action functional [13]
S(φ) =
1
8pi
ˆ
R2
d2x
(
1
2
φ ?
(−∆ + 4Ω2 ∣∣Θ−1x∣∣2 + µ2)φ+ λ
4
φ ? φ ? φ ? φ
)
, (5)
where the mass µ, coupling constant λ and oscillator frequency Ω are real num-
bers. The star denotes the Moyal product with deformation matrix Θ =
(
0 θ
−θ 0
)
for a parameter θ > 0, defined by the oscillatory integral
(φ ? ψ)(x) =
ˆ
R2×R2
d2y d2k
(2pi)2
φ(x+ 1
2
Θk)ψ(x+ y) ei〈y,k〉 .
There exists a family of “matrix basis functions” fmn on R2, indexed bym,n ∈ N0,
which satisfy (fmn ? fkl)(x) = δnkfml(x), fmn(x) = fnm(x) and
´
R2 d
2x fmn(x) =
2piθδmn. For details see [10] or [13, Appendix A]. The resulting correspondence
φ(x) =
∞∑
m,n=0
Φmnfmn(x) ⇔ Φkl = 1
2piθ
ˆ
R2
d2x (φ ? flk)(x) (6)
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defines an isomorphism of Fréchet algebras between Schwartz functions with
Moyal product and infinite matrices with rapidly decaying entries. This iso-
morphism extends to Moyal products between other classes of functions. Real
functions φ are represented by self-adjoint matrices Φ.
At critical frequency Ω = 1, the matrix basis functions satisfy
(−∆ + 4 ∣∣Θ−1x∣∣2)fmn = 4θ (m+ n+ 1)fmn .
Therefore, at Ω = 1 the isomorphism (6) leads to
S(φ) ≡ S(Φ) Ω=1= V · tr
(
EΦ2 +
λ
4
Φ4
)
, (7)
where V = θ
4
and Emn = Enδmn is the diagonal matrix with En = µ
2
2
+ n+1/2
V
.
For the next steps matrix sizes are restricted to m,n ≤ N . Now the (Fourier
transform of the) partition function is well-defined:
Z(J) :=
ˆ
DΦ exp
(
− S(Φ) + iV tr(JΦ)
)
,
where DΦ is the Lebesgue measure on R(N+1)2 and J another matrix with rapidly
decaying entries for N →∞. As usual for matrix models, the logarithm of Z(J)
has an expansion into boundary cycles (pβNβ+1 ≡ pβ1 ),
log
Z(J)
Z(0) =
∞∑
B=1
∑
NB≥...≥N1≥1
V 2−B
SN1...NB
∑
p11,...,p
B
NB
G|p11...p1N1 |...|p
B
1 ...p
B
NB
|
B∏
β=1
( Nβ∏
jβ=1
iJpβjβ p
β
jβ+1
)
.
The following Dyson-Schwinger equations for the 2- and 4-point functions were
derived in [14, equations (3.4) and (3.7)], here with O( 1
V
)-terms suppressed:1
G|ab| =
1
Ea + Eb
+
(−λ)
Ea + Eb
( 1
V
N∑
m=0
G|ab|G|am| − 1
V
N∑
a6=n=0
G|ab| −G|nb|
Ea − En
)
, (8)
G|abcd| = (−λ)
G|ab|G|cd| −G|ad|G|cb|
(Ea − Ec)(Eb − Ed) . (9)
These equations rely on a Ward identity discovered in [8]. By the same techniques
one can derive another Dyson-Schwinger equation for the 2-point function (again
with O( 1
V
)-terms suppressed):
G|ab| =
1
Ea + Eb
+
(−λ)
Ea + Eb
( 1
V 2
N∑
m,n=0
G|bamn|+
1
V
N∑
n=0
G|ab|(G|an|+G|nb|)
)
. (10)
1A behaviour
∑
n ∼ V is assumed so that the sums in (8) are kept.
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This Dyson-Schwinger equation has an obvious graphical interpretation. The
proof combines [14, eqs. (3.2) and (3.3)] in our conventions and for a 6= b to
G|ab| =
1
Ea + Eb
+
(−λ)
(Ea + Eb)V 3
N∑
m,n=0
∂4(exp(log Z(J)Z(0) ))
∂Jba∂Jam∂Jmn∂Jnb
∣∣∣∣∣
J=0
.
Generically the J-differentiations yield the 4-point function G|bamn| to be summed
over m,n. But there are also the cases m = b or n = a where a disconnected
product of 2-point functions contributes in exp(log(Z(J))), producing the last
terms in (10). Other contributions such as m = n = a and m = n = b are
O( 1
V
)-suppressed.
We eliminate
∑
nG|an|,
∑
nG|nb| in (10) via (8) and express G|bamn| in (10) via
(9). The sums can safely exclude m = b and n = a because these contribute with
an exceeding 1
V
-factor which is anyway ignored. We have thus proved:
Lemma 2. The 2-point function of the λφ?4-model with harmonic propagation
on 2-dimensional Moyal space satisfies in matrix representation (with cut-off N ,
up to O( 1
V
)-corrections) the following closed Dyson-Schwinger equation:
G|ab| =
1
Ea + Eb
{
1− (−λ)
2
V 2
N∑
a6=n=0
N∑
b6=m=0
G|ab|G|nm| −G|am|G|nb|
(Ea − En)(Eb − Em)
− (−λ)
V
N∑
a6=n=0
G|ab| −G|nb|
Ea − En −
(−λ)
V
N∑
b 6=m=0
G|ab| −G|am|
Eb − Em
}
.
Compared with (8) this equation is manifestly symmetric in a, b and contains the
G-quadratic terms in a more regular way.
As in [14] we take a combined limit N , V → ∞ with N
V
= Λ2 fixed. In this
limit, En 7→ µ22 + p with p = nV = nN NV ∈ [0,Λ2]. The 2-point function becomes a
function G(a, b) of real arguments a, b ∈ [0,Λ2], and the densitised sums converge
to principal value Riemann integrals2 over [0,Λ2]:
(a+ b+µ2)G(a, b) = 1 +λ
 Λ2
0
dp
G(p, b)−G(a, b)
p− a +λ
 Λ2
0
dq
G(a, q)−G(a, b)
q − b
− λ2
 Λ2
0
dp
 Λ2
0
dq
G(a, b)G(p, q)−G(a, q)G(p, b)
(p− a)(q − b) . (11)
This equation is exact: the previously ignored O( 1
V
)-terms are strictly absent.
3. A boundary value problem à la Gakhov
We employ a method from Gakhov’s book [9] on boundary value problems :3
2For Hölder-continuous G(a, b), this is in fact just the ordinary integral. But since we will
pull the numerators apart later, we write principal values already here.
3RW would like to thank Alexander Hock for pointing out this reference.
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Proposition 3. The closed integral equation (11) for the 2-point function of the
λφ?4-model with harmonic propagation on 2-dimensional Moyal space is in the
scaling limit N →∞, keeping N
V
= Λ2 fixed, equivalent to the following boundary
value problem: Define a holomorphic function on (C \ [0,Λ2])2 by
Ψ(z, w) := µ2 + z + w + λ log
Λ2 − z
(−z) + λ log
Λ2 − w
(−w)
+ λ2
ˆ Λ2
0
dp
ˆ Λ2
0
dq
G(p, q)
(p− z)(q − w) . (12)
Let Ψαβ(a, b) := lim→0 Ψ(a+iα, b+iβ) denote its boundary values for the signs
α, β = ±1 of the infinitesimal imaginary parts. Then for any a, b ∈ (0,Λ2),
Ψ++(a, b)Ψ−−(a, b) = Ψ+−(a, b)Ψ−+(a, b) . (13)
Proof. The boundary values on w, z → (0,Λ2) of the integral in (12),
Q(z, w) :=
1
pi2
ˆ Λ2
0
dp
ˆ Λ2
0
dq
G(p, q)
(p− z)(q − w) ,
are given by the Sokhotski-Plemelj formulae
Qαβ(a, b) =
1
pi2
 Λ2
0
dp
p− a
 Λ2
0
dq
q − b G(p, q)
+
iα
pi
 Λ2
0
dq
G(a, q)
q − b +
iβ
pi
 Λ2
0
dp
G(p, b)
p− a − αβG(a, b). (14)
Inserting these boundary values and those of the logarithm
lim
→0
λ log
Λ2 − z
(−z)
∣∣∣∣
z=a+iα
= λ log
Λ2 − a
a
+ αipiλ
into (13) gives a formula which is easily rearranged into (11). 
We find it remarkable that an interacting quantum field theory, which when
expanded into Feynman graphs evaluates to Nielsen polylogarithms (see later),
admits such a simple presentation. Unfortunately we are not aware of a solu-
tion theory for such boundary value problems, and therefore develop an ad hoc
approach in the sequel.
First, assuming that G(a, b) falls off asymptotically like in the four-dimensional
case [15], we achieve a well-defined limit limΛ2→∞Ψ upon choosing the bare mass
µ2 = 1− 2λ log(1 + Λ2) = 1− λ
ˆ Λ2
0
dp
1 + p
− λ
ˆ Λ2
0
dq
1 + q
.
This choice was made in (1). Next, we require λ and consequently G(p, q) to be
real, which implies Ψ(z, w) = Ψ(z¯, w¯). Now (13) can be written as |Ψ++| = |Ψ+−|.
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Hence there is a continuous real function τa(b), not expected to be symmetric
under a↔ b, with
Ψ++(a, b)e−iτa(b) = Ψ+−(a, b)eiτa(b) . (15)
We denote the finite Hilbert transform of a function f in one or two variables as
HΛa [f(•)] :=
1
pi
 Λ2
0
dp
p− af(p) and
HΛa,b[f(•, •)] :=
1
pi2
 Λ2
0
dp
p− a
 Λ2
0
dq
q − b f(p, q).
The substitutions (14) and (12) then turn (15) into(
1 + a+ b+ λ log Λ
2−a
(1+Λ2)a
+ λ log Λ
2−b
(1+Λ2)b
+ 2piλi
+ λ2pi2
(HΛa,b[G(•, •)]−G(a, b) + iHΛb [G(a, •)] + iHΛa [G(•, b)]))e−iτa(b)
=
(
1 + a+ b+ λ log Λ
2−a
(1+Λ2)a
+ λ log Λ
2−b
(1+Λ2)b
+ λ2pi2
(HΛa,b[G(•, •)] +G(a, b) + iHΛb [G(a, •)]− iHΛa [G(•, b)]))eiτa(b).
Comparing the real- and imaginary parts identifies this relation with the system
G(a, b) cot(τa(b))−HΛb [G(a, •)] =
1
λpi
, (16a)
G(a, b) cot(τa(b))−HΛb [G(a, •)] =
1+a+b+ λ log Λ
2−a
a(1+Λ2)
− λ log(1+Λ2)
λ2pi2
, (16b)
where G(a, b) := 1
λpi
+HΛa [G(•, b)]. These equations are Carleman-type singular
integral equations for which a solution theory is developed e.g. in [30, §4.4]. The
method is sensitive to the sign of λ. We restrict ourselves to λ > 0; only in the
very end we will pass via analytic continuation to some complex and negative λ.
The starting point of the solution theory for Carleman equations is
Proposition 4. For any Hölder continuous function τ : [0,Λ2] −→ R, one has
HΛb
[
eH
Λ• [τ ] sin τ(•)] = eHΛb [τ ] cos τ(b)− 1, if 0 < b < Λ2, and (17a)ˆ Λ2
0
dp
pi
eH
Λ
p [τ ] sin τ(p)
p− b = exp
(ˆ Λ2
0
dp
pi
τ(p)
p− b
)
− 1 for b < 0 or b > Λ2. (17b)
We also have the corollaryˆ Λ2
0
dp e±H
Λ
p [τ ] sin τ(p) =
ˆ Λ2
0
dp τ(p) . (17c)
Proof. Consider the function ϕ(z) := exp
(
1
pi
´ Λ2
0
dp τ(p)
p−z
)−1. It is holomorphic on
C \ [0,Λ2] and it decays at least like |z|−1 at infinity. The fundamental property
1
pi
 ∞
−∞
dp
p− b Im(ϕ(p+ i)) = Re(ϕ(b+ i)) (where b ∈ R)
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of the Hilbert transform over R implies (17a) and (17b), because Im(ϕ(p+ i)) =
eH
Λ
p [τ ] sin τ(p) inside the support [0,Λ2], and Im(ϕ(p+ i)) = 0 for p ∈ R \ [0,Λ2].
Multiply (17b) for ±τ with b > Λ2 and take the limit b→∞ to obtain (17c). 
With (17a) we can immediately solve (16a) in terms of the angle function to
G(a, b) = eH
Λ
b [τa(•)] sin τa(b)
λpi
. (18)
In order to describe a meaningful two-point function G(a, b) > 0 it remains to
verify that τa(b) ∈ [0, pi] is consistent with continuity of τ . To create the term
linear in b on the right-hand side of (16b), observe that
HΛb [• ·G(a, •)] =
1
pi
 Λ2
0
(
b dp
p− b + dp
)
G(a, p) = bHΛb [G(a, •)] +
1
λpi2
ˆ Λ2
0
dp τa(p)
by virtue of (18) and (17c). It is then easily checked with (16a) that
G(a, b) :=
1 + a+ b+ λ log Λ
2−a
a(1+Λ2)
+ 1
pi
´ Λ2
0
dp τa(p)− λ log(1+Λ2)
λpi
G(a, b)
solves (16b). However, this is not necessarily the only solution because (see [30])
eH
Λ
b [τa] cos τa(b)
Λ2 − b −H
Λ
b
[eHΛ• [τa] sin τa(•)
Λ2 − •
]
= 0 . (19)
Therefore, also a shift G(a, b) 7→ G(a, b) + Λ2h(a)
λpi(Λ2−b)G(a, b) solves (16b) for any
function h(a). We will not exploit this freedom and consider the solution arising
from setting h(a) = 0. We will prove that it gives rise to an analytic solution
Gλ(a, b) of (1) in a neighbourhood of λ = 0, but there might be other, non-
analytic solutions.
Recall that we had G(a, b) = 1
λpi
+HΛa [G(•, b)], which is equal toG(a, b) cot(τb(a))
by (16a) for symmetric G(a, b) = G(b, a). We thus need
cot τb(a) =
1
λpi
{
1 + a+ b+ λ log
Λ2 − a
a(1 + Λ2)
+
1
pi
ˆ Λ2
0
dp
(
τa(p)− λpi
1 + p
)}
. (20)
For every angle function subject to this constraint, we have just constructed a
solution (18) of the non-linear integral equation (11). Analogous identities for
the λφ?44 -model were derived in [14], by a completely different strategy. Note that
(20) implies in particular that cot τb(a) = bλpi + cot τ0(a).
Taking the limit Λ2 →∞, we obtain a solution of our initial problem:
Proposition 5. The integral equation (1) is solved for λ > 0 by
Gλ(a, b) :=
sin τb(a)
λpi
eHa[τb(•)], where Ha[f(•)] := 1
pi
 ∞
0
dp
p− af(p)
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is the one-sided Hilbert transform, provided that there is a continuous solution of
τb(a) = arctan
[0,pi]
( λpi
1 + a+ b− λ log a+ Iλ(a)
)
, where
Iλ(a) :=
1
pi
ˆ ∞
0
dp
(
τa(p)− λpi
1 + p
)
.
(21)
4. Perturbative solution
We try to solve (21) as a formal power series in λ. This strategy leads surpris-
ingly far. The solution clearly starts with τb(a) = λpi1+a+b +O(λ2) which gives the
2-point function Gλ(a, b) = 11+a+b +O(λ). It follows then that
Iλ(a) = λ
ˆ ∞
0
dp
(
1
1 + p+ a
− 1
1 + p
)
+O(λ2) = −λ log(1 + a) +O(λ2) ,
τb(a) =
λpi
1 + a+ b
+
λ2pi
(1 + a+ b)2
(
log a+ log(1 + a)
)
+O(λ3) .
By elementary techniques, we continued these integrations and obtained Iλ(a) up
to corrections of order O(λ5). The result is strikingly simple and structured:
Iλ(a) = (−λ) log(1+a) + (−λ)21+a ((1+a)+a) log(1+a)a
+ (−λ)
3
(1+a)2
(
((1+a)+a) log(1+a)
a
− ((1+a)2+a2) (log(1+a))2
2a2
)
+ (−λ)
4
(1+a)3
(
((1+a)+a) log(1+a)
a
− (2((1+a)2+a2) + a((1+a)+a)) (log(1+a))2
2a2
+ ((1+a)3+a3) (log(1+a))
3
3a3
)
+O(λ5) . (22)
Interestingly, the Hilbert transform of this simple angle function generates higher
transcendental functions, for example polylogarithms Lin(z) =
∑
k>0 z
k/kn, which
show up in the 2-point function. To second order, we find
Gλ(a, b) =
1
1 + a+ b
+
λ
(1 + a+ b)2
(
log(1 + a) + log(1 + b)
)
− λ
2
(1 + a+ b)2
( 1 + 2a
a(1 + a)
log(1 + a) +
1 + 2b
b(1 + b)
log(1 + b)
)
+
λ2
(1 + a+ b)3
(
log2(1 + a) + log(1 + a) log(1 + b) + log2(1 + b)
+ ζ(2)− Li2(−a)− Li2(−b)
)
+O(λ3).
(23)
Higher orders. As illustrated above, the perturbative calculation leads to ex-
pressions that are rational linear combinations of logarithms. Furthermore, they
have only very simple singularities, confined to the hyperplanes
a = 0, b = 0, a+ 1 = 0, b+ 1 = 0 and 1 + a+ b = 0.
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The integration theory on such hyperplane complements4 is completely under-
stood [5, 27] in terms of iterated integrals, and computer implementations are
available [3, 25]. We note that there is also an alternative approach based on the
toolbox of holonomic recurrences [2, 28].
Using HyperInt [25], it is straightforward to compute higher orders of Iλ(a).5
To give an illustration, note that the 2nd order of Iλ(a) in (22) contributes, among
several others, the term 2piλ
3 log(1+p) log p
(1+a+p)3
to the 3rd order of τa(p). With
> read "HyperInt.mpl":
> tau3 := 2*Pi*log(1+p)*log(p)/(1+p+a)^3;
> I3 := hyperInt(tau3/Pi, p=0..infinity);
one computes its contribution to the λ3-coefficient of Iλ(a). The command
> fibrationBasis(I3,[a]);
Hlog (a, [0,−1])
(1 + a)2
+
ζ2
(1 + a)2
+
Hlog (a, [−1,−1])
a2
− 2 Hlog (a, [−1])
a(1 + a)
expresses the result in terms of hyperlogarithms Hlog (a, [σ, τ ]) =
´ a
0
dz
z−σ
´ z
0
du
u−τ .
In this particular case, they are just polylogarithms: Hlog (a, [0,−1]) = −Li2(−a),
Hlog (a, [−1,−1]) = 1
2
(log(1 + a))2 and Hlog (a, [−1]) = log(1 + a) = −Li1(−a).
Most strikingly, in the final result for Iλ(a), the hyperlogarithms cancel almost
completely and collapse to mere powers of the logarithm log(1 + a).
In this way,6 we computed all coefficients of λ≤10 in Iλ(a). The results are of
such striking simplicity and structure that we could obtain an explicit formula:
Conjecture 6. With Stirling numbers sn,k of the first kind and sign (−1)n−k,
Iλ(a) = −λ log(1 + a) +
∞∑
n=1
λn+1
(
(log(1 + a))n
nan
+
(log(1 + a))n
n(1 + a)n
)
+
∞∑
n=1
(n−1)!λn+1
(1+a)n
n−1∑
j=1
n∑
k=0
(−1)j sj,n−k
k!j!
((1+a
a
)n−j
+ 1
)(
log(1+a)
)k
.
(24)
In the next section, we will first find a closed expression for the sum (24) using
the Lambert-W function, and then prove the conjecture.
4Our case is isomorphic to the moduli spaceM0,5 of genus zero curves with 5 marked points.
5HyperInt can also find (23) by integrating directly the perturbative expansion of (1). Fur-
thermore, HyperInt computes H =
´∞
0
dp
p−aτb(p) as an integral over real p, adding an imaginary
part iδa to a. The Hilbert transform of τb(a) is thus the real part of H (i.e. drop the δa-term).
6At first we were unaware of (17c) and calculated the much harder
´∞
0
dp e−Hp[τa] sin τa(p).
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5. Resummation and solution
5.1. Resummation. The Stirling numbers of first kind have generating function
(1 + z)u =
∞∑
n=0
n∑
k=0
zn
n!
uksn,k , (−1)jsj,n−k = 1
(n−k)!
dn−k
dun−k
Γ(j−u)
Γ(−u)
∣∣∣∣
u=0
.
Let (24)2 be the 2nd line of (24). Writing also (log(1 + a))k = d
k
duk
(1 + a)u
∣∣
u=0
,
this line takes the form
(24)2 =
∞∑
n=1
λn+1
n(1 + a)n
n−1∑
j=1
((1 + a
a
)n−j
+ 1
)
×
n∑
k=0
(
n
k
)(
dn−k
dun−k
Γ(j − u)
j!Γ(−u)
) (
dk
duk
(1 + a)u
)∣∣∣∣
u=0
.
(25)
The summation over k gives for the 2nd line of (25)
dn
dun
(
Γ(j − u)
j!Γ(−u) (1 + a)
u
)∣∣∣∣
u=0
=
dn
dun
(
(−1)j
j!
(1 + a)j
dj
daj
(1 + a)u
) ∣∣∣∣
u=0
=
(−1)j
j!
(1 + a)j
dj
daj
(log(1 + a))n .
This is inserted back into (25) and the 2nd line of (24). Now the first line of (24)
is the missing case j = 0 to extend Iλ(a) to
Iλ(a) = −λ log(1 + a)
+
∞∑
n=1
λn+1
n
n−1∑
j=0
(
1
(1 + a)n−j
+
1
an−j
)
(−1)j
j!
dj
daj
(log(1 + a))n .
Writing 1
an−j =
(−1)n−1−j
(n−1−j)!
dn−1−j
dan−1−j
1
a
and similarly for 1
(1+a)n−j , we thus arrive at
Iλ(a) = −λ log(1+a) +
∞∑
n=1
(−λ)n+1
n!
dn−1
dan−1
(
(log(1 + a))n
1 + a
+
(log(1 + a))n
a
)
=
∞∑
n=1
λn
n!
dn−1
dan−1
(− log(1 + a))n − λ
∞∑
n=1
λn
n!
dn−1
dan−1
(− log(1 + a))n
a
. (26)
There are several ways to sum these series. The most efficient approach seems
to be the Lagrange-Bürmann inversion formula [6, 20]:
Theorem 7. Let φ(w) be analytic at w = 0 with φ(0) 6= 0 and f(w) := w
φ(w)
.
Then the inverse g(z) of f(w) with z = f(g(z)) is analytic at z = 0 and given by
g(z) =
∞∑
n=1
zn
n!
dn−1
dwn−1
∣∣∣∣
w=0
φ(w)n. (27)
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More generally, if H(z) is an arbitrary analytic function with H(0) = 0, then
H(g(z)) =
∞∑
n=1
zn
n!
dn−1
dwn−1
∣∣∣∣
w=0
(
H ′(w)φ(w)n
)
. (28)
By virtue of (27), we see upon setting z = λ and φ(w) = − log(1 + a+w) that
the first summand in (26),
K(a, λ) :=
∞∑
n=1
λn
n!
dn−1
dan−1
(− log(1 + a))n, (29)
is the inverse of the function λ(w) = − w
log(1+a+w)
:
K(a, λ) = −λ log(1 + a+K(a, λ)) . (30)
This functional equation is easily solved in terms of Lambert-W [7],
K(a, λ) = λW
(
1
λ
e
1+a
λ
)
− 1− a . (31)
For any λ > 0 and a ≥ 0, the solution is given by the standard real branch W0.
We discuss in sec. 6 the extension of (30) and (31) to (certain) a, λ ∈ C.
Let us now turn to the second summand (up to a factor −λ) in (26),
L(a, λ) :=
∞∑
n=1
λn
n!
dn−1
dan−1
(− log(1 + a))n
a
. (32)
This can directly be recognised as (28) with H(w) = log(1 + w/a), such that
L(a, λ) = log
(
1 +
K(a, λ)
a
)
= log
λW
(
1
λ
e(1+a)/λ
)− 1
a
. (33)
Remark 8 (Alternative solution of (26)). Express the multiple derivatives in
(26) via Cauchy’s formula and insert 1
n
=
´ 1
0
dt
t
tn. This gives rise to a geometric
series in n and results in a single residue located at the solution of 1+a = 1+z+
λt log(1+z). In fact, this extends to a proof of the Lagrange-Bürmann formula.
Remark 9 (Alternative solution II of (26)). Starting from the series expansion
log(1 + a)n
n!
=
∞∑
m=n
sm,n
am
m!
valid for |a| < 1,
again with Stirling numbers sm,n of first kind, we can expand (29) and (32) as7
K(a, λ) =
∞∑
n=1
∞∑
m=1
sm+n−1,n(−λ)na
m
m!
, L(a, λ) =
∞∑
n=1
∞∑
m=0
sm+n,n
m+ n
(−λ)na
m
m!
.
7It is well-known that the expansion of Lambert-W at infinity is related to Stirling numbers,
see [7]. However, we did not find the precise form we obtain here in the literature.
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The recursion relation nsn,k = sn,k−1−sn+1,k then proves the differential equations[
(1 + a+ λ)
∂
∂a
+ λ
∂
∂λ
]
K(a, λ) = K(a, λ)− λ and[
a
∂
∂a
+ λ
∂
∂λ
]
L(a, λ) =
∂K(a, λ)
∂a
.
(34)
It is straightforward to check that the solutions (31) and (33) solve this system.
In fact, the solution (31) of the first equation in (34) is found by Maple [23] and
fixed through the boundary conditions K(0, λ) = 0 and K(a, 0) = 0.
Changing variables (a, λ) 7→ (v = a
λ
, λ), the 2nd equation in (34) becomes an
ordinary differential equation with respect to λ, in which v is merely a parameter:
λ
d
dλ
L(v, λ) = −1 +W ′( 1
λ
ev+
1
λ ) 1
λ
ev+
1
λ = − 1
1 +W ( 1
λ
ev+
1
λ )
.
Again, it is easily checked that (33) solves this equation. However, quadrature
from the boundary value L(v, 0) = 0 provides the solution in a different form,
L(a, λ) = −
ˆ λ
0
dt
t
1
1 +W (1
t
e1/t+a/λ)
. (35)
We conclude the non-trivial identity (4a) given in the beginning.
5.2. Proof of the solution. The proof that our guess (24) is correct relies on
Lemma 10. For any a, λ ≥ 0 and z ∈ C \ (−∞,−1] one has8
ˆ ∞
0
du
pi
arctan
[0,pi]
( λpi
1 + a+ u− λ log u
)
1 + u+ z
= log
(
z + λ log(1+z)− a
1+z−λW0( 1λe(1+a)/λ)
)
, (36a)
ˆ ∞
0
du
pi
(
arctan
[0,pi]
( λpi
1+a+u−λ log u
)
− λpi
1+u
)
= λW0
(1
λ
e(1+a)/λ
)
− 1− a . (36b)
Proof. Note that u 7→ 1+a+u−λ log u
λpi
is a convex continuous function so that its
reciprocal cannot vanish in (0,∞). This makes u 7→ arctan[0,pi]
(
λpi
1+a+u−λ log u
)
a
continuous function which can be written as imaginary part of a complex loga-
rithm. Let Jλ(z, a) be the integral in (36a) and γ+ be the curve in the complex
plane which encircles the positive reals clockwise at distance . We choose  such
that γ+ separates −1− z from R+ and rewrite the integral as
Jλ(z, a) =
1
2pii
ˆ
γ+
dw
log
(
1− λ log(−w)
1+a+w
)
w + 1 + z
+ o() .
8These formulae are reproduced as (4c) and (4b) in the beginning.
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The outer logarithm expands into the power series
Jλ(z, a) = −
∞∑
n=1
λn
n
1
2pii
ˆ
γ+
dw
(log(−w))n
(1 + a+ w)n(w + 1 + z)
in λ with radius of convergence at least 1−√
pi2+| log |2 . We close γ
+
 by a large circle,
which does not contribute to the integral, and temporarily assume z 6= a. The
residue theorem picks up the pole at w = −a− 1 of order n and the simple pole
at w = −z − 1:
Jλ(z, a) = −
∞∑
n=1
λn
n!
dn−1
dwn−1
(log(−w))n
(w + 1 + z)
∣∣∣
w=−1−a
−
∞∑
n=1
λn
n
(log(−w))n
(1 + a+ w)n
∣∣∣
w=−1−z
=
∞∑
n=1
λn
n!
dn−1
dwn−1
(− log(1 + a+ w))n
(1 + z − (1 + a+ w))
∣∣∣
w=0
+ log
(
1− λ log(1 + z)
a− z
)
.
The rhs is independent of  so that the equality holds exactly, but depending on
a− z, 1 + z, 1 + a for a possibly smaller, but still non-zero, radius of convergence
in λ. The sum is again a Lagrange-Bürmann formula (28) for H(w) = log a−z
a+w−z
and w 7→ λW0( 1λe(1+a)/λ)− 1− a. The result rearranges into (36a) which is thus
proved for a 6= z and sufficiently small λ. Since both sides are real-analytic in
λ > 0 and holomorphic in z, (36a) extends to any λ > 0 and z ∈ C \ (−∞,−1].
Following the same steps as above, the integral in (36b) can be written as
lim
→0
1
2pii
ˆ
γ+
dw
{
log
(
1− λ log(−w)
1 + a+ w
)
+
λ log(−w)
1 + w
}
= −
∞∑
n=1
λn
n!
dn−1
dwn−1
(log(−w))n
∣∣∣
w=−1−a
= K(a, λ)
from (29). We conclude with (31). 
Proposition 11. The pair of equations (21) is for any a, λ ≥ 0 solved by the
resummation Iλ(a) = K(a, λ)− λL(a, λ) from (31) and (33), that is
τa(p) = arctan
[0,pi]
(
λpi
a+ λW0
(
1
λ
e
1+p
λ
)− λ log (λW0( 1λe 1+pλ )− 1)
)
. (37)
Proof. The assertion (37) solves (21) precisely if
ˆ ∞
0
dp
(τa(p)
pi
− λ
1+p
)
= λW0
(e 1+aλ
λ
)
− 1− a− λ log λW0
(
e
1+a
λ
λ
)− 1
a
. (38)
Introduce a cut-off at Λ2 +λ log(1 + Λ2) and substitute p = u+λ log(1 + u) with
inverse u = λW ( 1
λ
e(1+p)/λ)− 1 into the lhs of (38). It then becomes
ˆ Λ2
0
du
[(
1 +
λ
1 + u
)arctan[0,pi] ( λpia+1+u−λ log u)
pi
− λ
1+u
]
− λ
ˆ Λ2+λ log(1+Λ2)
Λ2
du
1+u
.
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The second term vanishes in the limit Λ→∞, and the first term evaluates with
(36a) at z = 0 and (36b) to the rhs of (38). 
5.3. Proof of Theorem 1. With the solution of (21) established in (37) and
with (18) we have also achieved the proof that
Gλ(a, b) (39)
=
exp
[
1
pi
 ∞
0
dp
p−b arctan[0,pi]
(
λpi
a+ λW0
(
e(1+p)/λ
λ
)− λ log (λW0( e(1+p)/λλ )−1)
)]
√
(λpi)2 +
[
a+ λW0
(
e(1+b)/λ
λ
)− λ log (λW0( e(1+b)/λλ )−1)]2
solves the original integral equation (1) for λ > 0. It remains to prove that the
Hilbert transform in (39) simplifies to the form given in Theorem 1.
Lemma 12. For all a, b ≥ 0 and λ > 0 the following identities hold:
Hb
[
arctan
[0,pi]
(
λpi
1+a+• − λ log(•)
)]
= log
(√
(1+a+b−λ log b)2 + (λpi)2
b+ λW0
(
1
λ
e(1+a)/λ
) ) , (40a)
1
2pii
ˆ
γ+
dw
w−b log
(
1− λ log(−w)
1+a+w
)
= log
(
1 + a+ b
b+ λW0
(
1
λ
e(1+a)/λ
)) . (40b)
Proof. The Hilbert transform (40a) is the real part of (36a) at z = −1 − b − i.
The proof of (40b) follows the same strategy; the difference is that w = b and
R+ in the proof of Lemma 10 are both on the same side of γ+ . Therefore, after
series expansion only the residue at w = −1− a contributes:
1
2pii
ˆ
γ+
dw
w−b log
(
1− λ log(−w)
1+a+w
)
= −
∞∑
n=1
λn
n!
dn−1
dwn−1
(log(−w))n
w − b
∣∣∣
w=−1−a
.
This is a Lagrange-Bürmann formula (28) for H(w) = log 1+a+b
1+a+b+w
. 
We can finally express Hb[τa(•)] through the symmetric integral given in (3):
Proposition 13. For any λ > 0 the Hilbert transform of (37) evaluates to
Hb[τa(•)] = log
√
(λpi)2 +
(
a+ λW0(
1
λ
e(1+b)/λ)− λ log (λW0( 1λe(1+b)/λ)− 1))2
+ log
(
(1 + a+ b) exp(Nλ(a, b))
(b+ λW0(
1
λ
e(1+a)/λ))(a+ λW0(
1
λ
e(1+b)/λ))
)
,
where Nλ(a, b) = Nλ(b, a) is given by
Nλ(a, b) =
1
2pii
ˆ
γ+
dw log
(
1− λ log(−w)
1 + a+ w
) ∂
∂w
log
(
1− λ log(1+w)
1+b− (1+w)
)
(41)
or equivalently by (3). In particular, formula (2) of Theorem 1 follow.
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Proof. The Hilbert transform Hb[τa(•)] in (39) is the real part of the standard
integral when shifting b 7→ b+ i. We substitute p = u+λ log(1 +u) with inverse
u = λW0(
1
λ
e(1+p)/λ) − 1 and rewrite this as a contour integral of a complex
logarithm over γ+/2 (to separate R+ from b+ i):
Hb[τa(•)] = Re
(
1
2pii
ˆ
γ+
/2
dw
(1+w+λ) log
(
1− λ log(−w)
a+1+w
)
(1+w)(w+λ log(1+w)− (b+ i))
)
.
We subtract and add the same integral over the curve γ+2. The difference retracts
to the residue at the solution of w+λ log(1 +w) = b which gives back a Lambert
function. In the remaining integral we can shift b+ i→ b and obtain
Hb[τa(•)] = 1
2pii
ˆ
γ+
dw
(1+w+λ) log
(
1− λ log(−w)
a+1+w
)
(1+w)(w+λ log(1+w)− b)
+ Re
(
log
(
1− λ log(−λW0(
1
λ
e(1+b)/λ) + 1− i′)
a+ λW0(
1
λ
e(1+b)/λ)
))
.
Adding 0 = rhs− lhs of (40b) identifies Nλ(a, b) in (41).
The integrand of (41) is for all a, b ≥ 0 holomorphic in λ ∈ C away from the
two branch cuts [0,∞) and (−∞,−1]. Therefore, γ+ can be deformed into the
line −1
2
+ it. The result (3) exposes the symmetry Nλ(a, b) = Nλ(b, a) through
integration by parts. 
Asymptotic formulae [7] of Lambert-W give λW0( 1λe
(1+a)/λ) ≥ C0(1 + a)1−δ for
some C0 > 0 and 0 < δ < 12 . The function Nλ(a, b) tends to 0 for large a, b which
implies a bound Nλ(a, b) ≤ log(C1) for some C1 > 0. We thus conclude from (2)
the bound 0 < Gλ(a, b) ≤ C1(1+a+b)1−2δ ≤ C1(1+a) 12−δ(1+b) 12−δ . This bound a posteriori
justifies our assumption that all integrals converge for Λ2 →∞.
Remark 14. Another presentation uses (36a) to write
d
dw
log
(
1− λ log(1+w)
b− w
)
= − 1
pi
ˆ ∞
0
du
arctan[0,pi]
(
λpi
1+b+u−λ log u
)
(1 + u+ w)2
+
1
w−(λW0( 1λe(1+b)/λ)− 1)
− 1
w − b ,
for λ > 0, b ≥ 0 and w ∈ C \ (−∞,−1]. Inserted into (41) one obtains with
(40b) a purely real and manifestly symmetric integral representation
Gλ(a, b) =
exp
(
−
ˆ ∞
0
du
ˆ ∞
0
dv
arctan
[0,pi]
(
λpi
1+a+v−λ log v
)
arctan
[0,pi]
(
λpi
1+b+u−λ log u
)
pi2(1 + u+ v)2
)
λW0(
1
λ
e(1+a)/λ) + λW0(
1
λ
e(1+b)/λ)− 1 . (42)
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6. Holomorphic extension
We established a solution Gλ(a, b) for the integral equation (1) for real values of
a, b ≥ 0 and λ > 0. We will now discuss its analytic continuation in two regimes:
(1) For real a, b ≥ 0, we determine the maximal domain of analyticity for
complex values of λ (as alluded to in Theorem 1).
(2) Keeping λ real, we can extend to complex values of a and b.
First we will consider the functionK(a, λ) from (31) that appears in Iλ(a) and the
denominator of (2), and then we turn to the function Nλ(a, b) in the numerator.
6.1. Holomorphic extension of K(a, λ) in λ. We study the holomorphicity
of the map C 3 λ 7→ K(a, λ) + 1 + a = λWk(λ)( 1λe
1+a
λ ) for fixed a ≥ 0. Our
conventions for the branches Wk indexed by k ∈ Z follow [7, section 4]; see in
particular figure 5 therein. In polar coordinates
λ = |λ|eiϕ, such that 1
λ
e(1+a)/λ =
1
|λ|e
1+a
|λ| cosϕ−i
(
ϕ+ 1+a|λ| sinϕ
)
, (43)
branch cuts of Lambert-W correspond to solutions of ϕ+ 1+a|λ| sinϕ ∈ (2Z+ 1)pi.
Proposition 15. Let a ≥ 0 and λ = |λ|eiϕ ∈ C \ (−∞, 0]. For 0 < ϕ < pi, define
by ϕ + 1+a
λk(ϕ)
sinϕ = (2k + 1)pi a sequence (λk(ϕ))k∈N0 of positive real numbers,
and let λ−k−1(−ϕ) := λk(ϕ) as well as λ0(0) := 0. Then the assignment
K(a, λ) :=

λW−k( 1λe
(1+a)/λ)− a− 1 if ϕ > 0 and λk(ϕ) < |λ| ≤ λk−1(ϕ),
λW0(
1
λ
e(1+a)/λ)− a− 1 if ϕ ≥ 0 and |λ| > λ0(ϕ),
λW0(
1
λ
e(1+a)/λ)− a− 1 if ϕ < 0 and |λ| ≥ λ−1(ϕ),
λWk(
1
λ
e(1+a)/λ)− a− 1 if ϕ < 0 and λ−k−1(ϕ) ≤ |λ| < λ−k(ϕ)
(44)
uniquely extends to λ < 0, and the resulting function λ 7→ K(a, λ) is holomorphic
on C \ {−(1 + a) sinα
α
eiα : sinα
α
eα cotα ≥ e
1+a
, −pi < α < pi}.
Proof. According to [7], any branch Wk is holomorphic on C \ (−∞, 0]. By (43)
this means that K(a, |λ|eiϕ) is holomorpic in every open subregion of (44) ex-
cluding |λ| = λk(ϕ). First fix 0 < ϕ < pi, k ≥ 1 and consider λ± = |λ±|eiϕ with
|λ±| = λk(ϕ)± . Then ϕ+ 1+a|λ±| sinϕ = (2k + 1)∓  and 1λ± e(1+a)/λ± = rke∓i(pi−)
with rk := e
(1+a)
λk(ϕ)
cosϕ
/λk(ϕ). The assignment (44) givesK(a, λ+) = λ+W−k(−rk−
i)−a−1 and K(a, λ−) = λ−W−k−1(−rk +i)−a−1. The branch conventions of
[7] imply lim→0K(a, λ+) = lim→0K(a, λ−). The same continuity property holds
for all k ≥ 1 and 0 < ϕ < 0. By the edge-of-the-wedge theorem, all branches
W−k for k ≥ 1 continue each other as the same holomorphic function.
Similarly, for ϕ < 0 the passage from Wk to Wk+1 is continuous for all k ≥ 1,
and all branches Wk for k ≥ 1 continue each other as the same holomorphic
function.
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In terms of ϕ = pi−α ∈ (0, pi) or ϕ = −pi−α ∈ (−pi, 0), the border betweenW0
and W∓1 is the curve Ca := {−(1 + a) sinαα eiα : −pi < α < pi}, when continued to
α = 0. The domain crossing is continuous if (43) falls into (−∞,−1
e
] at λ0(ϕ)e±iϕ.
This condition amounts to |λ| = (1 + a) sinα
α
< r(α) with r(α) := e1−α cotα. It
is satisfied for |α| → pi, i.e. ϕ → 0 and holds by continuity in an open interval
ϕ ∈ (−ϕc, ϕc). Again by the edge-of-the-wedge theorem, the open domains of
W0 and W±1 continue each other as the same holomorphic function. The domain
crossing at the part of Ca where (1 + a) sinαα ≥ e1−α cotα is not continuous and
leads to a branch cut of K(a, λ).
The continuation to the negative real axis is determined by limϕ→pi λ0(ϕ) = 1+a
and limϕ→−pi λ−1(ϕ) = 1 + a. Therefore, (44) selects W0 for |λ| > 1 + a and
W±1 for |λ| < 1 + a. According to (43), the argument of the Lambert function
approaches − 1|λ|e−
1
|λ| e−
a
|λ| ∈ [−1
e
, 0). For t ∈ [−1
e
, 0) one has lim→0W0(t + i) =
lim→0W0(t−i) and lim→0W−1(t+i) = lim→0W1(t−i) so that the approach to
the negative real axis is continuous, hence holomorphic. In standard conventions
[7], λ ∈ (−1− a, 0) is assigned to W−1.
Finally, although every neighbourhood of λ = 0 intersects all branches of
Lambert-W in K(a, λ), we saw in (30) and (29) that K(a, λ) = −λ log(1 + a) +
O(λ2) is holomorphic at λ = 0. 
We have seen that the domain boundaries of the Lambert function in K(a, λ)
are described by the curve λk(ϕ)eiϕ = (1 + a) sin((2k+1)pi−ϕ)(2k+1)pi−ϕ e
iϕ. Taking the union
over all k and setting ϕ − (2k + 1) 7→ θ, we obtain a part of the cochleoid9
R 3 θ 7→ −(1 + a) sin θ
θ
eiθ, see Figure 1. The cochleoid has infinitely many spirals
which all pass through λ = 0 tangent to the real axis. The domain boundaries
of assignments of branches of Lambert-W to K(a, λ) correspond to every second
spiral of the cochleoid; the missing spirals ϕ + 1+a
λ
sinϕ = ±2kpi correspond to
the centre lines of the branches.
The outer boundary Ca = {−(1 + a) sinαα eiα : −pi < α < pi} of the cochleoid
intersects the circle of radius r(α) = e1−α cotα in the two branch points −e±iαr(α).
Varying a, these branch points trace the critical curve
C = {−e1−α cotα+iα : − pi < α < pi} (45)
shown as dash-dotted curve in figure 1. By construction, all branch cuts of
K(a, λ), when varying a, lie to the left of C. Therefore, the region ΩK to the
right of C is precisely the common domain of holomorphicity for all a ≥ 0. In
particular, the domain ΩK includes the disk |λ| < 1, and K(a, λ) has radius of
convergence ≥ 1 in λ, for all values a ≥ 0.
9Cochleoid refers to ‘snail-shaped’. Its reciprocal 2bpi
θ
sin θ e
iθ is the quadratrix of Hippias used
in classical antiquity to trisect an angle or to square a circle.
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Figure 1. Branch assignment of C 3 λ 7→ λWk( 1λe(1+a)/λ) for a =
1. All dashed boundaries are holomorphically connected and form
parts of a curve known as cochleoid. Only the solid part of the outer
boundary Ca is a discontinuous branch cut. The conjugate pair of
branch points P and P¯ traces the dash-dotted auxiliary curve C
when we vary a. The region ΩK to the right of C is the common
holomorphicity domain of K(a, λ) and L(a, λ) for all a ≥ 0. Along
the dotted curves L±a one has λWl( 1λe(1+a)/λ) < 0 for a different
branch Wl 6= Wk.
Observe that R+ (that is α = ±pi) is the only infinite ray in the λ-plane along
which K(a, λ) may be analytically continued for all values of a ≥ 0. Any other
ray −eiαR+ where |α| < pi, hits a point on C.
Remark 16 (Holomorphicity domain). The maximal domain of analytic contin-
uation of K(a, λ) into the complex λ-plane, for all a ≥ 0, can also be derived
directly from (30). A branch point of K(a, λ) at λ = λ∗ corresponds to a zero at
K = K∗ := K(a, λ∗) of the derivative
0
!
=
dλ
dK
=
d
dK
−K
log(1 + a+K)
=
K − (1 + a+K) log(1 + a+K)
(1 + a+K) log2(1 + a+K)
.
Inserting (30) and (31) givesW ( 1
λ∗ e
1+a
λ∗ ) = −1 with solution 1+a
λ∗ = W0(−1+ae ±i).
This equation can be converted into the same critical curve (45).
Remark 17 (Symmetry). It follows from our above discussion and Wk(z¯) =
W−k(z) that K(a, λ¯) = K(a, λ) for every λ ∈ ΩK and all real a ≥ 0.
Lemma 18. The function L(a, λ) = log a+K(a,λ)
a
from (33), where log denotes
the principal branch, is for every a > 0 holomorphic in λ on the domain ΩK 3 λ.
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Proof. First note that K(a, λ) = −1 − a requires λ = 0 in (30) and contradicts
K(a, 0) = 0. For positive values of λ, the monotonicity of the branch W0 implies
K(a, λ) = λW0
(
e1/λ
λ
ea/λ
)
− 1− a ≥ λW0
(
e1/λ
λ
)
− 1− a = −a
with equality if and only if a = 0. The same holds for λ ∈ (−1, 0) and we conclude
a+K(a, λ) > 0 for all real λ > −1 and any a > 0. (46)
Now observe that (30) admits a solution
λ±a (ϕ) Wk
( 1
λ±a (ϕ)
e
1+a
λ±a (ϕ)
)
= −epi cotϕ ∓ i ⇔ λ±a (ϕ) ≡
sinϕ
pi
(1+a+epi cotϕ)e±iϕ,
for 0 < ϕ < pi, where indeed log(λWk( 1λe
(1+a)/λ)) is not defined for some branch
Wk. According to Proposition 15, the critical curve L+a := {λ+a (ϕ) : 0 < ϕ ≤ pi}
crosses domains of the Lambert function at (2k + 1)pi = ϕk + pi 1+a1+a+epi cotϕk . This
equation admits only a single solution ϕ0 ∈ (0, pi). Similarly, its mirror L−a :=
{λ−a (ϕ) : 0 < ϕ ≤ pi} crosses domains of the Lambert function at the same angle
ϕ0 ∈ (0, pi). See also Figure 1. Then (44) implies
• K(a, λ) := λW0( 1λe(1+a)/λ)− 1− a for λ ≡ λ±a (ϕ) and 0 < ϕ < ϕ0, and
• K(a, λ) := λW∓1( 1λe(1+a)/λ)− 1− a for λ ≡ λ±a (ϕ) and ϕ0 < ϕ < pi.
It turns out that the spurious solution is precisely the opposite branch assignment:
• λW±1( 1λe(1+a)/λ) = −epi cotϕ for λ ≡ λ±a (ϕ) and 0 < ϕ < ϕ0, and
• λW0( 1λe(1+a)/λ) = −epi cotϕ for λ ≡ λ±a (ϕ) and ϕ0 < ϕ < pi.
Indeed, this assignment can be established in the limits ϕ → 0 and ϕ → pi. By
continuity inside every open branch domain, this assignment can only switch at
the domain crossing ϕ = ϕ0.
In conclusion, the branch assignment (44) implies arg(K(a, λ)+1+a) ∈ (−pi, pi)
for all λ ∈ ΩK (at λ±a (ϕ0) by the mean value property of holomorphic functions).
Therefore, λ = −K/ log(1+a+K) is a well-defined, single-valued inverse function
on the image of K. In particular, for any fixed a > 0, the map λ 7→ K(a, λ) is
a biholomorphic bijection of ΩK onto its image. Similarly, for fixed 0 6= λ ∈ ΩK ,
the map a 7→ K(a, λ) is injective with inverse a = e−K/λ − 1−K.
For the same reasons, also arg(K(a, λ) + a) ∈ (−pi, pi), and in consequence
L(a, λ) is well-defined for all a > 0 and λ ∈ ΩK . In the limit a → 0, we find
a+K(a,λ)
a
→ 1
1+λ
and thus L(a, λ)→ − log(1 + λ). 
6.2. Complexification of a and b for real λ. We discuss the cases of positive
and negative λ separately.
Lemma 19. Let λ > 0 and B±λ := {±λpii− t : 1 + λ− λ log λ ≤ t <∞}. Then
K(z, λ) := λWk
(1
λ
e
1+z
λ
)
− 1− z if (2k − 1)piλ < Im(z) ≤ (2k + 1)piλ (47)
is holomorphic on z ∈ C \ (B+λ ∪B−λ ).
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Proof. The logarithm in (30) is well-defined ifW ( 1
λ
e
1+z
λ ) /∈ (−∞, 0]. On a domain
of z satisfying this condition we thus have Im(1+z
λ
−W ( 1
λ
e
1+z
λ )) ∈ (−pi, pi). The
branch assignment (47) is then a consequence of the branch conventions [7] of
the Lambert function. These branches are holomorphic in every open strip (2k−
1)piλ < Im(z) < (2k + 1)piλ.
Only W−1(w) and W0(w) reach negative reals [7], for w ∈ [−1e , 0]. Together
with the branch assignment (47) it follows that W0( 1λe
1+z
λ ) ∈ [−1, 0] iff z ∈ B+λ
andW−1( 1λe
1+z
λ ) ∈ (−∞,−1] iff z ∈ B−λ . In the same way as in Proposition 15 one
proves that all other domain crossings from Wk to Wk+1 at Im(z) = (2k + 1)piλ
are continuous, including the border between W0 and W±1 at (R±λpii) \B±λ . By
the edge-of-the-wedge theorem, C \ (B+λ ∪B−λ ) 3 z 7→ K(z, λ) is holomorphic for
any given λ > 0. 
Lemma 20. Let −1 < λ < 0 and set B0λ := (−∞,−1 + |λ| − |λ| log |λ|). Then
K(z, λ) := λW−k
(1
λ
e
1+z
λ
)
−1−z if 0 ≤ (2k − 2)pi |λ| ≤ Im(z) < 2kpi |λ|
or 2kpi |λ| ≤ Im(z) < (2k + 2)pi |λ| ≤ 0 (48)
for k ∈ Z \ {0} is holomorphic on z ∈ C \B0λ.
Proof. We know from sec. 6.1 that K selects for z = a ∈ R+ the branch W−1.
Equations (30) and (31) combine to Im(1+z|λ| +W (− 1|λ|e−(1+z)/|λ|)) ∈ (−pi, pi). The
branch assignment (48) is then a consequence of the branch conventions [7] of the
Lambert function. These branches are holomorphic in every open strip 2kpi|λ| <
Im(z) < (2k + 2)pi|λ| and continuously glue to each other except when W−1(w)
and W1(w) are separated by W0. These are the points w = − 1|λ|e−(1+z)/|λ| ≤ −1e
which correspond to z ∈ B0λ. 
Summary. The function Iλ(a) = K(a, λ) − λL(a, λ) can be extended precisely
to λ ∈ ΩK (the region right of C), if it is to be defined for all a ≥ 0. This domain
contains the real interval (−1,∞). For λ ≥ 0 the branch W0 is selected at a ≥ 0;
it extends to any z ∈ C \ (B+λ ∪ B−λ ) according to Lemma 19. For −1 < λ < 0
the branch W−1 is selected at a ≥ 0; it extends to any z ∈ C \ B0 according to
Lemma 20.
Remark 21 (Strong coupling). When λ → ∞, eventually z = 1
λ
e(1+a)/λ fulfils
|z| < 1/e and thus the series W0(z) =
∑∞
n=1
(−n)n−1
n!
zn yields a convergent strong-
coupling expansion of Iλ(a). The condition |z| < 1/e is then equivalent to
λ >
1 + a
W0
(
1+a
e
) .
6.3. Holomorphic extension of Nλ(a, b). The domain of holomorphicity in λ
common to all a ≥ 0 is according to (3) the region to the right of the envelope E
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of complex rays
{P (t) + a ·m(t) : t ∈ R}a∈R+ , P (t) :=
1
2
+ it
log(1
2
− it) , m(t) :=
1
log(1
2
− it) .
One finds the following parametrisation for the envelope:
E(t) =
P (t) for 0 ≤ |t| ≤ tE ,P (t) +m(t)m(t)P ′(t)−m(t)P ′(t)
m(t)m′(t)−m(t)m′(t) for |t| ≥ tE ,
where tE is defined by Im
(
m(tE)P ′(tE)
)
= 0. Setting tE = 12 tanψ, this condition
amounts to ψ2+(log(2 cosψ))2−ψ sin(2ψ)−cos(2ψ) log(2 cosψ) = 0, evaluated to
ψ ≈ 0.861 and tE ≈ 0.582. See figure 2. The joint domain ΩN of holomorphicity
Re(λ)
Im(λ)
ΩN
Figure 2. The envelope E of rays parametrised by a ∈ R+. The
blue part is traced by a = 0, red and green parts by a > 0. The
domain ΩN to the right of E is the joint holomorphicity domain of
Nλ(a, b) and Gλ(a, b) for all a, b ∈ R+.
of Nλ(a, b) for all a, b ∈ R+ is the region to the right of E . One finds ΩN ⊂ ΩK so
that ΩN is also the joint holomorphicity domain of λ 7→ Gλ(a, b) for all a, b ∈ R+.
This domain contains the real interval (− 1
log 4
,∞). In particular, the perturbation
series of Gλ(a, b) has radius of convergence 1log 4 .
The complexification of Nλ(a, b) at fixed real λ > −1/ log 4 to a 7→ z ∈ C and
b 7→ w ∈ C is according to (3) holomorphic on a joint domain Ωλ which is the
intersection of the half space Re(z) > −1
2
with the domain to the right of the
critical curve Nλ := {−12 + it+ λ log(12 + it) : t ∈ R}.
6.4. A warning. Holomorphicity of the final solution Gλ(a, b) in (− 1log 4 ,∞) does
not mean that intermediate purely real formulae are analytic near λ = 0. First,
positivity of (18) requires to take for λ < 0 the arctan-branch in [−pi, 0]. However,
(36a) and (36b) do not extend to −1 < λ < 0 by merely replacing W0 by W−1
and arctan[0,pi] with arctan[−pi,0]. Instead, we get
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Lemma 22. For any a ≥ 0 and −1 < λ < 0 and z ∈ C \ (−∞,−1] one has
ˆ ∞
0
du
pi
arctan
[−pi,0]
( λpi
1 + a+ u− λ log u
)
1 + u+ z
= log
(
(z + λ log(1+z)− a)(1 + z)∏0
k=−1(1+z−λWk( 1λe(1+a)/λ))
)
,
ˆ ∞
0
du
pi
(
arctan
[−pi,0]
( λpi
1+a+u−λ log u
)
− λpi
1+u
)
= −1− a+
0∑
k=−1
λWk
(1
λ
e(1+a)/λ
)
.
Proof. As in the proof of Lemma 10 the integrals are rewritten as contour in-
tegral of the complex logarithm log(1 − λ log(−w)
1+a+w
). However, the branch cut
is not only R+ via log(−w) but extends to the intervals [−λW0( 1λe(1+a)/λ), 0]
and (−∞,−λW−1( 1λe(1+a)/λ)] on the negative real axis. Therefore, the con-
tour must encircle the extended interval [−λW0( 1λe(1+a)/λ),∞). The jump 2pii
of log(1 − λ log(−w)
1+a+w
) along [−λW0( 1λe(1+a)/λ), 0] contributes the additional terms
compared with the naïve analytic continuation. 
The analogue of Proposition 11 is
Corollary 23. For any a > 0 and −1 < λ < 0 one hasˆ ∞
0
dp
pi
(
arctan
[−pi,0]
(
λpi
a+ λW−1
(
1
λ
e
1+p
λ
)− λ log (λW−1( 1λe 1+pλ )− 1)
)
− λpi
1+p
)
= −1− a+ λ log a+ λW−1
(1
λ
e
1+a
λ
)
− λ log
(
λW−1
(1
λ
e
1+a
λ
)
−1
)
(49)
+ λW0
(1
λ
e
1+a
λ
)
− λ log
(
1− λW0
(1
λ
e
1+a
λ
))
.
This means that the real-analytic continuation of τa(p) does not solve (21) for
λ < 0. This equation can be rescued when including a term Λ2
λpi(Λ2−b)hλ(a) with
hλ(a) =
{
0 for λ ≥ 0
−λW0
(
1
λ
e
1+a
λ
)
+ λ log
(
λW0
(
1
λ
e
1+a
λ
)
−1
)
for λ < 0
on the rhs of (20). It corresponds to a non-trivial solution of the homogeneous
Carleman equation as discussed after (19). Note that hλ(a) is smooth but not
analytic in λ = 0. Its Taylor series in λ = 0 vanishes identically so that it does
not interfere with the perturbative solution of sec. 4.
For the same reasons, the purely real formula (42) does not generalise to λ < 0.
7. Perturbative expansion of Nλ(a, b)
The λ-expansion ofNλ(a, b) from (41) is computable symbolically with HyperInt:
> ln(1-lambda*ln(-z)/(1+a+z))*ln(1-lambda*ln(1+z+w)/(b-z-w));
> eval(diff(%,w),w=0);
> series(%,lambda):
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> coeff(%,lambda,2);
> hyperInt(%/(2*I*Pi),z);
> X := fibrationBasis(%,[a,b]);
The integralX over z from 0 to∞ depends on the signs δz and δb of the imaginary
parts of z and b. To get the half of γ+ above R+, we have to set δz = 1 and
δb = −1 (since b lies below z). The first half
´ 0
∞ = −
´∞
0
of γ+ subtracts the
conjugate, so
> Above := eval(X,[delta[z]=1,delta[b]=-1]);
> Below := eval(X,[delta[z]=-1,delta[b]=1]);
> N[2] := collect(Above-Below,Hlog,factor);
−Hlog (a, [−1])
a(1 + a+ b)
− Hlog (b, [−1])
b(1 + a+ b)
+
Hlog (a, [0,−1]) + Hlog (b, [0,−1]) + ζ(2)
(1 + a+ b)2
gives [λ2]Nλ(a, b) = ζ(2)−Li2(−a)−Li2(−b)(1+a+b)2 − log(1+a)a(1+a+b) − log(1+b)b(1+a+b) . These terms show up
in (23). In fact, we can characterize the emerging polylogarithms very precisely:
They belong to the family of multiple polylogarithms studied by Nielsen, [17, 24],
Sn,p(z) =
(−1)n+p−1
(n− 1)!p!
ˆ 1
0
logn−1(t) logp(1− zt)
t
dt. (50)
To make this clear, we expand (41) in the form
Nλ(a, b) =
∂
∂w
∞∑
m,n=1
(−λ)m+n
m!n!
∂m−1
∂am−1
∂n−1
∂bn−1
ˆ
γ+
dz
2pii
(log(−z))m(log(1+z+w))n
(1 + a+ z)(b− z − w) ,
(51)
taken at w = 0. Pulling out the prefactor (1 + a+ b− w)−1, the decomposition
1 + a+ b− w
(1 + a+ z)(b− z − w) =
1 + b
(b− z − w)(1 + w + z) −
a− w
(1 + a+ z)(1 + w + z)
of the integration kernel completely separates the a- and b dependence of the
integral (up to the prefactor). The remaining integrals can be transformed into
the form (50). In fact, we can compute the generating function
Rα,β(a, b;w) :=
1
pi
ˆ ∞
0
dz Im
(
(−z − i)α(1 + z + w + i)β
(1 + a+ z + i)(b− z − w − i)
)
(52)
defined so that the coefficient of αmβn is m!n! times the contour integral in (51):
Nλ(a, b) =
∞∑
m,n=1
∂m−1a ∂
n−1
b [α
mβn]
∂
∂w
∣∣∣∣
w=0
R−λα,−λβ(a, b;w). (53)
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Resolving the i-descriptions in (52) gives after substitution z = (1 + w)p
Rα,β(a, b;w)
= cos(αpi)
(b− w)α(1 + b)β
(1 + a+ b− w) +
(1 + w)α+β−1 sin(piα)
pi(1 + a+ b− w) (a− w)
ˆ ∞
0
dp
pα(1 + p)β−1
(p+ 1+a
1+w
)
+
(1 + w)α+β−1 sin(piα)
pi(1 + a+ b− w) (1 + b)
 ∞
0
dp
pα(1 + p)β−1
(p− (b−w)
1+w
)
. (54)
The integral in the 2nd line is a standard hypergeometric integral. Writing pα(1+
p)β−1 = 1
Γ(1−β)G
1,1
1,1
(
p|α+β
α
)
, the last line of (54) is the Hilbert transform at b−w
1+w
of a Meijer-G function. This Hilbert transform is simply obtained by adding a
leading 0 and a terminating 1
2
to both rows of arguments:
1
pi
 ∞
0
dp
pα(1 + p)β−1
(p− (b−w)
1+w
)
=
1
Γ(1− β)G
2,2
3,3
( b− w
1 + w
∣∣∣0, α + β; 12
0, α; 1
2
)
.
The Meijer-G function on the rhs is expanded into a 2F1 function and a 1F0
function. The latter one cancels the first term on the rhs of (54), giving
Rα,β(a, b;w) =
(1 + w)α+β
(1+a+b−w)
(a− w)
(1 + a)
αΓ(1−α−β)
Γ(2−β)Γ(1−α)2F1
(1, 1+α
2−β
∣∣∣a− w
1 + a
)
+
(1 + w)α+β
(1+a+b−w)
Γ(1−α−β)
Γ(1−α)Γ(1−β)
1 + b
1 + w
2F1
(1, 1−α−β
1−α
∣∣∣w − b
1 + w
)
.
A contiguous relation in the first line together with fractional transformations of
both lines bring this formula into the following manifestly symmetric form:
Rα,β(a, b;w) =
1
(1 + a+ b− w)
Γ(1− α− β)
Γ(1− α)Γ(1− β)
{
− (1 + w)α+β
+ (1 + w)β(1 + a)α2F1
(−β, α
1− β
∣∣∣w − a
1 + w
)
+ (1 + w)α(1 + b)β2F1
(−α, β
1− α
∣∣∣w − b
1 + w
)}
.
(55)
This hypergeometric function generates the Nielsen polylogarithms, as observed
in [18, Equation (2.12)] and [4, Theorem 6.6]:
2F1
(−x, y
1− x
∣∣∣∣z) = 1− ∑
n,p≥1
Sn,p(z)x
nyp. (56)
We note that the Gamma functions in (55) expand into Riemann zeta values,
Γ(1− α− β)
Γ(1− α)Γ(1− β) = exp
( ∞∑
k=2
(
(α + β)k − αk − βk)ζ(k)
k
)
. (57)
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For the derivative with respect to w, note that for z = (w− a)/(1 +w), we have
∂
∂w
∣∣∣∣
w=0
Sn,p(z) = S
′
n,p(−a)
∂z
∂w
∣∣∣∣
w=0
= (1 + a)S ′n,p(−a) = −(1 + a)∂aSn,p(−a).
The contribution to ∂w|w=0R from the second line in (55) is then
(1 + a)α
1 + a+ b
{
1
1 + a+ b
+ β − (1 + a)∂a
}(
1−
∞∑
n,p=1
Sn,p(−a)βnαp
)
,
up to the Gamma prefactor. Hence, we can compute the expansion of ∂w|w=0R
in terms of zeta values, logarithms log(1 + a) and polylogarithms Sn,p(−a) (and
those with a replaced by b), with rational functions of a and b as coefficients.
Remark 24. The same strategy applied to (3) leads with the integral represen-
tation 1
2pi
´∞
0
dt (1
2
+ it)−x(1
2
− it)−y = 1
(x+y−1)B(x,y) valid for x + y > 1 of the
reciprocal Beta function to
∂wRα,β(a, b;w)
∣∣
w=0
=
Γ(2− α− β)
Γ(2− α)Γ(2− β)F2
(2− α− β; 2, 2
2− β, 2− α
∣∣∣− a,−b)
− αβΓ(2− α− β)
Γ(2− α)Γ(2− β)F2
(2− α− β; 1, 1
2− β, 2− α
∣∣∣− a,−b) . (58)
Here, F2
(
a;b1,b2
c1,c2
∣∣x, y) denotes the second Appell hypergeometric function in two
variables.
8. Discussion
8.1. Uniqueness. The discussion of possible non-trivial solutions of the homo-
geneous Carleman equation in connection with (19) shows that the solution to (1)
is not necessarily unique. However, the expansion in λ shows that (1) uniquely
determines the formal power series expansion of all solutions. It follows that our
solution in Theorem 1 the unique analytic solution of (1).
The difference between our solution and any other solution must hence be
flat. Note that flat contributions indeed show up in certain formulae for negative
coupling constants, see sec. 6.4.
8.2. Four dimensions. The solution method should also extend to the λφ?4-
model on 4-dimensional Moyal space. For finite Λ2 this amounts to changing
the integration measure in (11) from dp to p dp. This creates much more severe
divergences for Λ2 →∞ which require subtle rescaling by a wavefunction renor-
malisation Z(Λ2) and a more complicated dependence of µ2 on Λ2. Whereas (18)
already agrees with [14, Thm. 4.7], up to a global factor a from the changed
measure and a global renormalisation constant, an analogue of (21) was missing
in [14]. This lack was compensated by a symmetry argument which allowed to
prove existence of a solution, but there was no way to obtain an explicit formula.
The methods developed here give hope to achieve such a formula.
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8.3. Convergence. We recall that (24) and our solution in Theorem 1 have
non-zero radius of convergence, as expected for integrable quantum field theory.
8.4. Integrability. Solving a non-linear problem such as (1) by (generalised)
radicals can only be expected if some deep algebraic structure is behind. We
have no idea what it is10, but we find it worthwhile to explore that connec-
tion. We remark that the initial action (7) is closely related to the action
S(Φ) = V tr(EΦ2 + λ
3
Φ3) of the Kontsevich model [19]. This model gives rise
to solvable λΦ3-matricial QFT-models in dimension 2, 4 and 6 [11, 12] which,
however, are modest from a number-theoretical point of view: In a perturbative
expansion of correlation functions only log(1 +a) arises and only at lowest order,
no polylogarithms as in (23). The Φ4-model is much richer and closer to true
QFT-models. The Kontsevich model relates to infinite-dimensional Lie algebras
and to the τ -function of the KdV-hierarchy. It generates intersection numbers of
stable cohomology classes on the moduli space of complex curves [19]. Something
similar should exist for Φ4 as well.
8.5. Simplicity. Perturbative expansions in realistic quantum field theories like
the Standard Model also produce (much more complicated) polylogarithms and
other transcendental functions; see for example [1, 16, 22, 26, 29]. It would
be exciting if the tremendous apparent complexity of those series could also be
produced by an integral transform of a simpler function.
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