Abstract
Introduction
With the rapid development of Internet application in China, e-mail has become a communicational tool, which plays an increasingly important role in our daily work and life. Especially, in recent years the rapid development of Chinese e-commerce and the mobile Internet have promoted the increase of text-based enterprise mail and phone mail numbers. Simultaneously, spam has also developed faster with richer diversity and more forms. China's Anti-Spam Survey Report in the fourth quarter of 2011 showed that the average number of spam received by Chinese Internet users per week was 12.8, covering 33.2% of the e-mails received every week [1] .
At present, content-based anti-spam technology mainly adopts the statistic-based spam filtering methods [2] [3] [4] , in which text clustering [5] [6] is a kind of processing method. Such as, the traditional Anti-Spam method of text clustering usually using SVM, and cosine vector-valued are employed to calculate text similarity. However, it ignores the semantic information between words. Now, the new-type spam disguises as normal mails by using synonyms and near-synonyms, leading to the existing methods hardly distinguish spam and normal mails.
Therefore, a spam filtering method based on semantic body and text clustering is proposed in this paper. This method introduces word sense disambiguation and lexical chain based on HowNet [7] into the spam feature processing, and the text clustering method based on semantic distance is used to filter Spam. It can get better clustering effect for solving the problem of synonyms and near synonyms. adjectives which are sorted by the original order in e-mail. Before constructing lexical chains, word sense disambiguation is implemented by using HowNet. Corpus-based word sense disambiguation process consists of two steps [8] :
1) To make sure that each ambiguity words (the part-of-speech tagging is completed) may contain all of word meaning set in a sentence;
2) The right word meaning in the text is selected from all different meanings set of the ambiguous word.
HowNet [9] serves as described objects with the concepts of Chinese and English words. And it also is a common sense knowledge base. The basic content of HowNet consists of the relationship between two concepts and between the properties of concept. Every word may have one or more concepts. And these concepts correspond with more meaning items of words in HowNet. For example, 打 has two meaning items. One is buy|买 and the other is weave|辫编. So, HowNet can be as the word sense disambiguation corpus. It meets the first step of word sense disambiguation process. In other words, the HowNet corpus can help the ambiguous words to find the corresponding set of meanings.
The algorithm of word sense disambiguation based on HowNet in Ref. [10] is adopted to solve the second step of word sense disambiguation process. The sentence serves as the unit of the algorithm, and the semantic similarity is used to word sense disambiguate. For example: ambiguous word V has m concepts:
(Suppose total number of words is T in sentences) are selected from the sentence (except for ambiguity word itself). Suppose these are t words, each one has n i (1  i  t) concepts. The word W i (1  i  t) has n i concepts:
. The maximum similarity value between the ambiguous word V and the
And the maximum similarity value about ambiguous word V and the other words
A certain concept of ambiguous words which corresponds to the max (V) is regarded as the only concept of ambiguous words in the e-mail.
When the similarity is calculating, the value should multiply a certain coefficient p (0  p  1). The coefficient is the inverse ratio of distance between the word and ambiguous word:
Where T is the number of words in a sentence and h is the distance of the word and ambiguous word.
Completing the above process, each of the word set has only one concept which is the most suitable in sentence.
Lexical Chain Processing
Lexical chain was firstly proposed by Hirst [11] in 1991. It's a set composed of a series of semantically related or similar vocabularies. Because of same theme, these words are polymerized. There is a corresponding relationship between lexical chain and text structure, which provides important clues about text structure and theme.
Firstly, the only one concept of each word is obtained through word sense disambiguation. Then the lexical chain set based on similarity calculation is constructed of the nouns, verbs and adjectives after passing word segmentation and removing stop words. The specific steps are as follows:
1 
TFIDF Method
In this pager, feature words weights are calculated by the improved TF(term frequency)  IDF (inverse document frequency) [12] [13] and feature words are reordered according to feature weights. TF*IDF general formula is:
Where, N is the number of all mails, N j is the number of mails containing word W j , and tf i is the frequency of m ij in text D i .
Words similarity reflects the extent of the interchangeability of the two words in different context without changing syntax semantic structure. Experimental results show that if threshold s is 0.8 or greater 0.8, two words can be interchangeable. For example: 中央处理器 and 电脑, 市场 and 超 市, 天然 and 野生, and so on. Therefore, when calculating TFIDF, the words in a lexical chain will be regarded as one word, and the word with the highest frequency will be set as the standard of the lexical chain. tf i of this standard is the sum of all words' frequency in a lexical chain in D i . N j is the number of mails which contain any words of a lexical chain.
After the above process, each lexical chain is treated as a word. And a key word chain can be obtained. L i ={(W i1 ,P(W i1 )),(W i2 ,P(W i2 )),(W i3 ,P(W i3 ))…} in which every word is in descending order according to its P(W ij ) and only N words are the mail features. The word sets in the paper is called Semantic Body [14] .
Definition 1: Semantic Body is the word set, after the processing using HowNet and statistical method, considering semantic relations between words in mails, which can reflect a mail's content features.
Text Clustering Algorithm Based on Semantic Distance
The method in this pager mainly draws on the text clustering algorithm based on semantic distance in Ref. [15] . The process is as follows.
Message Text Similarity Measure
In the text clustering, the similarity reflects the credible degree of different texts which are divided into different categories. The word is taken as a unit of the calculation of text similarity. As Literature [16] points out, if two articles have at least 2 to 3 pairs of related words, these two articles basically belong to the same theme. Based on this idea, the text similarity algorithm is put forward as follows:
Suppose one text is
2) The similarity between W i1 and the words in the text D j is calculated [17] . The word with the largest similarity is selected as its matching word, and removes it from D j ;
3) If the similarity between the best matching words is greater than 0.8, it means the two words are very similar, then adds 1 to the similar word pairs; 4) Repeat step 1) to step 3), until finish the scanning of the words in D i or D j ; 5) If the number of similar word pairs exceeds the specified value, it shows two mails are similar, and they belong to the same class. Otherwise, they belong to different class.
After the above calculation, the similarity of two mails could be obtained.
Update The Category Feature
When an e-mail belongs to a category, the category feature set is needed to update. Suppose Semantic Body of an e-mail is D i = {W 1 , W 2 , W 3 ,…,W n }. And category feature extraction approach is as follows.
1) If D i belongs to a new category, Semantic Body of the e-mail is the category feature set; 2) Otherwise, suppose the category feature set is C i = {CW 1 , CW 2 , CW 3 …CW n }; 3) Words similarity of every two words in D i and C i is computed. All the words which of word similarity is larger than threshold value s (the value of s is 0.8) form a word chain. Then every words in the rest of words set forms a word chain itself. The maximal frequency word is chosen as a word chain standard. And the word frequency is amended the sum of all word frequencies in the chain, then it is added to subset d i ; 4) All words are sorted according to word frequency in decreasing order in d i , and then take only M words as the feature set of the class.
Afterwards, an e-mail is added to a category and the category feature set is updated. In other words, the Semantic Body of category is updated.
Text Clustering Method Based on Semantic Distance

The First Clustering
Suppose text set is C = {D 1 , D 2 , D 3 …D n }. 1) D 1 is chosen as the fist category.
2) The text similarity of D 1 and D 2 is computed based on text similarity algorithm. Further, similar word pairs of both texts are obtained.
3) If the number of similar word pairs is more than the prescribed value, the two texts are similar which belong to the same category. Besides, category feature is reconstructed according to updating category feature algorithm in section 3.2. Otherwise, they are treated as two different categories.
4) Repeat the steps 1)3) to deal with all the texts. 5) If the number of a category is 1, the category is put in prediction clustering set, and waits for the second clustering.
Arrange Clustering Results
After the first text clustering, subjects of some e-mails are unclear. So some e-mails with the same subjects are arranged different categories. Category similarity of every two categories is computed to utilize each category feature. If the number of similar word pairs exceeds the prescribed threshold value, the two categories are similar which merge into one new category. The new category feature is extracted. Otherwise, they are different categories.
The Second Clustering
Text clustering algorithm based on semantic distance belongs to nearest neighbor test clustering method. The merit of nearest neighbor test clustering method is that not to appoint to the category number primarily, and e-mail text set is scanned by one time to get the initial category number of e-mail text set. However, the algorithm has a sensitive problem of input order. Some categories may only have one e-mail after clustering. The second clustering method is exploited to solve the problem. The specific algorithm is as follows.
Suppose the total number of category is K and the second clustering algorithm is as follows. 1) An e-mail text is obtained from prediction clustering text set.
2) The text similarity of both the e-mail and the category feature is computed. If the number of similar word pairs exceeds the prescribed threshold value, the text belongs to the present category. This text is put in the category then extract feature.
3) If the number of similar word pairs is lower than the prescribed threshold value, a new category should be added.
4) Repeat the steps 1) 3) to deal with all the prediction clustering texts.
Experimental Results and Analysis
Simple Example
In this paper, a simple test is used to illustrate spam filtering based on semantic body and text clustering. A few mails are utilized to prove the merits of the new method in feature extraction and text clustering. In order to improve the accuracy, the number of similar words is three. Three mails of agent bill service are given in Table 1 . Words segmentation is done to the 3 mails in Table 1 on the basis of ICTCLAS. ICTCLAS is Chinese Lexical Analysis System based on multilayer HMM model, which is developed by the Institute of Computing Technology. The system has the Chinese word segmentation, POS tagging and other functions. Then, the paper removes stop words and nouns, verbs and adjectives are kept. The results are showed in Table 2 . Passing word sense disambiguated, the words in Table 2 are obtained their actual meaning. For example, the word 代理 in mail3 has three meanings: V do|做, means = replace|代替；N human|人, *help|帮助, N human|人, *replace|代替. 客户 has only one meaning: N human|人, *buy|买, #commercial|商. Through word sense disambiguation, the actual meaning of the 代理 is obtained: N human|人, *help|帮助.
After getting the meaning of each word, lexical chains are use to merger of synonyms and near synonyms. Such as: 客户 and 代理, 发票 and 票据. After word sense disambiguation, the similarity is calculated by using HowNet. The similarity value of these words' meaning is 1. These words can form a lexical chain. The word with maximum TF value is chosen as the representatives of the lexical chains.
After removing synonyms and near synonyms through lexical chains, TF (In this case, there are a few mails, so only the TF of mail is calculated.) is used to select the key words of each email. These key words are constituted Semantic Body of the mail.
The results are shown in Table 3 . Table 4 . 
Class 2 mail2
The results are obvious: the three emails belong to the bill spam. After the second clustering, three emails are part of a class.
Application Demo
The training set is composed of 600 Spam which get from CCERT Chinese-rules.cf. 200 e-mails are collected as processing samples. The experimental results are compared with results of Bayesian [18] and SVM. PC machine is served as Experimental platform, which is IBM ThinkPad SL400 with Intel Core 2 Duo T567 1.8GHZ, 2G DDR2 memories. In this experiment, 3 parameters are used for comparison.
Recall:
Recall is the rate of spam detection. This indicator reflects the ability of spam filtering system in detecting spam. The higher the recall is, the less the slipping spam are.
Precision:
Precision is the rate of Spam identification. Precision reflects the ability of spam filtering system in identifying spam accurately. The higher the precision is, the smaller the possibility of legitimate mail misidentification is.
Actually, F value is the harmonic mean of recall and precision. It integrates recall and precision into one indicator.
N A means the number of Spam filtered out. N S means the actual number of Spam. N B means the number of the regular mails is convicted as Spam.
The experimental conclusions are shown in Table 5 . It can be seen from Figure 1 and Figure 2 that this method has improvements in all aspects. Figure 2 show the performance curve of three methods on test set. Through analysis of these data, the method outperforms the Bayesian and SVM methods in Chinese spam filtering. Experiments achieve the desired filtering effect.
Conclusions
In this pager, the algorithm of text clustering based on Semantic Body for filtering Chinese Spam is presented. Precise meaning is obtained by using word sense disambiguation. And then the features of mail are extracted by using Lexical chain based on HowNet and the method of TFIDF. Moreover, the method of text clustering based semantic distance is used to process mail set. Experimental results show that the method in solving the problems of synonyms and synonyms is superior to the Bayesian and SVM.
It is found that the accuracy of words similarity calculation is limited by HowNet. For example, the similarity between 国税 and 地税 in the mail3 should be great. Owing to not containing 国税 in HowNet, it is only through artificial means to merge two words. This is the next focus of the study.
