The theory of modular binomial lattices enables the simultaneous combinatorial analysis of finite sets, vector spaces, and chains. Within this theory three generalizations of Stifling numbers of the second kind, and of Lah numbers, are developed.
This paper develops three generalizations of S(n, k) within the theory of modular binomial lattices, an important class of structures first identified by Doubilet et al. [9] as the ideal setting for the simultaneous combinatorial analysis of finite sets, vector spaces and chains. These generalizations encompass in particular the Bender-Goldman [2] and Carlitz-Milne [11] analogues of S(n,k) for finite vector spaces. The generalizations of S(n, k) in Sections 4 and 5 (and of the Lah numbers in Section 6) are combinatorial. In two instances, however, they are themselves special cases of the formal generalizations of S(n, k) described below, a fact which greatly facilitates their analysis. Proof. The proof is a straightforward algebraic exercise. [] Since Comtet [6] observed that (1.19) implies (1.16)-(1.18), it seems appropriate to call the numbers ql(n, k) the Comtet numbers associated with (u.), >~o. If u, = n, then ql(n,k) = S(n,k) and (1.16)-(1.19) reduce to (1.5)-(1.8). Another example of Comtet numbers, one of two varieties of the Carlitz-Milne Stirlin9 numbers of a modular binomial lattice, will be developed in Section 5. The class of Comtet numbers encompasses not just Stirling numbers, but also binomial and q-binomial coefficients. For if u, -= 1, then q/(n, k) = if,), and if u, = q", then J//(n, k) = ff,)q, as one easily sees from the recurrence (1.18) in these cases. In the latter case it follows from (1.16) that
Theorem 1.1. Given any sequence (f.). >1 o of nonzero complex numbers with fo = 1, the following are equivalent characterizations of an array (.f (n, k) ).,k >1 o:
where p(k, n -k, t) denotes the number of partitions of the integer t with at most n -k parts, each no larger than k.
Vector space analogues of Stirling numbers
The first q-Stifling numbers originated in Carlitz's beautiful paper [5] on qBernoulli numbers. Carlitz defined the former numbers, now denoted by Sq(n, k), by means of the relations
with Xq := (qX _ 1)/(q -1). He established the recurrence (2.2) as well as the explicit formula
employing in the proof of (2.3) a sequence of q-difference operators Aq, k defined recursively by
Carlitz construed q here as "an arbitrary parameter", noting that (1.8) is the limiting case of (2.1) as q ~ 1 and, similarly, that (2.2) and (2.3) become, respectively, (1.7) and (1.10) when q = 1. In an earlier paper [4], however, he had proved that for odd primes p the quantity (p --1) n-k Sp(n, k) enumerates a certain class of abelian fields. So the origins of Carlitz's q-Stirling numbers are indirectly combinatorial.
Since the q-binomial coefficient (~)q counts the k-dimensional subspaces of the n-dimensional GF(q)-vector space Vq,,, the appearance of these coefficients in (2.3) suggests the possibility of a vector space interpretation of Sq(n, k). The natural vector space analogues of set partitions-unordered direct sum decompositions of Vq,, with k summands -are, however, not enumerated by Sq(n, k). As Bender and Goldman [2] showed, the number, Sq(n, k), of such decompositions satisfies
In particular, Sq(n, n) --q(2)nq(n -1)q ... lq/n., whereas Sq~n, n) = 1. Vector space interpretation of Sq(n, k), and Sq(n, k) = q (2) In the context of modular binomial lattices a common generalization of S(n, k) and S(n, k) will be developed in Section 4, and common generalizations of S(n, k) and Sq(n, k), and of S(n, k) and Sq(n, k) in Section 5. Analogous generalizations of the Lab numbers will be developed in Section 6. The next section offers a brief review of the theory of modular binomial lattices.
Modular binomial lattices (q-lattices)
The theory of binomial posets is treated in [,14, chapter 3] , and various aspects of modular binomial lattices in [8, 9, 16] . The following is a brief review of pertinent results. then the number of atoms [7] in any n-interval of L is given by I~l=n4:=l+q+-.. +q'-l, with0 4:=0, (3.5) and so, by (3.2), the number of maximal chains B(n) in any n-interval of L is given by B(n) = n~ := n4(n -1) 4 .-. 14, with 0q := 1. (3.6) By (3.1) and (3.6) the incidence coefficient [7, ] of a modular binomial lattice of characteristic q is given by
The theory of modular binomial lattices provides the setting for a simultaneous combinatorial analysis of (1) the lattice of finite subsets of an infinite set, with px, y(z) = [z\x] and q = 1, (2) the lattice of finite subspaces of an infinite vector space over the finite field of order pal, with px, r(z) = dim(z/x) and q = pal, (3) the chain (N, ~<), with p~,,y(z) = z -x and q = 0. Indeed, by l-9, Theorem 8.2] and [3, IV.13, par. 4], these are the only modular binomial lattices. Henceforth, a modular binomial lattice of characteristic q will simply be called a q-lattice. The following theorem introduces a q-lattice generalization of n! that is an important variant of nq. 
The Bender-Goldman Stirling numbers of a q-lattice
The following theorem provides the foundation for a common generalization of set partitions and direct sum decompositions of a vector space. The following conditions are then equivalent:
Proof. Obviously (4.2) implies (4.3), and (4.5) implies (4.4). Repeated application of (3.3) yields which reduces to for which generalizations of all the Class I properties of the latter exist.
n ~ n i
Since n~ q(2) nq, (4.7) may be rewritten as The advantage of such a rewriting is that (4.13) and (4.14) hold for all q, including q = 0. For it is easy to check that if [-x, y] is an n-interval in the 0-lattice N, then the number of direct k-sum decompositions of y in (x, y] is equal to one when n = k = 0 and when n ~> k = 1, and zero otherwise.
It is perhaps worth noting that (4.13) and (4.14) can each be established by arguments that hold for all q, rather than by separate arguments for q > 0 and q = 0. One uses in each case the fact [8, Theorem 4.1] that in any q-lattice, if z is an element of rank j in an n-interval [x, y], then z has qJ~"-J) complements in [x, y], i.e., elements w such that z/x w = x and zvw = y.
The Carlitz-Milne Stirling numbers of a q-lattice
Let [x, y] be a k-interval in an arbitrary q-lattice, with n ~ N, and define the families ,9 ~, ~', and ~ as follows: kq where Aq k is the k-fold composition of Aq (cf. (2.4) ). So Sq(n, k) is a generalization of S(n, k) for which generalizations of all of the Class II properties of the latter exist.
The case q = 0 of the above is somewhat intriguing. By (5.9) or (5.10) So(n, 0) = 6,, o and So(0,k) = 6O,k for all n, k, E N, and So(n,k) = (~2~) for all n, k e P. Of course, if (~-q l) ). For all n e N,
Lk-l(p(x))= Lk(Xp
Hence for all p(x) e C I-x],
So Sq(n, k) is a generalization of S(n, k) for which generalizations of all of the Class III properties of the latter exist.
Milne [12] showed that Sq(n, k), regarded as a polynomial in the indeterminate q, is the generating function for a simple statistic on RGF(n, k), the set of restricted growth functions from [n] to [hi. Specifically, forf~ RGF(n, k), let by showing that the left-hand side of (5.33) satisfies the recurrence (5.17).
Wachs and White [15] , on the other hand, showed by a rook placement model that In the next section we describe q-generalizations of the Lah numbers analogous to Sq(n,k), Sq(n,k), and Sq(n,k).
The Lah numbers of a q-lattice
The (signless) Lah numbers L(n, k) originated [10] as connection constants:
Clearly, L(n, 0) = 6,, o and L(0, k) = 60,k for all n, k ~ ~. One can also derive from (6.1) in straightforward, if tedious, fashion the recurrence
for all n, k e P, , k) enumerates the distributions of n labeled balls among k unlabeled urns, with no urn left empty, L(n, k) enumerates such distributions with the added proviso that the balls in each urn are to be linearly ordered [13] , [1,pp. 86-87] . Indeed, the best approach to the Lah numbers would be to define them in this way, and derive (6.1) and (6.2) by (easy) combinatorial arguments.
There is an obvious q-lattice generalization of the above. If Proof. While it need not be the case that t t ~ I t, there is some permutation a of [k] such that t~t ) ~ I t. So to show that (6.14) maps St* into d, it suffices to show that a,, v --. v at~ = y for every sequence (t~, ..., tk) with t t ~ I t. In fact, it is the case that All of the preimages ((al, pa) , ..., (a,, p,)) of a given (aa, ..., ~k) ~ ~¢ under the map (6.14) may be constructed by
(1) choosing a sequence 1 ~< tl < t2 < .-. < tk <~ n and setting (atj,ptj) = (a t, 1) for 
