spatio-temporal dynamics of a prey-predator community is described by two reaction-diffusion equations.
INTRODUCTION
The problem of pattern formation is, perhaps, the most challenging in modern ecology, biology, chemistry, and many other fields of science. No real system is actually homogeneous. Sometimes, however, the inhomogeneity in the spatial distribution of system components appears in the form of very "sharp contrast" structures, even if the system parameters show no significant dependence on coordinates. The reasons causing this "patchiness" are still obscure. Because of the physical mechanisms underlying pattern formation in many cases are poorly understood as well, the question of a minimal model to describe chaotic dynamics of a system is still open.
build somewhat more complicated models, e.g., either including into consideration additional components [4] [5] [6] or considering spatial inhomogeneity of system parameters [7] .
In fact, these conclusions are not necessary. The system stability with respect to small perturbations by no means excludes a possible system instability due to a perturbation of finite amplitude. There is also another reason. In their search for patterns, most authors investigate the evolution of a nonlinear system, starting with a homogeneous initial distribution of the components. However, the dynamics of the system can be principally different for initial conditions of different type. For instance, co~idering the problem of biological invasion, Sherratt et al. (8j showed that both regular and irregular patterns can arise in a distributed prey-predator system when the initial distribution of predator population is described by a finite function. However, many authors (cf. [9] ) still regard two-component prey-predator models as far too simple to describe any essential feature of real biological communities, particularly, to give an explanation of the patchy spatial distribution. In fact, this is not so. In this paper, we show that the formation of irregular patterns in a prey-predator system is rather typical and should not be considered as just an exotic example attributed to a particular form of initial distribution. Moreover, the phenomenon of patchiness itself, in fact, may be treated as an intrinsic property of prey-predator interactions.
In this paper, we investigate numerically the 1-D spatial-temporal dynamics of a predator-prey system with logistic growth of the prey and Holling type-II functional response of the predator. At the beginning of the process both populations are distributed over the domain at the density levels corresponding to approximately the stationary state of the system. We obtain that in such a system even small pe~urbations may lead to the formation of irregular patterns. This "chaotic regime" first occupies only a certain spatial region in the system and can coexist with a "regular regime" during a considerably long period. Finally, however, irregular oscillations prevail and invade the whole system. We also show that, in spite of the regime of irregular oscillations being rather persistent, it can be dumped by an increase of the diffusivities. Then, the formation of the "chaotic phase" is only possible if the size of the region occupied by the prey-predator community is greater than a certain critical value.
MODEL EQUATIONS
The spatio-temporal functioning of a prey-predator community is usually described by the following equations [lO,ll] :
The considerations are restricted to the 1-D case. U(Z, t) and ~(2, t) are the densities of prey and predator populations at position z and time t, Q and Ds are diffusivities, subscripts stand for partial derivatives, functions f(u, u) and g(u, V) describe the local kinetics of the system. Due to biological reasons, these functions have the following structure:
Here, the unction P(U) describes the local multiplication of the prey without predation pressure, E(zt,v) describes predation, term (-_ELV) takes into account natural mortality of the predator (mortality of prey is already taken into account by function P(U)) and K is the coefficient of food utilization (thus, in a real biological community 0 < K < 1).
Generally, functions P(U) and E(u, v) in equations (l),(2) may be different, being dependent on the type of population u and on the type of trophical interaction between the populations. Here we assume that the local growth rate of the prey is governed by the following rules:
Another possibility would be an Allee-type population [lo] for which function P(U) is negative for small values of u but this case will not be considered in this paper. Parameter ui is treated as carrying capacity for the given population being dependent on numerous environmental factors. To satisfy conditions (51, we choose the following function
where a is the maximal growth rate of the prey. To describe the trophical interaction, we suppose that the predator shows a functional response of Holling-type II which is usually described either bv the Michaelis-Menten formula
where h and y are certain constants and h the half-saturation density of preys; or by the Ivlev formula
where 71 and cu are constants.
Equations (1) and (2) provided with (3), (4), (6) , and (7) (or (8)) describe the spat&temporal dynamics of a prey-predator system. There are certain indications (cf. [12] ) that the principal features of the system dynamics depend on the type of the functional response rather than on the particular form of parameterization.
Thus, to run computer experiments, we choose the Michaelis-Menten formula here. We want to stress, however, that the main results of this paper stay principally the same if the predation is described by the Ivlev formula.
Since in this paper, we are especially concerned with formation of non-Turing structures, we assume Dr = DZ = D. Then, in dimensionless variables t'= to, 5 = z(a/D)i/2, 6 = u/u~, and 6 = vr/(via), the equations take the following form {tilde will be omitted further on>:
where k = n-y/a, m = p/a, and H = h/u1 are dimensionless parameters. It seems that, to a certain degree, the key to understanding the dynamics of a distributed prey-predator system lays in its local behaviour. Without diffusion terms, equations (9) and (10) possess the following three stationary points for all values of parameters k, m, and H: (0, 0), (l,O), and (u*, v,) where
denoting, for convenience, p = m/k. It is readily seen that (0,O) is always a saddle-point. The stationary point (1,0) is either a saddle-point for H < (1 -p)/p (note that only in this case, the nontrivial point (u*, v,) lays in the physically meaningful region u > 0, v 2 0) or a stable node otherwise. The stationary point (u*, II*) may be of any type.
Let us note here that, although equations (9) and (10) depend on three parameters k, m, and H, the values of the eigenvalues of the linearized system mainly depend on Ei and p = m/k, showing only slight dependence on k separately. That allows to present the results of the investigation of the system's local kinetics as a map in the parameter plane (p, H). Figure 1 show this map for values of k equal to 0.1 and 2.0, respectively. Here, domain A corresponds to the case of (u*, v,) being a saddle-point (the only attractor in phase plane (ZL, V) for these parameter values is the stable node (l,O)), d omain B to (Ed,, v,) being a stable node and domain C to (u,, v,> being a stable focus. Domains D and E correspond to (u*, v,) being an unstable focus or unstable node, being a saddl&point, B to a stable node, C to a stable focus, D to an unstable focus, and E to an unstable node.
respectively, surrounded by a stable limit cycle which appears via Hopf bifurcation when crossing curve 2.
Note that curves 1 and 2 are ~~universal", i.e., their position do not depend on k. Curve 3 shows only a slight dependence on k (camp. Figure 1) while curve 4 is more sensible, nearly approaching the p axis for values of k greater than 1. Let us also note that the map for the Ivlev model obtained in parameter plane is quite similar to that obtained for the Michaelis-Menten model. So, one can expect that the structure of the map depends rather on the type of functional response (e.g., Holling-type II or III) than on the particular choice of parameterization.
To complete the mathematical description, equations (9) and (10) must be provided with boundary and initial conditions. Here we use Neumann zero-flux conditions at the boundaries of the domain. One can expect that the behaviour of the system depends on the choice of initial conditions to a rather large extent. Actually, starting from finite initial distribution for one or both components, the system displays a variety of diffusive front waves [12] , sometimes followed by regular or irregular patterns [8] . Contrary, starting from purely homogeneous initial conditions, one can hardly expect to observe any pattern formation: the system maintains its homogeneity and, because Turing structures are excluded, the values of population densities approach the attractor (stable node, focus or limit cycle). Nevertheless, from a biological point of view, the case that the species are originally scattered over the whole area seems reasonable. Thus, to perform computer modelling we assume that, at the beginning of the process, both populations are spread over the domain at the density level corresponding to stationary state (u*, v,) for parameter values when it is unstable and then the distribution of predators is disturbed by a small linear perturbation. Thus, we have
where xc, E and 6 are certain constants. Now, one can expect that the type of the system dynamics depends on these parameters.
NUMERICAL STUDY OF PATTERN FORMATION
The problem (9),(10) with (12) and (13) is solved numerically by the finite-difference method using an implicit scheme for the diffusion terms. If we restrict our consideration to the case Di = Ds in order to exclude the formation of Turing structures which are well studied, it seems that any interesting dynamics of the distributed system must be related to parameter values when the stationary state (zL*, v*) is unstable and the only attractor in the phase space of the system is the stable limit cycle (cf. [12] ). In the distributed system (9),(10), the homogeneous state, corresponding to this limit cycle, is linearly unstable with respect to small, spatially heterogeneous perturbations. Unlike the Turing instability, the instability of the homogeneous limit cycle in this case is more caused by the local system kinetics rather than by diffusion and may even happen in the absence of diffusion. The reason is that the behaviour of the trajectories in the vicinity of the limit cycle in the plane (u,v) of the homogeneous system displays only orbital and not asymptotical stability.
For the above-mentioned reason, we choose two sets of parameters for which the problem is thoroughly investigated: boundary separating the region with a smooth spatial distribution of the populations from the region with sharp inhomogeneities. This boundary moves so that finally irregular oscillations prevail over the whole domain. However, as the speed of the boundary is usually very small, these two regions can coexist during a rather long time. The spatio-temporal dynamics of the system in this case looks much like a certain "phase transition" between the "regular phase" and the "chaotic phase". Figure 4 shows the temporal dynamics of the system in a fixed point 2s = 480 after irregular oscillations having spread over the whole system. Note that for parameter set (B) the system displays similar behaviour.
Our numerical results show that, in case of the existence of a critical point x*, the dynamics of the system does not principally change for any values of the gradient E. It may not remain the same, however, if the critical point does not exist. In this case, there is a certain critical value of the gradient e* so that the system exibits regular "nonpatchy" dynamics (see Figure 2) for E < C* and strongly irregular otherwise (Figure 3 ).
Although the distinction between the two different "phases" seems obvious, it may be worth looking into details. There are also some questions about whether the "regular" dynamics is really regular and the irregular is chaotic. For that purpose, using the SANTIS [13] mathematical software, we calculate power spectra of time series representing the time dependence of the population densities in a fixed point. To present the results, we restrict ourselves to showing power spectra for the predator density only as the prey density displays the same qualitative behaviour. Figure 5 shows the result obtained for parameter set (B) for {top) 6 = 0.05, e = 0.0001, ze = 0 which leads to regular dynamics and for (bottom) 6 = 0, E = 0.0001, ze = 600 leading to the irregular patchy regime. We can conclude that the temporal dynamics of the system is periodical for the regular phase and obviously chaotic for the irregular one. However, the situation is not always so clear. Figure 6 show power spectra of the time series for parameters (A) for (top) 6 = 0.01, e = 0.0004, ~0 = 0 (regular case), and (bottom) 6 = 0, E = 0.0004, zo = 600 (irregular case). The difference between the two phases is not so large. Even in its irregular phase, the system still retains certain characteristic frequences. To distinguish between two regimes more clearly, one has to look for another approach. It seems useful to look into details of the spatial distribution of the populations. Spatial power spectra for parameter set (A) are presented in Figure 7 for the regular regime (the initial conditions are the same as in Figure 2 ) in the upper plot and for the irregular regime (for the initial conditions as in Figure 3 ) in the lower plot. One can see significant differences between the two cases, the spectrum for "chaotic phase" being apparently more "rich" and showing a slower decline in the short-wave region.
It seems, however, that the power spectra do not provide a sufficient description of the system behaviour. Even when the temporal dynamics of the system components in a fixed point is apparently chaotic (e.g., see Figure 5 ), it concerns only the dynamics in a single point. Finding the measure of complexity for the dynamics of the system as a whole is still an open problem. To our knowledge, by now no strict, widely accepted mathematical definition of spatio-temporal chaos is suggested (some attempts are made, e.g., in [8, 14] ). Respectively, any clear criteria allowing to distinguish order from chaos in a distributed nonlinear system still wait to be developed. It seems that, to a certain degree, to d~tin~~h between the regular spati~temporal dynamics and the chaotic one, one can look at the temporal behaviour of the population densities spatiallyaveraged over the region occupied by each phase. Figures 8 and 9 present the result obtained for parameters (A) and (B), respectively. Now one can see quite clearly that the spatio-temporal dynamics of the system is (in terms of spatially averaged densities), actually, highly ordered in the regular regime (top of Figures 8 and 9 ) and apparently chaotic for the regime of irregular pattern formation (bottom of Figures 8 and 9 ).
DISCUSSION AND CONCLUSIONS
Thus, we have obtained that for a distributed prey-predator system with "nearly homogen~us" initial distribution there are two principally different types of dynamics. In case of absence of a critical point z* and for values of the gradient t: less than certain critical value, the system displays highly ordered behaviour, the spatial distribution of the populations having the form of smooth long-wave oscillations. However, an initial distribution with critical point leads to chaotic spatiotemporal dynamics of the system and to the formation of strongly irregular "sharp" patterns.
Regular and irregular regimes can coexist inside the system during significantly long time but finally irregular oscillations always prevail. The reverse transition, however, is also possible. As we have obtained in computer experiments, the chaotic "phase" even after invading the whole system, (e.g., see bottom of Figure 3 ) can be suppressed by increasing the diffusion coefficients. After a certain relaxation period, the system returns to the regular regime (top of Figure 2 ). This phenomenon of suppressing spatio-temporal chaos by increasing diffusivities is a sign that the formation of the "chaotic phase" in the system is possible only if the length of the domain exceeds a certain minimal value. Actually, the dynamics of the system is characterized by the "diffusion length" (D/a)l12 (strictly speaking, by a few diffusion lengths because there are different parameters with dimensionality l/time in the problem) and by the length of the domain. Change of the difisivities is equivalent to resealing the length of domain. This indication is also confirmed by numerical results.
The question of the routes from order to chaos is of significant interest and it will be the subject of further research. Here, it is only noticed that, since the "ordered" spat&temporal dynamics of the system is typically qua&periodical (cf. the torus in Figure 8 ), it seems probable that the chaotic dynamics emerges as a result of the break-up of the torus. However, the situation is far less clear for the temporal dynamics in a fixed point because in this case the temporal chaos is induced by the spatial effects, i.e., by the displacement of the regular "phase" by the chaotic "phase". Also the geometrical properties of the strange attractor can be different for the cases of temporal (local) and spatio-temporal chaotic dynamics (cf. Figure 4 and the bottom of Figures 8   and 9 ). It seems important to understand the relevance of chaotic patterns obtained in this paper, to the patchiness in real ecological communities. Unlike Turing structures, which are regular and stationary, the patterns observed here are transient and irregular. They correspond to typical spatial distributions of species in natural systems.
A certain doubt can still arise concerning whether these patterns are actually related to the dynamics of real biological communities, or rather, must be attributed to the choice of a particular mathematical model. However, it was shown by Sherratt [15] that the type of the system dynamics does not principally depend on the type of the model. Besides, there are strong biological indications. There is a wide-spread opinion, based on purely biological considerations [16] , that a patchy distribution is usually more "profitable" for a given biological community than a homogeneous one. As we have shown here, the patchy "phase" always prevails over the system and this mathematical result seem to be in a very good agreement with biological reasoning.
In conclusion, we want to note that trophical prey-predator interactions are considered by ecologists as principal ones, integrating different species into an ecological community. Thus, we have shown that a patchy spatial distribution of populations, so typical in nature, can be just an intrinsic property of any real biological community.
