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Abstract
We investigate the realizations of a random Gaussian field on a finite domain
of Rd in the limit where a given linear functional of the field is large. We prove
that if its variance is bounded, the field converges uniformly and almost surely
to a non random profile depending only on the covariance and the considered
linear functional of the field. This is a significant improvement of the weaker
L2-convergence in probability previously obtained in the case of conditioning on
a large quadratic functional.
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1. Introduction
This note concerns the quasi-deterministic properties of a Gaussian random
field in the limit where some linear functional of the field is large. More con-
cretely, consider the quite common situation of a random input signal modeled
by a Gaussian noise and, as an output, a linear functional of this noise (e.g.,
a weighted average, a convolution with a transfer function, a component of a
multipole moment, etc.). The question is: is there a concentration of the input
signal realizations as the output value gets large and, if yes, into what subset of
realizations and in what mathematically rigorous sense does the concentration
occur? As we will see in this note, the answer reveals a significantly stronger
concentration than the one previously obtained in the case of conditioning on a
large quadratic functional by Mounaix and Collet (2011) and Mounaix (2015).
Let ϕ be a random Gaussian field on a finite domain of Rd with realizations
in a separable Hilbert space H . Generalizing the work in Mounaix and Collet
(2011) on the concentration of Gaussian fields constrained by a large L2-norm,
it was shown in Mounaix (2015) that in the limit where a given (real) quadratic
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functional of ϕ gets large, ϕ concentrates onto a finite, low-dimensional, sub-
space H ⊂ H . More specifically, writing ϕ the projection of ϕ onto H, and Pu
the conditional probability knowing that the quadratic functional of ϕ is greater
than some u ∈ R, it was proved in Mounaix (2015) that for every ε > 0,
lim
u→+∞
Pu
(∥∥∥∥ ϕ‖ϕ‖2 −
ϕ
‖ϕ‖2
∥∥∥∥
2
≤ ε
)
= 1. (1)
The subspace H in which ϕ lives is entirely determined by both the covariance
operator of ϕ and the considered quadratic functional. In particular, if H is
one-dimensional, ϕ is non random to within an overall multiplicative factor,
(abbreviated in the following as ‘ϕ has a non random profile’).
In this note we prove that when ϕ is conditioned on a large linear (instead
of quadratic) functional, it concentrates onto a one-dimensional subspace of
H (i.e., ϕ has a non random profile) and the L2-convergence in probability,
as expressed by Eq. (1), turns into a considerably stronger, almost sure and
uniform, convergence.
2. Definitions and notation
Let Λ be a bounded subset of Rd, F = C (or R) the field of scalars, and
H = L2(Λ)⊗FN the set of N -tuples {φ1(x), φ2(x), · · · , φN (x)} of complex (or
real) square-integrable functions on Λ. The inner product of H is defined by
(using Dirac’s bracket notation)
〈ψ|φ〉 =
N∑
m=1
∫
Λ
ψm(x)
∗φm(x) d
dx. (2)
Let Cˆ be a positive, trace class, operator on H defining the covariance operator
of a Gaussian measure on H with support D(Cˆ−1/2) ⊂ H , the domain of
Cˆ−1/2. We consider the class of zero-mean random Gaussian fields |ϕ〉 which
can be written as a generalized Karhunen-Loeve expansion (Adler and Taylor ,
2007)
|ϕ〉 =
+∞∑
n=1
tnCˆ
1/2|νn〉, (3)
where {|νn〉} (n = 1, 2, · · · ) is an orthonormal basis
1 of H , and the tn ∈ F are
i.i.d. Gaussian random variables with either 〈tn〉 = 〈t
2
n〉 = 0 and 〈|tn|
2〉 = 1
if F = C, or 〈tn〉 = 0 and 〈t
2
n〉 = 1 if F = R. From a physical point of view,
this requirement is not very restrictive as every centered Gaussian field with a
continuous correlation function has an expansion of this form (Adler and Taylor
, 2007).
1such a basis exists as H is a separable Hilbert space
2
Let 〈T | be a linear functional over a subspace of H such that 〈T |Cˆ1/2 is
in the (continuous) dual of H . By the Riesz representation theorem, one has
Cˆ1/2|T 〉 ∈ H and ‖Cˆ1/2|T 〉‖22 = 〈T |Cˆ|T 〉 < +∞. As we want to condition |ϕ〉
on a large 〈T |ϕ〉, first we must make sure that 〈T |ϕ〉 does exist, at least almost
surely. This is done by the proposition,
Proposition 1. |〈T |ϕ〉| < +∞ almost surely.
Proof. From the expression (3) of |ϕ〉 and D(Cˆ−1/2) being the support of the
Gaussian measure defined by the covariance operator Cˆ, one gets
‖Cˆ−1/2|ϕ〉‖22 =
+∞∑
n=1
|tn|
2 < +∞, (4)
almost surely, and by Cauchy-Schwarz inequality and 〈T |Cˆ|T 〉 < +∞, one has
|〈T |ϕ〉| =
∣∣∣∣∣
+∞∑
n=1
tn〈T |Cˆ
1/2|νn〉
∣∣∣∣∣
≤
(
+∞∑
n=1
|〈T |Cˆ1/2|νn〉|
2
)1/2 (+∞∑
n=1
|tn|
2
)1/2
=
√
〈T |Cˆ|T 〉
(
+∞∑
n=1
|tn|
2
)1/2
< +∞, (5)
almost surely.
In order to deal with both cases F = C and F = R at once, we use the notation
|s|F = |s| (resp. |s|F = s) for s ∈ F and F = C (resp. F = R). Since 〈T |ϕ〉
exists almost surely (see Proposition 1), we can now define |ϕu〉 the conditional
random field |ϕ〉 knowing that |〈T |ϕ〉|F ≥ u. By choosing the orthonormal basis
{|νn〉} in Eq. (3) such that
|ν1〉 =
Cˆ1/2|T 〉√
〈T |Cˆ|T 〉
, (6)
one gets
t1 = 〈ν1|Cˆ
−1/2|ϕ〉 =
〈T |ϕ〉√
〈T |Cˆ|T 〉
, (7)
and from (7) and the statistical independence of the tn it follows that the con-
ditional field |ϕu〉 can also be written as the Karhunen-Loeve expansion (3)
in which t1 is replaced with the corresponding conditional random variable tu
knowing that |t1|F ≥ u〈T |Cˆ|T 〉
−1/2. Let ρ ∈ [0,+∞) be the random variable,
independent of the tn with n ≥ 2, defined by |tu|F = (ρ+ u
2〈T |Cˆ|T 〉−1)1/2. In
3
the following we will not need the full expression of the probability distribution2
of ρ but only the fact that its support [0,+∞) is independent of u, which can
easily be checked from the distribution of tu, as obtained from the Gaussian
distribution of t1, and the change of variable tu → ρ. The point is that we can
fix ρ ∈ [0,+∞) regardless of the value of u, making it possible to let u → +∞
at fixed ρ ∈ [0,+∞).
Finally, we write ‖ · ‖∞ the sup-norm defined by
‖ψ‖∞ = max
1≤m≤N
sup
x∈Λ
|〈x,m|ψ〉|,
and P(n≥2) the Gaussian product probability measure of the tn with n ≥ 2.
3. Almost sure uniform convergence of ϕ in the large |〈T |ϕ〉|F limit
We are interested in the behavior of |ϕu〉 in the large u limit. Let |ϕ〉 =
eiθCˆ|T 〉 where θ = arg tu (θ is uniformly distributed over [0, 2pi) if F = C, and
θ = 0 if F = R and u > 0). Note that ϕ has a non random profile as Cˆ|T 〉 is non
random and |ϕ〉 lives in the one-dimensional subspace of H spanned by Cˆ|T 〉.
The main result of this note is the following proposition:
Proposition 2. If 〈x,m|Cˆ|x,m〉 is bounded on x ∈ Λ and 1 ≤ m ≤ N , then
for all (fixed) ρ and θ one has
P
(n≥2)
(
lim
u→+∞
∥∥∥∥ ϕu‖ϕu‖2 −
ϕ
‖ϕ‖2
∥∥∥∥
∞
= 0
)
= 1. (8)
Proof. First, we prove some useful inequalities. Let an (n = 1, 2, . . . ) a se-
quence of numbers such that
∑+∞
n=1 |an|
2 < +∞. Assume that 〈x,m|Cˆ|x,m〉 is
bounded on x ∈ Λ, 1 ≤ m ≤ N , and write max1≤m≤N supx∈Λ〈x,m|Cˆ|x,m〉 =
A2. By Cauchy-Schwarz inequality one has∣∣∣∣∣
+∞∑
n=1
an〈x,m|Cˆ
1/2|νn〉
∣∣∣∣∣ ≤
(
+∞∑
n=1
|an|
2
)1/2(+∞∑
n=1
|〈x,m|Cˆ1/2|νn〉|
2
)1/2
=
√
〈x,m|Cˆ|x,m〉
(
+∞∑
n=1
|an|
2
)1/2
≤ A
(
+∞∑
n=1
|an|
2
)1/2
. (9)
Integrating the square of (9) with a1 = 0 over x ∈ Λ and summing over m from
1 to N yields ∥∥∥∥∥
+∞∑
n=2
anCˆ
1/2|νn〉
∥∥∥∥∥
2
≤ A
√
N |Λ|
(
+∞∑
n=2
|an|
2
)1/2
. (10)
2If F = C, ρ is an exponential random variable with parameter 1 independent of u. If
F = R, the PDF of ρ depends on u but is supported on [0,+∞) independent of u and tends
pointwise to an exponential distribution with parameter 1/2, independent of u, as u → +∞.
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From Minkowski inequality, (6), and (10) one gets∥∥∥∥∥
+∞∑
n=1
anCˆ
1/2|νn〉
∥∥∥∥∥
2
≤
∥∥∥a1Cˆ1/2|ν1〉∥∥∥
2
+
∥∥∥∥∥
+∞∑
n=2
anCˆ
1/2|νn〉
∥∥∥∥∥
2
= |a1|
√
〈T |Cˆ2|T 〉
〈T |Cˆ|T 〉
+
∥∥∥∥∥
+∞∑
n=2
anCˆ
1/2|νn〉
∥∥∥∥∥
2
≤ |a1|
√
〈T |Cˆ2|T 〉
〈T |Cˆ|T 〉
+A
√
N |Λ|
(
+∞∑
n=2
|an|
2
)1/2
, (11)
and, for |a1| large enough,∥∥∥∥∥
+∞∑
n=1
anCˆ
1/2|νn〉
∥∥∥∥∥
2
≥
∣∣∣∣∣
∥∥∥a1Cˆ1/2|ν1〉∥∥∥
2
−
∥∥∥∥∥
+∞∑
n=2
anCˆ
1/2|νn〉
∥∥∥∥∥
2
∣∣∣∣∣
= |a1|
√
〈T |Cˆ2|T 〉
〈T |Cˆ|T 〉
−
∥∥∥∥∥
+∞∑
n=2
anCˆ
1/2|νn〉
∥∥∥∥∥
2
(for |a1| large enough)
≥ |a1|
√
〈T |Cˆ2|T 〉
〈T |Cˆ|T 〉
−A
√
N |Λ|
(
+∞∑
n=2
|an|
2
)1/2
. (12)
Now, we use these inequalities to prove (8). Since
∑+∞
n=1 |tn|
2 < +∞ almost
surely (see Eq. (4)), we can take an = tn/‖ϕu‖2 (n ≥ 2) in Eq. (9) for almost
all the realizations of {tn}. Taking then
a1 =
tu
‖ϕu‖2
− eiθ
√
〈T |Cˆ|T 〉
〈T |Cˆ2|T 〉
,
and using the Karhunen-Loeve expansion of |ϕu〉 and Eq. (6) to write |ϕ〉 as
|ϕ〉 = eiθ
√
〈T |Cˆ|T 〉 Cˆ1/2|ν1〉, one gets, for all tu and almost all the realizations
of {tn} (n ≥ 2),
∥∥∥∥ ϕu‖ϕu‖2 −
ϕ
‖ϕ‖2
∥∥∥∥
∞
≤ A


∣∣∣∣∣ tu‖ϕu‖2 − eiθ
√
〈T |Cˆ|T 〉
〈T |Cˆ2|T 〉
∣∣∣∣∣
2
+
1
‖ϕu‖22
+∞∑
n=2
|tn|
2


1/2
(13)
where we have used that the bound on the right-hand side of (9) does not depend
on x and m. Write B =
√
〈T |Cˆ|T 〉/〈T |Cˆ2|T 〉 and D = AB
√
N |Λ|. From Eqs.
(11) and (12) with a1 = tu and an = tn (n ≥ 2), one gets the estimates
B
1 +D|tu|−1(
∑+∞
n=2 |tn|
2)1/2
≤
|tu|
‖ϕu‖2
≤
B
1−D|tu|−1(
∑+∞
n=2 |tn|
2)1/2
, (14)
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and
1
‖ϕu‖22
+∞∑
n=2
|tn|
2 ≤
(
B (
∑+∞
n=2 |tn|
2)1/2
|tu| −D (
∑+∞
n=2 |tn|
2)1/2
)2
, (15)
valid for almost all the realizations of {tn} (n ≥ 2) and all tu with u large
enough. Now, it follows from (14), (15), and the expression of B, that for all ρ
and θ, and almost all the realizations of {tn} (n ≥ 2)
lim
u→+∞
tu
‖ϕu‖2
= eiθ
√
〈T |Cˆ|T 〉
〈T |Cˆ2|T 〉
, (16)
and
lim
u→+∞
1
‖ϕu‖22
+∞∑
n=2
|tn|
2 = 0, (17)
which, once injected onto the right-hand side of (13), yields
lim
u→+∞
∥∥∥∥ ϕu‖ϕu‖2 −
ϕ
‖ϕ‖2
∥∥∥∥
∞
= 0, (18)
valid for all ρ and θ, and almost all the realizations of {tn} (n ≥ 2), which
completes the proof of Proposition 2.
Convergence of ϕ/‖ϕ‖2 to ϕ/‖ϕ‖2 could also have been obtained from the re-
sults in Mounaix (2015) on the concentration properties of a Gaussian field
conditioned on a large quadratic functional 〈ϕ|Oˆ|ϕ〉 by taking Oˆ = |T 〉〈T |.
But, as mentioned in the introduction, the convergence would have been much
weaker as can be seen by comparing Eqs. (1) and (8). The price to pay to
get the stronger convergence (8) is the mild extra condition that the variance
〈x,m|Cˆ|x,m〉 be bounded on x ∈ Λ and 1 ≤ m ≤ N . This is not required by
(1) which needs the conditions imposed on Cˆ and 〈T | in Sec. 2 only (for details,
see Mounaix , 2015).
4. Application to a Gaussian field with a large nth derivative
Take H = L2(Λ) ⊗ C (complex scalar fields) with Λ a closed subset of R.
Write C(x, y) = 〈x|Cˆ|y〉. One has the following proposition,
Proposition 3. If C(x, x) is bounded on x ∈ Λ and ∂2nC(x, y)/∂xn∂yn|x=y=x0
exists at some given x0 ∈ Λ (with n ≥ 0 an integer), then ϕ
(n)(x0) exists almost
surely and
ϕ(x)
‖ϕ‖2
−→ eiθ
∂nC(x, x0)/∂x
n
0
‖∂nC(·, x0)/∂xn0‖2
, (19)
in sup-norm and almost surely as |ϕ(n)(x0)| → +∞, where θ is a random phase
uniformly distributed over [0, 2pi).
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Proof. The proof is a direct application of Propositions 1 and 2 taking for 〈T |
the nth derivative (in the sense of distributions) of the Dirac mass at x0.
In the case of a real scalar field and n = 0, this result has been known for long
(see e.g. Adler , 1981, Sects. 6.7 and 6.8), but for a smaller class of smoother
fields, with a twice derivable correlation function at x = x0, and with a much
weaker pointwise convergence in law.
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