Abstract. We prove a new inequality for the expectation E [log det (WQ + I)], where Q is a nonnegative definite matrix and W is a diagonal random matrix with identically distributed nonnegative diagonal entries. A sharp lower bound is obtained by substituting Q by the diagonal matrix of its eigenvalues Γ. Conversely, if this inequality holds for all Q and Γ, then the diagonal entries of W are necessarily identically distributed. From this general result, we derive related deterministic inequalities of Muirhead-and Rado-type. We also present some applications in information theory: We derive bounds on the capacity of parallel Gaussian fading channels with colored additive noise and bounds on the achievable rate of noncoherent Gaussian fading channels.
where Γ = diag (γ 1 , . . . , γ N ), the γ j are the eigenvalues of Q, and it is assumed that E[w j ] < ∞. The equality in (2) follows from the fact that E[W] is a scalar multiple of the identity matrix, since w 1 , . . . , w N are identically distributed. In the present paper, we derive a simple lower bound on (1) under general assumptions, and we discuss various applications.
The rest of the paper is organized as follows. Section 2 contains the main contribution of the paper, the new inequality in Theorem 1. Its proof is based on the rearrangement inequality of Lorentz [18] . As a corollary, we obtain a set of deterministic Muirhead-and Rado-type inequalities. In section 3, we give a more elementary proof of Theorem 1 under more restrictive assumptions using the concept of L-superadditivity, and we discuss the tightness of the new inequality. To illustrate our inequality, we present in section 4 several applications in information theory: First, we derive bounds on the capacity of parallel Gaussian fading channels with colored additive Gaussian noise. These new bounds quantify the increase in capacity due to correlation in the noise. Second, we derive bounds on the achievable data rate of noncoherent Rayleigh fading channels with Gaussian input symbols. In contrast to most bounds in the existing literature, which are tailored to specific signal-to-noise ratio (SNR) regimes, see, e.g., [17] , [26] , our bounds are uniformly tight in the sense that the gap between the upper and the lower bound is small for all SNRs. In particular, our bounds give a relatively accurate estimate of the achievable rate in the practically relevant mid-SNR regime. The proof is postponed to the end of this section. An important feature of Theorem 1(a) is that no assumptions are made on the joint distribution of the w j -only the marginal distributions have to be the same. Inequalities (3) and (2) can be written in the form ( 
New determinantal inequalities.

4) E[log det(w 1 Γ + I)] ≤ E [log det (WQ + I)] ≤ log det (E [w 1 ] Γ + I) ,
showing that the lower bound and the upper bound depend only on the one-dimensional marginal distribution. We note that in part (b) of the theorem (contrary to part (a)), the assumption E[log(w j + 1)] < ∞ for at least one j ∈ {1, . . . , N} is needed. In fact, suppose that w 1 , . . . , w N are nonnegative random variables with E[log(w j + 1)] = ∞ for all j ∈ {1, . . . , N}. Then for W = diag(w 1 , . . . , w N ), both sides of (3) are equal to infinity (in case Q = 0) or equal to zero (in case Q = 0) for all pairs Q, Γ considered in Theorem 1(b). That is, the remaining condition in part (b) is satisfied, but the conclusion that w 1 , . . . , w N are identically distributed need not hold.
Theorem 1(a) implies as a special case a set of inequalities of classical Muirheadand Rado-type [13, pp. 44-48] , [23] , which are inequalities on sums of the form Σ π∈P F (c π (1) , . . . , c π(N ) ), where P is a suitable set of permutations of {1, . . . , N}. We will call a set P of permutations balanced if
Examples of balanced sets P are the set of all permutations, the set of all circular shifts, the set of all even permutations provided N = 2, and the set of all permutations that have exactly one fixed point. Moreover, if P is balanced, then the complement of P, that is, the set of permutations of {1, . . . , N} that are not contained in P, is balanced as well. The set of all permutations without fixed points is not balanced, unless N = 1. If P is a subgroup of the group of all permutations, it can be shown that the balancedness of P is equivalent to the transitivity of P. A subgroup P is called transitive if for each pair i, j ∈ {1, . . . , N}, there exists a π ∈ P such that π(i) = j; for examples of transitive permutation groups, see [5] .
If C is a diagonal matrix with diagonal entries c 1 , . . . , c N and π is a permutation, we denote by C π the diagonal matrix with diagonal entries c π (1) , . . . , c π(N ) .
Corollary 1. Let P be a nonempty set of permutations of {1, . . . , N}. The inequality (5) is sufficient for (6), let σ be a random permutation that is uniformly distributed on P. Set W = C σ and Q = U H D −1 U. The balancedness of P implies that the diagonal entries of W are identically distributed. Hence, inequality (6) follows from (3) .
To show that (5) is necessary, suppose that (6) holds for all C, D, and U. Let j ∈ {1, . . . , N}. For each i = 1, . . . , N, let P i = {π ∈ P : π(i) = j}. The sets P 1 , . . . , P N are pairwise disjoint and i P i = P. We will show that |P i1 | = |P i2 | for all i 1 , i 2 , which implies that indeed |P i | = |P|/N for every i. Let i 1 = i 2 . Let U be the permutation matrix that corresponds to the transposition that interchanges i 1 and i 2 . Let λ > 0. Let C = diag(c 1 , . . . , c N ), where c j = λ and c i = 0 for i = j.
where
, and r(π) = 1 otherwise. Hence, 1 ≤ λ |Pi 1 |−|Pi 2 | . As λ > 0 was arbitrary, it follows that |P i1 | = |P i2 |. We now set out to prove Theorem 1. The proof of part (a) uses the following version of Lorentz's inequality for rearrangements [18] . 
are nonnegative and bounded from above by 1/λ. It follows that the derivatives of the expectations with respect to λ can be computed by differentiation inside the expectation signs; see, e.g., [3, p. 212] . Therefore,
] for all λ > 0. Thus, the Stieltjes transforms of the distributions of x and y coincide, and it follows that the distributions coincide; see [29, p. 336] .
Proof of Theorem 1. (a) Let U be a unitary matrix such that U H QU = Γ. Fix ∈ (0, 1] and set Γ = Γ + I and
where v ∈ [0, ∞) N and V = diag(v). Recall that for a differentiable positive definite matrix function A(t), (∂/∂t) log det A = tr A −1 (∂A/∂t) and (∂/∂t)A
where e j is the jth column of I.
Letting → 0 and using the bounded convergence theorem, we see that this inequality remains true when Γ is replaced by Γ. Then letting K → ∞ and using monotone convergence, we obtain
Using that det(AB + I) = det(BA + I) for all matrices A and B of appropriate dimensions [14, Theorem 1.3.20] , we obtain
which completes the proof of (a).
We will show that w k has the same distribution as w j . Let λ > 0. Let Q be the N × N matrix with jth diagonal entry equal to λ and all other entries equal to 0. Let Γ be the N × N matrix with kth diagonal entry equal to λ and all other entries equal to 0. Then, by (3) ,
Interchanging the roles of Q and Γ yields the reverse inequality, and so E[log(λw j + 1)] = E[log(λw k + 1)] for every λ > 0. Thus, by Proposition 2, w k has the same distribution as w j .
3.
Variations on the theme. The short proofs of Theorem 1(a) in its general form and of the deterministic version in Corollary 1 relied on deep results from the theory of rearrangements. It is instructive to look at a more elementary proof of the theorem under more restrictive assumptions. The alternative approach uses the concept of L-superadditivity.
A function [24, p. 58] . We note that if F has continuous second-order partial derivatives, then L-superadditivity of F is equivalent to
If F is L-superadditive and P is a nonempty balanced set of permutations of {1, . . . , N}, then for all nonnegative numbers c 1 , . . . , c N ,
This follows from the elementary discrete version of Lorentz's inequality given in [19, Chapter 6 , Proposition E.1(2)] applied to the N vectors (c π(i) ) π∈P , i = 1, . . . , N. To obtain the expression on the right-hand side of (7), note that, by (5), each of these vectors contains each c j exactly |P|/N times.
A direct proof of inequality (6). Let
As in the proof of Theorem 1(a) in section 2, one can verify that the second-order partial derivatives ∂ 2 F/(∂c i ∂c j ), i = j, are nonnegative, which implies L-superadditivity of F . However, we will give a direct proof of L-superadditivity of
where we have used that det(A + ke j e T j )/ det A = 1 + ke Therefore, by (7),
Moreover, denoting the diagonal entries of
Near equivalence of Theorem 1(a) and Corollary 1.
Interestingly, Theorem 1(a) can be concluded from Corollary 1 under the additional assumption that Q is positive definite and the nonnegative random variables w 1 , . . . , w N are exchangeable, that is, the distribution of (w 1 , . . . , w N ) is invariant under permutations. The proof goes as follows.
Let P be the set of all permutations of {1, . . . , N}. Replace C in (6) by the random matrix W = diag(w 1 , . . . , w N ) and apply expectations on the right-and left-hand side. By exchangeability, W π has the same distribution as W for every permutation π, and so E[log det(UWU
, which is equivalent to (3).
Tightness of the inequalities.
Recall that W = diag(w 1 , . . . , w N ), where w 1 , . . . , w N are identically distributed nonnegative random variables. The tightness of inequality (3) strongly depends on the joint distribution of w 1 , . . . , w N .
The lower bound (3) and the upper bound (2) together yield
Both inequalities become equalities in case of a Dirac distribution, i.e., if P (w 1 = c) = 1 for some constant c. This shows that the bounds are sharp. There is also equality in (3) if P (w 1 = w 2 = · · · = w N ) = 1 and if Q is a diagonal matrix.
Applications in information theory.
We now set out to demonstrate the usefulness of the key results from section 2 in information theory. Some of these results have been applied in recent publications in the context of bounding the achievable rate of noncoherent Gaussian fading channels [8] and in the context of demonstrating the convergence of the conditional per symbol entropy [6] . Another information theoretic application of rearrangements is given in [28] , where a lower bound on the differential entropy of a sum of independent random vectors is derived.
Parallel Gaussian fading channels with colored additive Gaussian noise.
We consider a parallel Gaussian fading channel consisting of N individual subchannels which can be described by the input-output relation y = Hx + n, where y ∈ C N is an N -dimensional vector describing the complex channel output, x ∈ C N is the channel input, n ∈ C N is additive Gaussian noise, and H = diag(h) is a diagonal matrix with a vector h ∈ C N containing the channel fading weights of the individual subchannels.
The noise n is assumed to be zero-mean proper complex Gaussian, cf. [22] , which we denote by n ∼ CN (0, R n ), where R n = E[nn H ] is the covariance matrix of n. We also assume that R n is positive definite, as a singular R n yields infinite capacity. Hence, the probability density of n is given by
Moreover, the fading weights of the individual subchannels are also zero-mean proper complex Gaussian. They are assumed to be independent and identically distributed (i.i.d.) such that the covariance matrix is given by
Finally, we assume x, h, and n to be mutually independent. Parallel Gaussian channels with colored noise have been studied in various publications. The basic setup without fading has, e.g., been studied in [4, Chapter 9.5] . If the individual subchannels of the parallel channel are assumed to be a series of channel uses over time with R n being a Toeplitz matrix, this setup corresponds to a stationary channel with colored Gaussian noise, as it has for example been considered by Kim [16] when studying stationary additive Gaussian noise channels with feedback. While these papers do consider parallel Gaussian channels with colored noise, we extend this setup with fading. For this channel, we study the capacity and the outage probability. To the best of our knowledge, there are no results on the capacity and outage probability of parallel Gaussian channels with fading. 4.1.1. Capacity. We focus on the case that the receiver knows the realization of the channel h, and so we consider the mutual information I(x; y, h) between the channel input x on the one hand and the output y and the channel h on the other. The ergodic capacity, also referred to as Shannon capacity, is defined by
where the maximization is over all input densities p(x) fulfilling the average power constraint E[x H x] ≤ N P avg . That is, N P avg is the maximum average sum input power over all subchannels.
To the best of our knowledge, no closed-form expression for the capacity is available, but the inequalities (4) can be applied to derive useful bounds. We will show that
where ψ 1 , . . . , ψ N are the eigenvalues of R n and z is an exponential random variable with mean σ 2 h . By the convexity of log(P avg ψ −1 z + 1) in the variable ψ > 0, one easily concludes that among all noise covariance matrices R n with 1 N tr(R n ) = σ 2 n , the lower bound in (10) is minimized if R n = σ 2 n I, that is, if the Gaussian noise on the different subchannels is independent. For this specific case, the capacity is known and is equal to the minimum N E[log(P avg σ −2 n z + 1)]. Hence, the new bounds in (10) quantify the possible increase in capacity when the noise on the individual subchannels is correlated.
In the following, we prove inequalities (10). After using the chain rule for mutual information [4, Theorem 2.5.2], we can express I(x; y, h) based on the differential entropy as
I(x; y, h) = I(x; y|h) + I(x; h)
where (11) follows from the independence of x and h yielding I(x; h) = 0, and with the differential entropies
As p(y|x, h) is proper complex Gaussian with covariance matrix R n , it follows that (12) h(y|x, h) = log det (πeR n ) .
To bound h(y|h), we use that, according to [22, Theorem 2] , proper complex Gaussian random vectors maximize the differential entropy among all continuous complex random vectors with a given covariance matrix. Since
E[(y − E[y|h])(y − E[y|h])
H |h] = HR x H H + R n ,
with equality if x ∼ CN (0, R x ). Hence, by (11) and (12),
The following lemma allows us to conclude that the maximum in (14) is achieved by a diagonal matrix R x , i.e., by a channel input x with independent elements. Its proof is given in Appendix A. With Lemma 1, the capacity in (14) is given by
where Z = HH H = diag(z) and the maximum is taken over all nonnegative diagonal N × N matrices Λ x with tr(Λ x ) ≤ N P avg . The special choice Λ x = P avg I and the lower bound in (4) give the lower bound in (10) .
For every nonnegative diagonal N × N matrix Λ x , the upper bound in (4) gives
and if tr(Λ x ) ≤ N P avg , then, by the arithmetic-geometric mean inequality,
The upper bound in (10) now follows from (15).
Capacity achieving input distribution.
A distribution at which the maximum in (9) is attained, that is, a capacity achieving input distribution, is given by the CN (0, Λ x )-distribution, where Λ x solves the maximization problem in (15) . An explicit description of the solution is not known for general R n . We now address the question when the input distribution CN (0, P avg I), generating i.i.d. Gaussian input symbols, is capacity achieving. This question leads to the case of a "balanced matrix" R n .
We say that an N ×N matrix B = (b kl ) is balanced if there is a nonempty balanced set P of permutations of {1, . . . , N}, i.e., a set P satisfying (5), such that
. . , N and all π ∈ P.
For example, taking the balanced set P of all circular shifts, one sees that every circulant matrix is balanced. From the next lemma, whose proof is given in Appendix B, it follows that if R n is balanced, then Λ x = P avg I achieves the maximum in (15) . The case where R n is a circulant matrix turns out to be relevant for bounding the capacity of a fading channel with stationary colored noise; see section 4.1. 
We note that for every positive definite R n , not necessarily balanced, and for the fixed input distribution x ∼ CN (0, P avg I), the bounds in (17) are bounds on the achievable date rate, i.e., on the mutual information I(x; y, h).
Expressing the expectations in the lower bound in (17) 
This implies that {n k } has a power spectral density (PSD) given by
where f is the normalized frequency and j = √ −1. We also assume that S n is positive. For this scenario, the capacity is defined by (19) C ∞ = lim
I(x; y, h),
i.e., we normalize the mutual information by the number of channel uses N . To evaluate (19), we substitute the sequence of Hermitian Toeplitz matrices R n = (r n (k− l))
. . , by an asymptotically equivalent sequence of circulant matrices having the same asymptotic eigenvalue distribution; see [11, equation (4.32) ]. We can then apply the bounds for the parallel channel in (17) and get by [11, Lemma 11, Theorem 4] , (20) lim
Note that all the eigenvalues ψ 1 , . . . , ψ N of R n depend on N and that, by [11, Lemma 6] , they are bounded and bounded away from zero. Using Szegö's theorem on the asymptotic eigenvalue distribution of Hermitian Toeplitz matrices [12, pp. 64-65] , [11, Theorem 9] , the bounds in (20) become
The difference between the upper and the lower bound in (21) is bounded (in nats) by the Euler constant γ.
Similar to the case of finite N discussed in sections 4.1.1 and 4.1.2, the new bounds in (21) allow one to evaluate the possible increase in capacity in case the additive Gaussian noise is colored in comparison to white noise, where for the latter case the capacity is known and is given by the left-hand side of (21) with S n (f ) being constant for f ∈ [−1/2, 1/2].
Outage probability.
We can also apply the new inequality given in Theorem 1 for bounding the outage probability of the parallel Gaussian fading channel with colored noise and input vector x ∼ CN (0, P avg I). The outage probability p out (t) is the probability that the instantaneous mutual information falls below a given value t > 0, that is, cf. (11) to (13),
. While we are not aware of any closed-form expression for p out (t), it can be bounded as follows. Markov's inequality and (8) yield the following lower bound:
With the Paley-Zygmund inequality, see, e.g., [15, p. 8] , and Theorem 1, an upper bound on p out (t) is given by
. The bound in (22) can further be estimated from above using
where we have used the spectral decomposition R n = UΨ n U H with U being unitary, Ψ n = diag(ψ 1 , . . . , ψ N ), and where ψ min is the minimal eigenvalue of R n .
Achievable rate of noncoherent Gaussian fading channels.
Expectations of the form (1) occur also in the analysis of the achievable rate of noncoherent Gaussian fading channels where the channel state information is unknown to the receiver [2] , [27, Chapter 2] . In this scenario, the complex channel output y ∈ C N is given by (23) y = Xh + n.
Here, h ∈ C N is a vector containing the complex channel fading weights, whose probability distribution is again proper complex Gaussian CN (0, R h ) with the nonnegative definite Hermitian Toeplitz matrix R h describing the covariance of the stationary channel fading process. Moreover, X is a diagonal matrix whose diagonal entries are provided by the components of the random channel input x ∈ C N . Finally, n ∈ C N is additive white Gaussian noise such that n ∼ CN (0, I). The vector size N denotes the number of channel uses. The random quantities x, n, and h are mutually independent.
In contrast to the scenario discussed in section 4.1, now the realization of h is not known to the receiver (noncoherent setting). Thus, the channel in (23) is described by the conditional probability density p(y|x), which is the density of the CN 0, XR h X H + I -distribution. This distribution governs the complex random channel output y ∈ C N , given the random channel input x ∈ C N . The maximum achievable data rate of this channel, i.e., the Shannon capacity, is given by
where the maximization is over all input densities p(x) fulfilling the power constraint. The capacity of the class of noncoherent channels, which is particularly important as it applies to many realistic mobile communication systems, has received a lot of attention in the literature. However, as its treatment is rather difficult, all prior works consider different simplifications. In [20] , a block-fading channel model is considered, where the channel is assumed to be constant over a block of symbols and changes independently from block to block. The capacity of stationary fading channels, cf. (24) , has been investigated in [17] for an asymptotic high-SNR when P avg is large. In [10] , the approximate behavior of the capacity for different SNR regimes has been studied. Moreover, in [25] and [26] , the low-SNR behavior of the capacity with a peak power constraint has been investigated, i.e., |x k | 2 ≤ P peak , where x k are the components of x. The works [1] , [7] , and [21] focus on the achievable rate with input distributions containing training sequences. The training sequences are known at the receiver and are used for channel estimation and coherent detection. In general, however, the capacity of noncoherent stationary fading channels is not known so far.
In the following, as the evaluation of the capacity in (24) turns out to be very difficult, we focus on the achievable data rate with i.i.d. zero-mean proper complex Gaussian input symbols, i.e., instead of considering the maximization in (24), we fix the input distribution to x ∼ CN (0, P avg I) for every N . Clearly, this simplification does not yield the capacity. However, this choice is interesting as it is capacityachieving in case the fading realization h is known to the receiver (coherent setting). As an application of inequalities (4), we can derive bounds on I(x; y) for every N and get bounds on the achievable rate and, in particular, a lower bound on C ∞ . It can be shown that the gap between the upper and the lower bound on the achievable rate is less than 2γ [nat/channel use] uniformly for all SNRs with γ ≈ 0.57721 being the Euler constant.
Let N be given. The mutual information I(x; y) can be expressed as (25) I(x; y) = h(y) − h(y|x)
The differential entropy h(y) can be bounded as
where h 1 is the first component of h and σ
See [8] , [22] for the upper bound. The lower bound follows from
As the conditional distribution of y given x is a CN 0, XR h X H + I -distribution,
where Z = X H X. It is rarely possible to compute h(y|x) explicitly, but since the channel input symbols are identically distributed, expression (27) matches the general form (1), so that we can apply inequalities (4) to obtain the following simple bounds:
where γ 1 , . . . , γ N are the eigenvalues of R h . Observing that |x 1 | 2 has an exponential distribution with mean P avg , we can express the expectations in the lower bound in terms of the exponential integral and obtain (29) h(y|x) ≥ N log(πe) − j:γj >0
From (28), (29) together with (25) , (26), we get
By (18) , the gap between the upper bound and the lower bound in (30) is not larger than 2N γ.
As an example, consider a stationary 1-dependent channel fading process, so that the covariance matrix R h is a nonnegative definite tridiagonal matrix with common diagonal entries 1, say, and common superdiagonal entries ρ = 0. The eigenvalues of R h are
see, e.g., [12, p. 67] .
If ρ → 0, then γ j → 1 and the difference between h(y|x) and the lower bound in (29) converges to 0. If P avg → 0, then the upper bound and the lower bound on h(y|x) converge to N log(πe), so that the difference between h(y|x) and either bound converges to 0. The latter holds also for the bounds on I(x; y) in (30). Note that for the bounds on h(y|x), no assumption on the dependence structure of the x j is required.
Using a Riemann sum argument, we now obtain the following bounds on the capacity and the achievable rate: In conclusion, based on the new inequality (3), we have been able to derive bounds on the achievable rate with i.i.d. zero-mean proper complex Gaussian input symbols which are tight in the sense that the gap between the upper and the lower bound is bounded by 2γ independent of P avg , i.e., the SNR. Thus, these bounds hold in particular in the practically relevant mid-SNR regime. By contrast, most existing literature focuses on specific SNR regimes, mostly either on the low-or on the high-SNR regime. over all nonnegative diagonal matrices Λ with tr(Λ) ≤ c is achieved by Λ = c N I. Since B is a balanced matrix, there exists a nonempty balanced set P of permutations satisfying (16) . For every π ∈ P and nonnegative diagonal matrix Λ = diag(λ 1 , . . . , λ N ), let Λ π = diag(λ π (1) , . . . , λ π(N ) ). Using (16) and the fact that the diagonal elements of the diagonal matrix W are exchangeable random variables, it can easily be verified that Ψ(Λ π ) = Ψ(Λ) for all π ∈ P.
Using this invariance property, the concavity of log det on the set of positive definite matrices, and (5) 
