Abstract-This paper introduces a new radix-2 representation with the same average weight as the width-w nonadjacent form (w-NAF). In both w-NAF and the proposed representations, each nonzero digit is an odd integer with absolute value less than M. However, for w-NAF, M is of the form 2 wÀ1 , while, for the proposed representation, it can be any positive integer. Therefore, using the proposed integer representation, we can use the available memory efficiently, which is attractive for devices with limited memory. Another advantage of the proposed representation over w-NAF is that it can be obtained by scanning the bits from leftto-right. This property is also useful for memory-constrained devices because it can reduce both the time and space complexity of fast point multiplication techniques.
INTRODUCTION
IN 1985, Koblitz [1] and Miller [2] proposed the group of points on an elliptic curve over a finite field to create the elliptic curve discrete logarithm problem (ECDLP). Unlike the discrete logarithm problem over the multiplicative group of a finite field (DLP), there is no known subexponential-time algorithm to solve the ECDLP in general. Thus, elliptic curves are an attractive alternative to implement many cryptographic techniques such as Diffie-Hellman [3] and ElGamal [4] .
Point multiplication dominates the execution time of elliptic curve cryptosystems, so various methods have been studied to enhance the performance of this operation [5] , [6] . Specifically, the integer representation of the multiplier plays an important role in the performance of these methods [7] . Among the existing integer representations, those with minimal average Hamming weight (number of nonzero digits), such as w-NAF, are more attractive. This is due to the fact that they reduce the required number of point additions/subtractions. It is also of interest to have a representation which can be obtained by scanning the bits from left to right (i.e., from the most significant bit to the least significant bit) [8] , [9] . This property eliminates the need for recoding and storing the multiplier in advance, hence improving the performance of left-to-right point multiplication methods in terms of running time and memory. We are also interested in representations which allow efficient usage of memory. This is important for devices with a small amount of memory. In [10] , the author proposes a generalized w-NAF representation which allows for more efficient memory usage than w-NAF. However, similar to the w-NAF recoding algorithm, this generalized w-NAF recoding algorithm scans the bits from right to left.
In this paper, we introduce a new integer representation which has the same average weight as w-NAF, but has the advantage that it results in a point multiplication method which uses less memory. This memory saving results from the fact that the new representation can be obtained by scanning the multiplier bits from left to right. It can also result in more efficient usage of memory. This is because, in the left-to-right point multiplication algorithms (such as Algorithm 1, given in Section 2.2), we need to store m points, where m is the number of positive integers in the digit set. For w-NAF, in the representations proposed in [11] , [12] and w-MOF [13] , 1 m is of the form 2 wÀ2 , where w is a positive integer greater than 1. So, if we have, for example, sufficient memory for storing seven points in a small device with little storage space, using these representations we can only store up to four points and the rest of the memory is wasted. However, using the proposed representation, we are able to use all available memory to store seven points. This is due to the fact that, for the proposed representation, m can be any positive integer.
The rest of this paper is organized as follows: In Section 2, we briefly review elliptic curves. Section 3 proposes the new integer representation and presents an efficient recoding algorithm to generate it. In Section 4, we analyze the average Hamming weight of the proposed representation. In Section 5, we evaluate the memory requirements of the proposed recoding algorithm and then compare it with the previous algorithms. Finally, we give some applications of the proposed representation and the conclusions in Sections 6 and 7, respectively.
ELLIPTIC CURVES
An elliptic curve E over the field IF is a smooth curve in the socalled "long weirestraß form,"
where a 1 ; . . . ; a 6 2 IF. Equation (1) may be simplified to
and
when CharðIFÞ 6 ¼ 2; 3 and CharðIFÞ ¼ 2, respectively.
Point Addition
Let EðIFÞ be the set of points P ¼ ðx; yÞ 2 IF 2 that satisfy the elliptic curve equation (along with a "point at infinity" denoted O). It is well-known that EðIFÞ, together with the point addition operation given in Table 1 , forms an abelian group. As shown in Table 2 , point inversion in this group can be computed easily. Note that, in both Table 1 and Table 2 , the points P 1 ¼ ðx 1 ; y 1 Þ, P 2 ¼ ðx 2 ; y 2 Þ, and P 3 ¼ ðx 3 ; y 3 Þ are represented in affine coordinates.
Point Multiplication
Elliptic curve cryptographic techniques require the computation of point multiplication defined as repeated addition 1 . This paper appeared after our work was submitted and we only recently became aware of it.
where P is an elliptic curve point, k 2 ½1; n À 1 is an integer, and n is the order of the point P . To compute the point multiplication kP , the multiplier k can be represented in base 2 as k ¼ P 0 i<s k i 2 i , where s is an integer typically close to dlog 2 ne, k i 2 B [ f0g, and B is a set of nonzero integers including 1. Then, Algorithm 1 can use this representation of k to compute kP . Note that, in the precomputation stage of this algorithm, we are only required to compute and store dP for positive integers d 2 B. This is because point inversion in EðIFÞ requires almost no computational effort. In the evaluation stage of this algorithm, we require about s point doublings (it is in fact slightly less) and ðHðkÞ À 1Þ point additions, where HðkÞ denotes the Hamming weight of the representation of k.
THE PROPOSED REPRESENTATION
[ f0g such that, of any w consecutive k i s, at most one is nonzero. This is a unique representation of k called w-NAF. The length of the w-NAF of an integer is at most one digit longer than its binary representation, hence k l can be nonzero for w-NAF. It is also known that w-NAF has the minimum HðkÞ among all radix-2 representations of k with digits in B [14] . This property makes w-NAF suitable for efficient implementation of point multiplication. However, the w-NAF recoding algorithm is a right-to-left algorithm, so we need to store the w-NAF representation of the multiplier before using it in a leftto-right point multiplication algorithm (such as Algorithm 1). In contrast to w-NAF, the proposed representation can be obtained using a left-to-right algorithm (Algorithm 2). In addition, in the proposed representation, we are able to use a more general set B ¼ fAE1; AE3; . . . ; AEð2m À 1Þg, where m is equal to the number of points we want to store in the precomputation stage. This feature allows us to use the available memory efficiently. For example, assume that we have enough memory to store three points. As a result, we can use the set B ¼ fAE1; AE3; AE5g. Let
Using Algorithm 2, k is recoded to where 1 1 denotes À1. Note that Algorithm 2 uses a binary signeddigit representation of k. This representation is, in fact, the output of the Booth recoding used in some multiplication and exponentiation algorithms [15] , [16] , [17] .
ANALYSIS OF THE PROPOSED REPRESENTATION
In this section, we analyze the average Hamming weight of the proposed representation. To compare the average Hamming weight of the proposed representation with that of w-NAF, we use the same set B as used for w-NAF, namely, B ¼ fAE1; AE3; . . . ; AEð2 wÀ1 À 1Þg. Let
fðnÞ is the average Hamming weight of all n-bit numbers while gðnÞ is the average Hamming weight of all m-bit numbers where m n. From (4) and (5), we have
Therefore, the two functions are related through the equation 
These are the binary representation and the signed binary representation of N, respectively (note that, to obtain the signed binary representation, we assume that b nþwÀ1 ¼ b À1 ¼ 0). We can also write N uniquely as N ¼ q2 n þ r with 2 wÀ2 q < 2 wÀ1 and 0 r < 2 n . We will consider two cases, first when b nÀ1 ¼ 0 and 
Therefore,
HðMÞ ¼ HðÀMÞ). These two cases can be summarized to
Then, it follows, by writing N ¼ q2 n þ r, that
Combining (6) with (8), we obtain the recursion
Clearly, we have
N < 2 w and N is even 2 if 2 wÀ1 N < 2 w and N is odd:
Using (5), we obtain
Àw
when n ¼ w. Therefore, we get the initial conditions
Now, let uðnÞ ¼ gðnÞ À ( To solve this recursion, we use the following proposition from [18] . Proposition 1. Let uðnÞ be a sequence satisfying the linear recursion 2uðn þ wÞ À uðn þ w À 1Þ À uðnÞ ¼ 0 for n ! 1. Then, there exists > 1 such that, as n ! 1,
Therefore, when n ! 1, we can write
Hence,
Applying (8) gives
This is equal to the average Hamming weight of w-NAF when n ! 1 [18] . (Note that, in [18] , the author computes the average number of group multiplications, which is equal to the average 
where 2 nþwÀ2 N < 2 nþwÀ1 , N ¼ q2 n þ r, and Case i :
This is because 
Therefore, HðNÞ ¼ 1 þ Hðr À 2 nÀ1 Þ. Using (4) and (9), it follows that 2 nþwÀ2 fðn þ w À 1Þ ¼ X ð1 þ HðrÞÞ
where
2 wÀ2 , and þ ¼ 1. Combining (6) with (10), we get the recursion
Setting uðnÞ ¼ gðnÞ À n wþþ1 þ 2 Àðnþ1Þ gives the homogeneous recursion 2uðn þ wÞ À uðn þ w À 1Þ À uðnÞ À uðn À 1Þ ¼ 0:
To solve this recursion, we can use the following proposition:
Proposition 2. Let u(n) be a sequence satisfying the linear recursion 2uðn þ wÞ À uðn þ w À 1Þ À uðnÞ À uðn À 1Þ ¼ 0 for n > 1 and þ ¼ 1. Then, there exists > 1 such that, as n ! 1,
Using this proposition, we get
Finally, applying (6) gives
PERFORMANCE EVALUATION AND COMPARISON WITH PREVIOUS ALGORITHMS
In this section, we first obtain the memory requirements of the proposed recoding algorithm (Algorithm 2). We explain the advantages of the proposed algorithm over the previous ones and summarize them in a table.
In Algorithm 2, the operation b 
Using (12), it is easy to prove that T is the minimum integer such that jA i;T j 2m. Suppose A i;T ¼ 2 r V , where r ! 0 and V is an odd integer. From A i;j ¼ 2A i;jÀ1 þ b 0 j , we have A i;jÀ1 ¼ A i;j =2 when A i;j is even. Therefore, V ¼ A i;T Àr and ðt ¼ T À rÞ is the minimum integer such that jA i;t j is an odd integer less than 2m. Consequently, t and k j in Steps 2.2.1 and 2.2.2 of Algorithm 2 can be simply obtained by first computing T and A i;T using (11) and (13) and then shifting A i;T to the right (dividing it by two) until an odd integer is obtained. From (13), we can see that the length of A i;T is at most N. Therefore, Algorithm 2 requires OðNÞ (or Oðlog 2 ðmÞÞ) bits of memory to generate A i;t .
Right-to-left recoding algorithms require OðlÞ bits of memory because they need to store the recoded integer. Consequently, the memory requirements for generating the proposed representation are less than the memory requirements for generating w-NAF and the proposed representation in [10] . In [11] , the authors propose an optimal left-to-right binary signed-digit recoding. However, this representation uses a specific set B ¼ fAE1g. The representation proposed in this paper uses a general set B ¼ fAE1; AE3; . . . ; AEð2m À 1Þg. Therefore, it uses memory more efficiently compared to w-NAF, the optimal binary signed-digit representation [11] , and the representation proposed in [12] . For example, if we have sufficient memory to store ð2 t À 1Þ points, using w-NAF and the representation proposed in [12] , we can store up to 2 ðtÀ1Þ points (about 50 percent of available memory) and the rest of the memory is unused. Table 3 summarizes characteristics of the proposed representation and the previous ones. In the second column, C indicates the maximum number of points that can be stored. The proposed representation can use all the available memory by setting m ¼ C. In this case, the average Hamming weight of the proposed representation is H HðNÞ ¼ 
APPLICATIONS
In Section 4, we showed that the proposed representation has minimal average Hamming weight. Minimal representations have applications in the theory of arithmetic codes [19] , in fast arithmetic techniques [20] , and in fast point multiplication algorithms [7] . In this section, we consider the proposed representation in fast point multiplication algorithms. Algorithms 3 and 4 are two typical point multiplication algorithms. In Algorithm 3, the digits are scanned from left-toright, while, in Algorithm 4, they are scanned from right-to-left. In practice, the left-to-right algorithm (Algorithm 3) is preferable. This is because Algorithm 3 can be significantly sped up by precomputing dP for positive integers d 2 B. Furthermore, Algorithm 4 requires extra memory for storing the point R. The integer representation of the multiplier plays an important role in the performance of Algorithm 3. For example, the size of set B and the Hamming weight of the integer representation determine the number of point additions required in Algorithm 3. This is why we are interested in integer representations with minimal average Hamming weight. We are also interested in left-to-right recoding algorithms (such as the proposed recoding algorithm) as they enable us to perform both recoding and point multiplication simultaneously. Note that, to compute kP using Algorithm 3, the multiplier k must be recoded and stored in advance if a right-toleft recoding algorithm is used. In this case, we require extra memory OðlÞ, which is undesirable for constrained devices such as smart cards. For these devices, it is also important to use the available memory efficiently. As the proposed representation uses a general set B, it can satisfy this requirement, too. Algorithm 5 shows how the proposed representation can be used in a left-toright point multiplication algorithm. Note that we can use a direct 2 r P computation algorithm [21] , [22] to compute 2 iÀtþ1 Q in line 3.3 of Algorithm 5 to further improve the speed of this algorithm.
CONCLUSIONS
In this paper, a new radix-2 representation was proposed. The average Hamming weight of the proposed representation was analyzed and shown to be equal to the average Hamming weight of w-NAF. This is an important property as it speeds up point multiplication methods by reducing the required number of point additions/subtractions.
The proposed representation has two other properties which are especially attractive for efficient implementation of point multiplication methods in devices with a small amount of memory. First, the proposed representation can be obtained by scanning the bits from left to right. Consequently, there is no need to store the recoded representation in advance and, hence, the memory requirements are reduced. Second, using the proposed representation, we can store as many points as we want (up to the limits of available memory). Therefore, we can use memory efficiently to improve performance.
