Abstract-The general condition for the optimality of the Viterbi algorithm (VA) as a method for implementing maximumlikelihood sequence detection (MLSD) is described. It is shown that this folding condition is not met for the fading linear Gaussian channel. This clarifies previously published results and allows approaches for approximate MLSD to be viewed as an attempt to force the VA as a suboptimal solution.
I. INTRODUCTION

I
N THIS LETTER causal, possibly random, mappings from a digital data sequence to an observation sequence are considered. Such a general mapping will be referred to as a system. An important special case of a system is modeled by (1) where is a sequence of independent random variables. The arbitrary, possibly random, causal mapping from will be referred to as the channel. One important example of such a channel is a deterministic finite state machine (FSM) channel (deterministic)
The FSM output, defined by the mapping , is deterministic given the state at time , and input at time , which is an independent identically distributed (i.i.d.) sequence of data symbols drawn from an -ary alphabet. This FSM with memory has state defined by , which takes one of possible values. Another important example of a channel is the (random) fading linear Gaussian channel where the observation is (3) where is the channel impulse response at time , assumed to be a circular complex Gaussian vector process , and is assumed to be stationary circular additive white Gaussian noise (AWGN) with power (i.e.,
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, where is the Kronecker delta). The noise and channel are assumed to be independent.
Within the digital communications community, the Viterbi algorithm (VA) is widely appreciated as an efficient method for implementing maximum-likelihood sequence detection (MLSD) for the FSM channel [1] . However, the applicability of the VA is not limited to FSM channels. In fact, Morley and Snyder [2] developed a condition for the applicability of the VA which is more general than that considered in [1] with the application to random channels providing the impetus. In this letter we slightly modify this folding condition so that it is applicable to an arbitrary causal system. It is also shown that the folding condition is never met for the model (3), and hence the VA does not apply. 1 In applications to the fading linear Gaussian channel there have been efforts to "force" the VA operation as a suboptimal approximation to the optimal estimator-correlator receiver described in [3] . We refer to this process as forced folding, which is fully described in Section II. In particular, the linear predictive (LP) receiver [4] for the flat-fading special case of (3) and the generalization to the model in (3), coined innovation-based MLSD (IB-MLSD) [5] , represent essentially the "optimal" processing based on the assumption that the folding condition is met. This assumption can then be justified for practical purposes by simulation. Another approach to forced folding is per-survivor processing (PSP) [6] . PSP as a method of forced folding is described for the deterministic unknown channel in [7] and a special case of the model in (3) in [8] - [10] , 2 with the latter resulting in per-survivor Kalman filter (KF) channel estimation.
The folding condition is used to illustrate that the VA is never strictly applicable to the system of (3) with . This clarifies the conflicting assumptions of autoregressive (AR) statistics for and the presence of AWGN in [4] and [5] as forced folding, and corrects the claim of [2] that the VA is applicable to fading linear Gaussian channels when has correlation with finite support.
II. THE FOLDING CONDITION
An MLSD algorithm maximizes (4) over hypothesized data sequences . The recursion in (4) is a direct consequence of the chain rule and the causality assumption. In general, there are sequences to be compared. If the conditional densities in (4) depend only on a finite history of the data, then the folding condition holds (folding) (5) and the VA with states is optimal [2] . Note that this condition is applicable to any system. 3 Hence, it is reasonable to define the memory of a system as the smallest integer such that the folding condition of (5) holds 4 and the associated state as . This is also the condition required for applicability of both symbol-based and sequence-based soft-output algorithms [11] .
A. The Fading Linear Gaussian Channel and Forced Folding
For the model in (3), the conditional probability density function (pdf) of the observation is Gaussian (6) where and are the conditional mean and variance of given and , and the circular Gaussian density is . These conditional moments, which are linear mappings of with functional form dependent on , are simple to express in terms of the conditional covariance of the observation [12] (7) with . These conditional moments depend on the entire history of the hypothesized data sequence. Therefore, the folding condition is not met, the optimal hypothesis test corresponds to the estimator-correlator structure [3] , and the VA is not applicable. If the observation were an AR process conditioned on , then folding would occur and the VA would apply. It is shown in Appendix B that this does not occur for any choice of channel covariance.
Forced folding applied to the system of (3) is characterized by two parameters, the memory of the estimator and the size of the trellis, characterized by in that there are "states" in the folded trellis. An approximation to the pdf in (6) may be obtained by finding the moments of conditioned on and the values of . The forced folding implies that all conditional values are available only for . The missing information required to compute the transition metric, referred to as residual metric information (RMI) in [13] , is the required symbol history. The LP/IB-MLSD approach to forced folding couples the parameters via , so that the and are based on the states in the folded trellis. The parameters and may be selected independently in PSP. Specifically, for a fixed , the con-ditional data sequence used is , where is the survivor sequence entering the folded-trellis state defined by . In this sense PSP corresponds to complexity reduction by decision feedback sequence estimation (DFSE) [14] applied to the LP/IB-MLSD structure with a given .
Recursive computation of the conditional moments in (6) is obtained via a data-conditional KF when the channel is an AR/moving-average (ARMA) process. In this case, a KF-PSP algorithm corresponds to selecting and fixing a particular choice of (e.g., in [8] - [10] ). For an arbitrary Doppler spectrum, this recursive computation is not possible, so that the estimator-correlator may not even be viewed as a tree-search, let alone a trellis search.
III. EXAMPLE: FLAT RAYLEIGH FADING
The fading linear Gaussian model of (3) is considered with assumed to be a stationary Gaussian process , uncoded BPSK modulation, and independent equal-power diversity branches. In this case, by conditioning on the data sequence , the sequences (8) can be constructed. The noise vector is statistically equivalent to . Data-dependent prediction of from yields . In this case, the prediction filter (i.e.,
) and the associated minimum mean-square error (MMSE) are independent of . Three different unit-power channels with one-step correlation are considered: the first-order AR, the first-order MA , and the Clarke spectrum (i.e., ) [15] . It is straightforward to show that the steadystate prediction filter for both the MA and AR cases is a one-pole filter [12] . The pole of this filter is at with (9) with differing for the MA and AR spectra. For the MA case
where is the single branch signal-to-noise-ratio (SNR). Note that all of the previous observations are relevant for prediction; thus, the VA is not applicable even for an MA Doppler spectrum. See Appendix A for further details. Similarly, for the AR case (12) (13) As , this approaches an estimator. However, regardless of the channel Doppler spectrum, the observation is not AR except for possibly a single value of (see Appendix B for the details). Note that, although is not obtained by truncation of these AR filters, the magnitude of the pole does give some indication regarding the increase in MMSE suffered by using a finite (i.e., the larger , the more severe the degradation for a given ). Note that is a monotonically increasing function of for both the MA and AR Doppler spectra. However, is monotonically increasing with for the MA channel and monotonically decreasing with for the AR channel. Thus, the degradation due to finite estimator memory is expected to be most severe for slow channel dynamics in both cases, but the tradeoff with SNR is the opposite for the two cases.
A rough translation of the MMSE to bit-error rate (BER) can be obtained by considering the conceptual causal correct symbol feedback (CCFSB) receiver structure, which detects the th symbol based on and side information on . The performance of this detector may be computed analytically as a function of the average SNR [16] , [17] . The CCSFB does not provide a lower bound to the performance of an LP/IB-MLSD processor with states since the latter uses future observations to decide on . Nonetheless, it provides a simple alternative to the complicated analysis in [18] to obtain a rough indication of the effects of .
In general, the impact of is a complicated function of many system characteristics including the approximate channel coherence time, the shape of the Doppler spectrum, the SNR, and the known channel state information (CSI) performance characteristics (e.g., the value of under the current assumptions). In Fig. 1 the BER of the CCSFB receiver is plotted against for various values of , with the MMSE computed via the Levinson-Durbun algorithm [12] , for and the MA Doppler spectrum. Note that, as predicted from (9), the effects of finite are most significant at high SNR. Also, there is significant improvement to be had by increasing beyond the value of one, which contradicts the conclusion of [2] . For the AR case, the error floor induced by channel prediction error cannot be reduced by increasing beyond one. The Clarke spectrum exhibits some degradation at both low and high SNR. These last two points are illustrated in Fig. 2 , where the performance is plotted for both the AR and Clarke spectra. The effect of the perfect-CSI performance characteristics are further illustrated in Figs.  3 and 4 , where a given Clarke spectrum is considered for and , respectively.
IV. CONCLUDING REMARKS
The folding condition is the condition for applicability of the VA. This condition is not met for the fading linear Gaussian channel. The LP/IB-MLSD and PSP are two approaches to force application of the VA as a suboptimal solution, with the latter being more general (especially in the case of an ARMA Doppler spectrum). The performance degradation suffered by forced folding, relative to the optimal estimator-correlator, is affected by both the length of the estimator and the number of states in the folded trellis. A rough characterization of the effects of finite for various Doppler spectra has been provided. A full investigation of the problem requires simulation for various combinations of and for different channel statistics. Some aspects of this problem have been considered in [19] and [20] .
APPENDIX A CORRECTION TO [2] The simple MA example considered in Section III provides a direct counterexample to the claim in [2] . Specifically, the fading linear Gaussian channel example in [2, (i.e., example 5)] suggests that the optimal processor need only have an estimator length . In the simplified notation of [2] 5 , the impact of for is
The limits of the integration may actually be modified appropriately to account for the finite support of . However, the finite support of cannot be used to conclude that (15) For example, consider the case when , then is nonzero for . However, the linear homogeneous equation required to conclude that for , which is alluded to in [2] , is that in (15) .
In the context of the problem in Section III, the MMSE filter is obtained by solving the band-diagonal matrix equation that 5 The dependence of the covariance and the MMSE filter on t is suppressed as is the1 notation for complex baseband. 
The rationale in [2] would be equivalent to claiming, based on the right-hand side of (16), that for . Although no formal development for the other four examples in [2] was provided, they all rest on analogous assumptions and therefore are invalid (i.e., it appears that the folding condition is not met in any of the examples).
APPENDIX B CONFLICTING ASSUMPTIONS: AWGN
AND AN AR OBSERVATION The data-conditional power spectral density (PSD) of is (17) The original observation is data-conditionally AR if and only if this PSD is rational with all poles. Clearly, this is inconsistent with being a nonrational PSD. If is rational, it may be expressed as , where and are polynomials. In this case, is AR if , which may or may not be nonnegative depending on the value of . In any case, given a fixed Doppler spectrum, the observation is AR for at most a single value of .
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