Abstract-Due to technology or policy constraints, communications across network domains usually require the intervention of gateways, and their proper deployment is crucial to the overall performance. In this paper, we study the problem of placing static gateways in mobile DTNs consisting of multiple domains. Given a limited gateway budget, the problem is to select deployment locations to optimize certain performance. The challenge is that different domains may possess heterogeneous properties. To ensure general applicability of solution, we propose a unified framework based on utility optimization, and solve utility computation and placement optimization separately. To handle heterogeneity, we decompose utility computation into individual domains and derive closed-form solutions based on key domain characteristics with focus on the routing scheme. Moreover, we develop quadratic-complexity algorithms to solve the optimization efficiently, which has guaranteed performance under certain uniformity conditions. Although certain assumptions have been made in developing the solutions, evaluations based on synthetic data and real DTN traces both show that the proposed solutions can achieve near-optimal (within 5%) performance at much lower complexities, and the results are robust with respect to the routing schemes and the mobility patterns. Compared with utility-agnostic deployments, our solutions significantly improve the end-to-end performance (by up to 50%).
I. INTRODUCTION
Disruption-tolerant networks (DTNs), which can provide practical means for communication in an environment where the conventional networking paradigms do not apply due to sporadic connectivity, have been a hot topic in the networking community in recent years. Due to the diverse nature of wireless technologies and application scenarios, it has been suggested that one solution does not fit all, and sometimes multiple DTNs need to work together. For instance, in an urban sensing project, called MESSAGE [1] , whose goal is to monitor the pollution level in the London metro area, we have employed various sensing and wireless technologies: sensor nodes mounted on buses and cars use WiFi or WiMax technologies, while sensors mounted on pedestrians and cyclists communicate via Bluetooth and Zigbee. In this scenario, all DTN nodes can communicate with access points deployed in the city, e.g., to upload collected data and pass messages to each other; different groups of nodes implement different forwarding and replication strategies to best suit their purposes and mobility patterns (e.g., buses moving along fixed routes require a different strategy from pedestrians exhibiting more random mobility). In a slightly different scenario, such as an emergency situation after a disaster, DTNs can play an important role in covering areas that lack ubiquitous connectivity. In this case, multiple units of civil and military forces (e.g., fire fighters, police, medical crew, red cross, and military forces) also need to quickly set up an ad hoc communication infrastructure to coordinate their operations.
To support such on-demand networking needs across multiple groups, where each group may be equipped with its own wireless technology and data dissemination mechanism, we must develop a solution to enable inter-communications across different DTN domains 1 . One way to address this interdomain communication issue is to deploy special devices, called gateways, that can bridge the technology gaps between domains. The main focus of this paper is to study how to optimally deploy gateways to best support inter-domain communications across multiple DTNs under certain budget constraints.
Models of networks and gateways:
To illustrate the problem more concretely, consider an example in Fig. 1 , where several DTN domains have (partially) overlapping operation regions and need to communicate with each other, possibly through intermediate domains. Given a limited deployment budget (e.g., a total number of gateways and the associated cost of deployment), we want to strategically place the gateways to optimize certain metrics of inter-domain communications. We model each domain by several characteristics including their mobility patterns, radio range, channel conditions, network size (i.e., number of nodes), and intra-domain routing schemes. We note that the first three characteristics jointly determine the node contact behavior and the opportunity to transfer data. Together with the latter two parameters, they determine the local communication performance inside a domain per specific gateway deployment. In addition, we model the global network characteristics by the domain-level topology (two domains are neighbors if their operation regions overlap) and the interdomain routing scheme. It is also possible that domains can impose certain policies on inter-domain traffic flows, e.g., a domain may route flows with different source and/or destination domains differently according to the policies. Together, these global characteristics determine how inter-domain traffic is routed among the domains. For the gateways, we consider static gateways with multiple communication interfaces and persistent storage that allow them to receive, buffer, and forward messages between supported domains. Depending on the installed interfaces, a gateway can support all or some of the domains, where it is often the case that the more domains to support, the higher the cost. We further assume that gateways can also communicate with each other through separate links, such as satellite links or a backbone network; in particular, we assume the gateways serving the same neighboring domains are fully connected (as shown in Fig. 1 ) so that they can share forwarding messages.
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A. Our Approach & Contributions
We formulate the gateway deployment problem as a resource allocation problem, where the goal is to optimize the end-to-end performance of inter-domain communications, represented by utilities, under budget constraints. Different from infrastructure deployment in a single domain (e.g., [2] , [3] ), the utilities for potential gateway placements depend on the characteristics (e.g., the aforementioned five characteristics) of multiple constituent DTNs, which can vary drastically. In contrast to single-domain problems where the deployment solution can also alter other network characteristics (e.g., routing) to suit its need [3] , a solution for gateway deployment is often not allowed to change domain configurations but has to adjust itself to suit various types of domains. To maximize the applicability of our solution, we take a unified approach that jointly allocates gateway resources among neighboring domains while allowing models for specific types of DTNs to be plugged in. Our specific contributions are three-fold:
Unified gateway deployment framework (UGDF): We divide the problem into the subproblems of utility computation and gateway placement to decouple the performance prediction (i.e., utility computation) that is network-dependent from the optimization (i.e., gateway placement) that is independent of the networks. To handle domain heterogeneity, we decompose the global utility into local performance metrics in individual domains, which are then analyzed independently. We formulate the gateway placement problem as a generalized knapsack problem and develop two quadratic-complexity algorithms with guaranteed performance under certain uniformity conditions.
Utility computation in heterogeneous domains: To capture the impact of domain properties on the gateway deployment, we analyze two commonly-used utility metrics (delay and number of replicas per message) under the assumption of Poisson contacts. Based on their replication strategies, we divide DTN routing schemes into three general classes, namely forwarding, unlimited replication, and limited replication, and derive closed-form expressions of the above metrics for each class as functions of several key domain parameters including the contact rates and the number of nodes. Our results extend previous analysis to the context of multi-domain DTNs.
Performance evaluation: We test the proposed solutions on both synthetic mobility models and real DTN traces. While the actual contact traces are not exactly Poisson, our simulations show that our performance expressions correctly capture the trend of the actual performance, and the final deployment solutions are near-optimal. Specifically, trace-driven simulations for a bus-based DTN show that the calculated utilities are reasonably close to the actual values after a constant scaling (with a difference less than 10%), and the proposed solutions perform as well as the optimal solution from a brute-force search and up to 30% better than a random deployment.
B. Related Work
The problem of inter-domain communications in the context of mobile ad hoc networks (MANETs) starts to attract attention only recently. In the regime of dense networks, Lee et al. [4] have studied the problem of selecting mobile nodes as gateways to support inter-domain routing. Their solution is for maintaining inter-domain connectivity and is not applicable when such connectivity cannot be achieved.
To the best of our knowledge, there is no previous work on the optimal infrastructure deployment in multi-domain DTNs. In the single-domain context, the most relevant works are [2] , [3] . Banerjee et al. [2] studied enhancing DTN performance through various types of infrastructures including base stations, wireless meshes, and isolated relays. Their focus is on comparing different types of infrastructures rather than designing the deployment of a specific infrastructure. Zhao et al. [3] studied the placement of isolated relays called throwboxes in conjunction with routing design for performance optimization. Our problem differs from this work in that we need to handle multiple domains with heterogeneous properties, where the routing scheme of each domain is given and cannot be changed for inter-domain communications. Such heterogeneity imposes a challenge to our solution. An analogous problem in cellular networks is the deployment of cellular gateways to support communications across service vendors. The solution there, however, is reduced to finding a geographic coverage since only direct communications are allowed between users and gateways.
The rest of the paper is organized as follows. Section II reviews existing DTN routing schemes in preparation for later analysis. Section III presents a general framework for gateway deployment, followed by a detailed study of the utility computation element in Section IV. Section V evaluates the proposed solutions on synthetic data as well as traces, and Section VI concludes the paper.
II. TAXONOMY OF DTN ROUTING SCHEMES
Given the large number of DTN routing schemes stemming from diverse applications, we start by categorizing the existing schemes so as to extract the key parameters for later analysis.
We base our taxonomy on the previous work [5] , where routing schemes are categorized according to their resource assumption (unlimited or finite buffer/bandwidth) 2 and relay operation (replication or forwarding). We note that besides the above criteria, how many copies of a message can exist simultaneously in the domain is another key performance factor. Therefore, we further divide replication schemes into unlimited replication schemes (e.g., [5] , [6] ), which replicate messages as many times as possible within the resource constraints, and limited replication schemes (e.g., [7] and its variations [8] , [9] ), which explicitly control the total number of replicas to conserve resource. Table I gives a taxonomy of selected routing schemes; a more detailed description can be found in [10] . Limited replication [17] III. UNIFIED GATEWAY DEPLOYMENT FRAMEWORK
In this section, we introduce a framework to plan the deployment of gateways, called the Unified Gateway Deployment Framework (UGDF). The UGDF framework consists of two elements: (1) utility computation element and (2) gateway placement element, explained in detail below.
A. Utility Computation
The utility computation element aims at accurately predicting the performance of potential deployments with respect to application requirements. Specifically, we represent the overall inter-domain communication performance as a global utility U global which is a function of performance metrics, denoted by
where X i 's are the end-to-end performance metrics of interest. The specific utility functions will be application-dependent, but the involved metrics are generally in common, such as delay, delivery ratio, and number of replicas/transmissions per message. To handle heterogeneous domains, we further decompose these end-to-end metrics into single-domain metrics
where
denotes type-i metric for (intra-domain) communication at the jth domain-level hop, defined as the process of delivering a message from a node to the next-hop gateways or from gateways to nodes inside the next-hop domain, and f i an aggregation operator. For example, f i may be summation for additive metrics such as delivery delay and number of replicas/transmissions, multiplication for multiplicative metrics such as delivery ratio, or other operators such as maximization, minimization, etc. Note that (2) depends on the interdomain path; if there are multiple pairs of source/destination domains and/or multiple paths between each pair, we need to take the average metric, e.g., by computing a weighted sum of (2), weighted by the fraction of inter-domain traffic going through that path. After the decomposition, we can analyze the per-hop metrics x (j) i 's individually for each pair of neighboring domains. The core step of utility computation is to estimate these per-hop metrics as this is the step where various domain properties affect gateway deployments. We will analyze it in detail in Section IV.
Remarks: We note that the decomposition in (2) implicitly requires the propagations of a message in different domains to be independent and disjoint in time. While this may not hold in general, e.g., whether an upstream domain uses single-copy or multi-copy routing affects the number of gateways possessing the message and thus the propagation rate in the downstream domain, it is satisfied if gateways between neighboring domains can share messages with small delays (i.e., networked gateways). In practice, this can be enabled through satellite links or backbone connections between gateways.
B. Gateway Placement
This element selects locations to deploy gateways based on their deployment costs and the utilities given by the utility computation element. Let the set of feasible deployment locations be L = {l 1 , . . . , l L } and the deployment cost per location
, L). Since the performance metrics x (j)
i 's are functions of the gateway placement, we can rewrite the overall utility as a function of gateway locations L (L ⊆ L) as
Given a deployment budget C, the problem is an optimization over candidate sets of deployment to maximize the overall utility, i.e.,
Note that we use the joint utilityŨ (L ) instead of a sum of utilities for individual locationsŨ (l)'s because in general,
For example, two locations may be nearby and both have high contact rates with nodes, but it may not be worthwhile to deploy gateways at both of them because once one location has a gateway, the utility of the other will be lower. Because of such correlation, the above optimization is harder than the 0-1 Knapsack Problem (and thus NP-hard) since the latter is a special case of (4). Although there are several algorithms that can solve the Knapsack Problem efficiently [18] , they rely on the independence of utilities and thus are not applicable to (4) . Even for the simpler case of equal cost (when the Knapsack Problem becomes trivial), we still have to enumerate over the O(L g ) possible solutions (assume
, which is expensive for large L. To reduce the complexity, we investigate the following alternatives.
1) Greedy and backward greedy solutions: Given a set of instrumented locations (i.e., locations deployed with gateways) L , define the conditional utility of instrumenting another location l at cost c byŨ (l|L )
and the conditional efficiency byŨ (l|L )/c. The greedy solution tries to find a good set of locations by sequentially selecting locations with the maximum conditional efficiencies without altering the existing selection, which works as follows: 1) Initially, L ← {l (1) } such that
until the total cost reaches C. The greedy solution only has a complexity of O(gL). A nice property of the greedy solution is that the sets of gateway locations are always nested, as stated below.
Claim 3.1: The solutions L C 1 and L C 2 of the greedy solution under budgets
This property ensures that the computed deployment plan is extendable when new budget becomes available. In other words, if the deployment occurs sequentially over time, then the greedy solution gives an order of deployments that optimizes the current utility without backtracking previous deployments.
When it comes to extendable deployment strategies, the greedy solution is not the only method. In fact, one can argue that if more budget is expected later, we can try to optimize future utilities instead of the current one. The backward greedy solution is based on this idea. It starts with full deployment and gradually removes the locations with the least impact on utility until the budget is satisfied:
It has a complexity of O((L − g)L).
2) Performance guarantee: Although reducing the complexity to O(L 2 ), the greedy and the backward greedy solutions result in a loss of optimality as the optimal deployment solution may not be nested. Under certain conditions, however, their performance can be guaranteed as follows.
Proposition 3.2:
Under equal cost, if the conditional utility has bounded variation, i.e., ∃ ∈ (0, 1) such that for all l ∈ L and 
Proof: See [10] . The proposition says that if the performance benefit of deploying a gateway at a location does not depend too much on the locations of the other gateways, then the greedy solution will achieve a utility no smaller than 1 − fraction and the backward greedy solution will achieve a utility gap (to full deployment) at most 1/(1− ) times compared with the optimal solution. Similar conclusions can also be made under unequal costs; see [10] . Intuitively, the condition in the proposition can be induced by a minimum distance between candidate gateway locations, as it guarantees certain performance gain for each new deployment even when the other gateways are deployed nearby. Simple as they are, we will show that these algorithms can achieve near-optimal performance (see Section V).
IV. UTILITY COMPUTATION IN HETEROGENEOUS DOMAINS
In this section, we will investigate utility computation in more detail. Recalling that each domain may have different properties, we aim to capture their impact on the gateway placement solution by deriving analytical expressions for utility computation based on these properties, with the focus on the routing scheme and the position on the inter-domain path.
A. Modeling Contact Processes
For each domain-level hop under consideration, we model the contact processes as Poisson processes with mean intercontact times 1/λ n for each pair of nodes and 1/λ l for each node and the gateway 3 (λ n , λ l may vary at different hops). Although being a limiting assumption, Poisson contact processes have been widely used to analyze the performance of DTN routing schemes (e.g., [8] , [19] and followups), and such contact behaviors have also been reported in empirical studies of real DTN traces [20] . We will show later (see Section V) that this assumption indeed yields a relatively accurate utility approximation.
B. Utility Analysis
For concrete analysis, we focus on the metrics of delay and number of replicas, i.e., the utility function (1) is of the form
are the metrics at the jth (domain-level) hop. These per-hop metrics depend on gateway placement only through the node-gateway contact rate λ (j will be omitted for simplicity). Based on how routing schemes control message replication, we divide them into forwarding schemes (P1, P4 in Table I ), unlimited replication schemes (P2, P5), and limited replication schemes (P3, P6) to analyze separately. Throughout this section, we assume there are N nodes and one (aggregated) gateway in the domain under consideration. As in previous studies (e.g., [2] ), we assume unlimited contact volume and buffer size to focus on the impact of replication strategies (see Section V-A1 for an evaluation of the influence of this assumption).
1) Source-Gateway Hop, Forwarding Schemes:
Forwarding routing schemes only keep a single copy of the message in the network, i.e., the average number of replicas per message is E[R F ] = 1. The delivery rate of the message is determined by the delivery rate of the node carrying that copy at each time instant. Under the homogeneous contact assumption, the delivery rate is fixed at λ l , and thus the average delay is
2) Source-Gateway Hop, Unlimited Replication Schemes: Define the domain-wide replication rate at time t as λ R (t) and the domain-wide delivery rate as λ D (t). These rates evolve over time as follows. Let T j denote the time of the jth contact between any node carrying the message and a new node; define T 0 Δ = 0, and T N Δ = ∞. Upon T j−1 (1 ≤ j ≤ N ), there are j nodes with the message and N − j nodes without the message. The delay until the next replication (i.e., T j − T j−1 ) is the minimum of the node-node contacts for all the j(N − j) node pairs, which forms an exponential random variable with rate parameter j(N − j)λ n . Meanwhile, the message will be delivered if any of the j nodes meets the gateway, the delay of which is again exponentially distributed with rate jλ l . Therefore, we have that for t ∈ [T j−1 , T j ), λ R (t) = j(N − j)λ n , and λ D (t) = jλ l .
We now use these rates to characterize performance. Let random variable D UR denote the delivery delay under unlimited replication and R UR the number of replicas (including the source copy) generated until delivery, assuming all replicas are purged afterwards. We can decompose the expectation of D UR and R UR into:
Observing that
) is exponentially distributed with the corresponding delivery rate (j + 1)λ l , we have the following results. Lemma 4.1:
Moreover,
where (x) + Δ = max(x, 0), and upper bounded by
Proof: See [10] . Substituting these results into (8, 9) gives E[R UR ] and a pair of upper and lower bounds on E[D UR ]. In the case when λ l and λ n are comparable and N is large, we have the following closed-form approximations (see [10] for details):
These approximations are consistent with previous results in [19] for homogeneous networks (up to a constant-factor difference for delay). A byproduct of the above analysis is a scaling law that says as the node density increases (i.e., N → ∞), the number of replicas for unlimited replication increases at Θ(N ) and the delay decreases at 4 Θ(log N/N ).
3) Source-Gateway Hop, Limited Replication Schemes:
The analysis under limited replication schemes is similar to that under unlimited replication, except that the scheme will impose a maximum number of replications r ≥ 0. Under this constraint, the replication rate λ R (t) and the delivery rate λ D (t) will evolve the same as before, but they will be fixed after T r . We assume centralized spray in analysis; distributed spray schemes tend to have longer delays and fewer replicas, but the differences are small as observed in Section V-A1.
Following similar arguments as before (see [10] ), the average delay E[D LR ] and the average number of replicas E[R LR ] can be approximated by:
for comparable λ l and λ n and any 0 < r < N − 1. The result improves and generalizes the closed-form bound on delay in [21] , which is only for homogeneous networks and loose for large 5 r. Note that (15) may not be monotonically decreasing in r, and monotonicity constraint can be imposed to produce a better approximation.
4) Analysis of the Other Hops:
We now briefly present the results for the other domain-level hops. Assume that the gateways purge a message upon the first delivery.
For an intermediate domain, the ingress hop has an average delay of 1/(Nλ l ) and does not generate additional message replicas (we only count replicas at nodes). Then the receiving node will act as a new source, and its performance in delivering the message to the downstream gateways can be analyzed as in Section IV-B1 to IV-B3.
For the destination domain, the analysis for the ingress hop is the same as before, but that for the final delivery is slightly different. With probability 1/N , the node receiving the message from gateways is the destination itself. Otherwise, the same analysis as before applies, with N replaced by N −1 and λ l by λ n . We summarize the results below. For forwarding schemes,
For unlimited replication,
5 [21] also gives a tighter approximation for a specific routing scheme (Binary Spray and Wait) but not in closed form.
For limited replication (0 < r < N − 2),
Note that these results do not depend on λ l since the last hop is entirely inside the destination domain and thus independent of gateway placement.
C. Comparison with Previous Analytical Studies
The original analysis of DTN routing schemes is only for homogeneous MANETs (e.g., see [8] , [19] ). Recent work [2] , [22] extends the analysis to hybrid networks with infrastructure nodes, but their results are not directly applicable to our problem as they consider a single domain where an endto-end path may not involve an infrastructure node. To our knowledge, this is the first performance analysis for multidomain DTNs.
Technically, all existing work uses Markovian models (e.g., [19] , [22] ) or its variations (e.g., Ordinary Differential Equations (ODEs) [2] , [23] ). While ODEs generally give more succinct mathematical representations, they sacrifice certain accuracy by taking fluid approximations. In this paper, we follow the exact Markovian approach as in [19] , but only focus on the evolution of delivery rate and discard the other details to simplify the derivation. Moreover, we focus on closed-form solutions for easy computation and insights. Although derived for the asymptotic case, our results have been verified to have reasonable accuracy even for small numbers of nodes and gateways (see Section V-A1).
V. PERFORMANCE EVALUATION
We now evaluate the performance of the proposed deployment strategies through simulations 6 . Consider the utility function U global = −E[D] which corresponds to minimizing the endto-end delay (see [10] for parallel results for
For routing schemes, we simulate direct delivery, forwarding, limited replication, and unlimited replication.
A. Evaluation on Synthetic Data 1) Evaluation of Utility Computation:
We first simulate one-(domain-level)-hop communications to evaluate the accuracy of the analytical results in Section IV-B. New messages arrive according to a Poisson process of rate λ and are uniformly distributed among the nodes. For each routing scheme, we simulate two versions: a constrained version where we impose a buffer size B, a contact volume of one message per contact, and a Time-To-Live (TTL) constraint, and an unconstrained version where these constraints are removed; see [10] for a detailed specification.
In Fig. 2 , we plot the average delays 7 for direct delivery ("DD"), forwarding ("For"), and unlimited replication ("UR") schemes as functions of the node-gateway contact rate λ l and compare them with the analytical results in Section IV-B1 and IV-B2 (unconstrained direct delivery and forwarding schemes have the same delay as the analytical result in Section IV-B1 and are thus omitted). The unconstrained schemes achieve smaller delays than their constrained counterparts by eliminating queueing delays. Moreover, our analytical results closely approximate the actual delays at relatively high contact rates. For limited replication 8 ("LR"), the performance depends on the parameter r, and thus we plot the average delay as a function of r in Fig. 3 . As r increases, the scheme becomes more aggressive, and the delay decreases sharply at first but levels off after a few replications, indicating a saturation phenomenon. Again, our analytical approximation in (15) follows the actual value closely.
2) Evaluation of Gateway Placement: Next, we test the overall inter-domain communication performance under the proposed deployment strategies. We implement 6 deployment strategies, which are the combinations of 2 utility computation methods (simulations and analytical calculation based on estimated parameters) and 3 optimization algorithms (bruteforce search, greedy, backward greedy). For comparison, we also simulate a bottom-line strategy that randomly selects deployment locations and an oracle deployment strategy that uses the same data for training and testing (in contrast, all the other strategies use one data set for computing utilities and placement solutions, and an independent data set for testing performance; see [10] ). To simulate heterogeneous mobility for different domains, we use a localized random walk mobility model [24] , where each domain is represented 7 The unit of delay should match the unit of arrival rate λ, e.g., if λ is in "messages/second", then delay will be measured by seconds. 8 We have simulated binary spray for the constrained version of limited replication and centralized spray for the unconstrained version. Binary spray without resource constraints yields performance between the two (not shown).
by a G × G grid with a "home cell" that attracts nodes according to a tightness parameter 9 τ . Assume contacts only occur within the same cell. We generate new messages with probability λ (0 < λ ≤ 1) per slot with random sources and destinations.
We simulate two scenarios: (i) fixed domains and increasing number of gateways, and (ii) fixed gateways and increasing number of domains. In scenario (i), there are two domains occupying the same area, but with different number of nodes (N i for domain i), home cells, and routing schemes (unlimited replication in domain 1 and direct delivery in domain 2), as illustrated in Fig. 4 (a) . We randomly choose L cells as candidate gateway locations. Fig. 5 compares the calculated end-to-end delays with the actual simulated delays. We see that although the contact processes in this case are not Poisson, the calculated delays still approximate the trend of the actual delays well (up to a constant scaling, e.g., the calculated delay under direct delivery has been multiplied by 1.3818). Fig. 6 compares the performance under different strategies as more gateways are deployed. From the results, we see that the proposed strategies (greedy/backward greedy algorithm based on calculated delay) perform almost as well (with less than 5% difference) as the optimal strategy (brute-force search based on simulated delay). Moreover, the proposed strategies significantly outperform random placement (reducing delays by up to 50%) and follow the trend set by the oracle strategy (with a gap up to 20%). Similar observations have been made under other routing schemes (see [10] ).
In scenario (ii), we extend the simulation to multiple (domain-level) hops by separating the source and the destination domains with pairwise partially overlapped intermediate domains, as illustrated in Fig. 4 (b) . Each domain has a number of nodes randomly selected from [N min , N max ] following a localized random walk with a randomly selected home cell and a tightness parameter uniformly distributed in [τ min , τ max ]. Each pair of neighboring domains has L candidate gateway locations randomly selected from cells in the overlapped area. Given a total of g gateways, we need to place at least one gateway per neighbor pair. Fig. 7 shows the results under different strategies as functions of the number of domains. Similar to scenario (i), our strategies yield similar performance (within 6%) to the brute-force strategy at a much lower complexity. Compared with random placement, our solution still shows clear improvement (up to 25%), and the gap grows with the number of hops as the freedom of placement increases. We observe a similar gap (≈ 15%) to the oracle strategy as in scenario (i), caused by randomness in the contact traces.
B. Evaluation on Traces
We have also conducted a set of trace-driven simulations to test the robustness of our solutions. We use the contact traces from DieselNet as in 10 [2], which is a bus-based mobile network in an area with scattered access points (APs). To construct an inter-domain scenario, we use the contact traces in one day to represent the contacts within one domain and the APs to represent the candidate gateway locations (assume different domains to have the same coverage area). We preprocess the original traces by filtering out low-activity periods as well as inactive nodes and APs. The result is a subset of the traces during 7 am-7 pm of 8 days between 3 active nodes per day and 10 APs with sufficient contacts in all the selected days.
1) Contact Distribution: First, we examine the contact properties of the traces. Fig. 8 shows the empirical Complimentary Cumulative Distribution Functions (CCDFs) for the inter-contact times between pairs of mobile nodes as well as between each mobile node and the set of APs. We then compare the empirical CCDFs with the CCDFs of the exponential distributions with parameters estimated from the traces. We see that the mobile-mobile contacts approximate the exponential distribution closely, whereas the mobile-AP contacts have a slightly heavier tail. The latter is due to the spatial adjacency of some of the APs, which causes their contacts to appear in bursts.
2) Accuracy of Utility Calculation: Next, we consider the traces from the same day as one domain and group the 8 days into 4 domain pairs. Aiming to evaluate the accuracy of the utility calculation in Section IV-B, we simulate direct delivery and unlimited replication under uniformly distributed traffic at 5 packets per hour per source node (with random destinations). We plot the simulated and the calculated delays in 11 Fig. 9 , from which we see that although the absolute values of the calculated and the simulated delays are different, our calculation closely approximates the actual delay after scaling (i.e., multiplication by a constant), with an error within 10% for direct delivery and 5% for unlimited replication. Such 10 The traces, labeled "DieselNet Fall 2007", can be downloaded from http://traces.cs.umass.edu/index.php/Network/Network. All contacts between the same nodes that are within 60 seconds of each other are merged as in [20] . 11 The values are averaged over 10 traffic realizations per trace pair, 4 pairs of traces, and all possible gateway deployments (i.e., for 2 gateways, there are 10 × 4 × 10 2 Monte Carlo runs). approximation is sufficient for our purpose because constant scaling does not affect the optimization result of (4). Similar observation has been made for the number of replicas [10] .
3) Performance of Gateway Placement Strategies: Finally, we conduct end-to-end simulations similar to those in scenario (i) of Section V-A2 to compare different deployment strategies. Except for the oracle strategy, we solve for deployments on a pair of days and test its performance on the other days 12 . As shown in Fig. 10 , the overall comparison is similar to that in Fig. 6 . In particular, for 70% of the time, the proposed algorithms based on calculated utilities even slightly outperform the brute-force search based on simulated utilities. This is because the strategies based on simulated utilities may overfit the training data from one pair of days and thus not work so well on testing data from different days. This result together with the accuracy result in Section V-B2 justifies the robustness of our utility calculation. As in Fig. 6 , the proposed strategies again significantly outperform the random deployment, cutting down the delay by up to 30% (at 2 gateways), which confirms the benefit of strategically placing gateways, especially with very limited resources. Compared with the oracle strategy, the delays under the proposed strategies are within 10%. Similar results have been obtained under other routing schemes and for the utility measure of the number of replicas (see [10] ).
VI. CONCLUSION
We have developed a rigorous solution for placing gateways in heterogeneous, multi-domain DTNs via utility optimization. The proposed solution balances performance and complexity by employing utility decomposition and closed-form calculation at local domains together with efficient optimization algorithms network-wide. The success of our solution depends on two conditions: node contacts are nearly Poisson and the utilities of different gateways are nearly uncorrelated. Although either condition may be violated, our simulations show that our results are robust to small violations, and our solution is near-optimal in a real DTN scenario. 
