Abstract. In this article, we study a free boundary isometric embedding problem for abstract Riemannian two-manifolds with the topology of the disc. Under the assumption of positive Gauss curvature and geodesic curvature of the boundary being equal to one, we show that any such disc may be isometrically embedded into the Euclidean three space R 3 such that the image of the boundary meets the unit sphere S 2 orthogonally. Moreover, we also show that the embedding is unique up to rotations and reflections through planes containing the origin. Finally, we define a new Brown-York type quasi-local mass for certain free boundary surfaces and discuss its positivity.
Introduction
It is a fundamental problem in differential geometry to understand which abstract Riemannian manifolds can be realised as embedded submanifolds of a Euclidean space. In a seminal work, Nash showed that every sufficiently smooth Riemannian manifold can be isometrically embedded in some higher dimensional Euclidean space, see [Nas56] . A similar result was later on obtained by Günther, see [Gün91] . While these results are of broad generality, they give little information about the dimension of the ambient Euclidean space and the extrinsic geometry of the embedded manifold. On the other hand, stronger results can be obtained in more restrictive settings: In 1916, Weyl conjectured that any sufficiently smooth Riemannian metric h on the unit sphere S 2 with positive Gauss curvature K h may be realised as a convex surface in R 3 . This problem, which is now known as the Weyl problem, was solved by Lewy in 1938 if h is analytic, see [Lew38] , and in a landmark paper by Nirenberg assuming merely that h is of class C 4 , see [Nir53] . As had been proposed by Weyl, Nirenberg used the continuity method in his proof. It is easy to see that there exists a smooth family of positive curvature metrics h t , t ∈ [0, 1], such that h 1 = h and h 0 is the round metric. Evidently, the round metric is realised by the round sphere S 2 ⊂ R 3 and it thus suffices to show that the set of points t for which the Weyl problem can be solved is open and closed in [0, 1] . In order to show that this set is open, Nirenberg used a fix point argument which is based on proving existence and estimates for a linearised equation. To show that the set is closed, he established a global C 2 −estimate for solutions of fully non-linear equations of Monge-Ampere type which provided a global curvature bound. Here, the positivity of the Gauss curvature translates into ellipticity of the equation. We remark that a similar result was independently obtained by Pogorelov using different techniques which had been devised by Alexandrov. He also studied the isometric embedding problem in the hyperbolic space, see [Pog73] . Nirenberg's result has been generalized subsequently in various ways: In the degenerate case K g ≥ 0, Guan and Li, see [GL94] , as well as Hong and Zuily [HZ95] , showed that there exists a C 1,1 −embedding into the Euclidean space. On the other hand, Heinz established an interor C 2 −estimate which allowed him to relax the regularity assumption in [Nir53] to g ∈ C 3 (S 2 ), see [Hei59, Hei62] . Using similar techniques, Schulz further weakened the assumption to g ∈ C 2,α (S 2 ), see [Sch06] . An excellent survey of the isometric embedding problem in the Euclidean space is also given in [HZ95] . Finally, we note that the isometric embedding problem for more general target manifolds, particularly with warped product metrics, has been studied. We refer to the works of Guan and Lu, see [GL17] , Lu, see ([Lu16] ), as well as Li and Wang, see [LW16] .
It is a natural extension of the Weyl problem to consider isometric embedding problems for surfaces with boundary. In [Hon99] , Hong considered Riemannian metrics on the disc (D, h) with both positive Gauss curvature K h and positive geodesic curvature of the boundary k h and showed that (D, h) may be isometrically embedded into R 3 such that the image of the boundary is contained in the half space {x ∈ R 3 |x 3 = 0}. In [Gua07] , Guan studied a similar embedding problem into the Minkowski space. These boundary value problems are reminiscent of the classical free boundary problem for minimal surfaces, see for instance [Nit85] . However, in the case of minimal surfaces, the variational principle forces the contact angle to be π/2 while there is no additional information in [Hon99] about the contact angle between the embedding of ∂D and the supporting half-space. In order to make this distinction precise, we call surfaces that meet a supporting surface at a contact angle of π/2 free boundary surfaces (with respect to the supporting surface) and define free boundary problems to be geometric boundary problems which require the solution to be a free boundary surface. If the supporting surface is a half-space, then free boundary problems can often be solved using a reflection argument. Consequently, it is more interesting to consider free boundary problems for more general support surfaces, the simplest less trivial one being the unit sphere. In recent years, there has been considerable activity in the study of free boundary problems with respect to the unit sphere. For example, Fraser and Schoen studied free boundary minimal surfaces in the unit ball, see [FS11, FS12, FS16] , Lambert and Scheuer studied the free boundary inverse mean curvature flow and proved a geometric inequality for convex free boundary surfaces, see [LS16, LS17] and also [Vol14] , Wang and Xia proved the uniqueness of stable capillary surfaces in the unit ball, see [WX19] , while Scheuer, Wang and Xia proved certain Alexandrov-Fenchel type inequalities, see [SWX18] . In this paper, we study a free boundary isometric embedding problem with respect to the unit sphere. More precisely, we show the following theorem. It is easy to check that the condition k h = 1 is necessary. However, we expect that the regularity assumption and the condition K h > 0 may be weakened in a similar way as for the classical Weyl problem. Before we give an overview of the proof, we provide some motivation to study this problem besides its intrinsic geometric interest. In general relativity, the resolution of the classical Weyl problem is used to define the so-called Brown-York mass. To be more precise, let (M, g) be a compact Riemannian three-manifold with boundary ∂M and assume that ∂M is a convex sphere. Nirenberg's theorem then implies that ∂M may be isometrically embedded in R 3 and we denote the mean curvature of ∂M as a subset of R 3 by H e and the mean curvature of ∂M as a subset of M by H. The Brown York mass is then defined to be
where h is the metric of ∂M . It had already been proven by Cohn-Vossen in 1927 that an isometric embedding of a convex surface is unique up to rigid motions provided it exists, see [CV27] , and it follows that the Brown-York mass is well-defined. Under the assumption that ∂M is strictly mean convex and that (M, g) satisfies the dominant energy condition Sc ≥ 0, where Sc denotes the scalar curvature of (M, g), Shi and Tam proved in [ST02] that the Brown-York mass is non-negative using the positive mass theorem for asymptotically flat three-manifolds. Moreover, they showed that equality holds precisely if (M, g) is isometric to a smooth domain in R 3 . In fact, they proved that the positive mass theorem is equivalent to the positivity of the Brown-York mass. A weaker inequality, which still implies the positive mass theorem, was proven by Hijazi and Montiel using spinorial methods, see [HM14] . They showed that
We would also like to mention that Liu and Yau introduced a quasi-local mass in the space-time case and proved positivity thereof, see [LY03, LY06] . Their mass was later on generalized and further studied by Wang and Yau, see [WY07, WY09] . On the other hand, Lu and Miao derived a quasi-local mass type inequality in the Schwarzschild space, see [LM17] . In order to give an application of Theorem 1.1, we instead consider a compact three manifold (M, g) with a non-smooth boundary ∂M = S ∪ Σ. Here, S and Σ are compact smooth surfaces meeting orthogonally along their common boundary ∂Σ = ∂S. We assume that ∂Σ is strictly mean convex, has positive Gauss curvature and geodesic curvature along the boundary equal to 1 (this is for instance satisfied if S is a totally umbilical constant mean curvature surface). We may then isometrically embed Σ into R 3 with free boundary in the unit sphere and we again denote the mean curvature and second fundamental form of Σ with respect to R 3 and M by H e , A e and H, A, respectively. Moreover, K S , H S denote the Gauss and mean curvature of S with its induced metric. Using a similar argument as in [HM14] we can prove the following. 
The dominant energy condition H S ≥ 2 seems natural in the context of positive mass type theorems for manifolds with boundary, see for instance [ABLdL16] . However, we expect that the condition K S ≤ 1 is redundant and that the right hand side of (1) can be estimated from below by 0. More generally, we are lead to expect the following conjecture. Conjecture 1.3. Let (M, g) be a manifold with boundary ∂M = S ∪ Σ where S, Σ are smooth discs that meet orthogonally along ∂Σ = ∂S. Assume that Σ is strictly mean convex, has positive Gauss curvature as well as geodesic curvature along ∂Σ equal to 1 and that the dominant energy condition Sc ≥ 0 on M and H S ≥ 2 on S holds. Then the following inequality holds
Equality holds if and only if (M, g
) is isometric to a domain in R 3 and if the isometry maps S to a subset of S 2 .
A positive answer to this conjecture would mean that in certain cases, mass can be detected without having to consider the complete boundary of an enclosed volume. This leads us to define a new free boundary Brown-York type quasi-local mass in section 6. Moreover, by arguing as in [ST02] , it seems that the conjecture is equivalent to a positive mass type theorem for asymptotically flat manifolds which are modelled on a solid cone. We now describe the proof of Theorem 1.1. As in [Nir53] , we use the continuity method and smoothly connect the metric h to the metric h 0 of the spherical cap whose boundary has azimuthal angle π/4. In particular, the free boundary isometric embedding problem can be solved for h 0 . We then need to show that the solution space is open and closed. Contrary to the argument by Nirenberg, the non-linearity of the boundary condition does not allow us to use a fixed point argument. We instead use a power series of maps, as Weyl had initially proposed, where the maps are obtained as solutions of a linearised first order problem which has been studied by Li and Wang in [LW16] . Another difficulty arises from the fact that the prescribed contact angle makes the problem seemingly overdetermined. We thus solve the linearised problem without prescribing the contact angle and recover the additional boundary condition from the constancy of the geodesic curvature and a lengthy algebraic computation. Regarding the convergence of the power series, we prove a-priori estimates using the Nirenberg trick. Here, it turns out that a recurrence relation for the Catalan numbers plays an important part, too. In order to show that the solution space is closed, we observe that the Codazzi equations imply a certain bound for the normal derivative of the mean curvature at the boundary which allows us to employ the maximum principle argument to prove a global C 2 −estimate for any isometric embedding. The rest of this paper is organized as follows. In Section 2, we introduce the setting and provide some preliminaries. We also show that the space of metrics on D with positive Gauss curvature and geodesic curvature along ∂D being equal to 1 is path connected. In Section 3, we study the linearised problem and show that the solution space is open. In Section 4, we prove a global curvature estimate and show that the solution space is closed. In Section 5, we combine the results from Section 3 and 4 and solve the isometric embedding problem. We also prove that the embedding is unique up to rigid motions. Finally, in Section 6, we give a proof of Proposition 1.2 and discuss an explicit example. We then define a new quasi-local mass and give some evidence for its non-negativity. Acknowledgements. The author would like to thank his PhD supervisor Guofang Wang for suggesting the problem and for many helpful conversations.
Setting and Preliminaries
Let α ∈ (0, 1) and fix an integer k ≥ 2. Let D be the unit 2-disc and consider a Riemannian metric h defined on D of class C k,α (D) such that the Gauss curvature K h is positive and the geodesic curvature of ∂D satisfies k h = 1. We would like to find a map F ∈ C k+1,α (D, R 3 ) which isometrically embeds the Riemannian manifold (D, g) in R 3 such that the boundary F (∂D) meets the unit sphere S 2 orthogonally. More generally, let G k,α be the space of all Riemannian metrics h ∈ (C k,α (D, Sym(R 2 )) enjoying the same curvature properties as h. Up to a diffeomorphism of D, we may write the metric h in isothermal coordinates, see [DK81] . This means that there exists a non-vanishing, functionẼ
Here, (x, y) denote Euclidean coordinates on D whereas (ϕ, r) denote polar coordinates centred at the origin. It is easy to see that a mapF isometrically embeds (D,h) into R 3 with free boundary in the unit sphere if and only if it solves the following boundary value problem
We will prove the existence of such a map F corresponding to the metric h using the continuity method. More precisely, we define the solution space G k,α * ⊂ G k,α to be the space which contains all metricsh ∈ G k,α for which there exists a mapF ∈ C k+1,α (D, , R 3 ) solving the problem (2). We will easily see later on that the space G k,α * is non-empty but we would of course like to show that G k,α * = G k,α . In order to do so, we equip G k,α with the C k,α (D, Sym(R 2 ))−topology and show that G k,α is path-connected, open and closed. It actually turns out that G k,α is not only path-connected but that the paths can be chosen to be analytic maps from the unit interval to G k,α . Proof. Let h 0 , h 1 ∈ G k,α and choose isothermal coordinates with conformal factors E 0 , E 1 , respectively. For t ∈ [0, 1], we define a family of Riemannian metrics h t connecting h 0 and h 1 to be
where
denotes the conformal factor of the metric h t . As E 0 , E 1 are positive, E t is well-defined. A straightforward computation reveals that given a metric h, the Gauss curvature and the geodesic curvature of ∂D satisfy the formulae
see [HH06] . Here, ∇ e , ∆ e denote the gradient and Laplacian with respect to the Euclidean metric. This implies
To see that the Gauss curvature is positive, we let K 0 := K h0 and K 1 := K h1 and compute
In the last inequality, we used Young's inequality and the strict positivity of K 0 , K 1 , E 0 , E 1 . In particular, K ht is positive for every t ∈ [0, 1]. As the path h t is clearly analytic in t, the claim follows.
Openness of the Solution Space
In this section, we show that the solution space G k,α * is open. Let h ∈ G k,α and assume that there is a map F ∈ C k+1,α (D, R 3 ) satisfying (2) with respect to the metric h. Since the Gaussian curvature K = K h is strictly positive, it follows that F (D) is strictly convex. We will now show that for anyh ∈ G k,α , which is sufficiently close to h in the C 2,α (D, Sym(R 2 ))−topology for some α ∈ (0, 1), there exists a solutionF ∈ C 3,α (D, R 3 ) of (2). In order to do so, we use Lemma 2.1 to find a path h t , connecting h andh in G k,α and observe that h t and all of its spacial derivatives are analytic in t.
3.1. The linearised problem. We define a family of
which satisfies F 0 = F and is analytic in t, that is,
where Ψ l ∈ C 3,α (D, R 3 ) are solutions to certain linearised equations. Clearly, if (2) is solvable up to infinite order at t = 0 and if F t and all its time derivatives converge in C 2,α (D, R 3 ) for every t ∈ [0, 1], then it follows thatF := F 1 is a solution of (2) with respect toh. More precisely, we have the following lemma.
on ∂D.
The first equation is understood in the sense of symmetric two-tensors, which means that we use the convention 
for any t ∈ [0, 1]. Here, E t is the conformal factor of the metric h t .
Proof. This follows from the previous lemma and well-known facts about analytic functions.
We now modify the approach of [LW16] to find solutions of (8). For ease of notation, we fix an integer k ∈ N and define Ψ := Ψ k . For a given coordinate frame (∂ 1 , ∂ 2 ) with dual one-forms
where ν is the unit normal of the surface F (D) pointing inside the larger component of B 1 (0) − F (D).
1 We then consider the one-form
We denote the second fundamental form of the surface F with respect to our choice of unit normal ν by A = (A ij ) ij and compute
where ∇ h denotes the Levi-Civita connection of h and Γ l i,j denote the Christoffel-Symbols of h in the chosen coordinate chart. In the second equation, we used the fact
This system is evidently over-determined. However, it turns out that it suffices to solve the first four lines, as in the special situation of (7), the last equation will be automatically implied by the constancy of the geodesic curvature along ∂D. Another way of writing the first three lines of (8) is Sym(∇ h w) =q − vA. Since F (D) is strictly convex, the second fundamental form A defines a Riemannian metric on D. We can thus take the trace with respect to A to find
to be the sections of the bundle of trace-free (with respect to A) symmetric (0,2)-tensors of class C b,β and define
for ω ∈ B and we are left to find a solution w for the equation L(w) =q − 
Here, x 1 , x 2 are the standard Euclidean coordinates. At this point, we emphasize that (A ij ) ij denotes the inverse of the second fundamental form A in the sense of a Riemannian metric on D and not the quantity h il h jm A lm . We also define inner products on A b,β A and B b,β A , respectively, namely,
A . The particular choice of the inner product does not really matter as the strict convexity implies that these inner products are equivalent to the standard L 2 −product with respect to the metric h. However, it will turn out that our choice implies a convenient form for the adjoint operator of L. As was observed by Li and Wang in [LW16] , the operator L is elliptic. For the convenience of the reader, we provide a brief proof. Proof. We regard L as an operator from C 1,β to C 0,β . The leading orger part of the operator which we denote byL is then given bỹ
In order to compute the principal symbol at a point p ∈ D, we may rotate the coordinate system such that A is diagonal. It then follows that
Given ξ ∈ S 1 , the principal symbol is thus given by
We now proceed to calculate the adjoint of L denoted by L * . Let ω ∈ B
1,β
A and q ∈ A 1,β A . We denote the outward co-normal of ∂D by µ = µ i ∂ i and the formal adjoint of ∇ h , regarded as an operator mapping (0, 1)− to (0, 2)−tensors by − div h , regarded as an operator mapping (0, 2)−tensors to (0, 1)−tensors. Moreover, we denote the musical isomorphisms of h and A by ♯ A , ♯ h , ♭ A , ♭ h . Using integration by parts and the fact that a is trace free with respect to A, i.e.
Consequently, the adjoint operator
A is given by
As L * is the adjoint of an elliptic operator, it is elliptic itself. We now take a closer look at the boundary term. We consider isothermal polar coordinates (ϕ, r) centred at the origin with conformal factor E and compute at ∂D using the free boundary condition
since F, ∂ ϕ F are both tangential at ∂D. This evidently implies that A rϕ ≡ 0 on ∂D. Combining this with tr A (q) = 0 and denoting ω = ω i d
i we obtain
We thus define the boundary operators
Here, e : ∂D → D denotes the inclusion map and the spaces C 1,β (∂D) and C 1,β (∂D, T * ∂D) are evidently isomorphic. Next, we define the operators L :
we define the inner products
and note that by (11) and (14) there holds
for any choices ω ∈ B
A and q ∈ A 1,β A . 3.2. Existence of solutions to the linearised problem. First order elliptic boundary problems satisfy a version of the Fredholm alternative, see [Wen79] . However, the boundary operator needs to satisfy a certain compatibility condition, the so-called Lopatinski-Shapiro condition, which is for instance defined in Chapter 4 of [Wen79] . It is not hard to prove that both L and L * satisfy this condition. However, in order not to interrupt the flow of the argument, we postpone the proof to the appendix. We are now in the position to prove the following solvability criterion. From now on, all norms are computed with respect to the isothermal Euclidean coordinates on D. 
for anyq ∈ ker(L * ). Moreover, w satisfies the estimate
where c depends on β,
Proof. We can regard the operators L and L * as mappings from In order to complete the proof of the existence of solutions to the first four lines of the linearised equation (8), we need to show that the kernel of L * is empty. Letq ∈ A
A such that L * (q) = 0. We first transform (12) into a more useful form.
Lemma 3.5. The (0, 3) tensor ∇ hq is symmetric. In particular, in any normal coordinate frame there holds
as well as
Proof. See page 10 in [LW16] .
Let × be the Euclidean cross product. Naturally, taking the cross product with the normal ν defines a linear map on the tangent bundle of F (D). We define the (1, 1)-tensor Q via
Using the properties of the cross product, we find in any coordinate system
The next lemma is a variation of Lemma 7 in [LW16] .
in the sense of symmetric (0, 2)-tensors, then ω ≡ 0. Here, ∇ denotes the connection of the flat space R 3 .
Proof. We compute
We fix a point p ∈ D and choose normal coordinates centred at p. Equation (22) reads
Together with (20) and (21) it follows that
where we also used thatq is symmetric. Moreover, we may also choose the direction of the normal coordinates to be principal directions, that is, A 12 =0. Using (20) and (21) we thus find
where we have used (18) and (19) and tr A (q) = 0. Hence dω(p) = 0 and since p was arbitrary we conclude that ω is closed. Since the disc is contractible, ω is also exact and consequently there exists ζ ∈ C 2,β (D) satisfying
This implies that ∂ l ζ = X l · Y . As R * 2 (q) = 0, we haveq rϕ = 0 on ∂D where ϕ, r denote isothermal polar coordinates. It follows that ∂ ϕ ζ = X ϕ · Y =q rr ∂ r F · Y = 0 on ∂D. In particular, ζ is constant on ∂D. We can now argue as in the proof of Lemma 7 in [LW16] to show that ζ satisfies a strongly elliptic equation with bounded coefficients. The strong maximum principle implies that ζ attains its maximum and minimum on the boundary. Since ζ is constant on ∂D, ζ is constant on all of D and consequently ω = dζ = 0.
We are now in the position to prove the first existence result:
Moreover, the one-form w :
where c depends on
Proof. We have seen that it is sufficient to prove the existence of a smooth one-form w solving L(w) = (q, ψ), where q =q − . Hence, according to Lemma (3.4) it suffices to show that ker (L * ) is empty. Letq ∈ ker(L * ) and Q be defined as above. Denote the standard basis of R 3 by e i and define the vector fields Y i := e i × F . Since ∂ r F = EF on ∂D there holds B i · ∂ r F = 0 on ∂D. We denote the group of orthogonal matrices by O(3). It is wellknown that T Id (O(3)) = Skew(3) which is the space of skew-symmetric matrices. The operator Y → e i × Y is skew-symmetric as one easily verifies and it follows that there exists a C 1 −family of orthogonal matrices I(t) such that I(0) = Id and I ′ (0)(F ) = Y i . But then every I(t)(F ) is a solution to the free boundary value problem (2) for the metric h and we deduce that is, Length(∂D) < 2π. According to the Crofton-formula there also holds
One easily verifies that the set of great circles which intersect F (∂D) exactly once is of measure zero. It follows that F has to avoid a great circle and after a rotation we can assume that F (∂D)
is contained in the upper hemisphere. Now the convexity of F implies that F lies above the cone C := {tF (p)|t ∈ [0, 1], p ∈ ∂D} and only touches it on the boundary, see [LS16] . On ∂D, there holds ν · F = 0. If this were to happen at an interior point p, then the tangent plane
would meet a part of S 2 above the cone C, and strict convexity then implies that F has to lie on one side of the tangent plane. This is, however, a contradiction as F (∂D) = ∂C. The proof is complete.
By induction, we are now able to find C 2 −solutions Ψ k to the first four lines of (8) which however do not yet satisfy the condition
We now show that this additional boundary condition is implied by the constancy of the geodesic curvature in the t−direction.
Then there also holds
Proof. We choose isothermal polar coordinates (ϕ, r) centred at the origin and define ∂ 1 := ∂ ϕ as well as ∂ 2 := ∂ r . Differentiating the boundary condition in (24) we find
We need to show the following three equations:
where we have used that |F | 2 = 1, F · Ψ 1 = 0 and F · ∂ 1 F = F · ν = 0 on ∂D. We prove the statement by induction and start with l = 1. Since ∂ 2 F = EF we find
by the differential equation (24). This proves (26). Next, we have
where we have used the equation (24), the free boundary condition of F and (25). This proves (27). Now let ζ := rE t . Since k g ≡ 1 for all t ∈ [0, 1] there holds 1 = −∂ 2 (ζ −1 ). Differentiating in time we obtain
Since ∂ 2 ζ = ζ 2 , there holds ζ∂ t ∂ 2 ζ = 2ζ 2 ∂ t ζ. According to (24), we have
Using that ζ = E t on ∂D, E t = E for t = 0 and
we obtain
We compute
which together with (29) implies that
An easy calculation shows that
which together with the above, F · ∂ 2 F = E and F · ∂ 1 F = 0 implies that
Since A 11 > 0 and E = E t | t=0 the claim follows. Now let l > 1 and assume that the assertion has already been shown for any i < l. The next part of the proof is a bit technical and may be omitted when reading the article for the first time. Let l > 1 and assume that the assertion has already been shown for any i < l. At t = 0, there holds
which proves (26). In the first equation we used that F satisfies the free boundary condition, in the second equation we used the (2, 2)-component of the differential equation for Ψ l and in the third equation we used that the claim holds for any i < l. The fourth equation follows from extracting the terms involving F and using |F | 2 = 1 and Ψ 0 = F . The fifth equation follows from rearranging the sums, changing indices and rewriting the binomial coefficients. In the sixth equation we use the boundary condition for each Ψ l−i−j−n and cancel the terms which appear twice. Finally, we use that Ψ 1 · F = 0. We proceed to show (27). We have
which proves (27). In the first equation we have used the (1, 2) component of the differential equation for Ψ l , in the second equation we used the free boundary condition and the third equation follows from the differentiated boundary condition (25) for Ψ l and the induction hypothesis. The fourth equation follows from using the j = 0 terms to cancel out the second term. The fifth equation follows from changing indices and recomputing the binomial coefficients, whereas the last equation follows from the differentiated boundary condition for Ψ l−1 . Differentiating
l times with respect to t we obtain
There also holds
Hence, using that ζ = E on ∂D, the identity ∂ 2 ζ = ζ 2 for the lower order terms and the (1, 1) component of the differential equation for Ψ l we obtain at t = 0
and finally, also evaluated at t = 0,
We calculate
In the second equation we used the (1, 2) component of the differential equation for Ψ l and in the fourth equation we used the differentiated boundary condition. Now Γ and the first term on the left hand side of (32) cancel out because of the differentiated boundary condition, IV cancels out the third term on the LHS of (31). Moreover, we have at t = 0
Combining all of this and noting that E = ζ on ∂D we are left with, again at t = 0,
We now proceed to calculate the term I + III. Using the induction hypothesis and changing the order of summation we deduce at t = 0
Differentiating the boundary condition (25) again and using the (1, 1) component of the differential equation for Ψ l−j we conclude
which is exactly the right hand side of (34). Here, one should note the symmetry of the two terms in the sum. Hence, we conclude that at t = 0
Since we already know that the only potentially non vanishing component of the second term in the product is the normal component and since F · ν = 0 on ∂D we conclude as before that
at t = 0. The lemma is proven.
3.3. A-priori estimates and convergence of the power series. We have now shown the existence of solutions to the linearised equation (8) for any order l ∈ N. The final ingredient to prove that the solution space is open is an a-priori estimate for the maps Ψ l . This will establish the convergence of the power series.
Lemma 3.9. Let l ∈ N and Ψ l be a solution of (7). Then Ψ l satisfies the estimate
, where c only depends on α, the C 3,α −data of F and the C 2,α −data of h. As usual, all norms are taken with respect to Euclidean isothermal coordinates on D.
Proof. We fix some l ∈ N and define Ψ := Ψ l and let
Let ∂ 1 , ∂ 2 be any coordinate system on D. As before, we define w = u i d i and u i := Ψ · ∂ i F as well as v = Ψ · ν. ψ and Φ are at least of class C 2 while q is at least of class C 1 . We thus may choose β = α in Lemma (3.7) to obtain the a-priori estimate
where c depends on α, |A| C 1 (D) and |h| C 1 (D) . By choosing w to be orthogonal to the kernel of L a standard compactness argument implies the improved estimate
We will use this estimate later. The functions u i satisfy the following three equations
Additionally, the following boundary conditions hold
For the sake of readability, we define Q to be a quantity which can be written in the form Q(ζ) = ρ ijm ζ ijm , where ρ ijm , ζ ijm are functions defined on D. In practice, ρ will only depend on h and F and ζ will be one of u i , q ij , ∂ i u j , ∂ i q jm . Although the meaning of Q will be different in every equation, we have the uniform estimate
where c only depends on |h| C 2,α (D) and |A| C 1,α (D) . Differentiating the first equation with respect to ∂ 1 and the second equation with respect to ∂ 2 we obtain
Multiplying the second inequality by A 11 /A 22 and adding the equalities we infer
Similarly, one obtains
One easily verifies that the strict convexity implies that these equations are uniformly elliptic. Hence in Euclidean coordinates, the Schauder theory for elliptic equations implies the interior estimate
where c depends on α, |g| C 2,α (D) , |A| C 1,α (D) and |A −1 | C 0 (D) . Next, we choose polar coordinates (ϕ, r) and note that u ϕ = (u x , u y ) · (−y, x) and u r = (u x , u y ) · (x, y)/r, where (x, y) denote the Euclidean coordinates on D, are well-defined functions on the annulus D \ D 1/4 and that the ellipticity of (38) and (39) remains unchanged if we write ∂ ϕ , ∂ r in terms of ∂ x , ∂ y . Consequently, u r and u ϕ satisfy a strongly elliptic equation with respect to Euclidean coordinates. Moreover, for any j ∈ N there is a constant c j only depending on j such that
We now apply the Schauder theory for elliptic equations to u r and u ϕ . There holds u r = ψ on ∂D which implies
where c has the same dependencies as before. On the other hand, equation (36) yields at ∂D that
Consequently, the Schauder estimates for equations with Neumann boundary conditions, see [Nar15] for instance, gives
Combining this with (42) we can remove the u r term on the right hand side. Then, the interior estimate (40), the estimate (35) and (41) imply
where c has the usual dependencies. Finally, we need an estimate for v. There holds
which immediately yields
In order to proceed, we use the Nirenberg trick in the following way: We differentiate the first equation of (8) twice in ∂ 1 direction, the second equation in ∂ 1 and ∂ 2 direction and the third one twice in ∂ 2 direction. If we then multiply the second equation by (−1) and add all three equations the terms involving third derivatives cancel out and we get
One readily verifies that this equation is uniformly elliptic. Moreover, the Gauss-Codazzi equations imply that the second order derivatives of the second fundamental form on the left hand side cancel out. Similarly, one may check that no third order terms of the metric h appear on the right hand side. On the other hand, in polar coordinates we have
where we used Lemma 3.8 and A ϕr = 0 on ∂D. Hence the Schauder estimates with Neumann boundary conditions imply
where the derivatives are taken with respect to Euclidean coordinates. Combining this with the previous estimates we obtain the final estimate
One easily verifies that the term 2∂ 1 ∂ 2 q 12 −∂ 1 ∂ 1 q 22 −∂ 2 ∂ 2 q 11 does not contain any third derivatives of Ψ i , i < l, and it follows that
.
We now iteratively use this a-priori estimate to show that the power series (6) converges in C 2,α (D). To this end, recall that the conformal factors of the metrics h,h are given by E,Ẽ.
, α and a numberǫ > 0 which additionally depends onǫ such that given |E −Ẽ| C 2,α (D) <ǫ the following estimate holds
Proof. Let us defineΨ
Then Lemma 3.9 becomes
Without loss of generality we assume that c ≥ 1. We will need the following recursive estimate.
Lemma 3.11. Let y i be a sequence of positive numbers,ǫ, γ, c > 0 and assume that
for i < l, where l ∈ N. Then there holds
(4 − 6/j).
We will prove the lemma later on. We now show that for any number l the following two estimates hold
Using the explicit definition of E (see Lemma 2.1) one computes that
Hence, givenǭ > 0, we can choseǫ small enough such that
and consequently
Moreover,
We can chose c sufficiently large such that |F | C 2,α (D) ≤ c. Together with (44) this implies
providedǭ <ǫ 2(c+c 2 ) . In particular, for any γ ≥ 1 we have
This proves (45) for l = 1. Now given l ≥ 2 let us assume that we have already shown that
for any i < l. Then the a-priori estimate (44), Lemma 3.11 as well as (46) and (47) imply
If we also ensure thatǭ <ǫ/2 then γ, c ≥ 1 implies
Furthermore, we have the trivial estimate
Combining this with (48) we obtain
provided that γ ≥ 3. Thus, we can choose Λ := 4γc to obtain
and (45) is proven.
Proof of Lemma (3.11). We may assume thatǫ = c = γ = 1. We are then left to show the following identity
There holds
whereỹ j is the j-th Catalan number. For the Catalan numbers, the well-known recurrence relatioñ
holds, see for instance [Sta15] . This immediately implies the above identity.
We are now in the position to prove that the solution space is open.
Theorem 3.12. Let h,h ∈ G k,α and let F ∈ C k+1,α (D) be a solution of the free boundary problem (2) for h. Then there exists a constant ǫ > 0 depending only on α, the C 2,α −data of E and the
is open with respect to the C 2,α −topology.
Proof. Let E,Ẽ be the conformal factors of h,h respectively and h t the connecting analytic path, see Lemma 2.1. We can find the solutions Ψ l of (7) as before and define
Then, we first require |E −Ẽ| C 2,α (D) ≤ δ for some small number δ such that |Ẽ| C 2,α (D) can be bounded by 2|E| C 2,α . Let Λ be the constant from Lemma 3.10 andǫ := (2Λ)) −1 . Lemma 3.10 then gives a numberǫ > 0 such that
provided |E −Ẽ| C 2,α ≤ǫ. Choosing ǫ := min(ǭ, δ) it follows that F t converges in C 2,α (D) and then Lemma 3.2 implies thatF := F 1 is a solution of (2) with respect toh. Standard elliptic regularity theory now yields the claimed regularity forF .
Closedness of the Solution Space
In this section, we will show the closedness of the solution space G k,α * with respect to the C k,α −topology, provided k ≥ 4. We suspect that this can be weakened to k ≥ 3 using a more refined C 2 −estimate, compare [Hei62] . Let h i ∈ G k,α * be a sequence of metrics which converges to a metrich ∈ G k,α in C 4,α . We now use a compactness argument to show thath ∈ G k,α * . The main ingredient consists in proving an a-priori estimate for |F i | C 2,α (D) , where F i are solutions of (2) with respect to h i .
4.1.
A global curvature estimate. We fix i ∈ N and write F = F i and h = h i for ease of notation. Since F is an isometric embedding of a compact disc, it is bounded in C 1 in terms of the C 0 −norm of the metric h, that is,
Furthermore, in any coordinate chart there holds
and it is easy to see that the second fundamental form can be expressed in terms of the Gauss curvature and the mean curvature. In fact, if κ 1 , κ 2 are principal directions, then the following identities hold
Hence, the following lemma is true.
Lemma 4.1. Let g ∈ G k,α * and F be a solution of (2) with respect to g. Then there is a constant c which only depends on |g| C 2 (D) and |H| C 0 (D) in a non-decreasing way such that
We will prove an estimate for H using the maximum principle. Since F (D) is strictly convex, it follows that H > 0. In order to control H in the interior, we will make use of Heinz' interior curvature estimate for graphical surfaces, see Lemma 4 in [Hei62] (a weaker version was also proven by Pogorelov in [Pog73, Theorem 3, Section 8, Chapter 2]). In our setting the estimate can be stated as follows.
Lemma 4.2. Let h be as in the previous lemma, δ > 0 and define
Then there is a constant c which only depends the C 3,α −data of h and δ such that
We now combine the interior estimate with a geometric observation at the boundary to show the following global estimate. 
Proof. We choose Fermi-coordinates h = ζ 2 ds 2 + dt 2 about the boundary with ζ(s, 0) = 1. Since the geodesic curvature is equal to 1, it follows that ∂ t ζ(·, 0) = −1. One may compute that the only non-vanishing Christoffel symbols at the boundary are Γ s st = −1, Γ t ss = 1. In this coordinate chart, the mean curvature is given by H = A 11 ζ 2 + A 22 . Since A 12 vanishes on ∂D, see (13), the Gauss-Codazzi equations imply
In particular, there holds ∂ t A 11 ≤ 0. Hence, differentiating the Gauss equation and using ∂ t ζ = −1 it follows that
on ∂D, where we used that A 22 > 0 and A 12 ≡ 0 on ∂D. Consequently, we obtain
with
Here, we have also used the fact A 22 , A 11 ≤ H. Let δ > 0 be a constant to be chosen less than the injectivity radius of ∂D (which is uniformly bounded from below in terms of Λ). Given t ≤ δ we define the function ψ := e ρ H, where ρ(s, t) := c 0 t + 1 2 c 1 t 2 with c 0 := Λ 2 + 1 and c 1 to be chosen. On ∂D, there holds
where we used (49). It follows that ψ cannot attain its maximum on the boundary. In order to prove the lemma, it now suffices to show that we can choose δ and c 1 such that if ψ attains its maximum for t < δ, then H can be bounded by a quantity which only depends on Λ. Because otherwise Lemma 4.2 implies that |H| ≤ Θ in D δ for some constant Θ > 0 which only depends on |h| C 3,α (D) as well as δ and given (s, t) with t < δ there exists some s ′ such that
So let us make appropriate choices for δ and c 1 , it will become clear in the course of the proof why these choices are reasonable. Givenǫ > 0 we define and note that ǫ, c 0 and δ all only depend on Λ. Now we assume that ψ attains its maximum at (s 0 , t 0 ) with t 0 < δ. We choose normal coordinates in the directions ∂ s , ∂ t and note that this preserves the geodesic in direction ∂ t . We denote the normal coordinate system by ∂ 1 , ∂ 2 . At the maximum point, the Gauss-Codazzi equations imply
Moreover, we have
As has been shown in Lemma 9.3.3. in [HH06] , there also holds
Since ∂ ij ψ is negative semi-definite and A ij is positive definite we obtain
The first equation is a straight-forward computation and in the second equation we used the GaussCodazzi equation (51) and (52)-(53). In the third inequality, we used (53) again and the fact that the terms involving only intrinsic quantities are bounded. Now we first assume that A 11 ≥ ǫA 22 .
Since the parabola y → y 2 + 3/2yH∂ 2 ρ + 1/2H 2 (∂ 2 ρ) 2 becomes minimal for
where we used the trivial estimate (∂ 1 A 22 ) 2 ≥ 0 and ∂ 2 ρ = c 0 + c 1 t ≤ 2c 0 . On the other hand, we have A 11 = A 11 /2 + A 11 /2 ≥ ǫA 11 /2 + ǫA 22 /2 = ǫH/2 and hence
where we used that 4ǫ < 1. Combining (54),(55),(56) and c 1 = and we are done. So let us assume that A 11 < ǫA 22 . By discarding the last term, (54) becomes
We may further assume that Λ 2 < ǫH 2 as there is nothing to prove otherwise and obtain from the Gauss equation
where we used ǫ < 1/10 and A 22 = (1 − ǫ)A 22 + ǫA 22 ≥ A 22 /2 + A 11 /2 ≥ H/2. Now, differentiating the Gauss equation and using (53) as well as the Gauss-Codazzi equation (51) we obtain
which implies
Next, we can assume that
because otherwise we can estimate as before 2
Proceeding with the term (59) we obtain
In the second inequality we used the trivial estimate − A22 A22−A11 ≤ −1, the uniform bound for ∂ 2 K as well as ∂ 2 ρ ≥ 1 and (58) as well as (60). In the third inequality we used Γ ≤ ǫH 2 and the last equality is the definition of υ 1 . Since the parabola y → y 2 + 3/2yH∂ 2 ρ + 1/2H 2 (∂ 2 ρ) 2 decreases until it reaches the critical point y 0 3 4 ∂ 2 ρH it follows that 2
where we again used the trivial estimate (∂ 1 A 22 ) 2 ≥ 0 as well as the definition of υ 2 , the estimate ∂ 2 ρ ≤ 2c 0 and (50). Combining this with (57) we obtain
which proves the lemma.
4.2.
A Krylov-Evans type estimate. In order to conclude this section, we need to improve the C 2 −estimate to a C 2,α −estimate. As can be seen in [HH06] , the potential function
can be used to estimate the second fundamental form A. Namely, there holds
Using the previous lemmas, it is clear that |A| C 0,α (D) can be estimated in terms of |h| C 2,α (D) and |ρ| C 2,α (D) provided that |F · ν| can be uniformly bounded from below. Furthermore, taking the determinant of both sides of the equation implies that ρ satisfies the following Monge-Ampere type equation
SinceF · ν >ĉ > 0, the equation is uniformly elliptic and the ellipticity constant can be estimated in terms of |h| C 4,α (D) and |1/K| C 0 (D) . Now, the Krylov-Evans type estimate Theorem 6 from [Tru84] implies
wherec depends on α, |g| C 4,α (D) , the ellipticity constant, |f | C 2 (D) and the boundary data, that is, |E −EF ·e 3 | C 2 (D) . However, all these terms can be estimated in terms of |h| C 4,α (D) and |1/K| C 0 (D) . From this, the claim follows easily.
We are now in the position to show the following compactness theorem:
be a family of Riemannian metrics that converges in
Proof. Let K i denote the curvature of the metric h i . The convergence implies that there is a number Λ such that
Lemma 4.4 then implies the uniform estimate
where F i are the respective solutions of (2). Hence, according to the Arzela-Ascoli theorem, we can choose a subsequence converging in C 2 to a map F ∈ C 2 which is a solution to the free boundary problem (2) forh. Then, standard elliptic theory implies the claimed regularity.
Proof of the main result
We are now in the position to prove the main result. We first use the continuity method to establish that G k,α = G k,α * .
Theorem 5.1. Let k ≥ 4, 0 < α < 1 and h ∈ C k,α (D, Sym(R 2 )) be a Riemannian metric with positive Gaussian curvature and with geodesic curvature along ∂D equal to 1. Then there exists a solution F ∈ C k+1,α (D) of the free boundary value problem (2).
Proof. It suffices to show that G k,α * = G k,α . According to Lemma 2.1, G k,α is path-connected while Theorem 3.12 and Theorem 4.5 imply that G k,α * is open and closed. We consider coordinates (θ, ϕ) ∈ (0, π/4) × (0, 2π) and define the map
The image of F 0 has positive curvature, geodesic curvature along the boundary to 1 and meets the unit sphere orthogonally. We denote the pullback metric to D by h 0 . Hence, h 0 ∈ G k,α * which means that G k,α * is a non-empty, open and closed subset of a path-connected space which clearly implies that G
Similarly to the isometric embedding problem for closed convex surfaces, we are also able to show uniqueness up to rigid motions that leave S 2 invariant.
Theorem 5.2. Let h and F be as in the previous theorem. Then F is unique up to rotations and reflections through planes containing the origin.
Proof. We assume thatF is another solution of (2). We denote the Gauss curvature of h by K, and the second fundamental forms of F andF by A = (A ij ) ij andÃ = (Ã ij ) ij , respectively. The respective normals ν andν are chosen in a way such that the respective mean curvatures, denoted by H andH, share the same sign. We now use a variation of the argument in [PRS03] . As we have seen before, after a rotation and reflection, we can assume that both F andF are contained in the open upper hemisphere, that ν andν both point downwards and that F · ν andF ·ν vanish precisely at the boundary. Next, we choose a local orthonormal frame e 1 , e 2 of (D, h) and proceed to define the following two vector fields:
X := F · dF (e i )Ã ij e j −Ã jj f · dF (e i )e i , Y := A ij F · dF (e j ) − HF · dF (e i ) e i .
It is easy to see that these definitions do not depend on the choice of the orthonormal frame. Using the conformal property of the position vector field in R 3 one computes (see Proposition 1.2 and Proposition 1.8 in [PRS03] ) that
Finally, if (ϕ, r) denote isothermal polar coordinates, µ the outward co-normal of the Riemannian manifold (D, h) and E the conformal factor of h, an easy computation which uses the free boundary condition and A rϕ =Ã rϕ = 0 shows
Hence, integrating (65) and (66) over M , applying the divergence theorem and subtracting both equations one finds that
Interchanging the roles of F andF and performing the same computation again we find that Hence, F andF share the same second fundamental form and consequently only differ by a rigid motion. Since both of their boundaries are contained in the unit sphere, this rigid motion must be a composition of a rotation and a reflection through a plane containing the origin.
A possible application to quasi-local mass
In this section, we show a geometric inequality in the spirit of [HM14] for a boundary component of compact Riemannian three-manifolds whose boundary consists of two components meeting orthogonally and which satisfies a certain dominant energy condition. Unfortunately, this inequality contains an undesirable boundary term, comes without a rigidity statement and requires a somewhat restrictive assumption. We then consider an explicit example in the Schwarzschild space, solve the free boundary isometric embedding problem and verify a simpler, less restrictive inequality in the spirit of [ST02] . Henceforth, we define a new Brown-York type quasi-local mass for manifolds with two boundary components meeting orthogonally and conjecture its positivity under the dominant energy condition.
6.1. A geometric inequality. In the rest of this section, let (M, g) be a compact Riemannian three-manifold with boundary ∂M = Σ ∪ S. Here, Σ and S are compact, smooth surfaces that meet orthogonally along their common boundary ∂Σ = ∂S. Let Sc be the scalar curvature of (M, g), h Σ and h S be the respective induced metrics, K Σ , K S be the respective Gauss curvatures and A Σ , A S , H Σ , H S be the respective second fundamental forms and mean curvatures. We assume that K Σ > 0 and that k h := k hΣ = 1. This is for instance the case if there holds A S = h S . Using Theorem 1.1, the isometric embedding problem with free boundary in the unit sphere may then be uniquely solved for Σ (up to rigid motions). We denote the image of the isometric embedding again by Σ and its Euclidean mean curvature by H e . It follows that S 2 \ ∂Σ has two components 6.3. A new quasi-local mass. Motivated by the insights of the previous subsections we now define a new quasi-local mass for compact three-manifolds (M, g) with boundary ∂M = Σ ∪ S. Contrary to the classical Brown-York mass, our definition will not require an isometric embedding of the full boundary which suggests that the presence of curvature may in certain situations be measured by only looking at the boundary component Σ ⊂ ∂M . 
As was observed in [HM14] , a straight forward application of Hölder's inequality shows that if Σ ⊂ M is strictly mean convex and m In light of the previous subsections it thus natural to make the following conjecture. If one revisits the argument in [ST02] one may observe that a positive answer to the previous conjecture is equivalent to a positive mass type theorem for asymptotically flat manifolds modelled on a solid cone over the embedding of Σ. Here, the mass is understood as in [ABLdL16] . However, proving such a result seems to be surprisingly hard, especially since there appears to be no geometrically invariant formulation of the dominant energy condition on the boundary component. and it follows that L satisfies the Lopatinski-Shapiro condition. Now, Theorem 4.3.1 in [Wen79] implies that L * satisfies the Lopatinski-Shapiro condition, too.
