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Introduction
Now that many wholesale energy markets are deregulated, market participants have to get used to an environment with very volatile prices and high uncertainty, far larger than in any other commodity market. Electricity is a pure flow commodity with limited storability, which strongly affects the behavior of electricity spot and derivatives prices. This lack of flexibility causes spot prices to depend largely on local and temporal supply and demand conditions. Typically, only a few large industrial customers have the flexibility to vary their power demand in response to market conditions, whereas most power plants can gear up or gear down generation only with a significant time lag. This time lag causes occasional extreme price spikes, which revert within hours or days to a more stable level.
The peculiar characteristics of electricity prices have induced researchers to develop special electricity price models that are at the heart of risk and portfolio management applications: for the pricing of physical and financial contracts, and for the valuation of real assets. Example models are described in Schwartz (1997) , Hilliard and Reis (1998) , Pilipovic (1998) , Pirrong and Jermakyan (1999, 2000) , Lucia and Schwartz (2002) , Bhanot (2000) , Deng (2000) , Kholodnyi (2003) , Knittel and Roberts (2001) , Huisman and Mahieu (2001) , Escribano, Pena and Villaplana (2002), De Jong and Huisman (2003) and Geman and Roncoroni (2004) .
Despite the seemingly large number of papers, there is no single paper that provides a convincing theoretical and empirical analysis of power spot prices. Some papers focus on the implications of spot price processes on forward and derivatives prices, which limits the flexibility to develop a realistic spot price model. Other papers present potentially strong spot price models, but avoid the empirical comparison with challenging other models in a wide enough market sample. Because spot markets have strongly developed over time in many regions, we believe it is imperative not to test a model also with relative recent data.
Furthermore, because market structures and price dynamics differ widely across regions, enough different markets need to be tested. In fact, only Escribano, Pena and Villaplana (2002) provide extensive empirical tests on a wide range of markets and including rather recent time periods. However, missing in Escribano et al (2002) are the regime-switch specifications that have recently shown promising results in Huisman and Mahieu (2001) , Deng (2000) , Kholodnyi (2001) and De Jong and Huisman (2003) . Typically, the price process is divided into two regimes: one for the 'normal' process, one for the 'spikes'. This regime-separation is used to capture the systematic alternations between stable and unstable states of demand and supply. In this paper we develop a number of representative regimeswitch models and empirically compare them with non-regime switch models in a variety of markets while including recent data.
For understanding energy markets, we need a good understanding of both spot and forward prices. Contrary to most other markets, spot and forward prices deserve a separate analysis, because they cannot be easily linked. To speak with Pilipovic (1998) , power prices exhibit a 'split personality'. Again due to the non-storability the market forces determining short-term prices are very distinct from those determining longer-term prices. As a result the spillover effects and correlation between them are very limited. That's why in this paper we analyze spot (day-ahead) prices without reference to the implication for forward prices.
Knowledge of the dynamics of spot prices, and the spike process in particular, is important in valuing both financial and real assets. For example, flexible energy production capacity provides an option to produce or not in the hours or days ahead. The value of such flexible capacity is therefore equal to the value of a series of call options on the spot (shortterm) price 1 , and our price models provide a basis to value those assets. For a proper valuation we need to know to what extent spikes can be treated as independent events, where (in)dependence can be measured on a number of dimensions. First, dependence in probability means that the occurrence of a spike impacts the probability of another spike 2 . Second, dependence in size means that the size of a spike impacts the size of subsequent spike.
Finally, effect dependence means that spikes influence the price level in subsequent periods, so is a combination of probability and size dependence. Regime-switch models are wellsuited to test for such independence, so we will do so in this paper.
The paper is built up as follows. First, in section 2, we discuss spot price models with varying levels of independence for the spikes, and explain how parameters can be estimated.
In section 3 we analyze the prices in various day-ahead power markets and determine how well the previously developed models capture their dynamics. Finally, we interpret the empirical analysis in the light of the supply side of the power markets and find support for lower spikes in markets with a large share of hydro-power.
Modeling spot electricity prices
In this section we discuss specifications for power spot prices. We derive the models by gradually extending the basic mean-reverting specification (see e.g. Lucia and Schwartz, 2001 ) to include spikes. First, we present a standard stochastic jump model and explain how it can be generalized to a regime-switch model. This allows us to incorporate the most prominent features of electricity spot prices, mean-reversion and spikes, but still treat the spikes as an integral part of the whole price process. We progressively separate the spikes further from the rest of the process to finally arrive at a model where the spikes are truly independent disruptions from the stable price process, similar to De Jong and Huisman (2003) .
All these models have in common that the spot price (actually a day-ahead price), P t , is divided into a predictable component f(t) and a stochastic component x t (Hamilton, 1994) .
The first component, f(t), accounts for predictable regularities, such as any genuine seasonal behavior or trend, and is a deterministic function of time. We specify it later in the text. The stochastic second component, x t , is the more interesting and we continue with its specification below. In the remaining we refer to the stochastic part x t as the "log spot price", or even the "spot price", but remember that in fact it is the log spot price from which predictable trends have been removed.
Mean-reverting and stochastic jump models
A standard mean-reverting specification (Lucia and Schwartz, 2002 ) is relatively successful in modeling commodities such as oil and gas 3 , but not in modeling electricity, due to the presence of spikes. This holds especially true in markets with no or limited hydropower capacity, leaving practically no opportunity to store the commodity directly or indirectly. In a discrete-time framework, which we use throughout this paper, the meanreverting model is in fact an auto-regressive process of order 1 (AR(1)):
Model 1 -mean-reverting:
3 See for example Pindyck (1999).
Modeling spikes in a satisfactory framework has turned out to be a major challenge for researchers and practitioners in electricity markets. The most common approach is the addition of a stochastic jump process to the mean-reverting process (Escribano et al, 2002 , Deng, 1999 . Most common specifications for the jump are the normal distribution and a compound normal process. In the latter case, the jumps J t are each the sum of independently and identically distributed normals Z t . The Poisson arrival process for the compound jumps can produce strongly right-skewed jumps and appeared already in the early work of Merton (1976) for modeling extreme stock price returns.
( ) However, we rewrite this in a notation that is split up in a jump process and a spike process. Although this might be a bit unusual for stochastic jump models, it eases comparison to regime-switch models:
Model 2 -Stochastic Poisson jumps: mean-reverting state M:
spike state S, when n t >0:
Although stochastic jump models are popular in modeling FX and stock returns, they do not seem to be well suited for electricity prices: in electricity markets, spikes are typically short-lived and die out quickly. In a mean-reverting stochastic jump process this can only be achieved by an unrealistically high mean reversion parameter that forces prices back to normal levels after a spike (see for a discussion of this point Geman and Roncoroni (2004) and Huisman and Mahieu (2001) ). Furthermore, the jump arrival process is constant through time, whereas in electricity markets we typically observe alternating periods of high and periods with low jump frequency. So, jump arrival probabilities should ideally be timedependent (stochastic).
Regime-switch models
The requirement of stochastic jump arrival probabilities directly leads to regimeswitch models as natural candidates. These models have shown potential, because they allow for distinct time-series behavior in different periods of time. The basic regime model has the following simple specification (Hamilton, 1989) :
Here t r is a latent variable representing the regime of the process in time period t. The distinguishing characteristic is that this latent regime variable is not imposed ex ante, but stochastically depends on previously realized price levels. For example, in a two-regime framework, we assume that the spot price of electricity can be in one out of two regimes at each point in time, a normal and a spike regime. Then, the probability of a spike regime at any point in time depends on the regime in the previous point in time, so actually on the previous price levels. Typically, if the previous price (or prices) was quite extreme (high probability that it was a spike), the current price is more likely to come from the spike regime as well.
The benefits of regime-switches can easily be seen when we extend the stochastic jump model (2) with regime-switches. The primary change is that the probability of jumps is no longer fixed and equal to 4 The only other change is that we equate the variance of the first jump to the variance of the other jumps. This is because 2 t has dropped from equation (3c) and incorporated as the first jump in equation (5b).
At any point in time the price process is either in regime (or 'state') M or in regime S.
However, contrary to a stochastic jump model, the probability that a certain state prevails is not constant, but dependent on the previous state, a stochastic entity. These probabilities are derived from the Markov transition matrix. With two regimes, the Markov transition matrix is a 2x2 matrix. The element in column j and row i contains the probability ij of going from regime i in period t to regime j in period t+1 (i,j = M,S). In practice, the current regime is not directly observable, but determined through an adaptive probabilistic process using Bayesian inference. More particularly, based on the posterior probabilities of the current regime, we can calculate the prior probability of the next regime being of a certain type. As a result, this regime-switch model is an extension of stochastic jump model in the sense that it has regimeswitch probabilities that stochastically adapt themselves to the previously observed prices. In particular, just like model 1 is a nested version of model 2, so is model 2 a nested version of model 3.
Unfortunately, model 3 cannot be expected to fit all spot prices well, because it still assumes that spikes are always directed upwards (or at least in one direction), and a strong mean-reversion is required to let them revert to 'normal' prices. Both Deng ( This three-regime model contains a 'normal' mean-reverting regime M, an 'up'-regime U and a 'down'-regime D. The down-regime always immediately follows after the up-regime (see the 1 * in the Markov transition matrix) and forces prices back to 'normal' levels. Similarly, the normal regime always immediately follows the down regime (see the 1 ** in the Markov transition matrix). This specification avoids that the mean-reversion parameter has to be set arbitrarily large to move spikes back to normal levels. Nevertheless, the model's major drawback is that it does not allow for multiple consecutive spikes, which are frequently observed in electricity markets (see Figure 2 ) and crucial for risk management purposes and derivative valuation: it is unrealistic to assume that an up-spike is always directly followed by a down-spike and a normal price.
Geman and Roncoroni (2004) therefore come up with a different solution. Their model is also combination of a mean-reverting process and a jump process.
Jumps are characterized by their time of occurrence, their size and their sign. The jump sizes are modeled as increments of a compound jump process. The jump sign (h t ) is assumed to be positive when the spot price is below some threshold level and negative otherwise. This barrier for the jump sign plays a central role. First, it allows for both upward and downward jumps. Second, the jump-sign specification makes the sign stochastic (contrasting e.g. Escribano et al., 2002) . Furthermore, the time-dependence is more realistic than the forced downward jump directly after an upward jump in Deng (1999) and Huisman and Mahieu (2001) , because it admits a series of consecutive extreme price spikes.
Although this time-dependent specification is attractive, it has one major drawback, which is the deterministic nature of the jump probability and sign. In fact, the timedependence is still quite limited, because the switch from upward to downward signs is abrupt, whereas we prefer the sign to be probabilistic. This is possible with a regimespecification that inherits the nice features of the Roncoroni-Geman model. Then we have two states: one with a low expected price and one with a high expected price. We furthermore assume that the second regime may have a right-skewed distribution; therefore we model the error term again as Poisson jumps. The switch from low to high price regimes is comparable to model 4, but without the requirement that prices directly move back after an upward spike.
The similarity with model 3 (regime switch model with Poisson jumps) is also apparent. In fact, the only difference is that the prices in the second regime now revert back to a higher level. The data will have to determine whether this is more realistic than a constant meanreverting level or not.
Model 5 -regime switches with exponential Poisson up and down jumps:
regime M: In this model, although price returns are independent in the two regimes, price levels are dependent on previous price levels. We would like to investigate whether it isn't more logical to assume that spikes are truly abnormal events, completely independent from other price levels. For example, if there is a generator outage, prices may be high for some time period, but once the generator is repaired, prices may continue as normal. Therefore, we investigate a model with two independent regimes: a 'normal' mean-reverting regime and a single spike regime. Again we assume a compound Poisson process for the spikes, which eases comparison with the previous models. This is a generalization of the regime-switch model proposed by De Jong and Huisman (2003), which relies on normally distributed spikes, and permits more extreme spikes. It might seem surprising that we omit an explicit downward price movement as in Deng (1999) , Huisman and Mahieu (2001) or Geman and Roncoroni (2004) . However, the model does not need a regime to pull prices down to normal levels, because it is assumed that price levels in the two regimes are independent from each other.
Consequently, the sharp price changes result from the move from the one regime to the other rather than from an explicitly formulated price return.
Model 6 -Regime switches with independent spikes:
mean-reverting regime M: The independence of the regimes is exemplified by the exclusion of any common price in the specification: the mean-reverting price M x does not play a role in the specification of the spike price S x and vice versa. This means that there are always two processes, even though only one is observed at a time. Whether this total independence assumption is realistic, will be verified later by comparing the model fit with those of models 3 and 5 in a number of European and US spot markets.
Parameter estimation
All the models can be calibrated through maximization of the likelihood function. We describe the derivation of the likelihood function for the most complex regime-switch model 6 with independent spikes. The loglikelihood of the other models can then be derived, either as special cases or on the basis of other straightforward adaptations.
The likelihood of a regime-switch and a jump model is the weighted average of the likelihood of the price process in each regime (or state), conditioned on that regime. The weights are equal to the prior probability that the process is in the particular regime. In a standard jump model the prior probabilities are constant and equal to the jump intensity. In a regime-switch model, the prior probabilities are updated after each price realization depending on the transition probabilities and the relative sizes of the previous likelihoods. It is therefore necessary to define both a prior probability ( prior ρ ) and posterior probability
under parameter set can then be determined as follows (with subscript r indicating the regime):
The updating of the weights directly shows the difference of a regime-switching model compared to a stochastic jump model. In fact, a jump model is a special regime-switch model with fixed weights.
We can derive the likelihoods of the various regime-switch models by calculating the likelihoods conditioned on the regimes. We assumed that jump sizes from all models are compound normals. As a result, we use the normal density and plug in the error term, which is the difference between observed price (x t ) and conditionally expected price.
Of the likelihoods for the two regimes of model 6, the one of the spike regime, ( ) Model 6 is taken as an example, because its mean-reverting likelihood is rather complex due to the assumption of independent spikes in combination with the mean-reversion of the first regime. More particularly, in the mean-reverting loglikelihood for model 6, the conditional mean depends on the mean-reverting price of the previous period, which is latent if the previous period was a spike. This means that if prices were in a spike yesterday, we do not know from what level they have to revert today (if today is a 'normal' period). The conditional likelihood for the mean-reverting regime depends on the last observed meanreverting price. We therefore define the event that on day t the last mean-reverting price was i periods back with q t = i (so prices j =1,…, i-1 periods back were spikes) and obtain the meanreverting likelihood 5 for the model with independent spikes:
If we look i periods back, in the likelihood equation we use the conditional expectation and the conditional (higher) variance of the log spot price. These expected values and variances can be determined recursively as follows:
The likelihood of the whole process equals the weighted sum of the likelihoods of the two regimes. The weights are determined by each regime' s prior probability as defined in Equation (10a). This completes the specification and calibration of the complex mean-reverting regime model with independent spikes.
Data
We collected hourly spot data from six European and two US electricity markets where data was readily available or easy to obtain: Nord Pool Elspot (Scandinavia), EEX (Germany), APX (Netherlands), Powernext (France), EXAA (Austria), OMEL (Spain), PJM (US), and New England Pool (US). These data cover the most liquid markets in Europe, where our sample includes some 36% (Table 1) [ INSERT TABLE 2 APPROXIMATELY HERE] Table 2 shows an overview of the baseload price characteristics. We report distributional statistics of the natural logarithm of spot price instead of the spot price itself, because the price models are expressed in natural logarithms as well, and because the third and fourth moment of the price levels are very unstable. Taking natural logarithms of prices puts a heavy weight on a few very low prices, a common problem in modeling electricity prices, so we decided to replace prices below 7.50 with 7.50 (0.3% of the sample). Still however, both the log prices and log returns are clearly non-normally distributed, as shown by the levels of skewness and excess kurtosis often far away from zero. The maximum log prices and returns provide further evidence for this non-normality: the maximum log prices and logreturns are a multiple of 4 to 12 of the standard deviation, far larger than the factor of around 3.3 that the normal distribution suggests.
These extreme right tails of spot price levels are a way to describe the spikes, our primary subject of interest. Right tail behavior of the log returns is studied in more detail in Figure 2 , where we compare the observed frequency of returns exceeding 100% with the corresponding normal probability: the normal distribution suggests a far lower frequency than we actually observe.
[INSERT FIGURE 2 APPROXIMATELY HERE]
Peakload characteristics are similar, but even more extreme, so we just report a few facts. Average peakload prices are between 14 and 26% higher than baseload prices. Standard deviations are slightly higher for baseload log prices and log returns, but skewness and kurtosis are on a similar level. The spikes of peak prices are however more pronounced: the maximum is often twice as high for the peakload price than for the baseload price and tail frequencies are generally higher. Since peakload prices are economically important and exhibit even more pronounced spikes, we include them in our analysis.
[INSERT FIGURE 3 APPROXIMATELY HERE]
Integration between electricity markets is an explicit goal for the European Union.
Integration is a result of similar seasonal developments in demand, cross-border transport and similar developments in fuel costs. The German EEX, Dutch APX and French Powernext are clearly integrated, with correlations in log price levels all above 70%. So are the two neighboring US markets, with a correlation of 69% (Figure 3) . In Europe the prices of EXAA in Austria, OMEL in Spain and Nord Pool in Scandinavia show less correlation with other markets. This can be explained both by their geographical location, on average further away from the other markets, and the larger share of hydropower supply 7 . These three markets have large hydro shares, ranging from 29% for Spain, and 51% for Scandinavia, to even 66% for Austria (Table 3 ). Hydro shares in the two US markets under consideration are very low:
below 4% in NEPOOL and below 10% in PJM 8 .
Though the markets have a high volatility and seasonality in common, differences can be large. The Scandinavian Nord Pool market, liberalized since the early 90's contains hydro supply of over 50%, predominantly located in Norway. Nord Pool exhibits extreme price levels, but less extreme returns, with the standard deviation of returns lowest overall (10%).
This is a consequence of the abundance of hydro stations, capable of easily adjusting production in the short term, but not so well in the long term Europe, at first sight, the Austrian EXAA does not fit well into the picture: despite its significant hydro share (66%), it still exhibits large daily fluctuations, similar in size to Germany and France. However, the Austrian market is closely linked with neighboring 7 Hydropower serves as a buffer to dampen price shocks and availability is very dependent on local weather conditions. 8 US capacity data could only be found on the level of federal region, administered by the Energy Information Administration (www.eia.doe.gov). Of the 10 US federal regions, region 1 exactly corresponds to the NEPOOL market. However, the PJM market is an incomplete combination of regions 2 to 5. Since regions 3 and 5 cover most of PJM, we took the average of these regions for estimating the hydro share in PJM (Table 1) .
countries such as Germany, so its national flexibility is often used to help out these other countries. The two northeastern US markets, PJM and New England Pool, exhibit comparable and rather extreme behavior in price levels and price returns.
The division in baseload, peakload and off-peak prices reflects part of the seasonality during a day, but prices also exhibit considerable seasonality during a week. In general, prices (and electricity consumption) are lowest on Sundays, but sometimes also slightly lower on Wednesdays or Saturdays. We incorporate this feature in our price models with dummies for Sundays (including public holidays), Saturdays and Wednesdays. Another feature we include in the trend part of the price models (Equation 1) is the seasonality over the year. A first indication that this can be quite pronounced is the negative correlation in log price levels between the Spanish market and those of Nord Pool and the two northeastern US markets. In Spain, electricity demand and price levels are highest in Summer, when temperatures are high and air-conditioners working hard. In the other three markets, the demand pattern follows a different cycle, mainly because of heating demand in cold Winters. After some experimentation and to avoid overfitting, we include just one sinusoidal function in the periodic part of the price models, characterized by a location and a size parameter. This leads to the following specification for the trend, which is estimated jointly with the parameters of the stochastic part of the price process:
The model does not include inflation. This could easily be accounted for by adding a linear factor, but in our data there is no support for systematically increasing or decreasing prices, so we refrain from doing so.
Empirical results
Overall, we have a diverse sample of market structures and market prices. In this section we will try to find out how this shows up in the model calibrations.
In particular, we will analyze the spikes and measure the level of independence of the spikes from the other prices.
Estimation results
The parameter estimates and loglikelihoods are displayed in Tables 3-5 for baseload and peakload prices. We discuss baseload estimates below in detail and note that the characteristics of the peakload estimates are very similar.
Are the jump models any good?
In this paper we specified a mean-reverting model (1) and extended it with Poisson-normal jumps (2) and four different regime-switch specifications. A natural contester of jump specifications are (G)ARCH specifications, of which the GARCH(1,1) is most popular. As a starter we therefore need to see how well GARCH(1,1) volatility dynamics capture the variations in the spot electricity prices. At first, the likelihood ratio tests, based on the maximized loglikelihoods (Table 3) show that the GARCH(1,1) is a worthwhile replacement of the constant variance assumption. With values between 27 and more than 500, the likelihood ratio test statistic is far above the 1% critical value of 11.34, so the constant variance assumption can be rejected. Nevertheless, replacing the GARCH(1,1) with normally or Poisson-normally distributed jumps (model 2) yields an even much higher likelihood in each and every market, with an equal number of parameters. Apparently, the variance in prices changes not so gradually as GARCH models assume, but rather abruptly, as the jump and regime-switch models assume. This result justifies the choice for jump and regime models in this paper, rather tan (G)ARCH-type models.
Do the regime-switch models perform better than jump models?
Our second concern is to establish whether the regime-switch models better capture the dynamics of spot electricity prices than jump models. Therefore, we compare them to the jump-model 2, which can be considered a special case of and nested in regime-switch model 3, as we argued earlier. Again, the results leave little room for doubt (Table 3) : the likelihood ratio test statistics are between 29 and 199 in 7 out of 8 markets (1% critical value is 6.63).
Only in the PJM market, the test statistic is rather low, corresponding to a p-value of just above 5%. Maybe with one exception, the seemingly small adjustment of dynamic switching probability pays off well, at the cost of only one extra parameter. Furthermore, the regimeswitch specification allows for more subtle alternatives that we analyze in turn.
What regime-switch model is best?
All regime-switch models under analysis have one regime with mean-reverting prices to capture the price dynamics under 'normal' market circumstances. The differences are in the spike specification and particularly in the way the model switches from spikes to 'normal' prices. On average, it appears that the very similar models 3 and 5 yield the best model fit.
They achieve almost identical loglikelihoods that are highest in all markets except OMEL, where the independent spikes do slightly better. Of course, the maximization of the model fit
should not be the only criteria to judge a model. In this paper, we are also very much concerned how the spikes are estimated: are they clearly different from the normal prices and how often do they occur?
The spikes
From the time-series graphs we noticed already that prices on the APX and EEX exhibit the clearest upward spikes. In the regime-switch models their expectations (Table 5) can be calculated as S *(1+ ). This statistic constitutes the difference of the log price in the spike regime with the mean-reverting regime. It is on average equal to 0.24 on the APX and 0.04 on the EEX. The other markets show either economically insignificant spikes or, in the case of OMEL, PJM, EXAA and Nordpool, even negative spikes. Since three of these four markets (PJM is the exception) have a large share of hydropower (Table 1) , we are inclined to think that this leads to stronger downward adjustments of prices than of upward adjustment of prices. Stated differently, with hydropower it is relatively easy to increase production in the short term and this may account for the negative spikes.
In several markets one cannot even truly speak of spikes, because they occur with a high frequency on average: 47% for EXAA, 36% for PJM and 31% for OMEL. However, some models are more successful than others in separating spikes from the other prices. Model 4 (with the 3 regimes) and model 6 (with independent spikes) assign a low probability of 11-14% to spikes on average. Correspondingly, the expected absolute size of the spikes (in log terms) in these two models is largest as well. Especially model 6 with independent spikes successfully separates the size of spikes from the size of the mean-reverting prices: the absolute difference is 0.34 compared to a difference for the other models in the range of 0.05-0.09.
Of the 4 regime-switch models, the ones with the worst fit on average, model 4 and 6 (Table   3 ); are at the same time the models that separate the spikes most clearly from the meanreverting price process. So, there seems to be a trade-off between the goal to optimize model fit and the goal to identify spikes clearly by imposing some logical restrictions. It should be noted that additional restrictions may also yield lower spike frequencies in model 5 (high and low price regime). Actually, this model builds on the model of Geman and Roncoroni (2004), which defines the threshold for spikes ex ante. Whereas we let the data implicitly determine the level of the threshold, an ex ante defined threshold can be raised arbitrarily high to yield a lower number of spikes (high prices).
What are the differences between the markets?
The differences between the markets that we observed in the time-series graphs ( Figure 1 ) and the tail behavior graphs (Figure 2) show up in the parameter estimates. The Dutch APX market exhibits the most pronounced upward jumps: the average jump size is rather large and jumps occur infrequently. On the larger EEX it is much harder to clearly distinguish upward spikes in all specifications. The spikes do however have high volatility and thus merely seem to account for volatility varying (abruptly) over time. The two US markets, PJM and New
England, also have a relatively low share (below 10%) of hydropower. Yet, these markets have no exceptional spikes and the spikes can even be negative in some model specifications, just as in the markets with large shares of hydro power (Powernext, EXAA, OMEL and Nord Pool). One possible reason is that the demand side of the markets is more price-responsive in the United States than in Europe. This in turn may relate to the fact that these markets have been liberalized longer ago and customers (primarily large industrial end users) are more accustomed to reducing their demand in periods of high prices, thus avoiding extreme spikes.
Another possible reason is that the two US markets have a supply side that is more flexible than appears from the share of hydropower, either because there are connections to hydropower in neighboring regions or because there is more flexibility in the other generation capacity. Finally, a possible reason is that these markets work more efficiently, meaning that information is incorporated in the prices more quickly and that there is more competition between the suppliers, making it more difficult to change very high prices at any time.
[INSERT 
Concluding remarks
This paper presents a convincing case for the use of regime-switch models to describe power spot prices. The models under analysis had a limited number of parameters, but were nevertheless able to capture the price dynamics significantly better than a GARCH and a jump-model. The regime-switch model that closely resembles a jump model yield the best model fit, but other specifications may be desirable to better separate spikes from the rest of the prices. This depends on the type of application.
The models for daily power baseload and peakload described in this paper may be used in various risk management and valuation applications in energy markets. However, other applications in these areas require models that describe power prices up to the (half-)hourly frequency or relate the dynamics in the spot prices to those in the forward market. Further research is needed to establish how regime-switch models could be applied in those areas as well. Table 4 : Characteristics of the spikes in the regime-switch models, as described in the text. The probability of a spike (panel A) is the unconditional probability that the process is in the spike regime. The expected size of a spike panel B) is the difference of the expected log price in the spike regime compared to the 'normal' mean-reverting regime. Panel C contains the absolute value of the numbers in panel B. Table 5a : Parameter estimates for baseload prices of the models as described in the text. The corresponding loglikelihoods are in Table 3 . Table 5b : Parameter estimates for peakload prices of the models as described in the text. The corresponding loglikelihoods are in Table 3 .
