The parameter dependence of the scaling exponent γ for the duration of retrieval processes in the chaotic itinerancy solution is studied in the case of an oscillator neural network model. We studied the dependence in order to explain the discrepancy of the exponent of ours from the value of well-known case. Besides we try to draw the trajectory of the chaotic itinerancy to capture its dynamical nature. §1. Introduction
§1. Introduction
The Chaotic Itinerancy (CI) in the models of neural systems, whose pioneering works 1) were started in the early 90's, has been much attention lately again. 2), 3) Some necessary conditions for CI could be considered as follows: (i) the system concerned shows the transition between low-dimensional chaos and high-dimensional one, (ii) the system has the multi-attractors of the low-dimensional chaos, and (iii) the system has the special parameter range in which the attractors of the lowdimensional chaos are destabilized simultaneously, and the resulting ruins of the attractors are intermingled with each others. Under this special situation, one can encounter CI, namely, the chaotic switching among the attractor ruins of the lowdimensional chaos. It occurs without any external stochasticity and the perturbation which necessarily induces the switching.
We have previously studied the CI in an oscillator neural network model, 4) and found that the duration of the low-dimensional chaos, i.e., the chaotic retrieval state we called in Ref. 5) , obeys a scaling law like that of the intermittent chaos in the system of a few degrees of freedom. One of the most remarkable findings in the previous work is the scaling exponent γ 2.38 of ours, 4) which is quite different from the well-known universal value γ = 1.0 for the system of a few degrees of freedom. 6) We will, in §3, characterize the CI by projecting its high-dimensional trajectory onto the two-dimensional space. This is helpful to easily understand the wandering behavior of the CI. Next we will investigate the dependence of γ on the loading rate α. We previously evaluated γ only for α = 0.02 in Ref. 4) , and now we will here extend our analysis for α = 0.02. §2.
Model
We consider the following multi-layered version of the GL map network model 4) 0-th layer: e ∈ [0, 2π) denotes a phase variable at discrete time t and site j (= 1, . . . , N) on the sth layer, and J jk ∈ C, which will be given in the next paragraph, is a coupling constant between sites j and k. The GL map f is defined as f C 2 (h, h * ) = h/|h| 1+iC 2 with a real parameter C 2 . Eq. (2.1) governs the essential dynamics of the whole system. On the other hand, Eq. (2.2) for the additional 4 feed-forward layers acts as a filter enhancing the retrieval quality on the 0th layer. See Secs. II B and III C of Ref. 4) for the detail. All the phases are updated simultaneously.
The matrix J is given by the generalized pseudo-inverse matrix rule as
in which correlated p phase patterns φ -= (φ
µ ) (µ = 1, . . . , p) are stored in advance to the updating. This means one of φ -could approximately be the attractor of θ t = (θ
t ), depending on the initial value θ 0 . The overlap between θ t and φ -, defined as We carried out numerical simulations for N = 2500, p = 50 and C 2 = 1.9, then we observed a chaotically-itinerating solution as shown in Fig. 1 . Five representatives of p overlaps and the projected trajectory of the phase variables of the fourth layer s = 4 are plotted in Figs. 1(a) and (b) , respectively. We have utilized, in Fig. 1(b) , the property of the arbitrary phase origins for the best visualization. The system is invariant under the uniform phase shift θ arbitrary single layer. This invariance corresponds to the translational invariance of a projected point along the diagonal direction. Using this property, we transformed the phase coordinates at every time step such that the argument of a complex-valued maximum overlap is set to zero, that is, θ 1, . . . , N) . This transformation allows us to adjust the system state much closer to a temporarily retrieved pattern with respect to the position in the 2500-dimensional space.
As a result of the transformation, one finds the Lévy flight-like jumps in Fig. 1(b) . They occur when the pattern label µ associated with the maximum overlap switches to the other label ν, resulting in the big phase shift arg m µ − arg m ν . The secondary reason of the discontinuity happens when the trajectory passes through the periodic boundaries of phase θ. This makes up the nearly horizontal or vertical jumps. These undesirable jumps have, in principle, nothing to do with the dynamical property of the system. Taking into account these considerations, one can understand from Fig. 1(b) that the maximum overlap grows up well where the path meanders around the stored patterns, corresponding to temporary retrieval. Each of such parts of the path form an attractor ruins, and is connected with each other via the nonretrieval parts. This really illustrates the itinerant behavior of chaos.
We also investigated the scaling law of the duration of the retrieval processes observed in the chaotic itinerancy solution, and found the dependence of the scaling exponent γ on the loading rate α(≡ p/N ). Here we have defined a retrieval process as the system state in which the maximum overlap keeps m ≥ 0.5, and we have assumed the scaling form
as well as in Ref. 4) . It should be noted that the values of α and C 2 are restricted to the range in which the chaotic itinerancy solution emerges. The result is obtained as in Fig. 2 . We fitted the curves of Fig. 2 Fig. 2 . The average duration of retrieval processes vs C 2 for some values of α. We calculated the average from ten runs of 100 000 iterations of the system size N = 2500. §4.
Concluding remarks
We have previously conjectured the scaling exponent γ increases with the value of α ( the ratio of the number of attractor ruins to the system size). The conjecture was based on the following expectation: If α increases, then it makes more attractor ruins included in a CI solution, and eventually the trajectories are trapped, as shown in Fig. 1(b) , around sticky ruins more often. So the duration τ is expected to elongate with the increase of α. Of course, this expectation holds provided that the increase does not collapse the CI solutions. We restricted the parameter range in the case of no collapse. Nevertheless, we have not verified this conjecture. The reason of the unsuccessful result may come from the nonmonotonic behavior of C * 2 against α, as shown in Table I .
The scaling parameter C * 2 (α) gives a phase boundary of the CI solutions. It could possibly be nonmonotonic, and eventually be influential to the dependence of γ. Although the result of Table I is rather crude because of the insufficient numbers of simulation runs and iterations, it is still obvious that one can at least find out the nonmonotonic behavior from the result. We conclude that such nonmonotonicity resultingly exclude the possibility of our simple conjecture.
