Abstract The new estimates of the conditional Shannon entropy are introduced in the framework of the model describing a discrete response variable depending on a vector of d factors having a density w.r.t. the Lebesgue measure in R d . Namely, the mixed-pair model (X, Y ) is considered where X and Y take values in R d and an arbitrary finite set, respectively. Such models include, for instance, the famous logistic regression. In contrast to the well-known Kozachenko -Leonenko estimates of unconditional entropy the proposed estimates are constructed by means of the certain spacial order statistics (or k-nearest neighbor statistics where k = k n depends on amount of observations n) and a random number of i.i.d. observations contained in the balls of specified random radii. The asymptotic unbiasedness and L 2 -consistency of the new estimates are established under simple conditions. The obtained results can be applied to the feature selection problem which is important, e.g., for medical and biological investigations.
in the study of conditional entropy is explained as follows. The mutual information of two random vectors is represented by means of conditional entropy of one of them and unconditional entropy of another. That information characteristic of two random vectors facilitates the identification of relevant factors having impact on a response variable under consideration (see, e.g., [4] , [16] , [17] , [25] , [40] ). Such analysis is useful in medical and biological studies. Thus statistical estimates of the mutual information involving new estimates will be valuable for feature selection.
We stipulate that all the random variables and random vectors are defined on a probability space (Ω, F, P). Recall that the Shannon entropy (see [34] ) of a discrete random variable Y taking values in a finite set M with probabilities P (y) := P(Y = y), y ∈ M , and a (differential) entropy of a random vector X in R d having density f (·), x ∈ R d , w.r.t. the Lebesgue measure µ are introduced by the following respective formulas H(Y ) := −E log P (Y ) = − y∈M P (y) log P (y),
Clearly, one can view the entropy as a function of a probability distribution since the above formulas involve the laws of X and Y . Note that the probability distribution discretization techniques for a random variable having a density (w.r.t. the Lebesgue measure) and evaluation of the Shannon entropy for thus arising random variables do not lead to the differential entropy as the mash of the discretization tends to zero (see, e.g., Theorem 8.3.1 in [13] and [28] ). More generally, when a measure σ is fixed on a measure space (S, B), one can define the notion of the entropy of a probability measure ν given on the same space and absolutely continuous w.r.t. σ. Namely, whenever the following integral is well defined (and can take infinite values),
where dν dσ is the Radon -Nikodym derivative. If Y has a law ν on (M, 2 M ) then (1) is a particular case of (3) where S = M , B = 2 M and σ is a counting measure on M . If X has a law ν on (S, B) then (3) leads to (2) when S = R d , B = B(R d ) and σ = µ. The definition of the Kulback -Leibler (see, e.g., [13] , p.19, 251) relative entropy (or divergence) for two probability measures is closely related to (3) . We refer to [33] where various kinds of f -divergences are compared.
Consider a random vector (X, Y ) such that X : Ω → R d (d ∈ N) and Y : Ω → M . Here M is an arbitrary finite set. We assume that P(Y = y) > 0 for each y ∈ M . Suppose that there exists a measurable function f X,Y : R d × M → R + such that, for any B ∈ B(R d ) and y ∈ M , P(X ∈ B, Y = y) = B f X,Y (x, y) µ(dx).
In other words, f X,Y is a density of a random vector (X, Y ) w.r.t. measure σ := µ⊗λ on B(R d )⊗2 M . For x ∈ R d and y ∈ M , let us define the following functions: 
Note that f X is a density of X, f X|Y is a conditional density of X given Y , and f Y |X provides a conditional distribution of Y given X. To simplify notation we will write dx instead of µ(dx) and set f (x, y) := f X,Y (x, y), f (y|x) := f Y |X (y|x). According to (3) (see also [29] ) the entropy of a vector (X, Y ) in the framework of model (4) 
One can verify that this conditional entropy H(Y |X) is always finite. Note that H(Y |X) = H(X, Y ) − H(X). The mutual information of X and Y is defined as
I(X, Y ) := H(X) + H(Y ) − H(X, Y ) = H(X) − H(X|Y ) = H(Y ) − H(Y |X).
It is well-known that I(X, Y ) ≥ 0. Moreover, I(X, Y ) = 0 if and only if X and Y are independent. The latter statement is applied to the information approach for the identification of relevant factors having an impact on a random response. Mention in passing that extension of (7) to the case of n random vectors is fruitful as well (see, e.g., [15] ). There are a number of papers devoted to various estimates of (unconditional) entropy. In this regard we indicate the recent work [10] where the estimates of the Shannon differential entropy are studied and where one can find further references. The scheme (4) under consideration comprises the famous logistic model widely used in the classification problems (see, e.g., [24] ). Namely, let M = {1, 2} and
where (·, ·) is a scalar product in R d and P(Y = 2|X = x) = 1 − P(Y = 1|X = x). Let f X be a vector X density. Then f X,Y (x, 1) = P(Y = 1|X = x)f X (x), f X,Y (x, 2) = f X (x) − f X,Y (x, 1).
Note that there exist generalizations of logistic regression where a response variable Y takes more than two different values.
To conclude the introduction we mention that in Section 2 statistical estimates of H(Y |X) are introduced and two principle results are formulated. The proposed estimates are constructed by means of the certain k-nearest neighbor statistics (where k = k n depends on a number n of i.i.d. observations (X 1 , Y 1 ), . . . , (X n , Y n )) and a random number of observations contained in the balls of specified random radii. Under wide conditions the asymptotic unbiasedness and L 2 -consistency of our estimates are proved in Sections 4 and 5, respectively, whereas in Section 3 some auxiliary results are provided. Their proofs and that of Corollary are given in Appendix. The applications to the feature selection problems along with simulations will be considered separately. In particular, for considered vectors (X, Y ) our estimate of the conditional entropy H(Y |X) has advantages over estimates constructed as differences of statistical estimates of H(X, Y ) and H(X). Note also that other estimates of mutual information for discrete-continuous mixtures models based on the Kraskov -Stögbauer -Grassberger [23] approach were studied in [12] and [18] under different conditions. Also it is worth to emphasize that our estimates construction does not suppose the existence of any topological structure on a set M (thus we do not use the distances between Y i and Y j , i, j = 1, . . . , n).
Main results
Let Z 1 , Z 2 , . . . be a sequence of i.i.d. random vectors Z i = (X i , Y i ), i ∈ N, such that a distribution of Z 1 coincides with one of the vector (X, Y ) described by model (4) . Introduce the estimate H(Y |X) constructed by a sample Z 1 , . . . , Z n as follows
Here n ∈ N, n > 1, k = k(n) ∈ {1, . . . , n − 1},
♯ stands for the cardinality of a finite set, · is the Euclidean norm in R d and
X i,(k) being the k-th nearest neighbor of X i in the sample {X 1 , . . . , X n }\{X i } i.e. ρ n,k,i (X 1 , . . . , X n ) is the Eulidean distance from X i to its k-th nearest neighbor. Clearly, the random variable ξ n,k,i (Z 1 , . . . , Z n ) takes values 0, 1, . . . , k. Observe that with probability one the points X 1 , . . . , X n do not pair-wise coincide as the vector X has a density. Thus, in contrast to the well-known Kozachenko -Leonenko ( [22] ) estimate of the Shannon differential entropy of a random vector, along with the distance to the k-th nearest neighbor of X i in the sample X 1 , . . . , X n (without point X i ) the principle role is played by random variables ξ n,k,i , i = 1, . . . , n. Namely, at first we find a random set J ⊂ {1, . . . , n}, consisting of all the indexes j ∈ {1, . . . , n} \ {i} such that X j belongs to the ball B(X i , ρ n,k,i ) with a random center and a random radius. Then from the collection {(X j , Y j ), j ∈ J} we take {(X j , Y j ), j ∈ I i } where
The collection of random variables {(X j , Y j ), j ∈ I i } arises where I i is also a random set. The cardinality of this set I i ,i.e. ♯I i , equals to the random variable ξ n,k,i , i = 1, . . . , n.
where
A function g is C 0 -constricted if it is locally constricted for µ-almost all points x ∈ R d and, moreover, for such x one has C 0 (x) ≤ C 0 and R 0 (x) ≥ R 0 where C 0 and R 0 are strictly positive constants. (13) is valid for any R 0 (x) > 0. It is easily seen that if g(x), x ∈ R d , is a density of non-degenerate Gaussian law then this function is C 0 -constricted.
Theorem 1
Let in the framework of model (4) the following conditions be satisfied. For each fixed y ∈ M and µ-almost all x ∈ R d , a function f (x, y), i.e. f (·, y), is strictly positive and
for some α ∈ (0, 1), and, for some ε > 0,
where f X (·) is a density of X. Then
i.e. H n,k is an asymptotically unbiased estimate of H(Y |X).
Theorem 2 Let the condition (15) of Theorem 1 be replaced by the following one. For some ε > 0,
Then
Corollary 1 Let in the framework of model (4) , for each y ∈ M , the function f (·, y) be a density of non-degenerate Gaussian law in R d (with mean vector and covariance matrix depending on y). Then H n,k , where k(n) satisfies (14) , are asymptotically unbiased and L 2 -consistent estimates of H(Y |X) as n → ∞.
Auxiliary results
In this Section, as previously, we consider i.i.d. vectors Z 1 , Z 2 , . . ., having the same distribution as (X, Y ) in the framework of model (4) . Using notation introduced in Section 2, for x ∈ R d , y ∈ M , k ∈ {1, . . . , n − 1} and n > 2, set ρ n,k,1 (x) := ρ n,k,1 (x, X 2 , . . . , X n ), ξ n,k,1 (x, y) := ξ n,k,1 ((x, y), Z 2 , . . . , Z n ).
These random variables depend, respectively, on x, X 2 , . . . , X n and (x, y), Z 2 , . . . , Z n . To simplify notation we omit the random arguments of these functions. Now we formulate two auxiliary results concerning conditional distributions of random variables playing an essential role in the asymptotical behavior analysis of the conditional entropy estimates. It turns out surprisingly that the mentioned conditional distributions are specified mixtures of certain binomial laws with explicitly indicated weight coefficients. The proofs of these results are provided in Appendix. We write P η for distribution of a random vector (or variable) η.
Lemma 1 For any y ∈ M , x ∈ R d , r = 0, 1, . . . , k and P ρ n,k,1 (x) -almost all t ∈ (0, ∞), the following relation holds:
where α(x, y, t) = P(Y = y| X − x = t) and Remark 2. As usual, for random vectors η : Ω → R q , ζ : Ω → R s , and for B ∈ B(R q ), x ∈ R s , the notation P(η ∈ B|ζ = x) = ϕ(x) means that one takes a Borel function ϕ(x), x ∈ R s , such that P(η ∈ B|ζ) = ϕ(ζ). The function ϕ is defined uniquely P ζ -almost sure, see, e.g., [35] , v.1, Ch.II, Section 5.
Again we omit the random arguments of these functions. 
Moreover,
where p j = P(Y = y j |X ∈ B(x j , t j )), j = 1, 2, and α(x, y, t) is the same as in Lemma 1.
We will also employ the following elementary results.
Lemma 3 Let W be a random variable having finite EW , and V be a random vector with values in R m such that P(V ∈ B) > 0 where B ∈ B(R m ). Then
Lemma 4 Let ξ, η be some random variables and E|ξ| < ∞. Assume that a random variable ζ takes values in a finite or countable set S. Then, for P η -almost all t, one has
Proof of Theorem 1
Observations
and one has to prove that
Taking into account the independence of Z 1 and Z 2 , . . . , Z n , we get
Consequently,
Introduce parameters θ, ν > 0. In the sequel we will make an appropriate choice of these parameters. Due to (15) , for n > 2 and y ∈ M , we come to relations
For n ∈ N, take θ n := n −θ , ν n := n −ν and consider the sets
One can write E log
For k > 1, all x ∈ R d and y ∈ M , the inequality |h n,k (x, y)| ≤ log k is valid because ξ n,k,1 (x, y) takes values 0, 1, . . . , k. Thus
According to (22) and (23) we infer that I 2 (n, k) → 0, n → ∞, since k ∝ n α . Fix parameter β > 0 and note that
Hence,
n,x,β (·) is a density of a positive random variable n β ρ n,k,1 (x), and a density of a random variable ρ n,k,1 (x) is indicated in the proof of Lemma 1 (see Appendix, formula (68)). Now we fix an arbitrary δ > 0 and write
The rest of the proof is divided into two steps.
Step 1. Let us show that S 1 (n, k) → 0, n → ∞. We find an upper bound for |S 1 (n, k)|. For all n ∈ N, 1 ≤ k ≤ n and x, y ∈ R d , the variable ξ n,k,1 (x, y) takes values 0, . . . , k. Therefore, for k > 1, one has
here η n (β, u, x) ∼ Bin(n − 1, p n (β, u, x)), i.e. η n (β, u, x) has a binomial law with parameters n − 1 and p n (β, u, x) where
n,x,β (·) is a density of a variable ρ n,k (x)n β , we can write
The event {ω : ρ n,k,1 (x) > δn −β } means that in a ball B(x, δn −β ) one can find no more than k − 1 point among {X i } n i=2 . The independence of the observations yields P(ρ n,k,1 (x) > δn −β ) = P(η n (β, δ, x) ≤ k − 1). According to the inequality for binomial sums proved in [42] , for any n > 1, k = 0, 1, . . . , n − 1 and all considered values β, δ and x, the following bound holds
where Φ(·) is the distribution function of a standard normal random variable,
For each y ∈ M , the function f (·, y) is C 0 -constricted, therefore, for µ-almost all x ∈ R d , each u ∈ (0, δ] and any n large enough,
Since f X (x) = y∈M f (x, y), for x, u and β under consideration, we get
where C = ♯M C 0 . This implies that, for arbitrary δ > 0, β > 0, µ-almost all x ∈ B 1,n and for any n ≥ N 0 , where N 0 = N 0 (δ, β), the following inequality is satisfied
we can obtain the upper bound for the argument of a function sgn in formula (28) . In view of (31) one has
Take β > θ. Then n −β = o(θ n ) as n → ∞. According to (14) we get k n−1 ∝ n α−1 , n → ∞. Let parameters β and θ be such that
For (32) validity it is sufficient that (d + 1)θ < 1 − α, because we can choose β > θ arbitrary close to θ.
For s, t ∈ (0, 1) introduce the functions
consider the behavior of the functions L 1,n (t, s) and L 2,n (t, s) (for µ-almost all x ∈ B 1,n ) as n → ∞. Applying (31), for n ≥ N 0 , we come to the bound
Evidently, L 1,n (k) depends not only on n and k, but also on a collection of parameters appearing in (34) . Note that log(1 + z) = z + o(z) as z → 0. Hence, in view of (32) and since β > θ we get L 1,n (k) ∝ n 1−dβ−θ , as n → ∞. For the same t, s and x ∈ B 1,n , taking into account that 0 < p n (β, δ, x) ≤ 1, we obtain
Therefore, L 2,n (k) ∝ n α log n n → ∞. Thus according to (32) we conclude that, for all n large enough, and for µ-almost all x ∈ B 1,n ,
where k = k n ∝ n α . Here R n depends not only on n, but also on α, β, δ, θ and d. Therefore, (35) gives, for all n large enough, an estimate
2 for z > 1, taking into account inequalities (26), (28) and (35) we get, for k = k n ∝ n α , x ∈ B 1,n and all n large enough,
Hence the proof of Step 1 is complete.
Step 2. We show that S 2 (n,
where the random variable µ n does not depend on (X, Y ) and
Note that P(X ∈ B(x, t)) > 0 for each x ∈ R d and any t > 0 since f X (·) is strictly positive µ-almost everywhere. At first we study, for
For all y ∈ M and µ-almost all x ∈ R d , the Lebesgue theorem on measures differentiation (see, e.g., Theorem 25.17 [41] ) gives that
Hence, due to (29) and (30), for all n large enough, we obtain the inequality
if n is large enough (n ≥ N (♯M, C 0 , δ, β, θ)) and β > θ. Thus, for such n and indicated u, x and y,
Note now that, for k n > 1 and P n := P n (β, u, x, y),
According to the Lyapunov inequality it is sufficient to prove that sup (u,x,y)∈Gn
Introduce
Taking into account (40) and the bound f (y|x) > n −ν for (u, x, y) ∈ G n , we see that if 0 < ν < β −θ then 1 2 n −ν ≤ P n ≤ 1 and
where b = b(α, ν) does not depend on n. If 0 < ν < α then, for all n large enough,
For a random variable H(m) ∼ Bin(m, p), p ∈ (0, 1), p = p m and ε = ε m > 0, the Hoeffding inequality (see, e.g., [26] , p. 22, and further generalizations there) yields
We employ this inequality for m = (k n − 1), k n ∝ n α , p = P n (β, u, x, y) and
whenever α − 2ν > 0 (we can take positive ν arbitrary small).
To get an upper bound for T 1 (n) we note that | log(1 + z)| ≤ 2|z| for |z| < 1 2 . Hence
It holds
We have seen that, for (u, x, y) ∈ G n and all n large enough, the following inequality takes place (k n − 1)P n ≥ 1 4 n −ν k n → ∞ if 0 < ν < α/2 (we also assume that ν < β − θ). Therefore, the righthand side of (43) tends to zero as n → ∞. Thus we have verified that sup (u,x,y)∈Gn T 1 (n) → 0, n → ∞. In such a way (42) and (41) 
where f (y|x) > 0. Then
if 0 < ν < β − θ and c is defined by means of (40) and does not depend on n. We see that sup (u,x,y)∈Gn |F n − 1| < 1 2 for all n large enough. Then
So we come to the relation sup
In a similar way we verify that sup (u,x,y)∈Gn |E log(
Taking into account (37) we ascertain that
Firstly, we can write
Inequality (36) yields 0 ≤ ∆ n := sup
Note now that
To prove Theorem 1 we have imposed on parameters β > 0, θ > 0, and ν > 0 the following conditions:
For each given α ∈ (0, 1) we can guarantee the validity of the indicated inequalities. Namely, one can pick β ∈ (0, 1−α d+1 ) and then take θ ∈ (0, β). After that it remains to fix ν ∈ (0, β − θ) so that ν < 
Proof of Theorem 2
The proof is divided into several steps. Since Z 1 , Z 2 , . . . are i.i.d. observations, one has
We will see that the expectations in the right-hand side of the latter formula are finite. Moreover, we will verify that, for n → ∞,
The independence of observations Z 1 , . . . , Z n implies that
Therefore,
Due to the de la Vallée Poussin theorem (see, e.g., [9] , p. 10), for establishing (A) it suffices to prove validity of the following two statements.
here h(x, y) :
Indeed, (45) and (46) imply that
In view of the Jensen conditional inequality it is easily seen that (46) holds if
The Cauchy -Schwartz inequality yields
Thus, as a > 0 can be taken arbitrary small, (46) holds if, for some ε > 0,
On applying the Lyapunov moment inequality we observe that (47) guarantees validity of (B) . Employing the reasoning used to prove Theorem 1 one arrives at an expression
Fix
Then we can write
n,x,β (·) is a density of random variable n β ρ n,k,1 (see formula (68) in Appendix). Taking into account the finiteness of the set M it is sufficient to prove that, for each y ∈ M , one has sup n |I n,k,i (y)| < ∞ where
and B i,n were defined in (24) . Clearly, if k > 1 then, for any x ∈ R d and y ∈ M , the following is P-a.s. true log
Hence, using (22) and (23) with 2 + ε instead of 1 + ε, we come to the relation sup n |I n,k,2 | < ∞. Fix δ > 0. One has I n,k,1 (y) = S n,k,1 (y) + S n,k,2 (y) where, for V 1 = (δ, ∞) and
In similarity to (26) , for each y ∈ M and all n large enough, basing on (49) we obtain that
According to inequality (36) one has
where R n was introduced in (35). Now we turn to the estimation of S n,k,2 (y). Lemma 1 yields that
here the variable µ n is defined in (38) and does not depend on (X, Y ). We show that sup (u,x,y)∈Gn
It is sufficient to prove that, as n → ∞,
sup (u,x,y)∈Gn
For ν ∈ (0, 1/2) and γ ∈ (0, 1/2 − ν) one has E log µn+1 k
here T n,j = T n,j (β, ε, γ, u, x, y), j = 1, 2. Note that by elementary properties of the binomial distribution Eµ n = (k − 1)P n (β, u, x, y) with P n (β, u, x, y) introduced in (39) . In view of (49), for (u, x, y) ∈ G n and all n large enough, one can write
Applying the Hoeffding inequality with
Note also that
Set B i (n, p) = P(µ n = i), i = 0, . . . , k − 1, and write T n,1 in the following way
To get the upper bound for |T n,1 − | log f (y|x) + H(Y |X)| 2+ε | we employ the Lagrange formula for a function g(z) = | log z + a| 2+ε , z > 0, a ∈ R. For z, z 0 > 0, one has
k , z 0 = f (y|x) and a = H(Y |X). Then, for i belonging to the summation set in (56), in view of (40) we get
+γ . According to (40) we can write P n ≥ 1 2 n −ν for all n large enough if ν < β − θ. Therefore, for all n large enough, one can see that z ≥ c 1 n −ν+α if α − ν > 1 2 + γ (here c 1 = c 1 (α)). The latter inequality holds if ν < 2α (then we take positive γ which is small enough). Thus |ξ| −1 ≤ n ν for all n large enough. Consequently, uniformly in i belonging to the summation set in definition of T n,1 ,
whenever ν < β −θ. Taking into account that i:|i−Eµn|≤(k−1) 1/2+γ B i (n, p) ≤ 1 we come to relation sup (u,x,y)∈Gn
This formula, (54) and (55) yield (52). Relation (53) is proved analogously. In such a way we establish (51). Hence,
Obviously, for each n ∈ N and any y ∈ M , we get
Indeed, in view of the Minkowski inequality and since f (y|x) = P(Y = y|X = x) ≤ 1 for each y ∈ M and P X -almost all x, it is enough to show that
For any ε > 0, there exists such T = T (ε) > 1 that (log t) 2+ε ≤ t whenever t > T . Hence, for each y ∈ M , the latter integral can be written as follows
Consequently, for y ∈ M , one has sup n S n,k,2 (y) < ∞. Thus by applying (50) we ensure, for each y ∈ M , that sup n |I n,k,1 (y)| < ∞. Relation (47) is established. Now we concentrate on the proof of (45). For
Write ρ n,k,j := ρ n,k,j (x 1 , x 2 ), j = 1, 2. Fix δ > 0 and set
where, for an integrable random variable ξ, one has E(ξ|A) := 0 if P(A) = 0. For all n ≥ N 1 , where
, and any z j ∈ R d × M , j = 1, 2, the inequality |R n,k (z 1 , z 2 )| ≤ 2(log k) 2 holds with probability one. Therefore
Due to (27) and (36) we know, for each
It remains to show that, for any y 1 , y 2 ∈ M and Q-almost all (
In the proof of Lemma 2 (see the Appendix) it is shown that, for each
] can be written in the following way
Here g n,k (x 1 , x 2 , ·, ·) : D x 1 ,x 2 → R + is a certain integrable function (w.r.t. the restriction to D x 1 ,x 2 of mes ⊗ mes). Clearly, for 0 < k < n − 2,
since X has a density (and
Thus, for any B ∈ B(R 2 ) and n ≥ N (x 1 , x 2 , β, δ),
Note that P(ζ ∈ Q n,δ,β ) > 0 for all n large enough as
Here p n,x i ,δ,β = P( X − x i ≤ δn −β ) > 0 for all n ∈ N and i = 1, 2, as P X (B(x, r)) > 0 for any x ∈ R d and r > 0 (because f X (z) > 0 for µ-almost all z ∈ R d ). We also take into account that p n,x i ,δ,β → 0 as n → ∞, i = 1, 2. Therefore a functiong n,k (x 1 , x 2 , ·, ·) :
is a probability density of the measure P(ζ ∈ ·|ζ ∈ Q n,δ,β ) which is defined on (R 2 , B(R 2 )). Thus the measure P(n β ζ ∈ ·|ζ ∈ Q n,δ,β )) on this space has a density (w.r.t. a restriction of mes ⊗ mes on (R 2 , B(R 2 ))) f n,k,β,δ (x 1 , x 2 , ·, ·) : R 2 → R + . Now we are going to employ Lemma 3 with
Note that {V ∈ B} = {ζ ∈ Q n,δ,β } and EW exists. Consequently, for considered x 1 , x 2 , β, δ and n > N (x 1 , x 2 , β, δ), the following formula is valid u 2 ) ). It was shown that the measure P V,B has a density f n,k,β,δ (x 1 , x 1 , ·, ·), therefore
Now we show that uniformly for
Set ξ := (ξ n,k,1 , ξ n,k,2 ) where ξ n,k,1 = ξ n,k,1 (z 1 , z 2 ), i = 1, 2. Due to Lemma 4, for P V -almost all (u 1 , u 2 ),
Note that, for P V,ξ -almost all (u 1 , u 2 , r 1 , r 2 ),
because a random variable R n,k (z 1 , z 2 ) is measurable w.r.t. σ-algebra σ{V, ξ}. A function h(r 1 , r 2 ) depends also on n, k, z 1 , z 2 . Let O ∈ B(R 2 + ×M 2 ) be the set consisting of (u 1 , u 2 , r 1 , r 2 ) such that (59) holds. Then
h(r 1 , r 2 )P(ξ = (r 1 , r 2 )|V = (u 1 , u 2 )).
(60)
Clearly,
If the set O is empty then O r 1 ,r 2 = O s 1 ,s 2 for r 1 = s 1 , r 2 = s 2 , so (r 1 ,r 2 )∈M O r 1 ,r 2 = (r 1 ,r 2 )∈M O r 1 ,r 2 = ∅, thus equality holds for P V -almost all (u 1 , u 2 ). Let us consider the case where O = ∅.
Now we will demonstrate that if (r 1 , r 2 ) ∈ K 2 then P(ξ = (r 1 , r 2 )|V = (u 1 , u 2 )) = 0 for all (u 1 , u 2 ) ∈ S r 1 ,r 2 ⊂ O r 1 ,r 2 , S r 1 ,r 2 ∈ B(R 2 + ) where P V (S r 1 ,r 2 ) = P V ( O r 1 ,r 2 ) > 0. If the latter statement is true then (61) is valid since we come to the trivial relation 0 = 0 and, consequently, we obtain the desired formula for any (
Here we take into account that S r 1 ,r 2 ⊂ O r 1 ,r 2 and O r 1 ,r 2 ∩ O r 1 ,r 2 = ∅.
, from equation (61) we infer that P(ξ = (r 1 , r 2 )|V = (u 1 , u 2 )) = 0 for some set S r 1 ,r 2 ∈ B(R 2 + ) such that S r 1 ,r 2 ⊂ O r 1 ,r 2 and P V (S r 1 ,r 2 ) = P V ( O r 1 ,r 2 ). Accordingly, (60) holds for P V -almost all (u 1 , u 2 ).
For n > N (x 1 , x 2 ) and u i ∈ [0, δ] one has u i n −β < |x 1 − x 2 |/2, i = 1, 2, so Lemma 2 applies to P(ξ = (r 1 , r 2 )|V = (u 1 , u 2 )). Then
According to (44) and since log k − log(k − 1) → 0 as n → ∞ we can write
For a given version of f X and any x ∈ R d such that f X (x) > 0, one can find N (x) ∈ N to guarantee relation x ∈ B 1,n when n > N (x). Consider
as n → ∞. In a similar way
Therefore, for P X -almost all x i ∈ R d and any y i ∈ M (i = 1, 2),
In view of (62), for n ≥ N (x i , y i , δ), the following inequality holds sup 0<u 1 ≤δ |J n,1 | ≤ 2|F 1 |.
Whence, for all y 1 , y 2 ∈ M and P X ⊗ P X -almost all (
Thus (58) is proved. It gives us
In view of (27) and (36) we get that, for any
Hence (57) is established and the proof of Theorem 2 is complete. Proof of Corollary 1. Let X ∼ N (a, Σ) where a ∈ R d and Σ > 0. It is easily seen that, for any ε > 0, one has E| log f X (X)| ε < ∞ (see, e.g., [10] ). Since, for x ∈ R d and y ∈ M ,
we see that f (·, y) is µ-almost everywhere positive. We show that f (·, y) is C 0 -constricting for any y ∈ {0, 1}. According to Remark 1, it is sufficient to verify that this function is a Lipschitz one. Write
Note that max x |f X (x)| < ∞ and f X (·) satisfies the Lipschitz condition. Thus it is enough to prove that the function P(Y = y|X = x) (as a function in x) satisfies the Lipschitz condition with a constant C. For any x ∈ R d and j ∈ {1, . . . , d},
Thus for P(Y = 1|X = x) the desired property holds. Obviously, one has P(Y = 0|X = x) = 1 − P(Y = 1|X = x) and consequently P(Y = 0|X = x) satisfies the Lipschitz condition as well.
and
We take into account that there are n−1 k−1 variants to choose k − 1 points among X 2 , . . . , X n which lay in B(x, t − δ), and there exist n−k 1 variants to choose among other observations a point X q belonging to S x (t, δ). Further on there exist two possibilities. variants to choose among points, contained in B(x, t − δ), r points X i 1 , . . . , X ir such that Y im = y, m = 1, . . . , r. For other k − 1 − r points X j 1 , . . . , X j k−1−r , belonging to B(x, t − δ) one has Y js = y, s = 1, . . . , k − 1 − r.
If
Other n − 1 − k points have to be in the complement of the ball B(x, t + δ). The probability, for each observation X m , to be in this complement is equal to 1 − p x (t + δ).
For r = k, we get
In this case the reasoning is analogous to the previous one. The difference is the following. Not only for each (k − 1) points X i 1 , . . . , X i k−1 (among X 2 , . . . , X n , belonging to B(x, t − δ)), one has Y i 1 = y, . . . , Y i k−1 = y, but also for X q contained in S x (t, δ) one has Y q = y. The case r = k is comprised by formula (64) since k−1 k = 0. If a random variable τ is such that τ ≥ 0 a.s., Eτ < ∞ and a random vector ζ takes values in R s then (see, e.g., [35] , Ch. II, Section 7.5) the function E(τ |ζ = t) can be defined in the following way. Set G(B) := E(τ I{ζ ∈ B}) where B ∈ B(R s ). Evidently, G is a finite measure which is absolutely continuous w.r.t. P ζ . Therefore there is a Borel function ϕ : R s → R such that, for each B ∈ B(R s ),
In other words ϕ(t) is the Radon -Nikodym derivative dG dP ζ (t), t ∈ R s . Thus E(τ |ζ) = ϕ(ζ). According to Theorem 5.8.8 [8] (we take into account that G ≪ P ζ ) there exists
More precisely, this limit exists for P ζ -almost all t ∈ R s and is the Radon -Nikodym derivative of the measure G w.r.t. the measure P ζ , that is a (version) of E(τ |ζ = t). We employ this result for
Clearly, τ is an integrable random variable w.r.t. any finite measure. Formula (65) can be rewritten for P ρ n,k,1 (x) -almost all t ∈ (0, ∞) as follows
Note that instead of B(t, δ) = [t − δ, t + δ], where 0 < δ < t, we can take a set (t − δ, t + δ] since, for any n ∈ N, n > 1, k ∈ {0, . . . , n − 1} and x ∈ R d , a random variable ρ n,k,1 (x) has a density. Indeed, P(ρ n,k,1 (x) ≤ 0) = 0 as there exists a density f X (·) and, for t > 0,
where p x (t) = P(X ∈ B(x, t)). Evidently, p x (t) = P( X − x ≤ t) is a distribution function of a positive random variable X − x . At first we show that p x (·) has a density f x (·) w.r.t. the Lebesgue measure on B(R + ). After that we prove that there exists a density of a random variable ρ n,k,1 (x). We know that X = (X 1 , . . . , X d ) has a density f X (·) w.r.t. the Lebesgue measure µ in R d (i.e. P X ≪ µ). On the other hand, since f X (x) is strictly positive for µ-almost all x ∈ R d , it is easily seen that µ ≪ P X . Consequently, P X ∼ µ.
Let µ 1 and µ 2 be some measures on a space (S, B) and h : S → T be B|D-measurable function, where T is endowed with a σ-algebra D. Introduce the measures ν i := µ i h −1 , i = 1, 2. Then, obviously, µ 1 ≪ µ 2 yields ν 1 ≪ ν 2 . If Q is a Gaussian measure on B(R d ) having a density w.r.t. µ, then Q ∼ µ as there exists a strictly positive version of dQ/dµ on R d . Consider (S, B) :
. Let µ 1 = P X and µ 2 be a Gaussian law N (0, I) in R d with zero mean vector and the unit covariance matrix I. Then µ 1 ∼ µ 2 since µ 1 ∼ µ and µ 2 ∼ µ. Consequently, ν 1 ∼ ν 2 . Clearly, ν 2 = µ 2 h −1 has the χ 2 d -distribution with a density w.r.t. the Lebesgue measure mes R + on (R + , B(R + )), i.e.
This density is strictly positive on (0, ∞) and therefore ν 2 ∼ mes R + . Thus P X h −1 ∼ ν 2 , hence P X h −1 ∼ mes R + . We proved that there exists the density g of a random variable
If B g(t)dt = 0 then P X h −1 (B) = 0 and hence mes R + (B) = 0. Take B := {t ∈ R + : g(t) = 0}. Then B g(t)dt = 0 and, therefore, mes R + {t : g(t) = 0} = 0. In other words, g is strictly positive mes R + -almost everywhere. If a random vector V has a density (w.r.t. measure µ) q(z), z ∈ R d , then, for x ∈ R d , the vector V − x has a density q x (z) = q(z + x), z ∈ R d . Consequently, we can claim that, for each x ∈ R d , there exists a density of random variable X − x 2 w.r.t. the Lebesgue measure mes R + on R + . This density is strictly positive w.r.t. mes R + whenever f X (·) is strictly positive w.r.t. µ. If a random variable ξ x ≥ 0 has a density γ x (u), u ≥ 0 (x ∈ R d ), then the random variable √ ξ x has a density p x (u) = 2uγ x (u 2 ), u ≥ 0. Thus there is a density f x (u), u ≥ 0, of a random variable X − x , this density is strictly positive for mes R + -almost all u ≥ 0 and P X−x ∼ mes R + . Now we can prove that the density (w.r.t. mes R + ) of a random variable ρ n,k,1 (x) has the form
where f x (·) is a density corresponding to the distribution function p x (·), x ∈ R d . It is worth to emphasize that we cannot differentiate the distribution function to find the density (as the celebrated Cantor function shows). Thus we have to employ the integral relations. Let F be a distribution function of a positive random variable with a density f (thus F (0) = 0 and f (u) = 0, u < 0). Then using the integration by parts (see, e.g., [35] , Ch. II, Section 6.12) and an induction one can prove that, for each n ∈ N, a distribution function F n (u) has a density nF n−1 (u)f (u), u ∈ R. For m ∈ N and j = 0, . . . , m, we can write
The latter formula and (67) lead, for t ≥ 0, to the relation
where h n−1,k,1 is given in (68). We set h n−1,k,1 (u) = 0 for u < 0. Note that we come to (68) using the polynome of the degree n − 1 in a distribution function p x (·). Hence h n−1,k,x is an integrable function (w.r.t. the Lebesgue measure mes on R). However, the mentioned polynome has positive and negative coefficients. Therefore, we have to clarify why h n−1,k,x is a probability density. We explain that if, for a distribution function F , one has
where f ∈ L 1 (R, B(R), mes), then f is a probability density. Clearly, the Lebesgue theorem on dominated convergence yields that R f (u)du = 1 as lim t→∞ F (t) = 1. It remains to show that f (u) ≥ 0 for mes-almost all u. Introduce a function , ∞) ). Let G be a probability measure on B(R) generated by a distribution function
. We see that G and Q coincide on an algebra A consisting of the finite unions of the pair-wise disjoint intervals having the form (a, b], −∞ ≤ a ≤ b ≤ ∞. Hence, Q is a finite nonnegative function on A. Clearly, Q is a countably additive function on B(R) and Q(R) is finite. It remains to note that, for any B ∈ B(R) and each ε > 0, there exists A ∈ A such that |Q(B) − Q(A)| < ε. Indeed,
Consequently, for each B ∈ B(R), one can find A n ∈ A (n ∈ N) such that Q(A n ) → Q(B) as n → ∞. Taking into account that Q(A n ) ≥ 0 we get Q(B) ≥ 0. Assume now that µ(E) > 0 where
Then in a standard way we come to the contradiction. Therefore, µ(E) = 0. Thus formula (68) provides a probability density h n−1,k,x (·) of the random variable ρ n,k,1 (x) distribution where x ∈ R d .
Hence, for each x ∈ R d , y ∈ M , r ∈ {0, 1, . . . , k} and P ρ n,k,1 (x) -almost all t ∈ (0, ∞) in view of (66) one has
Applying the expressions obtained for nominator and denominator of the latter fraction in (70) and taking into account that a function P(X ∈ B(x, t)) is continuous in (x, t) ∈ R d × R + (see, e.g., Lemma 1 in [10]) we get, for each n ∈ N (n > 1), k ∈ {1, . . . , n − 1}, r = 0, . . . , k and P ρ n,k,1 (x) -almost all t ∈ (0, ∞),
where p := P(Y = y|X ∈ B(x, t)), p = p(x, y, t). We used that P(X ∈ B(x, t)) > 0, for µ-almost all x ∈ R d and t > 0, since f X (z) is strictly positive for µ-almost all z ∈ R d . However, we have to explain the existence of limits in (71). Let us employ formula (65) for ζ := X − x , G(D) := E(I{ζ ∈ D}I{Y = y}), x ∈ R d , y ∈ M and D ∈ B(R). We can claim that, for x ∈ R d and y ∈ M , the limits appearing in (71) exist for P X−x -almost all t > 0. Indeed,
= P(Y = y| X − x = t) := α(x, y, t).
We have seen that P X−x ∼ mes R + for each x ∈ R d . Therefore P(X ∈ S x (t, δ)) > 0 for all x ∈ R d and δ > 0. Moreover, for each y belonging to a finite set M and x ∈ R d , the limits in (71) exist for mes R + -almost all t ∈ (0, ∞) as P X−x ∼ mes R + . Consequently, the measure P ρ n,k,1 (x) of a set of points t ∈ R + such that the limits in (71) do not exist equals to zero since P ρ n,k,1 (x) ≪ mes R + . The proof is complete.
Proof of Lemma 2. Fix arbitrary
, 2}, such that x 1 = x 2 . Consider n ∈ N, n > 2, and k ∈ {1, . . . , n − 1}. Note that
here R j := ρ n,k,j (x 1 , x 2 ), j = 1, 2. Recall that ρ n,k,j (x 1 , x 2 ) and ξ n,k,j (z 1 , z 2 ) are defined in (18) and (19) , respectively. Take any ε ∈ (0, |x 1 − x 2 |/2) and t j ∈ (0, |x 1 − x 2 |/2 − ε), j = 1, 2. Then there exists δ > 0 such that δ < t j , j = 1, 2, and t 1 + t 2 + 2δ < |x 1 − x 2 |. Introduce the events
Clearly, A n,k = A n,k (x 1 , x 2 , t 1 , t 2 , δ). Further on in the proof we consider j ∈ {1, 2} without mentioning. To simplify the exposition we use a notation similar in meaning to that employed for proving Lemma 1. However, we have to emphasize that now we use vectors with two components in contrast to random variables appearing in the proof of Lemma 1. For instance, A n,k is not the same as previously. An event {ρ n,k,j (x 1 , x 2 ) > t j − δ} means that the closed ball B(x j , t j − δ) contains less than k (i.e. 0, 1, . . . , k − 1) observations among X 3 , . . . , X n , since x i , i ∈ {1, 2} \ {j}, does not belong to this ball as |x 1 − x 2 | > t j − δ. An event {ρ n,k,j (x 1 , x 2 ) ≤ t i + δ} signifies that in B(x j , t j + δ) there are at least k (i.e. k, k + 1, . . . , n − 2) points among X 3 , . . . , X n because x i , i ∈ {1, 2} \ {j}, does not belong to this ball as |x 1 − x 2 | > t j + δ. One has
where J n,k consists of (s 1 , s 2 , m 1 , m 2 ) such that s 1 , s 2 ∈ {0, . . . , k − 1}, m 1 , m 2 ∈ {1 , . . . , n − 1},
B j,s := {s variables among X 3 , . . . , X n belong to B(x j , t j − δ)}, D j,m := {m variables among X 3 , . . . , X n belong to S x j (t j , δ)},
. In a way similar to (74) one has
It is easily seen that
where p x (t) = P(X ∈ B(x, t)), x ∈ R d , t > 0 and
Thus, for r 1 , r 2 ∈ {0, . . . , k},
Introduce the auxiliary events. Let B l j,s mean that s observations among X 3 , . . . , X n are contained in B(x j , t j − δ) while the rest are not, moreover, l points among X i 's contained in this ball, i.e. X i 1 , . . . , X i l are such that Y im = y j , m = 1, . . . , l. Clearly, B l j,s = B l j,s (x j , y j , t j , δ, n). Analogously one can define an event D l j,s (namely, s points among X 3 , . . . , X n are in S x j (t j , δ) and other ones do not belong to this set, moreover, l points among X i 's belonging to S x j (t j , δ) are such that corresponding Y i = y j ). Note that D l j,m = D l j,m (x j , y j , t j , δ, n). Then, for r 1 , r 2 ∈ {0, 1, . . . , k},
If r = 0 then B r−1 j,k−1 := ∅ (for j ∈ {1, 2}). Evidently, four events appearing in the union in (73) are pair-wise disjoint. We evaluate their probabilities. One has P(B ×P(Y = y 1 , X ∈ B(x 1 , t 1 − δ)) r 1 P(Y = y 1 , X ∈ B(x 1 , t 1 − δ)) k−1−r 1 P (Y = y 1 , X ∈ S x 1 (t 1 , δ)) ×P(Y = y 2 , X ∈ B(x 2 , t 2 − δ)) r 2 P(Y = y 2 , X ∈ B(x 2 , t 2 − δ)) k−1−r 2 P (Y = y 2 , X ∈ S x 2 (t 2 , δ)).
Indeed, there are P oly(k−1, 1, k−1, 1, n−2−2k) variants for partitioning of X 3 , . . . , X n into groups belonging, correspondingly, to pair-wise disjoint (under conditions imposed on t 1 , t 2 , |x 1 −x 2 | and δ) sets B(x 1 , t 1 − δ), S x 1 (t 1 , δ), B(x 2 , t 2 − δ), S x 2 (t 2 , δ) and R d \ ∪ 2 j=1 B(x j , t j + δ). We note that there exist k−1 r 1 variants to choose r 1 points X i , i ∈ I, among X q 1 , . . . , X q k−1 (3 ≤ q 1 < . . . < q k−1 ≤ n) belonging to B(x 1 , t 1 − δ) such that Y i = y 1 for i ∈ I and Y q = y 1 for q ∈ {q 1 , . . . , q k−1 } \ I, ♯I = r 1 . In a similar way one can explain the appearance of a factor k−1 r 2 . For other three events their probabilities can be found analogously. As a result we obtain P(ξ n,1 = r 1 , ξ n,2 = r 2 , B 1,k−1 D 1,1 B 2,k−1 D 2,1 G n−2−2k ) = P oly(k − 1, 1, k − 1, 1, n − 2 − 2k)(1 − p x 1 (t 1 + δ) − p x 2 (t 2 + δ))
r j P(Y = y j , F (x j , t j , δ)) r j P(Y = y j , F (x j , t j , δ)) k−1−r j P (Y = y j , X ∈ S x j (t j , δ)) + k − 1 r j − 1 P(Y = y j , F (x j , t j , δ)) r j −1 P(Y = y j , F (x j , t j , δ)) k−r j P (Y = y j , X ∈ S x j (t j , δ))
where F (x j , t j , δ) := {X ∈ B(x j , t j − δ)}, j = 1, 2. Hence, in view of (72) and as, for each x ∈ R d , the distribution of X − x is equivalent on R + to the Lebesgue measure mes R + , we can state the following. For any x 1 , x 2 ∈ R d (x 1 = x 2 ), and mes ⊗ mes-almost all t = (t 1 , t 2 ) ∈ (0, ∞) × (0, ∞) such that t 1 + t 2 < |x 1 − x 2 |, one has lim δ→0+ P(ξ n,k,1 (z 1 , z 2 ) = r 1 , ξ n,k,2 (z 1 , z 2 ) = r 2 , A n,k ) P(A n,k ) k − 1 r j P(Y = y j , X ∈ B(x j , t j − δ)) p x 1 (t 1 −δ) r j P(Y = y j , X ∈ B(x j , t j −δ)) p x 1 (t 1 −δ) k−1−r j × P (Y = y j , X ∈ S x j (t j , δ)) P (X ∈ S x j (t j , δ)) + k − 1 r j − 1 P(Y = y j , X ∈ B(x j , t j −δ)) p x 1 (t 1 −δ) r j −1 P(Y = y j , X ∈ B(x j , t j −δ)) p x 1 (t 1 −δ) k−r j × P (Y = y j , X ∈ S x j (t j , δ)) P (X ∈ S x j (t j , δ))
P (Y = y j , X ∈ S x j (t j , δ)) P (X ∈ S x j (t j , δ))
P (Y = y j , X ∈ S x j (t j , δ)) P (X ∈ S x j (t j , δ)) and G(B) := P(ζ ∈ B) coincides on E. In a similar way to the proof of Lemma 1 we get that f n,k (x 1 , x 2 , u 1 , u 2 ) ≥ 0 for (mes ⊗ mes)-almost all u = (u 1 , u 2 ) ∈ B x 1 ,x 2 (ε). Therefore, the desired formula (76) is established. Compare (74) and (75). We show now that, for (t 1 , t 2 ) ∈ B x 1 ,x 2 (ε) and all δ > 0 small enough (i.e. for δ < ∆(x 1 , x 2 , t 1 , t 2 )), one has E(I{ζ ∈ C(t, δ)}τ ) = E(I{ζ ∈ B(t, δ)τ ) and P(ζ ∈ C(t, δ)) = P(ζ ∈ B(t, δ)) where C(t, δ) := (t 1 − δ, t 1 + δ] × (t 2 − δ, t 2 + δ]. Using the relation C(t, δ) ⊂ B(t, δ) ⊂ B x 1 ,x 2 (ε) for all δ ∈ (0, ∆(x 1 , x 2 , t 1 , t 2 )) and due to (76), we get P(ζ ∈ B(t, δ) \ C(t, δ)) = 0 as (mes ⊗ mes)( B(t, δ) \ C(t, δ)) = 0. Taking into account that the restriction of P ζ to B x 1 ,x 2 (ε) is absolutely continuous w.r.t. the corresponding restriction of mes R + ⊗ mes R + we can claim that, for each x 1 , x 2 ∈ R d (x 1 = x 2 ) and for P ζ -almost all (t 1 , t 2 ) ∈ B x 1 ,x 2 (ε), formulas (20) and (21) 
Proof of Lemma 4.
It is enough to demonstrate that, for any set B ∈ B(R), B E(ξ|η = t) P η (dt) = r∈S B E(ξ|ζ = r, η = t)P(ζ = r|η = t) P η (dt). where dP η,ζ (t, r) means the integration w.r.t. measure P(η ∈ ·, ζ ∈ ·). Now we show that, for a measurable function ϕ : R × S → R such that E|ϕ(η, ζ)| < ∞, the following relation holds B×{r} ϕ(t, v)dP η,ζ (t, v) = B ϕ(t, r)P(ζ = r|η = t)P η (dt).
Indeed, for A ∈ B(R) and s ∈ S, consider ϕ(t, v) := I{t ∈ A, v = s}, t ∈ R and v ∈ S. Obviously, if s = r then (77) is true. If s = r then B×{r} ϕ(t, v)dP η,ζ (t, v) = P η,ζ ((A ∩ B) × {r}) = P(ζ = r, η ∈ A ∩ B) = A∩B P(ζ = r|η = t)P η (dt) = B I(t ∈ A, r = r)P(ζ = r|η = t)P η (dt) = B ϕ(t, r)P(ζ = r|η = t)P η (dt).
Hence (77) is valid for ϕ(t, v) = I{t ∈ A, v ∈ E} where one can take arbitrary A ∈ B(R) and E ⊂ S. Taking into account that any measurable function ϕ : R × S → R can be approximated by finite linear combinations of the considered functions of the type I{A}I{E} we come to desired statement (77). We also note that E|E(ξ|η, ζ)| ≤ E|ξ| < ∞. The applications of obtained results to the feature selection involving the mutual information estimation will be provided in the forthcoming paper.
