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The Foldy-Lax equation is generalized for a medium which consists of particles with both electric
and magnetic responses. The result is used to compute fields scattered from ensembles of particles.
The computational complexity is reduced by hierarchical clustering techniques to enable simulations
with on the order of 1010 particles. With so many particles we are able to see the transition to bulk
media behavior of the fields. For non-magnetic materials, the observable index, permittivity, and
permeability of the effective bulk medium are in good agreement with the Clausius-Mossotti relation.
The fields simulated for particles with both electric and magnetic responses are in good agreement
with new analytical results for a generalized effective medium theory1.
I. INTRODUCTION
Light scattered from large collections of atoms,
molecules and particles appears to propagate according
to the macroscopic Maxwell’s equations with permeabil-
ity and permittivity that emerge from the microscopic
components of the constituents. Solutions to the scatter-
ing problem at the macroscopic scale are important to
understand how light interacts with matter and to engi-
neer optical systems. Self-consistent solutions to the scat-
tering problem at the microscopic scale are important in
understanding strongly-interacting systems but present
challenges of computational complexity. Moreover, tech-
niques developed to date have not provided a means to
include particles which have both electric and magnetic
responses simultaneously. Here we present a multiscale
method that allows us to simulate the scattering of light
from collections of point particles with numbers of the
order of 1010 using modern computer hardware. More-
over, we provide a means for self-consistent solutions for
particles which respond both to electric and magnetic
fields.
The applications of the results presented here include
design of nanostructures2–11, nanosensing12,13, localized
surface plasmon resonance spectroscopy14–21, surface-
enhanced Raman spectroscopy22,23, atmospheric sci-
ence24–27, and astronomy28. Several numerical tech-
niques have been developed to compute the electromag-
netic field scattered from large collections of particles or
objects. One of the most efficient and widely used tools
is the T-matrix approach29–32, particularly suitable for
particles with morphological complexity, with large sizes,
or at resonance. The discrete dipole method can simu-
late point dipoles interacting with one another via elec-
tric fields33,34. The application of fast algorithms and
parallel computing enables the simulation of numbers of
particles on the order of 108 particles35.
In order to control the numerical complexity in our
method, the particles are clustered, and those clusters
are subsequently aggregated to form larger clusters36,37.
The scattered field from each element is calculated via
the Foldy-Lax method38–40 for finding exact solutions of
the field scattered from collections of point particles. In
order to extend the method to particles with magnetic
polarizability, we have found a generalization of the usual
Foldy-Lax method. Finally, we fit plane waves to the
computed scattered fields to infer the macroscopic optical
properties of the scatterers from the numerical results.
The paper is organized as follows. In Sec. II the
usual Foldy-Lax approach is generalized to include par-
ticles with both electric and magnetic polarizabilities. In
Sec. III, we develop a hierarchical clustering method for
solving the generalized Foldy-Lax method numerically.
Finally, the new method is used to find the macroscopic
properties of a large collection of particles, and future
directions and applications are discussed.
II. THEORY
A. The Foldy-Lax equation
Let us first consider the standard Foldy-Lax result38–40
for the scattering of an electric field from N particles
with the purely electric response. The electric field, Ei,
on the i-th particle consists of the incident field and the
field scattered by all the other particles:
Ei = E
inc
i +
N∑
j 6=i
Escaij . (1)
Here Einci = E
inc(ri) is the incident field, ri is the lo-
cation of the i-th particle, and Escaij is the electric field
scattered by the j-th particle at location rj to the loca-
tion ri. Both the notations with subscript i and with (ri)
are used in this paper depending on the situation. The
particle is considered to only interact with its external
field, while the self-interaction, Escaii , is accounted for in
its polarizability41. A monochromatic field is considered
without loss of generality and a time dependence of e−iωt,
where ω is the angular frequency of the field, is assumed
and suppressed throughout the paper.
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2The particles polarized by the electric field are assumed
to be point-like. The dipole current is thus given by
J(r, ri) = −iωε0αeδ(r− ri)E(ri). (2)
Here ε0 is the electric constant and αe denotes the
complex-valued electric polarizability of a particle. The
electric field scattered from a polarized particle is given
by
Esca(r, ri) =
∫
1
−iωε0
↔
G(r, r′)J(r′, ri)d3r′
=
↔
G(r, ri)αeE(ri), r 6= ri.
(3)
Here r′ is the location of the dipole while r is the ob-
servation location. The dyadic Green’s function
↔
G in
free-space satisfies the equation
[∇×∇×− k20]
↔
G(r, r′) = 4pik20δ(r− r′)I¯3. (4)
Here ∇× denotes the curl operator acting on r and
k0 = ω
√
ε0µ0 is the free space wave number of the
monochromatic field where µ0 is the magnetic constant
and αm is the magnetic polarizability. and I¯3 is an iden-
tity tensor. Although the free-space background is as-
sumed in the proposed theory, a derivation assuming an
inhomogeneous background can be achieved with the ap-
propriate Green’s function.
Combining Eq. (1) and Eq. (3) gives
Ei = E
inc
i +
N∑
j 6=i
↔
GijαeEj . (5)
Here
↔
Gij is shorthand for
↔
Gij =
↔
G(ri, rj). The particles
are taken to be identical. The electric field is then given
by
E¯ =
(
I¯ − G¯αe
)−1
E¯inc (6)
Here E¯ = (E1,E2 . . .EN )
T
denotes a vector containing
all Ei onN dipoles while G¯ denotes the matrix containing
all
↔
Gij tensors. The identity matrix I¯ is of the same
dimension as G¯.
The Foldy-Lax equation in Eq. (6) provides a means
for computing the field scattered by particles with elec-
tric polarizabilities, but not magnetic polarizabilities.
Atoms, molecules and particles can also have magnetic
polarizability, and including such particles in a Foldy-Lax
approach presents special challenges. A novel approach
to overcome these challenges and provide a solution to
the associated generalization of the Foldy-Lax equation
is presented in the following section.
B. Generalized Foldy-Lax equations
Consider scattering from particles which respond also
to magnetic fields. The magnetic current of the particle
polarized by the magnetic field is given by
M(r, ri) = iωµ0αmδ(r− ri)H(ri). (7)
The electric and magnetic fields scattered from a particle
are generated by both currents J and M, given by42–44
Esca(r, ri) =
∫
1
−iωε0
↔
G(r, r′) · J(r′, ri)d3r′ +
∫
1
k20
↔
G(r, r′) ·
[
∇′ ×M(r′, ri)
]
d3r′, r 6= ri,
Hsca(r, ri) =
∫
1
iωµ0
↔
G(r, r′) ·M(r′, ri)d3r′ +
∫
1
k20
↔
G(r, r′) ·
[
∇′ × J(r′, ri)
]
d3r′, r 6= ri.
(8)
Here ∇′× denotes a curl operator acting on r′. The cal-
culation of Eq. (8) is complicated by the point particle
assumption, which forces us to deal with a curl operator
on a Dirac delta function. To deal with singularity in-
troduced, the particle is diffused into a small volumetric
distribution with probability of finding a particle at point
r:
P (r, ri) =
1
(4piD∆t)
3
2
exp
(
−||r− ri||
2
4D∆t
)
. (9)
This equation describes a particle indexed by i in Brow-
nian motion around a location ri diffused for a time ∆t
and diffusivity D45,46. Instead of a point, the electric and
magnetic currents are taken to be given by the expecta-
tion value of all the currents at randomized locations,
given by
J(r, ri) =
∫
J(r, r′)P (r′, ri)d3r′
=− iωε0αeP (r, ri)E(r),
M(r, ri) =
∫
M(r, r′)P (r′, ri)d3r′
=iωµ0αmP (r, ri)H(r),
(10)
3which are continuous and have a well-defined value of
the curl. Here the overline denotes averaging on all the
possible configurations of the particle locations.
The averaged currents in Eq. (10) are justified as fol-
lows. An actual measurement of an optical observable
such as the Poynting vector can be calculated by its time
average. Assuming ergodicity, the time average is re-
placed by an ensemble average47. The latter is decom-
posed into a coherent flux Scoh(r) = Re[E(r)×H∗(r)]/2
and an incoherent part given by Eq. (14) in Ref.48. Here
the coherent field E(r) is calculated by averaging over all
configurations49 and H(r) is the magnetic analogue. The
coherent electromagnetic fields are generated by the con-
figurational averaged electric and magnetic currents, with
the configuration and time-independent Green’s func-
tion.
The electric and magnetic fields scattered by the cur-
rents in Eq. (10) are likewise taken to be the expectation
value of the electric and magnetic fields averaged over
the ensemble of particles in Brownian motion. The cur-
rents induced on a fixed particle, given in Eq. (2) and
Eq. (7), are recovered by Eq. (10) in the
√
2D∆t → 0
limit. That is, the field scattered by a particle moving
during an infinitesimal time is considered the same as the
field scattered by a motionless particle.
The currents appearing in Eq. (8) are replaced with
their averaged values given in Eq. (10) and summed over
all particles:
J(r) =
N∑
i=1
J(r, ri) = −iωε0αe
N∑
i=1
P (r, ri)E(r),
M(r) =
N∑
i=1
M(r, ri) = iωµ0αm
N∑
i=1
P (r, ri)H(r).
(11)
Eq. (8) then becomes
E(r) = Einc(r) +−
∫ (
1
−iωε0
↔
G(r, r′)J(r′) +
1
k20
↔
G(r, r′) ·
[
∇′ ×M(r′)
])
d3r′, (12a)
H(r) = Hinc(r) +−
∫ (
1
iωµ0
↔
G(r, r′)M(r′) +
1
k20
↔
G(r, r′) ·
[
∇′ × J(r′)
])
d3r′. (12b)
The equation above is the generalized Foldy-Lax equa-
tion, for the first time to the best of our knowledge,
to take the cross-terms into consideration, which cou-
ples the electric and magnetic responses of the particles.
Eq. (12) much like the Foldy-Lax Eq. (5) can be solved
self-consistently so that the solution is exact and contains
all orders of scattering. Here the integral −
∫
...d3r′ denotes
the so-called principal volume integral50. By symmetry,
the averaged scattered field at the center, ri, of the i-th
particle is necessarily zero51,52.
C. Iterative solution of the generalized Foldy-Lax
equation
In order to self-consistently solve Eq. (12), we have to
be able to calculate the curls of the currents ∇ × J(r)
and ∇ ×M(r). To simplify the calculation of the curl,
we make use of the knowledge that system consists of
a large number of particles with a plane wave incident
from the exterior. The field in the region of the particles
will behave as if the particles form a continuous medium
and so if the particles are confined to a half-space and
the incident field is a plane wave, we anticipate that the
field can be approximated as a plane wave. Under these
assumptions, we calculate the curls by discretization on a
cubic grid. At the center of the voxel I, the electric and
magnetic fields E and H are denoted EI and HI and
the Green’s function
↔
G(rI , rJ) is denoted
↔
GIJ , so that
Eq. (12) may be written in discretized form (the detailed
derivation can be found in Appendix A):
EI = E
inc
I +
∑
J 6=I
↔
GIJ
[
ραe +
ραm
η
n
]
EJ∆V, (13a)
HI = H
inc
I +
∑
J 6=I
↔
GIJ [ραm + ραeηn]HJ∆V, (13b)
where ρ is the volume number density of the particles,
n is the effective refractive index and η = E/(η0H) is
the ratio between the wave impedance of the plane wave
that propagates in the medium and the wave impedance
in free-space which is η0 =
√
µ0/ε0.
The Eq. (13) are redundant, only one needs to be
solved. Thus the terms in the braces [...] in Eq. (13a)
and in Eq. (13b) are equivalent:
αe +
αm
η
n = αm + αeηn, (14)
which is solved to find
η =
αe − αm ±
√
(αm − αe)2 + 4αeαmn2
2αen
. (15)
The ± should be chosen to be the sign of Re(αe + αm).
The algorithm converges to n = η = 1 if the wrong sign
is chosen.
4level structure index size parameters
0 diffused particle i
√
2D∆t
1 small voxel I ∆L1 ×∆L1 ×∆L1
2 larger voxel I ∆L2 ×∆L2 ×∆L2
3 column I ∆L2 ×∆L2 × L
TABLE I. The structures, indices and parameters in different
levels.
With η given by Eq. (15), Eq. (13b) may be seen to
be redundant. Eq. (13a) requires the refractive index n,
which may be extracted from the calculated field distri-
bution by
n ≈ arg(EI+1)− arg(EI)
k0∆z
. (16)
Here the indices I + 1 and I denote neighbouring voxels
arranged along the wave propagation direction and ∆z is
the distance between their centers.
We propose an iterative algorithm for the calculation
of E and n. The electric field is calculated by Eq. (13a)
with an initial guess of refractive index n(0). Then a new
refractive index n(1) is calculated from the electric field
by Eq. (16), and n(1) is subsequently used in Eq. (13a)
to again calculate the electric field. This process is re-
peated until we reach the convergence criterion in the
K-th iteration, |n(K)− n(K − 1)|/|n(K − 1)| < σ. The
user-defined value of σ varies depending on specific ap-
plications, which is chosen to be 0.1% in this paper. This
is discussed in Fig. 3 and below.
D. The hierarchical clustering technique
The analytic description of an infinite number of par-
ticles in a semi-infinite half-space given above provides a
means for calculating the effective refractive index, how-
ever numerics must be carried out over a finite number of
particles, and so we confine our attention to a finite-sized
box as described below. The simulation region is taken
to be a cube shown in Fig. 1(a). The N particles are dif-
fused into volumetric currents as described in Sec. II B.
The diffusion of a single particle is illustrated in Fig. 1(b).
Although solving the interaction of N particles is a chal-
lenge, the hierarchical clustering method, with the con-
cept inspired by works in other research fields36,37,53–58,
reduces the computational complexity from O(N3) to
O(N3top), where Ntop is the number of top level struc-
tures. With a diagram given in Fig. 2, the calculations
are performed in four levels: at Level 0 (lv0), fields scat-
tered from individual particles are calculated; at Level
1 (lv1) particles are clustered into cubes with homoge-
neous permittivity and permeability such that the field
scattered from that cube matches the field scattered from
lv0 particles within a cube in a minimum `2-norm error
sense; at Level 2 (lv2), the cubes are clustered into larger
cubes treated as homogeneous so the field scattered from
FIG. 1. The simulation model of the diffused-particle method.
(a) A total number of N particles labeled i with an electric
and a magnetic response are randomly distributed within the
simulation box. The particles are clustered into lv1 voxels
labeled I and lv2 voxels labeled I, which are further clustered
into lv3 columns labeled I, see table I for details. The effective
refractive index of the composed medium is extracted from the
simulated electric field demonstrated in the middle plane of
the simulation region. (b) Each particle being a lv0 scattering
unit is diffused.
a lv2 voxel is equivalent to the field scattered from all
the lv1 voxels within the lv2 voxel; at Level 3 (lv3), the
lv2 voxels are clustered into columns, which again are
treated as homogeneous, and fields scattered from these
columns are calculated. The side length of the lv2 voxel is
equivalent to the cross-section side length of the lv3 col-
umn. The fields scattered by individual particles, that
is the calculation at lv0, are described by Eq. (12). The
lv1 and lv2 fields, those are fields scattered by the cubes,
are given by Eq. (13a). The lv3 fields, those are fields
scattered by the columns, are given by
EI = E
inc
I +
N3∑
J=1
MIJ
[
ραe +
ραm
η
n
]
EJ∆S2. (17)
Here ∆S2 = (∆L2)
2 denotes the area of the lv3 col-
umn on the yz plane, where ∆L2 is the side length of a
lv2 voxel, and MIJ represents the re-summed discretized
Green’s function for scattering from column J to column
I at lv3 of a clustering procedure. We assume that near
the center of the simulation volume the field propagating
in the medium is, to a good approximation, plane-wave-
like, see Fig. 1(a). With this assumption and the medium
being isotropic, only the xx component of MI,J needs to
be calculated for the incident field polarized along xˆ di-
5rection, as then the field propagating in the medium must
also be polarized along xˆ direction. Thus, we see the ben-
efit of the clustering approach: a problem set in 3 spatial
dimensions in Eq. (13a) is reduced to a problem set in 2
spatial dimensions in Eq. (17).
The calculation ofMIJ is carried out in 2 different ways,
with the diagram given in Fig. 2. The choice of which
technique to use depends on the distance |R| = |rI − rJ|.
The limit between the near field, |R| ≤ dF, and far field,
|R| > dF, is denoted as dF. The value of dF can be
pre-calculated as described in Appendix B. In the near
field region, where the fine mesh is required, the calcu-
lation of MIJ takes the lv0-lv1-lv3 hierarchical clustering
procedure, while in the far field region, where the coarse
approach is applicable, lv0-lv1-lv2-lv3 clustering is used:
MIJ =

∑
J
[↔
G(rI, rJ)
]
xx
∆V1
∆S2
, |R| ≤ dF (18a)∑
J
[↔
G(rI, rJ )
]
xx
∆L2, |R| > dF (18b)
where[↔
G(r, rJ )
]
xx
∆V2 ≈
∑
J
[↔
G(r, rJ)
]
xx
∆V1. (19)
Here J , the index of a lv1 voxel, ranges over all possi-
ble values within the lv2 voxels labelled by the index J ,
which runs over all possible values within the lv3 col-
umn labelled by J. The volume of a lv1 voxel is given
by ∆V1 = (∆L1)
3, where ∆L1 is the side length of a
lv1 voxel. Introducing the lv2 voxels reduces computa-
tional complexity by reducing the number of scatterers
interacting with each other.
III. RESULTS AND DISCUSSION
A. The simulated field and refractive index
In order to calculate the effective refractive index from
Eq. (16), we need to simulate the scattered field in a
cubic volume large enough so that in a region near the
center of a cube the field behaves as if it propagates in a
semi-infinite medium. On the other hand, the numerical
complexity scales as L6 where L is a cube length, given
the same discretization of the simulation region, i.e., the
size of the lv1 voxel. The size of the cubic simulation
volume in Fig. 1 is selected to balance the accuracy and
complexity of the calculation. By repeated numerical
experimentation, we found that a cube with a size of
L = 4.2λ on a side allows us to calculate the effective
refractive index while running a reasonable time (< 1
hours on a 2.3 GHz Intel Core i5 CPU), where λ is the
wavelength of the field in free-space. The total number of
particles is chosen to be N = 4× 1010 which corresponds
to the atomic density of silicon for λ = 221 nm at a
temperature of 300 K and under a pressure of 1 atm.
FIG. 2. The diagram of calculating MIJ describing the inter-
action between columns.
FIG. 3. The diagram of the iterative solution of the gener-
alized Foldy-Lax equation. With an initial guess n(0), the
electric field is calculated by the Foldy-Lax equation in lv3,
Eq. (17). A new value of the refractive index n(K) in the
K-th iteration is calculated by Eq. (16), which is compared
with the value from the last iteration until their difference is
smaller than the threshold.
6The size of lv1 and lv2 voxels is determined as follows.
The scattered field arises from the interaction of parti-
cles and the propagating field. The rapid variation of the
susceptibilities can be ignored while the size of the voxels
should be of the scale of the variations of the propagating
field. So the side length of a lv1 voxel should be much
smaller than the wavelength of the field propagating in
the medium (i.e., less than 0.01λ/n). Here we specif-
ically assign the side length of a lv1 voxel as 0.0015λ.
The side length of the lv2 voxel is chosen to be 0.03λ,
justified by Fig. 8 in Appendix C. Indeed, increasing the
size of the lv2 voxel to include more lv1 voxel reduces
complexity. However, the error of the lv1-lv2 clustering
procedure, plotted in Fig. 8, also increases, because of
the non-trivial higher order of the multipole components
of the voxel59–61. Thus the size of the lv2 voxel is lim-
ited for the purpose of the accuracy of the calculation.
Given this size and the concentration chosen, each lv2
voxel comprises 14600 particles. The N2 = 2.74 × 106
lv2 voxels at locations specified by coordinates y and z
are clustered into N3 = 1.96×104 columns, each consist-
ing of 140 lv2 voxels. The interaction matrix elements
between columns, MIJ is calculated as shown in the flow
chart, Fig. 2. Much like a Green’s function in free space,
MIJ, depends only on geometry and wavelength in free
space, not on the refractive index or impedance. With
MIJ pre-calculated for our chosen hierarchical clustering
process62, the effective refractive index and the electric
field distribution in the simulation region are calculated
using the iteration scheme given in Fig. 3.
With a goal in mind to find a material with an effective
refractive index with a real part of 2, we take the particles
polarizabilities to be αe = (1.12×10−10+1.04×10−11i)λ3
and αm = (4.47×10−11+1.42×10−12i)λ3, starting from
these values of polarizabilities, we can calculate the ef-
fective refractive index and the electric field distribution
throughout the simulation region. To start the iteration
process, the initial guess of the refractive index is taken
to be the same as the free-space, n(0) = 1. The conver-
gence criterion, |n(K) − n(K − 1)|/|n(K − 1)| < 0.1%,
is met in the 9th iteration, with the resultant refractive
index 2.0 + 0.2i. The simulated electric field in the last
iteration is shown in the middle plane in Fig. 1. It may
be observed that this electric field is a superposition of
the ideal planewave to which we fit to calculate the in-
dex of refraction plus the deviations from that ideal field
generated by the boundaries.
Though the electric field and the refractive index have
been acquired, the validity of Eq. (16) used to calculate
the refractive index must be checked post hoc. Fig. 4
shows the deviation from the ideal planewave used to
fit the field and extract the index. We see that in
the region used to calculate the refractive index the
planewave dominates in the sense that 〈|arg(Eplane) −
arg(Esimu)|/arg(Eplane)〉 < 0.1%, where the 〈...〉 denotes
averaging throughout the rectangle. The error of calcu-
lating the refractive index with Eq. (16) is thus limited
to less than 0.2%.
FIG. 4. (a) The simulated scattered field as described in the
text, (b) the ideal plane wave used to fit (c) the computed
field in the 0.6λ× 0.3λ region marked with black dotted-line
rectangle in (a). (d) The difference between the simulated
total field and the plane wave with the color bar scaled by
0.01.
B. Comparing the numerical and analytical results
Having established self-consistency, let us here com-
pare the results of our diffused particle method with well-
known results from the Clausius-Mossotti relation63–68,
that is we hold the magnetic polarizability to be zero so
that the usual Clausius-Mossotti relation applies. We ap-
ply procedures as described above. The particles are cho-
sen to be lossy, with polarizability Im(αe) = 0.1Re(αe).
With αm = 0, the term proportional to the curl of mag-
netic currents in Eq. (12) vanishes. As may be seen in
Fig. 5(a), the simulated permittivity agrees well with the
theoretical result given by the Clausius-Mossotti relation,
4piραe
3
=
ε− 1
ε+ 2
. (20)
Then the diffused particle method is used to calcu-
late the effective refractive index of the medium com-
prising particles responding to both electric and mag-
netic field, with αe = 4.42 × 10−10 + 4.42 × 10−11i and
αm = 4.42 × 10−11 + 4.42 × 10−12i. In this case, the
generalized Clausius-Mossotti relation1 gives 2 different
values of the effective refractive index, n+ and n−. The
simulated refractive index in Fig. 5(b) converges to ei-
ther predicted value depending on the initial guess n(0).
The relative difference between the theoretical refractive
index and the simulated value is less than 0.2%.
IV. CONCLUSION
Nature rarely produces atoms or molecules with a mag-
netic permeability, but not never. When electric and
7FIG. 5. (a) The comparison of the theoretical εCMR calcu-
lated from Eq. (20) and simulated permittivity εDPM of an
effective medium composed of particles with pure electric re-
sponse. (b) The number of iterations required for convergence
of the simulated refractive index to either branch, n+, or, n−,
predicted by the generalized Clausius-Mossotti relation1, de-
pending on which side of the curve the initial value n(0) falls
on.
magnetic polarizabilities co-exist on the same particle,
they must naturally interact. We have for the first time
presented a generalized Foldy-Lax relation for simultane-
ously electric and magnetic polarizabilities.
We have presented numerical methods that are used to
calculate the effective permittivity and permeability of a
medium composed of more than 1010 particles with both
electric and magnetic responses simultaneously. Corre-
sponding MATLAB routines, which include the theoret-
ical treatment reported in this paper, are presented in
Ref.69. Using this new method, we have validated ana-
lytical results generalizing the Clausius-Mossotti relation
to such materials. At the heart of this numerical method,
a generalized Foldy-Lax equation is derived to calculate
the field distribution among the particles. The numer-
ical solution is achieved by applying hierarchical clus-
tering techniques. Macroscopic optical properties of an
effective continuous medium equivalent to the collection
of particles are computed from the numerical results for
the field. These macroscopic results agree well with the
analytical results provided by effective medium theories.
The method used to calculate the effective medium
parameters from the numerical results depends on an as-
sumption that the field behaves locally as a planewave,
an assumption that works well for a lossy medium. Of
course, one could instead compute the field expected for
a continuous medium of the same size and shape as the
simulation volume for our collection of particles and then
fit the macroscopic properties of that medium to the nu-
merical results. This approach is left to future work and
will require another iterative algorithm to find the local
minimum of the cost function70.
The particle clustering techniques used here to homog-
enize the medium may fail in certain cases. For ex-
ample, for arbitrarily shaped materials or low loss or
gain medium, different clustering techniques are sug-
gested36,37. Although materials with randomly dis-
tributed particles are chosen for the calculation in this pa-
per, crystal structures with naturally periodic discretiza-
tion can also be calculated by the proposed method. The
process of clustering the particles to a voxel is unneces-
sary in a crystal structure, while the rest of the steps are
the same as the random particle distribution case.
A number of intriguing avenues of the investigation re-
main. We have only considered particles with positive
real polarizabilities, but of course particle polarizabil-
ity with a negative real part is possible71–74, and might
open a broader parameter space with more opportunities
to find materials with exotic electromagnetic responses.
Nonlinear and multipolar polarizabilities of the particles
are omitted in the derivation of the generalized Foldy-Lax
equation, which is the subject of further research.
APPENDIX A: DISCRETIZATION OF A
HALF-SPACE INTO VOXELS
In this Appendix, we cluster the particles into voxels
in a manner consistent with generalized Foldy-Lax equa-
tions presented in the paper. The whole space is divided
into a vacuum half-space and a medium half-space. The
medium half-space is discretized into voxels, in this pa-
per, each containing 15000 diffused particles, with a voxel
size of 0.03λ × 0.03λ × 0.03λ. Yee’s lattice75,76 is used
to separate the electric and magnetic field calculation,
given in Fig. 6. This clustering allows us to reduce the
Foldy-Lax equation given in Eq. (12) to a voxel-based
equation,
EI = E
inc
I +
∑
J
↔
GIJ
[
αe1EJ − 1
iωε0
(∇× αm1H)J
]
,
HI = H
inc
I +
∑
J
↔
GIJ
[
αm1HJ +
1
iωµ0
(∇× αe1E)J
]
.
(A1)
Here the polarizabilities of the voxel are approximated as
αe1 = ρ∆V αe and αm1 = ρ∆V αm, where ρ is the volume
number density of the particles and ∆V is the volume of
FIG. 6. The discretization of the simulation region for the
electric field calculation. The cross at the voxel center denotes
the electric field directed in x axis.
8the voxel. In the limit that the particles form a contin-
uous medium in a half-space, a planewave incident from
the free-space side will necessarily produce a planewave
in the medium half-space. This allows us to simplify the
equations by imposing an assumption that the field on
a medium side is a planewave. Thus the yˆ and zˆ com-
ponents of all electric fields are omitted as well as the
xˆ and zˆ components of all magnetic fields, i.e., E ≈ xˆE
and H ≈ yˆH. So Eq. (A1) becomes
xˆEI = xˆE
inc
I +
∑
J
↔
GIJ xˆ
[
ραeEJ +
ραm
iωε0
(∂zH)J
]
∆V, (A2a)
yˆHI = yˆH
inc
I +
∑
J
↔
GIJ yˆ
[
ραmHJ +
ραe
iωµ0
(∂zE)J
]
∆V. (A2b)
Appealing to Yee’s method, we allow J to take on half-
integer values to represent a field on the edge of the voxel
for the purposes of computing derivatives. The deriva-
tives of currents are calculated by the central difference
method:
(∂zH)J =(HJ+ 12 −HJ− 12 )/∆z,
(∂zE)J =(EJ+ 12 − EJ− 12 )/∆z.
(A3)
As we have assumed, the electric field propagates as
a plane wave E(z) ∝ eink0z and H(z) ∝ eink0z, where
wavenumber is given by k0 = ω
√
ε0µ0 and n is the effec-
tive index of refraction of the medium composed of the
particles. Note that as seen in Fig. 6, EJ is the field at
the center of the voxel, and the voxel is much smaller
than the wavelength. Thus the field on the edge of the
voxel is given by
EJ± 12 ≈EJexp(±ink0∆z/2) ≈ (1± ink0∆z/2)EJ ,
HJ± 12 ≈HJexp(±ink0∆z/2) ≈ (1± ink0∆z/2)HJ .
(A4)
Thus the derivatives are found to be
(∂zH)J ≈ink0HJ ,
(∂zE)J ≈ink0EJ . (A5)
Plugging the equations above into Eq. (A2) gives dis-
cretized equations for the field calculation. Further sim-
plification can be achieved by disentangling the electric
and magnetic field calculations. The magnetic field can
be eliminated from Eq. (A2a) by making use of fact that
H = E/(ηη0), and similarly the electric field may be
eliminated from Eq. (A2b) by noting that E = ηη0H,
where ηη0 is the wave impedance of the propagation field.
APPENDIX B: THE PRECALCULATION OF dF
In this Appendix, we describe the strategy to find the
value of dF to balance the accuracy and running time
of the algorithm. Recall that dF is the distance scale
that separates elements that are in the far-field of each
other and can thus be clustered together at the lv1-lv2-
lv3 clustering scheme from elements that are in the near
field of each other and must be treated with the lv1-lv3
clustering scheme. The lv1-lv2-lv3 scheme is less compu-
tationally expensive, and so we choose it when we can.
Discretizing the lv3 column by a coarse mesh by intro-
ducing the intermediate lv2 voxel reduces computational
complexity. However, the lv0-lv1-lv2-lv3 clustering is re-
liable only if the difference between the fields scattered
by all the lv1 voxels and by all the lv2 voxels in the same
lv3 column can be omitted.
We compare the electric field Esca1 scattered from a col-
umn composed by the lv1-lv2-lv3 clustering illustrated
in Fig. 7(a) with Esca2 from a column composed by the
lv1-lv3 clustering illustrated in Fig. 7(b). The error is
defined by the relative difference between these two scat-
tered fields along the z axis, given by
ecol =
|Esca2 −Esca1 |
|Esca1 |
. (B1)
Both fields, Esca1 and E
sca
2 , are calculated by the 2nd term
in Eq. (13). For the purpose of simplicity, only the x com-
ponents of the electric fields are considered because the
y and z components vanish. The calculated error is plot-
ted in Fig. 7(c). It can be observed that the difference
between the two clustering methods falls to negligible for
distances between the columns r such that r > 0.1λ. For
r < 0.1λ, however, the error of applying the lv2 voxel in
the hierarchical clustering process can not be neglected
thus only lv1-lv3 clustering can be chosen when calculat-
ing MIJ. Thus the condition distance in Fig. 2 denoting
the limit between far field and near field, dF, is taken to
be 0.1λ.
APPENDIX C: VALIDITY OF THE
HIERARCHICAL CLUSTERING
In this Appendix, we check the validity of the hierarchi-
cal clustering procedure. We consider a planewave with a
wave vector zˆnk0 propagating in a lv2 cube and calculate
the far field scattered by the cube, illustrated in Fig. 8(a),
9FIG. 7. (a) A lv3 column composed of lv1 voxels. (b) A lv3
column composed of lv2 voxels. The electric fields scattered
by both structures are calculated along the straight line per-
pendicular to the column on the yz plane, starting from the
surface of the column. (c) The relative difference between the
scattered fields.
where the refractive index n is acquired after the conver-
gence of the main algorithm. The hierarchical clustering
process is reliable if the fields in the far zone scattered
by the clustered structures at levels 0, 1 and 2 are all ap-
proximately equal, that is if Esca0 ≈ Esca1 ≈ Esca2 . The lo-
cations of the diffused particles (i.e. lv0 voxels) are gener-
ated randomly inside and near the lv2 box. The variance
of particle diffusion 2D∆t is taken to be 6 × 10−4λ2,77.
The particles located at the distance more than 0.15λ
outside of the lv2 box are ignored78. The calculation of
Esca0 is given by the 2nd term in Eq. (12a). The detailed
calculation method including how to deal with the curl of
the currents is given in Appendix A. The fields scattered
by the lv1 and lv2 structures, Esca1 and E
sca
2 , are given
as the second term on the right-hand side of Eq. (13a),
where the parameters n and η are given by the simulation
results.
The relative difference between the x component of the
electric fields scattered from the lv0 structures and from
the lv1 or lv2 structures are defined as
ex1,x2 =
|Escax1,x2 −Escax0 |
|Escax0 |
. (C1)
The dependence of these clustering errors on D2, the size
of the lv2 voxel, is shown in Fig. 8(b). It can be observed
that taking the lv2 side length, ∆L2, to be 0.03λ limits
the clustering error on the scattered electric field to be
smaller than 0.3%, which results in a maximum error
of 0.6% in the simulated refractive index according to
Eq. (16). In applications where the error of refractive
index calculation is required to be lower than 0.6%, a
smaller sized lv2 cube should be chosen based on Fig. 8(b)
for the control of accuracy.
FIG. 8. (a) The model of simulating the fields scattered by
lv0, lv1 and lv2 structures and (b) the errors between Esca0 and
Esca1 and between E
sca
0 and E
sca
2 with different ∆L2 values.
The scattered fields are calculated in the far field region.
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