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Abstract: Aggregate-level (macro) data are sometimes used
when examining health care issues. Although they may be more
accessible than individual (micro) observations, their interpretation
is subject to ecological bias which in most cases is not measurable.
This paper examines the implications of using aggregate-level data
by conducting two separate analyses (micro and macro). Using as a
database hospital episodes of care for the North Carolina Medicare
aged population, regression models are developed from an examina-
tion of geographic grouping effects to explore the impact of extended
Introduction
Kasll has suggested that "we need to begin to systemat-
ically develop a methodological metatheory-a set of guide-
lines and ground rules-for comparing ecological and macro-
social analyses with epidemiological studies of individuals."
He then goes on to list a series of specific questions. This
paper is an attempt by two biostatisticians to address one of
Kasl's questions: "How does one understand discrepancies
in findings generated by the types of studies (micro vs
macro)?" To do so, we compare corresponding micro- and
macro-analyses of the same data base in the context of
health services research. We had no idea what results would
be obtained. The data set was not chosen because it was
known to illustrate any particular aspects of the ecological
fallacy. More important, the data set does represent the
kinds of data analyzed by macro-level analyses, and thus at
least some of the results of the current comparative study
may be generalized.
Database and Application
Rising costs of hospitalization and the awareness of
limited resources have led to a current emphasis on cost
containment strategies. One strategy of interest to hospital
administrators and third party payors is to use extended
forms of care, such as skilled nursing facilities (SNF) and
home health agency (HHA) care, for the latter stages of an
illness rather than the more expensive acute hospital care.
This cost containment strategy is particularly relevant for
the aged Medicare population. The Medicare program offers
coverage for certain non-hospital care to be used as a
substitute for additional hospital care. Some Blue Cross and
Blue Shield plans are also covering home health care in
hopes of achieving savings on hospital reimbursements.2.3
As an exercise to compare results of macro- and micro-
analyses, we will address the question of whether there is an
association between SNF and/or HHA and acute care hospi-
tal days utilized in North Carolina. If there are discrepancies
between the macro and micro analyses we will try to
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care services, skilled nursing facility, and home health agency care
on acute care hospital days.
Specific problems encountered are: variable definition, collin-
earity, variance reduction, dilution of effect, spurious correlation,
and observation influence. Stronger collinear (correlation among
independent variables) relations occur at the macro-level than at the
micro-level and spurious macro-correlations result from model
specification and definition of interaction effects. (Am J Public
Health 1984; 74:555-559.)
understand them and to make suggestions for macro analy-
ses.
The Blue Cross and Blue Shield of North Carolina
Medicare Episode of Care database results from linking
appropriate claims to create an episode, defined as the
period from admission to discharge for either acute care
hospital care, SNF care, or HHA care. Separate files are
created for each of these types of care which contain
information regarding patient characteristics, institutional
characteristics, and charge information. A sub-file of epi-
sodes from acute care hospitals for patients aged 65 and over
is created from hospital inpatient records. The aged acute
care hospital, SNF, and HHA files of a given year are
merged by patient episodes into a single summary file. An
observation on the summary file contains the recorded
information from the acute care hospital file plus indicator
variables for the use of SNF and/or HHA care following
hospital discharge. This paper refers to each observation on
the summary file as an episode of care.
The macro-level model groups all acute care hospital
episodes by residence county which results in 100 aggregat-
ed observations, one for each county in North Carolina. The
micro-level analysis is directed at a random sample of 700
individuals. We decided to use a random sample rather than
all cases to better simulate what occurs in most health
service research applications.*
Both micro- and macro-analyses are replicated for 1979
and 1980 for all diagnoses combined. In addition, diagnostic-
specific analyses for cerebrovascular disorders (ICDA-8:
430-438) and heart and hypertension (ICDA-8: 393-429)
episodes are carried out.
The micro-regression model has acute care hospital
length of stay as its dependent variable. Indicator variables
(1 - use, and 0 - nonuse) measure an individual's utilization of
SNF and HHA care. Clearly, factors other than extended
care admissions also influence hospital length of stay. Al-
though the administrative nature of Medicare claims puts
certain constraints on what terms can be included in the
*The sample size of 700 observations is a result of a sensitivity analysis
using the 1979 Episode of Care acute care hospital file, from which random
samples from 300 to 1,200 are each drawn twice to estimate population means
for certain study variables. The choice of 700 observations is based on the
joint consideration of point estimation, variance, and computer processing
time. In order to confirm that the sample size of 700 provides reasonably true
micro-level parameter estimates, the model is validated through two other
random samples of the same population. The final micro-level parameters are
reestimated using sample sizes of 500 and 1,000 individuals. The two sample
replications of 500 and 1,000 agree with the sample of 700 concerning the
significance and direction of relationship for all extended care parameter
estimates.
AJPH June 1984, Vol. 74, No. 6 555
CONNOR AND GILLINGS
model, the available variables can be classified as hospital
characteristics (i.e., number of beds), patient characteristics
(i.e., age), and other factors.
A county's acute care hospital days per 1,000 Medicare
aged population is the macro-level dependent variable. The
county mean of the micro-level extended care variables
result in the proportion of hospital episodes which receive
subsequent extended care and are the corresponding macro-
level extended care variables. Other macro-level determi-
nants of acute care hospital days usually are the county
averages of micro-level variables.
Statistical Methods
Separate micro- and macro-regression analyses are per-
formed to examine the implications of ecological inference.
The micro-level model is based on ordinary least squares
(OLS) regression analysis. OLS regression is also used for
the macro-analysis, but since this tends to imply that each
unit of observation (in the macro-analysis, it is county)
represents approximately the same number of events, a
further macro-analysis using weighted least squares (WLS)
is undertaken. The weight for each aggregate observation is
the number of individual episodes represented.
The process of model development for both the micro-
and macro-approaches involves an exploration of possible
collinear relations among the independent variables and
stepwise regression techniques. Certain diagnostics pro-
posed by Belsley, et al,4 are used to examine the subset
model resulting from the variable selection process for
inordinately influential observations. The techniques in-
volved in model development are detailed in the Appendix.
The initial pool of variables includes hospital character-
istics, patient characteristics, and other factors. The patient
characteristics of number of intensive care days and number
of surgical procedures performed are meant to help adjust
hospital days for severity of illness. It is thought that the use
of intensive care and surgery in addition to extended care
may have a different effect on hospital utilization than the
use of intensive care and surgery without extended care.
Thus, the following four interaction terms are considered in
model development: surgery x SNF, surgery x HHA,
intensive care x SNF, and intensive care x HHA. Only two-
way interactions are included for purposes of model parsi-
mony and interpretability.
Direct Comparisons of Macro, Micro-Analyses
Table 1 shows consistent agreement across all year-
diagnostic categories for the micro-level positive associa-
tions between acute care hospital days and extended care
(SNF and HHA) use, i.e., the use of SNF care and/or HHA
care is associated with an increase in hospital length of stay
according to the micro-regression analysis. The 1980 cere-
brovascular micro-level model also has a positive interaction
term for surgery and HHA care. The interpretation is that
the use of HHA care by patients with surgery is associated
with an increase in acute care hospital days which is greater
than the additive effect of surgery and HHA care. All micro-
models included variables other than HHA and SNF care. A
positive coefficient for intensive care days remains in all
models and when surgery, age, and number of hospital beds
remain in models, they also have positive parameter esti-
mates.
The macro-level results in Table 1 are not consistent
with those at the micro-level. The OLS aggregate models
which contain SNF care variables are the cerebrovascular
and 1979 heart and hypertension analyses which have a
negative sign. The HHA care variable remains in the 1979
analysis of all diagnoses and 1980 heart and hypertension
with a negative coefficient and the 1980 cerebrovascular
analysis with a positive coefficient. The WLS aggregate
extended care effects are similar to the OLS aggregate
results. The complicating factor of interactions is more
prevalent at the macro-level than at the micro-level. As with
the micro-models, covariates other than SNF and HHA care
remain in the final macro-models.
The empirical question for this paper deals with extend-
ed care associations with acute care hospital days. Infer-
ences about these associations most likely are concerned
with individual-level relationships. Thus, assuming a valid
model development process, the micro-level model results
are representative of extended care associations. The micro-
level results suggest that the use of SNF care and HHA care
is associated with an increase in hospital stay. The general
trend at the macro-level is that SNF care use saves hospital
TABLE 1-Sign of Significant Extended Care Parameter Estimates In Final Regression Models with Acute
Care Hospital Days as Dependent Variable
Cerebro- Heart and
All Diagnoses vascular Hypertension
Independent Variable
Analysis in Model 1979 1980 1979 1980 1979 1980
Micro-Analysis SNF + + + + + +
HHA + + + + + +
Surgery x HHA NS NS NS + NS NS
Macro-OLS Analysis SNF NS NS - - - NS
HHA - NS NS + NS -
Intensive Care x SNF NS - NS NS + NS
Surgery x SNF - NS NS NS NS NS
Intensive Care x HHA NS NS NS NS NS +
Macro-WLS Analysis SNF - NS - - NS -
HHA NS NS 'NS + NS NS
Intensive Care x SNF NS - + NS NS NS
sp- 0.05, parameter estimate positive.
-p s 0.05, parameter estimate negative.
NS Not significant.
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days and that HHA care use has little impact on acute care
utilization.
The following possible explanations for these macro-
micro differences are now considered. These factors most
certainly interact and should not be viewed as independent.
1. Variable Definition, the direct translation of variable
properties from the micro-level to the macro-level and the
lack of homogeneous macro-level units.
2. Collinearity, the tendency for stronger near linear
combinations among macro-level independent variables than
among micro-level independent variables.
3. Variance Reduction, in which a decrease in the
variation of the variable from the micro-level to the macro-
level alters the relationship between the dependent and
independent variables.
4. Dilution of Effect, in which a small group of individ-
uals have their effect masked when averaged with a larger
group not having the effect.
5. Correlation due to Macro-level Confounding resulting
from aggregation changing the pattern of associations where-
by both the dependent variable and independent variables are
being influenced by a third variable not accounted for in the
model.
6. Observational Influence, in which grouping individ-
uals into aggregate observations causes a small group of
macro-level observations to be highly influential on the
parameter estimates.
Variable Definition
A macro-variable might be measuring certain factors
which are not being accounted for by the corresponding
micro-variable. Firebaugh refers to this as cross-level bias
and states that it is absent when the macro-level variable has
no significant effect when included in a micro-level equa-
tion.5 For example, the extended care macro-variables may
also indicate the availability of extended care services for a
given county or other factors affecting extended care utiliza-
tion.
Another aspect of variable definition is contamination
from one macro-unit to another or what Morgenstern calls
migration between groups.6 For example, the eastern half of
a particular county may utilize hospital services in a different
manner to the western half. It may even be a continuation of
an adjacent county, implying that county units could be
artificial and not always directly representative of the under-
lying variability in hospital utilization across communities.
Unfortunately, macro-data may not be available for the most
appealing geographic units that are in accord with health
service referral patterns.
Collinearity
With the possibility of more factors being measured by a
macro-variable than the corresponding micro-variable
comes the potential for stronger interrelationships among the
macro-level independent variables than the micro-level inde-
pendent variables. Such interrelationships may lead to col-
linearity in the regression, and then it becomes difficult to
separate the influence of the independent variables on the
dependent variable. The method used in this analysis to
diagnose collinearity is based on the singular value decom-
position of the X matrix (design matrix) and is discussed in
the Appendix. This technique has an advantage over bivari-
ate correlation by simultaneously assessing interrelation-
ships among all independent variables.
Table 2 summarizes the micro vs macro results regard-
ing collinearity for the 1979 data comprising all diagnoses. It
TABLE 2-Coelinear Model Variables Based on Analysis of 1979 Data for
All Diagnoses








Laboratory Charge Laboratory Charge
Highest
Condition 54 793 1084
Index
identifies for each analysis (micro-, macro-OLS, macro-
WLS) a group of independent variables among which one or
more collinear relationships are present. The intercept term
is an independent variable for these purposes. The collinear-
ity of age and the intercept is likely to be an artifact of how
age is analyzed; if age is analyzed as Age minus Mean Age,
the high correlation between the intercept and the coefficient
for age may decline toward zero. Note that Table 2 also
identifies the highest condition index observed. Condition
indexes in the range 30-100 are suggestive of collinearity;
condition indexes much above 100 are strongly suggestive. It
is clear from Table 2 that the aggregate analyses have
stronger collinear relationships which involve more varia-
bles than the micro-analysis and thus certain aggregate
variables are measuring factors that are correlated to a
greater degree than the corresponding micro-level variables.
Variance Reduction
The effect on regression coefficients of shifting levels of
analysis depends on the manner in which the micro-units
have been grouped together. Each aggregate observation is a
mean measure of a group of individuals with some high and
low values which cause the range of the macro values to be
less than the range of the micro values. A corresponding
reduction in the variance estimate comes with a reduction in
the range of values. Langbein and Lichtman state that to
avoid aggregation bias the grouping procedure should reduce
the variability of the dependent variable and independent
variables by similar proportions.7 To explore this, the coeffi-
cient of variation (the standard deviation divided by the
mean) is used as a measure of relative variation. In all
instances we find a greater reduction in variance for the
independent variables, SNF and HHA care, than for the
dependent variable, hospital days. It is likely that some
differences between the micro- and macro-models are due to
inconsistent variance reduction.
Dilution of Effect
Another grouping effect which may occur when aggre-
gate measures are used is dilution of effect. A significant
micro-level relationship may become nonsignificant at the
macro-level if individuals within the groups are not homoge-
neous and the individual-level effect is found in only a small
proportion of the population. Blalock states that when using
aggregate units extreme values may cancel each other out.8
The net result is a more stable macro-level rate with the




tendency to be less significant than its micro-level counter-
part.
The analyses conducted show a minority of the target
population (3-9 per cent) receiving extended forms of care
following hospitalization. Thus it is possible that significant
associations are masked when individuals who received
extended care are grouped with individuals not receiving
extended care.
The WLS aggregate model for all diagnoses in 1980 does
not contain a tern} for HHA care while the corresponding
micro-model does bbhttain HHA care (see Table 1). Hospital
episodes which result in HHA care account for 3.8 per cent
of all 1980 observations. It seems that this small proportion
of HHA care has its micro-level effects masked or diluted
with the larger proportion not receiving HHA care. The only
analysis which has agreement on HHA is for the 1980
cerebrovascular episodes. The hospitalizations resulting in
HHA care account for 9.0 per cent of all 1980 cerebrovascu-
lar observations. This is the largest proportion attributed to
HHA care of any analysis. The agreement between the 1980
cerebrovascular micro- and macro-models further support
that the other analyses which have smaller proportions of
HHA care are subject to dilution of effect.
Correlation due to Macro-level Confounding
Examination of the distribution of values within each of
the macro-measures can help determine whether a signifi-
cant macro-level relationship is valid at the micro-level.
Table 1 illustrates that the majority of final macro-level
models contain negative SNF and HHA terms, whereas all
of the final micro-level models contain positive terms for
extended care. The aggregate relations are explored for
spurious correlation in light of the differences between
macro- and micro-results. The discussion of how spurious
relations can occur due to the omission of a relevant variable
(specification bias) has been adequately presented by Mor-
genstern.6
The following example deals with spurious relations due
to interaction. The assumption of macro-level interaction
terms reflecting a corresponding interaction at the micro-
level may be tenuous. The final OLS macro-level model for
an analysis of 1980 heart and hypertension diagnoses con-
tains a positive parameter estimate for the interaction of
intensive care and HHA care. This implies that HHA care
for patients receiving intensive care is associated with an
increase in acute care hospital days over and above any
increase for patients receiving only intensive care. Regres-
sion diagnostic techniques identify three counties (Table 3)
which are influential as regards the intensive care x HHA
care interaction term for the OLS macro-model. Restricting
TABLE 3-1980 Heart and Hypertension Macro-OLS Counties Influenc-
ing Intensive Care x HHA Care
Hospital stay for those Hospital stay for those
receiving intensive care receiving intensive care
and HHA care. and no HHA care.
County Average length of stay t s.e. Average length of stay ± s.e.
52 17.6 + 5.7 10.9 ± 1.3
63 7.0 (n = 1) 10.3 t 0.6
70 18.1 ± 4.2 18.5 t 1.5
Population 18.1 + 0.1 11.6 ± 0.1
attention to patients receiving intensive care, columns 2 and
3 of Table 3 indicate that only county 52 supports the
relationship of episodes receiving both intensive care and
HHA care having longer lengths of stay than those just
receiving intensive care. The interaction term of intensive
care and HHA care is added to the final 1980 micro-level
model for heart and hypertension. This model, with individ-
ual length of hospital stay as the response variable, is fit
separately for each of the three influential counties. Table 4
illustrates that after adjusting for other micro-level explana-
tory variables the interactions of intensive care and HHA
care either have negative coefficients or are not estimable.
These indicate that the macro-level positive interaction term
is not representative of micro-level relations within counties.
County 63, with only one individual receiving both intensive
care and HHA care, is a prime example of individuals not
interacting to any great degree while the county's aggregate
interaction value highly influences a macro-level relation-
ship. Thus, the macro-level interaction term appears to be a
spurious relation.
Observational Influence
The examination of macro-interaction effects shows that
grouping can create a situation whereby a small group of
counties is highly influential relative to other counties. The
statistical techniques discussed in the Appendix indicate that
the significance of all but one of the macro-level extended
care parameter estimates depends on less than 10 per cent of
the macro-level units. The negative aggregate-level SNF
term for the 1979 OLS cerebrovascular model relies on two
counties which do not have any SNF care and have relative-
ly high hospital days. This illustrates how a macro-associa-
tion can occur even when a micro-association is absent. It is
plausible that counties with no SNF care and high values for
hospital days would correspond to a negative relationship
between the variables if the trend is also supported by other
counties experiencing some SNF care. Since this does not
occur for the 1979 cerebrovascular data, the SNF macro-
association is largely a result of observational influence
created by the grouping process.
Suggestions for Aggregate Analysis
The findings of this paper emphasize cautious use of
aggregate data, such as at the county level, as suggested by
Robinson9 and Thiel.'0 Morgenstern has discussed different
types of macro-level studies and appropriate methods for
them.6 Our analysis suggests that simultaneous factors are
influencing the macro-level data and, correspondingly, con-
clusions drawn from such data. What follows are practical
suggestions which can help identify these factors.
To avoid variable definition and collinearity problems,
one should first identify the important micro-level variables
TABLE 4-County Specific Micro-Level Models with Intensive Care x
HHA Care-1980 Heart and Hypertension OLS
Adjusted
Multiple
Intensive Care x HHA Care Correlation
County N Parameter Estimate p-value Coefficient
52 92 -0.11 0.07 0.58
63 287 unable to estimate 0.49
70 137 -0.01 0.75 0.54
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involved in the individual-level relationships under study.
The investigator should then identify corresponding macro-
level terms for these micro-level variables and also add other
aggregate factors which may affect the model when translat-
ing these factors to an aggregate level.
The multivariable collinearity diagnostic techniques
proposed by Belsley, et al,4 are a valuable addition to any
model development methodology. These techniques can
help further define macro-level variables by examining the
interrelationships among aggregate independent variables.
Keeping in mind the types of aggregate variables in-
volved and their distribution of values may help one appreci-
ate the subtleties which can occur regarding variance reduc-
tion and dilution of effect. If a macro-level variable of
interest represents a small proportion of the population, the
aggregate analyses may not be able to detect significant
micro-level effects. If there is a choice between county and
census tract data, the latter would be preferred since it could
be more homogeneous regarding the aggregate study varia-
bles and have less problems with dilution of effect.
Spurious correlation caused by misspecifying the re-
gression model is one of the more prevalent and misleading
grouping effects found. It is difficult to assure that an
aggregate model is adequately specified. However, the fol-
lowing suggestion may prove worthwhile if resources are
available. These resources would be used to explore micro-
level relationships for at least one of the influential aggregate
observations identified using the techniques by Belsley, et
al.4 Examination of the individual-level distributions as well
as fitting a micro-level model within one or more macro-level
observations would help verify the relationships found at the
aggregate level. Obviously, this technique is more feasible
with data grouped at the county level versus an international
study using countries as the unit of analysis. However, if
data are available, this process can uncover a specification
problem with the macro-level model.
Spurious correlation alone may be generated by macro-
level interaction terms. These should be included in the
regression model only if the investigator is confident that
these terms are actually measuring interaction effects occur-
ring at the individual level (assuming, of course, the infer-
ence is intended at the individual level). The concept of
translating variable definitions from the micro-level to the
macro-level is an important consideration when interpreting
aggregate interactions.
The regression diagnostic techniques for use in examin-
ing specification can also illustrate when a small group of
observations is highly influential on a particular macro-level
parameter estimate. This need not necessarily indicate ag-
gregation bias. However, a clue to aggregate problems may
occur if certain observations determined to be influential
have a small value for the explanatory variable; for example,
county 63 in Table 4 has only one patient with HHA care. It
is important not to be misled by the absurd situation in which
a single patient has created an aggregate level effect.
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APPENDIX
Techniques in Model Development
Multivariable (two or more) collinearity is examined by an analysis of the
condition indexes and variance-decomposition proportions based on the
technique by Belsley, et al.4. The general sequence for this diagnostic tool is
to identify singular values of the data matrix, X, judged to have high condition
indexes (>30) which indicate the strength of near dependencies among the
independent variables. These near dependencies are then defined through the
use of auxiliary regressions. The assessment whether extended care variables,
i.e., SNF care and HHA care, remain unaffected by the presence of collinear
relations is made from these auxiliary equations.
Actual models are developed through variable selection techniques of
stepwise regression and an algorithm in the SAS statistical software package,
PROC RSQUARE,"1 using Mallows' total squared error criterion.
A graphic illustration of observational influence on the parameter esti-
mate is conducted through the use of partial regression leverage plots. A
partial plot helps explain the relationship between a dependent variable and a
particular independent variable, controlling for the other independent varia-
bles in the multiple regression. This technique which plots the residual when y
is predicted from all but the j-th independent variable, (y (p), versus the
residual when the j-th independent variable is predicted by all other indepen-
dent variables, (xj O), has the advantage of indicating when a group of
observations is highly influential in parameter estimation. A useful property of
this plot is that its linear least squares slope corresponds to the model
parameter estimate of the independent variable being analyzed. A quantifiable
measure of observational influence on the parameter estimates is termed
DFBETA.4 This diagnostic measure represents the change in the parameter
estimate after deleting a particular observation. It is based on a "jackknifing"
or single-row deletion principle to assess observational influence. Observa-
tions identified as influential through this process are further examined as to
their effect on the model's covariance matrix and fit.
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