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Abstract 
Hochbaum, D.S., Why should biconnected components be identified first, Discrete Applied Mathemat- 
ics 42 (1993) 2033210. 
Most graph optimization problems are solved on each connected component of the graph separately. 
This requires the identification of the connected components of the graph. We show here that for 
several graph optimization problems, including the weighted vertex cover and the independent set 
problems, it suffices to know how to solve the problem on each biconnected component of the graph. 
The additional work required to give a solution on the whole graph takes a linear additive factor at 
most, whereas the potential savings in total running time are substantial. The same approach applies to 
approximation algorithms, and the approximation error bound is at most the maximum error bound 
among the biconnected components. 
Keywords. Combinatorial optimization, biconnected components, dynamic programming, vertex cover, 
complexity. 
1. Introduction 
This paper describes a decomposition procedure that reduces the solution of some 
graph optimization problems to solving them only on the biconnected components 
of the graph. Algorithms for most combinatorial problems on graphs assume that 
the graph is connected. The implementations of such algorithms typically include 
the identification of the connected components of the graph. Such is the case for 
instance for the vertex cover, independent set, graph coloring, maximum clique, 
matching and many others. In the same amount of running time-linear in the 
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number of edges-one can identify the biconnected components of a graph. This 
paper provides a dynamic programming algorithm that enables the reconstruction 
of an optimal solution for the whole graph, given as subroutines algorithms for 
constructing solutions on the biconnected components. The dynamic programming 
algorithm adds only a linear number of steps to the running time of the algorithms 
on the biconnected components. For graphs with a collection of “simple” bicon- 
netted components, in the sense that none of them is too large, or with the existence 
of a polynomial algorithm on each component, such a procedure offers substan- 
tially improved running time bounds. For example, if each biconnected component 
of the graph is a series-parallel or bipartite or claw-free graph or any other type of 
graph on which the independent set problem is polynomially solvable, then the 
independent set problem on the entire graph is solvable using the procedure in 
polynomial time, although the graph does not fall into any category of known 
polynomial instances of the independent set problem. 
Another use of the decomposition is for deriving approximation algorithms for 
the graph. Here, for some special cases, there are efficient approximation algorithms 
that provide tight performance bounds. This is for example the case for the vertex 
cover problem, where in numerous special classes of graphs, good bounds (all better 
than ratio of 2), can be derived, see Hochbaum [2]. Such classes include graphs with 
small colorability number, graphs with small maximum degree, or small average 
degree, planar graphs and others. Now, if each biconnected component falls in one 
of these categories, or alternatively, it is easy to find an optimal solution, then the 
decomposition procedure yields an approximation algorithm for the whole graph, 
with worst-case error no worse than the maximum worst-case error on any of the 
biconnected components. 
The following standard notation will be used throughout. A graph is denoted by 
G = (V, E), with 1 VI = n and IE 1 = m. A graph is biconnected if it contains no cut- 
vertex, that is, a vertex the removal of which disconnects the graph. In particular, 
complete graphs (and K,, an edge) are biconnected. Finding the cut-vertices and 
the biconnected components (or blocks) of a graph can be done via depth-first- 
search in linear time O(m) (as described e.g., in Baase [l]). Hence, identifying the 
blocks of the graph is a preprocessing phase that can be done as fast as the phase 
of finding the connected components of the graph. 
The algorithm described here, decomposes the graph problem to subproblems on 
the biconnected blocks of the graph. The idea that makes the decomposition work 
is the assignment of weights to cut-vertices that “communicate” to one block, the 
potential consequences of using a certain solution in adjacent blocks. Since the 
blocks of a graph form a tree, the algorithm that merges the solutions on the in- 
dividual blocks into a single global solution can also be used to solve the problem 
when each block is a single edge, i.e., when the graph is a tree. Thus this algorithm 
is, in particular, a linear time algorithm for solving these problems on trees. The 
algorithm is applicable, in principle, to a wide variety of problems. Among the ones 
mentioned above, the independent set and the vertex cover seem the hardest. Since 
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the principle of implementation is identical for all of them, we shall give the 
description in terms of the vertex cover problem, and later discuss the necessary 
modifications required to solve some of the other problems. 
The weighted vertex cover problem is defined on a graph G = (T/E), where each 
vertex u in V has a weight w, assigned to it. The problem is to find a collection of 
vertices, SC V, of minimum total weight, w(S) = CUES w, such that each edge in E 
has at least one endpoint in S. The complement of a vertex cover is a collection of 
vertices, no two are adjacent, that is, an independent set. If S is a minimum weight 
cover, then V-S is a maximum weight independent set. 
The plan of the paper is as follows. Section 2 describes the main procedure and 
the proofs of validity. Section 3 gives applications other than the vertex cover prob- 
lem and some concluding remarks. 
2. The dynamic programming algorithm 
Given the tree of the blocks of a graph B,, . . . , B,, we “suspend” the tree from 
one arbitrary block k - the root of the tree. We may assume that the root block is 
B,, and that the remaining blocks are indexed one layer at a time so each parent 
block has smaller index than its children blocks, and so that the children of the same 
parent (siblings) are indexed consecutively. 
Each block Bi, except the leaf blocks (those that are childless), has one or more 
cut-vertices connecting it to its children, ui, . . . , pcrj. ui Each block Bi, also has a cut- 
vertex in its parent block, r,, connecting it to its ancestors. The vertex ri is also call- 
ed the root of the block B;. Several siblings may share the same root in the parent 
block. We let s(u,‘) denote the set of indices of the children blocks whose root is uj. 
Let T, be the subgraph rooted at cut-vertex U, and let T, be the subgraph 
suspended at block B, i.e., block B and all of its descendants. Note that for u E B, 
T, is generally a different subgraph than T,. For a graph G, COVER(G) denotes 
a minimum weight vertex cover in G, COV,!ZR,(G) denotes a minimum weight 
vertex cover among all covers containing vertex U, and COVER,(G) denotes a 
minimum weight vertex cover in G among all covers not containing vertex u. 
The algorithm proceeds by evaluating, from the leaves up, for each block Bj the 
vertex covers COVERr,(T,) and COVERri(T,). These covers are evaluated with 
modified weights assigned to the cut-vertices. Once these are evaluated for 
B 4, . . . , B2, CO VER(TB,) is evaluated, which is a minimum weight vertex cover for 
the whole graph. The algorithm is therefore a dynamic programming algorithm 
building optimal vertex covers from the leaves up to the root. 
In the input w is the vector of weights of the vertices. 
Procedure BICONNECTED. 
Input: G=(V,E), w, B ,,..., B,. 
For i=q, . . . . 1 do 
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If p(i)>0 then 
Forj= 1 ,...,p(i) do 
Set COVER,;(T,g)= lJlss(u;j COVERJT,,), and 
COVER,;(T,j) =tJ,ss(u;j COVER,(TB,). 
Set w(covERu;(Tu;))= CIES(+ w(COVER,(T,)- w,j)+ wv;, and 
w(COVJ%;(T,;)) = C bus w(COV-W,(T,,)). 
Assign vertex 01 the weight, wuI - w(COVER,;(T,;)) - 
w(COVER,;(T,j)). 
end 
1 
If ir2 then go to 2 else compute C=COVER(B,), and set 
COVER(T,,)=CU[up"~,,:.c COVER,;(T,;)] U 
rug”&- COVER,$T,;)J and, 
w(COVER(T,,))=w(COVER(B,))+ C;(i,, w(COVER,;(T,;)). 
Stop. Output: COVER(T,,), w(COVER(T,,)). 
2 
Compute two optimal vertex covers of B,: Ci = COVER&), and 
Ci = CO VER,(Bi). 
3 
Set cOvER,(TB,)= Ci U LJT(i)l,U;ECI COVER,,$T,;,)U 
U~(I':,U;ec,~~~~~,i(~";) and 
COVER,(T~,)=CiUQ!!), vi,cc, COVER,;(T,j)U 
u~~1,u)e4COVER,;(T,;)I 
4 
Set w(COVER,(TBi))=w(COVER,(B,))+ c$'z), w(COVER,:(T,: 
and 
w(covER,(T~I))= W(COVER,(Bi))+ C$?J\ w(COVER,J(T,~)). 
end 
The procedure BICONNECTED consists of a linear number of calls to routines 
computing the optimal solutions on biconnected components (twice on each compo- 
nent). In addition it executes a linear number of union operations and a linear 
number of additions. Consequently, the running time of BICONNECTED is linear. 
In the procedure the weights of all the cut-vertices are modified in the initializa- 
tion step for each component. In the following claims, we distinguish the weights 
defined by the procedure from the original weights by using the notation d, for the 
weight defined in the procedure, and w, for the original weight. 
The purpose of the following claim is to justify the expressions given in step 4 for 
the total weight of the cover. 
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Claim 2.1. 
p(i) 
w(COVER,(TB,)) = W(Ci) + C W(COVER~J(T,j)), 
j=l 
P(i) 
W(COVER,(T&)) = w(q) + c w(COVER,;(T,;)). 
j=l 
Proof. The proof is identical for the two cases, so we prove only the first. 
The first two terms are the weight of the optimal cover to Bi, with the original 
weights. In the third term, we remove the weights of the cut-vertices to avoid 
multiple counting of the weight of the same vertex. From the definition of d,;, 
it follows that the expression is equal to W(Ci) + CT=, w(COVH?,~(T,;)), as re- 
quired. 0 
The following lemma stated in more general terms shows the main idea of the 
algorithm and enables us to prove the validity of the algorithm by the induction on 
the depth of the tree defined by the biconnected components of a graph. 
Let any graph G be decomposed into subgraphs Go, Gr, . , . , GP, where for each 
i=l , . . . ,p, Ui is the unique vertex connecting Gi to G,, and Gi are mutually disjoint 
for i= 1 , . . . ,p. Let W,(x) denote the value of the optimal cover of the subgraph Go 
with the additional constraint that Vj is in the cover if and only if Xj= 1, where 
x~{O,1}~.Al~0fori=l,..., p, let Wi (I&) denote the optimal value of the covers 
of Gi which contain (do not contain, respectively) Vi. Finally, Cir (Cia) is a cor- 
responding cover giving the value W, (II&, respectively). 
Lemma 2.2. The optimal value of the cover of G, W*, satisfies W* = U, + Es?=, wo, 
where U, is the value of an optimal cover, C, of Go, when the weights w, are replaced 
by new weights d, asfollows: d,, = R$ - W& ifv = vifor i= 1, . . . ,p, and d, = w, other- 
wise. Furthermore, an optimal cover C of G is given by: C = Cc, U Ui S,I,, “, E c, Cii U 
Uis.t.,u,$Co ciO- 
Proof. By the definitions above, the optimal value of the covers of G is given by: 
W*=min We(X)+ i w,Xi+ i qO(l-Xi)- f WiXi: XE{O,l)P 
I i=l i=l i=l I 
=ig, %o [ +min We(X)+ f KlXi- E Pf$()Xi- i WiXi: XE (0, l}” 
i=l i=l i=l 1 
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=;gl io [ W +min W,(x)- f wjxj+ f (I+$,- qo)xi: xE{O,l}P i=l i=l 1 
For the rest of the statement, we first notice that the cover defined in the lemma 
is feasible. Further, by the definition, we have wit -d, = Wio, for i = 1, . . . ,p. So 
the total weight of C is Uo+ CyZ)=l,u,ECO (Wjl-d,,)+ Cf=l,v,eCo wio=Uo+ 
Cf=‘=, Wjo= W*. Hence C is indeed an optimal cover. 0 
Remark 2.3. In our algorithm, the subgraphs Gj for ir 1 can be a biconnected 
component or a set of biconnected components, say Bt, . . . , B4, connected to Go 
via the same vertex ui, i.e., s(ui) = { 1, . . . , q} by the notations used in the algo- 
rithm. In the latter case, it is easy to see that Ci, = UT= 1 COVER,(Bj) and Cic = 
Uy= 1 COVER,,(B,). The total weights are obtained in the obvious manner. Multi- 
ple counting of the weight of ui should be avoided when computing the total weight 
of Ci,. This is done in the initialization loop at each iteration of the algorithm. 
Claim 2.4. The output of BICONNECTED, COVER(T,,), is an optimal cover in 
G. 
Proof. The proof is by induction on the depth 1, of the rooted tree defined by the 
biconnected components of a graph: Each component is a node in such tree, and 
we call the node “a block” as defined before, to emphasize that the node is actually 
a biconnected component. The leaf blocks have depth equal to 0, and each nonleaf 
block has depth equal to the maximum depth of its child blocks plus 1 and the depth 
of tree is defined as the depth of the root block. When I=O, the claim is obvious. 
So assume it is true for all lsn, for some natural number n. 
Consider a graph G whose biconnected components define a rooted tree of depth 
n + 1. Let the subgraph induced by the union of the nonleaf blocks and all the cut- 
vertices ul, . . . . up connecting the leaf blocks, be Go. Then, for each i = 1, . . . ,p, there 
are one or more leaf blocks connected to their parent block (of depth 1) via Ui. Let 
the union of such blocks connected via ui be G;. Then there are p such subgraphs Gj 
that are mutually disjoint. Also, by the definition of Go, G; is connected to Go via 
the unique cut-vertex Ui. 
By Lemma 2.2, an optimal solution of G is obtained as follows: Solve the weighted 
cover problem on Go with replaced weights of u;‘s as defined in the lemma and 
derive an overall optimal cover for G from the solution on Go, by using the equation 
on C given in the lemma. The weighted cover problem on Go is defined on the tree 
with depth n. So, by the induction hypothesis we can solve the reduced problem by 
applying BICONNECTED. Note that this application is equivalent o the application 
of BICONNECTED to the original problem. This is since the replaced weights in the 
lemma are the same as the modified weights that will be assigned to u; in the in- 
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itialization loops performed after the algorithm finishes the iterations for all leaf 
blocks when BICONNECTED is applied to the original problem on G. (See also 
Remark 2.3.) Furthermore, the optimal cover C derived from the solution of the 
reduced problem on Go by using the relation in the lemma is identical to the one 
delivered by BICONNECTED applied to the original problem. Thus, BICON- 
NECTED applied to the original problem on G, delivers an optimal solution. 0 
3. Other applications and concluding remarks 
The applications described in this section are rather immediate and hence will not 
be given in full detail. These are for the coloring, maximum clique, matching and 
maximum flow problems. There are potentially many other problems to which such 
decomposition might be applicable. One notable example for which we are not able 
to find an appropriate decomposition is the weighted dominating set problem. Here, 
there is no single scalar we know of that can be associated with the cut-vertex, in order 
to communicate the dominating set in adjacent biconnected components. This is 
perhaps due to the more “global” nature of the dominating set problem. 
For the coloring problem, one can specify the color of a single node in a graph 
without loss of generality. In order to solve the minimum coloring problem, one 
solves first for the component B,, and then for B, and so on. In the process, when 
a component Bj is to be colored, it will have at most a single vertex-the root-with 
a prespecified color. So although the coloring problem is NP-complete, on a graph 
with “simple” blocks, e.g. small or bipartite, the minimum coloring is solvable in 
polynomial time. 
The maximum clique problem is trivial. This is because a maximum clique will 
always be contained in one of the biconnected components (unless the graph is a tree, 
in which case an edge is a maximum clique). So the decomposition is simply to solve 
for each block separately. 
All versions of the matching problem, for instance the maximum weighted match- 
ing, are solvable as in BICONNECTED. Optimal solutions are derived in blocks from 
the leaves all the way up to the root block. The solution in each block is derived with 
the restriction that the root is saturated or exposed. No weighting of the vertices is 
necessary. 
The minimum cost flow problem with several sources and sinks, can easily be 
decomposed into the sum of the costs of minimum cost flow problems on the blocks. 
If a source or a sink is outside the component, then the supply or demand of that 
node is appended to the weight of the cut-vertex on the path leading to that source 
or sink. 
We believe that this principle of decomposition is applicable to numerous other 
graph optimization problems. It remains open to determine whether such decomposi- 
tion is possible for the dominating set problem. 
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