Thetechniques which can be used in the analysis of human behavior by'the methods of. biometricaI genetics are described and compared with those of the Multiple Abstract" Variance Analysis (MAVA), and other approaches. These techniques are applied to a number of p~rsonality and cognitive measures using published data• .Underlying assumptions of the analyses used are discussed, and tests of significance for departure from them are demonstrated. Although data were often inadequate, the techniques provided new information on the gene action ·controlling the measures and on their evolution. It is the two previously mentioned methods, which were specially developecl: for this pl1rpose, that have been employed with humans. In view of the increasing' awareness of the power of biometrical genetics among those working in the psychogenetic area, it would seem opportune to present an account of the application of some of its methods· to human data. It is the purpose of this paper, therefore, to illustrate the biometrical approach by reference to data collected and analyzed by a number of other workers, and to underline its relationship to the other two approaches.
ulation. While the biometrical genetic approach in, psychogenetics has been used almost exelusively and With considerable success in investigations with animals, it has not often been tlSed in the investigation of human populations. It is the two previously mentioned methods, which were specially developecl: for this pl1rpose, that have been employed with humans.
In view of the increasing' awareness of the power of biometrical genetics among those working in the psychogenetic area, it would seem opportune to present an account of the application of some of its methods· to human data. It is the purpose of this paper, therefore, to illustrate the biometrical approach by reference to data collected and analyzed by a number of other workers, and to underline its relationship to the other two approaches.
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There are curreritly three alternative. approaches to' the genetical analysis of human twin and familial data. There is what might be termed the classical approach through correlations between relatives, clllminating in the estimation of various ratios describing the relative .imp,ortance of genetic and enviro1l:IDental influences on trait v~riation. This approach leads to ratios such as the H of Holzinger (1929) , the E of N eel and Schull (1954) , and the HR of Nichols (1965) , each of which measures an aspect of the relative inlportance of heredity and environment. There is the more systematic and comprehensive approach of the Multiple Abstract Variance Analysis (MAVA) developed by Cattell (1960 Cattell ( , 1965 leading to both the estimation of nature: nurture ratios, and an assessment of the importance of the correlation between genetic and environ-1 Preparation of this paper w:as partially supported by grants from the Agricultural Research Council of Great Britain, and the ·United States Public Health Service, l\tIH-08712, from the National Institute of Health. 
WITHIN-AND BETWEEN-FAMILY COMPARISONS
Let us consider data collected from n families each consisting of m individuals. An~alysis of variance to COlnpare the variation within and between families leads to the following expectations:
that is, the (1'2 8 of lVIAVA are the corresponding mean squares derived from the anaI)Tsis of variance,~ut the between-family item is neither a (1'2 n~r a simple function of a (12. Having estimated the Vs orcr 2 s b:y one of the available systems, it is sometimes necessary to express them as proportions of the total variation. Indeed some of these proportions are the cor~el~tions~f t~e~assical approach. The total ,:,"ariation i~the biometrical genetical approach is clearly (T~= uw'-+ UB 2 • In the MAVA approach, on the other hand, UT 2 MAVA = 2C1W 2 + 11U1'B 2 which is not, of course, the total variation that we wish to partition among various sources. However, this can be accommodated in the special case of families of Size 2 (m~2) discussed by Cattell because of (1T 2 MAVA = 2(Jw'l + 2UB 2 = 20"T.
where uW1' is that part of the total variance (UT 2 ) due to differences within families, and CTB 2 is thepart due to differences between families.
Two approaches are current in biometrical genetics: One is to estimate uw2 and UB 2 from the analysis of variance, and the other is to estimate directly from the data the average variation within-families 11F, and the variation between-family means Vir, where 11Ii' = mean square within families, and V:F = 11m (mean square) between families. Thus these two approaches are related as 11F = cJw2, and Vi
=-(uw~+ 1nuB
2 )jm. Clearly where m, the family size, is very large 11F = a-w 2 , and Vi! = UB
•
In the lVIAVA approach, the-q2 S for specif)ring the variation within and between families are related to the above as follows:
GENOTYPE-ENVIRONMENT MODELS
Following the decision to discuss the biometrical genetical models in relation to the vari--ance components uw 2 and (iB 2 , it. is necessary to consider the interpretation of their values in terms of a model which adeqllately describes the genetic and environmental contriblltions to the total variation.
Thus while (J'T 2 = crw 2 + UB 2 , it also equals (TG 2 + ur + f(G,E) where (iG 2 = the genetic variation, (jE 2 = the environmental variation, nd f(G,E) = some function of genotypic and environmental contributions, and may represent two distinct sources of variation. If genotypic and environmental contributions are correlated with respect to size and sign, £(G,E) = 2 COy (G,E). However, if environmental d~ viations depend for their absolute size (irrespective of sign) on the particular genotypic deviations paired with them, there is genotypeenvironment interaction and f(G,E) = UGE 2 • 'Vhile the effect of 2 cov (G,E) may be to increase or decrease apparent (J'Q2 + UE 2 the effect of (1'GE 2 will always be to increase it.
While those who use the classical approach through correlations are aware of the problems created by f(G,E), this approach has, as yet, been unable either to specify, detect, estimate: or correct for the effects of this SOllrce of _variation. Loehlin (1965) also gives an account of how the u 2 MAVA are defined and their relationship to u 2 as conventionally defined. For an account of the use of 11F and VF"; see l\1ather (1949) .
When discussing expectations in terms of biometrical genetical models, in the general case, it is more convenient to work in terms -of the (T2g of standard analyses of variance, which are independent of experimental design and family size, rather than 11F and Vi', oru 2 MAVA, which are not. On the other hand, when these expectations are eqllated to observed values from a specific set of data in order to estimate the parameters of a model, the situation is reversed. _Both expected and observed values must now be given in terms of 11F and V F , which are independent of one another, rather than the 0-2S, which are not, in order that procedures based on least squares Inay be used to estimate the parameters in the model. Between families Within families l\1AVA and biometrical .genetics, on the other hand, specifically recognize the effects of £(G,E), and seek to specify them in the models and to estimate these effects in the analy"sis-. However, the approaches are quite different in a number of important respects. In· the lVIAVA approach all possible contributors to f (G,E) are allowed for, but whether or not they are included in the expectation for any particular 0-2 NIAVA is decided largely on a subjective assessment of the likelihood that they will contribute to it. When all possible sources of f(G,E) are inclllded, the number of parameters in the nlodels is raised to an almost unmanageable number and places the analysis beyond the reach of most bodies of data. In the biometrical approach the presence or absence of a particular item in the expectation is decided by the form of the expected contribution of genetic and environmental components according to invariable rlues. However, the biometrical genetical approach does not stop at this point, for it poses the question whether or not the correlation or interaction items in the models are essential or redundant by means of a nllmber of statistical tests (scaling tests) that specifically detect their presence.
As may be seen later from the reanalyses of data, these scaling tests allow us to suggest with some~onfi.dence that very simple genetical models are quite adequate to account for most of the data. Moreover, where we cannot make this assertion, we are· in a position to judge the kind of extension of the mod.el needed better to describe the data (see Example 2, Table 4), and to avoid the pitfall of suggesting the need to fit a complex model to data resulting from inadequate sampling of the population under study (see Examples 3 and 4, Table 4 ). We cannot emphasize too strongly the risk we feel is involved in fitting cOlnplex models like those of 11AVA without first carrying out scaling tests and tests of the adequacy of the· sampling to ensur~that such models are either necessary or appropriate. To fit a complex model to inadequate data may well lead to completely unfounded conclusions·" Together with the insight that biolnetrical genetics provides concerning gene action and the mating system of the population, it is in providing these tests. that the chief value of the approach lies, as compared with its alternatives.
Tests for Genotype-Environment Interaction·
Numerous tests for this purpose have been described for use with controlled plant and animal breeding programs, but none, so far, have been proposed for use with human data. This omission, however, ·poses no insuperable problems.
Suppose we have n families of monozygotic twins, such that the twins in Family 1 have scores tIl and t12, those in family n being tnl and tn2, respectively. When the twins have been reared together, tIl -tI2 ••• tnt -tn2, each provides an estimate of the magnitude of environ-. mental influences within families. If all twin pairs are affected to the same extent by the environmental influences within the family, then tIl -tl2 = t21 -t22 • •• = tnl -tn2, within sampling error. However, if twins in some families react differently from those in other families when exposed to the same environmental influences, or twins in some families are exposed to different environmental influences than in other families, then tIl -tl 2 ¢ ...~tnt -"tn2.
The sum of the twin scores tIl + t12, t21 +t22 • " • t.nl + ln2, on the other hand, will differ if the twins belonging to different families have different genotypes, different family environments, or both. If there is any interaction between genotype, and within family environment, then we should :find a correlation between the twin sums tIl + t12 etc., and the twin dif.ferences t1l -tl2~tc. over the n families. If the twins have been reared apart the same considerations will allow us to test for an interaction between genotype and environmental differences between families. Thus we can determine whether or not the assumption of independence of genotypic and environmental influences is valid, and hence, whether or not parameters of interaction between these influences should be included in the model.
The expected magnitude of the correlation between the difference betvveen twins (tIl -t 1 2)
etc. and their sums (tIl + t12) etc., can 'be expressed in standard biometrical terms. Let us take the simplest of all sittlations where the twins differ by a single gene, A -a, in a random mating population in which the gene frequencies are equal. There are then three types of twin pairs i\-.A, i\.a, and aa occurring with the (Mather, 1949) .~et us nOw consider a simple environmental difference el acting within each family, and a single environInental difference e2 acting between families. . We will also allow the different genotypes to interact quite differently with the environmental differences. For example, the interaction between twins with genotype AA, (+d) will interact with the within-family environmental difference (el) to the extent gd l , and with' the between-family environmental difference (e2) to an extent gd 2 • The values for heterozygous twins Aa will be gh l and gh 2 , respectively. We then have 12 kinds of twin phenotypes measured about the mean of the homozygous gentotypes, as shown in 
Tests for Correlated Environments
If correlated environments exist, it can be shown, following Loehlip.'s (1965) (1960) . Now except under exceptional circumstances of internal balancing, these two (jT 2 S will not be expected to be equal unless the correlations contribute only an insignificant aniount of covariance to the respective total variances.
Consequently, an F test for pooled tTT 2 apart, against pooled (jT 2 together, may be expected to indicate the importance of correlated environments. The above expectations can be complicated further by introducing placement correlations, special twin environments, and other types of family grouping without appreciably affecting the above argument. Where a number of (jT 2 S are to be tested, conventional tests for heterogeneity ,of variance may be employed (Winer, 1962) . A further test can be made at the stage of fitting the model which is described in the next section.
It should be pointed out these two tests lor the two kinds of f (G,E) are independent of each other, for the contribution of O"GE 2 to <TT 2 S is the same for all kinds of families, and so cannot lead to heterogeneous total variances.
FITTING MODELS ASSUMING No f(G,E)

Models and Assumptions
In the absence of genotype-environment interactions the total variation can be partitioned between two components, the genetic G, and the environmental E. However, when we partition the total variation into (J'w2 and G'B 2 we must also paritition the total genetic and total environmental parts into within-and between-family portions. These we will designate: S, by a~analysis of variance of the means for each kind of family, and during the fitting of the model by a "goodness-of-fit" test of the estimated parameters.
To estimate the four parameters G I , G 2 ,·-E1, and E 2 , and to test the four assumptions, a minimum set of data required comprises monozygotic twins reared together (MZ T ) and apart (IVIZ A )., and dizygotic twins reared together (DZT)~This set provides six observed (1'2S which are sufficient to estimate four parameters and leaves two degrees of freedom for testing the equality of the three total u 2 s. This set is not, however, the only minimum set of statistics which will lead to a solution, a point we will return to in a future section of this review (see Mini1numData). 
=G1+G2+E1+E2 Heritability
Fitting the model and obtaining estimates of the parameters, however, is only the first step in the interpretation. We must consider the relationship of these parameters to heritability, and to the nature of the gene action involved. The only relevant heritability that can be obtained from the type of model fitting described so far is the so-called broad heritability of quantitative genetics 'which is G/(G + E 1 + E 2), or (G1 + G2)/(G + E 1 + E 2), that is, the proportion of the total variation due to all genetic causes. This ratio has no equivalent in either the classical or the MAVA approaches.
Nevertheless, the so-called heritabilities of the classical approach can be expressed in terms of the parameters of the biometrical model. For example, Holzinger's (1929) : Vandenberg's (1966) :
These explicitly ignore important sources of variation (H ignores G 2 and E 2 , for example). Similarly, the nature: nurture ratios of Cattell are equivalent to UWh2/uwe2 = G1/E l and (jbh 2 / Ube 2 = G2/E2• Thus, if we can obtain estimatesõ f Gl , G2, E l , and E 2 or their MAVA equivalents, we can not only estimate the broad heritability, but also the conventional heritabilities H, HR, etc., derived from the classical approach. Furthermore, if we can estimate only G, E 1, and E 2 we can still estimate the most useful heritability, broad heritability, even thOllgh we can no longer obtain the less useful -H, HR, etc.
The Minimum Data
It is, therefore, important to establish the minimal experimental conditions under which we can estimate G I , G 2 , E 1 , and E 2 , or G, El, and E 2 • Th~e can be established by examining the expectations in Tabl.e 3.
MZA provide two statistics and require three parameters for their specification on the model. However, two of the parameters, E 1 and E 2 , cannot be. separ~ted. Hence, we can estimate only G and (El + E2). This, however, is sufficient to~timate the broad heritability alone and none ·of the other heritabilities, but in doing so it provides no test of the model. In the absence of genotype-environment interactions, MZT and MZA provide four statistics whose expectations can be expressed in terms of three parameters G,' E 1, and E 2-We can, therefore, not only obtain least-squares estimates of these three parameters, but also have one degree of freedom in' hand which can be used to test the equality of the total (j2S for twins reared together and twins reared apart. This procedure effectively tests the adequacy of the model as well as providing the estimates.
. If instead we have MZT and DZ T we again have four statistics, but their expectations on: our model involve all four.parameters. Furthermore, two of the parameters, G 2 and E 2 , occur only together in the expectations with the same coefficients, and are therefore inseparable. vVe can therefore estimate .only G 1 , E 1 , and (G 2 + E 2 ), leaving one degree of freedom for testing the equality of the total cr 2 s for the two kinds of twins. We cannot estimate the broad heritability, but we can. estimate, as has long been established empirically, H,' HR, F, and one of the two nature: nurture ratios of Cattell.
If we have the combination of MZ A and DZ T we again have four statistics and four parameters, but we Gan obtain no joint solution of the parameters. Indeed~all we can obtain is the broad heritability from the monozygotic data alone, that is, the dizygotic twins can add nothing to the solution.
If we have all three sets of data, dizygotic and monozygotic twins, the latter reared together and apart, we have six statistics and four parameters, and all four can be esthnated by least squares. The remaining two degrees of freedom allow us to test the equality of the three total 0"2S, and hence the validity of the model. With such data we are therefo~e in the position to estimate the broad heritability, H, HR, F, and 'both nature:nurture ratios. We can, of course, indefinitely extend the approach in this way to include more families of any kind, but these are in excess of the minimal requirements for a solution. We shall return to this point later.
A set of data which yields almost as much information as the above minimal set, and which is certainly far easier to collect, is comprised of MZ T , DZ T , and DZ twins (or sibs) reared apart (DZA or FS A ), the expectation for this latter group being
This set yields estimates of G 1 , G S, and is therefore tested for adequately during the procedures olltlined above. Analysis of variance could also be used to detect this effect and an analysis of covariance, with age as a covariate, could be carried out prior to estimating the components of variance.
Thus by reducing the total variation into its within-and between-component parts, and specifying their expected values in terms of genetic and environmental components, we achieve two things: (a) We can see unambiguously how and why we can or cannot obtain various heritabilities from the data available and their relationships; and (b) we can not only achieve a biometrical genetical solution of the data, but encompass en route every other solution that has been proposed such as H, HR, and F, as given in the previous section (see Heritability.) Gene Action A further stage after converting the estimates of G and E into heritabilities, etc., is to attempt to relate them to the kind of gene action involved. This is the point at which biometr~cal genetics leaves all the other approaches including MAVA behind, 'because the starting point of a biometrical model is the nature of gene action and interaction. However, this is also the point at which the expectations depend on important assumptions about the kinds of gene action to be allowed for in the models and about the mating structure of human populations.
If we start with the simplest of all possible models, namely, one that assumes that all mating· is at random (R), and all gene action is additive (d), the total genetic variation G = !D R -In this expression DR =1:
where Ui, is the frequency of the increasing allele at the ith locus, and Vi is the frequency of 'the decreasing allele at the same locus, and Ui + Vi = 1. The summation~is over all genes which are contributing to the variation of the character. In such a population G = G 1 + G2 = tDR , and G1 = G2 = iDReThe broad heritability in such a popUlation is tD R / CtD R + E 1 + E2), and the broad heri~ability equals the narrow heritability because we have excluded nonadditive gene. effects. Furthermore,
and Cattell's nature:nurture ratios for within and between families are E1/tD R and E 2/1D R , respectively. None of these corresponds to the broad heritability of the population.
If we now allow for dominance effects (h) of the genes, the following changes must be made in the above expectations:
6 H R and G2 = tDR + 116HR.
Consequently, G 1 -G 2 = iHRe The broad heritability = CtDR + iHR)/ CtDR + iRa + E 1 + E 2), which no longer equ~s the narrow heritability, this being tD R / (iDa + iRa + ] +E2). Fisher, 1918 and Kempthome, 1957 , for accounts of non allelic interaction) these are unlikely to hay! such important consequences as other possibl t inadequacies of the model, such as the assump tion of random mating. Th~·most likely cause: of deviation from random mating are (a) in· breeding, due either to a higher frequency 0: mating between relatives than expected uncle] random mating, or to a higher frequency oj mating than expected within small geographica: areas' of the population; and (b) positive assortative mating due to preferential mating oj like phenotypes. To. be effective, that is, tc influence the genetical structure of the population, assortative mating must not only bE preferential mating of like phenotypes, but also of like genotypes. Hence, if it is effective it leads to inbreeding_ While, therefore, it is usual to consider the consequences of inbreeding, that is, mating between relatives independently of the consequences ·of assortative mating, both can·be considered in terms of the homozyO"osity • b to whIch they lead.
Where we can control the mating of the individuals in the population under investigation, as we can with most animals, a past~story of inbreeding or assortative. mating creates no great problem. By randomly mating individuals from the population, estimates of G1 and G2 may be obtained and random mating expectations of G1 and G2 modified by including j, the inbreeding coefficient of Wright (1951) (see Dickinson & Jinks, 19S6; Jinks & Broadhurst, 1965) . However, where the mating structure of the population cannot be changed, as in the case of humans, alternative methods must be used. Probably the most satisfactory of these approaches is that developed by Fisher (1918) . If we have a population in which phenotypic assortative mating is taking place for a trait controlled by many genes of small effect, then at equilibrium the total genetic variance G will equal !DR +iHR +!{A/(l-A)}DR that is, the variance which would result from,. a random mating population with the same gene frequencies, tD R + iRR plus a fraction of DR; (1 -A)}D R • Thus a significant difference between~1 and G 2 will unambiguously detect either dominant gene action or assortative mating, but G 1 = G2 will not necessarily indicate their absence since the effects of assortative mating and dominance will not necessarily lead to a difference between G 1 and G 2 when both are present to the same extent. In the absence of independent evidence of either dominance or assortative mating, it is probably reasonable, however, to accept G 1 = G2 as indicating predominantly additive gene action. \tVhere independent evidence of assortative mating is available, for example, through an observed marital correlation J1., it becomes possible to estimate the level of dominance by first estimating A, and then substituting into the expressions for G1 and G2, giving two equations which can then be solved for DR and H R -A number of ways of estimating A from p, are possible, that described by Fisher (1918) and used by Burt and Howard (1956) Wright (1921) . Unfortunately, Wright did not allow for the presence of dominant gene action in his model, and so it must be deemed inferior to that of Fisher. Jensen (1967) has recently proposed a method allowing for the effects of assortative mating which involves the assumption that a previously random mating population has, in a single generation, had imposed upon it a degree of assortative mating. Under this model, which also ignores the effects of dominance, and appears to be restricted to a single gene effect, the correlation between siblings may rise from a possible maximum of 0.5 for a random mating population to 0.66 for an assortatively mating population, where the marital correlation JL = 1.0, that is, where, with respect to a single gene, the mating system has changed from random mating to the extreme inbreeding situation of selfing. (Broadhurst & Jinks, 1966; Bruell, 1967; Fisher, Immer, & Tedin, 1932; Fulker, 1966; Mather, 1953; ~obe~ts, 1967) . Thus the current presence and directIon of dominance indicates whether an intermediate or extreme level of e~ression of the trait has, in the past, been adaptively superior. With controlled mating or using inbred lines it is a simple m~tter to det~rmine the direction of dominance, but, unforttmately, with human populations there is a dearth of methods for measuring its direction. However, two would seem feasible. Perhaps the most direct method for detecting the direction of dominance is to examine the scores of children of consanguineous matings, for example, progeny resulting from cousin marriages. If we take a group of offsprings from nonconsanguineous matings, having first equated mean parental scores for this and the consanguineous group, then the mean of the offspring of the consanguineous group should show inbr~eding depression if directional dominance is present.
The exact difference between the two groups is given by the equation This formula would almost certainly apply very closely in the presence of a cei-tain amount of assortative mating. We provide an example of this method in a sllbsequent section of this review. The second method .is perhaps moreeasily applied, since it involves only scor~s for ordinary families of size three or more. FIsher, Immer, and Tedin (1932) showed that a numbOer of the third moments. of populations derived from two inbred lines, may, in the absence of genotype-environment interaction (which they refer to as "metrical bias") be used to detect the direction of dominance. Unfortunately, when the expectations of these third moments are derived for random mating populations, where unequal gene frequencies almost certainly exist, the effects of directional dominance and unequal gene frequencies cannot be disentangled. There appears, however, to. be one exception, the mean skewness of withinfamily scores. Un~er random mating this_ h~s
negative whete there is dominance for high e~ pression of the trait, and positiv~where doml--nance is for low expression. The k a is calculated
for each family of size n, (n > 2). Other possibilities involving third degree statistics may exist which we have not explored. The effect of assortative mating on this expectation is not 'known, bilt is expected to be small. For both these tests legitimate and sensitive tests of significance exist.
Further Statistics
In the types of families considered so far, namely, monozygotic and dizygotic twins, we have seen that our-biometrical parameters G1, G 2 , E 1 , and E 2 are directly rela~able to the q2 MAVA for within-and between-family heredity and environment, respectively. Howe~Ter, this relationship breaks down if we conSIder other types of families because they are inadequately specified on the MAVA system.~or example, whereas, assuming random mating and only additive and dominance effects of the genes, ;'e can specify all the purely genetic contributions to the O"w 2 s and O"B 2 S of twins and full siblings in terms of G, G1, and G 2 where
we cannot specify the tTw2s and tTB 2 S for halfsiblings. For them we require two new genetical components, G a and G 4 • Even in this simple sittlation Ga = iDR + iRR and G4 = !DR• Indeed only when H R is zero, that is, there are no dominance effects of the genes, can the genetic contribution to the variation within and between half-sib families be specified in terms of Gl and G 2 , and under these conditions G 1 = G 2 = G a = G4• ThllS Cattell's specification of half-sib' families in' terms of (jwh 2 and 'Ubh 2 implicitly aSSllffies both random mating and genes with additive effects only. All the indications, both from the data analyzed later in this paper, and from the data analyzed by MAVA, are that the conditions under which the Gs are equal may not occur in practice. Should it prove necessary to extend the models to include other types of relationships, for example, cousins, parent-offspring, uncle-niece, etc., further types of Gs, which again are not equal under likely conditions, will have to be introduced. The value of these further statistics lies in the increasing power of the model to predict gene action since each G has an expectation in terms of DR, H R , and, if assortative mating is taking place, in terms of f or A as well.
FITTING MODELS WHEN THERE
IS f(G,E)
Correlated En'l'ironme1~ts Cattell (1960} and Loehlin (1965) have covered tpis topic at length so that we confine ourselves to a few comments. Although we accept that the kind of model MAVA proposes is in general appropriate, we suggest that the model fitting procedure be modified to accommodate a least-squares estimation procedure.
This will help ensure that no superfluous teIms are retained in the model. Nonsignificant items could be dropped from the model and the simplest adequate model fitted. In any case, it would seem (Loehlin, 1965) transformation of x to log x is indicated. However, although rescaling is possible, it may be more rewarding to pursue the analysis and interpretation of the interactions.
Since this requires the fitting of a model which allows for the effects of the interactions, this alternative requires data from many more types of relationships than does the fitting of the simpler model. With only MZ T and MZ A it is not possible. to partition the interactivẽ omponents from the environmental ones although the genetic.component can still be estimated without bias, provided, of course, that separated twins are randomly distributed across environments.
Values of G, E 1 + GEl, and E 2 + GE2 may" be obtained by the procedure adopted for estimating G, E 1 , and E 2 in the absence of interaction, and the broad heritability may be precisely estimated by G/ (G + E 1 + GEl + E 2 + GE 2 ) .. It is perhaps worth noting that the argument that the possible presence of genotypeenvironment interaction invalidates the partitioning of variance approach to the nature: nurture problem is not entirely correct. The proportion of variance which is purely genetic in origin may be estimated, whether interaction is present or not.
To partition G into G 1 and G2 in order to investigate gene action and the possibility of assortative mating, one further group' (DZA) is necessary since the expectations for this group are uw 2 = G1 + E 1 + GEl + E 2 + GE2, and O"B 2 = G 2 • As in the expectations for lVIZA {see Table 3 ) the between-family component is unbiased by components of genotype-environ-" (Gl + Gl~2),
and (E2 + G1E 2 + G2E 2) , respectively. Thus although broad heritability
These assumptions can be~ested simultaneously by all~ests for the equality of C1~s, .and Assumptions 2 and 3 further by the analysIS of variance of the means. It should, perhaps, again be emphasized that while correlated environments distort the O"T 2 S, GEl and GE 2 do not the total interaction being the same for all kinds of families. A further investigation of genotype-environment interaction could be undertaken by partitioning GEl into G 1 E l and G 2 E 1 , and GE 2 into G 1 E 2 and G 2 E 2 • However, only the c<?mponents of GE: may be estimated. These components can be mterpreted in term~of gene action (Mathe:M orley-Jones, 1958), and would seem to mIm1C G 1 and G2 in reflecting dominance and assortative mating. That is, in the presence of dominance G1E 2 > Gill2, and in the presence of assortative mating the reverse is expected, G2E 2 > G1E 2• To estimate Gl, G2, eEl + G1E 1 + G2E l ), E 2 , GlE2, and G2E 2 the addition to the above four kinds of families of DZ T becomes necessary.
The expectation for DZ T is: (Jw 2 = G + (El + G1El + G2E 1) + G1E 2, and (JB 2 = G2 + E 2 + G 2 E 2 • The.terms inside the parentheses are inseparable. To estimate these six parameters it is only necessary to substitute G l E 2 and G 2 E 2 in the place of GE 2 in previously given expectations and to use least squares. There will be eight statistics and six parameters leaving 2 df for assessing the adequacy of the model.
One point perhaps worth mentioning in the estimation of genotype-environment interaction is that althOllgh it biases only environmental components, given that appropriate groups are chosen, in some cases it will bias genetic components if certain groups are~ed and undetected interaction is present. EstImation of G l , G 2 , E 1 , and E 2 from lYIZ T , MZ A , and DZ T will lead in fact to estimates of the following: 322 ment interaction when individuals are randomly distributed across all possible environments. From G ll G2l El + dEll and E2 + GE2l appropriate forms of broad and narrow heritability may be obtained simply by replacing E 2 by E 2 + GE2, and E 1 by E 1 :+-G~l in the pr.evious formulas. The biometncal mterpretations of these two heritability ratios as that portion of total variance which is genetic and that which is available for selection, respectively, still hold.
The complete separation of the six components in the model may not, however, be possible for it would appear that E l and GEl are inevitably confounded in the presence'of family groupings (Mather & Morley-Jones, 1958) .
The features of family structure which lead to the confounding of GEl with E l are precisely those which lead to the inevitable confounding of lJ'wh 2 and 2r w hwe(Jwh(Jwe that Loehlin (1965) had noticed in the MAVA equations. However we can separate E 2 and GE 2 by adding a further 'group to the MZ T , MZ A , and DZ A , namely.unrelated individuals reared together (U T ), SInce . the expectations for this group are (Jw 2 =+ E l + GEl + GE2, and un 2 = E 2 • In this case it is the random grouping of genotypes which allows an unbiased estimate of E 2 • Although GEl cannot be estimated from .the expectation of family variances, we can gam~ome insight into its likely size by using the varIance of within-family deviations about the mean of such deviations, for MZ T , as an upper bound for GEl and the product of this upper bound with th~square of the coefficient of correlation used in the detection of GEl as setting a lower bound. These are only very rough indications, however, since the upper bound will be inflated by the sampling variance of elS and the lower bound will account for the linear portion only of the interaction.
The cumulativelassumptions in -the model extended to include genotype-environment interaction are 1. No correlated environments 2. Gl + G2 = G 3. The Els, E 2s are the same for all kinds of families.
A fourth assumption, that the GE 2 s and GElS are the same for all types of families follows' from Assumptions 2 and 3.
+ (G2 -G1E 2) = G1 + G2, assessment of crene action becomes uncertain.
o
Both Correlated Environments and GenotypeEnvironment Interaction
Certainly the simplest course open to the investigator faced with the problem of both correlated environments and genotype-environIIlent interaction is to rescale his data in an attempt to reduce the interaction to an" insignificant level. Then if correlated environments still exist (and, in general, rescaling would not be expected to remove their effects), MAVA expectations can be fitted in the usual manner.
If a ftill model is required including GEs and rh.eS then the expectations become very complex. We not only have the MAVA and interactive components to add to the model, but extra correlations to account for the correlations of the gep.etic and environmental devlations with the interactive ones. However, some simplifications may be possible by assessing the relative importance of the various components before fitting the model and dropping terms of negligible importance. Moreover, since within-family heredity correlations and E l and GEl are inseparable, some kind of simplified model has to be fitted in any case. Until it is clear that such complications as substantially co'rrelated environments and considerable genotype-environment interaction exist simultaneously, it would not seem worth formulating the expectations. Cattell (1963) has proposed it method for introducing a scale factor k into the MAVA expectations to allow for genotype-environment interaction effects, a device which might prove useful for amending the bio-'metrical genetical expectations as well. It would. appear, however, that this form of correction is, in prinGiple, little different from rescaling the orig~nal data before entering the analysis, a procedure which might well lead to a much simpler form of analysis. Before leaving the subject of f(G,E) it would seem worth making a few general points concerning its importance.
We have seen that if GE exists, it tends to bias components in such a way as to make corrections to heritability formulas automatic. ThllS for the purposes of predicting the results of selection, either artificial or natural, the possible presence of GE is unlikely to lead to incorrect predictions. A similar argument would seem to hold for correlated environments. When they exist, the confounding of the covariance appears to be with the genotypic components so that for such predictors of population dynamics as heritabilities the correct answer is again obtained.
What would seem to be crucial in deciding whether or not to separate correlated environment covariance from the genotypic variance is whether or not the correlated effects are likely to be separable in practice. Cattell (1963) has argued persuasively for their importance, and examined with considerable ingenuity how they could arise. However, it is still not clear to us that many of the kinds of processes that he describes are meaningfully separated from the direct effects of genotype. To give one brief example: An innately intelligent person may well select his environment so as to produce positive rwhwe, and likewise a dull person may produce the same correlation by selecting less stimulating features of his environment. But is not this a more or less inevitable result of genotype? To what extent could we ever get a dull person to select f9r himself an intellectually stimulating environment to the same extent as a bright person might? Even when these correlations exist because of the pressure of others on an individual, it is not clear to what extent the correlation can be manipulated. Perhaps it can to some extent by such drastic procedures as intensively c;oaching the dull, and drastically depriving the intelligent, but the effect on the correlation is still not entirely.clear. We need much more evidence concerning the effects and causes of correlated environments in order to decide their importance. In the meantime it might prove more realistic to adopt a "black box" approach, as suggested by Roberts (1967) , and to consider all genotype correlated effects as truly genotypic and the residual effects as environmental, especially as regards effects operating within the family.
The concept of the modifiability of genotypes leads to an important distinction between the two sources off(G,E). Both correlated environments and genotype-environment interaction modify genotypes and alter their relative differences, but they achieve this in quite different ways. The presence of correlated environments means that the relative differences between genotypes have been altered by supplying to them, or perhaps more importantly, allowing them to accrue to themselves, precisely those 'environmental encounters needed to produce the relative differences observed in the-pheno. . . . type. Each genotype has had a unique set of environmental encounters. In the case of negative correlation of environments, genetic differences are'in a sense self-correcting so that individuals tend to become alike, a process Cattell has referred to as "coercion to biosocial norm" (1963) . Where, as in the case of intelligence-test scores, the correlation seems likely to be positive, genotypic differences are accentuated. In either case, each individllal genotype gets a unique environmental "treatment." As we have suggested, the implications of this process for devising methods to manipulate genotypes are not clear.
The presence of genotype-environment interaction, on the other hand, indicates a much simpler process in which the relative. differences between genotypes are altered, not by providing each with a unique environment, but by supplying all with one of a number of possible uniform environments. By changing the regimen for all, the relative dif(erences between all genotypes will be altered. This simpler process clearly has implications for social engineering. In the presence of correlated environments, environmental encounters would have to be redistributed, each according to the genotype's requirements, in order to effect change. This may not only be impossible, but, even if possible, quite unacceptable socially. In the presence of genotype-environment interactions, one particular set of environmental encounters, uniformly applied, may achieve the required change in relative differences. Moreover, if the genotype-environment interaction is detected by the correlation method previously described, the direction of change is also indicated. Unfortunately, an apparent lack of evidence of substantial genotype-environment interaction in intelligence-test scores strongly suggests that none of the range of environments provided by our society is likely uniformly to produce a high (or low) level of intelligence. The importance of trying to detect genotype-environment interaction in different societies, as a means of assessing their relative efficacy in achieving this end, is clearly indicated.
THE CLASSICAL APPROACH THROUGH
CORRELATIONS
The intraclass correlations' used in the classical approach (Burt, 1966; Fisher, 1918; Huntley, 1966; Husen, 1959; Newman, Freeman, & Holzinger, 1937) , are fonnally equivalent to variance components with the restriction'that each of the O"T 2 S of the groups used has been brought to a common base.
We have seen that r = uB 2 /(c1B 2 + rJw2) or UB 2 juT 2 , where the symbol f refers to the estimate of rand UB 2 to the estimate of (TB 2 , etc., r is, therefore, simply O"B 2 expressed as a fraction of the total variance for that group. Thus we are able to fit genetical models to rs in the same way that we are able to fit them to UB 2 and uw MZT, r = 1 1 0 1 MZA; r = 1 1 0 0 DZT, r = 0 1 0 1
Again, E 1 = 1 -G 1 -G 2 -E 2 , and again a least-squares estimation is not required. Further groups couId be added to detect further parameters, G 3 , G 4 , etc., as previously specified and the detection of gene action and assortative mating attempted. Also, GE parameters may be fitted by adding further groups. In fact, any parameters which do not lead to inequality of the q~S may be allowed into the model. Using f instead of (T2S assumes equality of O"T 2 S, so that all failures of the model which lead' to their inequality must be assumed absent, given adequate sampling. These, as we have seen, are 1. G1 + G2~G 2. E1s and E 2 s not equal for all groups 3. Correlated environments Failure to test for the presence of these effects in their data by those who use this approachalthough, of course, they could do so by preliminary tests for heterogeneous varianceswill prospectively bias all the parameters in a highly complicated way depending on any relative inequalities of UT 2 S present. Rather than attempt to bring this correlational approach in line with biometrical genetics and MAVA it would seem simpler to abandon it and work in terms of the variance components uw2 and (JB2 directly. However, as we shall see, it can be useful for the purpose of reanalysis of published correlations provided, we bear in mind its limitations_.
EXAMPLES-REANALYSIS
The eight phenotypes chosen to illustrate the procedures outlined in the previous section Holzinger (1937) of this paper are listed in Table 4 . None of these sets of data is wholly satisfactory to illustrate our point of view. In some cases critical groups were nonexistent, or numbers in them small, and in others the raw scores were not available. However, the examples given cover a wide range of the practical problems of analysis and interpretation, in spite of their often severe limitations.
Neuroticism
The first trait chosen is neuroticism (Shields, 1962) . The trait was measured by means of a 38-item self-rating questionnaire designed to give a measure of both neuroticism and extraversion. The questionnaire was specially constructed for the study by H. J. Eysenck, and is apparently similar to the Maudsley Personality Inventory (MPI). In so far as the trait in·this example resembles neuroticism as measured by the MPI, it refers to a general emotional instability with a tendency to neurotic breakdown under stress, and is the name Eysenck gives to a broad, second order factor which, to-. gether with an independent factor. labeled Extraversion, accounts for most of individual differences in the personality domain (Eysenck, 1960b) . Unfortunately, however, it is not known how closely Shield's (1962) test and the MPI resemble each other.
Data from the following pairs of twins were available: 43 pairs of MZ T , 40 pairs of MZ A , and 16 pairs of DZ T • Unfortunately the groups of males were very small, and only the female data approached a satisfactory volume for adequate analysis. In general, we have included the male data, where they agree with the female, in order to provide replication and aug- The corresponding analyses of variance for the other kinds of twins yield the estimates of V F and VF listed in Table 5 . One group, the 14 pairs of male MZ T , fails to yield a significant between-family MS, unlike the female data, and ,was omitted from subsequent analysis. For this group and this trait there would appear to have been inadequate sampling of between-family differences.
Testing the assumptions. If the individuals in the samples of the four typeS of families have been drawn at random from the same popuIation, they should have the same means and variances. This is readily ascertained from the means and variances of the four samples listed in Table 6 . An analysis of variance to c,?mpare the four means is given in Table 7 . This analysis shows that while there are differences between families, there are no overall differences between the types. The types can be approximately partitioned into the three orthogonal comparisons shown. We see there is no evidence of a sex difference in the one group which allows such a. comparison. We can therefore regard the two sexes in the lVIZ A group as providing two replicate samples from this group, which in tum allows us to assess the error of estimation in fitting the biometrical models. There is some suggestion that twins reared apart are slightly more neurotic than those reared together, but the significance· level is borderline. There is no evidence that monozygotic twins differ from dizygotics.
Turning to -the variances in Table 6 , we find no evidence of significant differences, although the slight differences tend to parallel the differences in the means, a fact suggesting that what . :
differences there are result from a slight curtailment of the distribution rather than from any other causes. Overall, therefore, there is no compelling evidence for regarding the four kinds of families as samples from different populations.
The second assumption to test is the possible importance of f(G,E) in these data. To test for genotype-environment interaction we calculate the p.roduct-moment correlation between family s.uins and differences for the monozygotic twins. For MZ T , r 41 = 0.1489 which accounts for 2% of the variation and fails to reach significance. We conclude therefore that there is no evidence of GEl. For lVIZ A , rS8 = 0.0583, suggesting that GE2 is not present in these data either. To test for evidence of the correlated environments of MAVA, we must see if the variance of separated families differs from that when the· twins were reared together.
The total mean variances are The estimated components of the model, their standard errors, and the significance of We can now compare the observed and expected values of the six statistics (see Table 9 ). Thus·we have significant E 1 , but nonsignificant GI, G2, and E2-
The nonsignificant E 2 agrees with the previous analysis, but the nonsignificant G l and G2 do not. The disagreement, however, is more apparent than real. Thus, if the model is adequate, the highly significant C of the previous analysis should equal the suni of the nonsignificant C 1 and C 2 of the present analysis. In fact C l + C2 = 10.4258, which is very close to the estimate of G which equals 10.029i ± 2.0400.
The significance of C l + C 2 may be tested by means of our standard errors
The V(error) multiplied by the appropriate coefficients in the inverse matrix will give us VeC I ) and V(C2) and the term cov CC 1 ,C2) is obtained by multiplying V(error) by the first off-diagonal term in the same matrix.
veC l + C 2 ) = V(error) {1.6 + 2.55 -3.2} = 3.6073
Standard error = -v3.6073 = ±1.8988 Thus the two estimates of G differ considerably less than thei~standard errors, hence there is no disagreement between the outcome of the analysis of the monozygotic data only and that of the combined data from monozygotic and dizygotic twins. The latter estimate, which is based on C1 + C2 is not only highlY'significant (p < .001), but its standard error is smaller than that of the alternative estimate of G, as might be expected, since more data is involved in the estimation:
A nalysis of· gene action and" mating system. What implications. do these estimates have for gene action and the mating system? The only indication on these two points to emerge from the analysis of components is that G2 > Glo According to the models d~cribed, this indicates assortative mating rather than any dominant gene action. H.owever, before accepting this interpretation we test the significance of C 2 -C l "by nleans of our standard errors: Comp'tttation of heritability ratios following simplified model. Before computing the heritabilities, it is worth considering how we,may obtain more precise estimates of Gl, G2, E 1, and E 2 from these data, given that C 1 and C2
are not significantly different from each other, and E 2 is not significantly greater than zero.
Thus we can fit a simplified model where G1 = G2 and E 2 = o.
We now have six statistics and only two parameters leading to the solutions:
Our sum of squares for observed-expected now has 4 df to test the adequacy of this simplified model. Notice we are now not merely assessing the equality of the total u2s, but Gl = G2 and the equality of E1s as well. Thus, V (O-E) = 4.5964 for 4 df, F 4,2 for adequacy of model = 4.5964/6.8045 = 0.67, which is clearly a nonsignificant discrepancy, and the simple model is judged adequate. This gives pooled error V(error) = 5.3324 for 6 df and standard errors as given above.
Probably the very best estimate of Gl, G2, and E 1 may be obtained by"a weighted leastsquares procedure where each observed V is _weighted by the amount of information we have about it. In practice we do not know precisely what the amount of information is, but if we use l/V(V) we will obtain a good approximation to the ideal procedure, and obtain approximate maximum likelihood estimates of our Gs and Es. This is a technique based on a method due to NeIder (1960) , and is explained and illustrated more fully in Example 5, ' Table   4 .
The maximum likelihood method gives C 1 = C 2 = 4.5845 ± 1.2471, c = 3.68, P < .001 E: 1 = 7.7199 ± 1.2755, ,c = 6.05, P < .001, which agree very well with the simple method previously given. Each estimate may be tested against its standard error as a normal deviate (c) since these errors are theoretical values. Obviously we obtain a much more powerful test than by using unweighted least squares. The test of the fit of the model now leads to an approximateX 4 2 = 1.3217, P = .8, which again confirms the adequacy of the simple model. It is reassuring that the relatively simple unweighted procedure leads to the same conclusions and similar values for our estimates as the more laborious weighted procedure.
This siinplified model, which fits the data extremely well, and yields highly significant estimates of G 1 = G 2 andE 1 withE2 = 0, may now be used to calculate heritabilities with some degree of confidence (see Table 10 ). Standard errors for these estimates have been calculated b~y the method suggested by Kempthorne (1957) This covariance term is almost invariably negative (as may be seen from the inverse matrices of the norina! equations given in our examples) and will therefore result in inflation of variance.
To-illustrate the use of this expression we calculate the error for E1/G 1 , the within-family nature: nurture ratio. Here V(:E 1 ) = 1.6269
VeCI) = 1.5553 cOV:E1,C1 = -0.5546, these value$ being obtained from the inverse matrix involved in the estimation procedure.
Substituting in the expression above we obtain V(E1/G 1 ) = 1.68 2 {1.6269/7.7199 2 + 2(0.5546)/(7.7199)(4.5845) + 1.55S3/4.5845 2 } Therefore, SE (E1/G 1 ) =~O.3742.= 0.6117 Thus E1/GI = 1.68 ± 0.61 as given in Table   10 . The striking feature of Table 10 is that all ratios are significant and capable, therefore, of interpretation.
The narrow heritability equaling the broad heritability all genetic variation (54% of the total variance) is available for natural or artificial selection to act .l:lpon. Cattell's nurture: nature ratios indicate that although environment is more important than gen<?type in producing differences between siblings, the differences in neuroticism observed between families is entirely genotypic in origin. Evidently cultural and class differences have no effect on this major personality dimension. For a discussion 
Extraversion
The next trait chosen for analysis is extraversion as measured by the self-rating questionnaire described in the previous example. Again, it is not clear how closely this trait resembles its counterpart in the MPI which refers to uninhibited, outgoing, and sociable tendencies in behavior but a moderate resemblance at least seems certain (Shields, 1962) . This trait, together with neuroticism, completes the broad, two-dimensional view of major personality tendencies described by Eysenck (1960b)S cores for the same individuals as in the previous example are available.
A nalysis of variance and estimati01~of variance components. These calculations produced the components shown in Table 11 .
Testing the assu'J1tptions. An analysis of variance to compare the means of the five types of . families (see Table 12 ) is given in Table 13 . This analysis shows that overall there is some suggestion of types differing, and that there are differences between families. The approximate orthogonal comparisons between types indicates that monozygotic twins reared apart are significantly less extravert than those reared together. . There is no sex difference so we may again regard sex as replicates. There is no difference between monozygotic and dizygotic twins. Our two samples of monozygotic twins would seem to have been drawn from.a different population with respect to their means. The I~spite of a certain amount of -GEl, we will fit the simple G and E model, and then by inspecting E 1 and the bounds for GEl, see if the detected amount is of importance.
. First we will fit the model G, El., E 2 to the mean·values of the VFs and'V'Fs listed for monozygotic twins in Table 11 . The method !s exactly as in the previous example, the matrIX equations carrying the same coefficients. C = 9.3192 ± 1.8856, tsC = 4.94, P = .005 E l = 7.3080 ± 1.7669, tSE:1 = 4.16, P = .01 E: 2 = -2.4656 ± 2.3558, tSE2 = 1.0S, P = .3
The test for the model is F l ,4 = V(O-E)/V (error) = 2.16, ,which is clearly nonsignificant (p = .2). Thus the simple model pr~vides .an adequate description of the observations WIth both C 1 and:E l highly significant. The negative :E 2 does not differ from zero. However, we will defer discussion of this component until later.
With E 1 = 7.3080 and GEl lying between 1.4590 and 0.1974 the amount of bias, although significant, is trivial. Allowing GEl to fall midway between its limits, it is only 0.8282, some 11% of E l and 6% 'of the total variation.
Probably, we can safely ignore its effects in subsequent calculations. Fitting the full model G 1 , G 2 , E 1 , and E 2 , we obtain the following Only Ct and~t are significant, and C 2 is negative, but not significantly.~2 is again nonsignificant (p = .25), but the emergence of both these two between-family components, 2 and C2, as negative requires an explanation.
The equality of the total u2s gives F 2 ,4 = 6.18, P = .06 indicating a failure of, the model now that we have introduced the dizygotic twin sample into the estimation. This failtlre, it will be remembered, was also indicated by the test for heterogeneous variances given previously (p = .1), but does not suggest correlated environments because (jT 2 tOg/UT 2 ap was not significant and the simple G, E t , E 2 model fit was clearly adequate. We suggest that the simple model has failed on the following counts: 1. The model does not fit adequately when dizygotic twins are included. ' 2. G2 and E 2 are probably negative so that they cannot be equated to theoretical variances, which must always be positive in the linear model. ' 3. There is a certain amount of genotypeenvironment interaction.
4. G 1 is significantly different from zero; G 2 is not.
On genetical grounds, as we have seen from the discussion of gene action and the mating system, a large discrepancy between G 1 and G 2 is not possible. Failure due to Count 3 above cannot cause failure due to Count 1 or 2 and can only cause ,Count 4 if a large amount of GE 2 (see. the section Genotype-Environment Interaction) is present. We have detected only GEl. Counts 1, 2, and 4 therefore require an explanation in terms other than those previously suggested for failure of the model. The reason for difficulty, on introducing dizygotic twins is, of course, the very large uw'l which implies a negative UB 2 for this group. The linear statistical model used in deriving the expectations of these components does not allow them to become negative unless the individuals within pairs are negatively correlated. This will occur with dizygotic twins if they react against each other in such a way as to develop opposite characteristics with respect to a trait. In doing this they will be reacting on a basis of differences due to G 1 as well as those due to E 1 , whereas the same tendency in the monozygotic twins will only have E 1 effects to build upon. The negative covariance in the dizygotic twin pairs will therefore, h.e more pronounced than in the monozygotic twin pairs. This process couId account for failure due to Counts 1, 2, and 4. This reaction of one twin to the other might have its origin in the intrauterine environment where one twin takes up a position favorable to development, and the other a less favorable one. Thus, if these positions are maintained, initial~differences become accentuated. This phenomenon is termed "competition," and often takes place during the early part of the lives of many wild plants and animals. The runt, Jor' example, in a litter of mammals is often the result of this kind of effect. A strong ca-se may be argued for the intrauterine environment of twins producing strong competition (Burt, 1966; Burt & Howard, 1956) and differences in birth weight, which with competition may be quite pronounced, can result in the heavier twin assuming the more dominant role as Shields (1962) has shown. He found" and cited other studies which show that the leader twin is generally heavier at birth. He was not, however, able to show in his study that the heavier twin was more extravert, although in the MZ T group alone there is a suggested association which fails to reach significance (Shields, 1962 , see Table 20 ). The relevant information for the DZT group, which, on our hypothesis; would be expected to show the most pronounced effect is, unfortunately, not given. However, whether the birth weight is responsible for the initial differences in extraversion, or not, there is a strong association between leadership and extraversion (Shields, 1962, see Table 19 ). Moreover, the leadership pattern seems to develop continuously throughout the lives of the twins, their complementary roles becoming firmly established by adulthood. This leader-of the covariance between dizygotic twins due to their genetic differences (G 1 ). That part due to E 1 cannot be allowed -for and remains as a bias making E l too large and E 2 too small. We cannot allow for eEl because we cannot make any assumptions about the relative sizes of the between--and within-family environmental components, as we can for the genetic ones: The model is given in Table 14 . The inverse of the matrix of coefficients of the normal equations is ship effect which is not genotype-environment interaction or correlated environments would require an extension of the biometrical model. Before attempting this it would be necessary to detect the ·process by an unambiguous test. One such test-might be afforded by a comparison of dizygotic twin groups reared together and apart. Also dizygotic twins might be compared with sibs who would be expected to show a similar but less pronounced effect due to the closer proximity of the twins both before and after birth. In Shields' data it is not possible to make these comparisons. A study by Portenier (1939) did however show the latter effect. Of a series of 12 personality measures, 9 showed smaller correlations for dizygotic twins than for sibs. This was particularly pronounced in the introversion score (dizygotic twins r= -0.02, sibs r = 0.52). The tests involved in Shields' and in Portenier's stlldies were, of course, not the same. Portenier's finding does, however, illustrate the sort of effect expected, and is included mainly to demonstrate an appropriate method.
With only the three types of twins it is not possible adequately to fit a suitable model. However, we can attempt some assessment of this negative correlation effect by making certain simplifying assumptions. It should be pointed out that the following assessment can only be tentative, and is included mainly to show the flexibility of the biometrical approach.
If we allow that H R is small and there is little assortative mating, G 1 = G 2 = !G is a good approximation. Then we can postulate a competition parameter CG 1 which describes that part and the estimates are as follows: The F test for the model is, of course, the same as before, and the same error variance is appropriate for obtaining the standard-· error of the estimates. Th~E 2 and E 1 still" t~e~he same errors. The competitive element:is significant but our model only applies to _he groups we have used and would_seem to have little generality for the population at large~-Heritabilities can be calculated, but would~epend for their interpretation on whether or not the effect of CG was ignored.
Mill Hill Vocabulary Test
The next psychologic~l m'easure .chosen for analysis is the synonyms section of the Mill Hill Vocabulary Test. This test of verbal intelligence has two parts. In one, the subject· chooses synonyms for the underlined word from sL"' C{ alteI'J?atives, and in the other is asked to define words. The two halves generally correlate quite highly (about 0.90 or better), and either half may be used separately to provide a shortened test. Unfortunately, the validity (Raven, 1956) . described it as a. test of "acquired information" but this is misleading since verbal tests,' this one included, show high heritabilities (Shields, 1962) .'. 'Shields' (1~62) gives data for 36 pairs of lVIZT 'and 40 pairs of :tyIZA for this phenotype.
A nalysis of variance and estimation of variance q01nponents. Significant between-family components were indicated fQI: all the four groups and are given iJ;1 Table 15 .
Testing the ass#11iptions. To see. if the individuals in the four types of families have been drawn at rando~from the same populatiQn, .
we look for homogen~ity of the means and variances listed in Table 16 . An analysis of variance comparing the four 'means is given in· Table 17 . This analysis shows that' there are differences between families an~between types of families, the scores of' monozygotic twins apart being significantly lower than' for those reared together. There are, '4owever, no sex differences in the mean so that we can again regard sexes as providing replication. This difference between twins reared. toge'ther and apart clearly indicates that we are not sampling the same population.' When we inspect the variances, heterogeneity, again, is clearly ·evident.
The Smax.
2 / Smin 2 = 3.93', P = .01 and an F ratio for (J"T 2 ap/O"T 2 tog = 2.12, P = .005. Fortunately, it is possible· to obtain a reasonably. good' estimate of the O'T 2 for this test from the standardization data published in the instruction manual (Raven, 1956) . A value of O"T 2 = 62.316 was obtained and compared with the values in Table 16 .
The F ratios given in Table 18 were obtained. All except the last F ratio are clearly significant, strongly suggesting inadequate sampling particularly for MZ T • Inspection of the raw data indicates, in fact, that for the MZ T males the lower 25% of the standardization sample is completely missing. The JYIZ T are therefore a poor representation' of available genotypes in the population. This restricted range is reflected fairly'~~obviously in the differences in V:F for the together and apart groups in Table TABLE 19 15. While we are not able to make use of these data, therefore, in the form of analysis used in this paper we can use them to demonstrate the .importance of adequate testing of assumptions before proceeding with a complex analysis. If the values of the components in Table 15 are taken at face value, a very large Ybh,we; and, by implication rwh,we, is indicated since Vi' reflects fTB 2 and in the MAVA system.
We can, of course, still use these data to carry~out a genotype-enVironment interaction test by correlating the means and differences of the MZT and MZ A as described previously. The results are MZT, rS4 = -0.2758, P = .1 MZA, rS8 = -0.2781, P = .07 indicating borderline significance for GEl and GE 2 • The negative sign of the correlation indicates that environmental deviations are larger for the individuals with the lower IQs. These individuals seem, therefore, to be more at the mercy of the environment than those with higher IQs and, perhaps, reach their patential with less certainty. This fact would, of course, have important implications for educational practice suggesting that individuals at the lower end of the distribution need more careful nurturing than those at the higher end, if they are to develop fully their verbal intelligence potential.
However, the correlations observed here indicate that only 8% of the environmental variation arises from interactions with the genotype, and so" the effect of differential education would be quite small. In view of the small effect and its dubious significance, it is impossible to regard these findings as any more than merely encouraging of further investigation.
We can use the one satisfactory group, male MZA, to estimate G and E 1"+ E 2 + GEl + GE2, and hence estimate the broad heritability for this test. Recalling the expectation for this group as UB 2 = G, and qWJ = E 1 + E 2 + GEl + GE2, and the broad heritability is G/ (EI +E2 + GEl + GE;) = 0.7281 or about 73%_
Dominoes Intelligence Test
The final measure tp:at Shields (1962) recorded is the Dominoes test score. In this teSt the subject is required to write the number of pips which should appear on a blank domino to complete the logical pattern formed by the other dominoes in the item. The test is like Raven's Progressive Matrices in that it involves a similar perceptual-cognitive task proceeding from easy to more difficult items. Shields' gives the reliability of the test as 0.92, and states that it correlates highly (0.86) with a general intelligence factor g. In view of this, and the fact that the test is timed to last only 20 minutes, it probably provides a quick, reliable measure of general intellectual and reasoning ability. For this phenotype 34 pairs of : . MZT and 38 pairs of MZ A were available.
Analysis fJf variance and estimation of variance components. Estimating variance components led to Table 19 .
Testing the assumptions. To test the adequacy of the sampling, an analysis of variance of the :E 1 = 27.2200 ± 17.6524, . t 4 C = 4.14, P = .016 ]~l = 22.0559 ± 11.7S46,
Thes.e estimates are clearly subject to error in these data. However, we may use them to indicate broad heritability as 0.7117 or about 70%, which 'agrees well with estimates of heritability Table 20 was carried out and given in Table 15 ), such is not the case for these' data as the analysis of variance of the Vs in Table 19 shows (see Table 22 ). .. Thus the heterogeneity of variance that initially appears as the result of correlated environments is more likely to be a sampling effect. Therefore, we conclude the sampling is inadequate and estimation from these data would be unreliable. However, if we drop the MZ T males, who certainly contribute to the heterogeneity among the means and variances in Table 20" the analysis of variance of the means becomes as given in Table 23 . While still retaining the significance of the between-family component, that between types has vanished, and O"T 2 apj CTT 2 tOg = 1.22, P = ..3, no"'longer of borderline significance.
We conclude then that with these three groups there is adequate sa~pIing and no evidence of correlated environments, and pro.,:· ceed with the analysis, remembering, of course, that our conclusions are limited to the female population.
Fitting the mo.del. :E 2 = 0.10 it is useful to be able to -check our broadly similar conclusions. "The correlations we have chosen for reanalysis were taken from Table 4 in Burt's 1966 paper.
. A1~alysis of correlations. Assuming no correlated environment, genotype-environment interaction and equality of E1s a;nd E 2 s,'we can fit the simple model given in Table 24 (remembering that r· = fraction of total variance due to (jB 2 ). The two equations in Table 24 may be solved for G and E 2 , E 1 being obtained by subtraction of. G and E2 from the total 1.00.
Thus,· C = 0.87 . :£1 = 0.08 :£2 = 0.05 suggesting a heritability of 0.87 or 87%_ Adding Gi and G 2 to the model in the place of G, and using the correlations for DZ T we can fit the model given in Table 25 . Obtaining :£1 .by subtraction of C 1 , C 2 , and :E 2 from 1.00, we o~.tain the follovving estimates':
Using the alternative minimal set of data referred to-in the previous discussion of this matter (see Minimal Data), and given together with the appropriate model in Table 26 , we obtain G1, G 2 , E 1 , and E 2 • Again E 1 is obtained by subtraction: for IQ from other studies (Burt, 1966; ~Erlen-meyer-Kimling & Jarvick, 1963) .
To illustrate the kind of analysis that can be undertaken using published intraclass correlations we will use those published by Burt (1966) for IQ and general school attainments (see Example 6, Table 4 ). For all but parental corr~lations, the IQ measurements were arrived at in the following way. Subjects were given a group test of intelligence containing both verbal and nonverbal items, and the results submitted to the teacher for comment. Where doubt was' expressed the child was reexamined. The reliability of the group test was 0.97,· and for a set of performance tests used occasionally in doubtful cases, 0.87. Both of these tests, which are described in detail elsewhere (Burt, 1921 (Burt, , 1933 , were standardized by means of an individual test, the London Revision of the TermanBinet, a broadly based test measuring many aspects of cognitive and intellectual ability. To illustrate the extended analysis, we have tak.en estimates of the marital correlation (P) and' parent-offspring correlation (r p • o ) from Burt and Howard (1956) . The numb.ers for these two correlations are not ·given. We have chosen Burt's correlations of the many possible sets presented by Erlenmeyer-Kimling and Jarvik (1963) because they are not only based on large numbers and many groups, but also result, largely, from the application of a single, highly reliable test. Moreover, they have been used by Burt and Howard (1956) to carry out' calculation similar to ours. We believe our methods have certain advantages of scope and rigor over theirs which justify reanalysis, but ------ analysis starting from raw C1B 2 S and ow2s by using the inverse of the usual formulas for the variances of these parameters (Kempthome, 1957) to provide the appropriate weights. For details of this approach to estimating genetical parameters, the reader. is referred to NeIder (1960) . The groups given in Table 27 may be used equating r's to the model in terms of GI, G2, and E 2, E 1 having been omitted from the model ·since it always carries a coefficient of zero and is obtained by subtraction as before.
The "variance of r is obtained from VCr) = (1 -r 2 )2jN so that the amount of information, I(r) is approximately lIV(r). Although, strictly this formula for VCr) applies to product-moment correlations, and we are dealing with intraclass correlations, where family size is two, the more precise formula (Roberston, 1960) gives almost exactly the same values as the more familiar (1 -r2)~jN.
The normal equations are
The good agreement between the estimates obtained from the groups in Table 25 and those obtained from the groups in Table 26 strikingly confirms the adequacy of the latter groups as an alternative minimal set for a complete solution on the simple genetical model.
In bo~h cases we notice C 2 > C t suggesting assortative mating is taking place. In fact, Burt and Howard (1956) found a marital correlation of J.L = 0.3875 for these data, indicating a considerable amount of assortative mating at the level of the phenotype, and used this value to investigate the mating system and gene action for this trait.
Before showing how our estimate of G t and G 2 may be used to carry out a similar investigation, it is worth considering how the best estimates "of these parameters may be obtained from all the six groups available, rather than simply relying on an arbitrary selection of data as Burt and Howard have done. The method to be used is essentially that of least squares used in the reanalysis of Shields' (1962) data previously given; but in this "case, because of the large numbers involved, we extend the analysis to take into account the different precisions of the correlations available. A weighted leastsquares method will be used where each correlation is weighted according to the inverse of its sampling variance, a procedure leading to approximate maximum likelihood estimates of Analysis of ge1~e action a11d mating system. We notice that G 2 > G I , in all otlr estimations from these data, but that the difference does not reach significance (;.2 -C 1 = 0.07 ± 0.07, the error being obtained from the. variancecovariance matrix with due allowance for the substantial correlation between (;.1 andC 2 . However, for these data we have independent evidence for assortative mating with the marital correlation p, = 0.3875. Using this value of J.L we will illustrate two methods for estimating H R and DR, the gene action parameters.
The first, an iterative method, uses A = Heritability X p., in which our initial estimate of heritability is (G 1 + G2 (Fisher, 1918; Mather, 1949 
the errors of these estimates being given by
These expressions for the variance of the estimates are obtained by squaring the coefficients in the corresponding expressions for the estimates, and allowing cross-product terms to vanishin the case of CI and rpeo/(1 + J-L), C-2,
, where no correlation between the estimates exists, but leaving the coefficients for C I , C 2 which are correlated.
The values of Veel), VC( 2 ) and COV(C 1 C 2 )
are obtained from the variance-covariance matrix provided by the estimation procedure. (Burt & Howard, 1956 ). However, the significant negative skewness for the distribution of IQ scores which Burt (1963) has found certainly indicates that dominance is for high IQ, low being recessive. If this is indeed the case, the intuitively appealing idea that IQ has been subject to directional selection throughout man's evolutionary history would be strikingly confirmed. 'Under assortative mating our best estimate of heritability is 2r pto /(1 + p,) = 0.706 ± 0.009, although this will probably be an overestimate due to common environments.
The broad heritability is given by
The weakness of this estimation lies in the fact that we cannot test :the adequacy of the model as is possible when we start with the raw variances. However, the <TT 2 S are probably homostrongly suggesting no correlated environments.
The possibility of GE still remains. However, the probable absence of substantial genotypeenvironment interaction for Shields' two intelligence tests, and for the Newman, Freeman, and Holzinger (1937) data examined briefly in the final example (see Table 4 , where a similar test to the"Terman-Binet was used) make it at least plausible to suggest this source of bias is not likely to be very important either.
Educational Attainments
Educational attainments were measured by a group of scholastic tests (Burt, 1921 (Burt, , 1933 involving element.ary reading, spelling, and arithmetic items. The items were similar to those in conventional school examinations.
Using correlations for the same groups and following exactly the ·same estimation procedure as in the previous example gave the following estimates:
C 1 = 0.169 ± 0.018, C = 9.4, P < .001
C 2 = 0.509 ± 0.050, C = 10.0, P < .001 l!1 = 0.015 ± 0.001, C = 15.0, P < .001 l!2 = 0.307 ± 0.052, C = 5.9, P < .001
and
showing a satisfactory fit of the model to these data. are' not met.
IQ (Several Tests)
To illustrate a single method we have chosen a small sample of 689 sib families of size three or more in order to calculate the mean withinfamily skewness from a vast population of family records published. by Reed and Reed (1965) . To do full justice to their unique data using the approaches we are suggesting would be a major undertaking, so we have restricted our analysis to -a single method. Also we 'have limited ourselves to the range IQ 50-150 as being roughly comparable to the range of the other studies we have been considering, and to exclude the influence 6f single genes of very large effect. For this sample the mean skewness' of the distribution of scores within families, k a = -257.326 ± 121.023, c = 2.12, P = .03, probably a significant result. The error is calculated from the variance of the 689 k a values obtained, weighted according to the degrees of freedom available for each k-a (Fisher, Immer, & Tedin, 1932) k a is consistent with the overall value of k a that characterizes the population from which our families were chosen.
Overall, k 3 = -1077.102, andg 1 = -0.3386 ± 0.0862. Therefore c =' 3.93, P = .001. I.Ũ = ' lJ, the k s should be equal to 4ks (Fisher, Immer, & Tedin, 1932 Reed and Reeds' (1965) is 271, n = 77 2 /271 = 21.8. Thus-at least 22 loci would seem to be controlling IQ. This is probably a gross underestimate as n is lowered by the inequality of effects of the loci, and the range is probably underestimated due to ceiling effects in the tests. Clearly many loci are involved in determining individual differences in IQ.
IQ (Wechster I ntelligence Scale for Children)
Further evidence concerning dominance and the number of loci for IQ comes from a recent study by Schull and Neel (1965) , reported by Spuhler (1967) on the effects of inbreeding on Japanese children. This showed strikingly that, for a number of tests, children resulting from consanguineous unions had lower scores than Therefore, C those in a control group. This small (but highly significant) inbreeding depression provides very powerful evidence that dominant or interactive gene action is controlling these measures. We have singled out for consideration the IQ score derived from a Japanese version of the Wechsler Intelligence Scale for Children (WISC), an individual test of general intelligence covering a wide range of verbal and performance material. While the significant inbreeding depression is sufficient to establish . that the genes controlling this trait show strong directional dominance, the size of the effect adds further information. Combining sexes and allowing for socioeconomic differences between the inbred and control groups (which Schull and N eel do by means of regr~ssion analysis) the estimated inbreeding depression is 3.70 iQ points (see Spuhler, '1967, Table 2 ). Remembering the formula in the section on g~ne If the estimate of H R from the reanalysis' of Burt's data may be taken as an estimate of H R for this population, the number of genes showing directional dominance can be estimated from n =. 16(~uvh)2/HR. Allowing that the use of H R from another study is a doubtful procedure, it seems unlikely that its value would be entirely wrong. fIR = 0.627 from Burt's data and scaled to G'T 2 for t~e WISC IQ gives .fI R = 141.075.
. The .05 significance level for C is 0.3894, so we conclude there is, again, no evidence for GE.
3. Although with Tests '1 and 2 failing to reveal any effect, the test to be described is unlikely to produce a positive result, but it seems worth illustr'ating as part of a general approach to GE where it is present. '
In the original study, each twin was rated for educational advantage relative to the other. Thus for each pair there is a difference score on this scale. This score seems from Newman, Large 2, 17, 24, 7, 10 12, 15, 1, 19 Small 5, 8, 1, 6, 5 12, 4, 1, 1, 2, 9 Shields (1962) , and allowed us to decide which groups were suitable for further analysis. Sampling was adequate for most of the groups in three of the measures but not, apparently, for some of those in the lVIill Hill Vocabulary example. Further comparisons of group variances with the standardization "variance confirmed our suspicion. In this case, inadequate sampling produced an effect similar to that of correlatedenvironments, and further. analysis would have been qlute misleading. A test of heterogeneity of group variances was used to supplement the analysis of variance and heterogeneity of the mean variances, for groups reared together and apart, to indicate any correlation between genotype and environment. The latter test, applied in the first five~xamples, failed to reveal a significant correlation effect in two personality and three cognitive traits. Other features of the data in- DISCUSSION AND CONCLUSIONS The techniques of biometrical genetics described and illustrated in this paper can claim a number of advantages over rival methods of analysis.
One important advantage comes from preliminary testing of the basic assumptions underlying simple genetic an~enviro~ental models. These assumptions, discussed In the second main section, dealing .with genotype-environment models, were tested for those examples where sufficient data was available, and the results .too-ether with a summary of findings, To examine this point, pairs of twins were divided into two groups on the basis of high or .low genotype (i.e., according to their mean scores). They were then divided according to the size of difference in educational advantage (the nine largest difference scores being classed as "large educational difference"). A fourfold table of IQ differences was obtained (see Table 28 ). Analysis of variance was carried out on this table and gave the result in Table 29 .
Thus the importance of educational differences in determining E 1 andE 2 is confirmed, but there is no suggestion that genotypes are differentially susceptible to environmental effects (genotype item), or that such differential sensitivity interacts with differences in educational advantage. This method could probably be extended to deal with a large range of causes of GE.
Otis 1Q. Tests 1 and 2 were applied to the IQ scores obtained for the Otis Group Intelligence Scale.
1. r17 = -0.1346, a nonsignificant value.
2. Cochran's C :;:: 0.2088, also a nonsignifi. . cant value. We conclude therefore, that there is no evidence of genotype-environment interaction in these data. dicated correlation for educational attainments, as might be anticipated, but with no proper test of either sampling or correlation little reliance can be placed on this finding. The final assumption of no genotype-environment interaction was tested by correlating the sums and differences for MZ T and lVIZ A in the four examples taken from Shields (1962) , and in the final~x ample on IQ by a test of the heterogeneity of within-twin differences. Some interaction was indicated in the examples (see section Extraversion and the Mill Hill Vocabulary Test) but in neither case was the contribution to total variation important, being less than 10%. All these preliminary tests. of assumptions allowed us to arrive at simple genetic and environmental models that were both realistic and parsimonious. In alternative approaches little or no attempt is made to test these assumptions with the result that we cannot be sure .whether a particular model is appropriate or not. In the MAVA approach the omission of these tests may have serious consequences since the model. is quite complex, and, if inappropriate, would lead to a~onsiderabledistortion of the real situation.
Another important advantage of the biometrical approach comes from the method of estimation used in fitt~g the model finally chosen to represent the data.· All other approaches use just sufficient groups to provide an exact fit, that is, the number of unknown parameters in the model equals the number of groups. Where more grol;lps than parameters are available, as in the reanalysis qf Burt's (1966) IQ data, this would result in an inefficient use of available information. When we consider the cost of data of this kind" it seems imperative that it is used efficiently. The weighted least-squares or maximum. likelihood procedure' we describe uses all the available information in the data, '~nd has the added advantage of leading to a chi-square test of "goodness of fit" of the model, providing a further test of the basic assumpti~ns underlying the model. It also' provides highly reliable standard errors for the estimated paramete~s without which further interpretation must remain uncertain. Using this method qf estimation in the example reanalyzing Burt's 'data we showed that the UT group was inconsistent with all other groups in the study, and thus justified its rejection. Subsequent estimation provided a strikingly good fit ,for a simple model yielding highly reliable estimates of G 1 , G 2 , E 1 , and E 2 • Finally, perhaps the most important contribution of the biometrical approach comes from the information it provides on the gene action controlling traits aJ;ld the subsequent evolutionary implications that may be drawn from this. Adapting the approach of Fisher (1918) and Burt and Howard (1956) to benefit from the maximum likelihood estimation, we demonstrated tw.o methods for estimating the gene action par~eters DR and H R , allowing for the presence of assortative mating. For detecting the direction of dominance two methods were demonstrated, one using the shape of the distribution of scores within families, and the other the phenomen'on of inbreeding ,depression. These methods, when applied to data on IQ (see sections Burt's Gro~f,p Test, Several Tests, and WIS C) , all agreed in detecting a signi:fi.cant level of dominant gene action. The direction of dominan<:;e was for high IQ, indicating an evolutionary history of strong directional selection for this measure. The gene action parameters had the further value of allowing approximate values of the level of dominance compared .with additive effects, the number of genes influencing the trait, the average gene frequencies, and the ,influence of assortative mating to be assessed.
Turning from the importance of the biometrical method to the findings, it is interesting to note that the inheritance of most of the psychological measures reanalyzed conform to a simple model. In view of pessimism, over the possible influence of correlated environments and genotype-environment interaction so often expressed in the psychological literature, it is reassuring to find they are by no means universal phenomena. The reasons why correlation effects are of little importance is not entirely clear to us, but may result from using tests having high test-retest reliability over long intervals. Such tests measure traits showing little dramatic change throughout long pei·iods of the subject's life. However, these tests will, necessarily, measure aspects of subjects determined very early 9n, and may, therefore, reflect primarily genetic and prenatal and early , postnatal influences. If this is so, many of the cultural factors,which would normally lead to correlated environments (Cattell, 1963) , will produce little or no effect. This would also explain the frequent finding of the unimportance of common· family environment (E 2 ). The absence of important genotype-environment interaction may also result from the use of tests with a high genetic component showing stability over long periods of time. A further factor may result, however, from the practice in test construction of aiming at a constant reliability throughout the range of the trait. Since error of measurement is included in twin differences, this would tend to minimize their heterpgeneity. In view of the high heritabilities recorded in Table 30 , and the known, or probable, reliabilities of the tests, much of E 1 may result from unreliability variance leaving .little else environmental to interact with genotype. If we are correct, then measures not deriving from psychological tests might show a greater complexity of mode of inheritance as, for example, measures taken from experimental, physiological, or developmental psychology.
However, within the simple model the :fi.nd-ings for each trait showed important differences. For the section Neuroticism, assortative mating was indicated and only additive gene actioJ;l, suggesting that the evolutionary history of this trait has involved natural selection for and intermediate optimum, either extreme of the trait being at a reproductive disadvantage.
In contrast to this, examples concerned with IQ showed strong directional dominance for high expression, indicating that during man's evolution subjects with high IQ have been at a re-.productive advantage, a situation to" which man seems, recently, to be returning (Reed, 1965) . We note also that the high number of genes estimated to be contro~g IQ (> 22 and approximately 100) fully confi.rlns that this trait is .under polygenic control. Extraversion, while not allowing a complete analysis, showed evidence of an interesting role· taking' effect. Shields (1962) discussed how one MZ T twin assumes the extravert role of leader, and how this role develops throughout the lives of the twins. Our negative estimate of E 2 may result from this process not taking place when twins are separated, and the negative correlation item for DZT (CG 1 ) from genetic· differences between· DZ twins greatly intensifying this effect. Suggestions for the further investigation of this phenomenon are given in the example.
