This paper develops an empirical procedure for analyzing the impact of model misspecification and calibration errors on measures of portfolio credit risk. When applied to large simulated portfolios with realistic characteristics, this procedure reveals that violations of key assumptions of the well-known Asymptotic Single-Risk Factor (ASRF) model are virtually inconsequential. By contrast, flaws in the calibrated interdependence of credit risk across exposures, which are driven by plausible small-sample estimation errors or popular rule-of-thumb values of asset return correlations, can lead to significant inaccuracies in measures of portfolio credit risk. Similar inaccuracies arise under erroneous, albeit standard, assumptions regarding the tails of the distribution of asset returns. JEL Classification Numbers: G21, G28, G13, C15. Keywords: Correlated defaults, value at risk, multiple common factors, granularity, estimation error, tail dependence, bank capital. 
Introduction
Assessments of portfolio credit risk, which are often based on analytical models, have attracted much attention in recent years. One reason is that participants in the increasingly popular market for structured finance products rely heavily on estimates of the interdependence of credit risk across various exposures.
1 Such estimates are also of principal interest to financial supervisors who, in enforcing new standards in the banking and insurance industries, have to ensure that regulatory capital is closely aligned with credit risk.
This paper investigates the well-known Asymptotic Single-Risk Factor (ASRF) model of portfolio credit risk. The popularity of this model stems from its implication that the contribution of each exposure to the credit value-at-risk (VaR) of the portfolio -defined as the maximum default loss that can be incurred with a given probability over a given horizon -is independent of the characteristics of the other exposures. This implication -which has been derived rigorously in Gordy (2003) and is known as portfolio invariance of marginal credit VaR contributions -underpins the internal-ratings-based (IRB) approach of the Basel II framework (BCBS, 2005) . The implication has been interpreted as alleviating the data requirements and computational burden on users of the model. Indeed, portfolio invariance implies that credit VaR can be calculated solely on the basis of exposure-specific parameters, including individual probability of default (PD), loss-given-default (LGD) and dependence on the common factor.
Its popularity notwithstanding, the "portfolio invariance" implication of the ASRF model hinges on two strong assumptions that have been criticized as sources of misspecification errors. Namely, the model assumes that the systematic component of credit risk is governed by a single common factor and that the portfolio is so finely grained that all idiosyncratic risks are diversified away. Violations of the "single-factor" and "perfect granularity" assumptions would translate directly into erroneous assessments of portfolio credit risk.
Moreover, an application of the ASRF model may be quite challenging, even if this model is well specified. An important reason is that the portfolio invariance implication does not exempt a user of the model from adopting a global approach. In particular, estimates of exposure-specific dependence on the common factor, which are required for a calibration of the ASRF model, hinge on information about the correlation structure in the portfolio 1 Examples of structured finance products are collateralized debt obligations (CDOs), nth-to-default credit default swaps (CDSs) and CDS indices. 1 or about the common factor itself.
2 When such portfolio-or market-wide information is imperfect, the user will implement a flawed calibration of the model, which will be another source of errors in measured portfolio credit risk.
A contribution of this paper is to develop a unified method for quantifying the importance of model misspecification and calibration errors in assessments of portfolio credit risk. In order to implement this method, we rely on a large data set that comprises Moody's KMV estimates of PDs and pairwise asset return correlations for nearly 11, 000 non-financial corporates worldwide. We treat these estimates as the actual credit risk parameters of hypothetical portfolios that match the industrial-sector concentration of typical portfolios of US wholesale banks. For each such portfolio, we derive the "true" probability distribution of default losses and then condense this distribution into unexpected losses, which are defined as a credit VaR net of expected losses. This summary statistic is equivalent to a "target"
capital measure necessary to cover default losses with a desired probability. 3 The target capital measure can be compared directly to a "shortcut" capital measure, which is based on the ASRF model and a rule-of-thumb calibration of exposure-specific dependence on a single common factor.
We decompose the difference between the target and shortcut capital measures into four non-overlapping and exhaustive components. Two of these components relate to the sources of misspecification of the ASRF model discussed above and are attributed to a "multi-factor" effect and a "granularity" effect, respectively. The other two components, which we derive after transforming the correlation structure to be consistent with the ASRF model, relate to errors in the calibration of the inter-dependence of credit risk across exposures. 4 Specifically, the calibration errors we consider arise either from an overall bias in the measured correlations of firms' asset returns -which gives rise to what we dub the "correlation level" effect -or from noise in the measured dispersion of these correlations across pairs of firms -the "correlation dispersion" effect.
Another contribution of this paper is that it provides two additional perspectives on flaws in the calibration of the ASRF model. First, we calculate deviations from a desired capital 2 The IRB capital formula of Basel II avoids the necessity of a global approach by postulating that firmspecific dependence on the single common factor is determined fully by the level of the corresponding PD.
3 In this paper, we use the terms "assessment of credit risk" and "capital measure" interchangeably. Importantly, our capital measures do not correspond to "regulatory capital", which reflects considerations of bank supervisors, or to "economic capital", which reflects additional strategic and business objectives of financial firms. 4 In order to sharpen the analysis, we do not analyse the implications of errors in the estimates of PDs and LGDs.
buffer that arise not from the adoption of rule-of-thumb parameter values but from plausible small-sample errors in asset return correlation estimates. Second, motivated by the analysis in Gordy (2000) and Frey and McNeil (2003) , we examine the importance of errors in the calibrated tail dependence among individual asset return distributions. The impact of such errors on capital measures is similar to but separate from the impact of errors in estimated asset return correlations.
Our main conclusion is that errors in the practical implementation, as opposed to the specification, of the ASRF model are the main sources of potential miscalculations of the credit risk in large portfolios. Specifically, the misspecification-driven multi-factor effect leads a user of the model to underpredict target capital buffers by only 1%. This is because a singlefactor approximation, if chosen carefully, fits well the correlation structure of asset returns in our data. Similarly, the granularity effect causes calculated capital to underpredict the target level by 5%. By contrast, assessments of portfolio credit risk are considerably more sensitive to possible miscalibrations of the single-factor model. The correlation dispersion effect, for example, leads to capital measures that are 12% higher than the target level. In turn, the correlation level effect makes calculated capital over(under)predict the target measure by roughly 8% for each percentage point over(under)estimation of the average correlation coefficient. Furthermore, plausible small-sample errors in correlation estimates -arising when users of the model have 5 to 10 years of monthly asset returns data -translate into capital measures that may deviate from the target level by 30 to 45%.
5 Finally, data on asset returns suggests that the empirical tail dependence among the underlying distributions is at odds with the conventional multi-normality assumption. Concretely, a capital measure that incorporates this assumption underestimates the target level by 22 to 86%.
Among the four effects on capital calculations, only the granularity effect is sensitive to the number of exposures in the portfolio. When this number decreases, the portfolio maintains a larger portion of idiosyncratic risks and, thus, we are not surprised to find that the granularity effect leads to a 19% underestimation of target capital in typical small portfolios.
In comparison to articles in the related literature, this paper covers a wider range of errors in assessments of portfolio credit risk. Most of these articles have focused exclusively on misspecifications of the ASRF model and have proposed ways to partially correct for them without impairing the model's tractability. Empirical analyses of violations of the perfect granularity assumption include Martin and Wilde (2002) , Vasicek (2002), Emmer and Tasche (2003) , and Gordy and Luetkebohmert (2006) . For their part, Pykhtin (2004) , Duellmann (2006) , Garcia Cespedes et al. (2006) and Duellmann and Masschelein (2006a) have analyzed implications of the common factor assumption under different degrees of portfolio concentration in a limited number of industrial sectors. In addition, Heitfield et al. (2006) and Duellman et al. (2006) have examined both granularity and sector concentration issues in the context of US and European bank portfolios, respectively. 6 A small branch of the related literature, which includes Loeffler (2003) and Morinaga and Shiina (2005) , has analyzed calibration issues and has derived that noise in model parameters can have a significant impact on assessments of portfolio credit risk.
The remainder of this paper is organized as follows. Section 2 outlines the ASRF model and the empirical methodology applied to it. Section 3 describes the data and Section 4 reports the empirical results. Finally, Section 5 concludes.
Methodology
In this section, we first outline the ASRF model. Then, we discuss how violations of its key assumptions or flawed calibration of its parameters can affect assessments of portfolio credit risk. Finally, we develop an empirical methodology for quantifying and comparing alternative sources of error in such assessments.
The ASRF model 7
The ASRF model of portfolio credit risk -introduced by Vasicek (1991) -postulates that an obligor defaults when the value of its assets falls below some threshold. In addition, the model assumes that asset values are driven by a single common factor:
where: V iT is the value of assets of obligor i at time T ; M T and Z iT denote the common and idiosyncratic factors, respectively; and ρ i ∈ [−1, 1] is the obligor-specific loading on the common factor. The common and idiosyncratic factors are independent of each other and scaled to random variables with mean 0 and variance 1. 8 Thus, the asset return correlation between borrowers i and j is given by ρ i ρ j .
The ASRF model delivers a closed-form approximation to the probability distribution of default losses on a portfolio of N exposures. The accuracy of the approximation increases when the number of exposures grows, N → ∞, and the largest exposure weight shrinks, sup i (w i ) → 0. In these limits, as the portfolio becomes perfectly granular, the probability distribution of default losses can be derived as follows. First, let the indicator I iT equal 1 if obligor i is in default at time T and 0 otherwise. Conditional on the value of the common factor, the expectation of the indicator equals
where: P D iT is the unconditional probability that obligor i is in default at time T ; the cumulative distribution function (CDF) of Z iT is denoted by H(·); and the CDF of V iT is F (·), implying that the default threshold equals F −1 (P D iT ). Second, under perfect granularity, the Law of Large Numbers implies that the conditional total loss on the portfolio, T L|M, is deterministic for any value of the common factor M:
where time subscripts have been suppressed. In addition, the loss-given-default of obligor i,
LGD i , is assumed to be independent of both the common and idiosyncratic factors. Finally, the conditional total loss T L|M is a decreasing function of the common factor M and, consequently, the unconditional distribution of T L can be derived directly on the basis of equation (2) and the CDF of the common factor, G(·). Denoting by T L 1−α the (1 − α) th percentile in the distribution of total losses, i.e. Pr (T L < T L 1−a ) = 1 − α, it follows that:
where M α is the α th percentile in the distribution of the common factor. The magnitude T L 1−α is also known as the credit VaR at the (1 − α) confidence level. Thus, in order to cover unexpected (i.e. total minus expected) losses with probability
(1 − α), the capital buffer for the entire portfolio should be set to:
As implied by this equation, the capital buffer for the portfolio can be set on the basis of exposure-specific parameters. These parameters reflect the weight of a given exposure in the portfolio, the exposure's LGD and PD as well as the underlying dependence on the common factor. The flip side of this implication is that each exposure-specific portion of the capital buffer is independent of the rest of the portfolio and, thus, is portfolio invariant.
In practice, an implementation of the ASRF model requires that one specify the distribution of the common and idiosyncratic factors of asset returns. It is standard to assume normal distributions and rewrite equation (4) as:
where Φ(·) is the CDF of a standard normal variable. Notice that equation (5) underpins the regulatory capital formula in the IRB approach of Basel II, in which LGD is set to be 45% and α is chosen as 0.1%. 6
Impact of model misspecification
The portfolio invariance implication of the ASRF model hinges on two key assumptions, i.e.
that the portfolio is of perfect granularity and that there is a single common factor. In the light of this, we examine at a conceptual level how violations of either of these assumptions -which give rise to "granularity" and "multi-factor" effects -affect capital measures. For the illustrative examples in this section, we use the ASRF formula in equation (5) and set α = 0.1%.
Granularity effect
The granularity effect arises empirically either because of a limited number of exposures or because of exposure concentration in a small number of borrowers. In either of these cases, idiosyncratic risk is not fully diversified away. Therefore, the existence of a granularity effect implies that capital measures based on the ASRF model would be insufficient to cover unexpected losses.
The top-left panel in Figure 1 provides an illustrative example of the granularity effect. In this example, the desired capital level for a homogenous portfolio is computed as a function of the number of exposures (solid line). 10 In addition, the figure also plots the capital measure implied by the ASRF model (dotted line), which differs from the target one only in that it assumes an infinite number of exposures. The difference between the dotted and solid lines equals the magnitude of the granularity effect. As expected, the granularity effect is always negative and decreases when the number of exposures increases.
Gordy and Luetkebohmert (2006) derive a closed-form "granularity adjustment", which should approximate the negative of the granularity effect. When the portfolio is homogeneous, the approximation is linear in the reciprocal of the number of exposures, which is largely in line with the properties of the granularity effect plotted in Figure 1 . 
Multi-factor effect
The impact of various macroeconomic and industry-specific conditions on portfolio credit risk may be best accounted for by generalizing equation (1) in order to incorporate multiple (potentially unobservable) common factors. Multiple common factors affect the likelihood of default clustering -i.e. the likelihood of a large number of defaults occurring over a given horizon -which influences the tails of the probability distribution of credit losses. In line with our empirical results (reported in Section 4), our conceptual analysis treats a fattening of these tails as implying unambiguously a higher level of the desired capital buffer.
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The existence of multiple common factors of credit risk violates the single-factor assumption of the ASRF model, leading to what we call a multi-factor effect in capital measures.
Depending on the characteristics of the credit portfolio, the multi-factor effect could be either negative -i.e. implying that the ASRF model underestimates the desired capital -or positive. To illustrate the two possibilities, we generalize equation (1):
assuming that M 1 , M 2 and Z are mutually independent standard normal variables.
In our first example, we consider a portfolio in which all exposures have equal weights, have the same PD and are divided into two groups according to their dependence on the common factors. For exposures in the first group, 0 < ρ 1,i = ρ < 1 and ρ 2,i = 0; while ρ 1,j = 0 and 0 < ρ 2,j = ρ < 1 for exposures in the second group. Thus, the common factors are group specific and underpin positive and homogeneous within-group pairwise correlations and zero across-group correlations. The solid line in the top-right panel of Figure 1 plots the desired capital measure for such a portfolio as a function of the relative weight of exposures in group 1. 13 This measure is lowest when the portfolio is most diversified between the two groups of exposures and, thus, the probability of large default losses is minimized. In addition, the dashed line in the figure plots an alternative capital measure, which is based on the ASRF model and is underpinned by a single-factor structure of the asset return correlations. This structure, which allows for providing the ASRF model with as much information about the true correlations as possible (see Appendix C), turns out to match extremely well the true average asset return correlation but to approximate only roughly the dispersion of correlation coefficients in the cross section of exposures.
The difference between the dashed and solid lines equals the multi-factor effect. This effect is negative because the single-factor assumption of the ASRF model ignores the fact that the common factors are two independent sources of default clustering, which leads to an underestimation of the desired capital. The underestimation is largest when the two groups enter the portfolio with equal weights, in which case the role of multiple factors is greatest.
It is possible, however, to construct another example, in which imposing an erroneous single-factor structure on portfolio credit risk distorts the interaction between asset return correlations and individual PDs in a way that leads to a positive multi-factor effect. Consider a portfolio comprising two groups of exposures, with the exposures in the first group being individually riskier but less correlated among themselves than the exposures in the second group. In terms of equation (6), this can be formalized by postulating that firms with high PDs feature 0 < ρ 1,i = ρ < 1 and ρ 2,i = 0, whereas firms with low PDs feature 0 < ρ 1,j = ρ 2,j = ρ < 1. A single-factor approximation to this correlation structure would match the average correlation coefficient but would also imply too high a correlation among riskier exposures. This could raise the probability of default clustering, suggesting a capital buffer that is larger than desired.
14

Impact of calibration errors
Errors in the calibration of the ASRF model will affect assessments of portfolio credit risk even if this model is well specified. In this paper, we focus on errors in the calibration of the inter-dependence of credit risk across exposures, which can be driven by noise in the adopted values of asset return correlations or by a flawed assumption regarding the distribution of asset returns. When analyzing the consequences of such errors, we maintain our earlier practice and treat fattening of the tails of the loss distribution as implying unambiguously a higher 99.9% credit VaR and, thus, a higher desired level of the capital buffer. In this way,
we sharpen the conceptual analysis and keep it in line with our empirical findings.
We study two general types of errors in calibrated asset return correlations: errors in the average correlation coefficient and errors in the dispersion of correlation coefficients across exposure pairs. Each error type is trivially independent of the granularity effect. In addition, extracting the multi-factor effect on the basis of the single-factor approximation described in Section 2.2.2 allows us to separate this effect from errors in the average correlation. By contrast, errors in the calibrated dispersion of asset return correlations could arise either as a result of imposing a single-factor structure on the correlation matrix in the presence of multiple factors (recall Section 2.2.2) or as a result of noise in the estimated factor loadings when there is a single common factor. In this section, we are concerned with the second case, as it is consistent with a correct specification of the ASRF model and refers only to calibration errors.
The two types of errors in calibrated asset return correlations have various potential sources. One possibility is that a user of the ASRF model is data constrained and, hence, relies on rule-of-thumb values, which may simply be correlation estimates for popular credit indices. Such estimates will lead to a discrepancy between desired and calculated capital to the extent that the underlying indices are not representative of the user's own portfolio.
Alternatively, a user of the model may have insufficient data on the assets of the obligors in the portfolio, which would lead to small-sample estimation errors in asset return correlations.
Indeed, limitations on the availability of data points are likely to be important in practice because: (i) asset value estimates are typically available at low (i.e. monthly or quarterly)
frequencies and (ii) supervisory texts require that financial institutions possess only five years of relevant data.
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A positive error in the average level of asset return correlations leads to a capital measure that is higher than the desired one ( Figure 1 , bottom-left panel). This result reflects the intuition that inflating asset return correlations increases the likelihood of default clustering, which fattens the tails of the loss distribution. In the remainder of this paper, the implication of such errors is dubbed the "correlation level" effect.
In turn, the effect of noise in the estimated dispersion of correlation coefficients can be seen in the following example. Suppose that all firms in one portfolio have homogeneous PDs and exhibit homogeneous pairwise asset return correlations. Suppose further that a second portfolio is characterized by the same PDs and average asset return correlation but includes a group of firms that are more likely to default together. The second portfolio, in which pairwise correlations exhibit dispersion, is more likely to experience several simultaneous defaults and, thus, has a loss distribution with fatter tails. Consequently, between the two portfolios, the second one requires higher capital in order to attain solvency with the same probability. This is portrayed by the upward slope of the solid line in the bottom-right panel of Figure 1 and is a particular instance of what we dub the "correlation dispersion" effect, which arises in the context of a single common factor.
This result can be strengthened (dashed line in the same panel) but also weakened or even reversed if PDs vary across firms. To see why, consider the previous example but suppose that the strongly correlated firms in the second portfolio are the ones that have the lowest individual PDs. In other words, the firms that are likely to generate multiple defaults are less likely to default. As a result, greater dispersion of asset return correlations may lower the probability of default clustering in the second portfolio to an extent that depresses the desired capital level below that for the first portfolio. This is illustrated by the negative slope of the dotted line in the bottom-right panel of Figure 1 .
Even if asset return correlations were known with certainty, a flawed calibration of the marginal distributions of asset returns would still drive errors in the calibrated interdependence of credit risk across exposures. Although the ASRF model imposes quite weak restrictions on asset return distributions, it is common practice to adopt distributions whose main advantages stem not from realistic features but from operational convenience. In particular, the consensus view in the literature is that asset returns have fatter tails than those imposed by the conventional normality assumption. To the extent that this fatness of the tails reflects the distribution of the common factor, the probability of default clustering and, thus, the desired capital level would be higher than those derived under normality (Hull and White, 2004; Tarashev and Zhu, 2006) . We study this issue by considering Student-t distributions for both the common and idiosyncratic factors of asset returns.
Evaluating various sources of error
An important contribution of this paper is to present a unified empirical method for quantifying the impact of several sources of error in model-based assessment of portfolio credit risk.
In particular, we focus on the difference between target capital measures and shortcut ones, the latter of which are based on the ASRF model and possible erroneous calibration of its parameters. We dissect this difference into four non-overlapping and exhaustive components, attributing them to the multi-factor, granularity, correlation level and correlation dispersion effects. In order to probe further the likely magnitude of the last two effects, we derive plausible small-sample errors that could affect direct estimates of asset return correlations.
Finally, we also examine the implications of erroneous assumptions regarding the marginal distribution of asset returns.
The basic empirical method consists of two general steps. In the first step, we construct a hypothetical portfolio that is either "large" -consisting of 1,000 equal exposures -or "small" -consisting of 200 equal exposures. 16 The sectoral composition of such a portfolio is designed to be in line with the typical loan portfolio of large wholesale banks in the United
States.
17 Given the constraints of such a composition, the portfolio is drawn at random from our sample of firms. Since each simulated portfolio is subject to sampling noise, we examine 3,000 different draws for both large and small portfolios.
For a portfolio constructed in the first step, the second step calculates five alternative capital measures, which differ in the underlying assumptions regarding the inter-dependence of credit risk across exposures. Each of these alternatives employs the same set of PD values and assumes that asset returns are normally distributed. In addition, each alternative is based on the assumption that LGD is a random variable, which has a symmetric triangular distribution that is identical across exposures, peaks at 50% and has a continuous support on the interval [0%, 100%].
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Each measure differs from a previous one owing to a single assumption:
1. The target capital measure incorporates data on asset return correlations, which are treated as representing the "truth". Using these correlations, we conduct Monte Carlo simulations to construct the "true" probability distribution of default losses at the one-year horizon. The implied 99.9% credit VaR minus expected losses equals target capital (see Appendix B for further detail).
2. The second capital measure differs from target capital only owing to a restriction on the number of common factors governing asset returns. In particular, we adopt a correlation matrix that fits the original one as closely as possible under the constraint that correlation coefficients should be consistent with the presence of a single common factor (see Appendix C). The fitted single-factor correlation matrix is used to derive the one-year probability distribution of joint defaults on the basis of the so-called 16 The distinction between what we dub large and small portfolios does not reflect the size of the aggregate exposure but rather different degrees of diversification across individual exposures. Importantly, the degree of diversification in the large hypothetical portfolios studied in this paper matches the diversification in the large real-world portfolios studied by Heitfield et al. (2006) (see Section 3.2). The small hypothetical portfolios exhibit similar properties.
17 Such a portfolio does not incorporate consumer loans and, thus, may not be representative of all aspects of credit risk.
18 The LGD specification warrants an explanation. The independence between the incidence of defaults and LGDs implies that, in the absence of simulation noise, only the mean of the LGD distribution enters (as a multiplicative factor) capital measures. However, the entire LGD distribution affects measures obtained from Monte Carlo simulations. Importantly, assuming a continuous distribution for LGDs smooths the derived probability distribution of joint defaults, which improves the robustness of simulation-based capital measures.
Gaussian copula method (see Appendix A). This distribution is then mapped into a probability distribution of default losses and, finally, into a capital measure.
3. The third capital measure differs from the second one only in that it assumes that all idiosyncratic risk is diversified away. This assumption allows us to use the fitted single-factor correlation matrix underpinning measure 2 in the ASRF formula (equation 5).
4. The fourth capital measure differs from the third one only in that it is based on the assumption that loading coefficients on the single common factor are the same across exposures. The resulting common correlation coefficient, which is set equal to the average of the pairwise correlations underpinning measures 2 and 3, is used as an input to the ASRF formula (equation 5).
5. Finally, the shortcut capital measure differs from the fourth one only in that it incorporates alternative, rule-of-thumb, values for the common correlation coefficient.
The three intermediate measures lead to a straightforward dissection of the difference between target and shortcut capital.
19 Specifically, the difference between measures 5 and 1 is the sum of the following four components: (i) the difference between measures 2 and 1, which equals the multi-factor effect; (ii) the difference between measures 3 and 2, which equals the granularity effect; (iii) the difference between measures 4 and 3, which equals the correlation dispersion effect; and (iv) the difference between measures 5 and 4, which equals the correlation level effect.
The specific ordering and choice of the three intermediate capital measures is a result of the following reasoning. As far as measure 2 is concerned, its position is fixed by the necessity to extract the multi-factor effect first. The reason for this is twofold. First, deriving a capital measure that assumes an infinite number of exposures but allows for multiple factors (i.e. calculating measure 2 after the extraction of the granularity effect) is subject to approximation errors (see Pykhtin, 2004 , for example). Second, it is possible to isolate calibration errors (via measures 3 and 4) only after the extraction of the multi-factor effect (via measure 2) has modified the original correlation matrix to render it consistent with the ASRF model. Likewise, an application of this model for the extraction of calibration 19 Importantly, the method also applies to alternative definitions of target and short-cut capital, so long as the true correlation structure and short-cut correlation estimates chosen by the user are clearly defined.
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errors requires the assumption of infinite granularity, which fixes the position of measure 3.
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Finally, modifying measure 4 by preserving the cross-sectional distribution of the singlefactor correlation coefficients but changing their average level would reverse the order in which the correlation level and dispersion effects are extracted. An important problem with this procedure is that it would allow only for an imperfect estimate of the correlation level effect because this estimate would be influenced by changes in the structure of the singlefactor correlation matrix.
Two extensions
In an attempt to delve further into the impact of plausible calibration errors on capital measures, we conduct two additional exercises. Each exercise focuses on a specific type of errors in the calibrated inter-dependence of defaults and incorporates the assumption that the true PDs are identical across exposures. This assumption insulates capital measures from the impact of interaction between heterogeneous PDs and errors in the calibrated inter-dependence of defaults.
In the first exercise, we derive the extent to which plausible limitations on the size of available data can affect assessments of portfolio credit risk by affecting the estimates of asset return correlations. Specifically, we draw time series of asset returns from a joint distribution characterized by constant pairwise correlations equal to the correlation underpinning measure 4. Using the sample correlation matrix of the simulated series and a typical value for the probability of default, we obtain an "estimated" capital measure on the basis of the ASRF formula in equation 5. 21 The difference between this measure and the desired capital, which employs the exact correlation structure, are driven by small-sample noise in the estimates of the overall level and dispersion of asset return correlations.
In our second exercise, we examine how measure 4 would change if the common and idiosyncratic factors of asset returns are in fact driven by Student-t distributions. The results of this exercise reveal how flawed calibration of the tail dependence among exposures' asset returns -which is separate from flaws in correlation values -affects capital calculations.
In order to carry out the exercise, we use the general ASRF formula in equation (4) and make two technical adjustments to the empirical setup. The first adjustment corrects for the 20 Despite this observation, we have also experimented with imposing the infinite granularity assumption only after we calculate the correlation dispersion and level effects (i.e. deriving measure 3 after measures 4 and 5). This modifies the meaning of these two effects but alters negligibly their magnitudes, as well as the magnitude of the granularity effect.
21 This measure abstracts from the granularity and multi-factor effects.
fact that the variance of a Student-t variable is larger than unity. 22 The second adjustment addresses the fact that the generalized CDF of asset returns, F (·), does not exist in closed form. In concrete terms, we calculate the default threshold F −1 (P D i ) on the basis of 10 million Monte Carlo simulations.
Data description
This section describes the two major blocks of data that we rely on: (i) credit risk parameter estimates provided by Moody's KMV and (ii) the sectoral distribution of exposures in typical portfolios of US wholesale banks. There are several reasons why EDFs and GCorr correlations are natural data for our exercise. First, both measures are derived within the same framework, which builds on the model of Merton (1974) and is in the spirit of the ASRF model (see Das and Ishii, 2001; Crosbie and Bohn, 2003; Crosbie, 2005 , for detail). Second, in line with their role in this paper, Moody's KMV EDFs have been widely used as proxies for actual default probabilities (see Berndt et al., 2005; Longstaff et al., 2005 , for example). Third, the GCorr correlations have a multi-factor structure, which is crucial for our study of the multi-factor effect. In particular, this model incorporates 120 common factors, including 2 global economic factors, 5 regional economic factors, 7 sector factors, 61 industry-specific factors and 45 countryspecific factors. 
Credit risk parameters
Characteristics of hypothetical portfolios
The portfolios we simulate match the sectoral distribution of the typical portfolio of US wholesale banks. Specifically, to construct a large portfolio (1000 exposures), we apply the 40 non-financial sector weights reported by Heitfield et al. (2006) (see Table 1 ). For a small portfolio (200 exposures), we rescale the 10 largest sectoral weights so that they sum up to unity and set all other weights to zero. Within each sector, we draw firms at random.
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All firms in a portfolio receive equal weights (up to a rounding error) and, thus, there is a one-to-one correspondence between the number of firms in a sector and this sector's weight in the portfolio.
The sector and name concentration indices, reported at the bottom of Table 1 24 Within each industry sector, we draw randomly with replacement. If the same firm is drawn twice, the corresponding pairwise correlation is set equal to the average correlation for the sector. Drawing randomly without replacement does not affect materially the results.
Empirical results
We implement the empirical methodology described in Section 2.4 in order to quantify the impact of various sources of error in ASRF-based assessments of portfolio credit risk. Before reporting our findings, it is useful to highlight several aspects of the methodology.
First, as far as calibration of the model is concerned, the analysis in this paper focuses exclusively on errors in the values of parameters that relate to the inter-dependence of credit risk across exposures. Considering the impact of noise in PD and LGD estimates would make it extremely difficult to isolate the correlation level and dispersion effects we focus on.
This is because noise in PDs and
LGDs would interact with noise in correlation inputs in a highly non-linear fashion.
Second, we make the stylized assumption that portfolios consist of equally weighted exposures. Considering disparate exposure sizes would require considering an additional dimension of portfolio characteristics, as it will no longer be the case that the granularity of a larger portfolio is necessarily finer. In addition, lower granularity that results from higher concentration in a small number of borrowers would also have a bearing on the number of common factors affecting the portfolio and on the overall correlation of risk. This would make it impossible to isolate the granularity effect from the other three effects we consider.
Finally, our analysis treats the correlation matrix provided by Moody's KMV as revealing the "true" correlation of asset returns. Of course, this matrix is itself an estimate that is subject to errors. Nevertheless, the Moody's KMV correlation matrix provides a reasonable benchmark to work from. In addition, we have verified that results regarding the relative importance of alternative sources of error depend only marginally on the accuracy of the GCorr estimates, even though the absolute impact of alternative sources of error does change with the benchmark correlation level.
Various errors in shortcut capital measures
To study various sources of error in assessments of portfolio credit risk, we start by calculating the five capital measures listed in Section 2.4 for 3000 large and as many small hypothetical portfolios. Even though they have the same sectoral composition by construction, the simulated portfolios differ from each other with respect to the individual constituent exposures and, thus, with respect to the underlying risk parameters. For example, as reported in Table   3 , the average PDs in large portfolios have a mean of 2.42% but, owing to sampling variance, vary between 1.79% and 3.12%. In comparison, the average asset return correlation remains more stable, ranging between 9.14% and 10.73% across large portfolios. In addition, in accordance with an assumption of the Basel II IRB approach, firms with higher PDs tend to be less correlated with the rest of the portfolio.
25 This is illustrated succinctly by the last line in each panel of Table 3 , which reports negative correlations between individual PDs and the corresponding loading on a single common factor.
26 Table 4 reports summary statistics of the target and shortcut capital measures (i.e. the two extremes described in Section 2.4). For large portfolios, the table reveals that target capital averages 3.31% (per unit of aggregate exposure) across the 3000 simulated portfolios.
The corresponding shortcut level (based on a rule-of-thumb asset return correlation of 12%)
is 81 basis points higher.
Decomposing the difference between target and shortcut capital for large portfolios reveals that errors caused by model misspecification play a minor role. In qualitative terms, the multi-factor effect can be of either sign (fourth column in Table 4 ) but is more likely to be negative (fourth and fifth columns in Table 4 ). In the light of the discussion in Section 2.2.2, imposing a single-factor framework is more likely to lead to too low a capital buffer because such a framework ignores the existence of multiple sources of default clustering.
In quantitative terms, however, the multi-factor effect entails an average discrepancy that amounts to less than 1% of the average target capital level. 27 This is because the single-factor approximation fits closely the raw correlation matrix. Indeed, our single-factor approximation matches almost perfectly the level of average correlations (with a maximum discrepancy across simulated portfolios of less than 4 basis points) and explains on average 76% of the variability of pairwise correlations in the cross section of exposures.
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Similarly, the granularity effect is with the expected negative sign but, for large portfolios, leads to a small deviation from target capital. With an average of −16 basis points (or 5% of target capital), this deviation is higher than that induced by the multi-factor effect but is still small.
Furthermore, the granularity effect we calculate is approximated extremely well by (the negative of) the closed-form granularity adjustment of Gordy and Luetkebohmert (2006) , which averages −17 basis points for large portfolios in our sample. In addition, the correlation between the granularity effect and the granularity adjustment across large simulated portfolios is 66%.
By contrast, erroneous calibration of the ASRF model leads to much greater deviations from the target capital. For large portfolios, the correlation dispersion effect raises the capital measure by 39 basis points, which amounts to roughly 12% of the target level. 30 The sign of the effect reflects the regularity that exposures with higher PDs tend to be less correlated with the rest of the portfolio. The shortcut capital measure ignores this regularity and, in line with the intuition provided in Section 2.3, overestimates the target capital.
The correlation level effect has a similarly important implication. Specifically, this effect reveals that raising the average correlation coefficient from 9.78% (the one observed in the data) to a rule-of-thumb value of 12% leads to an 18% overestimation of the target capital level. The sign of the deviation is not surprising in the light of the discussion in Section 2.3.
Importantly, the shortcut measure drops (rises) by roughly 8% with each percentage point decrease (increase) in the homogeneous correlation coefficient. Thus, using a rule-of-thumb correlation of 6% leads to a 32% under -estimation of the target level.
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Turning to small portfolios, the decomposition results are qualitatively the same, with the notable exception of the granularity effect. In these portfolios, a much smaller portion of the idiosyncratic risk is diversified away and the granularity effect equals −73 basis points, which is a 19% underestimation of the target capital. This underestimation is approximated well by the Gordy and Luetkebohmert (2006) granularity adjustment, (the negative of) which averages −86 basis points for small portfolios and whose correlation with the corresponding granularity effect is 89%.
Regression analysis of calibration errors
Given the dominant role of correlation level and dispersion effects as determinants of modelbased assessments of portfolio credit risk, we investigate the sources of these two effects via a regression analysis. The regressions -run on the cross section of simulated portfolios -are 30 On the basis of a hypothetical portfolio of US firms, Hanson et al. (2006) also demonstrate the importance of accounting for cross-sectional heterogeneity in credit risk parameters.
31 The rule-of-thumb asset return correlations reported in the literature range between 5 and 25%.
simple linear models of calibration-driven capital discrepancy, which is defined as shortcut capital (based on a correlation of 12%) minus target capital net of the multi-factor and granularity effects.
We consider two blocks of explanatory variables. The first block comprises the average level and the dispersion of the asset return correlation coefficients underlying each simulated portfolio. These variables are natural drivers of the correlation level and dispersion effects and would explain the two effects completely if assessments of portfolio credit risk did not depend on the interaction of asset return correlations with PDs. In order to account for such interaction, we include a second block of explanatory variables, which comprises average PDs and the cross-sectional correlations between PDs and single-factor loading coefficients.
One would recall that the PDs underlying target capital are identical to those underlying the shortcut measure. Thus, the regression coefficient of the first variable in the second block reflects how a general rise in single-name credit risk interacts with the different average correlations and correlation structures behind the two capital measures. Finally, the coefficient of the last explanatory variable captures the component of the correlation dispersion effect that is driven by a systematic relationship between individual firms' riskiness and their dependence on the common factor.
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The regression results, reported in Table 
Estimation errors
The above results show that capital measures based on shortcut input estimates can deviate substantially from target. In practice, shortcut measures are likely to be adopted by less sophisticated users of the ASRF model who face constraints in terms of data and analytical capacity. By contrast, larger and more sophisticated users are likely to construct their own estimates of asset return correlations on the basis of in-house data. This section demonstrates that, for realistic sizes of such data, small-sample estimation errors in the correlation parameters are still likely to lead to large flaws in assessments of portfolio credit risk.
In order to quantify plausible estimation errors, we consider a portfolio whose "true"
33 Background checks reveal that the regression residuals can be attributed to a large extent to interactions among PDs and asset return correlations that are non-linear and difficult to pin down.
credit risk parameters match those of the "typical" portfolio in our data set. For this portfolio, we impose the simplifying assumption of homogeneous PDs (1%), LGDs (50%) and pairwise asset return correlations (9.78%) and consider different numbers of underlying exposures (see Table 6 ). Abstracting from issues related to granularity and multiple factors, this assumption allows us to use the ASRF model and calculate that the desired capital buffer, dubbed "benchmark", equals 3.31% for each portfolio size. Referring to Table 4 , this is seen as the typical (i.e. average) target capital buffer studied in Section 4.1.
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Then, we place ourselves in the shoes of a model user who does not know the exact asset return correlations but estimates them from available data.
35 Specifically, we endow the user with 60, 120 or 300 months of asset returns data -drawn from the "true" underlying distribution -and calculate the sample correlation matrix. In order to quantify a plausible range of errors in the estimate of the correlation matrix, we repeat this exercise 1000 times.
As reported in panels A and B of Table 6 , the sample correlations contain estimation error that remains substantial even for 300 months (or 25 years) of data.
Panel C of the table reveals how estimation errors in correlation coefficients translate into deviation from the desired benchmark capital buffer. First, these deviations are affected little by the number of exposures in the portfolio. Second, at standard confidence levels, the deviations decrease in the size of the available time series of asset returns but remain substantial even if this size is assumed to be unrealistically large. Specifically, if a portfolio comprises 1000 exposures and a user has 120 months of data, estimated capital buffers can deviate from the benchmark level by as much as 30% with a 95% probability. The size of the deviation decreases to 18% on the basis of 300 months of data. Third, estimated capital buffers exhibit a positive bias relative to the benchmark level, i.e. their average level is invariably higher than 3.31%. This is because the true correlation structure is assumed to be homogeneous, while small-sample errors introduce dispersion in estimated correlation coefficients. By the intuition presented in Section 2.3, this dispersion raises the implied capital buffer in the presence of homogenous PDs.
Alternative asset return distributions
There is general consensus in the literature that the marginal distributions of asset returns have tails that are fatter than the tails of the convenient normal distribution. Importantly, an erroneous normality assumption tends to bias capital buffers downwards to the extent that the empirical distribution of asset returns is driven by fat tails in the distribution of the common factor. 36 Such a distribution of the common factor implies great tail dependence across exposures, which leads to a large probability of default clustering.
In order to quantify the impact of alternative asset return distributions on capital measures, we consider a homogeneous portfolio in which all PDs equal 1%, all
LGDs equal 50% and all asset return correlations equal 9.78% (the same as in Section 4.3). Given these risk parameters, we follow the literature on the pricing of portfolio credit risk (see Hull and White, 2004; Kalemanova et al., 2007) and consider the case in which both the common and idiosyncratic factors of asset returns have the same Student-t distribution. Experimenting with different distributional specifications, we do see that fatter tails of the distribution of the common factor (i.e. fewer degrees of freedom) translate into larger deviations from a capital buffer derived under the normality assumption (Table 7 , left panel).
In order to examine which distributional specification is supported by the data, we rely on time series of asset returns estimated by Moody's KMV. For each of the 10,891 firms in our sample, we use the available 59 months of estimated returns (from September 2001 to July 2006) to calculate the sample kurtosis, which is the standard measure of tail fatness.
The mean and median of this statistic across firms equal 7.96 and 5.28, respectively. Then, on the basis of 10,000 Monte Carlo simulations, we derive the distributions of the estimators of these mean and median when: (i) the data size matches the size of the Moody's KMV data on asset return estimates and (ii) both the common and idiosyncratic factors of asset returns follow the same Student-t distribution. As revealed by the confidence intervals for these estimators (Table 7 , right panel), the Moody's KMV data support only the "double-t" specification with 3 degrees of freedom for each factor.
If the asset returns are indeed driven by such marginal distributions -which would be in line with findings in Kalemanova et al. (2007) -then a normality assumption will lead to tremendous underpredictions of the desired capital buffer. Specifically, we find that a double-t specification with 3 degrees of freedom implies a capital buffer of 6.17% per unit of aggregate exposure. This buffer is 86% higher than the capital buffer calculated under a normality assumption.
Even though this result may be undermined by probable errors in the Moody's KMV estimates of asset returns, alternative double-t specifications studied in the related literature also lead to capital measures that are significantly higher than those implied by a normal distribution. Indeed, given that the available time series of Moody's KMV asset return estimates are short, plausible systemic errors in these estimates across firms might affect substantially the cross-sectional mean and median of the sample kurtosis. This casts doubt on the validity of the double-t specification with 3 degrees of freedom and prompts us to consider alternative specifications, with 4 degrees of freedom (which is recommended by Hull and White, 2004) and 5 degrees of freedom (which is reportedly a market standard).
As revealed in Table 7 , these alternatives imply capital measures that are, respectively, 39
and 22% higher than the measure incorporating normal distributions.
Concluding remarks
This paper quantified the relative importance of alternative sources of error in model-based assessments of portfolio credit risk. We found that a misspecification of the popular ASRF model is likely to have a limited impact on such assessments, especially for large well- These results reveal a challenging task for risk managers. For one, it is reasonable to anticipate that calibration errors could also have a substantial impact on measures of portfolio credit risk implied by alternative models, irrespective of the number of common factors being incorporated. Moreover, our analysis has abstracted from several additional sources of error in credit risk parameter estimates. In particular, we assumed that PDs and LGDs are free of estimation noise, which is likely to be sizeable in practice and to interact with noise in correlation estimates in generating errors in measured portfolio credit risk. In addition, there may be time variation in credit risk parameters that relate to the likelihood and severity of default losses as well as to the correlation of the occurrence of such losses across exposures.
Such time variation, which could be due either to cyclical developments or to structural changes in credit markets, would impair the useful content of the available data and, thus, 24 would make it even more difficult to measure portfolio credit risk.
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2. We repeat the above exercise for each k = 0, 1, · · · , N, and calculate the unconditional probability distribution of portfolio credit losses. Specifically, Pr(
Finally we set the capital measure to equal
C Fitting a single-factor correlation structure A single-factor approximation of an empirical correlation matrix is obtained as follows. Denote the empirical correlation matrix by Σ and its elements σ ij , for i, j ∈ {1, · · · , N}. The single-factor loading structure ρ ≡ [ρ 1 , ...ρ N ] that minimizes the discrepancies between the elements of Σ and their fitted counterparts are given by: et al. (2003) propose an efficient algorithm to solve this minimization problem. The fitted correlation matrixΣ has elements ρ i ρ j . We also construct a measure that reflects the "explanatory power" of the single-factor approximation:
where σ is a vector of all pairwise correlation coefficients σ ij (i, j = 1, · · · , N, i < j) and ǫ is a vector of the errors σ ij − ρ i ρ j (i, j = 1, · · · , N, i < j). This measure reflects the degree to which the cross-sectional variation in pairwise correlations can be explained by common factor loadings in a single-factor framework. 2 The portfolio consists of 1000 exposures that are divided into two groups, with w denoting the weight of the first group. Within each group, the asset return correlation equals 20% for all exposure pairs. Inter-group correlations are zero. The solid line plots the target capital level, which incorporates the two common factors in the simulated data. The dashed line plots the capital calculated under a one-common-factor approximation of the correlation structure (see Appendix C).
3 Capital measures for different levels of homogeneous pairwise asset return correlation. 4 The solid line plots capital measures under the assumption that PD = 1%, there is a single common factor and the loadings on this factor are distributed uniformly in the cross section between √ 0.1 − c and √ 0.1 + c. For the other two lines, PDs are distributed uniformly in the cross section between 0.5% and 1.5% and are perfectly positively (dashed line) or negatively (dotted line) correlated with the common-factor loadings. Note: A concentration index is defined as the sum of squared weights, which are set either at the firm or the sector level. Note: The results are based on 3,000 simulated portfolios and are carried out in two steps. First, portfoliospecific characteristics specified by row headings are calculated for each simulated portfolio. Second, summary statistics specified by column headings are calculated for each of the portfolio specific characteristics obtained in the first step. "Loadings" are estimated under a one-common-factor approximation of the correlation structure and refer to the firm-specific loadings of asset returns on the single common factor. Note: Summary statistics for the simulated portfolios underpinning Table 3 . The column entitled "95% interval" reports the 2.5th and 97.5th percentiles of the statistics specified in the particular row heading. The column entitled "50% interval" reports the corresponding 25th and 75th percentiles. In all calculations,
LGD i follows a symmetric triangular distribution between 0 and 1. 1 Based on Moody's KMV estimates of PDs and asset return correlations and a Monte Carlo procedure for calculating the probability distribution of default losses. 2 Four sources of deviation from the target capital level; a negative sign implies underestimation. The sum of the target capital level and the four deviations equals the shortcut capital level. Each deviation is based on the assumptions underlying previous deviations plus one additional assumption. 3 For the multi-factor effect, the correlation matrix underpinning the target capital level is approximated under the assumption that there is a single common factor. 4 For the granularity effect, there is the additional assumption that the number of firms is infinite. 5 For the correlation dispersion effect, the additional assumption is that the loadings on the single common factor are the same across exposures. 6 For the correlation level effect, the additional assumption imposes a different, shortcut, level on the constant pairwise correlation. Note: t-statistics in parentheses. The regression is based on 3,000 simulations for each portfolio size. The dependent variable equals shortcut capital (based on asset return correlation of 12%) minus target capital, net of the granularity and multi-factor effects (see Table 4 ). Loading coefficients are estimated under a one-common-factor approximation of the correlation structure of asset returns. The last regressor equals the Kendall rank correlation between PDs and loading coefficients. Note: Results are based on 1000 simulations of the asset returns of N firms over T months, with the true pairwise correlation, PD and LGD fixed at 9.78%, 1% and 50%, respectively. Each cell contains the mean and the 95% confidence interval of: the average of sample pairwise correlations (panel A); the standard deviation of the loading coefficients in a one-factor approximation (panel B); and the implied capital buffer (panel C). The degrees of freedom of the Student-t distribution of asset returns' common and idiosyncratic factors, respectively. The last row refers to a Gaussian specification. 2 Obtained by applying the general ASRF formula (equation 4) to a homogeneous portfolio, in which PD=1% and LGD=50% for each exposure and asset return correlations equal 9.78% for each pair of exposures. The default boundary for such exposures is calculated on the basis of 10 million simulations.
3 The means and the 95% confidence intervals (based on 10,000 Monte Carlo simulations) of the estimators of the cross-sectional mean and median of the kurtosis when: (i) the marginal Student-t distributions of the common and idiosyncratic factors have the degrees of freedom specified in the row heading and asset return correlations equal 9.78%; (ii) the available data comprise time series of 59 returns for 10,891 firms.
