INTRODUCTION
Chaos in neural systems can be operationally defined as activity which appears random but is generated by a deterministic system rather than by additive noise. Consequently, there is no need to invoke a random process to account for aperiodic, irregular behavior if the presence of a chaotic regime can be established. A chaotic system is one in which long-term prediction of the system's state is impossible because of the unavoidable finite uncertainty in determining the initial state (37, 40) Once chaotic activity is suspected, several representations which serve to identify such activity are listed in order of increasing power to resolve periodic from aperiodic behavior: time domain records, phase plane trajectories, power spectra, and Poincare return maps (9, 15, 32) . The above methods are primarily useful to characterize the periodic regimes which frequently culminate in chaos via the well-known period doubling route to chaos (10, 1 1). The period doubling route to chaos can be characterized as follows. At a given value of a nonlinearity (bifurcation) parameter, a periodic regime with a fundamental period (1 P) prevails; as the bifurcation parameter is adjusted, the period of the system doubles each time the system undergoes a bifurcation until the system has an infinite period which characterizes chaos. As the bifurcation parameter is adjusted further, "windows" with odd periods appear, such as a stable three cycle (3P). The odd periods then themselves undergo period doubling to chaos (9, 13) . The three cycle has a special significance because in a one-dimensional mapping its existence implies chaos (30) .
Finally, the method that provides the definitive mathematical signature of a chaotic attractor is its spectrum of Lyaponov exponents (14, 41) . In quantitative terms, an attractor is chaotic if it has one or more positive Lyaponov exponents (14) . The number of Lyaponov exponents associated with a given system is equivalent to the number of its state variables. A positive exponent is associated with divergence, a zero exponent with a limit cycle, and a negative exponent with convergence (41) .
Chaotic regimes have been observed experimentally in neurons (16) (17) (18) 24) as well as in deterministic neuronal models (3, 5) . To investigate possible chaotic regimes in individual neurons, we examined a mathematical model of a widely studied invertebrate neuron. Cell RI 5 of the marine mollusc Aplysia exhibits a normal endogenous bursting mode (2, 12) and a beating mode if either the sodium-potassium pump is pharmacologically blocked or a constant depolarizing current is injected into the cell (25) . A mathematical model of R15 has been developed by Plant and Kim (36) , which qualitatively mimics these modes of electrical activity. Bursting behavior in RI 5 is a result of the interaction of variables for membrane conductances on two time scales, one fast and the other slow (35) . The action potentials or spikes result from the fast conductances whereas bursts result from the slow conductances. Thus, in the bursting mode the slow and fast rhythms act as coupled oscillators and the slow oscillator dominates. In contrast, in the beating (nonbursting) mode the fast rhythms dominate. Given the basic features of the activity of RI 5, as The gating variables are described by first order differential equations of the following form, for m, h, n, q, r, and s: (6) Otherwise, the parameters and equations are the same as those in the original paper (36) .
The equations associated with the model were numerically integrated using a fourth-order Runge-Kutta-Merson algorithm both on a VAX discrepancy was noted in that for zero stimulus current, the original study (36) 
RESULTS
The state space was explored as a single bifurcation parameter (ISTIM) was varied. A variety of modes was observed including two "back-to-back" period-doubling cascades (10, 11) . What is known about the intricate structure of this well-known route to chaos as it applies to the results of our study can be summarized as follows. In this route period doublings are observed by a mechanism known as pitchfork bifurcations (32) until the system has an infinite period and exhibits chaotic behavior. These period doublings can easily be observed in a twodimensional plane projection of the phase space as the limit cycle splits. The system then undergoes reverse bifurcations (33) as the attractor coalesces into "bands" of trajectories. In the terminology of Hao and Zhang (15), the original limit cycle is referred to as 1P and subsequent splittings are called 2P, 4P, and so on. The inverse bifurcation chaotic orbits are referred to as 1 I, 21, 41 and so on, depending on the number of chaotic bands The label "P" stands for periodic, and the label "I" stands for inverse ( a term which is used interchangeably with reverse and denotes a chaotic orbit). (15) .
At a stimulus intensity of 0.22 ,uamps, the bifurcation parameter ISTIM exactly cancels the constant hyperpolarizing current by which the sodium-potassium pump is modeled. In this case, the model exhibits a beating behavior corresponding to an R15 neuron in which the sodium-potassium pump has been blocked pharmacologically. As (Fig. 3) followed by period doubling to 6P (0.18605 ,uamps), again culminating in "chaotic beating" (0.1855 ,uamps) and a chaotic regime (0.184-0.128 ,uamps). Within this chaotic regime, the firing pattern evolves from a "chaotic beating" pattern to a pattern of "chaotic bursting". As ISTIM is decreased further, the behavior of the cell emerges from the "chaotic bursting" to 4P, 2P, and finally the normal 1P five-spike bursing mode (Fig. 4 A) . This second perioddoubling sequence occurs in the range from 0.128-0.110 ,uamps. Yet another "chaotic bursting" regime (0.18-0.068 ,uamps), a five-spike bursting region (0.065-0.025 ,uamps), and a four-spike bursing region (0.025-0.000 ,uamps) were also observed but are not shown here. Between the four-and five-spike regions there is a transition where both four-and five-spike bursts are generated. Fig. 1 The results were also analyzed using power spectra and Poincare return maps (Fig. 2) . Discrete peaks appear at the fundamental frequency (0.22 Hz) and its harmonics (only the first one shown at 0.44 Hz) for the beating case (e.g., Fig. 2 A) (Fig. 2, A2-D2) . In other words, the Poincare surface chosen is a line where potential equals approximately 26 mV (e.g., Fig. 1 A3) . The system can be reduced to a single dimension due to the shrinkage of volumes in state space; that is, the direction of slowest convergence dominates, effectively reducing the system to one dimension (9) . Evidence that this model is dominated by shrinkage in the direction associated with the gating variable q is provided by the fact that when one plots potential vs. a gating variable, phase plane splitting of trajectories is only observed in plots which include q, and by the consistent results obtained using the return maps constructed under the above assumption. The Poincare return maps for the transition from the beating mode to chaos exhibit the classic shape which is quadratic about the maximum. After the transients have died out, the (Fig. 4 A) corresponds to a 1 P mode (B), whereas panel C demonstrates the splitting of the phase plane trajectories characteristics of the bifurcation to the 2P mode. The power spectra and Poincare maps corresponding to the periodthree window and the period-doubling cascade from the bursting mode into chaos are not shown, but the results were similar to those obtained in Fig. 2 .
The results are summarized in a portion of a bifurcation tree (Fig. 5 ). This figure illustrates the progression from a periodic regime through chaos into another periodic regime. In general, a bifurcation tree is constructed by plotting the value of a state variable (in this case q) at FIGURE 2 Power spectra and Poincar6 return maps for period-doubling cascade from the beating mode as a function of decreasing ISTIM. A 32,768-point DFT was performed on the q waveform (e.g., panels A 2, B2, C2, and D2 in Fig. 1) . The results were then squared and plotted on semilogarithmic axes. fS represents the fundamental frequency.
beating mode appears as a single point, the 2P mode as two points, and so on until the chaotic model fills the parabola with points.
The period-three window corresponds to triplets in the voltage waveform (Fig. 3) . As the stimulus intensity is decreased yet further, "chaotic bursting" is observed as well as a second period doubling cascade from the oppo-0.95- (15) . The detection of the period-three window, the power spectral evidence displayed in Fig. 2 , and the Lyaponov exponents in Table 1 substantiate the existence of a chaotic regime more fully than in previous studies. (5, 7) . At the time the P-K model (36) and the neuronal model of Chay (4) were developed, the available experimental evidence indicated that the variation of internal calcium ion concentration modulated a calcium-activated K+ conductance (gK,ca) and this variation in turn contributed casually to burst generation (25) . Current evidence indicates however that gKca is not the primary conductance that generates the bursting activity. Instead, calciumdependent inactivation of the slow inward current appears to be critical (1, 28 (24) . Moreover, because the activity of Given the well-known intricate structure of the perioddoubling route to chaos, the region of overlap between two "back-to-back" period-doubling cascades may be an interesting topic for mathematical investigation. The analysis in terms of a bifurcation tree is essentially one-dimensional and may not be adequate to describe this additional complexity fully in higher dimensional systems. This limitation does not apply to the multidimensional method of Lyaponov exponents employed in this study, however.
Significance of chaos
Although the number of reports of chaotic patterns in biological systems is growing, the physiological significance of chaos is poorly understood. It is clear, however, that chaos enables a deterministic system to generate variability which appears random but in fact does not rely on a random process. Variability is usually introduced into a system by noise, which obscures the signal. In a biological system generating a chaotic output, the variability may be the signal, or at least part of it. To illustrate the possibilities created by a chaotic regime, the generation of a behavior by a periodic signal can be contrasted with the generation of the same behavior by a chaotic one (8, 34) . A behavior that is associated with a limit cycle can only be generated in a monotonous, repetitive fashion. Furthermore, a perturbation of the system requires that energy be dissipated to restore the limit cycle. On the other hand, a behavior associated with a chaotic attractor can be generated in an infinite number of ways. This variation may have adaptive advantages because disturbances are effectively dissipated in a chaotic system. For example, a small perturbation in the system will not prevent a normal output from being generated unless the perturbation is large enough to displace the trajectory out of the attractive basin of the chaotic attractor. This view is consistent with the suggestion that biological chaos prevents the various functional units from becoming entrained, or phase-locked, into periodic activity (8). Skarda and Freeman have suggested that the neurons in the olfactory system of rabbits exhibit chaotic dynamics in a background mode, that is, in the absence of a recognized order, and that upon recognition of a previously learned odor, the system bifurcates to a limit cycle attractor corresponding to that particular odor (21, 38) . In their view, chaotic activity allows "rapid and unbiased access to every limit cycle attractor on every inhalation" (38) , while still preventing cyclic entrainment or spatially structured activity.
