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Marco J. Peredo Saavedra
La poes´ıa es algo tan preciso como la geometr´ıa.
G. Flaubert 1
Resumen
Ha surgido un nuevo modelo formal para la representacio´n de los aspectos
cognitivos en general. Su autor percibe este modelo como una concepcio´n que
ampl´ıa los enfoques simbo´lico y asociativo, tradicionalmente usados para este mis-
mo propo´sito, permitiendo adema´s compatibilizar dichos enfoques tradicionales, a
pesar que ambos se presentaban, hasta hace muy poco tiempo, como posiciones
fundamentalmente distintas o inclusive antago´nicas.
Desde el punto de vista pra´ctico, el nuevo modelo tiene tambie´n la ventaja
de resultar fa´cilmente susceptible de automatizacio´n a trave´s de computadoras
electro´nicas digitales contempora´neas.
Las aplicaciones inmediatas se hallan por ejemplo en las a´reas de aprendizaje
automa´tico (“machine learning”), soporte (automa´tico) a procesos inductivos, e
investigaciones sema´nticas, percibie´ndose as´ı mismo un enorme potencial futuro
en a´reas complementarias.
Palabras Clave: Espacios conceptuales; representaciones del conocimiento; aprendi-
zaje automa´tico.
1. Un nuevo enfoque cognitivo
En un libro bajo el sugestivo t´ıtulo “Espacios Conceptuales: La Geometr´ıa del Pen-
samiento”(2004), el autor sueco Peter Ga¨rdenfors 2 propone el uso de un espacio dotado
de propiedades geome´tricas espec´ıficas, como el marco de referencia ma´s adecuado para
la representacio´n de aspectos cognitivos en general. De esta manera, afirma Ga¨rdenfors,
se hace posible superar las limitaciones que actualmente ya enfrentan tanto el enfo-
que simbo´lico como el enfoque asociativo, tradicionalmente empleados para representar
estos mismos aspectos [4].
Bajo el enfoque simbo´lico, se asume que todo sistema cognoscitivo (con la capaci-
dad de adquirir conocimiento) es en realidad una Ma´quina de Turing3 y, por lo tanto,
1“La poe´sie est une chose aussi pre´cise que la ge´ome´trie.”
2Peter Ga¨rdenfors es actualmente Profesor de Ciencias Cognitivas en la Universidad de Lund, Suecia.
3Una Ma´quina de Turing es una entidad computacional teo´rica de cara´cter general, propuesta por
el matema´tico ingle´s Alan Turing en 1936-37 (capaz de simular el funcionamiento de la ma´s poderosa
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esta´ perfectamente definido en un sentido formal. El proceso cognitivo se concibe sim-
plemente como computacional, involucrando la transformacio´n de s´ımbolos.
El enfoque asociativo, segu´n sugiere el nombre, enfatiza en cambio las relaciones
entre los distintos tipos de elementos portadores o manipuladores de informacio´n, asig-
nando a tales relaciones la verdadera representacio´n del conocimiento. Un caso especial
bajo este punto de vista (el denominado conexionismo), modela las asociaciones o rela-
ciones entre elementos empleando espec´ıficamente redes neuronales 4 (artificiales).
Como en cualquier otra situacio´n relacionada con el siempre dina´mico mundo de
la Tecnologa de Informacio´n, la sola vigencia de dos (o ma´s) modelos distintos para
estudiar un mismo feno´meno o una misma entidad, implica la persistencia tanto de
ventajas como de desventajas asociadas a cada uno de los modelos que permanece
vigente.
Frecuentemente, los dos enfoques tradicionales para la situacio´n cognitiva en parti-
cular, se presentan en la literatura especializada como paradigmas en competencia. Am-
bos deber´ıan entenderse ma´s bien como metodolog´ıas complementarias pero, en s´ıntesis,
hasta el presente parece evidente que las ciencias cognitivas mantienen la nocio´n de que
el cerebro humano puede representarse formalmente sea como una Ma´quina de Turing
trabajando en base a s´ımbolos, sea como un sistema de conexiones basado en redes
neuronales [14].
Ga¨rdenfors declara en cambio:
“. . . [En este libro,] uno de mis objetivos es mostrar que un modelo conceptual basado
en representaciones geome´tricas y topolo´gicas merece por lo menos la misma atencio´n
en la ciencia cognitiva, que los enfoques simbo´lico y asociativo.
Una vez ma´s, las representaciones conceptuales no deber´ıan percibirse como com-
computadora electro´nica digital contempora´nea... ¡antes de la aparicio´n de las primeras computadoras
propiamente dichas!) dotada, por ejemplo, de una cinta o sucesio´n unidimensional (arbitrariamente
larga) de casillas, una de las cuales se considera “inicial”. Cada casilla puede estar en blanco o contener
uno de dos s´ımbolos (por ejemplo, ”0” o´ “1” , aunque resulta lo´gicamente equivalente la concepcio´n
de una Ma´quina de Turing capaz de manejar directamente tambie´n otros s´ımbolos); un cabezal de
lectura/escritura capaz de avanzar o retroceder a lo largo de la cinta, leyendo el s´ımbolo escrito en cada
casilla o escribiendo un s´ımbolo nuevo; y una lista de reglas que indican que´ debe hacer la ma´quina
(“avanzar cabezal”, “retroceder cabezal”, “escribir”, “detenerse”), en funcio´n del s´ımbolo le´ıdo en cada
momento (ver, por ejemplo, http://wap03.informatik.fh-wiesbaden.de/weber1/turing/tm.html).
4En este contexto, una red neuronal (artificial) es otra entidad computacional teo´rica, formada
por la interconexio´n de un nu´mero finito de elementos simples (“neuronas”) unidos entre s´ı a trave´s de
conexiones unidireccionales. En la versio´n ma´s comu´n, cada elemento o neurona admite un determinado
nu´mero (> 1) de entradas, y genera una u´nica salida so´lo en caso que la suma total de sus entradas
activadas supere cierto umbral previamente definido. Adicionalmente, a cada entrada se asocia un
coeficiente de importancia (comu´nmente un nu´mero racional) o “peso” relativo, capaz de admitir
cambios a medida que transcurre el tiempo. La red neuronal puede entonces “aprender” en base a
ejemplos, por modificacio´n (“entrenamiento”) de los pesos de cada entrada de modo tal que, si las
entradas del conjunto se activan con entidades similares al ejemplo, la salida o respuesta total de la
red tambie´n queda activada y, por el contrario, queda anulada en presencia de entidades no similares
al ejemplo original. La cuantificacio´n del significado de la palabra “similar”, sirve as´ı mismo para
determinar el peso relativo asociado con la entrada de cada neurona. Esta versio´n elemental de una red
neuronal capaz de clasificar objetos en las dos clases fundamentales es y noEs, tambie´n se denomina
frecuentemente “perceptro´n”.[13]
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pitiendo con la representacio´n simbo´lica o conexionista (asociativa). No existe so´lo una
forma correcta para describir la cognicio´n. Las tres formas aqu´ı mencionadas [simbo´li-
ca, asociativa, conceptual] deber´ıan verse ma´s bien como niveles de representacio´n de
la cognicio´n bajo diferentes escalas de resolucio´n.”5
2. Aprendizaje automa´tico (“machine learning”)
La abstraccio´n hacia espacios conceptuales provee tambie´n una mejor representacio´n
de los procesos de aprendizaje en general, y la formacio´n de conceptos en particular.
Precisamente, la teor´ıa de espacios conceptuales ser´ıa una “teor´ıa intermedia” de las
funciones cerebrales, cubriendo la brecha hasta ahora existente entre la Neurolog´ıa,
considerada como una teor´ıa en alta resolucio´n o de micro-enfoque, con descripcio´n
de estructuras esta´ticas a trave´s del estudio histolo´gico de las neuronas y los aspectos
electroqu´ımicos en las sinapsis; y la Psicolog´ıa, entendida como la visio´n a gran escala o
de macro-enfoque para describir complejas actividades dina´micas tales como el pensar
y el sentir, y que concibe la estructura esta´tica ya a trave´s de esquemas o atributos
tambie´n complejos en s´ı mismos, tales como instinto (“firmware”, en el lenguaje de
Ciencias de Computacio´n) y memoria (“RAM”, tambie´n desde el punto de vista de
Ciencias de Computacio´n), por ejemplo.
Las dimensiones a tenerse en cuenta para la concepcio´n de los espacios conceptuales
son la base para cualquier representacio´n segu´n este nuevo modelo. Aparentemente,
tanto algunos animales, as´ı como los humanos, somos capaces de representar las cuali-
dades o propiedades de los objetos (por ejemplo mientras planificamos una accio´n) sin
necesidad de asumir la existencia de un lenguaje u otro sistema simbo´lico espec´ıfica-
mente destinado a la representacio´n de dichas cualidades. Por lo tanto, las dimensiones
de cualidades o propiedades en los espacios conceptuales parecen ser independientes de
las representaciones simbo´licas, y ma´s fundamentales que e´stas. Se trasciende de este
modo los tradicionales enfoques sema´nticos que, se debe reconocer, esta´n aquejados sea
por una excesiva complejidad a nivel matema´tico formal, sea por contraejemplos que
muestran serias debilidades tan pronto como se pretende disminuir aquella complejidad
matema´tica inherente a la descripcio´n de una estructura formal complicada, incurriendo
en simplificaciones conflictivas. Goodman [10] proporciona uno de tales cla´sicos contra-
ejemplos a trave´s de su “enigma de induccio´n”: Todas las esmeraldas identificadas hasta
el d´ıa de hoy por medio de algu´n criterio distinto al color, han demostrado adema´s ser
verdes. Denominemos ahora, por ejemplo, “verdul” a todo aquello que es verde antes
del an˜o 3000 y azul a partir del An˜o Nuevo 3000. (De manera similar, podemos llamar
“azurde” a lo azul antes de esa fecha y verde luego de la misma). Esto significa que
todas las esmeraldas examinadas hasta la fecha pueden ser en realidad verdules. ¿Por
5“. . .One of my objectives here is to show that a conceptual model based on geometrical and
topological representations deserves at least as much attention in cognitive science as the symbolic and
the associationistic approaches.
Again, the conceptual representations should not be seen as competing with symbolic or connectionist
(associationist) representations. There is no unique correct way of describing cognition. Rather, the
three kinds mentioned here can be seen as three levels of representations of cognition with different
scales of resolution.”.[7]
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que´ no esperar entonces que la propiedad “verdul” sea tan buena como la propiedad
“verde” al hacer predicciones inductivas relacionadas con esmeraldas u otros objetos
con ese atributo?
Goodman denomina “proyectables” a las propiedades u´tiles al razonamiento induc-
tivo. Si lo u´nico que se sabe respecto a las propiedades es que son algu´n tipo de funciones
abstractas, no hay forma de distinguir entre propiedades “naturales” (tales como “ver-
de”), y propiedades inductivamente proyectables (y probablemente inu´tiles), tales como
“verdul”.
3. El enfoque geome´trico
Veamos si es posible superar estos conflictos introduciendo la nocio´n de “espacios
conceptuales”: Llamaremos “espacio conceptual” a un conjunto E = {D1, D2, . . . , Dn}
cuyos elementos (dimensiones) representan cualidades Di. Un “punto” de tal espacio
se puede concebir entonces como una entidad (vector) de la forma v = (d1, d2, . . . , dn).
Ahora bien, ¿co´mo se puede representar una “propiedad” en tal espacio? La idea que
surge naturalmente, es identificarla con una regio´n del espacio conceptual. En este con-
texto, se entendera´ por “regio´n” una nocio´n espacial determinada por la topolog´ıa o
geometr´ıa inherente a E . Por ejemplo, se puede asignar un punto para representar
“ahora” sobre alguna dimensio´n temporal, y esta sola accio´n determina inmediata-
mente la divisio´n del espacio de entidades (vectores) en dos regiones correspondientes
a propiedades denominadas “pasado” y “futuro”. Es pertinente hacer notar que este
principio de definicio´n no presupone ni el concepto de “objeto”, ni el concepto de un
mundo sema´ntico potencial (un mundo de significados posibles) propio de definiciones
ma´s tradicionales.
Formalmente, es posible construir una “regio´n” a trave´s de una relacio´n primitiva,
reflexiva y sime´trica, denominada “conexio´n”, que representaremos como c. Entonces,
diremos que una regio´n X es “conexa”, si y solamente si para cualquier par de regiones
Y, Z, tales que (Y ∪Z) = X , se verifica (Y, Z) ∈ c6, es decir, si la unio´n de las regiones
Y y Z es igual 7 a la regio´n original X , entonces existe una conexio´n entre Y y Z. La
regio´n X se llama “inconexa”, si y solamente si X no es conexa [15]. Resulta conveniente
definir tambie´n:
Una relacio´n llamada “entre” (e) sobre puntos de un espacio conceptual, tal que:
◦ (A, B, C) ∈ e =⇒ A 6= B∧B 6= C ∧A 6= C. (Si B esta´ entre A y C, entonces
los tres son puntos distintos entre s´ı).
◦ (A, B, C) ∈ e =⇒ (C, B, A) ∈ e. (Si B esta´ entre A y C, entonces B esta´ tam-
bie´n entre C y A).
6Como c es una relacio´n reflexiva y sime´trica, por definicio´n de estos te´rminos, para regiones X, Y
cualesquiera, se cumple que: (X, X) ∈ c y tambie´n que: (X, Y ) ∈ c =⇒ (Y, X) ∈ c.
7Se considera fuera del alcance del presente art´ıculo cualquier intento de definicio´n de conceptos
fundamentales propios de la Teor´ıa de Conjuntos, tales como “unio´n”, “igualdad”, o “pertenencia”, y
se emplea directamente e´stos con el mismo sentido que en dicha Teor´ıa [1].
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◦ (A, B, C) ∈ e =⇒ (B, A, C) 6∈ e. (Si B esta´ entre A y C, entonces A no
esta´ entre B y C).
◦ (A, B, C) ∈ e∧ (B, C, D) ∈ e =⇒ (A, B, D) ∈ e. (Si B esta´ entre A y C, y C
esta´ entre B y D, entonces B esta´ tambie´n entre A y D).
◦ (A, B, D) ∈ e∧ (B, C, D) ∈ e =⇒ (A, B, C) ∈ e. (Si B esta´ entre A y D, y C
esta´ entre B y C, entonces B esta´ tambie´n entre A y C). 8
Un “asteroide” (con forma de estrella) respecto a un punto P , como un subcon-
junto S de un espacio conceptual E tal que, si X es un punto deS , entonces todos
los puntos entre (segu´n se acaba de definir) X y P son tambie´n puntos de S. Es
posible demostrar que todo asteroide es una regio´n conexa, aunque la afirmacio´n
rec´ıproca no sea va´lida.
Un “conjunto convexo”, como un subconjunto S de un espacio conceptual E, que
es adema´s un asteroide respecto a cualquiera de sus puntos. Entonces, toda regio´n
convexa es tambie´n un asteroide, aunque la afirmacio´n rec´ıproca una vez ma´s no
sea va´lida.
La figura 1 muestra representaciones euclidianas bidimensionales para ilustrar las
anteriores definiciones, pero conviene enfatizar que estas representaciones corresponden
a un ejemplo particular y simplificado de los conceptos expuestos que, de hecho, ni esta´n
limitados a dos dimensiones, ni esta´n limitados a espacios euclidianos.
En este contexto, llamaremos “propiedad natural” a una regio´n convexa de un espa-
cio conceptual, y se enfatiza que esta definicio´n se apoya simplemente en la existencia de
la relacio´n “entre” definida, como aqu´ı se ha hecho, de una manera absolutamente ge-
neral y no simplemente restringida a nuestras intuiciones probablemente ma´s pro´ximas
a una concepcio´n puramente euclidiana.
Ahora bien, la distincio´n entre “propiedades” y “conceptos” se torna confusa bajo
las representaciones simbo´licas o conexionistas que han dominado hasta el momento
el panorama de las ciencias cognitivas. En particular, desde el punto de vista de una
representacio´n lo´gica, por ejemplo, tanto propiedades como conceptos son predicados
que pueden corresponder, sin embargo, a categor´ıas gramaticales muy diferentes tan
pronto como se hace referencia a un lenguaje natural.
Desde el punto de vista de representacio´n geome´trica, las propiedades constituyen
un caso especial de los conceptos. Las primeras, se identifican con regiones de compor-
tamiento particularmente “bueno” (regiones convexas) dentro de un espacio conceptual
dado. Si se elaboran en cambio las ideas previamente expuestas evitando la restriccio´n a
un tipo particular de regiones, es posible definir ahora un “concepto natural” como una
entidad formada por un conjunto de regiones de un espacio conceptual, ma´s un conjunto
de nu´meros que simbolizan la forma en que tales regiones esta´n (o no) conectadas entre
8Si estos enunciados parecen obscuros, unos breves momentos de reflexio´n nos convencera´n que ellos
coinciden plenamente con nuestro concepto intuitivo sobre el significado de la relacio´n “entre”, aunque
tales enunciados son en esencia de cara´cter mucho ma´s general que nuestra intuicio´n (normalmente
euclidiana) al respecto. Si, por el contrario, los enunciados nos parecen obvios, sera´ bueno recordar la
cita inicial del presente art´ıculo, y aceptar con paciencia este torpe intento de escribir “poes´ıa precisa”.
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Figura 1: Ilustracio´n simplificada de regiones en el espacio conceptual bidimensional. (a)
Regio´n inconexa. (b) Regio´n conexa. (c) Asteroide respecto al punto P, pero no respecto al
punto Q. (d) Regio´n convexa o “propiedad natural”. (cfr.: GA¨RDENFORS 2004).
s´ı. No´tese que no se esta´ particularizando el te´rmino “regio´n” y, de hecho, un concepto
podr´ıa estar entonces formado por regiones inconexas o conexas (de cualquier tipo), por
asteroides, o por regiones convexas.
4. Espacios conceptuales, aprendizaje, e induccio´n
En la pra´ctica, el papel cognitivo fundamental de los conceptos es constituir un
nexo entre percepcio´n y accio´n. En el caso ma´s simple, cuando basta una relacio´n
directa entre el percibir y el actuar, un concepto constituye en realidad un procedimiento
para la toma de decisiones, con la percepcio´n dividida en categor´ıas, y siendo cada
categor´ıa capaz de determinar la eleccio´n de una accio´n en particular. La dificultad
espec´ıfica estriba en lograr automa´ticamente, a trave´s de una computadora, validez en
las generalizaciones necesarias para enfrentar exitosamente situaciones nuevas (“Mucho
gusto”, dijo el puercoesp´ın frente al cepillo de ban˜o; cfr.: GA¨RDENFORS 2004).
En el nivel de representacio´n conceptual, se entiende que el est´ımulo percibido
esta´ dividido en categor´ıas a lo largo de una dimensio´n o dominio particular. La aplica-
bilidad de cualquier generalizacio´n de un procedimiento de decisio´n dado, puede conce-
birse entonces en funcio´n de la distancia (otra vez, no necesariamente euclidiana) entre
el est´ımulo percibido en una situacio´n nueva, y un est´ımulo “prototipo”. En la pra´ctica,
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interesa ver precisamente co´mo utilizar estas ideas durante los procesos de aprendizaje
automa´tico [3] sobre computadoras electro´nicas digitales:
El aprender un concepto (tambie´n para una ma´quina) es un proceso que frecuen-
temente se inicia adoptando una generalizacio´n a partir de un nu´mero limitado de
“ejemplares” del concepto[13]. Usando la idea de existencia de prototipos de concep-
tos, sera´ posible extraer una instancia t´ıpica del concepto a partir justamente de los
ejemplares antes mencionados. Estos ejemplares sera´n simplemente puntos en el espacio
conceptual, cuyas coordenadas pueden usarse para calcular las coordenadas del concep-
to prototipo para una clase dada de ejemplares. Una forma muy simple de realizar este
ca´lculo es, por ejemplo, tomar como coordenada del prototipo la media aritme´tica de







donde Pki representa la i-e´sima coordenada del prototipo para el concepto k-e´simo, nk
es el nu´mero de ejemplares disponibles para esa clase particular de conceptos, y xki
son las k instancias correspondientes a los ejemplares disponibles para la coordenada i-
e´sima. Se genera de esta manera una particio´n en categor´ıas (categorizacio´n de Voronoi
[5]) sobre conceptos que resultan dina´micos en el sentido que, tan pronto como el agente
observador registra un nuevo ejemplar xk de la categor´ıa k , el prototipo de la categor´ıa
puede (en general) cambiar, ya que es posible que la media en base a la cua´l se han
calculado sus coordenadas sufra de hecho un cambio.
Resulta as´ı mismo veros´ımil que la modalidad de aprendizaje (supervisado a trave´s
de la existencia de ejemplares definidos) que acaba de ser expuesta, corresponda al
mecanismo natural en el ser humano, y explica inclusive la generalizacio´n inadecuada
que puede producirse al formar conceptos en base a un nu´mero reducido de prototipos:
“. . . Por ejemplo, cuando un nin˜o aprende la palabra ‘perro’ (o una versio´n
‘guau-guau’ de e´sta), aplicara´ tal nocio´n no solamente a perros, sino tambie´n
a lobos, caballos, terneros, y otros animales. Presumiblemente, el nin˜o so´lo
domina unos cuantos prototipos en el espacio de animales y los usa para
generar una particio´n sobre el espacio completo. . . ” 9 [6].
Naturalmente, el proceso de aprendizaje que acaba de ser descrito es susceptible de
programacio´n muy directa sobre computadora, lo que confiere una gran utilidad a este
modelo conceptual en particular.
5. Hacia un nuevo enfoque sema´ntico
¿Y que´ sucede con la Sema´ntica? Existe consenso respecto a que la Sema´ntica (as´ı,
con mayu´scula), es la ciencia que se ocupa de la relacio´n entre palabras o expresiones
9“. . . For example, when a child learns the word ‘dog’ (or a ‘bow-wow’ version of it) this notion will
be applied not only to dogs, but to wolves, horses, calves, and so forth. Presumably, the child only
masters a few prototypes in animal space and these prototypes are used to generate a partioning of
the entire space. . . “
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de un idioma y su significado. Tan pronto como se trata de explicar la naturaleza de
esta relacio´n, sin embargo, las opiniones difieren. Como consecuencia de este hecho,
persiste una muy larga disputa filoso´fica sobre el “significado del significado” (cfr.:
GA¨RDENFORS 2004).
Si bien la concepcio´n de espacios conceptuales probablemente no baste para resolver
esta secular disputa, cuando menos s´ı logra estructurarla en cambio alrededor de ciertos
aspectos o cuestiones fundamentales que una Teor´ıa Sema´ntica u´til deber´ıa ser capaz
de responder:
La cuestio´n ontolo´gica: ¿que´ son los significados?
La cuestio´n sema´ntica propiamente dicha: ¿cua´l es la relacio´n entre las expresiones
lingu¨´ısticas y sus significados?
La cuestio´n del aprendizaje: ¿co´mo aprender (tanto si la entidad que aprende es
un ser vivo, como si es una computadora) el nexo entre las expresiones lingu¨´ısticas
y sus significados?
La cuestio´n de la comunicacio´n: ¿co´mo comunicar o transmitir exitosamente los
significados?
La geometr´ıa y la topolog´ıa inherentes a los espacios conceptuales parecen brin-
dar herramientas u´tiles tambie´n para analizar significados en base a una “Sema´ntica
Lexicogra´fica” [9] que adopta la tesis de que las expresiones lexicogra´ficas ba´sicas de
cualquier idioma (o, por supuesto, cualquier lenguaje artificial) se representan sema´nti-
camente como conceptos naturales. En este contexto, las palabras “ba´sicas” y “concep-
tos naturales” se deben entender, respectivamente, en el sentido de “protot´ıpicas”, y
“relacionadas a regiones del espacio conceptual”, segu´n se expuso anteriormente. As´ı, los
adjetivos “ba´sicos” se representan sema´nticamente como propiedades naturales (regio-
nes convexas); los verbos “ba´sicos”, como conceptos dina´micos, es decir, involucrando
tambie´n un dominio temporal; y los sustantivos “ba´sicos”, como conceptos esta´ticos (no
dina´micos) sobre mu´ltiples dominios. Adema´s de estas clases de palabras, las preposi-
ciones han sido extensamente estudiadas en Sema´ntica Cognitiva y queda claro que su
funcio´n esencial (otra vez, “ba´sica”) es expresar relaciones que, en un espacio conceptual
pueden interpretarse, de una manera natural, como relaciones entre regiones distintas.
Claramente, au´n quedan para el futuro muchas a´reas sema´nticas pendientes de de-
sarrollo formal profundo: muchas a´reas abiertas a la investigacio´n de punta en el mundo
entero. Pero el enfoque geome´trico se muestra en la actualidad altamente promisorio.
Tan pronto como se usa el enfoque geome´trico en relacio´n con te´cnicas de induccio´n,
se producen cambios y una situacio´n de avance similares a los expuestos en el pa´rrafo
anterior, cuando se trata de automatizar (siempre mediante una computadora) la reali-
zacio´n de inferencias inductivas, es decir, al llevar a la pra´ctica con medios (electro´nicos)
artificiales una de las ma´s impresionantes caracter´ısticas del sistema cognoscitivo hu-
mano: La induccio´n se percibe como emparentada muy directamente con el proceso de
formacio´n de conceptos y, bajo la perspectiva geome´trica, los conceptos formados por
ii
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inferencia inductiva exhiben correctamente los efectos de los prototipos, en contraste
con lo que sucede bajo el punto de vista estrictamente simbo´lico, que presupone la
existencia de conceptos en un sentido aristote´lico.
6. Un ejemplo de uso pra´ctico
Aproximadamente desde la segunda mitad de la de´cada de 1980, muchos cient´ıficos
comparten la teor´ıa de que, para cumplir sus funciones espec´ıficas, cuando menos al-
gunas estructuras de la corteza cerebral realizan una especie de “mapeo” topogra´fico
entre la posicio´n f´ısica de las neuronas involucradas en el proceso y los puntos de algu´n
otro espacio, posiblemente abstracto:
“Propongo, por lo tanto, la hipo´tesis de que los mapas distribuidos en la corte-
za cerebral, as´ı como muchas otras estructuras laminares sub-cerebrales, esta´n todos
involucrados en la transformacio´n de coordenadas desde puntos de un espacio de esta-
dos neuronal hacia otro, por interaccio´n directa de mapas topogra´ficos me´tricamente
deformados y conectados verticalmente.” 10
As´ı, resulta perfectamente natural la aplicacio´n de las ideas aqu´ı expuestas respecto a
espacios conceptuales, en modelos de visio´n para robots o visio´n por computadora, para
citar una de muchas posibilidades concretas. Esto es especialmente factible teniendo en
cuenta las evidencias respecto a la existencia en el cerebro humano de una “corteza
visual” con topograf´ıa espec´ıfica [11]:
En el sistema artificial, las ima´genes digitalizadas, que se reciben como entradas
(“input”) para dicho sistema, se procesan posteriormente a un nivel conceptual, trans-
formando las coordenadas espaciales y de valores de gris o de color captadas por una
ca´mara de video (los “ojos” del robot, por ejemplo). Esta transformacio´n de coordenadas
(que puede involucrar vectores de 6 o ma´s dimensiones, como ser 2 o´ 3 dimensiones espa-
ciales, 1 o´ 3 dimensiones esta´ndar de color y, eventualmente, dimensiones de “orientacio´n
relativa” y “factores de forma” para una fa´cil comparacio´n con patrones preestableci-
dos) genera un mapa dentro del espacio conceptual para, en u´ltima instancia, posibilitar
una respuesta adecuada por parte del sistema automa´tico (cfr.: GA¨RDENFORS 2004).
Naturalmente, e´sta es so´lo una de las muchas posibilidades de explotacio´n pra´ctica de
los espacios conceptuales en a´reas de uso contempora´neo en Tecnolog´ıa de Informacio´n,
tales como aprendizaje automa´tico, procesamiento de lenguaje natural, representacio´n
del conocimiento, reconocimiento de patrones, fusio´n de datos, y motores de inferencia
y sistemas expertos.
10“I therefore propose the hypothesis that the scattered maps within the cerebral cortex, and many
subcerebral laminar structures as well, are all engaged in the coordinate transformation of points in one
neural state space into points in another, by the direct interaction of metrically deformed, vertically
connected topographic maps.” [2]
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7. Conclusio´n
Concluyamos el presente art´ıculo citando el pa´rrafo final del ma´s reciente libro de
Ga¨rdenfors:
“En el apogeo del positivismo lo´gico y la inteligencia artificial a la antigua, cuando
el enfoque simbo´lico era el u´nico en juego, el grito de guerra era ‘¡id y axiomatizad!’ Ma´s
tarde, los conexionistas propagaron una metodolog´ıa ma´s pragma´tica: ‘¡dejad que las
redes recojan cuanta estructura existe, entrenando, entrenando, y entrenando!’ Creo
que ninguno de los dos enfoques brinda una descripcio´n completa de nuestros procesos
cognitivos. Para entender la estructura de nuestros pensamientos y ser capaces de cons-
truir sistemas artificiales con capacidades cognitivas similares [a las nuestras], debemos
apuntar hacia la revelacio´n de nuestros espacios conceptuales.”11
En vista de los resultados pra´cticos obtenibles y ya demostrados, la anterior suge-
rencia de Ga¨rdenfors parece altamente positiva y u´til de seguir no solamente (como de
hecho ya se lo esta´ haciendo) dentro de la vast´ısima a´rea de Tecnolog´ıa de Informacio´n
y Ciencias de Computacio´n.
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