The underlying mechanisms for one photon phase control are revealed through a master equation approach. Specifically, two mechanisms are identified, one operating on the laser time scale and the other on the time scale of the system-bath interaction. The effect of the secular and non-secular Markovian approximations are carefully examined.
Introduction:
The possibility of manipulating and controlling quantum systems by using quantum features is the goal of many modern control protocols 1 . An unusual type of control, one photon phase control (OPPC), has been the subject of recent attention and discussion (see, e.g., Faraday Discussions 153 2 ). In this case, control takes place by varying the relative phase of components of a weak pulse, while keeping the power spectrum of the light source fixed. A seminal proof 3 showed that one-photon phase control was not possible for isolated molecular systems in which control is over products in the continuum. A subsequent experiment on control of retinal isomerization in bacteriorhodopsin 4 motivated controversy [5] [6] [7] [8] and the need for clarification of conditions under which such control was possible. This clarification, provided in Ref. 9 showed that control was possible for both closed systems and for open quantum systems under well defined conditions. Specifically, we showed the following for control of an observableÔ in a system defined by HamiltonianĤ M :
(a) If the system is closed (i.e., not coupled to an environment), then onephoton phase control is possible if [Ĥ M ,Ô] = 0. For example, control over isomerization in an isolated molecule is possible since the probability of observing an isomer (e.g., cis or trans) is an observable that does not commute withĤ M .
One-photon phase control and closed quantum systems
Let us consider a molecular system M described by the HamiltonianĤ M witĥ H M |a = E a |a . If the system state is described by the density operatorρ M , the expectation value of a given observableÔ of system M at time t can be calculated as
If [Ô,Ĥ M ] = 0, we simply get
For this case, only diagonal terms contribute to the time evolution of the expectation value of the observableÔ. The essence of phase control is trying to manipulate the expectation ofÔ by changing the phase of an applied laser pulse. When the laser pulse is taking into account, the Hamiltonian can be re-written asĤ 0 =Ĥ M +Ĥ MR =Ĥ M −d· E(z,t), with E(z,t) = εE(z,t) where
is the amplitude of the field with polarization vector ε, which can be expressed in terms of frequency spectrum ǫ(ω) = |ǫ(ω)| exp[iφ(ω)] and,d is the transitiondipole operator. We are interested in manipulating the time evolution of the observableÔ by means of varying the spectral phase φ(ω) only. In order to clearly understand the role of the environment in OPPC, it is illustrative to analyze in detail the circumstances under which 9 phase control is not possible. The evolution of the density matrix, for unitary time-evolution, is governed byρ
where
Due the unitary character of the dynamics, we can integrate Eq. (4) by means of the following ansatz for the wavefunction
Let us consider, e.g., that the molecule is initially (t = −∞) in the pure state |E 1 , so we have b 1 (t = −∞) = 1 and b k (t = −∞) = 0 for k = 1. After formally integrating Eq. (5) for b m , we get
If the perturbation is weak, for unitary evolution, one can assume that b 1 (t) = 1 at all times, thus
where we have made use of Eq. (3) and definedǭ(ω) = ǫ(ω) exp(iωz/c). Since our interest is in the long time regime, we extend the upper integration limit to infinity and obtain 2πδ(ω m1 − ω) for the integral over s. Finally, we have
which yields
From here, it is clear that no spectral phase information is present in the diagonal terms, a = b, and therefore it is impossible to manipulate the time evolution of the observableÔ in Eq. (2) .
Based on the equation (9), it is easy to track the vanishing of the spectral phase contribution to the fact thatρ M was constructed as the projector onto the state |Ψ(t) , i.e., to the fact that the evolution is unitary. This can be understood as follows. Under unitary time evolution, the dynamics is generated by the unitary time-evolution operatorÛ(t) =T exp(−i t t 0 dsĤ(s)/h), by means of the relation
represents the density operator of a pure state |Ψ , thenÛ(t) evolves |Ψ (in the direct Hilbert space) whereasÛ † (t) evolves 1-11 | 3 Ψ| (in the dual Hilbert space). Since the generator in the dual space,Û † (t), is just the time-reversed version of the generator in the direct space,Û(t), then the evolution in the two spaces interfere in the density operator in such a way that no phase information is encoded in the diagonal elements [see Eq. (9)]. This will no longer be true in the case of non-unitary dynamics (e.g., for open quantum systems) because of time-symmetry breaking. This fact can be identified as a first contribution from the environment to OPPC (see below).
In what follows, we explore in detail the possible ways in which the environment can support the generation of OPPC.
One-photon phase control and open quantum systems.
The study of open-quantum-systems dynamics is a demanding and intricate task due to the various time/energy and coupling strength scales involved. In the case of molecular systems, it is common that one component of the system plays the role of the environment. For example, if one is interested in the electronic dynamics, then the vibrational and rotational modes of the same system comprise the environment. In this situation, one expects that the coupling to the environment is strong and the dynamics are non-local in time, i.e., it depends on the previous conformational states of the molecular system (non-Markovian dynamics) 12, 13 . This non-local character of the dynamics has been proved to be vital in physical systems under the influence of external fields 14, 15 Additionally, there is no apparent justification for neglecting the initial correlations between the part we name the system and the part we name the environment. All these features prevent us from applying standard approximation schemes and somehow hide the underlying physical processes.
In order to identify the contribution from the environment to the one-photon phase control, we consider the following situation: a molecular system M is at equilibrium with its environment, a stationary/incoherent situation that is subsequently irradiated by a coherent laser pulse. In the first part of our analysis, Sec. (3.1), we neglect the initial correlation between the system and the environment and discuss how the non-unitary dynamics induced by the environment could assist OPPC. In the second part, Sec. (3.2), we include the initial correlations with the environment and show how they could enhance the role of the environment in assisting OPPC.
Influence of the non-unitary dynamics
In order to consider the influence of the environment on the system in a consistent way, we start by considering the total dynamics of the two parts by means of the total HamiltonianĤ
whereĤ ME denotes the interaction between the system and the environment and H E characterizes the environment. Let us consider that the interaction between the system and the bath is of the general form
whereK u andΦ u are operators of the system and the environment, respectively. Note thatK u andΦ u could be non-Hermitian as long asĤ ME is Hermitian. At this point, we assume that the initial density operatorρ ME of the system+bath factorizes at t = t 0 into a product of the system partρ M and the environment part ρ E , that is asρ ME (t 0 ) =ρ M (t 0 ) ⊗ρ E (t 0 ).
For this case, the non-Markovian evolution of the system density matrix elements can be cast in the form (cf. Chapter 3 in Ref. 16 )
where M ab,cd (t) determines the time span for correlations and are called the memory matrix elements (cf. Chapter 3 in Ref. 16 ). They are defined by
with K u ab = a|K u |b , and satisfy the relation M * ab,cd (t) = M dc,ba (−t). The reservoir correlation function C uv (t) is given by
The first line in Eq. (12) describes the unitary evolution and is completely equivalent to Eq. (4). Hence, if no phase control can be achieved from Eq. (4), no phase control can be achieved from this part of the evolution in Eq. (12) . The remaining lines describe the non-unitary non-Markovian dynamics, characterized by the non-local evolution implied by the integration from 0 to t − t 0 . The most relevant feature of this second part of Eq. (12) is the fact that the off-diagonal elements affect the dynamics of the diagonal terms, despite the weak field condition. Consider then the case where the system is initially in equilibrium with the bath and the excitation follows. For convenience, let us write Eq. (12) , one can show that in the long time regime, and in the absence of the laser, the density operator of the system is well characterized by the canonical distributionρ M,can , i.e., 
The zeroth-order termρ M (t) describes the dynamics in the absence of the laser and based on the description above, can be trivially obtained asρ In deriving Eq. (9), we had assumed thatρ M (0) = |1 1|, whereas in our case we have an incoherent superposition of eigenstates (15) . Hence, by virtue of the linearity of the master equation (12), we can infer directly that
Therefore, it is clear that from Eq. (19) that no phase information is encoded in the populations, a = b, ofρ M (t) accounts for the evolution of the state prepared by the laser excitation in the presence of the system-bath dynamics. For the populations ofρ
Explicitly integrating Eq. (20) requires that we specify the system-bath interactions [Eq. (11) ] and the bath nature. For real environments this integration is not possible and one has to appeal to specific models; in the Appendix we discuss the most relevant features of the commonly used bosonic bath. Despite the sheer complexity of integrating Eq. ab to ρ (2) aa . This phase control is of second order in both the radiation field and in the system-bath coupling strength. Note that the radiation field (the first two terms) also couples ρ (1) ab to ρ (2) aa . This contribution, however, is third order in the radiation field and thus is negligible in our current considerations of second order effects.
The time dependence of the M matrix elements signifies the non-Markovian character of the dynamics, which can be associated with the environment selfcorrelations. These self-correlations allows for a back and forth information flow between the system and the bath 19 . If the dynamics is Markovian (see next case below), the information flow is unidirectional: from the system to the bath. This information flow can be understood as an entropy flux and in the case of Markovian dynamics results in an always increasing entropy of the system M. In the presence of external driving fields, non-Markovian terms are essential 20 . In our case, this back and forth flow allows for an efficient transfer of phase information via the bath. Additionally, the non-Markovian dynamics is characterized by slower correlations decay-rate 21 , allowing thus the presence of phase control for longer times 18 .
3.1.1 Markovian Approximation-If the environment quickly "forgets" any internal self-correlations during its interaction with the system, that is, if any dynamically established quantum correlations between parts of the environment are destroyed on a time scale much shorter than the characteristic time scale of the interaction-picture reduced density operator of the system, the Markovian approximation can be invoked. Mathematically, this means that the correlations C uν (τ), and hence the M matrix elements, die off quickly as τ > 0, and thus the τ integral in Eq. (20) picks up contribution only from ρ ab (t), rendering the dynamics time-local. Moreover, it does not make a difference if we extend the upper limit of integration to infinity, in which case the matrix elements Γ ab,cd , defined below, become constant. As a result, a Markovian master equation is obtained:
This master equation retains the essential feature of the coupling of ρ (1) ab to ρ (2) aa as in Eq. (20) . As a result, even given the Markovian approximation, the population will show phase dependence of second order in the radiation field and of second order in the system-bath coupling. The Markovian approximation, which results in the time locality of the master equation, does not undermine the essential feature of phase dependence in the population. However, Markovian dynamics results, in general, in a stronger correlations decay-rate 21 and therefore, the phase 
This approximation decouples the evolution of the diagonal elements from that of the off-diagonal terms via the bath. Hence no phase control in the population can be observed, due to the artificial truncation of the off-diagonal terms. Thus, the secular approximation is not appropriate for the study of environmentally assisted phase control. Alternatively, from a physics perspective, if the secular approximation is indeed valid for some system of interest, then our analysis shows that OPPC is not achievable in such a system.
The significant influence of the initial system-bath correlations
The presence of initial correlations between the system and bath,ρ ME (t 0 ) = ρ M (t 0 ) ⊗ρ E (t 0 ), introduces an important new contribution in the master equation [Eq. (12) ]. For completeness we write the entire expression,
whereρ E (t 0 ) = tr SρME (t 0 ) andρ M (t 0 ) = tr EρME (t 0 ). The new term in the dynamics exposes the initial correlations between the system and the environment. Note that this is an extension beyond standard master equations, which do not usually include the state of the environment explicitly. Ifρ ME (t 0 ) factorizes into system and bath terms, then it is clear that the terms in the second line in Eq. (24), the ones which account for the initial correlations, vanish. In the opposite case, this would imply that the initial stationary state should be re-derived taking into account this new driving term, i.e., the new stationary state will not be diagonal in the energy eigenbasis. The immediate consequence of this fact is that the initial state, before the coherent excitation takes place, will contain stationary coherences 15 , i.e. non-zero time independent off-diagonal elements of the system density matrix in the energy representation, which will allow for phase control. after the pulse is over, the system to relax to a laser-phase-independent equilibrium state as well 18 . As such, and under these circumstances, environmentally assisted one-photon phase control will only survive for a well defined time after the laser excitation is over. By contrast, if the bath comprises part of the same system as, e.g., in macromolecules, then the induced OPPC survive for longer times assisted by the complex structure of the bath and the strong coupling to it 11 . In general, rates and time scales over which this control persists is dependent upon, and requires numerical studies of, individual systems of interest.
