Abstract. Regular normalized W -valued spectral measures on a compact Hausdorff space X are in one-to-one correspondence with unital * -representations ρ : C(X, C) → W , where W stands for a von Neumann algebra. In this paper we show that for every compact Hausdorff space X and every von Neumann algebras W 1 , W 2 there is a one-to-one correspondence between unital * -representations ρ : C(X, W 1 ) → W 2 and special B(W 1 , W 2 )-valued measures on X that we call non-negative spectral measures. Such measures are special cases of non-negative measures that we introduced in our previous paper [3] in connection with moment problems for operator polynomials.
Introduction
A * -representation of a C * -algebra A is an algebra homomorphism ρ : A → W such that ρ(a * ) = ρ(a) * for every a ∈ A, where W is a von Neumann algebra. Our main result is the following theorem on * -representations of the form ρ : C(X, W 1 ) → W 2 , where X is a compact Hausdorff space and W 1 , W 2 are von Neumann algebras. It is a generalization of the usual situation, i.e., * -representations of the form ρ : C(X, C) → W (see Theorem 2 below). By B(W 1 , W 2 ) we denote the Banach space of all bounded linear operators from W 1 to W 2 . Theorem 1. Let X, W 1 , W 2 , B(W 1 , W 2 ) be as above and ρ : C(X, W 1 ) → W 2 a linear map. Let Bor(X) be a Borel σ-algebra on X. The following statements are equivalent.
(1) ρ : C(X, W 1 ) → W 2 is a unital * -representation.
(2) There exists a unique regular normalized non-negative spectral measure M : Bor(X) → B(W 1 , W 2 ) such that
for every F ∈ C(X, W 1 ).
A set function M : Bor(X) → B(W 1 , W 2 )
is a non-negative spectral measure if for every hermitian projection P ∈ W 1 the set function M P : Bor(X) → W 2 , M P (∆) := M (∆)(P )
is a spectral measure such that
holds for all hermitian projections P, Q ∈ W 1 and all sets ∆ 1 , ∆ 2 ∈ Bor(X).
Remark 1.
(1) Spectral measures and their adaptations are well-studied in the representation theory (e.g., [2] , [6] , [7] , [10] ). We introduced nonnegative measures in [3] , where we studied moment problems in the case of operator polynomials (see Sections 3-5 below for a concise treatment of non-negative measures). Non-negative spectral measures are their special cases (see Sections 7, 8) . (2) Note that since every von Neumann algebra is a dual of a Banach space, the existence of a representing measure in Theorem 1 is already covered as a special case of [8, Theorem 3.3.] . The interesting part of Theorem 1 is a concrete description of the representing measure in this special case and a one-to-one correspondence between * -representations and measures.
The paper is structured in the following way. In Section 2 we introduce some terminology and state a well-known representation theorem for abelian C * -algebras. In Section 3 we present the complex version of the measure and integration theory from [3] in a more systematic way. Section 4 provides a characterization of nonnegative measures (see Theorem 4) . In Section 5 we extend the integration theory to a Banach space which in particular constists of all bounded measurable W 1 -valued functions and obtain a slight extension of [3, Proposition 2] ; see Theorem 5. In Section 6 we show how our measures are connected with the measures from [8] (see Proposition 4) . In Section 7 we introduce non-negative spectral measures. Section 8 provides a characterization of non-negative spectral measures (see Theorem 6) , which is then used in Section 9 to prove Theorem 1 (see Theorem 7 and Corollary 2).
Preliminaries
Let (X, S, H) be a measure space, i.e., X is a set, S a σ-algebra on X and H a Hilbert space, and Id H denotes the identity operator on H. Spectral measure F : S → B(H) is a positive operator-valued measure with an additional property that it maps into the set of hermitian projections; see [1, Definition 2] . F is normalized if F (X) = Id H . F on a locally compact space X, equipped with a Borel σ-algebra Bor(X), is regular if the complex measures F h1,h2 : Bor(X) → C, F h1,h2 (∆) := F (∆)h 1 , h 2 are regular for all h 1 , h 2 ∈ H. It is a well-known fact that every normal operator A can be represented as an integral with respect to a unique regular normalized spectral measure F , i.e., A = R t dF (t).
A * -representation of a C * -algebra A is an algebra homomorphism ρ : A → W such that ρ(a * ) = ρ(a) * for every a ∈ A, where W is a von Neumann algebra. Spectral measures are interesting also due to the following result; see [4, p. 259] and note that B(H) can be replaced by W by [9, Theorem 2.7.4].
Theorem 2. Let X be a compact Hausdorff space, W a von Neumann algebra and ρ : C(X, C) → W a linear map. Let Bor(X) be a Borel σ-algebra on X. The following statements are equivalent.
(1) ρ : C(X, C) → W is a unital * -representation. (2) There exists a unique regular normalized spectral measure F : Bor(X) → W such that ρ(f ) = X f dF for every f ∈ C(X, C).
Remark 2.
(1) The assumptions that X is a compact Hausdorff space and ρ a linear map of the form ρ : C(X, C) → W can be replaced by the assumptions that X is a locally compact Hausdorff space and ρ a linear map of the form ρ : C 0 (X, C) → W , where C 0 (X, C) denotes the space of functions vanishing at infinity. By compactifying X with one point to X ∞ and using Theorem 2, * -representations of the form ρ : C 0 (X, C) → W are in one-to-one correspondence with the regular normalized spectral measures F : Bor(X ∞ ) → W , where Bor(X ∞ ) is the Borel σ-algebra on X ∞ . However, this result is also covered by [8, Theorem 4.1.] . (2) The Baire σ-algebra is a σ-algebra generated by all compact subsets of X, which are G δ sets, i.e., a countable intersection of open sets. [1, Theorem 19 ] is the same result as Theorem 2, where the Borel σ-algebra is replaced by the Baire σ-algebra. In general one has to be cautious when working with Baire or Borel σ-algebras. For σ-compact and metrizable spaces they coincide, but for general topological spaces this is not the case. The reason for Borel σ-algebra being appropriate in Theorem 2 is the following lemma (see [4, Proposition V.4 .1]) and working with nets instead of sequences.
Lemma 1. The ball in C(X, C) is a dense subset of the ball in C(X, C) * * equipped with a weak * -topology.
Non-negative measures
For Banach spaces Y, Z we denote by B(Y, Z) the Banach space of all bounded linear operators from Y to Z. In the case Y = Z we write B(Y) for B(Y, Y). For a von Neumann algebra W ⊆ B(H), where H is a Hilbert space, we denote by W h , W + the subsets of W of all hermitian operators and all positive operators respectively. By a positive operator we mean a hermitian operator A, which satisfies Ah, h ≥ 0 for every h ∈ H (Here ·, · denotes the inner product on H.).
Let X be a set, S a σ-algebra on X, H, K Hilbert spaces over F ∈ {R, C} and
is a non-negative measure if for every A ∈ (W 1 ) + the set function
is a positive operator-valued measure. A quadruple (X, S, W 1 , W 2 ) is a measure space and a pentuple (X, S, W 1 , W 2 , m) a space with a measure m. 
+ i
A−A * 2i , while this is not true in the real case. Hence, in the real case for the uniqueness of m it is not sufficient to know all set functions m A for every A ∈ (W 1 ) + . However, it suffices if m is of the form m :
Let (X, S, W 1 , W 2 , m) be a space with a measure m. A S-measurable complex function f : X → C is m-integrable, if it is m A -integrable for every A ∈ (W 1 ) + . The set of all m-integrable functions is denoted by I(m).
Remark 4. Given a positive operator-valued measure E : S → B(K), where K is a Hilbert space, a S-measurable function f :
The set I(m) is a complex vector space and it consists of at least all bounded Smeasurable complex functions. In particular, for S = Bor(X) we have C c (X, C) ⊂ I(m).
The following convergence theorem will be frequently used in the sequel.
Theorem 3. Let {f n } n∈N be an increasing sequence of positive E-integrable functions that pointwise converges to a S-measurable function f . If there exists B ∈ B(K) such that X f n dE B, then f is E-integrable and
where the limit is taken in the strong operator topology.
Proof. Since by the usual convergence theorem we have For each m-integrable function f and each operator A ∈ W 1 we define X f dm A as
Let I(m) ⊗ F W 1 be an algebraic tensor product of I(m) and W 1 over F ∈ {R, C}. We define the map
Let I(m) + be the set of all functions f ∈ I(m), such that f (x) ≥ 0 for every x ∈ X. Proposition 1. The map B is bilinear.
Proof. It suffices to consider f, g ∈ I(m) + , A, B ∈ (W 1 ) h . Equality B(αf +βg, A) = αB(f, A) + βB(g, A) easily follows by the definitions. Equality B(f, A + B) = αB(f, A) + βB(f, B) is equivalent to the equality of C := X f dm (A+B)+ +
There is an increasing sequence {s k } k∈N of simple functions
By the universal property of the tensor product the bilinear map B can be extended to the linear map
We call F ∈ I(m) ⊗ F W 1 positive if F (x) 0 for every x ∈ X and write F 0. In the following proposition we list some properties of the integral with respect to m.
be a space with a measure m and F ∈ {R, C}. For all F, G ∈ I(m) ⊗ F W 1 , all operators A ∈ W 1 , all numbers λ ∈ F and all sets ∆ ∈ S the following equalities hold.
(1)
Proof. (1), (2) follow by the construction of the mapB. It suffices to prove (3) for A ∈ (W 1 ) + . Since m A is a positive operator-valued measure it follows
The sequence X ℓ is increasing and X = ∪ ℓ∈N X ℓ . For every i, j there are positive simple functions t
Since for every i, j, the functions r i , s j are positive and the sequence X ℓ increases, the sequences t 1 ℓi , t 2 ℓj can be chosen such that they increase, i.e., for fixed i, j we have t
This proves X F dm 0, which is (4).
Characterization of non-negative measures
Let (X, S, H) be a measure space, i.e., X is a set, S a σ-algebra on X and H a Hilbert space. [1, Theorem 2] characterizes positive operator-valued measures on (X, S, H) via families {µ h } h∈H of finite positive measures. We would like to have an analoguous characterization in the case of non-negative measures on a measure space (X, S, W 1 , W 2 ), i.e., X is a set, S a σ-algebra on X and W 1 , W 2 are von Neumann algebras.
The following theorem provides a characterization of non-negative measures on (X, S, W 1 , W 2 ) via families {E A } A∈(W1)+ of positive operator-valued measures.
) be a measure space and
There exists a unique non-negative measure m such that
for all operators A ∈ (W 1 ) + iff the following conditions hold.
for all operators A, B ∈ (W 1 ) + , all real numbers λ ∈ R + , and all sets ∆ ∈ S, and for each set ∆ ∈ S there exists a constant k ∆ ∈ R >0 such that
Every family {E A } A∈(W1)+ which satisfies the conditions above is called a compatible family of positive operator-valued measures.
Proof. The nontrivial direction is the if part. We have to prove the well-definedness of the set function m :
where B(W 1 , W 2 ) denotes the Banach space of all bounded linear operators from W 1 to W 2 . For the well-definedness we have to show that for each ∆ ∈ S the map
is linear and bounded. If Hilbert spaces H, K are complex, then by the usual decompositions of λ ∈ C and A ∈ W 1 into the real and imaginary part it suffices to prove the R-linearity and the boundedness of
which is further equivalent to
By (5) this is equivalent to E (A+B)++A−+B− (∆) = E (A+B)−+A++B+ (∆), which is true due to (A + B)
Homogeneity of m ∆ . To prove m ∆ (λA) = λm ∆ (A) for A ∈ (W 1 ) h , λ ∈ R it suffices to consider A ∈ (W 1 ) + (due to λA = λA + − λA − and additivity of m ∆ ). For λ ≥ 0 this is (6). For λ < 0 we have
Extension of the integration to
Assume the notation from Section 3. Let (X, S, W 1 ⊆ B(H), W 2 ⊆ B(K), m) be a measure space with a measure m, I(m) the set of m-integrable functions and F ∈ {R, C}. We equip I(m) ⊗ F W 1 with a supremum norm, i.e., for every
where {F i } i is any sequence of elements from I(m) ⊗ F W 1 converging to F in the supremum norm.
The definition is well-defined by the following proposition.
Proposition 3. The integral X F dm exists and is independent of the choice of the sequence {F i } i .
Proof. Since {F i } i is a Cauchy sequence, for each ǫ > 0 there exists
where Id H denotes the identity operator on H. Hence
Cauchy sequence and hence convergent.
Independence of X F dm of the sequence is proved similarly. Namely, for the sequences F i , G i converging to F , the sequence F i − G i converges to 0 and by the above argument X (F i − G i ) dm is a convergent sequence with the limit 0.
For a locally compact Hausdorff space X and a Banach space Y over F ∈ {R, C}, let C c (X, Y), C 0 (X, Y) be the vector spaces of Y-valued functions with a compact support and Y-valued functions which vanish at infinity respectively, i.e., F ∈ C c (X, Y) iff F ∈ C(X, Y) and the set {x ∈ X : F (x) = 0} is compact and F ∈ C 0 (X, Y) iff F ∈ C(X, Y) and for every ǫ > 0 there exists a compact set K ǫ , such that F (x) < ǫ for every x ∈ K c ǫ . Let (X, Bor(X), W 1 , W 2 , m) be a space with a measure m. Since C c (X, F) ⊗ F W 1 is dense in C 0 (X, W 1 ) endowed with the supremum norm (see [12, Proposition 44 
Theorem 5 is a version of the Riesz representation theorem and slightly extends [3, Proposition 2] from the case of a positive bounded linear map L : C c (X, R) ⊗ R B(H) h → B(K) h on a locally compact and σ-compact metrizable space X and real Hilbert spaces H, K, to the case of a positive bounded linear map L : C 0 (X, W 1 ) → W 2 on a locally compact Hausdorff space X and Hilbert spaces H, K over F ∈ {R, C}.
Theorem 5. Let X be a locally compact Hausdorff space, H, K Hilbert spaces over F ∈ {R, C} and
(1) F = R: For every positive bounded linear map L :
there exists a unique regular non-negative measure
exists a unique regular non-negative measure
Proof. We replace some assumptions of [3, Proposition 2] by weaker ones stepwise:
(1) Replacing a locally compact and σ-compact metrizable space X by a locally compact Hausdorff space X: 
6. Connection with measures and integration from [8] Let (X, S, W 1 ⊆ B(H), W 2 ⊆ B(K), m) be a space with a measure m (see Section 3). From now on up to the end of this section we will assume that X is a locally compact Hausdorff space, S = Bor(X) is a σ-algebra of Borel sets on X and m A are regular measures for every A ∈ (W 1 ) + , i.e., for every A ∈ (W 1 ) + and every
where the supremum is taken over all finite collections of disjoint sets ∆ 1 , ∆ 2 , . . . , ∆ n such that X = ∪ n j=1 ∆ j and all A 1 , A 2 , . . . , A n ∈ W 1 with norm at most 1. Let (W 2 ) * denote a predual of a von Neumann algebra W 2 . Recall that (W 2 ) * is the set of all ultra-weakly (or equivalently ultra-strongly) continuous linear functionals on W 2 (see [5, I.3 . Theorem 1.(iii)]). For every T ∈ (W 2 ) * and every A ∈ W 1 we define a map
The next proposition shows that by the assumptions of the first paragraph our non-negative measures have the properties of measures obtained in [8, Theorem 3.3] .
Proposition 4. Assume X, Bor(X) and m A are as above. We claim that m is a finitely additive measure with a finite semivariation, i.e., m(X) < ∞, such that for every T ∈ (W 2 ) * and every A ∈ W 1 the maps T, m A (·) are regular countably additive complex measures with a bounded variation.
Proof. Firstly we prove m(X) < ∞.
where the supremum is taken over all finite collections of disjoint sets ∆ 1 , ∆ 2 , . . ., ∆ n , such that X = ∪ n j=1 ∆ j and all A 1 , A 2 , . . . , A n ∈ W 1 with norm at most 1, and Id H denotes the identity operator on a Hilbert space H. Note that the first inequality in the last line follows by Re(A j ) ± , Im(A j ) ± ≤ 1, which further implies
We have to prove that the measures
where T ∈ (W 2 ) * and A ∈ W 1 , are countably additive, regular and have a finite variation. By the usual decompositions of T and A into the linear combination of the positive elements it suffices to take T ∈ ((W 2 ) * ) + and A ∈ (W 1 ) + (for T this follows by [5, I.4. Theorem 6.(i)]). Here ((W 2 ) * ) + denotes the set of all T ∈ (W 2 ) * , such that T (B) ≥ 0 for every B ∈ (W 2 ) + . Let us first prove the countable additivity. Take ∆ ∈ Bor(X) and a sequence ∆ j ⊆ Bor(X), such that ∆ = ∪ ∞ j=1 ∆ j and ∆ j are mutually disjoint sets. To prove
in the ultra-strong topology of W 2 . Since the ultra-strong and strong topologies coincide on bounded subsets of W 2 , this imediatelly follows by the definition of m A .
By the countable additivity, it follows that the sum
is absolutely convergent and hence the variation of (9) is finite.
To prove the inner regularity, let us take an open set U . Since T, m A (·) is a finite positive measure, it suffices to prove that for every ǫ > 0 there exists a compact set
2 . By the inner regularity of the measures m A , for every ℓ = 1, 2, . . . , N there exists a compact set K ℓ ⊂ U , such that
where we used Cauchy-Schwarz inequality for the semi-inner product [k 1 , k 2 ] := m A (U \ K ℓ )k 1 , k 2 , k 1 , k 2 ∈ K in the first inequality (Notice that m A is a positive operator-valued measure, since we are considering A from (W 1 ) + .), Cauchy-Schwarz inequality in K in the second, finite additivity of m A in the third (i.e., from U \K ℓ ⊆ X it follows 0 m A (U \ K ℓ ) m A (X) and hence m A (U \ K ℓ ) ≤ m A (X) ), and (10) in the last one. Hence, for
It follows that T, m A (U \ K ǫ ) < ǫ. Since ǫ > 0 was arbitrary, this proves the inner regularity. The outer regularity is proved analoguously.
By Proposition 4, m has a finite semivariation. Now we will compare our integration with the integration with respect to the measure of finite semivariation from [8, Section 3] . Let B stand for the simple Borel measurable functions on X. By (3), Theorem 3 and (8) 
Non-negative spectral measures
Notation remains as in Section 3. Let (X, S, W 1 ⊆ B(H), W 2 ⊆ B(K)) be a measure space, where H, K are complex Hilbert spaces. We denote by (W 1 ) p the set of all hermitian projections in W 1 , i.e., A ∈ (
is a non-negative spectral measure if for every P ∈ (W 1 ) p the set function
is a spectral measure and if the equality
holds for all hermitian projections P, Q ∈ (W 1 ) p and all sets ∆ 1 , ∆ 2 ∈ S. A pentuple (X, S, W 1 , W 2 , M ) is a space with a measure M .
Remark 5.
(1) Recall that in the introduction we defined M to be just a set function with the above properties and not a non-negative measure. However, in the next section (see Corollary 1) we will show that a set function with the above properties is automatically a non-negative measure. (2) We will need non-negative spectral measures to represent * -representations of the form ρ : C(X, W 1 ) → W 2 (see Section 9). Since in the case H is a real Hilbert space, C(X, W 1 ) is not even an algebra, we cannot study * -representations ρ. Therefore, from now on all the Hilbert spaces will be complex.
By the well-known result, e.g., [ 
where the family {E(λ) | λ ∈ R} is the resolution of identity (see [11, Definition 4 .1]) corresponding to the spectral measure E, S ℓ+1 (A) is a refinement of S ℓ (A) and A − S ℓ (A) ≤ 1 ℓ . Recall that the set I(M ) of all M -integrable functions is a complex vector space and it consists of at least all bounded S-measurable complex functions (Here we integrate with respect to M by regarding M as a non-negative measure and use integration theory from Section 3.).
The next proposition shows that the integration with respect to a non-negative spectral measure is multiplicative.
Proposition 5. Let (X, S, W 1 , W 2 , M ) be a space with a non-negative spectral measure M and F, G elements from I(M ) ⊗ W 1 . Then the equality
Proof. We will prove (12) in two steps. First we will consider the case F, G ∈ I(M ) ⊗ W 1 and then use it in the proof of the general case F, G ∈ I(M ) ⊗ W 1 .
Case 1 -F, G ∈ I(M )⊗W 1 : By the linearity it suffices to consider F = f ⊗A, G = g ⊗ B for f, g ∈ I(M ) + , A, B ∈ (W 1 ) + and prove
By Case 1, equality (12) holds for every pair F i , G i ; hence also for the pair F, G.
Remark 6. In the sequel we will use the statement of Proposition 5 just for the pairs F, G from the set C 0 (X, W 1 ), where X is a locally compact Hausdorff space X and Bor(X) a Borel σ-algebra on X. Since elements from C 0 (X, W 1 ) are bounded, it would suffice to prove the validity of the statement of Proposition 5 in a much lesser generality, i.e., bounded elements F, G from I(M ) ⊗ W 1 would do the job. But this is simple. Let us write it down:
Take bounded elements F, G from I(M ) ⊗ W 1 . There are sequences {S k } k , {T k } k of simple functions from I(M ) ⊗ W 1 (i.e., S k = i s ki ⊗ A ki and T k = j t kj ⊗B kj , where s ki , t kj are the usual simple functions and A ki , B kj ∈ W 1 ), such that lim k F − S k ∞ = 0 and lim k G − T k ∞ = 0. Therefore it is also true that lim k F G − S k T k ∞ = 0. By the definition of the integration with respect to M (see (8) 
By the linearity and the multiplicativity of M on hermitian projections, it folows that X S k dM X T k dM = X S k T k dM . Therefore (12) holds for F, G.
Characterization of non-negative spectral measures
Let (X, S, W 1 , W 2 ) be a measure space (see Section 3). In Theorem 4 we characterized non-negative measures on (X, S, W 1 , W 2 ) via families {E A } A∈(W1)+ of positive operator-valued measures. We would like to have an analoguous characterization in the case of non-negative spectral measures.
The following theorem provides a characterization of non-negative spectral measures on (X, S, W 1 , W 2 ) via families {F P } P ∈(W1)p of spectral measures (Recall that (W 1 ) p denotes the set of all hermitian projections in W 1 .). This characterization will be used to prove our main results (see Theorem 7 and Corollary 2) in the next section.
Theorem 6. Let (X, S, W 1 , W 2 ) be a measure space, {F P } P ∈(W1)p a family of spectral measures
There is a unique non-negative spectral measure M such that
for all hermitian projections P ∈ (W 1 ) p iff the following conditions hold.
for all hermitian projections P i , Q j ∈ (W 1 ) p , all real numbers λ i , µ j ∈ R, and all sets ∆ ∈ S such that
for all hermitian projections P ∈ (W 1 ) p , and
holds for all hermitian projections P, Q ∈ (W 1 ) p and all sets ∆ 1 , ∆ 2 ∈ S.
Every family {F P } P ∈(W1)p which satisfies the conditions above is called a compatible family of spectral measures.
Proof. The nontrivial direction is the if part. Suppose that we are given a family {F P } P ∈(W1)p of spectral measures F P : S → W 2 , which satistfies the conditions (15), (16), (17). By the statement of Theorem 6, we have to find a non-negative measure M : S → B(W 1 , W 2 ) such that M P = F P for all P ∈ (W 1 ) p , where M P : S → W 2 is defined by M P (∆) := M (∆)(P ) for every ∆ ∈ S. Therefore all that remains is to define the set functions M A : S → W 2 for every A ∈ (W 1 ) + and prove that the family {M A } A∈(W1)+ is a well-defined family of positive operatorvalued measures, which satisfies the conditions (5), (6) , (7) of Theorem 4. Take A ∈ (W 1 ) + . We separate two possibilities:
(i) If A has a finite spectral decomposition n k=1 λ k P k , where P k are mutually orthogonal hermitian projections (i.e., P i P j = 0 for every i = j), then
(ii) If A does not have a finite spectral decomposition, then for S ℓ (A) as in (11)
where the limit is taken in the norm topology.
We will prove the facts we need stepwise:
Step 1 -existence and uniqueness of M A (∆): For A with a finite spectral decomposition both facts are clear. The tougher part is to prove them for A without a finite spectral decomposition. Take the sequence S ℓ (A) as in (ii). By the definition of S ℓ (A), we conclude that S ℓ1 (A) − S ℓ2 (A) ≤ 2 ℓ for ℓ 1 , ℓ 2 ≥ ℓ and S ℓ1 (A)−S ℓ2 (A) has a finite spectral decomposition. Let us denote it by k λ k Q k , where Q k are mutually orthogonal hermitian projections and λ k real numbers. Hence
(Note that for the last inequality k Q k has to be a hermitian projection, which is true since Q k are mutually orthogonal hermitian projections.). Therefore the sequence M S ℓ (A) (∆) is Cauchy in W 2 and hence convergent. So the operator M A (∆) exists. Its uniqueness is proved analoguously, namely ifS ℓ (A) is another sequence satisfying (11) 
is a Cauchy sequence converging to 0.
Step 2 -M A is a positive operator-valued measure: For A ∈ (W 1 ) + with a finite spectral decomposition this is clear. Assume A ∈ (W 1 ) + does not have a finite spectral decomposition. Notice that all constants ζ k,ℓ in (11) can be chosen such that ζ k,l ≥ 0. Using this fact and by
For M A to be a positive operator-valued measure we have to prove also the countable additivity. Take ∆ = ∪ 
where the first and the forth equality hold by (15), the second by M E(λ k,ℓ )−E(λ k−1,ℓ ) being spectral measures and the third holds since all the operators in the sum are positive. Note that the second equality holds in the strong operator topology and not necessarily in the norm one, but this is all what we need in the proof.
Step 3 -{M A } A∈(W1)+ satisfies the condition (5) of Theorem 4: Take A, B ∈ (W 1 ) + . For A, B with finite spectral decompositions the condition (5) follows by (15). If not both A, B have finite spectral decompositions, then we have to prove that
where the limit is taken in the norm topology and the sequence S ℓ (A) (resp. S ℓ (B), S ℓ (A + B)) is a constant sequence if A (resp. B, A + B) has a finite spectral decomposition, i.e., S ℓ (A) = A for every ℓ ∈ N. Define
and notice T ℓ ≤ 3 ℓ . Further on, for every ǫ > 0 there exists N ∈ N such that for j ≥ N ,
where S j (T ℓ ) is defined as in (11) . Therefore also
As for the existence and uniqueness we estimate
Since ǫ > 0 was arbitrary, we conclude that
Hence, lim ℓ M T ℓ (∆) = 0 which proves (18).
Step 4 -{M A } A∈(W1)+ satisfies the condition (6) of Theorem 4: Analoguous to the proof of the Step 3.
Step 5 -{M A } A∈(W1)+ satisfies the condition (7) of Theorem 4: Take A ∈ (W 1 ) + . Each S ℓ (A) =: i λ iℓ P iℓ has a finite spectral decomposition, where λ iℓ are real numbers and P iℓ mutually orthogonal hermitian projections. By A − S ℓ (A) ≤ 1 ℓ and P iℓ P jℓ = 0 for i = j, we have A −
where ( * ) follows by M P iℓ (∆) 0 for every i, ℓ ∈ N and every ∆ ∈ S.
As a corollary we obtain the following equivalent definiton of a non-negative spectral measure.
is a non-negative spectral measure if for every hermitian projection P ∈ (W 1 ) p the set functions M P are spectral measures and the equality
Remark 7.
Notice that by the definition, a non-negative spectral measure is a a non-negative measure with the properties from Corollary 1 (see Section 7) . Corollary 1 shows that a set function with these properties is automatically a nonnegative measure. Hence, we obtained precisely the definition of a non-negative spectral measure from the Introduction.
Integral representations of representations
Let (X, Bor(X), W 1 ⊆ B(H), W 2 ⊆ B(K), M ) be a space with a non-negative spectral measure M (see Section 7), where X is a compact Hausdorff space and Bor(X) is a Borel σ-algebra on X. We call M regular if the spectral measures M P are regular for every P ∈ (W 1 ) p , i.e., complex measures
The main result of this article is the following.
Theorem 7. Let X, W 1 , W 2 be as above and
a bounded linear map. The following statements are equivalent.
There exists a unique regular normalized non-negative spectral measure M :
Proof. Direction (2) ⇒ (1). For ρ satisfying (19) we have to prove the linearity, the multiplicativity of ρ and the equality ρ(F * ) = ρ(F ) * for every F ∈ C(X, C) ⊗ W 1 . The linearity follows by Proposition 2, while the multiplicativity by Proposition 5. To show X F * dM = X F dM * it suffices, by the linearity, to consider elements
and the result follows. Direction (1) ⇒ (2). Since ρ is an algebra homomorphism such that ρ(F * ) = ρ(F ) * for every F ∈ C(X, C)⊗W 1 , the maps ρ P : C(X, C) → W 2 , ρ P (f ) := ρ(f ⊗P ) are * -representations for every P ∈ (W 1 ) p . By Theorem 2, there exist unique spectral measures F P : Bor(X) → W 2 such that ρ P (f ) = X f dF P holds for every f ∈ C(X, C) and every P ∈ (W 1 ) p . The idea is to show that the family {F P } P ∈(W1)p satisfies the conditions of Theorem 6 to obtain a non-negative spectral measure M representing ρ.
The family {F P } P ∈(W1)p satisfies the condition (15) of Theorem 6: Let P i , Q j ∈ (W 1 ) p be hermitian projections and λ i , µ j ∈ R real numbers, such that n i=1 λ i P i = m j=1 µ j Q j . We have to show that for every set ∆ ∈ Bor(X), the equality
holds. Since the function χ ∆ is a bounded Borel function, by Lemma 1, there is a net {f k } ⊂ C(X, C) such that X f k dµ → µ(∆) for every measure µ ∈ C(X, C) * * . Therefore for all k 1 , k 2 
and analoguously ρ f k ⊗ m j=1 µ j Q j k 1 , k 2 → m j=1 µ j (F Qj ) k1,k2 (∆). Since ρ (f k ⊗ n i=1 λ i P i ) = ρ f k ⊗ m j=1 µ j Q j holds for every k ∈ N, it follows that n i=1 λ i F Pi (∆) = m j=1 µ j F Qj (∆). The family {F P } P ∈(W1)p satisfies the condition (16) of Theorem 6: Let P ∈ (W 1 ) p be a hermitian projection and ∆ ∈ Bor(X) a Borel set. We have to find a constant k ∆ ∈ R >0 such that F P (∆) ≤ k ∆ . We know that
where we used the continuity of ρ for the inequality. By the finite additivity of F P , it follows that F P (∆) ≤ ρ for every ∆ ∈ Bor(X).
The family {F P } P ∈(W1)p satisfies the condition (17) of Theorem 6: Let P, Q ∈ (W 1 ) p be hermitian projections and ∆ 1 , ∆ 2 ∈ Bor(X) Borel sets. We have to show that
Proof. Direction (2) ⇒ (1): We have to proof that ρ is multiplicative and satisfies the * -condiditon. For the elements from the set C(X, C) ⊗ W 1 the proof is the same as the proof of (2) ⇒ (1) in Theorem 7. By the definition of the integration with respect to M on a general element from the set C(X, W 1 ) (see (8) ), it also follows for all elements from C(X, W 1 ).
For the direction (1) ⇒ (2) we first notice that ρ is bounded by [4, 4.8 . Theorem., p. 247]. Then we apply Theorem 7 to ρ| C(X,C)⊗W1 to obtain the unique representing measure M for ρ| C(X,C)⊗W1 . For a general element F from C(X, W 1 ) there exists a sequence F i ⊆ C(X, C) ⊗ W 1 such that lim i F i = F , where the limit is taken in the supremum norm. By the continuity of L, we have L(F ) = lim i L(F i ), where the limit is taken in the usual operator norm. Again by the definition of the integration with respect to M on a general element from the set C(X, W 1 ) (see (8) ), X F dM = lim i X F i dM . Hence L(F ) = X F dM .
Remark 8. As in Remark 2. (1), there is a corresponding version of Corollary 2 for a locally compact Hausdorff space X and linear maps of the form ρ : C 0 (X, W 1 ) → W 2 , where the set C 0 (X, W 1 ) denotes elements of C(X, W 1 ) vanishing at infinity, i.e., F ∈ C 0 (X, W 1 ) iff for every ǫ > 0 there exists a compact set K ǫ , such that F (x) < ǫ for every x ∈ K c ǫ . Namely, for a locally compact Hausdorff space X, unital * -representations ρ : C 0 (X, W 1 ) → W 2 are in one-to-one correspondence with the regular normalized non-negative spectral measures M : Bor(X ∞ ) → B(W 1 , W 2 ), where X ∞ stands for the one point compactification of X.
