ABSTRACT
INTRODUCTION
Discovering and understanding the complex molecular interactions that make up living organisms is one of the most interesting and challenging problems of modern molecular biology, systems biology and bioinformatics. A commonly accepted top-down approach to unravel the structure of these systems is to reverse engineer gene regulatory networks from experimental time series data (D'haeseleer et al., 2000; de Jong, 2002; Csete and Doyle, 2002) . Usually, the measured data record spontaneously running processes, like cell division and cell differentiation, or reactions to external stimuli, like responses to bacterial infection (Boldrick et al., 2002) . The observed changes in gene expression over time are either due to direct effects of the stimulus on specific genes or result from secondary gene-gene interactions. The aim of reverse engineering is then to detect the most likely interactions by identifying sets of relevant model parameters that are required to obtain an appropriate correspondence between measured data and model output. Often the amount and the quality of the experimental data at hand is insufficient for an unequivocal assignment of the model parameters. A widely-used approach to resolve this indeterminacy is to favor simple mechanisms (Occam's razor) by requiring the set of model parameters to be minimal. For genetic networks this assumption is further justified by the observation that genetic networks are sparsely connected (Yeung et al., 2002 and references therein) .
In standard gene expression profiling there are many more variables (N genes) than measurements (M time points). As a consequence the gene interaction matrix (N x N entries) of linear models cannot uniquely be determined by the measurement matrix (N x M entries). Several approaches have been proposed to cope with this problem: i) interpolation and subsequent resampling of the experimental time courses (e.g., D'haeseleer et al., 1999) being able to generate almost any number of semi-empirical measurement data (enlargement of M), ii) singular value decomposition (SVD) based methods (Holter et al., 2001; Yeung et al., 2002) that calculate a solution to the interaction matrix by imposing additional mathematical constraints, iii) methods for finding sparse interaction matrices by combinatorial search strategies (Chen et al., 1999; van Someren et al., 2001) , iv) clustering of gene expression time series (reduction of N) and use of cluster-representatives for subsequent modeling (D'haeseleer et al., 2000; Wahde and Hertz, 2000; Mjolsness et al., 2000) . The first approach i) has major drawbacks since it cements microarray measurement errors and introduces some arbitrariness through the choice of interpolation method especially for undersampled data. In the present paper, clustering and a combinato-4 rial search strategy were chosen as the primary approaches to reduce the indeterminacy of the interaction matrix.
Clustering as a means for reducing the number of variables can be justified by the presence of regulatory motifs (D'haeseleer et al., 2000) . From a system theoretic point of view coarse graining of expression profiles means eliminating redundant information (in terms of indistinguishability). However, it has to be done with the highest possible accuracy in order to preserve and extract the existing data structure.
We introduce a novel approach of data-driven reverse engineering that generates probable gene regulation network models based on a combination of optimized clustering and optimized network reconstruction. While the optimization of clustering concentrates on effective cost function minimization and robust cluster validation, the optimization of network reconstruction is directed to a simultaneous minimization of both the number of interaction parameters and the model error. Both steps, optimized clustering and subsequent optimized network generation, are compared with alternative methods.
The newly proposed approach is demonstrated using data on the immune response of human blood cells to bacterial infection recorded by Boldrick et al. (2002) . It is compared to established SVD based methods (Yeung et al. 2002) .
Summarizing, the present reverse engineering approach consists of four steps: I) data preprocessing, II) optimized fuzzy clustering and cluster validation, III) selection of clusterrepresentative genes by the degree of cluster membership and available biological knowledge, and IV) generation of probable dynamic network models by fitting the simulated kinetics to the experimental expression profiles at hand with a minimum number of model parameters.
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METHODS
Data Pre-Processing
Gene expression data of peripheral blood mononuclear cells (PBMCs) infected by Escherichia coli were obtained from the internet (http://genome-www.stanford.edu/ hostresponse/; Boldrick et al., 2002) . The data represent logarithmized ratios (log-ratios) of the expression intensities of 18432 genes or ESTs at 5 time points t (t = 0.0, 0.5, 1.0, 2.0, 4.0 h) before and after an infection with heat-killed pathogenic E. coli. The log-ratios at t = 0 (unperturbed state) were subtracted from the respective time series, i.e. only differences with respect to the pre-infection state were considered. The resulting log-ratios range from -10.4 to 8.7 (log 2 -values). 1336 genes were selected by requiring an up-or down-regulation of at least a factor 8 (=2 3 ). For cluster analysis the time profiles were scaled by their respective absolute temporal extreme values to focus on qualitative behavior. Missing data were imputed by using a method based on a k-nearest neighbor algorithm (Troyanskaya et al., 2001) . The value of k, finally selected from a set of tested values, led to robust clusters and the smallest differences with respect to additionally removed and reimputed values. For modeling the unscaled log-ratios only data with no missing values were used.
Clustering and cluster validation
The clustering results subsequently used for network modeling were obtained from the fuzzy Cmeans (FCM) algorithm (Bezdek and Pal, 1992) . FCM was selected as the method of choice after a pre-investigation that comprised several clustering approaches (see discussion). The number of clusters was estimated by the vote of 42 cluster validity indices: a) 18 generalizations of Dunn's index (Bezdek and Pal, 1998) , b) the same 18 generalizations applied to the Davis-Bouldin index (Bolshakova and Azuaje, 2003) , c) the mean cluster silhouette width (Kaufman and Rousseeuw, 6 1990) , and d) indices proposed by Goutte et al. (1999) , Ray and Turi (1999) , Fadili et al. (2001 ) Kim et al. (2001 , and Pakhira et al. (2004) . These indices capture different aspects of a clustering structure.
The FCM algorithm converges to a local optimum. The obtained result is likely to be random, because the initial partition can only be chosen heuristically or randomly (Peña et al., 1999) .
Therefore, the estimated number of clusters may also be random, and no algorithmic output quantifies the significance of this estimate. Möller et al. (2002) have presented an approach that copes with both problems. An improved version of this approach was used here. Commonly, a validity
, is calculated based on a set, = { C }, of locally optimal candidate partitions, C , each with a different number of clusters, C. In the present study, however, the number of clusters was estimated from an array of convergent index curves, V = {V 1 ,.., V S }, where each curve V i was calculated from an independent set, i . The convergence of the curves V i , that allows for a unique estimation in the number of clusters, was achieved step by step: each partition C,i was improved during T runs of the FCM algorithm using random run initialization, and retaining the best result, i.e. the partition C,i [T best ], T best {1,.., T}, with the smallest value of the FCM objective function. T is a measure of the optimization effort, whereby multiple local optimization is used here to approach the global minimum, and one run of the FCM algorithm is the scale unit of the optimization effort.
Selection of Cluster-Representative Genes
For each cluster one representative gene was selected. The following selection criteria were used:
The representative gene -is assigned to one cluster with a high fuzzy membership degree, -is annotated with a known immunological function, and 7 -is represented by an expression profile with no missing values.
Subsequently, the expression profiles of the selected genes were used for modeling.
Dynamic Modeling
The dynamics of hypothetic gene regulatory networks was modeled by systems of linear differential equations. Their general solution is a linear combination of exponentially damped (stable) or excited (unstable) oscillations. Apart from its inherent simplicity an advantage of this approach is that linear algebraic methods can be used to fit its free parameters to experimental data. The general mathematical form reads
in which x i (t) is the expression of gene i = 1,...,C at time t, w i,j denotes the gene-gene interaction matrix and b i represents the external (infection) stimulus response vector. u(t) is the Heaviside step function: u(t<0) = 0 and u(t 0) = 1, i.e. the influence of bacterial infection is taken to be constant over time (for 4 hours). In addition, the system is assumed to be at equilibrium prior to stimulation, i.e. dx i (t<0)/dt = x i (t<0) = 0.
Genetic networks are known to be sparsely connected (Yeung et al., 2002, and references therein) . The aim of dynamic modeling and network reconstruction is thus to find a minimal set of relevant (i.e. non-zero) model parameters (w i,j and b i ) required to achieve an adequate fit to the expression data at hand.
2.5
Dynamic Modeling using SVD Substantiating equation (1) for the measuring time points t 1 , ..., t M results in the system of linear algebraic equations. The time derivatives have to be estimated from the experimental data points (presently by linear interpolation). Usually, the number of measurements M is smaller than the 8 number of measured genes C rendering the system under-determined (infinite number of solutions for (W) i,j =w i,j ). Solving the matrix equation by SVD (Holter et al., 2001; Yeung et al., 2002) selects the matrix W whose rows have the smallest Euclidean (L 2 ) norm. In addition, the SVD matrix decomposition provides a means of finding a solution, for which the rows of W have the smallest city block (L 1 ) norm (Yeung et al., 2002) . Both methods (L 2 -and L 1 -norm minimization) can be regarded as regularization techniques aimed at finding a minimal set of non-zero model parameters.
Dynamic Modeling using a Search Strategy
In this paper a new Network Generation Method for the estimation of the interaction matrix W and the stimulus response vector b according to (1) is proposed. This modeling approach is characterized by an explicit optimization of the model structure.
The method developed employs a heuristic search strategy that separates the structure identification from the parameter identification problem by examining and comparing models with different connectivity. For each screened model structure the following procedure is performed: i)
The model parameters are fitted to the gene expression data using standard optimization techniques.
ii) The resulting model is simulated to obtain the model output.
iii) The mean square error between the model output and the data is determined and is subsequently used to assess the model structure.
Even for small network models it is impractical to consider all possible model structures.
Therefore, the Network Generation Method employs a strategy that restricts the search space by directing the search towards simple and plausible model structures and by exploiting prior knowledge concerning the connectivity between genes. The developed approach significantly simplifies the structure search by decomposing the overall identification problem into a number of C 9 separate identification steps, i.e. the sub-models for the C gene expression time series are identified separately.
In general, a search strategy consists of three components: an initial model structure, a direction of search and a stopping criterion (van Someren et al., 2001) . The following search strategy is applied: ii) The model growing of the first phase bases on the assumption that the best intermediate solu-
tion is a part of the best final solution. Since this assumption does not have to be true, unimportant interactions may be included. Therefore, the second phase realizes a backward elimination of gene-gene interactions and stimulus response components. In order to decrease the model complexity all possible solutions that result from the removal of one interaction are considered.
Again, the best solution is retained and tested for possible further removals until a stopping criterion is met.
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iii) The third phase aims to obtain an improved model fit by adapting the type of dynamic dependency between the interacting genes. The general model structure (1) involves first order dynamics for all sub-models. In order to overcome this limitation, the presented Network Generation Method allows to identify sub-models that consist of R differential equations and that, consequently, represent lag elements of order R. The search strategy tests different dynamic orders up to a pre-defined maximum dynamic order R max and selects the best fitting one. Although, the dynamic behavior of the included higher order sub-models changes significantly, their allowed parameterization is strongly restricted to transfer functions with R equal poles and no zeros.
Higher order sub-models are well suited to identify regulatory interactions that are characterized by significant time delays. They preserve the connectivity of the network model and have the
Here, the genes j with j D i have been found to significantly influence the expression of gene i.
Stopping criterion. In the forward selection mode, interactions are added if the following conditions are met: i) The increased model complexity leads to a considerably improved model fit. ii)
The number of parameter of the expanded sub-model is smaller than the number of data points in the corresponding time series. iii) The number of interactions of the expanded sub-model stays below a pre-defined limit. iv) In order to avoid overfitting, the mean square error of the submodel to be expanded is still larger than a pre-defined maximum allowed sub-model error E max .
In the backward elimination mode, interactions are removed if the following conditions are fulfilled: i) The decreased model complexity only leads to a marginally worsened model fit. ii) The sparser model structure remains biologically plausible. Sub-model structures with only one nonzero parameter w i,i (the self-regulation parameter) are meaningless with respect to interactions and are generally excluded by the applied search strategy.
Model parameter identification for a given sub-model structure is a repeatedly executed operation. In this approach, the parameter identification is performed by a constrained nonlinear optimization algorithm that minimizes the mean square error (mse) between the model fit and the preprocessed expression data. The self-regulation parameters w i,i are constrained by the condition w i,i < 0, i.e. the generated sub-models are locally stable. Suitable initial parameters for the iterative nonlinear optimization are obtained using a linear optimization method. The required time derivatives are calculated based on Hermite interpolation between the data points. These time derivatives are exclusively used in order to find initial parameter values for the iterative nonlinear optimization procedure. Figure 1 shows how the clustering-and-cluster-validation procedure provided guidance for the visual determination of the number of clusters. According to section 2.2, each panel of Figure 1 presents the array of validity index curves, V = {V 1 ,.., V S }, after T runs of clustering. After only T = 5 runs, the validity index curves exhibited random courses. At this stage partitions were obtained that contained a redundant cluster, and one of the unique expression patterns, present in the data, remained unrecognized. With increasing optimization effort the curves became more similar until (for T = 100) they exhibited a consistent pattern with respect to their indicative extrema (explained in Figure 1 ). Only then an unequivocal interpretation was possible. The computation effort, T, that was necessary for an unequivocal interpretation depended on i) the cluster validity index (Figure 1 , T = 50; one index yielded estimates of 6 or 7, the other index a unique estimate of 6), ii) the number of clusters, iii) the data set (result of the pre-investigation, not shown), and iv) other parameters, e.g., the strength of the FCM termination criteria and the fuzzy exponent m.
RESULTS
Clustering and Cluster Validation
The subsequent results, obtained for m = 1.5, proved to be robust, i.e. choosing m = 2.0 yielded similar results.
The clear majority vote of the 42 validity indices suggested that the data set has a coarse structure of two clusters, and a finer structure of six clusters. (32 indices had their global optimum at C = 2. 28 indices exhibited a clear extremum at C = 6, being a global optimum for six, and the first local optimum for 22 of these indices. Because the six-cluster partition appears to be biologically more meaningful than the two-cluster partition, it was used in the subsequent modeling study (Table 1 , Figure 2 ). Table 1 shows the selected genes. The required selection criteria met perfectly with very high membership degree (>0.95) and without missing data. IL1A, NFKBIE, STAT1, STAT5A, and HLA-DMA are known to be involved in immune response after infection. The simulated kinetics are displayed in Figure 6 . The mean square error (mse) was 0.6304 and 0.1710, respectively. The influence of two configuration parameters, the maximum dynamic order R max and the maximum allowed sub-model error E max was investigated. For R max = 2 a similar structure to that for R max = 3 ( Figure 5 ) was obtained. However, it contained only second order lag elements for CD59 and STAT1 and had an error of mse = 0.2337. Setting E max =2 and R max =1 resulted in a structure that preserved the interrelations between IL1A, NFKBIE and HLA-DMA in comparison with those shown in Figures 4 and 5 (n = 13; mse = 0.5250).
Selection of Cluster-Representative Genes
Dynamic Modeling
Randomly disturbed input data were used for a bootstrapping study to assess the impact of measurement error and test the reliability of the structures generated. The analyses were repeated 14 1000 times using input data obtained by adding normal distributed random deviates with a standard deviation . With R max = 1, E max = 1, and = 0.1 the structure shown in Figure 4 was confirmed 961 times, i.e. in 96% of the cases, except for the negative link from IL1A to CD59 which was found only 499 times. The exciting cascade from the infection via IL1A to NFKBIE as well as the inhibitory link from infection to NFKBIE was found to be the consensus structure for all 1000 runs with = 0.1, 896 runs (90%) with = 0.5, and 645 times (65%) with = 1.0.
DISCUSSION AND CONCLUSION
The current study proposes a systems biology approach to analyze the dynamic behavior of the immune response to bacterial infection. It demonstrates how to reconstruct the structure and dynamics of a functional module of the immune system by analyzing stimulus-response data from perturbation experiments and by using available knowledge. The reverse engineering approach presented in this paper combines clustering techniques with network inference. Similar ideas have already been published (D'haeseleer et al., 2000; Mjolsness et al., 2000; Wahde and Hertz, 2000) . However, both methods were optimized in this work.
The proposed algorithm was also applied to gene expression time series with more time points, e.g. recordings of the Escherichia coli stress response during recombinant protein expression (Schmidt-Heck et al., 2004) . In the present study we focussed on an application with few time points which is typical and most common in infection biology research due to the high costs of microarrays.
The reverse engineering approach proposed in this paper consists of four steps: I) data preprocessing, II) data clustering and cluster validation, III) selection of representative genes and, IV) dynamic modeling of the kinetic behavior of the cluster-representatives. The aim of the first 15 two steps is to reduce the number of variables (in our example from 18432 to 6), i.e. to identify the main components that represent the dynamic answer to the infection stimulus.
From a statistical learning perspective, clustering is subdivided into a) combinatorial algorithms, b) mixture modeling, and iii) mode seeking . No single tool has emerged as the method of choice for gene expression analysis. We selected type i), because it is most widely applied. First, several algorithms were tested on various simulated and gene expression data. Hierarchical clustering, with 32 combinations of linkage method and distance measure, provided highly inconsistent results. The 'best' cluster trees, with the largest cophenetic coefficient, led to inappropriate partitions. Prototype-based clustering together with validity indices more adequately captured known (simulated) clustering structures. Here the best results of the fuzzy (FCM) analysis yielded stronger evidence of the clusters than hard clustering based on a local or global optimization scheme (Möller et al., 2002) . Self-organizing maps (SOMs) depended on the map size, where a novel SOM validation (Wu and Chow, 2004) often failed to estimate the number of non-trivial simulated clusters.
The correct estimation of the number of clusters is a fundamental issue. This number directly affects the inferred network model by determining the number of network nodes. A wrong number of clusters may thus lead to an inappropriate model and misleading biological conclusions.
Therefore, the FCM result served as the input for the proposed Network Generation Method. Advantages of utilizing FCM have already been presented (e.g. Guthke et al., 2000; Gasch and Eisen, 2002) .
One may view the above prototype-based clustering (PC) as an alternative choice to the model-based clustering (MC), used e.g. by Mjolsness et al. (2000) . Whereas MC involves a statistical model choice problem (Yeung et al., 2001) , PC includes a parameter choice problem. A novel solution is proposed here for the local optima problem that occurs in both the MC and PC 16 approaches. This solution is a monitoring of the change in cluster validity measures depending on the computational effort for solving the local optima problem. Spurious random clusterings, due to a limited computational effort, can be avoided. The novel approach relieves the user of a critical part of the parameter choice problem, i.e. of a heuristic decision that is difficult to make. This can be interpreted as one option to increase the 'accuracy' of microarray data analysis (Vilo and Kivinen, 2001; Campbell, 2003) . The procedure offers room to further optimize the calculations, e.g., for a particular data set, number of clusters, and algorithmic parameters (such as the fuzzy exponent). Nevertheless, our type of multi-step analysis is only one possibility. The choice of a suitable cluster validity index is a problem with a long history which has not yet solved (cf. Pakhira et al., 2004) . Some indices are correlated, because they quantify similar partition properties.
However, if the approach of relative cluster validity has become the method of choice, votes of different indices for the same value tend to increase the confidence (cf. Bezdek and Pal, 1998) .
Other techniques, including resampling , and bootstrapping ) are worth to be considered in future studies.
The nodes of the gene regulatory network were selected from a sorted list of genes ranked by the fuzzy membership degree obtained from cluster analysis (see Table 1 ). Due to the currently limited knowledge about the physiological function of genes and their translational products, this selection is somewhat arbitrary and other genes may be considered as well. For instance IL6 as well as TNF can be used as representatives of cluster 1 instead of IL1A. Similarly, STAT6 can be selected for cluster 2, the CCAAT-box-binding protein for cluster 3, the MAP kinase 4 for cluster 5 and CD31 for cluster 6. Cluster-representative genes were selected from the fuzzy membership ranked gene list by using the available expert knowledge. This can be supported by text mining tools (Shatkay and Feldman, 2003; Chiang et al., 2004) , e.g. by searching for known links between the infection stimulus and the considered genes. The literature hit rate resulting from such searches can be combined with (multiplied by) the fuzzy membership degree obtained from cluster analysis in order to obtain a ranking score for the cluster-representative gene.
The network models obtained from the SVD procedure are not optimal with respect to a low number of model parameters and a low mean square error. The modeling results and specifically the reconstructed network connectivities strongly depend on the actual values assumed for the time derivatives. However, due to the sparseness of the gene expression data the time derivatives cannot be determined reliably. From a system identification point of view (Ljung, 1999) , the SVD method realizes a prediction error identification that leads to biased parameter estimates in presence of measurement noise. The proposed Network Generation Method on the other hand realizes a model output identification and thus circumvents both drawbacks (i.e. the need for time derivates and the bias of the estimated parameters).
Nevertheless, the solution of nonlinear optimization problems is very time-consuming. The separation of the whole identification problem into distinct subproblems significantly alleviates this problem, since each sub-model parameter optimization involves a few parameters only.
The solution according to Yeung et al. (2002) In the presented reverse engineering approach the inclusion of available knowledge is possible through the selection of cluster-representative genes ( The relaxation to a unique steady state is a general property of stable linear differential equations with a constant external forcing. Multiple steady states as observed for some biological systems are caused by non-linearities. Non-linear terms can be included in the proposed modeling algorithm when they are pre-defined from prior knowledge. The automatic identification of additional non-linear model terms in general requires more independent experimental data in order to ensure a stable convergence of the algorithm to a unique model structure. Due to the wide range of expression values logarithmized data are preferred for analysis. Modeling the non-logarithmized data instead of the log-ratios confirmed the three links between "infection", IL1
and NFKBIE shown as thick lines in Figure 4 .
The proposed Network Generation Method identifies differential equation systems from measured time courses and available knowledge directly. Thus, it suggests qualitative biological relations between the considered genes. This data-and knowledge-driven modeling allows to generate models that represent alternative hypotheses for the underlying gene regulatory network. Incorporating information about the measurement error (in terms of the maximum allowed submodel error E max ) and the available biological knowledge on immune response can help to select plausible network structures. Given alternative network structures (differing e.g. in whether STAT1 is activated by NFKBIE as shown in Figure 4 or inhibited by CD59 as shown in Figure 5) the corresponding dynamic models can be used to design suitable perturbation experiments aimed at an optimal discrimination between these structures (Ideker et al., 2000) . Having in mind the large number of expressed genes, the sparseness of genetic networks and the limitations of today's biological knowledge, the present study has shown that the concerted application of optimized clustering methods, data-and knowledge-driven reverse engineering and experimental planning is a viable and promising approach to enlighten the jungle of biochemical networks. A minimum of the DBI and a maximum of the DI are estimates in the number of clusters. More than one clear extremum indicates structure at different levels of resolution. (Table 1) . 
