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Le sujet principal de ce mémoire est la théorie de Hodge symplectique que Tseng 
et Yau ont développée pour des variétés symplectiques. 
Nous  commençons  par  un rappel  d'algèbre  linéaire et  de  géométrie  avant  de 
résumer les concepts introduits par Tseng et Yau.  Nous pTésentons des  résultats clas-
siques comme le théorème de Moser et  celui de Darboux. Nous démontrons aussi l'exis-
tence d'une métrique compatible pour chaque variété symplectique.  Nous citons aussi 
la décomposition de Hodge. 
Nous allons,  par la suite,  résumer les  idées de base de la  théorie de Hodge sym-
plectique,  qui est inspirée de la décomposition de Hodge riemanienne, en appliquant ses 
résultats aux variétés presque-kiihlériennes. Pour ce  faire, nous rappelons les résultats 
de Merkulov et de Mathieu à propos de la propriété forte de Lefschetz. Nous présentons 
les formes  primitives et  la représentation sl(2, C)  de celles-ci. Nous allons présenter la 
démonstration de Lejmi d'une proposition de McDuff à propos des zéros de champs de 
Killing sur une variété compact prèsque-kiihlérienne.  Par la suite, nous allons présenter 
les  travaux de  Tseng et Yau  en  débutant par les  différentes  cohomologies  qu'ils  ont 
définies et nous présentons différents résultats qu'ils ont obtenus. 
Après  un bref rappel de l'algèbre de Lie, nous présentons 2 exemples  de variétés 
que nous  allons  pouvoir classifier  à  partir de cette théorie.  Nous allons présenter  un 
exemple de 4-variété non-kiilhérienne où nous utilisons le résultat de McDuff et Lejmi 
pour y parvenir et  nous reprenons l'exemple de Tseng et Yau  d'une  6-variété qui ne 
possède pas la propriété forte de Lefschetz en utilisant les outils présentés le long de ce 
mémoire. 
Mots clés : Variété prèsque-complexes ; géométrie symplectique ; théorie de hodge. INTRODUCTION 
La théorie de  Hodge est connue depuis longtemps. Sur une variété riemannienne com-
pacte, on peut décomposer les  k-formes en une partie harmonique et un reste,  relatif 
au Laplacien construit à partir de la métrique. Cette décomposition induit un isomor-
phisme entre l'espace des  k-formes  harmoniques et la cohomologie de De Rham avec 
coefficients réels. Lorsqu'on a une variété symplectique compacte, il existe toujours des 
structures compatibles riemanniennes, dites presque-kahlériennes. D'autre part, sur les 
variétés symplectiques,  il  est possible de créer d'autres cohomologies  qui  ne  sont  pas 
nécessairement  isomorphes  à  la  cohomologie de  De Rham et dans ce  cas, il  est  pos-
sible de définir une décomposition de Hodge dite symplectique, à partir d'une structure 
presque-kahlérienne. 
Dans ce contexte, les travaux de Tseng-Yau (Tseng et Yau, 2009)  montrent qu'il y a un 
lien entre la propriété forte de Lefschetz et la décomposition de Hodge symplectique de 
formes. Une conséquence .de cette décomposition est la création d'outils pour trouver des 
variétés compactes qui ne sont pas kahlériennes tout en étant symplectiques. Les variétés 
compactes qui possèdent la propriété forte de Lefchetz, qu'il serait très tentant d'appe-
ler variétés de Lefschetz,' sont indistinguables des variétés kiihleriennes dans certaines 
cohomologies. Il faudra donc introduire de nouvelles cohomologies à partir des formes 
primitives pk(M) et étudier plus en détail l'espace C •
8(M)  qui généralise  les  formes 
primitives. Ces nouveaux espaces, construits à partir de la forme symplectique, auront 
des  propriétés plus spécifiques  qui  vont permettre de  mieux comprendre la propriété 
forte de Lefschetz. Par exemple,  certaines cohomologies symplectiques possèderont tou-
jours une décomposition en formes primitives à la différence de  la cohomologie de De 
Rham sur une variété riemannienne. CHAPITRE I 
ESPACES VECTORIELS 
1.1  Espaces vectoriels symplectiques 
Ce chapitre résume des résultats d'algèbre linéaire qui  sont utilisés en géométrie sym-
plectique. 
Définition  1.1.  Un espace  vectoriel  symplectique  (V,w)  est  la  donnée  d'un  espace 
vectoriel  réel  V  de dimension finie  et d'une forme  bilinéaire,  anti-symétrique et non-
dégénérée w sur V. 
Remarque 1.2.  Puisque w est anti-symétrique et non-dégénérée alors, dim!R V  2:  2. 
Définition 1.3  (Sous-espace symplectique).  Un  sous-espace vectoriel W  d'un espace 
vectoriel symplectique  (V, w)  est dit symplectique si  wlw  est une forme  symplectique 
sur W. 
Définition 1.4. Soient (V, w)  un espace symplectique et W  c V, le complément syi:n-
plectique ww  de W  est définie par, 
ww ={v E Vlw(v,w) =  0 Vw  E W}. 
Lemme 1.5.  Pour un sous-espace W  c V, 4 
Démonstration.  Considérons l'opérateur ~w défini  par : 
Uw: V--+ V* 
vr---+w(v,-). 
Comme la 2-forme w est non-dégénérée, ker U w  est trivial et donc, l'opérateur Uw  est un 
isomorphisme. 
Soient l'injection &w :  W--+ V  et  &w V* --+  W*, la projection duale. 
Définissons  Uw
1w  =  &w o Uw  de sorte que ww  =ker Uwlw  alors, 
dimJR. V  =  dimJR. W* + dimJR.  ker U w  1 w 
ce qui complète la preuve.  0 
Lemme 1.6.  Soit (V, w)  un espace vectoriel symplectique et W  un sous-espace. Alors, 
W  est symplectique par rapport à wlw  ssi 
(1.1) 
Démonstration.  Par le  lemme précédent, il suffit de montrer que W n ww  =O. Or, 
WnWw ={v E Wl w(v,w)  =  0 Vw E W} =  {0},  (1.2) 
car, w est non dégénéré sur W.  0 
Définition 1.  7.  Soit W  c V , alors : 
1.  W  est isotrope si W  C  ww  {:::=:::}  wlw =  0 ; 
2.  W  est coisotrope si ww  c W ; 
3.  W est lagrangien si W  = ww  i- {0}  {:::=:::}  wlw = 0 et dim JR. W  =  ~dim JR. V. 
Lemme 1.8 (Espace vectoriel symplectique de dimension 2).  Soit (V, w)  et dimJR.  V= 2. 
Alors, il existe une base {  e1, e2}  telle que w( (  u1, v1), (  u2, v2))  =  u1 v2  - v1  u2. 5 
Démonstration.  Comme w  est  non-dégénérée,  il  existe u, v  tels  que  w(u, v)  -::1  O. De 
plus, w est bilinéaire, ainsi on peut supposer que w( u, v)  =  1.  Les vecteurs {  u, v}  sont 
linéairement indépendants, sinon u  = cv  et  on obtiendrait w(cv, v)  = O. On a  trouvé 
une base {  u, v}  de V  telle que : 
w(s1 u + s2v, t1 u + t2v)  =  s1t1w(u, u) + s1t2w( u, v) + s2t1w( v, u) + s2t2w( v, v) 
=  s1t2- t1s2. 
Théorème 1.  9.  Soit un espace  vectoriel symplectique (V, w).  Alors, 
1.  dimJR V= 2n; 
2.  Il  existe une base  {  u1, v1, u2, v2, ... , Un, vn}  telle  que : 
0 
Démonstration.  On va démontrer que V  =  V1 EB V2 EB· · ·EB Vn où les Vi sont de dimension 2. 
Supposons que dimJR  V  ~  2.  Comme w est non-dégénérée, il existe une paire de vecteurs 
v1, v2  EV tel que w(v1, v2)  =  1.  L'espace engendré par v1, v2  est un sous-espace V1. Par 
le lemme 1.6,  on obtient V= V1  EB Vt où V1  et Vt  sont symplectiques. Par l'hypothèse 
de récurence, Vt =  V2  EB  V3  EB  · · · EB  Vn  ce qui termine la preuve.  D 
Corollaire 1.10.  Une 2-forme w est non-dégénérée ssi wn  =  w 1\ ... 1\ w -::1  O. 
Démonstration.  La  première implication est triviale par le théorème  1.9. Démontrons 
la deuxième implication par l'absurde. Si wn  -::1  0 et w est dégénérée, il existe u  -::1  0 tel 
que w(u, v)= 0, VvE V, alors &uwn  =  0, ce qui est une contradiction.  0 
Définition  1.11.  Soit  (V,w)  un  espace  vectoriel  symplectique.  Une  transformation 
linéaire  <I>  de V  est dite symplectique si  : 
<I>*w  =  w, 
où (<I>*w)(u,v)  := w(<I>u,  <I>v)  pour tout u,v EV. 6 
Corollaire 1.12.  Soit Wt  une famille  de  formes  symplectiques sur IR2n.  Il existe une 
famille de  transformations linéaires <I>t, telle que  <I>;wt =  wo. 
Démonstration. Il suffit  de  prendre  des  bases  {v  ô, vf, ... ,  v~, uf, .. . , u~, }  comme  au 
théorème  1.9  relativement  à  Wt  et <I>t  est la  transformation linéaire qui  prend la base 
standard et l'envoie sur {vô, vi, .. . ,  v~, ui, ... ,  u~}.  0 
Définition 1.13. Le groupe symplectique Sp(V, w)  d'un espace vectoriel symplectique 
(V,w) est l'ensemble des transformations linéaires symplectiques de (V,w). 
Exemple.  Le groupe symplectique de l'espace (IR2n , wo)  est 
où 
(
0  -]_)  Jo=  . 
]_  0 
Corollaire 1.14.  Il existe un isomorphisme entre les  groupes Sp(V,w) et Sp(IR2n,w0 ) . 
Corollaire  1.15.  Si  \Il  E  Sp(V, w)  alors,  det(\II)  =  1.  C'est-à-dire  Sp(V, w)  est  un 
sous-groupe de SL(V). 
Démonstration.  Par le  définition,  il  est facile  de  voir  que det(\II)  =  ±1. De plus, les 
espaces symplectiques sont  orientables par le  corollaire 1.10, donc det(\II) > O.  0 
Lemme 1.16.  Sp(2n) n 0(2n) = Sp(2n) n GL(n, q  = 0(2n) n GL(n, C)  = U(n)  où 
GL(n, q  est vu  comme  un  sous  groupe  de  GL(2n, IR)  en  associant A+ HE à  la 
matrice : 
(~ -:) 7 
Démonstration. 
w E GL(n,C)  {=:::}  IJ!Jo =  low  (1.3) 
w E Sp(2n))  {=:::}  WT loW =  lo  (1.4) 
W E 0(2n)  {=:::}  wrw =]  (1.5) 
On peut facilement voir que si  deux des trois propriétés sont vérifiées, la troisième sera 
aussi vérifiée. 
Pour montrer que les intersections donnent U(n), prenons W E 0 (2n) nGL(n, q. Alors, 
avec les propriétés suivantes : 
(1.6) 
(1.7) 
Ce sont exactement les conditions pour une matrice W = A+ AB  d'être unitaire.  D 
1.2  Structures complexes 
Définition 1.17 (Structures  complexes.).  Une structure complexe sur un espace vec-
toriel V  est un automorphisme linéaire J  tel que J2  =  - ]. 
On peut construire à partir de (V, J) en espace vectoriel complexe Vc  : 
CxV---tV 
(1.8) 
(s+it,v) H  sv+tlv. 
Ainsi, (V, J) est de dimension paire, dimiR  V =  2 dimc  Vc 
Définition 1.18.  Notons J'(V) l'espace des structures complexes sur V. 
Proposition 1.19.  Soit (V2n, J) un espace vectoriel réel de  dimension 2n muni d'une 
structure complexe J . Alors, il existe une base {vi,V2, ... ,vn, l vl,Jv2,·· · ,Jvn}· 8 
Démonstration.  Soit  (-, ·)  un produit scalaire sur V 2n,  alors  (-,  -) 1  =  (·, ·)  + (J·, J-) 
est un nouveau produit scalaire invariant à sous l'action de  J.  Prenons VI, J  VI,  alors 
(vi, Jvi)J  =  (vi, J v1)  + (J v1, J 2v1)  =  O.  Ainsi,  V  =  span {v1, Jvl} EB  V1 ..L  où  V1 ..L  est 
un sous espace vectoriel de  dimension 2( n - 1)  complémentaire au span {  v1, J v1}  par 
rapport au produit scalaire  (-, ·) J. Par récurrence, on termine la  preuve comme le cas 
n =  1 a été démontré implicitement.  D 
Définition 1.20 (Complexification d'un espace vectoriel).  Soit V  un espace vectoriel 
réel.  Sa complexification est donnée par : 
vc :=  V 0IR <C  =  V  EB V  (1.9) 
où 
(1.10) 
(u, v)  f---7  (v, -u). 
Proposition 1.21.  Soit (V, J)  un espace  vectoriel réel muni d'une structure complexe 
J.  Considérons  aussi l'espace  vectoriel vc ~  V  EB V  avec  la  structure Je  qui  agit par : 
Jc(u, v)= (Ju, Jv). 
On peut décomposer v c de  la  manière suivante : v c =  vi,O EB vo,l  où 
Vl,O ={v E V ciJv =iv}, 
V0
>1 ={v E VCIJv =-iv}. 
Proposition 1.22.  Soit (V2n , J)  un espace vectoriel réel de  dimension 2n. 
v c = V 1'0  EB V 0,1  est sa  complexification.  Alors, 
V 1'0 ={v- iJvlv EV} et V0'1 ={v+ iJvlv EV}. 
De plus, la  conjugaison est un isomorphisme allant de  : 
v-iJv f---7  v+ iJv. 
(1.11) 
(1.12) 
(1.13) 9 
Théorème 1.23.  Tout espace vectoriel complexe est isomorphe à : 
où Jo  est la  structure complexe standard sur JR2n  : 
- (0  -].)  Jo-
].  0 
et ].  est l'identité sur ]Rn. 
Remarque 1.24. Il suffit de montrer que pour un espace vectoriel V  muni d'une structure 
complexe J, il existe un isomorphisme  <1?  tel que : 
<l?Jo  =  Jif). 
Démonstration.  Soit  {Pl, q1, P2, q2, ... , Pn, qn}  une base de  JR2n  munie de  la structure 
complexe standard : 
Soit, {  u1 +  iv1, u2 +  iv2, ... , Un+ ivn} une base de V1•0. Alors, 
est une base de V et donc, la structure complexe peut être décrite de la manière suivante : 
Il ne reste plus qu'à définir notre isomorphisme par son action sur les  bases de JR2n  et 
v. 
(1.14) 
Un simple calcul confirme le résultat.  0 
La structure J  sur un espace vectoriel V  peut induire une action sur son dual V*. 10 
Définition 1.25. L'action de J* sur V*,  où  J  est une structure complexe sur V , est 
définie par : 
J*a(X ) =  a(J- 1X) =  a(-JX) =  - a(JX),  (1.15) 
\IX  E V, \la EV*. 
Lemme 1.26.  L 'action de J* sur une k-forme a E 1\k(V*)  est donnée par : 
(1.16) 
Définition 1.27. Soit un espace vectoriel V de dimension réel paire, ainsi qu'une struc-
ture complexe J sur cet espace. On note par vc*  le dual du complexifié  v c. 
Proposition 1.28.  Soit (V2n , J) un espace vectoriel de dimension paire munie  d'une 
structure complexe J . Alors le complexifié de son dual se décompose :  V*c =  V 1~ 0  EB V 0 ~ 1 . 
De plus, 
Remarque 1.29.  D'après notre convention, 1\ 
1
'
0(V*) =  V0T  , 
Définition 1.30 (1\p,qV*c).  Soit  une k-forme 1  =  ap  1\  /3q où p + q =  k et p, q sont les 
degrés de ap  et /3q respectivement. Alors, 1 E 1\p,qV*c  si ap  E f\PV1,0 et /3q E 1\ qvo,l. 
Proposition 1.31 (Décomposition de 1\ V*c). Soit V*c le complexifié du dual de V , un 
espace  vectoriel de  dim~ =  2n possédant une structure complexe J . L 'algèbre  extérieure 
de V*c  se décompose  de  la façon suivante : 
où 
n 
1\ V *C = L  1\TV *C 
r=O 
1\rV*c =  L  1\p,qv*c. 
p+q=r 
(1.17) 
(1.18) 11 
1.3  Structures  complexes  compatibles  avec  une  forme  symplec-
tique. 
Définition 1.32. Soit  (V,  w)  un espace vectoriel symplectique et J une structure com-
plexe sur V. On dit que J  est compatible avec w si la forme est invariante sous l'action 
de J  c'est-à-dire : Jw =  w et w(v, Jv) > 0 Vv E V \  {0}. 
Lemme 1.33.  Si J  est compatible avec w,  g(u, v) =  w(u,  Jv)  est une forme bilinéair:e 
symétrique,  définie positive  et invariante sous l'action de J. 
Démonstration. 
si u f- O. 
J*g(u, v) = g(Ju, Jv) = w(Ju, J
2v) = w(u, Jv) = g(u, v), 
g(u, v) = w(u, Jv) =  w(Ju, J
2v)  =  - w(Ju, v) = w(v, Ju) =  g(v, u), 
g(u,u) =w(u,Ju) > 0, 
0 
Lemme 1.34.  Soit (V, w)  un espace  symplectique  et  J  une structure complexe  compa-
tible.  Alors,  il existe une produit hermitienne H(-,  ·)  sur Vc  C  (V, J). 
Démonstration. 
H  :Vc x Vc  :-tC 
(u, v)  f---7  w(u, Jv) + iw(u, v). 
H(u, v)= w(u, Jv) + iw(u, v) = w(Ju, J
2v) + iw(u, v) 
= w(v, Ju)- iw(v, u) 
=  H(v,u), 
H(u, u) =  w(u, Ju) + iw(u, u)  =  w(u, Ju) > 0, 12 
si  u =JO. 
H(u, Jv) =  w(u, J2v) + iw(u, Jv) 
=  - w(u,v) +iw(u,Jv) 
=  i(iw(u, v)+ w(u, Jv)) 
=  iH(u, v). 
0 
Théorème 1.35.  Tout  espace  vectoriel  symplectique  possède  une  structure  complexe 
compatible. 
Démonstration. Tout espace  sympletique  est  symplectomorphe  à  JR2n  avec  la forme 
standard w0, alors on peut supposer que (V,w)  =  (JR2n,wo). Ainsi, 
(
0  - ] )  Jo= 
]  0 
la structure standard sur R2n est wo-compatible.  0 CHAPITRE II 
VARIÉTÉS 
Ce  chapitre traite des  variétés, des  structures  que  l'on  va étudier  plus en  profondeur 
avec  les  outils que Tseng et Yau ont inventé. On y  introduit les  notations qui  seront 
utilisées aux chapitres suivants. Nous allons aussi présenter quelques résultats qui nous 
seront utiles pour les exemples  au chapitre 4. 
2.1  Variétés symplectiques 
Définition 2.1.  Une forme symplectique w  sur une variété différentiable lisse  M  est 
une 2-forme différentielle fermée  non-dégénérée en tout point. 
Une variété symplectique (M,w)  est la donnée d'une variété M lisse munie d'une forme 
symplectique w. 
Remarque 2.2.  Une variété symplectique est de dirneusiou paire,  voir le théorème 1.9. 
n 
Exemple.  ~
2n munie de wo  = L dxi A dyi est une variété symplcctiquc. 
i=l 
Définition 2.3.  Soit F : M  --+  ~ une fonction  lisse  et Xp: M  --+  TM un champ  de 
vecteurs associés  à F par l'identité suivante LxFw = dF.  Un tel champs est hamiltonien 
et F est la fonction hamiltonienne. 
Remarque  2.4.  Pour tout champ de  vecteur  hamiltonien, dF(Xp)  =  (LxFw)(Xp)  = 
w(Xp, XF)  =  0 ce  qui équivaut  à  dire  que  le champ de  vecteur Xp est  tangent aux 
courbes  de niveaux de F.  De plus, I-xFw =  d(LxFw) + LxF(dw)  =  ddF =O. Ainsi Xp 
est symplectique,  c'est-à-dire le flot de Xp préserve w. 14 
Définition  2.5.  Un  difféomorphisme  <I>  d'une  variété  (M, w) est  un  symplectomor-
phisme si 
pour tout champs de vecteurs lisses X , Y sur M. 
Lemme  2.6.  Toute variété symplectique  est  orientable  et  de plus,  lorsque la variété 
est  compacte,  sa forme symplectique w définit une classe  non-triviale dans la  deuxième 
cohomologie de De Rham  H~R(M) . 
Démonstration.  La forme symplectique w définit une forme volume Vw  par : 
(voir le corollaire 1.10). 
Les  propriétés  du produit wedge impliquent que si [vw ] =  [~ ,' ]  =1- 0, alors [w] =1- O.  D 
Définition 2. 7  (Isotopie symplectique).  Soit  (M, wt)  une famille lisse de formes sym-
plectiques  telle  que  [ wt]dR  =  [ wo]dR pour tout  t.  On  dit  qu'une  telle  famille est une 
isotopie. 
Théorème  2.8  (Théorème de Moser).  Soit (M,wt) une isotopie pour t E  [0, 1]  où M 
est  compacte telle que Wt  = wo + dn:t  où  G:t  est une 1-forme sur NI.  Alors,  il existe <Pt 
tel que q;;wt = wo et  r/Jo = ] . 
Démonstration.  Soit Wt  = wo + dn:t, alors il existe un unique champ de vecteur Xt tel 
que LXtWt  = -cit ainsi qu'une famille de difféomorphismes, r/Jt,  telle que  ffl. <Pt  = Xt o <Pt 
et  r/Jo = ]. 
Alors, 
ce qui veut aussi dire 
d  *  d  - <Pt Wt  = -wo = O . 
dt  dt Étant donné que 
on a donc, 
d  *  *(d  )  dt c/JtWt  =  c/Jt  dt Wt + LXtWt 
=  cfJ;(:t (wo + dat) +  d~x t wt) 
=  cp;(d(:tCXt +  ~XtWt)) =  0, 
15 
D 
Corollaire  2.9.  Soient w1  et w2  deux formes  symplectiques  compatibles  avec  la  même 
structure presque-complexe J  sur M  compacte. Supposons [wl]dR =  [w2]dR·  Alors w1  est 
isotope  à w2.  . 
Démonstration.  tw1 + (1- t)w2 est notre famille de formes.  Comme w1  et w2  sont non 
dégénérées, leur somme convexe le sera.  D 
Théorème 2.10 (Théorème de Darboux).  Toute variété symplectique (M,w)  est loca-
lement symplectomorphe à (JR2n, w0) . 
Démonstration.  Soit  'ljJ  : U  ~ B>.(O)  une carte qui envoie x  à 0 alors  K  =  B>.;2(0)  É 
B>.(O).  De plus, wlx =  wo lx  nous prenons l'homotopie suivante Wt  =  tw + (1- t)wo. Il 
s'agit bien d'une homotopie, car wt(x)  =  wo(x).  Comme wo  et w sont non-dégénérées, 
il  existe BE  (  0)  telle que wf  -=/- 0 sur BE (  0).  Ainsi,  on  o  bient Wt  =  wo + dat  et posons 
Xt =  -a~wt. Alors, il existe o  > 0 tel que  cp~t définie pour lsl < o  car, BE(O)  compacte. 
Sans perte de généralité, on peut conclure que par une homothétie il existe BJ.L(O)  telle 
que: 
1.  Wt  soit une isotopie; 
2.  cp~t  est défini pour tE [0, 1]. 
Par le théorème de Moser, on obtient le résultat.  D 16 
Corollaire 2.11.  Soit une variété symplectique (M,w) de dimension 2n. Alors, il existe 
un atlas U =  {Ua} de M  tel que, 
cp~wo = w. 
où wo  est la  forme symplectique standard sur IR2n. 
Définition 2.12 (Dualité symplectique). Soit  (M,w)  une variété symplectique et TxM 
et r;  M  l'espace  tangent  et  cotangent  au  point  x  E  M , on définit  les  applications 
suivantes : 
bw  : Tx(M)-+ T; (M) 
X  1--t w(X, ·), 
tel que w(aH , ·) = a. 
Remarque 2.13.  Comme w  est  non dégénérée,  on obtient des isomorphismes. 
(2.1) 
(2.2) 
Définition 2.14.  Pour a  =  a1 1\ a2 1\ · · · 1\ O'.k  E O,k ( M), l'opérateur de Hodge symplec-
tique *w  est défini sur (  M , w)  de la manière suivante : 
où Vw =  w7  est la forme volume associée à w.  n. 
Définition 2.15 (Co  différentielle symplectique). Soit une variété symplectique (  M , w), 
alors l'action de JW , la codifférentielle symplectique, sur une k-forme est donnée par la 
formule : 
JW  =  ( - 1)k+l  *w d *w. 
Remar:que 2.16. sw  = d*w est l'adjointe formelle symplectique de d. Définition 2.17.  Une k-forme a  est dite harmonique symplectique si  : 
·  da= ()Wa  =  0. 
Note.  H.~(M,w) est l'espace des formes harmoniques symplectiques sur (M,w). 
Définition 2.18 (Opérateurs de Lefschetz).  On définit les opérateurs suivants : 
ainsi que son dual, 
et 
at---twl\a 
Aw : Dk+2(M)  --t hk(M) 
a  1---t  i(w#)a 
Hk:  Dk(M) --t Dk(M) 
a  t---t  (n- k)a 
où i(w#) est le produit intérieur par le dual symplectique de la 2-forme w. 
17 
Définition 2.19.  Une variété symplectique (M,w) possède la  propriété forte  de Lef-
schetz si l'application suivante est un isomorphisme pour tout k < n, 
Ln-k : Hk(M,  JR)  --t H2n- k(M, JR) 
[a]  t---t  [wn-k]l\  [a]. 
(2.3) 
Définition 2.20.  Une  k-forme a  est dite primitive,  si  de  manière  équivalente,  l'une 
deux conditions suivante est satisfaite : 
1.  Awa =  0, 
2.  Ln-k+la =O. 
Remarque 2.21.  On dénote l'espace des k-formes primitives pk(M) où pk(M) c Dk(M). 18 
Définition 2.22 (Structure de Poisson).  Soit l'application : 
où 
cP:  CXJ(M)  ---+ T(M) 
jHXj 
(2.4) 
Soit  (  M, w)  une variété symplectique. Le  crochet de Poisson de  deux fonctions f  et g 
est donné par : 
{f,g} =  w(XJ,X9). 
En d'autres  termes, {f, g}  =  ~x1 w(X9 )  =  df(X9)  =  X 9  · f. 
On  dit  qu'une variété M  possède une structure de  Poisson, s'il  existe un crochet de 
Poisson sur C
00(M) qui engendre une structure d'algèbre de Lie. 
Lemme 2.23.  Montrons que  X{J,g}  =  -[XJ,X9]. 
Démonstration.  En effet, 
Car,  ~[X ,Y]w =  Lx~yw- WLxw =  (d~x +  ~xd)~yw- ~y(d~x +  ~xd)w) =  d~x~yw.  0 
Proposition 2.24.  Soit une variété symplectique (M, w)  alors,  le  crochet de  Poisson 
induit une structure d'algèbre  de  Lie au niveau des  fonctions lisses, C
00(M,w). 
Démonstration.  Nous devons montrer que : 
(  {h, {h, h}} + {h, {h, fd} + {h, {JI, h}}) =o. 
Par le lemme précédent et la définition, on sait que : 
X~; · w(Xfi, Xh) =Xli· {JJ , Jk}  =  { {ij, Jk}, fi} 
(2.5) 
=  w(X{!j,Jk}, XJJ =  w(XJ;, [X Ji' Xh]) 
---------19 
où i, j , k E {1, 2, 3}  et tous différents. 
Comme w est symplectique, 
0 =  dw(Xfp Xh, Xh ) =  Xh  · w(Xh, Xh)- Xh  · w(Xh , Xh ) + Xh  · w(Xfr, Xh) 
- w([Xfi ,Xh ],XJJ) + w( [Xh, XJJ],Xh) - w([Xf2, XJJ],Xh) 
=  {{Xh ,XJJ Xh}- {{Xfi,Xh }XJz} + {{Xh,Xh }XJJ} 
+ {{X12 ,Xh }X1J - {{Xh ,Xh }X1J + {{Xiz, Xh }X1J 
=  2(  {h, {h,  h}} + {h, {h,  fl}} + {h, {h,  h}}  ). 
0 
Note. Les variétés symplectiques sont des cas particuliers des variétés de Poisson, c'est-
à-dire des variétés munies d'un crochet de Poisson qui engendre une structure d'algèbre 
de Lie sur l'espace des fonctions lisses C
00(M) et où {f, ·} est une dérivation suivant la 
règle de Leibniz. 
2.2  Variétés riemanniennes 
Court rappel de géométrie riemannienne.  Nous en profitons pour citer la décomposition 
de Hodge. 
Théorème 2.25.  Toute variété possède une infinité de  métriques  riemanniennes. 
Démonstration.  Soit  (JRn, go)  où go(x, y) =  I:~= l XkYk  la  forme bilinéaire symétrique 
standard sur JRn.  Pour toute variété M, il existe un atlas {Ua, <Pa} et une partition de 
l'unité subordonnée '1/Ja  à cet atlas.  Pour conclure,  il suffit  de prendre 9c =  I:  c'I/Ja<P~ go 
a 
où c > 0.  0 
Définition  2.26  (Opérateur  de  Hodge  riemannien).  Sur  une  variété  riemannienne 
orientée de forme volume v9 , on note *g l'opérateur de Hodge  riemannien défini par, 20 
Lemme 2.27. Sur une variété riemannienne orientée (M, g)  de dimension mon définie 
l'opérateur *g  sur une p-forme : 
où v9  est la  forme  volume  définit par v9(e1,e2, ... ,em) 
positive {e1, e2, . . . , em}· 
1 pour toute  base  orientée 
a  =  a 1 1\ a 2 1\  · · · 1\ ap,  où les ai sont des  1-formes. Alors,  a~ =  a~ 1\  a~ 1\  · · · 1\  a~ 
et 
Définition 2.28. Une k-forme a  est harmonique riemanienne si  : 
da= 89a =  0  (2.6) 
où 89  =  d*g l'adjointe formel de d par rapport à la métrique g. 
Note.  1-l~(M,g) est l'espace des formes harmoniques riemaniennes ou g-harmoniques. 
Théorème 2.29 (Décomposition de Hodge).  Soit (M,g) une variété compacte rieman-
nienne alors,  pour chaque entier p,  0  ::::;  p ::::;  2n  1-l~(M , g)  est de  dimension finie  et on 
peut décomposer DP(M, g)  en somme directe : 
DP(M, g)  =  6 9(DP(M, g)) EB  1-l~(M,g) 
(2.7) 
=  d8(DP(M, g) EB  8d(DP(M, g)) EB  1-l~(M, g) 
où 6.9  est le Laplacien riemannien et 1-{P (M, g)  l'espace  des p-formes g-harmoniques. 
Démonstration.  Voir  (Warner, 1983)  D 
Corollaire  2.30  (Isomorphisme Hodge-de Rham).  Soit (M, g)  une variété compacte 
riemannienne. Alors, 21 
Théorème  2.31  (Dualité  de  Poincaré).  Soit  Mn  une  variété  compacte  orientée  de 
dimension n . L'application : 
est un isomorphisme et donc, 
Démonstration.  Il suffit  d'utiliser  que le  Laplacien  !:::.9  et *g  commutent, et l'isomor-
phisme de Hodge-de Rham Hk(Mn,ffi?.)  ~  1-lk(Mn,g).  D 
2.3  Variétés kahlériennes et variétés presque-kahlériennes 
Nous allons introduire les structures kahlériennes et presque-kahlériennes. Ces dernières 
seront utiles pour simplifier des calculs,  particulièrement dans le cas symplectique. Le 
théorème 2.34 de cette section est un résultat clé pour la suite des choses. 
Définition 2.32.  Une variété (M, J,w,g) est dite presque-kahlérienne si  elle  possède 
une structure presque complexe  J  qui est compatible avec  la  métrique g  et la forme 
symplectique w. 
Définition 2.33. On dit qu'une structure presque complexe J sur une variété symplec-
tique (M,w) est compatible si J  induit une isométrie pour w et si  w(J·, ·)  =  g(-, ·)est 
une métrique. On dit que g est une métrique riemannienne compatible. 
Théorème 2.34.  Toute variété symplectique possède une infinité de  métriques rieman-
niennes compatibles. 
Démonstration.  Pour faire  la preuve,  nous  allons  démontrer l'existence de  structures 
presque complexes compatibles sur toute variété symplectique. 
Soit (M,w)  une variété symplectique et g une métrique quelconque sur M. Comme w 
et g sont tous les deux des formes bilinéaires non-dégénérées, définissons un opérateur : 22 
qui est une section non dégénérée de T*  M  ®TM non dégénérée pour tout x. 
Notons que 
g(AX, Y) = w(X, Y)= -w(Y, X) =  -g(AY, X)= -g(X, AY), 
c'est-à-dire que  A est anti-symétrique par rapport à  g.  Par la  décomposition polaire, 
nous pouvons donc décomposer A tel que A = B J  où B  = J  AA  .l est symétrique et 
définie  positive.  J  est orthogonale et A  et B  commutent.  Posons  J  =  B- 1 A.  Alors, 
l'adjointe par rapport à g de J, noté J.l, est égale à : 
De plus, il est évident avec le résultat précédent que J est une structure presque complexe 
comme JJ.l =  11..  Ainsi, la relation suivante A.l =-A nous permet de conclure que: 
BJ =  JB. En effet,  A.L  =  (BJ).L  =  - JB, mais  A.l =  - A =  -BJ. Ainsi  on obtient 
BJ =  JB. 
Il  est facile de vérifier que J est un endomorphisme symplectique. En effet, 
w(JX, JY) =  g(AJX, JY) =  g(JAX, J, Y) 
= g(AX, Y)= w(X, Y). 
De plus, w(X, J X) =  g(AX, B-1 AX) > 0, car B-1 > O. 
(2.8) 
Pour conclure, nous devons revenir sur la variété et montrer que la métrique construite 
est lisse le  long de la variété. Pour ce faire, notons que la fonction qui prend A N  B  = 
J  AA.l est lisse. 
En effet, dans le cas présent, il est suffisant de montrer que le  log(AA.l) est  une appli-
cation lisse,  car J  AA  .l =  e  ~ log(AA.l) .  Il  est par ailleurs évident que la fonction expo-
nentielle est lisse.  La définition de log est donnée par la série suivante : 
xn 
log(11.  - X) =  11.  + L -, 
n 
(11.  X)n 
====:>  log (X) =  11.  + L  ...:....__-______:_ 
n 
nEf\!* 23 
Les  valeurs propres de AA;t sont toutes non nulles  car,  AA;t  est inversible.  Si  on  se 
restreint sur un compact K  <S  M  le minimum des normes sur K  existe alors on a trouvé 
unE tel que  IIAAî-11 > E existe 'ïlx E K. Ainsi J  AAj_ est une fonction lisse. 
La fonction  qui  à  A  f-t J  est lisse.  En effet, la  métrique compatible est lisse si  A  est 
lisse  en fonction  de  x  E  M, mais  comme  w  est lisse  en fonction  de  x  E  M  . Donc, 
A= BJ =  J  AAj_J est lisse.  D 
Définition 2.35.  Une structure kahlérienne compatible avec une variété symplectique 
(M2n,w) est une structure presque-kahlérienne (g, J) compatible, telle que '\J9w =  0 où 
'\J9  est la connection de Levi-Civita. 
Note.  À la différence du cas presque-hihlérien, la structure complexe J est nécessaire-
ment intégrable.  Notons qu'il y  a des  variétés symplectiques qui  n'admettent aucune 
structure kahlérienne compatible (voir l'exemple  de Thurston au chapitre 4). 
Lemme 2.36.  Soit (M, w, J, g)  une variété symplectique  avec  une structure complexe 
compatible J. Alors, *g  =  J*w· 
où  l'action de  J  sur 1\ kT*  M  est donné par,  J(a1 1\  · · · 1\ ak) =  (Ja1  1\  · · · 1\ Jak) 
Démonstration.  Il  suffit  d'utiliser que la forme w est compatible c'est-à-dire, w(-, ·)  = 
g(J·, ·).  D 
Définition 2.37 (tenseur de Nijenhuis).  Sur une variété (M, J), on peut considérer le 
tenseur N  J  de type (  1, 2), définit par, 
N1(X, Y)=~  ([JX, JY]- J[JX, Y]- J[X, JY]- [X, Y]) 
où X, Y  E T(M) et [·, ·] est le crochet de Lie. 
Proposition 2.38.  Le tenseur N J  possède les propriétés suivantes : 
1.  N1(X, JX) =  0, 'ï!X E T(M); 
2.  N Jo  =  0 sur IR2n  où Jo  est la  structure presque-complexe standard; 24 
3.  N1(X, Y)= -N1(Y,X). 
Lemme 2.39.  Soit une variété presque-kiihlérienne (M, w, J, g)  et \19 la  connexion de 
Levi-Civita induite par g. Alors,  les  conditions suivantes sont  équivalentes : 
1.  N1 =  0; 
2.  \19] = 0; 
3.  \19w =O. 
Démonstration.  (2)  {:=:=?  (1) 
Comme \19 est la connexion de Levi-Civita, 
\l~Y- V'~X  =[X, Y] 
et 
\l~( JY )  =  ( V'~ J )Y  + JV'~Y. 
Le tenseur de Nijenhuis peut alors s'écrire de la façon suivante, 
N1(X, Y)=~  ((V)xJ)Y- J(V~J)Y - (V).yJ)X + J(V~J)X) = 0 
et si V9J = 0 il est évident que N1(X, Y)= O. 
D'autre part, 
g(4N1(X, Y), Z) = g( ((V)xJ)Y - J (V~ J )Y- (V).yJ )X +  J ( V'~ J)X),  Z) 
=  g ( J(V~J)X  + (V') x )Y, Z)- g(J(V~ J)Y + (V).y )X, Z) 
= dw(JX, Y, Z) + dw(X, JY, Z)- 2g((V~J)X, JY). 
Comme M  est presque-kahlérienne, dw =O. Alors, N1 =  0 ssi V 9J = 0. 
(2)  {:=:=?  (3) 
V  J = 0 est équivalent à '\lw = 0, car V  g = 0 et que les structures sont compatibles:  D 25 
Définition  2.40  (Opérateurs de et oc). Soit une variété riemannienne (M,g)  et June 
structure complexe sur M . On définit  de  et oc  par, 
où 59  =  d*g  est le dual riemanien de d. 
(2.9) 
(2.10) 
Lemme  2.41.  Les opérateurs différentiels  suivants agissent sur une k-forme a  par, 
n 
da =  L~>i 1\ Y'eia, 
i=l 
n 
dca = L Jei 1\ Y'ei a, 
i=l 
n 
d*9 a  = o 9a  = - L ei_jY'eia , 
i=l 
n 
dC*ga  =  d*wa  =  O wa = - L  èi_jY'eia, 
i=l 
où w (  ei, èj) =  O ij  et \7  est la  connection de  Lévi-civita. 
n 
Démonstration.  La démonstration suivante nous sera utile : oW  =  - L ëi _j \7 ei . 
i=l 
Soit  a  une p-forme et {  e1, e2, ... , en} une base orthonormée. 
Ow a  =  ( -1  )P+ 1 *w d *w  a 
n 
=  (-1)P+
1 L *w(ei 1\ Y'ei(*wa)) 
i=l 
n 
=  ( -1  )P+ 
1 L *w (  ei 1\ *w \7 e; (a)) 
i=l 
n 
=-L ëi _j\7 e;a. 
i=l 
0 
Lemme  2.42.  Soit  (  M , w)  une  variété symplectique  munie d'une  structure presque-
kahlérienne compatible (g, J) . Alors, L*g  =  (-1)k *g  L*g  =  *wL*w =A. 26 
Démonstration. 
(La., /3)  = J  w (\  Œ (\ *f3  = J  Œ (\ W  (\ *f3  = J  Œ (\ * *  -
1 1\w * f3 
= J  Œ (\ *( *  -
1 L * /3) =  (a.,*  -
1 L * /3)  =  (a., L *  /3) 
La deuxème égalité provient des relations suivantes : 
et 
(-l)k * L* =  J
2 * w (\ * =  J * J(w 1\ *)  =  *w (w  1\ J*) =  *wL *w  · 
D 
Remarque  2.43.  Il est  intéressant de noter que la relation A =  *wL*w  est  strictement 
symplectique. 
Lemme 2.44.  L 'action de A sur une k-forme a.  est donnée par, Aa.  =  ~w ~ 9 a. =  L*9 • 
n 
Démonstration.  On suppose que w =  :Z:::::  dpi 1\ dqi  est écrite en coordonnées de Darboux. 
i=1 
Comme on a des  opérateurs linéaires,  il  est suffisant  de calculer dans les  coordonnées 
On doit vérifier que l'action de *- 1dpi 1\ dqi 1\ *  =  -~ ..JL ~ ..JL. Il  est suffisant de montrer 
âp;  âq; 
que *-1dpi 1\  * =~ ..iL-
av; 
Supposons que a. =  dpi 1\  ŒJ  alors, 
Donc, *-1dpi 1\ *  =  (- l)k+l * dpi 1\  *=~..iL-
av; 
D 
Lemme  2.45.  Soit (M, w, J, g)  une variété presque-kahlérienne et Œk  E D,k(M)  alors, 
En d'autre terme,  les opérateurs H , L, A induisent une représentation de sl(2, <C). 
(Voir Annexe B  pour plus de détails.) 27 
Démonstration.  Par  le  lemme  précédent,  nous  avons  démontré  que  l'action  de  A 
- L_i  ~  __2_  ~  __2_ .  Ainsi, on peut écrire l'opérateur [A, L]  de cette façon : 
Ôpi  Ôqi 
Prenons Œk  E D,k(M) telle que Œk =dpi 1\ dq1  1\ dpA  1\ dqs où A, B , I  C  {1, ... , n}  sont 
des sous-ensembles  disjoints et soit J =  {1, ... , n} \ (AU BU I). 
Nous obtenons par la définition de Œk  que 
si i  rf.  J et 
si i  rf.  I. 
D'un autre coté, nous avons que si  i  E I , 
et si i  E J, 
~  __§_  ~  __§_  0  dpi (\ dqi (\  Ü'.k  = Ü'.k. 
Ôqi  Ôpi 
Ainsi, il suffit de faire la somme suivante : 
= (n- k)ak 
car, JAJ + JBJ + 2JIJ  =  k et IJI  = n- (JAJ + JBJ + JIJ). 
(2.11) 
(2.12) 
(2.13) 
(2.14) 
(2.15) 
(2.16) 
D 
Lemme 2.46.  Soient *g ou *w et A , B  des opérateurs agissant sur des k-formes.  Alors) 
[A,B]* =  [B*, A*] 
où [A, B]  =  A o B - B o A  et *  =  *g  ou *  =  *w. 28 
Démonstration.  Soit a  et  f3  E Ok(M). Alors, 
([A, B]a,  /3)  =  ((AB- BA)a, /3)  =  (AB  a, /3) - (BAa, /3) 
= (a,B*A*/3) - (a,A*B*/3) 
= (a, [B*, A*]/3) 
où (  ·, ·)  est une forme bilinéaire symétrique.  0 
Théorème  2.47 (Action de 5w  sur une variété presque-kahlérienne.).  Soit (M, w, J, g) 
une variété presque-kiihlérienne. Alors 5w =-[A, d] sur M. 
Démonstration.  En effet, prenons une k-forme a et montrons que [8w, L]  =  d  : 
[  8w, L] a =  8w (  w 1\ a) - w 1\ 8w a 
n  f)  f) 
= 2.) -a- .J'V __q__w 1\ a)+ w 1\ (a  .J'V __q__a) 
i=  1  qi  8pi  qi  8pi 
n 
= da, 
en prenant le dual, on obtient  le résultat.  0 
Lemme 2.48. Soit (M, w, J, g)  une variété presque-kiihlérienne.  (M, w, J, g)  possède les 
relations suivantes : 
[d,A]  =  - 8w  [d,L]  =  0  [d,H]  =  d 
[8w, L]  = d  [8w, A]= 0  [8w, H] =  - 8w 
[d8w, L]  = 0  [d8w, A]= 0  [d8w, H]  =O. 
---- - - - ----- - - -------------- - - - -- -29 
Démonstration.  Lorsque l'opérateur H  est dans le commutateur, le résultat est trivial 
comme il s'agit d'une multiplication par une constante. 
Le résultat suivant, 
[d,L]  =  [6w, A]  =  0 
s'obtient car, w est une forme  fermée.  [<5w, A]  =  0 est obtenu en prenant le dual sym-
plectique de la première égalité. 
Finalement démontrons que, 
En effet, le résultat est direct : 
[d<5w, A]  =  [d[d, A], A] 
=  [d(dA- Ad), A] 
=  [-dAd,A] 
=  -dAdA + dAdA =  O. 
Passant par le  dual on obtient la deuxième équation. 
(2.17) 
(2.18) 
(2.19) 
(2.20) 
L'équation suivante [d, A]  =  bw  est une définition et en passant au dual on obtient, 
0 
Corollaire 2.49.  À partir de  la  définition précédente de bw  on déduit, 
Démonstration.  On a déjà démontrer que bw  =  [A, d]  alors, 
[A, d]d +  d[A, d]  =  -dAd +  dAd =  O. 
0 30 
Acceptons sans démonstration le  résultat suivant : Voir l'article (Mathieu, 1995) 
Théorème  2.50  (Mathieu).  Soit  (M,w)  une  variété  symplectique.  Alors,  les  trois 
conditions suivantes sont équivalentes. 
1.  La  variété (  M, w)  possède la  propriété forte de  Lefschetz 
2.  Le morphisme  de  complexe  (D*(M), ow)  --7  (D*(M)jdfl*(M), ow)  induit un iso-
morphime au  niveau des  cohomologies induites par ces  complexes. 
3.  Toute classe dans la cohomologie de  de  Rham poss,ède un représentant harmonique 
symplectique. 
Théorème 2.51 (Merkulov).  Soit (M,w)  une variété symplectique ayant la  propriété 
forie  de  Lefschetz.  Alors, d  et ow:  D*(M) --7  fl*(M)  possèdent  la  propriété suivante : 
im dOW  =  im d n ker 0W  =  im 0W n ker d. 
Démonstration.  Par le  deuxième point du lemme précédent, on peut conclure que : 
im d n ker ow  = im d n im ow  = im ow n ker d. 
On  va  démontrer  que  V  a  E  [lk (  M)  telle  que  a  =  dr  =  ow {3  où  {3  E  ftk+ 1 ( M)  et 
'Y  E  nk-1(M), il  existe T E  nk(M) telle que  Ci.  =  dOwT. Le  résultat est vrai pour des 
2n-formes, en effet,  Ci.2n  =  8Wf32n+1  or f32n+1  E D2n+1 =  {0}  donc, Ci.=  O. 
Montrons que  l'on a  aussi le résultat vrai pour une  (2n - 1  )-forme.  Soit  f32n  E n2n, 
alors  df32n  =  O.  Donc,  par le  théorème précédent,  on  sait  qu'il y  a  un représentant 
harmonique : f32n  =  {3~ + dr2n-1·  Comme {3,fn  est harmonique symplectique on obtient 
OW {3~ =  0 et dOnC,  Ci.2n-1  =  dOW (  -T2n-1)  · 
Supposons  le  résultat vrai pour des  (k + 2)-formes  et  montrons  que  l'on  obtient  le 
résultat pour des  k-formes. Soit ak  E [lk (M), telle que ak = drk-1 = ow f3k+1. Posons 
ak+2 := df3k+1  E ker ow.  Par le théorème 2.50, 2,  ak+2 =  Owrk+3· 
Comme  Ci.k+2  est  une  (k + 2)-forme  qui  satisfait  l'hypothèse  de  récurrence,  il  existe 31 
(2.21) 
de plus, 
(2.22) 
Et comme tout représentant à une partie harmonique par le théorème de Mathieu, on 
sait que : 
(2.23) 
(2.24) 
Ainsi on obtient ak =  d8w( - Tk), car  f3t!+l  est harmonique symplectique.  0 
Définition 2.52  (Décomposition de Lefschetz).  On dit que a  E  D,k(M)  possède une 
décomposition de Lefschetz s'il existe des formes primitives  (3j  telles que : 
a= L ~U  f3k-2r  r. 
(2.25) 
où /3j  E PJ(M). 
Les  formes primitives peuvent alors se calculer en fonction de la forme décomposée : 
'  1  - p k-2r  ou  es ak-2r E 
et les armE Q. 
' 
"'1  r - a= 0  !L ak-2r  r. 
- - ("'  1 LmAm+r)  ak-2r- 0  ar,mm!  a, 
m=O 
(2.26) 
(2.27) 
Lemme 2.53  (Action de d,  8w  et d8w) .  Soit une k-forme a= .Z::::  ~Uf3k-2r et (3j  E 
PJ(M). 
da= L ~U  df3k-2r  r. 
8wa = L  ~U(df3k-2r-2 + 8wf3k-2r)  r. 
d8w a  = L ~  Lr  d8w f3k-2r 
r. 
(2.28) 
(2.29) 
(2.30) 32 
Démonstration.  L'équation  (2.28)  s'obtient en  utilisant que w  est fermée.  L'équation 
(2.29)  s'obtient en utilisant que [8w, L]  = d  ===}  5w L = d + L8w et l'équation (2.30)  est 
une conséquence de : [d8w , L]  =  O .  0 
Lemme 2.54.  Soient  f3b  ~k,  ~k E  p k(M),  k  ~ n.  Alors,  l'action des trois opérateurs 
différentiels  est  donnée par : 
si k < n . 
si k =  n. 
Dans tous les  cas, 
8wf3k  =  -H~k- 1 , 
d8wf3k  =  - (H +  l )d~k- 1· 
Démonstration.  Il suffit de démontrer que A  2df3k  =O. En effet, 
Car [d, A]= 8w.  0 
Proposition 2.55.  Soit a  E O,k(M) une k-forme possèdant une décomposition de  Lef-
schetz et ak-2r E p k-2r (M)  les formes primitives  correspondantes à sa décompositions 
de  Lefschetz  alors, 
d8w  a = 0 {::}  d8w  iik-2r = 0 v  r, 
d8w  a  =  (3  {::}  d8w  i5.k-2r  =  ~k-2r v  r, 
da  =  5w  a  =  0 {::}  diik-2r =  0 V r. 33 
Démonstration.  Les  deux premières équivalences sont des conséquences des identités : 
(2.31) 
0 
Proposition 2.56.  Sur toute variété presque-kiihlérienne on obtient les  identités sui-
vantes : 
1.  ode + dcr5  =  0 ; 
2.  Owd + dr5w  =O. 
Démonstration.  On a démontré que : 
[A, de]= 0 
[A,d]  =  -ow 
ce qui nous permet de conclure que : 
ce qui donne le résultat. 
owd =  [d, A]d  =  dAd; 
dow  =  d[d, A]  =  -dAd, 
(2.32) 
(2.33) 
(2.34) 
(2.35) 
(2.36) 
(2.37) 
0 
Définition 2.57 (Décomposition des formes complexes en bidegrée ).  Considérons l'es-
pace suivant  (\ 
1(M) ® C  ~  T*(M) ® C.  Par des  résultats précédents sur les  espaces 
vectoriels, on sait qu'il  existe une structure presque complexe que l'on note J  qui agit 
sur T*(M) par : 
Ja(X) = -a(JX). 
Alors, il  existe (\ 
1
•
0 
( M) et (\ 
0
•
1 
( M) qui sont les  ~spaces propres qui correspondent aux 
valeurs propres -i  et i  de J. Ces deux espaces donnent la décompositions : 
1  1,0  0,1 
f\ (  M) ® C = f\ (  M) œ  f\ (  M). 34 
Définissons 
p,O  1,0 
(\(M) = f'l((\(M)) = 1'lT~ , 0 (M) 
et 
O,q  0,1 
(\(M) =  1\q (\(M) =  l\qTô,1(M) . 
Alors, 
p,q 
(\  (M)  =  1\PT~,o(M)  1\q Tô,1 (M). 
Donc, 
r  p,q 
(\  (M) ®re =  E9  (\ (M). 
r=p+q 
Définition 2.58. Soit (M, w, g, J)  une variété presque-kahlérienne . On peut décompo-
ser rF(M) ®re=  ~ D.p,q(M). On définit  1rp,q  : rF(M) ®re--+  D.p,q(M) la projection 
p+q=r 
canonique. Les opérateurs f) et 8 sont définis sur une (p, q)-forme de la manière suivante : 
f) =  1rp+l,q 0  d; 
8 =  1rp,q+l 0  d. 
Définition 2.59.  Soit  (M, w, g, J)  une variété kahlérienne.  Définissons les  opérateurs 
suivants : 
0,0 
0  =  f)f)* + f)* f) 
0 =  88* + 8*8 
(2.38) 
(2.39) 
où f)* et 8* sont les adjointes formelles de a  et [) respectivement par rapport au produit 
hermitien L2  induit par le produit suivant: (a ,/3)  =  J  H( a,/3 )~7 où H  est un produit 
M 
hermitien. 
Si  J est intégrable,  d =  1rp+l,q o d + 1rp,q+l o d =a+ 8. 
Théorème 2.60.  Soit (M, w, g, J)  une variété kiihlérienne,  alors, 35 
1. 
[L, d]  = 0,  [L*, o] = 0, 
[L, o]  = de,  [L*, d]  =  -ow. 
2.  Alors flg  commute avec  *, d  et L . De plus, 
Démonstration.  Voir (Wells, 2008).  D 
Note.  Le résultat précédent nous permet de conclure que Dg  et Dg  sont des opérateurs 
réels. 
Théorème 2.61  (Lefschetz).  Toute variété kiihlérienne compacte possède la  propriété 
de Lefschetz forte. (Voir définition 2.19) 
Démonstration.  Comme D est  un  opérateur réel  pour les  variétés  kahlériennes  alors, 
1:1  =  20 préserve le type des k-formes. De plus, [tl, L] =O. Donc les formes harmoniques 
sont envoyées sur des formes  harmoniques  par l'opérateur L. Dans l'annexe  B, sur la 
représentation sl(2, C), on montre que les formes sont décomposées en formes primitives. 
Ainsi, 
s 
D 
Corollaire 2.62.  1.  L'opérateur L  induit un isomorphisme au  niveau des  cohomo-
logies. 
2.  Les  nombres  de  Betti impairs  d'une variété compacte  kiihlérienne  connexe  sont 
tous pairs. 36 
Démonstration.  Comme l'opérateur D est  un  opérateur réel, c'est-à-dire D =  O. On 
obtient  que Hp,q  =  Hq,p  =  Hq,p. De plus,  l'opérateur 0  préserve le type des  formes. 
Donc, 
p+q=r  p+q=r 
En particulier, si  r  est impair  : 
s ;(M) =  EB  s ;·q(M) 
p+q=r 
p<q  et p+q=r  q<p  et p+q=r 
EB  s ;,q(M) EB  s ;,q(M). 
p<q  et p+q=r 
0 
Proposition 2.63 (Lejmi).  Soit (M2n,w, J,g) une variété compacte presque-kéihlérien-
ne  qui possède  la  condition forte  de  Lefschetz.  Si a  est une  1-forme  69 -exacte  et de-
fermée,  alors a =  de f  pour une fonction f . 
Démonstration.  Soit  (3  =  Ja et a = 691jy  ou ljJ  est une 2-forme. De plus, posons 
Alors, 
'1/J(-,  ·)  =  1/J(J·, 1·). 
JW'lj;(-, ·))  =  J69J- l'lj; 
=  J69(J- 1) 21jy 
=  - J691jy 
=  -Ja =  - (3. 37 
On en déduit que (3  est 5w-exact car a est de-fermée, nous allons voir que (3  est fermée : 
dca= 0 
{:==> JdJ- 1a  =  0 
===?  - JdJ-1 J 2a  =  0 
===?  - JdJa = 0 
===}  - Jd(3  =  0 
===} df3  =o. 
Par la proposition 2.51  on sait que (3  est dans im dbw et donc,  (3  =  d6w1  où 1 est  une 
1-forme. Cela nous permet de conclure que a= -dcbw{, car Jdf =  JdJ- 1f  si fest une 
fonction et dans notre cas 5wl =  JJJ-11 =  JJ-1{ , car JJ- 11  est une fonction.  0 
Lemme 2.64.  Si (M, g)  est compacte,  riemannienne, orientée et X  est un champs de 
Killing alors, 
est l'identité . 
Démonstration.  (Voir Gauduchon p.  59)  0 
Corollaire 2.65.  Si (M,g,w)  est une variété pTesque KéihléTienne et X  un champs de 
Killing pour g  alors,  Lxw =O. 
Démonstration.  (Voir Gauduchon p. 59)  0 
Proposition 2.66  (Lejmi, McDuff).  Soit X  un champ  de  vecteuT  de Killing c'est-à-
dire Lxg = 0  sur une variété compacte presque-kéihlérienne (M,w, J,g)  satisfaisant la 
propriété de  Lefschetz forte. AloTs, X  a des  zéros  {:==>  X  est hamiltonien. 
Démonstration.  Soit  X  un champ de  Killing  sur  (M,w, J,g) ,  soit  a  =  X 0Y  le  dual 
riemanien  du champ X  et v9  =  "':t~  une forme  volume. On a  une  décomposition  de 
Hodge  de a= aH+ J9cp. 38 
Comme Cxg = 0  ==}  CxaH = 0 , mais on a aussi que CxaH = do ~x +~x  o daH = 
do ~xaH =  da(  X) donc,  a(X) est  constant. Alors, on peut conclure que. (a, aH)  = 
(aH, aH) = j aH 1\  *a":t7  = j g(aU , ak)":t7  = j g((X~)U, aH)":t7  = j aH(X)v9  = 0, car 
X  admet des zéros et aH(X) est constant. Ce qui nous donne : aH =  O. Donc,  a  =  69cp. 
En d'autre terme, a est 59-exact. 
Remarquons que comme X  est de Killing : 
Par le lemme  de Lejmi,  f3 
hamiltonien. 
= dw(X, ·) 
=  dg(X, J·) 
= -dJa. 
docç, donc dJa  0 et donc  X  est un champs 
D CHAPITRE III 
COHOMOLOGIE SYMPLECTIQUE 
Nous utiliserons les notations des sections précédentes. Pour simplifier, lorsqu'une seule 
forme symplectique est sous-entendue, les opérateurs Lw  et Aw  seront notés par L et A 
respectivement. 
3.1  Cohomologie  symplectique  d'après Tseng-Y au 
Nous allons commencer à définir des cohomologies qui sont différentes de la cohomo-
logie  de  de  Rham HjR(M)  en  utilisant des opérateurs différentiels  que l'on a  définis 
précédement. Rappelons que : 
Hk  (M) =ker d n Dk(M) 
dR  imd n Dk(M) 
De manière analogue, définissons une cohomologie à partir de l'opérateur 5w 
Définition 3.1  (cohomologie symplectique). 
Hk (M) =  ker 5w n Dk(M) 
8 w  imow n Dk(M) 
0 
Cette cohomologie  est  bien définie,  car  oW  0  oW  =  o.  Elle est  appelée  la cohomologie 
symplectique. 
Posons aussi : · 
et 40 
Pour les  mêmes raisons que pour la cohomologie symplectique, ces deux cohomologies 
sont bien définies, car dow  =  -owd. 
Théorème 3.2.  *w  est un isomorphisme de  HjR(M) à HJ:;-k(M) 
Démonstration.  En utilisant la définition 
le résultat découle facilement. 
Soit  cxk  une  k-forme  d-exacte  et  cx~_ 1  une  k - 1-forme  tel  que  cxk  dcxk- l·  Ainsi 
_  d  1  _  d  2  _  (  l)kxw  1  _  xw(  l)k  1  *wŒk  - *w  cxk- 1 - *w  *w  Œk  - - u  CXk- 1 - u  - Œk-1  0 
Définition 3.3.  Nous allons introduire les opérateurs elliptiques liés à la cohomologie 
de De Rham et à la cohomologie symplectique : 
t::.d =  d*d + dd*, 
Pour plus de détails, voir l'annexe A. 
Proposition 3.4.  !:::.0w  est un opérateur elliptique. 
Soit {th, 82, ...  , Bn,  1J1, 1J2 , ... , Bn}  une base de l'espace cotangent tel que g =  L_ ei ® ei + 
ei ® ei 
Comme les symboles sont définis à partir des opérateurs de degré maximal, sachant que 
on peut utiliser les identités de Kahler pour le calcul de symboles.  En d'autres  termes, 
pour calculer les symboles, on peut supposer que N1(X, Y) =O. Nous avons les relations 
suivantes  : 
d  c::::'  8+8 
dcc::::--i(o-8) 
===?  ow c::::- i(o*- 8*) où  ~  est l'égalité de symboles. 
On peut donc calculer ~ 0w. En effet, 
~ (jw  =  (oW)*oW +  0W(0W)* 
~  -(8*- 8*)*(8*- 8*)- (8*- 8*)(8*- 8*)* 
~ (8- 8)(8*- 8*) + (8*- 8*)(8- 8) 
~  88* + 8* 8 + a  fi* + fi* a 
~  ~d 
Ce qui nous permet de conclure que ~ 0w est elliptique. 
41 
(3.1) 
Théorème 3.5 (Décomposition symplectique de Hodge).  Soit (M,w, J,g)  une variété 
symplectique compacte avec une métrique riemannienne compatible. Alors,  il existe une 
décompo-sition de  l'espace  des  k-formes en fonction de  la  cohomologie symplectique : 
Démonstration.  La preuve est essentiellement la même que celle de la décomposition de 
Hodge standard.  0 
3.1.1  d +  6w-Cohomologie et d6w-cohomologie 
Considérons les complexes exactes suivants : 
o_k(M) ~  o_k(M)  d+ow  o_k+l(M)  E9 o_k-l(M) 
o_k+l(M) ~  o_k(M) ~  o_k(M) 
o_k- l(M) ~  o_k(M) ~  o_k(M) 
(3.2) 
(3.3) 
(3.4) 
Remarque  3.6.  Les  formes  dow-exactes  sont  d-fermées  et  oW -fermées,  donc  (d + ow)-
fermées. 42 
Définition 3. 7.  Définissons les cohomologies suivante d+8w-cohomologie et d8w-cohomologie 
à partir des complexes précédents. 
(3.5) 
(3.6) 
Remarque 3.8.  On vient de définir des cohomologies qui ne dépendent que de la structure 
symplectique, d'où la notation. 
Définition 3.9. Les Laplaciens associés à ces cohomologies respectivement sont donnés 
par: 
6_d +8w =  d8W(d8W)*g +  >..(d*gd + 8W*g8W) 
6_ dQW  =  (d8W)* 9 (d8W) + À(dd*g + 8W8W*g) 
où  À est une constante strictement positive. 
(3.7) 
(3.8) 
On appelle une forme a  (d + 8w)-harmonique (respectivement d8w-harmonique)  si, 
6.d+8w cx  =  0 (respectivement 6.d8wCX  =  0). 
Lemme 3.10.  Caractérisation des  formes  (d + 8w)-harmoniques et d8w-harmoniques. 
Remarque  3.11. L'espace des  k-formes (d + 8w)-harmoniques est représenté par 
1{~+8w (M , w). Les k-formes d8w-harmoniques sont désignées par H ~8w (M , w). 
Les cohomologies définies ont une décomposition similaire à la décomposition de Hodge 
comme les deux théorèmes suivants le démontre : 
Théorème  3.12.  Soit  (M,w,J,g)  une variété presque-kiihlérienne  compacte.  Alors, 
nous  avons  les  résultats suivants sur la  (  d + 8w) -cohomologie. 
1.  1{ ~+8w (  M)  est de  dimension finie; 
2.  rtk(M,w)  =  H ~+8w (M , w)  EB  d8wDk(M,w)  EB  (d*gflk+ 1 +  8W*gD,k- 1); 43 
Théorème  3.13.  Soit  (M,w, J,g)  une  variété presque-kéihlérienne  compacte.  Alors, 
nous avons le  résultat analogue pour la  dow -cohomologie. 
1.  Ji ~8w  ( M)  est de  dimension fini; 
2.  D,k(M,w) =  Ji~0w(M,w)  EB  (dow)*gD,k(M,w) EB  (dD,k-l + ownk+1); 
3.  1i~8w(M,w)  ~  H~8w(M,w). 
Lemme  3.14.  Les laplaciens possèdent les propriétés suivantes : 
[b. d+c)W) H] =  0, 
[b.d+ow, Lw]  = 0, 
[b.d+ow, Aw]  =  0, 
[b.dow, H]  =  0, 
[b.d8w,Lw]  =  Ü, 
[b.dsw, Aw]  =O. 
Corollaire  3.15.  Soit (  M 2n, w, J, g)  une variété symplectique compcte avec une struc-
ture presque-kéihlérienne  compatible.  Alors,  l'opérateur de  Lefschetz induit un isomor-
phisme au niveau des formes (  d+ ow) -harmoniques et dow -harmoniques et donc au niveau 
des  (  d + ow) -cohomologies et dow -cohomologies : 
sont des  isomorphismes. 
Ln-k: Ji~+c)w(M,w) ~  Ji~~"&~(M,w) 
Ln-k: Ji ~0w(M,w) ~  H~y;;k(M,w) 
(3.9) 
(3.10) 
Théorème  3.16.  Soit (M, w)  une variété compacte  qui possède la  propriété forte  de 
Lefschetz ou,  de  manière équivalente,  le  dow -lemme voir théorème 2.  51, si et seulement 
si les homomorphismes canoniques, 
et 
sont des isomorphismes pour chaque k. 44 
Corollaire 3.17.  Sur une variété compacte qui possède la  propriété forte de  Lefschetz, 
ou de  manière équivalente le dow -lemme,  on a : 
dim Hj(M) = dim Hj+6(M), 
dim Hj(M) =  dim Hj8(M). 
(3.11) 
(3.12) 
Proposition 3.18.  Les  laplaciens  des  cohomologies Hd+aw(M,w)  et Hdaw(M,w)  sont 
reliés par la relation suivante : 
Corollaire 3.19.  Sur une variété symplectique compacte (M,w),  les (dow) -cohomogies 
et (d + ow) -cohomogies sont conjugées c'est-à-dire, 
est un isomorphisme. Plus particulièrement, 
3.1.2  (d n  b'w)-Cohomologie 
Définissons la ( d n  ow)-cohomologie. Elle est en quelque sorte une combinaison des deux 
précédentes. Elle possèede essentiellement les  mêmes propriétés. 
Notons {/,k(M)  l'espace des  formes  dow-fermées.  Alors, on peut vérifier que les  lignes 
suivantes sont exactes, 
f2k+ 1(M) ~  fi(M) ~  Ok+1(M), 
[2k-l(M) ~  Ok(M) ~  ok-l(M), 
[2k- 1(M) ~  Ok(M) ~  Ok+1(M), 
f2k+ 1(M) ~  Ok(M) ~  ok- 1(M). 45 
On peut donc regarder la cohomologie suivante, 
Définition 3.20 (Forme dn5w-harmonique). Une k-forme a est dite dn 5w-harmonique 
si 
da= 5wa =  0, 
Définition 3.21 (Laplacien de la d n  <SW -Cohomologie). 
(3.13) 
Corollaire  3.22.  Une k-forme est d n 5w-harmonique ssi b..dnowŒ =O. 
Remarque 3.23.  Les  k-formes d n 5w-harmoniques sont dénotées par  1-l ~n,sw (M , w ). 
Démonstration.  Soit  Œ  E  1-l ~n,sw(M,w), par la definition  de  1-l ~n,sw(M,w), on sait  que 
b..da  =  b.. ,swŒ  =O. l'inverse est tout aussi direct. (Pour le restant, voir lemme 3.10.)  D 
Corollaire  3.25.  Soit (M, w, J, g) une variété presque-kahlérienne compacte.  Alors, 
1.  1-l ~now (  M, w)  est de dimension finie; 
2.  Ln-k :  1-l ~n,sw(M , w )-+  1i ~~8wk(M,w) est un isomorphisme. 
Démonstration.  D'une part, on  a déjà  montré que  1-l ~ (M,w) et  1-l~w(M,w) sont tous 
deux de dimension finie. D'autre part, 
Ln-k: 1-l~(M,w)-+  1-l~n-k(M,w) 
Ln-k: 1-l~w (M,w)-+  1-l ~;!;-k(M,w) 
sont des isomorphismes et donc, en particulier, sur l'intersection ils le seront encore.  D 46 
3.1.3  Cohomologie primitive 
Définition 3.26  (Cohomologie  primitive).  Considérons  les  cohomologies  Hj+c5w(M), 
Hjfiw(M)  et Hjnfiw(M). Alors, les cohomologies primitives respective sont données par, 
PHk  _  kerdnPk(M,w) 
d+c5w- imdb'wn pk(M,w) '  (3.14) 
PHk  =  kerdb'W  n pk(M,w) 
dow  imd+imb'wnpk(M,w)'  (3.15) 
PHk  =  imd n pk(M,w) 
dnaw  im d + im b'W n pk  (  M, w) '  (3.16) 
où p Hjn(jw  =  p Hj+8W n p Hj{,w. 
Théorème 3.27 (Décomposition primitive symplectique.).  Soit (M2n,w)  une variété 
symplectique compacte. Ses cohomologies primitives possèdent la pmpriété suivante : Il 
existe une décomposition de  Lefschetz pour les  cohomologies primitives, 
1.  1-l ~+c5w (M , w) =  EB r UPH~+~:(M,w); 
2.  1-l ~(jw(M,w) =  EBrUPH ~"J}r(M,w); 
3.  1-l ~n(jw (M,w) =  EBr UPH~~J~(M,w). 
Démonstration.  La preuve est essentiellement la même que celle d'une variété satisfai-
sant la condition de forte de Lefschetz.  0 
Corollaire  3.28.  Les  (d n b'w)-cohomologies  des  variétés  kahlériennes  compacte  sont 
toutes isomorphes aux d-cohomologies de  même dimension. 
Remarque  3.29.  Les  cohomologies  précédemment  définies  peuvent  être  utilisées  afin 
de  déterminer  si  une  variété  ne  possède  aucune  de  structure  kiihlérienne.  De  plus, 
1-l~nliw (  M, w)  ~  1-l~ (  M, w) est  équivalent à  avoir  la condition  forte  de  Lefschetz  sur 
une variété symplectique compacte. CHAPITRE IV 
DÉCOMPOSITION DES COHOMOLOGIES PRIMITIVES 
Les  cohomologies  primitives définie au chapitre précédent peuvent se  décomposer plus 
finement.  La décomposition que nous allons présenter est similaire à la décomposition 
de Hodge  des formes en fonction de leur bidegré.  Pour ce  faire,  nous commençons par 
étudier plus en détail l'action de l'opérateur d sur l'espace des formes primitives. 
4.1  Décomposition des formes en terme de .cr,s (  M,  w) 
Sur des  formes primitives, l'action de l'opérateur différentiel d est relativement simple 
à décrire. Soit une k-forme primitive ak, à partir du lemme 2.54  nous avons que : 
où 
sont des formes primitives de degré k + 1 et k- 1 respectivement, donc 
d : p k -r p k+l  EB w 1\ p k-1.  (4.1) 
D'un autre coté, l'action de d sur une forme a =  w 1\  (3  est donnée par : 
d(w 1\ (3)  =  dw 1\  (3 + w 1\ d(3  =  w 1\ d(3.  (4.2) 
Si (3 est une forme primitive, on aura une décomposition de la forme d(3  = ~k+ 1 +wl\~k-l 
ce qui implique que d(w/\(3)  =  wl\~k+ 1 +w2 1\~k- 1 .  Les résultats précédents nous incitent 48 
à définir l'espace suivant : 
Remarque  4.1.  Le  degré  d'une  forme  a  E  .C·
5 
( M, w)  est  de  degré  2r + s.  De  plus, 
P
5(M,w) =  .L0•
5(M,w). 
Définition  4.2  (L'opérateur R  agissant  sur c r,s(M)).  On définit  l'action  de  R  sur 
zr,s E cr,s comme suit : 
Définition 4.3 (Les opérateurs a+,IL). Avec ce que l'on a fait précédemment, on peut 
définir  implicitement les opérateurs a± de la manière suivante : 
d : pk --+  pk+l EB w 1\ pk-1 
f3k  f---7  a+f3k + w 1\ a_f3k· 
Remarque  4.4.  De  manière  plus  concise,  sur  les  formes  primitives,  l'opérateur  d 
a+  +  w 1\ a_  et donc, d défini une application de c r,s vers c r,s+l EB c r+l,s-1. 
Proposition 4.5  (Action de a±  sur cr,s(M,w)). 
où 
a± : cr•
5(M, w)--+ r,s±1(M, w) 
a+U f3k  =  Lr  i]k+l 
a_r  f3k  = r ï3k-l 
Proposition 4.6.  Soit (M, w)  une variété symplectique.  Les  opérateurs a+  et a_  sa-
tisfont les propriétés suivantes : 
1.  (a±?= o; 
2.  (a+a- +a_  a+)= o; 3.  [8+, L] = 0; 
4·  [Lo_, L]  =O. 
Démonstration.  Sur des formes primitives, on a d =  8+ + Lo_, donc : 
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et comme d2  : c r,s -+ c r,s+2  E&  c r+l,s E&  c r+2,s-2, la proposition est  démontrée sachant 
que d2 =O. 
On sait [d, L]  =  0 ce qui implique que sur une forme primitive, [8+ + Lo_, L]  =O. Donc, 
[8+, L] + [Lo_, L]  =O.  0 
4.2  Deux nouvelles cohomologies PHa± (M, w) . 
Pour alléger les notations,  nous allons poser c r,s :=  Lr,s(M,w) lorsqu'il n'y a pas d'am-
biguïté. 
Lemme  4. 7  (Le  complexe  O±)·  Définissions  deux  nouveaux  complexes  à partir des 
opérateurs a+  et a_ : 
a  a  a  a  c ,o  ~  c r,l ~  0  0  0  ~  c r,n-r-1 ~  c ,n-r) 
Lr,O ~  Lr,l ~  ... ~  Lr,n-r-1 ~  Lr,n-r. 
(4.3) 
(  4.4) 
Comme on a déjà vu que Of  =  0, alors ces complexes sont exacts. De plus, lorsque r  =  0 
on a l'égalité suivante : LO,s =  p s.  On obtient ainsi les complexes suivants : 
Po  a_  pl  a_  a_  pn-1  a_  pn  +-- +-- 00  0  +-- +-- 0 
(4.5) 
(4.6) 
À partir de ces complexes exacts, il est possible de définir des cohomologies sur l'espace 
C '
8(M,w). 50 
Définition 4.8. Soit les complexes de chaîne du lemme 4.3. Définissons deux cohomo-
logies induites par ces complexes : 
(4.7) 
Proposition 4.9.  De plus,  comme L  commute avec a±  pour r  assez petit on a que  : . 
(4.8) 
Définition 4.10 (PH§±).  Soit (M,w)  une variété symplectique.  Définissons une nou-
velle cohomologie primitive de la manière suivante : 
Ho,s(M w)  =  ker a± n  c_O ,s 
Ô±  '  im a±c_O,s'fl 
ker a± n p s 
im a±p s'fl 
(4.9) 
Définition 4.11  (a~) .  Soit (M, J,g,w) une variété symplectique  avec  une structure 
presque complexe compatible. On peut définir l'adjointe riemannienne a~  de a± à partir 
du produit suivant : 
Définition 4.12 (Formes a±-harmoniques).  On dit d'une k-forme primitive fJk  qu'elle 
est a±-harmonique si : 
Remarque 4.13.  On note les k-formes a±-harmonique par PH ~± (M). 
Définition  4.14  (  .6.a±).  Le  lapacien  associé  à ces  formes  est  donné par l'équation 
suivante : 
(4.10) 51 
Proposition  4.15.  Les  k-formes ch-harmoniques sont les  formes  dans  le  noyau de 
l'opérateur 6 a±. 
Démonstration. 
(/31' 6a±  /31)  = j g(/3\ 6a±  /31 )vg 
= j  g( /31,  a±  a*; + a;? a±/31  )v9 
= j g(/31,  a±  al  /3
1 )v9 + j g(/31,  a;? a±/31  )v9 
=  lla±/31
11
2 + Il a±f31 ll
2
. 
D 
Remarque 4.16. Nous avons fait cette preuve qu'une seule fois, car la démonstration est 
similaire quelque soit le laplacien que l'on a défini. 
Théorème  4.17.  Soit (M,w,J,g)  une  variété  symplectique  compacte  et  (g,J)  une 
structure compatible.  Alors Vk < n, 
1.  dim PH.~± (  M)  est finie; 
2.  Il existe un isomorphisme canonique tel que : PH.t  ~  PH~±  ; 
3.  pk= PH.~± EB a±pk±1  EB  a~gpk=P . 
Démonstration.  La preuve est sensiblement la même que pour le théorème de Hodge.  D 
Proposition  4.18 (Action des  opérateurs a±  et a+a- sur les formes primitives).  Soit 
une  variété symplectique  (M,w)  et  l'espace  des  s-formes primitives  P
5(M)  sur M  . 
Alors, 
a_= H- 1Ad =  H - 15w, 
a+  = d- LH-
1 Ad, 
a+a- =  (H + l)dAd. 
(4.11) 
(4.12) 
(4.13) 52 
Lemme  4.19.  Soit (M,w)  une  variété symplectique,  alors  les  opérateurs  a+  et a_ 
agissent sur cr,s  de  la  manière suivante : 
1  a +=  H + 2R + 1 ((H + R + 1)d + L8w) ,  (4.14) 
a_=  - 1 
(8w- 1  Ad). 
H +2R + 1  H+ R 
(4.15) 
Proposition 4.20.  Sur les variétés symplectiques (M, w)  on a les  relations suivantes : 
LA= (H + R + 1)R, 
AL= (H + R)(R + 1). 
(4.16) 
(  4.17) 
Corollaire  4.21  (Action de  8W  sur C•
8 
) .  L'action de  <)W  sur c r,s  est donnée  par les 
opérateur a±  de  la manière suivante : 
(4.18) 
Démonstration.  On a déjà démontré que  8w  =  [d, A]  sur une k-forme a. On sait  aussi 
que sur c r,s,  l'action de l'opérateur d est donnée par :  d~~  {3  =  ~~ df3  et d =a++ La_ 
sur les  formes  primitives. Avec le lemme précédent, on peut  conclure avec de simples 
calculs.  0 
Corollaire 4.22.  L'action de  d8W  : C ·
8 
( M)  ---+  C •
8 
( M)  est donnée par, 
Démonstration.  On a déjà défini 
ainsi que 53 
En combinant lès deux équations on obtient, 
dow =  (8+ + Lo-)(H :  RAo+- (H + R)o_) 
1 
=  - o+(H + R)o_ + ()_L H +RAo+ 
=  -o+(H + R)o_ + ()_Ro+ 
=  - (H + 2R + 1)8+8-. 
0 
Proposition 4.23.  Soit (M,w) une variété symplectique compacte.  Alors, \7'0  ::;  k < n 
PH~+~  PHt. 
Définition 4.24  (8+8_-lemme).  Soit une variété symplectique (M,w) et une k-forme 
(3  E  pk(M) telle que  df3  = O.  Alors,  on dit que  (M,w)  possède le 8+8_-lemme si  les 
conditions suivantes sont équivalentes. 
1.  (3  est 8+  -exact ; 
2.  (3  est 8_-exact pour k < n; 
3.  (3  est 8+8--exact. 
Remarque 4.25. Il s'agit d'une condition équivalente à la condition forte de  Lefschetz, 
par contre, dans ce cas, on exige la condition au niveau des formes primitives. 
Proposition 4.26 (Action de  o±w  sur des formes dans .C·
5(M,w)).  Soit o±w  agissant 
sur .C·
5(M,w).  Alors l'action de  o±w  peut se  décrire  en terme de  O±  : 
(Lo_ )*w  =  -(H + R)o_. 
(4.19) 
(  4.20) 
Démonstration.  Comme o*w  =  ow  et que d =  8+ + Lo_ sur des formes primitives, alors 
d*w =  (8+ + Lo_)*w.  On sait par le corollaire 4.21  que d*w =  H~RA8+ - (H + R)o_. Il 
suffit de regarder le degré de chaque opérateur pour conclure.  D 54 
Proposition 4.27 (Action de fl{ sur des  formes  dans cr.s(M,w).).  Soit une variété 
symplectique  (M,w)  et g  une  métrique  compatible  avec  w.  Alors,  on  peut  définir  les 
opérateurs 8~ et 8":!  : 
8* 9  = (d* 9 (H +R+ 1) + (o*w)*g A)--
1
--
+  H + 2R+ l ' 
(4.21) 
8* 9  = -((o*w)*g- d*YL  l  )  l  . 
- H + R  H +2R+ 1 
(  4.22) 
Proposition 4.28 (Complexe elliptique associé aux complexes 8±)·  Le complexe sui-
vant est elliptique  : 
Note.  Nous acceptons sans démonstration le résultat précédent. Voir les travaux (Tseng 
et Yau, 2010) 
Proposition 4.29.  Soit (M, w)  une variété symplectique  compacte.  Alors,  lorsque k = 
0, 1, nous avons  les  égalités suivantes. 
Démonstration.  Par  la  proposition  4.18, les  formes  [)_-fermées  et  oW-fermées sont les 
mêmes  et  il  en  est  de  même  pour  le cas  des  formes  exactes.  Donc, le  résultat pour 
PH$_ (M) =  H~w(M )  est  démontré pour  k  =  0,  car D,k(M)  =  pk(M) pour k  =  0, 1. 
Pour l'autre cohomologie,  il est facile de vérifier que 8+ =  d sur des fonctions. Alors,  le 
résultat est trivial dans le cas k = O. 
Pour PH"§+  (M), montrons que toute forme 8+-fermée est d-fermée. 
Soit  f3  une  1-forme primitive 8+-fermée.  Alors,  d/3  =  0 + w 1\  f3o, mais d2  =  0 ce  qui 
implique que d(wl\f3o)  = wl\df3o =O. Comme f3o est une fonction, on peut dire qu'il s'agit - - ----------- --- - --- -- - - - - ----- ------ -
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de  la fonction constante nulle,  sinon w  serait  exacte et donc, w  serait un représentant 
de la classe trivial dans la cohomologie de De Rham. 
Et finalement, pour le cas PH~_ (M) prenons /31  =  oWa où Œ  E D2(M) et /31 E D1(M) : 
8wa  =  8w(f32 + w 1\  f3o) 
=  - H8_f32 + df3o. 
(  4.23) 
(  4.24) 
Il suffit  de montrer que df3o est 8_-exacte pour conclure.  En effet, on peut supposer que 
JM f3o =O. Donc  f3o  est 8w-exact comme (30  est 8w-fermée , (30 =  8w f3 ~  pour (3~  E P
1(M) 
et donc /31 =a_ (  -(n- 1)/32 +  no+f3D. 
Théorème  4.30.  Soit (M,w)  une variété symplectique possèdant le  8+8_-lemme. 
Alors,  pour 2 :S  k < n, 
0 
Démonstration.  Démontrons que  PH~+  (M) =  H1R n p k(M). Soit  f3k  une k-forme  8+-
fermée.  Donc, df3k  =  Lf3L1. Aussi, d2 =  0 ce qui  implique que /3L 1 est d-fermée alors, 
df3L 1 = O.  Par l'action de d sur des formes primitives, on sait que /3L1 = é)_ f3k·  Par le 
8+8- lemme, il existe une k - 1 forme primitive ~k-1 telle que /3L1 =  a+a-~L 1· Pour 
conclure, prenons un représentant de la classe trivial : f3k + 8+~k 1  E [0] E P H1R(M) et 
montrons qu'il est d-fermé. 
Soit  f3k  =  8+f3k-1 alors  f3k est d-fermée et 8+-exacte. Alors, par le 8+8_-lemme, f3k  = 
dow ~k où ~k E p k(M). 
Démontrons que  PHt  (M)  =  Hiw(M) n p k(M).  Par  des  résultats précédent,  nous 
n'aVOnS  qu'à montrer qu'une forme 0W-exacte implique qu'elle est 8_- exacte. 
Soit f3k  E pk(M) telle que oW~k+1 =  f3k et donc f3k est oW -fermée. Alors, il y a deux cas 
possibles  : 56 
1.  df3k  =O. Alors, par le 8+8_-lemme on obtient f3k  =  8_(8+~k); 
2.  df3k  = N+1.  Alors,  df3k+l  = 0 et donc, par le même lemme,  (3~+1 = 8+8-f3Z+1. 
On peut créer une forme d-fermée : 
Encore une fois,  par le 8+8--lemme, 
et donc, 
où  f3k  est 8_-exacte ce qui complète la preuve. 
D 
4.3  Exemples. 
Pour les exemples suivants nous avons besoin de faire un rappel de la théorie des algèbres 
de Lie nilpotentes. Voir (Humphreys, 1972), (Fino et Grantcharov, 2003) et (Wells, 2008) 
pour plus de détails. 
Définition 4.31  (Algèbre de Lie nilpotente).  Une algèbre de Lie  n est nilpotente s'il 
existe p E N tel que nP = {0}  où n(k+l) =  [n, n(k)J,  k =  1, 2, ... 
Proposition 4.32 (Engel, Lie).  Soit n c gl (V) une algèbre  de  Lie nilpotente.  Alors, il 
existe une base {el, ... , en}  de V  telle  que  tout A  E  n  est représenté par une matrice 
triangulaire supérieur. 
Théorème 4.33 (Ado-Iwasawa).  Soit n une algèbre  de  Lie nilpotente.  Alors, il existe 
une représentation 'ljJ  : n  ---+  gl (V)  et  un groupe N  est connexe et simplement connexe 
tel que  exp: n ~  N  c GL(V). 
Théorème 4.34 (Lie).  Pour toute algèbre  de Lie g, il existe un unique groupe  de  Lie 
connexe et simplement connexe G  (à  isomorphisme près) tel que Lie( G) =  fi. 57 
Théorème  4.35  (Malcev).  Soit n  une algèbre  de  Lie nilpotente et N  sont groupe  de 
Lie  connexe et  simplement connexe.  Alors,  il existe un sous groupe  discret r  c  N  tel 
n 
que  N /f  soit compacte et existe une base { e1, ... , en}  de  n  telle que  [ei, ej] =  :2::  ct  ek, 
k=l 
'  k  '71  ou cij E  IL..J . 
Théorème 4.36 (Grantcharov-Fino).  Soit M  =  G/f  une variété compacte, où G est un 
groupe  de  Lie simplement connexe et connexe,  et r un sous groupe discret. Supposons, 
en plus,  que r  est unimodulaire c'est-à-dire qu'il existe une forme volume ad-invariant 
vo  sur g =  Lie(G).  Alors,  l'application P: O,k(M)-+ 1\k(g*) 
définie un isomorphisme entre HjR(M) et H k(g*)  où 
la  cohomologie d'algèbre  de  Lie H k(g*)  est définie à partir de l'opérateur d  : 
où 
Hk(  *) =  kerd  g  .  d 
lill 
da(Xo .... ,Xn) =  _L) - l)i+ia([Xi, XJ],X0 , ... ,Xi, ... ,Xj, ... ,Xn)· 
i<j 
Plus particulièrement, P(da) =  dP(a). 
Démonstration.  Prenons des champs de vecteurs {Xo, ... , Xn} invariants à gauche sur 
G  et une forme  différentielle sur M; nous allons confondre {  Xo, X1, . .. , Xn} avec  les 58 
champs de vecteurs projetés sur M  =  G/f. Alors, 
d(P(a))(Xo,  0  0  0  ' Xn) := 2:) -1)i+j Pa([Xi, Xj], Xo,  0  0  0  ' x i,  0  0  0  'Xj,  0  0  0  ' Xn) 
i<j 
= 2)  -1)i+j 1  a([Xi, Xj], Xa,  00  0  'xi,  00  0  ' Xj, 00  0  'Xn)vo 
i<j  M 
=  f  (da)(Xo,oo· ,Xn)vo - f  2:)-1)iXja(Xa,oo·,Xi,oo·,Xn)vo  jM  jM i 
= J M  (da)(Xo, ... , Xn)vo 
car vo  est ad-invariante et donc,  fM  X  · f vo  =  Lx  fM  fvo  =  0 pour tout champs de 
vecteur invariant à gauche sur M . 
Remarque  4.37.  La  démonstration  montre  que  P  commute  avec  tout opérateur sur 
D.* (  M)  qui  est  invariant  à  gauche  par  rapport à  G.  Notons  que  1\ * (g*)  c  D,* ( M) 
est  identifié  avec  les  formes  invariantes à gauche  par  rapport à  l'action de  G.  Ainsi, 
bw P(a) = P(bwa)  et O±Pa = P(B±a) car,  les  opérateur précédents sur G sont inva-
riant par multiplication à gauche. 
D 
4.3.1  4-variétés symplectiques non-kahlériennes. 
Les variétés symplectiques ne sont pas toutes des variétés kahlériennes.  En effet, Thurs-
ton a donné la description d'une variété symplectique ne possédant aucune structure 
kahlérienne (Salamon et McDuff, 1995).  Pour se faire,  définissons, le groupe d'Heisen-
berg: 
1  x  z 
Nil
3 ={A E GL(3, JR)IA =  0  1  y  où x, y, z  E JR}. 
0  0  1 
le groupe nilpotent simplement connexe associé à l'algèbre de Lie 
·3  {  (010)  (001)  (000)}  nû  =  span  e1 =  o o o  , e2  =  o o o  , e3  =  o o 1  ,  000  000  000 ~--------------------------------------------------------------- ---- ----- ---------------------
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(voir Théorème 4.34). 
Soit M  =  S 1 x (Nil3 jr ) où r  =  Gl(3, Z) n Nil3  est le réseau de matrices à coefficients 
entiers dans N il3 . Il est facile de voir que le quotient N il3 ;r est compact (voir Théorème 
4.35). Alors, les 1-formes suivantes sont invariantes à gauche dt, dx, dy, dz- xdy sur le 
groupe de Lie S1 x Nil3. On peut aussi construire une forme symplectique sur S1 x Nil3 
invariante à gauche : 
w = (dx 1\ (dz- xdy)- dy 1\ dt), 
Jdx  =  dz - xdy, Jdy =dt, 
g =  dx 0  dx +dy ® dy+ dt 0  dt+ (dz - xdy) 0  (dz - xdy). 
(  4.25) 
(  4.26) 
(  4.27) 
On peut  donc  définir  une  forme symplectique  w  sur  (M, J) en passant  au  quotient. 
Posons vo  := v9  =  Vw  cette forme volume est ad-invariante (vérification directe). 
Par la proposition 2.63, on sait que si la variété était kahlérienne,  où plus généralement 
si elle satisfaisait la propriété forte de Lefshetz, alors toute 1-forme a  qui est (j9  et de-
fermée  sur M  s'écrit a  =  dcf. Montrons qu'il existe une 1-forme qui  ne satisfait pas 
cette condition. En effet, prenons a = dt, 
(j9dt = !j9(Jdy) = !jWdy =(dA- Ad)dy =o. 
De plus, 
Or, il n'existe pas une telle fonction  f  avec  dx =  dcf , car dx n'est jamais nulle sur M 
(car dx est  une forme invariante à gauche sur S1  x Nil3). 
Donc, cette variété ne possède aucune structure kahlérienne. 
Note.  Pour la variété M  =  ( S1  x N il3 ;r,  w)  il est aussi possible de démontrer que le 
premier  nombre de  Betti est  3.  En effet,  par le  théorème 4.36  de  Grantcharov-Fino, 
HJR( N il3 j r ) c::::  H 1 ( nil3) . En fait, si e1 = dx, e2 = dy, e3 = dz alors, e1 1\ e2 1\ e3 est une 
forme volume que l'on peut montrer ad-invariante sur nil3. 60 
Il en résulte, 
HJR(S
1  x Nil
3 /f ) =  HJR(S
1
)  Q9  H
0(nil
3
)  EB  H
1(nil
3
) 0  H~R(S
1 ) =IR; EB  JR;
2  =  JR;3. 
En effet, H 1 ( nil3)  =  {a E 1\
1 
( nil3)la([x, y]) =  0, V  x, y E nil3 }  . 
D'autre part, 
{  (0 10)  (001)  (000)}  =  span  e1  =  o o o  , e2  =  o o o  , e3  =  o o 1  .  000  000  000 
Il est facile de calculer à partir des générateurs que e2([e1, e3])  =  1. 
Alors, 
Donc, le nombre de Betti de degré 1 est 3 et la  variété n'est pas  kiihlérienne par  la 
décomposition de Hodge  ( corollaire 2.62  ). 
4.3.2  Variétés symplectiques de dimension supérieure ne possèdant 
pas la propriété forte de Lefschetz. 
L'exemple suivant est  tiré des  travaux de Tseng et Y  au.  Soit  n  =  spanlR {  e1, ... , e5} 
définie par les relations suivantes : 
[e1, e2] = - e4,  [e2, e3]  = -e6, 
[e1, e4] =-es,  [e2, e4]  = -e6,  (  4.28) 
De manière équivalent la base duale { e1, . .. , é} de g* est définie à partir des relations 
suivantes : 
(  4.29) 61 
Soit  N 6  le  groupe de  Lie  simplement  connexe et connexe  qui  correspond  à  n  par le 
théorème 4.34. 
Une forme symplectique invariante à gauche sur N 6 est donnée par : 
avec une structure presque complexe compatible : 
et une métrique riemannienne : 
Par le théorème 4.35  , il  existe une variété compacte M 6  =  N 6 jr  qui est munie d'une 
structure presque-kahlérienne (w, g, J). 
Nous allons démontrer que cette variété ne possède pas le 8-8+-lemme. On peut vérifier 
que la forme volume v9  =  w3 /3! est bi-invariante. 
Nous procédons par l'absurde.  Nous allons utiliser l'application de moyenne P  donnée 
dans le théorème 4.36  (voir remarque 4.37). 
Prenons e1 /\ e2 =  8+é =  8_ (  é  1\ e1 /\ é-é  1\ e2 1\ è). Selon le 8+8_-lemme, il devrait 
exister une 2-forme (3  telle que 8+8_(3  =  e1 1\ e2.  Pour simplifier les  calculs,  rappelons 
que le 8+8_-lemme est équivalent au dow-lemme (voir remarque 4.25). 
Nous  allons  démontrer que e1  1\  e2  n'est pas dow-exact.  Comme  e1  1\  e2  est invariant 
à gauche,  en  utilisant l'opérateur P  défini  au  théorème 4.36  et par  la  remarque 4.37 
nous pouvons supposer, sans perte de généralité, que (3  est invariante à gauche.  Alors, 
(3  =  ~ ij(fij)ei 1\ eJ ·où  fiJ  sont des constantes. Nous calculons à partir de (4.29), 
dir  f! =  d[d, A]f! = dAdf! = d ( t,  a,e') 
où les  ai sont des constantes calculables à partir de : 
Ad(3  = LUiJ)Ad(ei 1\ eJ) 
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Cependant, par (4.29)  a4  =  0 donc,  dowf3 -=/=  e1 1\ e2. 
Si  nous regardons les cohomologies de De Rham, H1R(M) , pour k =  1, 3 nous pouvons 
remarquer que l'opérateur L n'est pas un isomorphisme. 
En effet, 
span {  e1, e2, e3} 
span {w 1\ e2,w 1\ é, (e315 + é 15), é 25, 
(è34 + e623), (èl6 + è34 + 2e263 + é24)} 
(  4.30) 
(4.31) 
ce  qui  montre  que  l'on  a  pas d'isomorphisme  entre HJR(M)  et HJR(M). En parti-
culier,  b1 (M)  =  3, b3(M)  =  5.  Ainsi, il est évident que  l'on n'a pas d'isomorphisme 
entre HJR(M)  et HJR(M)  par l'action de  l'opérateur L.  Donc, cette variété n'est  pas 
kahlérienne et, en plus, ne possède pas la propriété forte de Lefschetz. APPENDICE A 
OPÉRATEURS DIFFÉRENTIELS 
Définition A.l. Soit (  =  (V, p, M) rJ  =  (W, q, M) deux fibrés vectoriels de rangs r  et 
s respectivement. 
Un opérateur différentiel est un opérateur JK-linéaire P  tel que : 
(A.l) 
supp(Ps) c supp(s) 
Théorème A.2.  Soient U  un ouvert  de M  et P  un opérateur différentiel linéaire de 
U x IRr  à U x  ffi.
8
.  Pour chaque K  É  U1  il  existe  un entier m  ~ 0 et  des  applications 
Wa.  E  C00  de  K  à End(IRr,  IR 
8
)  tel que pour tout x E K  et u E  C
00 
( K, r) on a : 
(Pu)(x) =  L Wa.(x)(Da.u)(x) 
fa.f:Sm 
Définition A.3 (Symbole d'un opérateur différentiel).  Soient Ex et Fx des fibres de E 
et F  respectivement au point xE Met soit u E  C
00(E) tel que uix =  z et rjJ  E C
00(M) 
satisfaisant rjJ(x)  =  0 et drp(x)  =  Ç alors, 
est défini par : 
CJç(P, x) :Ex-+ Fx 
1  k 
CJç(P, x)z =  k! P(rp  u)ix-64 
Définition A.4 (Opérateur elliptique).  On dit qu'un opérateur différentiel 
P:E-+F 
de degré k est elliptique si son symbole principal (d'ordre k)  est un isomorphisme de Ex 
à Fx pour tout Ç  =/=O.  En particulier, le rang(E) =  rang(F) pour que P  soit elliptique. 
Proposition  A.5.  Soit  L  un  opérateur  différentiel  de  E  -+  F,  alors  il  existe  un 
opérateur dual  noté L*  de  F-+ E. De plus,  O"k(L*)  =  O"k(L)*. 
Proposition A.6.  Le  symbole principal possède les  propriétés suivantes : 
1.  CJ~(A +  B , x)= CJ~(A , x)+  CJ~(B, x) 
2.  CJ~(AB, x) =  CJ~(A ,  x)CJ~(B, x) 
Exemple.  Le calcul de symboles de certains opérateurs différentiels. 
1.  Soit d la dérive extérieure, un opérateur de degré 1, 
d: r:(M)-+ r:+1(M) 
Soit x  E M, cp  E C
00(M) tel que cp( x)  =  0 et dc/Jfx  =  Ç et prenons une 1-forme a. 
Alors, 
CJ~(d)af x =  d(cpa)fx 
=  dc/Jix 1\ afx + cp(x)dafx  (A.2) 
=  Ç  1\ aix 
2.  On peut vérifier que o9(cpa)  =  cpo9(a) - Ldcptta.  Donc, 
3.  Calculons le symbole du Laplacien 6.9 =  do9 +  o9d.  Par la proposition précédente, 
ainsi que les calculs précédents, nous avons le résultat comme suivant : 
CJ~(do9 + o9d)(a) =  -Ç 1\  L~tta- L~tt(Ç 1\ a) 
=  -Ç 1\  L~tt  - L~ tt Ç 1\ a+ Ç  1\  L~tta  (A.3) 
=  -IIÇII
2(a). 
On peut conclure que le Laplacien 6.9  est un opérateur elliptique. APPENDICE B 
REPRÉSENTATION SL(2, C) 
Nous allons faire un rappel rapide sur la représentation sl(2, <C)  dans l'algèbre extérieure 
sur un espace vectoriel hermitien. 
Définition B.l (Algèbre de Lie).  Une algèbre de Lie est la donnée d'un espace vectoriel 
V de dimension finie, munie d'un produit bi-linéaire anticomutatif appelé crochet de Lie: 
[, ]:g x g-+g 
tel qu'il satisfait l'identité de Jacobi : 
[u, [v, w]] + [v, [w, u]] + [w, [u, v]]  =  O. 
Définition B.2  (Représentation d'algèbre de Lie).  Une représentation est un homo-
morphisme injectif d'algèbres  de Lie 
'if;  : g -+ End(V) 
où l'algèbre de Lie de End(V) est munie du le crochet suivant : 
[A,B] =AB - BA, 
où A, B  E End(V). 
Définition B.3 (sl(2, <C)). On note par sl(2, <C)  l'ensemble des matrices complexes 2 x 2 
de trace nulle.  Cet espace est une algèbre de Lie de dimension complexe 3. 66 
Proposition B.4.  L'algèbre  sl(2,  C)  est générée par les  éléments 
e1 =  (O  1 ) ,  e2 = (O  0 ) ,  e3 =  (1 0  ) 
0  0  1  0  0  -1 
satisfaisant aux relations 
Définition B.5.  Une représentation  'lj;  : g -+ gl(V) est irréductible s'il  n'existe aucun 
sous espace propre Va CV tel que '!j!(v)(Vo)  C Vo  VvE g.  De plus, deux représentations 
sont équivalentes s'il existe un isomorphisme d'espace vectorielqy : vl  -+ v2  tel que pour 
les représentations '1/Jl et 'l/J2  de vl  et  v2  possèdent la relation suivante : 
Définition B.6  (représentation réductible).  Une représentation est dite réductible si 
elle est la somme directe de représentation irréductible. 
Définition B.  7.  Une algèbre g est semi-simple si dim g 2:  2 et si elle ne possède aucun 
idéal abélien non-trivial. 
Exemple.  sl(2, q  est une  algèbre  de Lie semi-simple,  car elle ne possède aucun  idéal 
non-trivial. 
Théorème B.S  (Weyl).  Soit 'lj;  : g---+  gl(V)  une représentation  d'une  algèbre  de  Lie 
semisimple. Alors, 'lj;  est completement réductible. 
Corollaire B.9.  Toute représentation de  sl(2, q  dans  un espace vectoriel complexe V 
est completement réductible. 
Définition B.lO.  [Vecteurs primtifs] Soit 'lj;  : sl(2, q  -+ End(V) une représentation et 
V>-.=  {v E ~ l 'lf;(e3)v =>-.v} l'espace propre de 'lf;(e3)  correspondant à la valeur propre>-.. 
On dit qu'un vecteur va  EV>-.  est primitif de poids).. si  'lf;(e1)vo  =O. 
Lemme B.ll. Pour tout vecteur v  E V>-.  vecteur propre pour 'lj;(e3)  relativement à la 
valeur propre )..  ,  alors  'lj;(e1)v E  V>-.+2  et 'lj;(e2)'u  E  V>-.-2· 67 
Lemme  B.12.  Toute représentation ?jJ  de  sl(2, q  d'un espace vectoriel complexe pos-
sède au moins un vecteur primitif vo  de  poids À. 
Démonstration.  Soit un vecteur v qui est un vecteur propre de ?j;( e3). La suite suivante : 
{va, ?j;(e1)1v, ?j;(el)2v, . . . , ?j;(el)nv, ... }  est fini  comme chaque  élément est un vecteur 
propre de poids différent (voir le lemme précédent). Comme les espaces propres sont finis, 
la suite dois se terminer et donc ?j;(e1)kv =  0 et ?j;(e1)k-lv est un vecteur primitif.  D 
Lemme  B.13.  Soit V  un espace  vectoriel irréductible.  Prenons vo  E  V>.  un vecteur 
primitif et posons v-1 =  0, Vk  =  (1/k!)<P(e2)va  Alors, 
1.  ?j;(e1)vk =(À- k + 1)vk-1; 
2.  ?j;(e2)vk =  (1 + k)vk; 
3.  ?j;(e3)vk  =  (À - 2k)vk. 
Corollaire  B.14.  Soit V  et ?jJ  comme au lemme précédent.  Alors, ?j;(e3)  est diagona-
lisable c'est-à-dire V= EB.>. V>. . 
Théorème  B.15.  Soit un espace  vectoriel complexe  de  dimension m + 1  ~ 1  et soit 
{va, v1, . . . , vm}  une base  de  V . Alors la représentation suivante : 
1.  ?j;(e!)vn =(m - n+ 1)vn-1; 
2.  ?j;(e2)vn = (n + 1)vn+l; 
3.  ?j;(e3)Vn  =  (m - 2n)vn, 
est irréductible et notée par V (  m) 
Définition  B.16.  Soit  V  un  espace hermitien  de  dimension  fini  et W  =  V* Q9JR  C. 
L'espace des formes complexes 1\ W  possède les opérateurs suivants : 
L =  wl\ 
A= L* 
2n 
H = .l)n-p)7rp 
p=a 
(B.1) 
(B.2) 
(B.3) 68 
On définit  une représentation p: sl(2, <C)  -+ End(!\ W) de la manière suivante : 
On peut vérifier que les opérateurs possèdent les relations suivantes 
[H,L] =  2L ,  [H,A]  =  -2A ,  [L,A] =  2H. 
Alors, 
p: sl(2,<C)-+ 1\ W 
est une représentation. 
Remarque B.17. Par les définitions B.lO et B.l6, une k-forme a est primitive si Aa =O. 
Corollaire  B.18  (Corollaire  de  B.l4).  Soit  V  un  espace  vectoriel  hermitien  com-
plexe de dimension n  et 1\ k W  défini  comme précédemment.  Alors,  une k-forme a  est 
décomposable en une somme de formes primitives c'est-à-dire : 
(B.4) 
où les formes  f3k-2r  sont de degré k - 2r. 
Théorème B.19. Soit (M, J, w, g)  une variété kiihlérienne. M possède la propriété forte 
de Lefschetz : 
(B.5) 
r 
où Hk(M)  est l'espace des k-formes harmoniques et PHk(M) est l'espace des k-formes 
harmoniques primitives. 
Démonstration.  Comme !::..9  commute avec Let L* le  résultat est direct. En effet, par 
la proposition 2.56, 
[!::..9 , L]  =  !::..9L- Lt:..9 
=  (do+ od)L- L(do + od) 
=doL+ oLd- (dLo +Lod) 
=  -d[L, 0]  - [L, 6]d = -ddc - dcd = 0, 69 
car sur une variété kiilhérienne,  a[J + ËJ8  =  0 et ddc =  2i8ËJ.  La preuve est la même pour 
[6.9, L*] =O. Alors, la décomposition B.4 implique la décompsition B.5.  0 ---------------· BIBLIOGRAPHIE 
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