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Kurzfassung
Rekombination von Ladungstra¨gern u¨ber Defekte ist ein wesentlicher Verlustmechanis-
mus in Solarzellen. In dieser Arbeit werden Rekombinationsmodelle fu¨r drei Typen
von Defekten in Solarzellen aus kristallinem Silizium (c-Si) entwickelt und analysiert.
Zuna¨chst wird ein Modell zur Beschreibung der Injektionsabha¨ngigkeit der effektiven
Oberfla¨chenrekombinationsgeschwindigkeit Seff von SiNx- und Al2O3-passivierten c-Si-
Oberfla¨chen entwickelt. Dieses beruht auf einer gescha¨digten Zone nahe der Siliziumober-
fla¨che. Es wird eine geeignete Parametrisierung erarbeitet, welche die gemessene effektive
Oberfla¨chenrekombinationsgeschwindigkeit Seff an den untersuchten Grenzfla¨chen bei allen
relevanten Injektions- und Dotierdichten reproduzieren kann. Mit Hilfe dieses Modells wer-
den mo¨gliche mikroskopische Ursachen fu¨r die Scha¨digung ero¨rtert.
Anschließend wird die Grenzfla¨che zwischen amorphem und kristallinem Silizium behan-
delt. Es wird ein Shockley-Read-Hall (SRH) Modell zur na¨herungsweisen Beschreibung der
amphoteren Eigenschaften der Grenzfla¨chendefekte vorgestellt. Im Gegensatz zum exakten
Modell kann das approximative Modell in geschlossener Form gelo¨st werden und ist daher
leicht in Bauteil-Simulatoren integrierbar. Es werden Fehlergrenzen dieses approximativen
Modells abgeleitet, um seine Anwendbarkeit abzuscha¨tzen. Fu¨r typische Injektionsdichten
an Grenzfla¨chen ist der Fehler des SRH-Modells gering, wenn die Korrelationsenergie der
donor- und akzeptorartigen Defektverteilung positiv ist und die Eigenschaften geladener
Defekte durch asymmetrische Einfangquerschnitte fu¨r Elektronen und Lo¨cher beschrieben
werden. Zudem muss die Defektverteilung zwischen den Quasi-Fermi-Niveaus fu¨r Traps
liegen. In Niedriginjektion, wie bei der Anwendung auf den pn-U¨bergang einer Solarzelle
oder bei geringen Beleuchtungssta¨rken, kann es jedoch zu großen Abweichungen kommen.
Weiterhin werden ohne Beleuchtung gemessene Strom-Spannungs-Charakteristiken (I-V -
Kurven) von c-Si-Solarzellen mit Dioden-Idealita¨tsfaktoren nD > 2 in Vorwa¨rtsrichtung,
d.h. mit Spannungsbereichen in denen der Strom subexponentiell ansteigt, analysiert.
Solche ,,geshunteten” I-V -Kurven werden bei fast allen Solarzellen beobachtet, jedoch
kann ihre Ursache bislang nicht zufriedenstellend erkla¨rt werden. Motiviert durch ort-
saufgelo¨ste Messungen, werden diese I-V -Kurven durch Rekombinationsstro¨me in stark
gescha¨digten Bereichen des pn-U¨bergangs modelliert. Die hohe Defektdichte erfordert
ein Konzept, welches die Kopplung zwischen Defekten beru¨cksichtigt, d.h. u¨ber die
SRH-Annahmen hinausgeht. Der hier gemachte Ansatz erkla¨rt sowohl den Grenzfall
der SRH-Rekombination fu¨r nicht gekoppelte Defekt-Energieniveaus bei geringen Defek-
tdichten (nD ≤ 2) als auch den Fall nD > 2 fu¨r gekoppelte Niveaus bei hohen Defekt-
dichten. Mo¨glicherweise erstmalig ko¨nnen somit die I-V -Kennlinnien geshunteter Zellen,
in Abha¨ngigkeit von der Sta¨rke der Scha¨digung, sowohl in Durchlass- als auch in Sperrich-
tung reproduziert werden.
Abschließend werden die entwickelten Modelle fu¨r Grenzfla¨chendefekte mittels
Sentaurus-Device-Simulationen auf verschiedene Solarzellen angewendet. So wird
die Eignung dieser Modelle fu¨r Bauteil-Simulatoren demonstriert und die Auswirkungen
der untersuchten Defekte auf die I-V -Kurven analysiert.
Schlagworte: Solarzellsimulationen, Defekte, Rekombination

Abstract
Recombination of charge carriers via defects is a substantial loss mechanism in solar cells.
In this work, recombination models for three defect types in crystalline silicon (c-Si) solar
cells are developed and analyzed.
First, a model is developed to describe the injection dependence of the effective surface
recombination velocity Seff of both SiNx and Al2O3 passivated c-Si surfaces. This model
relies on a damaged layer in the silicon close to the interface. A suitable parametrization is
given that allows to reproduce the measured effective surface recombination velocity Seff
of the investigated interfaces for all relevant injection densities and dopant densities. With
the help of this model, we discuss possible reasons for the damage on a microscopic scale.
Second, the interface between amorphous and crystalline silicon is investigated. A
Shockley-Read-Hall (SRH) model is suggested to approximate the amphoteric proper-
ties of the defects at the interface. In contrast to the exact model, the approximate model
has a closed-form-solution and is therefore easily integrated into device simulators. Phys-
ically motivated error bounds are derived which can help to decide in which cases the
simplified model may be applied. For typical injection densities at interfaces, the error of
the SRH model is small if the correlation energy of the donor- and acceptor-like defect
distribution is positive and if the properties of charged defects are described by asymmet-
ric capture cross sections for electrons and holes. In addition, the defect distribution must
lie in between the quasi-Fermi levels for traps. In low-injection, e.g. when applied to the
p-n junction of a solar cell or at low illumination levels, it may fail dramatically.
Further, dark current-voltage curves (I-V curves) of c-Si solar cells having diode-ideality
factors nD > 2 in forward direction, i.e. increase sub-exponentially in certain voltage
ranges, are analyzed. These “shunted” I-V curves are observed for most solar cells, but
the reason for their behavior cannot be explained satisfactorily up to date. Motivated by
spatially resolved measurements, these shunts are modeled by recombination currents in
highly defective, localized regions of the p-n junction. The high defect density in these
regions requires a concept that takes the coupling between defect levels into account, and
thus, goes beyond the assumptions made in the SRH theory. The approach made here
explains both the SRH-limit for decoupled levels at low defect densities (nD ≤ 2), and
the case nD > 2 for coupled defects at high defect densities. This allows, possibly for the
first time, to reproduce the I-V curves of cells with nonlinear shunts in dependence of the
severeness of the disturbance, for both forward and reverse bias.
Finally, the developed models for interface defects are applied to various solar cells by
means of Sentaurus-Device simulations. Thereby, we demonstrate the suitability of
these models for device simulators and analyze the influence of the investigated defects
on the I-V characteristics.
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Solar cell development is most efficient if experiment and simulation are combined.
To make simulations reliable, accurate and physically motivated models are required.
These models not only need to accurately reproduce experimental data, they rather
need to be simple enough such that they can be solved in a device-simulator within
reasonable computation time. Hence, models that are derived from microscopic ob-
servations or quantum-mechanical relations, often need to be parametrized in a
suitable way by comparison with experimental data.
Recombination via defects is an efficient recombination mechanism in device-grade
silicon. Already in 1952, the Shockley-Read-Hall (SRH) statistics for recombina-
tion via an isolated defect in a semiconductor bandgap was derived [Hal52, Sho52].
Although this model describes the recombination properties of many defects well,
there exist defect types, for example coupled defects, which need to be described by
an extension of the original SRH statistics [Sch95]. Others, e.g. correlated defects,
require different models [Vai86].
1.1 Purpose of this work
Often defects are detrimental to solar cell performance, but their recombination
mechanisms cannot be described with the commonly used models. This work
addresses this problem by developing physically motivated models for three par-
ticular defects types. These models must be parametrized by means of physically
meaningful parameters to yield reliable results and to be suitable for device
simulations. Further, we suggest an approximate model for a computationally
intensive recombination statistics and investigate the parameter range in which this
approximation is valid.
In particular for high-efficiency cells made on high-quality crystalline silicon
(c-Si) material, recombination at the cell surfaces may limit the cell efficiency.
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Recombination-active surface defects are for example non-saturated dangling bonds
(DBs) which result from the disturbance of the crystal symmetry. Also, process re-
lated extrinsic surface defects may occur, for instance due to dislocations or chemical
residues and metallic depositions on the surface [Abe00]. Essentially three quanti-
ties influence the surface recombination rate considerably: (i) the density of de-
fects at the surface in combination with (ii) their cross sections for electron or
hole capture, and (iii) the concentrations of electrons and holes at the surface,
because each electron needs a hole to recombine, and vice versa. These quanti-
ties can be addressed to develop techniques to electrically passivate these defects,
i.e. to make them recombination-inactive. Today’s research focuses in particular
on low-temperature passivation techniques for two main reasons [e.g. Abe00]. On
the one hand, low-temperature processes are more energy-efficient and may also be
more cost-efficient compared to their high-temperature counterparts. On the other
hand, high-temperature passivation techniques are restricted to float-zone (FZ) and
Czochralski (Cz) material due to the high sensitivity of the charge carrier lifetime
in multicrystalline silicon against thermal treatment at high temperatures [Mac00,
Sch04b, Sto98]. A widely-used low-temperature technique is the plasma enhanced
chemical vapor deposition (PECVD) of amorphous silicon nitride (SiNx) layers at
temperatures between 350 ◦C and 400 ◦C [Abe97]. SiNx layers address both issues (i)
and (iii). The high density of atomic hydrogen released into the silicon during fab-
rication [Kot95] accounts for the passivation of DBs. The high density of positive
fixed charges at the SiNx/c-Si interface causes holes to be repelled from the in-
terface. SiNx gives excellent passivation properties comparable to e.g. alnealed (alu-
minum anneal) SiO2 on highly doped crystalline p-type silicon (p-Si) surfaces [Lau96,
Sch04a]. However, the presence of these fixed charges has major drawbacks. On the
one hand, it was shown that SiNx passivation is not applicable to the rear of p-Si Pas-
sivated Emitter and Rear Cells (PERC) or to the rear of Passivated Emitter and
Rear Locally-diffused (PERL) cells, because the inversion layer may couple to the
p-type-contacts (parasitic shunting) [Dau02a]. This reduces the short circuit cur-
rent drastically. On the other hand, it is well known that the passivation quality at
p-Si with an acceptor density NA < 10
17 cm−3 deteriorates strongly at low illumina-
tion conditions [Abe95b, Elm97, Ker02b, Leg96]. Since this phenomenon is not well
understood, strategies are missing to avoid it.
Thus, the surfaces of p-Si passivated solar cells are usually diffused with dopants
to exceed the critical acceptor density of NA ≈ 1017 cm−3 at the interface. Thereby,
a deteriorated cell performance in low-injection1 is avoided. A similar, yet less
pronounced effect, is observed for atomic layer deposited (ALD) Al2O3 on n-
type silicon (n-Si) which is deposited at temperatures as low as T ' 200 . . . 250 ◦C
1In low-injection, the excess charge carrier density is much smaller than the dopant density of
the substrate. Injection density is used here equivalently to excess charge carrier density.
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and contains a high negative fixed charge density.
Another material that allows for high-quality electrical passivation of silicon
surfaces and is deposited at temperatures similar to those of Al2O3 is hydrogenated
amorphous silicon (a-Si:H). In addition to its excellent passivation qualities [Oli07,
Pla07], doped a-Si:H is used as an emitter or as a back surface field in a-Si:H/c-Si
hetero-junction solar cells [de 09, Sch07b, Tag00, vM06, Wan04]. Recombination
of free charge carriers at the a-Si:H/c-Si interface occurs mainly via DB defect
states [Kor06a, Lee10b, Li08, Oli07]. Each DB can be occupied by either zero, one,
or two electrons. Consequently, the recombination centers are amphoteric, meaning
that they behave in either a donor-like or an acceptor-like fashion. Donor-like
defects are positively charged when empty, and neutral when occupied by an
electron, whereas acceptor-like defects are neutral when empty, and negatively
charged when occupied. Unfortunately, the recombination statistics that describes
recombination via amphoteric defects [Vai86] has no closed-form-solution and is
thus computationally demanding. Hence, it is common practice in device modeling
to approximate the recombination statistics by means of the simple Shockley-Read-
Hall [Hal52, Sho52] theory [e.g. Gar05]. However, indications exist that the SRH
approximation may fail under certain conditions [Hal86, Kli02, Sun94, Wil98].
Therefore, further approximations have been applied, such as the extended SRH
formalism by Brattain and Bardeen [Bra53] and Simmons and Taylor [Sim71] that
includes a distribution of defects within the bandgap. A simplified closed-form
solution of the amphoteric model in which thermal emission is neglected was
proposed by Hubin et al. [Hub92] and applied by Olibet et al. [Oli07]. Also a
constant density of defect states has been chosen [Pla07], with donor-like properties
below midgap and acceptor-like behavior above midgap. In addition, the injection
dependent interface charges which arise due to the occupation of DB states is often
fully neglected [Gar05, Pla07], or approximated via a fixed charge density [Oli07,
Sch11].
The last issue we address in this work are nonlinear shunts2 that originate from
localized, highly disturbed regions and cause diode ideality factors nD > 2 in for-
ward direction, i.e. a partly sub-exponential increase of the dark current-voltage
(I-V ) characteristics, [Bre01a, Bre01b, Bre03, Hau01, Que62]. Such shunts strongly
influence the I-V curves and are observed in most industrially fabricated crystalline
silicon solar cells, and frequently also in cell designs under development [Lan02].
The observed diode ideality factors nD > 2 cannot be described using SRH the-
2We define a shunt in a diode as any path where carriers flow as an alternative to being fully
injected across the p-n junction [McI01]. Hence, not all currents having nD > 2 are necessarily
shunts (cf. Chapter 6).
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ory. Also, the reverse characteristics cannot be explained using SRH theory alone:
whereas SRH theory predicts a saturation behavior of the reverse currents, the mea-
sured characteristics of cells with nonlinear shunts are often non-saturating and may
even increase super-linear [Bre06b]. Several attempts have been made to explain
large ideality factors using various models, like trap-assisted tunneling [Kam96],
field-enhanced recombination [Sch95], saturation effects within the SRH model for
donor-like levels [Bei93], resistance-limited action of SRH-type edge recombination
currents [McI00a, McI01, vdH05], and bias-dependent band bending that extends
the recombination region to the p-type surface [Ku¨h00]. However, many of these
models have either been proven wrong or they fail. For example, resistance-limited
recombination can be excluded as an explanation, as will be discussed in Sec. 6.3.
Moreover, the assumption of homogeneously distributed point defects in the whole
depletion region [Bei93, Kam96, Sch95] was proven wrong by lock-in thermography
measurements [Bre01a, Bre01b, Bre03, Hau01]. In particular, it could be shown by
lock-in thermography that the ideality factor nD exceeds 2 only locally in highly
disturbed regions, whereas in all other regions, nD . 2 was observed as expected
from SRH theory [Bre01b].
1.2 Outline
This work is organized as follows. The relevant theory is introduced in Chapter 2.
Chapter 3 describes the most essential numerical models required in this work. A
microscopic model that describes the surface recombination velocity at SiNx and
Al2O3 passivated substrates for all relevant injection and dopant densities on both
n-type and p-type silicon is developed in Chapter 4. From this model, strategies will
be derived to avoid the reduced passivation at low injection levels. Chapter 5 in-
troduces an approximate SRH model to amphoteric recombination statistics [Vai86]
which is suitable for device simulations. The differences between this model and the
full amphoteric statistics [Vai86] will be investigated in detail in order to determine
the error bounds of the approximation. Such error bounds are helpful to device sim-
ulations, because they allow the use of an easily implementable and computationally
inexpensive recombination model within these bounds. In Chapter 6, we explain the
origin of shunt currents in c-Si solar cells. The applied model takes the experimental
result into account that nD > 2 occurs only in localized highly defective regions. In
these regions, the defect densities are so high, that a model is required which takes
coupling into account and thus, goes beyond the standard SRH theory. In particular,
we assume coupled deep-level donor-acceptor pairs (DAPs) to be present in locally,
strongly disturbed regions of the p-n junction. Incorporating this effect into device
simulations explains the measured I-V characteristics for both forward and reverse
bias as well as the high ideality factors nD. In Chapter 7, we employ the software
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Sentaurus Device [SD] to investigate the influence of the injection dependent
recombination rate at SiNx/c-Si interfaces. Various cell designs are considered and
predictions are made how the reduced passivation at low-injection densities affects
the cell performance. In addition, a comparison to a-Si:H passivated cells is made.







This chapter introduces the physical background of this work. We recapitulate the
semiconductor device equations in Sec. 2.1 to introduce the relevant quantities.
Section 2.2 treats the different recombination models applied in this work. Intrinsic
recombination mechanisms and defect recombination via both isolated and coupled
defect levels are discussed. Further, the description of recombination via surface-
states is described. In Sec. 2.3, we consider the amphoteric defects in amorphous
hydrogenated silicon (a-Si:H). A defect-pool model (DPM) [Pow93] for describing the
defect density in a-Si:H is presented, and the statistics to model recombination via
the amphoteric dangling bonds (DBs) [Vai86] is derived. Finally, the main features
of the current-voltage (I-V ) characteristics of solar cells are described in Sec. 2.4.
2.1 Fundamentals of semiconductor device mod-
eling
To accurately model and analyze an arbitrary semiconductor device which may
operate under various operating conditions, a mathematical model is required. This
mathematical model consists of the basic semiconductor equations which can be
derived from Maxwell’s equations and the Boltzmann transport equation by taking
well-known relations from solid-state physics into account.
2.1.1 Stationary semiconductor device equations
The semiconductor equations consist of Poisson’s equation and the continuity equa-
tions. Together, they form a set of three coupled partial differential equations which
are derived from the Maxwell equations under the assumption of an irrotational
electric field, i.e. negligible influence of magnetic effects. Poisson’s equation is es-




ε∆Ψ = −% (2.1a)
= q(n− p−ND +NA)− %t. (2.1b)
Here ∆ is the Laplacian operator ~∇2 and q is the elementary charge. The permittiv-
ity ε := εrε0, with the relative dielectric constant εr and the vacuum permittivity ε0,
is assumed to be a scalar quantity. This is valid for most materials used for device
fabrication because of the alignment of the atoms in a cubic lattice or an amorphous
structure [Sel84]. In Eq. (2.1b), the Poisson equation is applied to semiconductors
by defining the space-charge density as the sum of the mobile charge carrier density
of electrons n and holes p, a charge contribution %t ≥ 0 from traps or fixed charges,
and the concentrations of ionized donors ND and ionized acceptors NA.
The continuity equations are derived from the first Maxwell equation and state that
sources and sinks of the total conduction current ~jn +~jp are compensated by the
time response of the mobile charge p− n:
∇(~jn +~jp) + q ∂
∂t
(p− n) = 0. (2.2)
In Eq. (2.2) it is assumed that electrons and holes are the only charges in the semicon-
ductor that may change in time. Equation (2.2) can be separated into two equations




= q(R−G), ∇~jp + q∂p
∂t
= −q(R−G). (2.3)
This mathematical transformation from Eq. (2.2) to Eq. (2.3) provides additional
information only if models for R and G are available [Sel84]. Models for these quan-
tities are treated in Sec. 2.2. To solve the set of partial differential equations (2.1)
and (2.3), relations for the current densities ~jn, ~jp and the carrier densities n, p
have to be provided. These relations are introduced in the following sections 2.1.2
and 2.1.3, respectively.
2.1.2 Carrier transport
Carrier transport is modeled using the drift-diffusion approximation. It follows from
the observation that the continuity equations (2.3) derived from Maxwell’s equations
are in the same form as those which can be derived from the Boltzmann transport
equations [Sno86] if the current densities are written as:
~jn = −qn~vn, ~jp = qp~vp. (2.4)
8
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Here, ~vn = ~∇ϕn and ~vp = ~∇ϕp are the electron and hole velocities, respectively,
and ϕn and ϕp are the corresponding quasi-Fermi potentials (cf. Sec. 2.1.3). This
semi-classical Boltzmann approach is often sufficient to describe carrier transport in
semiconductors. Considering in the transport equations only the drift term caused
by an electric field and the diffusion term caused by thermal energy, and neglecting
both bandgap narrowing and temperature gradients, leads to the well-known drift-
diffusion approximation. For Boltzmann statistics, the current densities for electrons
and holes are then given by [Sno86]:
~jn = −q(µnn~∇Ψ +Dn~∇n), ~jp = −q(µpp~∇Ψ−Dp~∇p), (2.5)
where µn and µp are the effective electron and hole mobilities, respectively. For non-









where β = 1/(kBT ).
2.1.3 Carrier concentrations
The carrier concentrations are obtained by integrating the density of states (DOS)
multiplied by the carrier occupation functions over energy. Thereby, the occupation








where Efn and Efp are the quasi-Fermi levels for electrons and holes. Assuming a
parabolic and isotropic band structure, yields for the carrier densities [Sel84, page
25]:
n = NcF1/2 (β(Efn − Ec)) 2√
pi
, p = NvF1/2 (β(Ev − Efp)) 2√
pi
, (2.8)
where Nc and Nv denote the effective DOS in the conduction band and in the
valence band, respectively. Ev and Ec are the valence band and conduction band








F1/2 has no closed form solution and therefore needs to be solved numerically or
using approximations [Bla82, Joy77]. In the limiting cases β(Ec − Efn) 1 and
9
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β(Efp − Ev) 1, the Fermi occupation functions in (2.8) reduce to Boltzmann
statistics, and hence:
n = Nc e
β(Efn−Ec), p = Nv eβ(Ev−Efp). (2.10)
Boltzmann statistics is valid for impurity concentrations below Nimp . 1019 cm−3, at
least in neutral regions with negligible compensation1 [Sch98a]. The concept of using
Boltzmann statistics fails, however, for heavily doped material. For most applications
in this work, the impurity and carrier concentrations are below 1019 cm−3. Therefore,
we stick to Boltzmann statistics here.
In the following we define the band edges Ec and Ev, and the quasi-Fermi energies Efn
and Efp to further investigate the carrier concentrations. The quasi-Fermi energies
can be written as:
Efn = Ei − qϕn, Efp = Ei − qϕp, (2.11)
where ϕn and ϕp are the quasi-Fermi potentials of electrons and holes. The carrier
concentrations are determined from the differences between the quasi-Fermi poten-
tials ϕn and ϕp and the electrostatic potential Ψ. Thus, without loss of generality,
we may define the electrostatic potential to be zero for intrinsic material in thermal
equilibrium, such that Ei is the Fermi energy for the intrinsic semiconductor.
The band edges can be separated into three parts:
Ec = Ec0 − δEc − qΨ, Ev = Ev0 + δEv − qΨ. (2.12)
Here, Ec0 and Ev0 stand for the band edges of the intrinsic semiconductor, Ψ is the
electrostatic potential, and δEc and δEv denote shifts of the band edges caused e.g.
by dopants.
In the following, we derive a formulation for the carrier densities with a reduced
number of parameters. Inserting Eqs. (2.11) and (2.12) into Eq. (2.10), and con-
sidering Poisson’s equation for the intrinsic semiconductor in thermal equilibrium2
leads to:
Nc e
β(Ei−Ec) = Nv eβ(Ev−Ei). (2.13)
The geometric average of the carrier concentrations in equilibrium, the so called








1 If both donors and acceptors are present in a semiconductor, an acceptor electron satisfies
an acceptor impurity. This reduces the number of free charge carriers compared to the case where
only one dopant is present. This effect is called (partial) compensation.
2In thermal equilibrium there holds p(Ψ = 0, ϕp = 0)− n(Ψ = 0, ϕn = 0) = 0.
10
2.1. FUNDAMENTALS OF SEMICONDUCTOR DEVICE MODELING
where n0 and p0 are the charge carrier densities in thermal equilibrium, and Eg is the
energy bandgap of the semiconductor. Thus, it follows for the carrier concentrations:
n = ni e
qβ(Ψ−ϕn), p = ni eqβ(ϕp−Ψ). (2.15)
Apart from the carrier statistics and the shift energies for the energy bands, de-
viations from parabolic energy bands and thus, a modified DOS function, have
to be considered for heavily doped semiconductors [Alt05b, Alt06c, Alt06d, Kan63,
Mah80, Ove87, Sch06]. In particular for Fermi-statistics, approximations of the DOS
are too complex to be implemented in semiconductor device simulations. Therefore,
it is advantageous to use the formalism of the effective intrinsic density which leads
to expressions similar to Eq. (2.15) derived for Boltzmann statistics and a parabolic
band structure [Sel84]:
n = ni,eff e
qβ(Ψ−ϕn), p = ni,eff eqβ(ϕp−Ψ). (2.16)
The effective intrinsic density ni,eff can be written in dependence of the bandgap
narrowing (BGN) ∆Eg [Alt03]:




The numerical solution of the semiconductor equations (2.1) and (2.3) requires the
definition of suitable boundary conditions (BCs) for the carrier densities at inter-
faces. For Ohmic contacts, typically Dirichlet BCs are applied. Charge neutrality
requires [Sch94a]
% = n− p−ND +NA = 0. (2.18)
The solution relates the electrostatic potential Ψ directly to the applied voltage V .
As the electrons move freely across a contact boundary, the electrostatic poten-
tial Ψ is set equal to the applied voltage V = Ψ. For the carrier concentrations, we
use n = n0 and p = p0 at Ohmic contacts.
In contrast to the Dirichlet BCs for metals, insulator interfaces (and all other sur-
faces) are described by Neumann BCs. In the absence of an external electric field,
the electric field inside any insulator vanishes and the field inside the semiconduc-





where εs is the relative dielectric constant of the semiconductor, and nˆ is a unit
vector normal to the surface. In addition, it is assumed that no charge carriers may
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cross the interface, so
nˆ(~jn +~jp) = 0. (2.20)
The current densities ~jn and ~jp in Eq. (2.20) normal to the interface are given by:
nˆ~jn = qSn(n− n0), nˆ~jp = qSp(p− p0), (2.21)
where Sn and Sp are the surface recombination velocity parameters (cf. Sec. 2.2.8) for
electrons and holes, respectively. Equation (2.20) means that either every electron
present at the surface recombines with a hole, or both current densities ~jn and ~jp
are zero normal to the surface.
2.1.5 Numerical challenges of the stationary device problem
To model a semiconductor device, the fundamental semiconductor equations (2.1)
and (2.3) need to be solved numerically with the BCs defined in Sec. 2.1.4. The re-
sult of any device simulation is therefore only an approximation to the real solution.
Before solving the semiconductor equations, a mesh is generated to discretize the de-
vice in space (cf. Appendix A.2). The partial differential equations are then solved at
selected mesh nodes (finite difference method) or in the subdomains (finite element
method) of the mesh, see Appendix A.2. For non-homogeneously doped semiconduc-
tor devices, the carrier densities may change over orders of magnitude within short
distances, and their behavior is strongly influenced by the space charge. One possibil-
ity to overcome this problem when solving for the variables (Ψ, n, p) or (Ψ, Efn, Efp) is
to apply an appropriate scaling to the semiconductor equations (cf. Appendix A.1).
In addition, it is advantageous to use an adaptive mesh, where a refinement of nodes
is applied to those regions where the unknowns change strongly (cf. Appendix A.2).
To solve the semiconductor equations in the discretized space, they must be lin-
earized (cf. Appendix A.3). The coupled system of partial differential equations is
then solved in either a coupled or a decoupled approach (cf. Appendix A.3).
A detailed description of the strategies to obtain the numerical solutions of the
stationary device problem goes beyond the scope of this thesis. We employ the
software Sentaurus-Device [SD] to perform the solar cell device simulations in
Chapters 6 and 7. The interested reader finds an elaborate description of the main
strategies in Appendix A, including hints how to circumvent convergence problems.
2.2 Carrier recombination in crystalline silicon
As outlined in Sec. 2.1.1, we require a model for the net recombination rate R−G to
solve the set of semiconductor equations (2.1) and (2.3). There are different recom-
bination mechanisms contributing to the total generation rate in a semiconductor.
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First, we have the radiative recombination, which is the inverse process to carrier
generation and is introduced in Sec. 2.2.2. Second, there is the Auger recombination,
described in Sec. 2.2.3, which is the inverse process to impact ionization and becomes
important for high carrier densities. Both of these processes are not avoidable; they
are rather characteristic for each material. Finally, recombination through defect lev-
els is an efficient process in solar-grade silicon under low to medium excess charge
carrier densities. Note that throughout this thesis, we abbreviate the excess charge
carrier density as excess carrier density. It is usually modeled in crystalline sili-
con (c-Si) using the Shockley-Read-Hall (SRH) statistics [Hal52, Sho52], presented
in Sec. 2.2.4. This effect can be influenced by the concentration of impurities in the
semiconductor, and is thus an important aspect to consider when improving solar
cells. The inverse process to defect-level recombination is the emission process of
charge carriers from defect levels. SRH theory is valid for defects in the bandgap as
long as they are isolated and not correlated. For closely spaced defects, a coupling
between them has to be taken into account, as described in Sec. 2.2.7. An example of
correlated defects are amphoteric dangling bonds (DBs). The recombination theory
for such defects is described in detail in Sec. 2.3. Finally, the application of SRH
theory to surfaces and the influence of interface charges is described in Sec. 2.2.8.
2.2.1 Carrier generation
In a semiconductor, free charge carriers are generated by incident light of suitable
wavelength. The carrier generation rate G = αnpNp can be written as the product
of the absorption coefficient for electrons and holes αnp and the photon flux Np.
Thereby, Np is determined by the differential equation dNp/dz = −(αnp + αfc)Np,
where z denotes the position in direction of the photon flux [Gre95]. αfc denotes
the absorption coefficient for processes which do not generate an electron-hole pair.
An example of such a process is free carrier absorption [e.g. Gre95]. Assuming the
absorption coefficients αnp and αfc to be independent of the position, one obtains:
G = αnpNp,0 e
−(αnp+αfc)(z−z0), (2.22)
where z0 denotes the position of the surface in z-direction. Note that in general, the
absorption coefficients αnp and αfc depend on the wavelength of the incident light.
2.2.2 Radiative recombination
In the following we consider recombination of the excess charge carriers ∆n and
∆p. These are defined as the difference in the carrier densities out of equilib-
rium at a given illumination level or an applied voltage, and in thermal equilib-
rium, ∆n := n− n0 and ∆p := p− p0. Note that in quasi-neutral regions of a semi-








(left) and radiative recombi-
nation (right). ν denotes the
frequency of the photons.
The process of radiative recombination and its inverse process are sketched
in Fig. 2.1. An electron from the conduction band recombines with a hole in the
valence band and thereby emits a photon. Since this process needs both a free elec-
tron and a free hole, the excess carrier recombination rate is proportional to the
product of the electron and hole concentration np subtracted by n0p0:
3







β(Efn−Efp) − 1) ∝∼ eβ(Efn−Efp).
(2.23)
The approximate exponential dependence of RRad on Efn − Efp holds for non-
degenerate semiconductors where Boltzmann statistics is a good approximation to
the correct Fermi statistics. The radiative recombination coefficient BRad is a temper-
ature dependent material property and is thus independent of the carrier densities.











where nmat is the refractive index of the semiconductor material, and the integration
is performed over energy E. At a typical operation temperature T = 300 K of solar
cells, there is BRad = 4.733× 10−15 cm3s−1 [Tru03].
2.2.3 Auger recombination
Auger recombination is an example of a non-radiative recombination process. In
solar cells, it typically dominates the total recombination rate at high excess carrier
densities ∆n. This recombination mechanism describes the process where two charge
carriers of equal polarity collide. Thereby, one of both carriers is excited to a higher
energy level while the other one recombines across the bandgap with a charge carrier
3This can be explained by the law of mass action which requires np = (n0 + ∆n)(p0 + ∆p), and





Figure 2.2: The Auger recom-
bination process. The energy
is transmitted to an electron
(left) or to a hole (right).
of opposite polarity. Finally, the excited charge carrier relaxes thermally to the band
edge and loses its extra energy by exciting thermal vibrations in the lattice. This
process is sketched for the collision of electrons in Fig. 2.2 on the left and for holes
on the right. Arguing as in Sec. 2.2.2, the Auger recombination rate is proportional
to the density of all three participating charge carriers:
RAug = RAug,nnp +RAug,npp = Cn(n
2p− n20p0) + Cp(np2 − n0p20). (2.25)
For the solar cell device simulations in Chapters 6 and 7, the temperature de-
pendent material constants Cn and Cp for silicon are chosen according to Alter-
matt et al. [Alt97] which corresponds at 300 K to the measurements of Dziewior
and Schmid [Dzi77], cf. Table 7.2 in Chapter 7. For the theoretical considerations








Recombination via defect levels constitutes a recombination process which is not
due to an inherent material property. It is an important recombination process in
situations where the excess carrier density ∆n is less or approximately equal to the
dopant density Ndop (∆n . Ndop).
The SRH statistics describes recombination via an isolated defect in the
bandgap [Hal52, Sho52]. According to this theory, four possible carrier transitions











Figure 2.3: SRH defect level
recombination (left) and ther-
mal emission from defects
(right). The recombination
rates are labeled ucn and u
c
p
for electrons and holes, re-
spectively. The corresponding
emission rates are uen and u
e
p.
of electrons from the conduction band (ucn), thermal emission of captured electrons
from the defect to the conduction band (uen), and the mathematically-equivalent
transitions of holes between the defect and the valence band, ucp and u
e
p, respec-
tively. All possible carrier transition rates are sketched in Fig. 2.3. Provided there
are steady-state conditions, the total carrier transition rates of electrons and holes
are equal, yielding the rate equations [Sho52]:
ucn − uen = ucp − uep. (2.27)
Hence, it is sufficient to evaluate recombination for electrons only. According to SRH
statistics, a defect state is occupied by either an electron or a hole. Hence, denoting
the electron occupation fraction by f , the hole occupation fraction results in 1− f ,
and the expressions for the carrier transition rates become:
ucn = cn(1− f)Nd, uen = enfNd,
ucp = cpfNd, u
e
p = ep(1− f)Nd,
(2.28)
where Nd is the defect density. The capture coefficients are abbreviated by cn and cp,
and the emission coefficients by en and ep:
cn = vth,nnσn, cp = vth,ppσp,
en = cn,0 e
β(Ed−Ef), ep = cp,0 eβ(Ef−Ed)
(2.29a)
where
cn,0 = vth,nn0σn, cp,0 = vth,pp0σp. (2.29b)
and vth,n and vth,p are the thermal velocities for electrons and holes, respectively,
which are about 107 cm/s in silicon at room temperature; σn and σp are the cross
sections of electron and hole capture, respectively, and Ed is the energy of the defect.
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NA = 1014cm−3= 100 µs
(a) (b)
Defect energy Ed-Ev [eV]
Figure 2.4: Normalized SRH recombination rate USRH(Ed−Ev) as a function of de-
fect energy with respect to the valence band edge Ev, calculated using Eq. (2.32) for
a defect density constant in energy. The substrate material is p-Si. (a) The acceptor
density NA is varied for an excess carrier density ∆n = 10
14 cm−3. (b) The excess car-
rier density ∆n is varied for an acceptor concentration NA = 10
14 cm−3. The lifetime
parameter in (a) and (b) is τ0 := τn = τp = 100µs.
After some straight-forward computations, it follows for the SRH recombination









Typically, each defect has a certain distribution within the bandgap. To include such
distributions, Eq. (2.31) is easily generalized to a continuous defect density D(Ed)















Here, USRH(E) denotes the energy dependent recombination rate. Figure 2.4 shows
for the example of a p-Si substrate (i.e. Ndop ≡ NA)4 that USRH is quasi-constant
within a wide energy range around midgap if the defect density is independent of
energy. Close to the valence and conduction band edges, USRH decreases because
the emission rates uen or u
e
p dominate for shallow defect levels.
5 The boundaries
of the plateau of quasi-constant recombination rate depends on both the dopant
4Note that we assume that ND = 0 in p-Si and NA = 0 in n-Si. Hence, in p-Si there is p0 = NA
and in n-Si there is n0 = ND. The equilibrium concentration of the minorities follows from n0p0 =
n2i,eff .
5Shallow defect levels refer to defect levels close to the band edges.
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density Ndop and the excess carrier density ∆n. The plateau of USRH(Ed) shows that
for deep-level defects, i.e. defects close to midgap, recombination may be described
well also if the exact defect distribution is not know. Thus, in many cases it is
sufficient to approximate SRH recombination via deep-level defects by a single defect









n1 = Nc e
β(Ed−Ec), p1 = Nv eβ(Ev−Ed), (2.34)
this leads to the simple formulation of the SRH recombination rate:
RSRH =
pn− n2i,eff
τp(n+ n1) + τn(p+ p1)
. (2.35)
2.2.5 Characteristic energy levels
In order to compare SRH theory with other defect-recombination models, it is useful
to introduce characteristic energy levels. In the valence and conduction band, Fermi-
Dirac statistics apply, and the characteristic energy levels are the quasi-Fermi levels
(QFLs) for free holes Efp and free electrons Efn, respectively (cf. to Eq. (2.10)):
















The occupation of shallow defects is determined by the requirement that the charge
carriers are in thermal equilibrium with the corresponding charge carriers in the
valence or conduction band. In contrast, the occupation of deep-level defect states
is determined by the process of kinetic recombination [Ros55]. It is helpful to de-
fine a characteristic energy to distinguish between shallow defects which have rather
negligible effect on the total recombination rate, and deep-level defects which typ-
ically dominate the recombination rate [Ros55]. Two kinds of characteristic energy
levels are commonly used: the demarcation levels (DLs) [Ros63], denoted by ED,
and the quasi-Fermi levels for trapped charges (TQFLs) [Sim71], denoted by ET.
The demarcation level EDn for electrons is defined as the energy level where the
capture and the re-emission rates from and to the conduction band are equal, i.e.
ucn(EDn) = u
e
n(EDn). The demarcation level for holes EDp is defined similarly as
the energy where ucp(EDp) = u
e
p(EDp). Using SRH theory for the transition rates
(Eq. (2.28)), these conditions can be expressed in terms of the QFLs for electrons
18
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and holes in Eq. (2.36):


















The TQFLs for a specific defect distribution are defined as the energy levels where
one emission term in the rate equations (2.27) can be neglected. For SRH theory,
two TQFLs ESRHTn and E
SRH








Tp ) = 0,
respectively. Applying SRH statistics (Eq. (2.28)), this results in:

















We will show in Sec. 5.2.4 that the TQFLs ET are a more general means for inves-
tigating recombination processes than the DLs.
2.2.6 Carrier lifetimes
In the following, we consider all recombination rates introduced in the previous
section as independent processes, so they can be summed up to yield the total
recombination rate:
R = RRad +RAug +RSRH. (2.39)




, i = Rad, Aug, SRH. (2.40)
This definition is useful because the effective carrier lifetime τeff of free charge carriers
in the semiconductor is easily measured using the quasi-steady-state photoconduc-


















The carrier lifetimes for each recombination process and the resulting effective carrier
lifetime are shown in Fig. 2.5 in dependence on the acceptor density NA for three
different excess carrier densities ∆n for a p-Si substrate. The behavior of τSRH can
be understood by considering the limiting cases of high-injection NA  ∆n (yellow
background) and low-injection NA  ∆n (orange background). If τ0 := τn = τp, the
limits are τSRH = τ0 for NA  ∆n, and τSRH = 2τ0 for NA  ∆n. Both the Auger
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Figure 2.5: Carrier lifetimes in silicon in dependence on the acceptor concentra-
tion NA for different excess carrier densities: (a) ∆n = 10
14 cm−3, (b) ∆n = 1015 cm−3,
and (c) ∆n = 1016 cm−3. Auger lifetimes (red lines), radiative lifetimes (green lines),
SRH lifetimes (blue lines), and the effective lifetimes (black lines) are shown. The
vertical blue double-arrow indicates that the SRH lifetime is no fundamental ma-
terial property but depends on the crystal quality. The background colors indicate
high-injection conditions (yellow) and low-injection conditions (orange).
and the radiative carrier lifetimes depend in low-injection on the acceptor density NA
according to τAug ∝ N−2A and τRad ∝ N−1A . Note that the above considerations can
be made analogously for n-Si by replacing the acceptor density NA with the donor
density ND.
For moderate dopant densities in silicon, the carrier lifetime under low to medium
injection conditions is often dominated by the SRH lifetime which depends on the
crystal quality, as indicated by the double-arrows in Fig. 2.5. The influence of ra-
diative recombination is rather small in silicon which is due to the fact that silicon
is an indirect semiconductor and radiative recombination can only occur in combi-
nation with phonon-assisted transitions. Thus, for high dopant densities, the carrier
lifetimes are typically dominated by Auger recombination. Comparing the graphs
in Fig. 2.5 shows that with increasing ∆n both Auger and radiative recombination
gain influence.
2.2.7 Coupled-defect level (CDL) recombination
If the defect density is so high that the wave functions of the defects overlap to
a considerable amount, coupling between defects may occur. The possible carrier
transition rates between two coupled defects are indicated in Figs. 2.6(a) and 2.6(b)
for the case of donor-acceptor pairs (DAPs) which are lying deep in the bandgap.
The derivation of the recombination statistics given in the following holds for the
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general case of two coupled defect levels in the bandgap. The notation is given for
DAPs because these defect types are discussed in Chapter 6.
In the SRH formalism, the probability that a defect state captures a free electron
or a free hole is given by the capture cross sections (CCS) σn and σp (cf. Eqs. (2.29)
and (2.30)). An acceptor-like defect is often characterized by σn  σp, and a donor-
like defect has σn  σp (see also Sec. 2.3.2, and Chapters 5 and 6). Consider, for ex-
ample, the transitions highlighted in Fig. 2.6 for the case that the energy level of the
acceptor lies below the donor level (Fig. 2.6(a)) or above the donor level (Fig. 2.6(b)).
Due to the asymmetry in the magnitude of the CCS, the donor-like state captures an
electron likely (A), and transfers this electron to the acceptor-like defect (B), which
then likely captures a hole (C). Using the nomenclature from the literature [Bin74,
Hop63, Tho65], we refer to this type of coupled-defect level recombination as donor-
acceptor-pair (DAP) recombination.
From the requirement of detailed balance in thermodynamic equilibrium, it follows
that the emission coefficients and the capture coefficients of the transitions, high-





























1 ) are the degeneracy factors for the unoccupied (occupied) defect
states of donor-like defects (D) and acceptor-like (A) defects, respectively. The re-
duced capture and emission coefficients cˆDA and eˆDA are related to the capture and
emission coefficients via [Sch95]:
cDA = cˆDANDNA, (2.45)
where ND and NA are the defect densities of acceptor- and donor-like defects.
Assuming steady-state conditions, the DAP recombination rate is given by [Sch95]:
RDAP = RA +RD + (
√





p (n+ nA)(p+ pD)− τAn τDp (n+ nD)(p+ pA)
rDrA
. (2.46)
Thereby, RA and RD are the net SRH recombination rates of the isolated acceptor-







Figure 2.6: Band diagram with all charge carrier transitions according to the donor-
acceptor-pair (DAP) recombination theory, considered for the case that (a) the donor-
level lies above the acceptor-level and that (b) the donor-level lies below the acceptor-
level. White balls indicate states occupied by a hole and red balls indicate states that
are occupied by an electron. The capture and emission coefficients are labeled above
the sketch. The transitions dominating for low forward biases are highlighted and
the thick purple arrows illustrate the occurrence of saturation behavior. In (c)–(d),
the definitions of the charge carrier lifetime parameters used in Eq. (2.46) for the






n (p+ pA,D) + τ
A,D
p (n+ nA,D), (2.47)
and nA,D, pA,D are defined according to Eq. (2.34). The inter-defect recombination











































γ = e−β|EA−ED|. (2.48c)
The definitions of the charge carrier lifetime parameters τA,Dn,p are indicated in
Figs. 2.6(c) and 2.6(d). It is worth noting that the DAP recombination is an ex-
tension to the SRH formalism. In the limit of cDA −→ 0, Eq. (2.46) is reduced to
the SRH formulation of two non-coupled defects (cf. Eq. (2.35)).
At a sufficiently high injection density ∆n, the recombination rate RDAP may be-
come limited by one of the three transitions highlighted in Figs. 2.6(a) and 2.6(b),
respectively. Consider, for example, the transitions A→B→C in Fig. 2.6(a). Given
that cDn and c
A
p are large (A,C), the DAP recombination may be limited by the
inter-defect coefficient cˆDA for EA < ED (B). Accordingly, DAP recombination may
be limited by eˆDA for EA > ED (cf. Fig. 2.6(b)). If RDAP dominates the remaining
recombination rates in a solar cell, the total recombination rate may become limited
by the inter-defect coupling rate between the two defects of a DAP. This leads to
a saturation behavior in the recombination currents which will be investigated in
detail in Chapter 6.
2.2.7.1 Comments on simplifications
Here, we shortly comment on the approximations made in the DAP model which
considers band diagrams in analogy to isolated levels. We are aware that this treat-
ment implies some serious simplifications:
 The energy levels are considered to be constant and independent of each other.
In reality, the energy of one level of the DAP depends on the occupancy state
of the other level. Therefore, a DAP system must rather not be displayed in
a band diagram, as this is a one-electron scheme. In our model, however, we
neglect the Coulomb interaction energy (which may be in the order of 100
meV for closely spaced pairs).
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 The CCS are assumed to be constant, independent of the occupancy of the
coupled energy levels. It may be assumed that essentially, the ionization of one
defect in a DAP causes a reduction of the CCS of the other defect in the DAP,
because the electric field of this defect partly compensates the attractive field
of the other defect.
 The DAPs are arranged in a regular cubic lattice. This underestimates the
statistical variability because, in reality, pairs with different distances may
interact. In addition, we allow each donor to interact with each acceptor within
one ensemble. This overestimates the statistical variability because, in reality,
the defect-charges of the one type are screened by the charges of surrounding
defects of the other type.
2.2.8 SRH surface recombination
We model the recombination rate Rsurf at the surface of c-Si or at the interface
between c-Si and a passivating layer (e.g. SiO2, SiNx or Al2O3) using the SRH
formalism for surfaces [Hal52, Sho52]:
Rsurf =
psns − n2i,eff
(ns + n1)/Sp + (ps + p1)Sn
, (2.49)
where n1 and p1 are defined in Eq. (2.34), and ns and ps are the electron and hole
densities at the surface of silicon. Rsurf depends strongly on the product nsps in
excess of their densities at thermal equilibrium, n0,sp0,s = n
2
i,eff . The recombination
properties of the defects at the interface are defined by their surface velocity pa-
rameters Sn and Sp and by the energy of the defect state Ed with respect to the
band edges Ev and Ec. Similar to the SRH lifetime parameters in the volume of a
semiconductor (Eq. (2.33)), one may use the CCS σn and σp for electron and hole
capture, respectively, and the interface defect density Ns. They are related to Sn
and Sp via:
Sn = Nsσnvth,n and Sp = Nsσpvth,p. (2.50)
As Rsurf is approximately proportional to the injection density ∆n, it is convenient
to asses the recombination properties by means of the surface recombination veloc-
ity S := Rsurf/∆n.
Passivating dielectric layers often contain a high density of fixed charges, Qf (unless
additional manipulation is applied [Web94]). These charges attract (repel) the excess
carriers to (from) the silicon surface, such that the excess charge density is different
for electrons and holes. Thus, ns and ps are difficult to quantify experimentally,















Figure 2.7: Sketch of the band
edge diagram at the SiNx/c-Si in-
terface. ∆n is measured at a dis-
tance zSCR from the silicon sur-
face where the band bending ϕs is
negligible.
carriers to and from the surface induces a space-charge region (SCR) in the silicon
as a consequence of the requirement for charge neutrality. One refers to the excess
carrier density ∆n at a depth zSCR further below the silicon surface in the quasi-
neutral region, where the space charge has become negligible and the energy bands





the effective surface recombination velocity. We will refer to ∆n(zSCR) as ∆n within
this entire work.
A charge present at the interface induces a band bending ϕs near the surface to
account for charge neutrality in the whole device, as shown in Fig. 2.7 for the example
of a SiNx/c-Si interface with a strongly positive Qf . If Qf is the only charge present




= n( eqβϕs − qβϕs − 1) + p( e−qβϕs + qβϕs − 1), where c = 2ε0εr
β
, (2.52)
for example using Brent’s root finding algorithm described in Sec. 3.2. The electron
and hole densities, n = n0 + ∆n and p = p0 + ∆p, respectively, are referred to in the
quasi-neutral region at the location zSCR where ∆n = ∆p. n0 and p0 denote the car-
rier densities in the quasi-neutral region at thermal equilibrium. The concentrations
of electrons and holes at the interface can be calculated by [e.g. Sze81]
ns = n e
qβϕs , ps = p e
−qβϕs . (2.53)
Note that Eq. (2.52), and thus Eq. (2.53), holds only if both quasi-Fermi levels,
Efn and Efp, are constant in the depletion region (between zSCR and the silicon
surface). This is the case except for very high Rsurf values, where a large number of
carriers must be supplied from the quasi-neutral region, which causes a considerable
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gradient in the quasi-Fermi levels. In this case, Rsurf may be limited by the supply
of carriers instead of by Sn and Sp and is called diffusion-limited recombination.
According to Eq. (2.49), essentially two quantities influence the surface recombi-
nation rate significantly: (i) the surface recombination velocity parameters Sn, Sp
which are directly proportional to the surface defect density Ns, and (ii) the con-
centrations of electrons ns and holes ps at the surface. Hence, a decrease of both Ns
and the product psns reduce Seff . In technology, the first issue is typically accounted
for by saturating the DBs with hydrogen or oxygen. To account for the second mat-
ter, the product nsps can be efficiently reduced by the implementation of a doping
profile below the silicon surface by interface charges in an overlying insulator, for
example SiNx, or on a gate electrode [Abe00].
2.3 Defects and recombination in amorphous sil-
icon
One technique to passivate DBs by hydrogen is the deposition of hydrogenated amor-
phous silicon (a-Si:H) layers at temperatures around 200 ◦C. Gap states in a-Si:H
can be separated into conduction-band tail-states, valence-band tail-states and deep-
level states. The conduction-band tail-states originate in thermal disorder [Don98],
and are strongly temperature dependent due to modulation by transverse acoustic
phonons [Dra91]. The valence-band tail states arise to almost equal parts from struc-
tural disorder [Dra91], which is assumed to originate from weak Si–Si bonds [Pow93,
Smi87], and from thermal disorder [Dra91]. The temperature dependence of the
valence-band tails is less pronounced than for the conduction-band tails, because
they are influenced by optical phonons rather than by acoustic phonons [Dra91].
The deep-level states in a-Si:H originate mainly from the DBs [Pow93, Smi87].
During formation of the a-Si:H network, the breaking of a neutral, covalent
Si–Si bond results either in a pair of neutral silicon atoms, each keeping one elec-
tron and forming a neutral DB, denoted as Dz; or in a pair comprising a negatively
charged and a positively charged silicon atom, forming a De and a Dh DB, respec-
tively [Pow93]. Due to the inherent disorder of the amorphous lattice, DBs can be
created at various energy levels which can be modeled as a continuum of defect
states. The creation of a large pool of defects is possible. But provided that the
defect formation is a chemical equilibrium process, only defects are realized which
lower the overall free energy of the system [Alt02a, Pow93, Pow96] (cf. Sec. 2.3.1).
In experiments, diverse distributions of the defect states are found, which are of-
ten successfully approximated using defect-pool models (DPM) [Pow93, Pow96], for
example in a-Si:H [Bal93, Fef95, Mer01, N9´7, Pow93, Pow96] or at grain bound-
aries [Alt02a, Kaz04, Pap08].
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(a) (b)
Figure 2.8: (a) Eight possible carrier transitions ui for amphoteric recombination
statistics (for details, see Sec. 2.3.2). (b) Typical defect distribution over energy for the
transition from positive to neutral charge state, D+/0 (donor-like defect distribution),
and from zero to negative charge state, D+/0 (acceptor-like defect distribution). These
two transitions differ by the correlation energy Ecorr.
The DB defects can be occupied by zero, one or two electrons. Hence, the DBs
may either be in a positive, a neutral, or a negative charge state, indicated by D+,
D0, and D−, respectively. Since three charge states are possible for each DB defect,
the recombination centers are amphoteric, i.e. they behave in either a donor-like
or an acceptor-like manner. A charge transition from the positive to the neutral
states ((+/0)-transition) may occur at the donor-like defect distribution D+/0 if an
electron from the conduction band is captured by the defect, as sketched in Fig. 2.8.
Similarly, a charge transition from the neutral to the negative states ((0/−)-
transition) may occur at the acceptor-like defect distribution D0/− if the defect
captures a second electron from the conduction band. In total, eight charge transi-
tions are possible, denoted by [Li08, Vai86]:
D+ + e
− 
 D0, with transition rates u1, u3, u5, u7, (2.54a)
D0 + e
− 
 D−, with transition rates u2, u4, u6, u8, (2.54b)
where Eq. (2.54a) denotes the (+/0)-transitions and Eq. (2.54b) denotes the (0/−)-
transitions. The eight transition rates ui between the DBs and the valence band or
the conduction band are indicated in Fig. 2.8, and will be discussed in Sec. 2.3.
The energy level of a DB defect depends on both the configuration of the surround-
ing silicon atoms and on the charge state of the DB [BY87]. The charge dependence
of the energy level is mainly due to Coulomb interaction. This results in a char-
acteristic energy shift, denoted as the correlation energy Ecorr, of the acceptor-like
defects D0/− to higher energies with respect to the donor-like defects D+/0, as indi-
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cated in Fig. 2.8. Besides the Coulomb repulsion depending on the charge state of
the DBs, Ecorr depends on several further effects: possible lowering by lattice relax-
ation at the defect-site [de 09, Jac82, Nor89, Str91b], electron-phonon interactions,
and the re-hybridization of DB orbitals [Tan99]. It is generally accepted that Ecorr
is positive in a-Si:H [Nor89, Str91b, Win90], and in the range of 0.2− 0.45 eV [de
09, Jac82, Nor89].
In Sec. 2.3.1 we review the DPM developed by Powell and Deane [Pow93] to de-
scribe the defect density in a-Si:H. It will be applied in an extended form, described
in Sec. 5.1.1, to model the defect density in a-Si:H passivation layers in Secs. 5.2.4.2
and 5.2.4.3. Section 2.3.2 introduces a model, derived by Vaillant and Jousse [Vai86],
to accurately describe the recombination rate via amphoteric defects. Unfortunately,
amphoteric recombination cannot be expressed by a closed-form solution which
causes problems in numerical device simulations. Therefore, an approximation to
the exact model is derived in Chapter 5.
2.3.1 The defect-pool model (DPM) by Powell and Deane
This section reviews the derivation of the DPM suggested by Powell and
Deane [Pow93]. The fundamental ideas of the DPM were already published by Bar-
Yam and Joannopoulos [BY87] who stated (i) that the formation energy of a defect
depends on its charge state, (ii) that the differences in the formation energies de-
pend on the Fermi level Ef , and (iii) on the energy level Ed of the defect. The DPM
is a thermodynamic model which considers chemical equilibrium reactions between
deep-level states and e.g. distorted Si–Si bonds or Si–H bonds [Alt02a]. The defect-
pool describes an energy distribution of sites in a disordered system which possibly
form defects. Each site will form a defect only if the corresponding chemical reaction
minimizes the free energy of the system. It was shown that hydrogen is important for
defect equilibration [Jac90, Jac92, Kak87, Str91a]. For example, the breaking of a
weak Si–Si bond (WB) into DBs and its inverse process may be supported by swap-
ping Si-H bonds. There are several different DPMs reported in the literature [e.g.
Bal93, Mer01, Sch94b, Sch96] which differ mainly in the considered chemical reac-
tions. In this work, we use the DPM of Ref. [Pow93], which assumes that hydrogen is
not part of the defect-pool itself. By mediating defect reactions, hydrogen yields suf-
ficient entropy to lower the defects chemical potential, and thereby allows to explain
the measured DOS [Pow93, Str89].
Powell and Deane [Pow93] and Street and Winer [Str89] consider essentially three
possible defect reactions, where i Si–H bonds mediate the WB-breaking reaction
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Figure 2.9: Schematics of the defect reactions in the defect-pool model (DPM) in
Eqs. (2.55a)–(2.55c).
and lead to the formation of DB defects:
WB 
 (2DB)pair, i = 0 (2.55a)
(Si–H) + WB 
 (DB + Si–H) + DB, i = 1 (2.55b)
2(Si–H) + WB 
 (Si–HH–Si) + 2DB, i = 2. (2.55c)
Figure 2.9(a) illustrates the reaction (2.55a) which describes the conversion of a
WB into a pair of DBs which do not diffuse apart. A weak bonding orbital is likely
to break apart, and it is commonly assumed that the WBs can be associated with
the valence-band tail-states [Smi87]. Reaction (2.55b) considers the case where an
H-atom is released from an H-site (an a-Si:H bond), and breaks a WB, as sketched
in Fig. 2.9(b). Here, one defect remains on an isolated a-Si:H bond from which the
H-atom is removed and the other defect remains in a singly occupied WB [Pow93].
In the last reaction (2.55c), illustrated in Fig. 2.9(c), a second H is released from
a Si–H bond and a doubly hydrogenated WB as well as two isolated DB defects
remain [Pow93].
To find an expression for the defect density, first the chemical potential of the defects
needs to be specified. Note that for constant volume V and constant temperature T ,
the free energy density F = E − TS is minimized in equilibrium. Here, E is the
internal energy, defined by the sum of all energy contributions to the thermodynamic
system and S is the conventional entropy.6 The chemical potential µd is defined as
the change in free energy when adding a defect to the system [Dea93, Pow93]:
µd(Ed) = 〈e(Ed)〉 − TSed(Ed)− TSHd (Ed). (2.56)
Three terms contribute to µd of amphoteric DBs:
(i) the mean energy 〈e(Ed)〉 of the electron(s) of the defect,
(ii) the entropy Sed(Ed) corresponding to the occupancy of the defect by electrons,
6Note the conventional entropy S is related to the fundamental entropy s used in Ref. [Pow93]
via S = kBs.
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(iii) additional entropy SHd (Ed) of H motion if defect separation due to H motion
is allowed.
To begin with (i), the electrons of the defect can be in each of the three charge
states:
 positive: the electron has been removed to the Fermi level Ef
 neutral : the energy of the electron is that of the defect Ed
 negative: an additional electron must be transferred from Ef to the defect.
Thereby, the additional energy Ecorr is required to place a second electron on
the singly occupied defect. The total energy is therefore 2Ed − Ef + Ecorr.
The mean electron energy 〈e(Ed)〉 is determined by the occupied fractions of the
energies contributing to these charge states:
〈e(Ed)〉 = Eff+(Ed) + Edf 0(Ed) + (2Ed − Ef + Ecorr)f−(Ed). (2.57)
The occupation fractions f+, f 0 and f− are obtained by applying the principle of
detailed balance and by determining the grand partition function [Vai86]:
f+(Ed) =
1
1 + 2 eβ(Ef−Ed) + eβ(2(Ef−Ed)−U)
(2.58a)
f 0(Ed) = 2 e
β(Ef−Ed)f+(Ed) (2.58b)
f−(Ed) = eβ(2(Ef−Ed)−U)f+(Ed), (2.58c)
with f+(Ed) + f
0(Ed) + f
−(Ed) = 1. Ed is the energy of the (+/0)-transition
and Ed + Ecorr is the energy of the (0/−)-transition.
According to the Boltzmann definition [Kit01], the entropy due to the electron
occupancy (issue (ii)) is given by Sed = −kB
∑
pj ln(pj). Here, pj is the probability
of the system to be in state j and the summation is done over all accessible states.
















The additional factor 2 in the middle term of Eq. (2.59) is due to the spin degener-
acy of the neutral state. For the cases of positively charged (f+ = 1) or negatively
charged (f− = 1) defects, we find Sed = 0, whereas Sed = −kB ln(1/2) for neutral
defects. This means that neutral defects are formed twice as likely than one would
expect when considering only energetic reasons [Pow93].
Using f+(Ed) + f
0(Ed) + f
−(Ed) = 1, and neglecting the hydrogen entropy for the
moment, the chemical defect potential becomes [Pow93]:
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The entropy Sed is too small to explain measured defect distributions. Thus, an
additional effect needs to be accounted for: a defect can be transferred away from
its origin, the broken WB, to a distant hydrogen site if H-atoms are allowed to swap
from Si–H bonds. During this process, the defect gains extra entropy. The number
of defects that can swap is i = 0, 1 or 2, depending on the reaction (2.55a)–(2.55c).
We remark that due to the successive supply of H-atoms compared to the defect
density, a huge amount of entropy SHd is available. However, defects at energy Ed
are only able to gain energy from hydrogen sites that would form a defect at the same
energy [Pow93]. Consider, as an example, the formation of a DB at energy Ed from
a Si–H site by removal of the H-atom. If NH is the total H concentration and P (Ed)
is the energy distribution of sites that would arise at Ed, the number of these sites
is NHP (Ed). One calls P (Ed) the defect-pool function. The probability that a defect





where DDB(Ed) is the DB defect density at Ed. As required by the equilibrium
reactions (2.55a)–(2.55c), for every two defects that are created, only i defects may
swap to distant sites. This is why the factor i/2 appears in Eq. (2.61).
The corresponding entropy Sd,H = −kB
∑
pd ln pd, where the summation goes over










Inserting Eqs. (2.59) and (2.62) into Eq. (2.56), we obtain for the total defect chem-
ical potential [Pow93]:


















To finally calculate the DB defect density DDB(Ed), the probability of converting
a WB state at energy EWB is required. Thereby, one must take the depletion of
the WBs and the formation of two DBs from one WB into account. We denote the
WB states by DWB, and assume that the WBs are the valence-band tails [Smi87]
which can be described by DWB(EWB) = Nv0 exp ((E
a-Si
v − EWB)/Ev0). Here, Nv0 is
the density of tails states and Ea-Siv is the energy of the valence-band mobility-edge
in a-Si:H. The so called Urbach energy Ev0 has been measured to increase with
increasing disorder [Stu89].
The density of WBs at the energy EWB, which lead to potential defect sites at the
energy Ed, is given by P (Ed)DWB(EWB). Accounting for the depletion of a WB by







In Eq. (2.64), it was assumed that the energy difference between a WB and a DB
can be described in a one-electron picture, meaning that the energy difference is
approximated by the difference in electronic energy [Pow93, Smi87]. This approach
neglects ionic relaxation energies and multielectron contributions, which seems to
be a reasonable approximation [Hei80, Pow93, Smi87]. We emphasize that according
to Eq. (2.64), the energy of both DBs (each WB forms two DB defects) is Ed because
the two defects minimize their free energy independently and thus, have on average
the same energy [Pow93].
So far, we considered only one WB at a distinct energy EWB. To account for all








The DPM [Pow93] uses an approximation of the integral in Eq. (2.65). It assumes
that:
(i) for µd < EWB, all WB states are converted into DBs, and
(ii) for µd ≥ EWB, a Boltzmann fraction of the WB states are converted into DBs.





































where σDP is the width of the Gaussian distributed defect-pool, f
0(E) is the occu-
pation fraction of neutral DBs, and ρ = 2Ev0/(2Ev0 + i/β). Note that this leads to
a vanishing DB density DDB(Ed) = 0 for i = 0 because κ −→ 0, i.e. for the reac-
tion (2.55a). Ep in Eqs. (2.66b) and (2.66c) is the most probable energy for defect




DP/Ev0 − Ecorr/2, where Eeqf is the Fermi level
during defect formation.
Care must be taken for temperatures below the equilibration tempera-
ture T eq ≈ 500 K, because then all states are frozen in and, hence, the parameter
values of Ev0, T and Ef = E
eq
f at the equilibration temperature must be used.
In measurements, typically only the effective density of states g(Ed) in the one-
electron picture can be determined. Thus, it is convenient to introduce an analytical
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Figure 2.10: Effective one-electron DOS g(Ed) with the contributions of the
tail states and the DB states (Eq. (2.67)). The DB states DDB(Ed) calculated
with Eq. (2.66a) are resolved and separated depending on their charge state dur-
ing formation into De (red lines), Dz (green lines), and Dh states (blue lines) [Pow93],
and split up into (+/0) (continuous lines) and (0/−) (dashed lines) transitions. Here,
i = 2, Ev0 = 36 meV, Ecorr = 200 meV, σDP = 178 meV, Nv0 = 2× 1021 cm−3eV−1.
The equilibration Fermi level Eeqf := E
eq
f,i + Ef,sh (cf. Eq. (2.69)) is indicated with
arrows and is Ef,sh = 0 eV for a-Si:H(i) in (a), Ef,sh = 0.25 eV for a-Si:H(n) in (b),
and Ef,sh = −0.25 eV for a-Si:H(p) in (c). Ea-Siv denotes the mobility edge of a-Si:H.
All parameters are taken from Ref. [Pow93].













=: D+/0(Ed) +D0/−(Ed), (2.67b)
where the term ln(2)/β is due to the degeneracy of the neutral state.
We remark that the free energy of the system depends on the energy of the de-
fects and on the Fermi Eeqf during defect formation. While the defect density D
DB
is small for energies near Eeqf , it is large far away from E
eq
f if the defect-pool is
distributed relatively wide within the bandgap [Alt02a, Pow93]. This dependency
on Eeqf is demonstrated in Fig. 2.10. Here, the effective density of states g(Ed),
consisting of both the DB contributions gDB in Eq. (2.67) and the tail-state contri-
butions, is displayed for intrinsic a-Si:H (a-Si:H(i)), n-type a-Si:H (a-Si:H(n)), and
p-type a-Si:H (a-Si:H(p)). In addition, gDB, separated into the D+/0 and D0/− states
of the De, Dz, and Dh distributions according to Eq. (2.67), is shown. The distribu-
tions De, Dz, and Dh are obtained by:
De(Ed) = f




where the occupation functions f+, f 0 and f− are specified in Eq. (2.58).
For a-Si:H(i), shown in Fig. 2.10(a), the total effective DOS g(Ed) (black line) forms
a plateau of almost constant defect density and is symmetric to the intrinsic equi-
libration Fermi level Eeqf,i . Figure 2.10(b) shows that in a-Si:H(n), E
eq
f is shifted
from Eeqf,i towards the conduction band by
Ef,sh := E
eq
f − Eeqf,i . (2.69)
As a consequence, the acceptor-like defects above midgap become negatively
charged. In turn, this results in an enhanced formation of defects below midgap,
see the maximum in g(Ed) in Fig. 2.10(b). For sufficiently high disorder, the de-
fect distribution is well approximated by a Gaussian function. The maximum ob-
served in g(Ed) in a-Si:H(p) (cf. Fig. 2.10(c)) is explained analogously by considering
that Eeqf is shifted by Ef,sh from E
eq
f,i towards the valence band.
2.3.2 Recombination via amphoteric defects
In Sec. 2.2.4, we considered recombination via non-correlated defects. In amorphous
silicon, this statistics can be applied to model the recombination rate of free charge
carriers via the conduction-band and the valence-band tail states, [e.g. Lee10b,
Sak86, Vai86] (Secs. 5.2.3 and 5.2.4.3). Thereby, tail recombination is typically neg-
ligible because these defects are relatively shallow, and the rate equations (2.27) are
dominated by the emission terms (cf. Sec. 2.2.4 and Fig. 2.4). The dominant recombi-
nation path in a-Si:H is recombination of free charge carriers via deep-level DB defect
states [Vai86]. A mathematical representation for quantifying the recombination in
a-Si:H must take into account both the amphoteric nature and the energy shift Ecorr
between the states corresponding to the transitions from the positive to the neutral
charge state (D+/0) and from the neutral to the negative charge state (D0/−).
In the following, we derive the recombination model proposed by Vaillant and
Jousse [Vai86]. The eight possible carrier transition rates ui, the three charge
states D+, D0, and D−, and the two energy levels Et and Et + Ecorr are sketched
in Fig. 2.8. For means of clarity, this representation shows the transition rates for
discrete defect levels at Et and Et + Ecorr, but the equations given in the following
apply to arbitrary defect distributions [Li08, Vai86].
The recombination rate is derived for the case of steady-state conditions and
non-coupled defects, where the latter is valid for typically measured defect den-
sities [Vai86] (cf. Chapter 6). The system is fully characterized by the following
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three independent equations of charge conservation [Vai86]:
dn
dt
= u1 − u3 + u2 − u4 − g = 0, (2.70a)
dp
dt
= u7 − u5 + u8 − u6 − g = 0, (2.70b)
dD+
dt
= u1 + u7 − u3 − u5 = 0, (2.70c)
where g is the generation rate of free charge carriers which is zero in thermal equi-
librium. The carrier transition rates for electrons (as illustrated in Fig. 2.8) can be
expressed as [Vai86]:

















In the following, we use the notation for the carrier transition rates given on the left-
hand side of Eq. (2.71) to distinguish between acceptor like (index “A”) and donor
like (index “D”) defects. The lower index “a” refers to amphoteric recombination
statistics, and the upper indices “c” and “e” refer to electron capture and emission,
















Different from the SRH statistics for uncorrelated defects (cf. Sec. 2.2.4), the prin-
ciple of detailed balance imposes certain restrictions to the emission rates of these
correlated defects: each DB has to be in equilibrium with the band states [Sah58,
Vai86]. Whereas in the uncorrelated approach the emission rates e are determined
solely by the capture rates c and the initial conditions, in the correlated approach
they are in addition determined by the requirements u1 = u3, u2 = u4, u5 = u7, and
u6 = u8 for each defect level Ed [Vai86]. Thus, it follows for the (+/0)-transition of




























p are the CCS for donor-like defect states, and those for acceptor-like
states are σ0n and σ
−
p (see below). All other parameters and quantities have the same
meaning as in Eq. (2.29).
























At thermal equilibrium, the occupation fractions f+, f 0 and f− are given
by Eq. (2.58). Out of equilibrium, they are derived by inserting the defini-
tions of the carrier transitions (2.71) and (2.72) into the conservation equations































with f+(Ed) + f
0(Ed) + f
−(Ed) = 1. The dynamics of the occupation fractions is
shown in Fig. 2.11.
Equation (2.70c) implies that the total carrier transition rates of electrons and holes
are equal [Vai86]. This is due to the assumption of steady-state conditions and thus,
it suffices to evaluate the recombination rate for electrons only. Hence, we find for
the recombination rates at donor- and acceptor-like defect states:
UDa (Ed) = u
D,c











UAa (Ed) = u
A,c









2.4. SOLAR CELL CHARACTERISTICS
Figure 2.11: Dependence between the
occupation probabilities f+, f0, and f−
of amphoteric recombination statistics,
calculated with Eq. (2.75). The diagonal
lines indicate the linear relationship be-
tween the probabilities.
The total recombination rate in dependence on the defect energy Ed follows from a




The amphoteric recombination statistics cannot be solved in a closed form and thus,
approximations to this model are desirable. In Chapter 5, we suggest an approximate
SRH-model which imitates the amphoteric character for certain prerequisites, and
investigate the differences between the correlated amphoteric and the uncorrelated
amphoteric approach.
2.4 Solar cell characteristics
The current-voltage characteristics (I-V curve) contains the relevant properties of a
solar cell. One distinguishes between the I-V curve measured in the dark and under
illumination.
2.4.1 The I-V curve without illumination
2.4.1.1 Shockley equation and ideality factor
The dark I-V curve coincides with the diode characteristics of the solar cell, and the
measured current is equal to the recombination current. The recombination current
in semiconductors is usually quantified using the SRH recombination statistics via
a single defect level [Hal52, Sho52], discussed in Sec. 2.2.4. When this model is
applied to recombination in the SCR of p-n junction diodes, it influences the diode
ideality factor nD of the current-voltage (I-V ) curve, described by the Shockley
equation [Sho49]:









where j0 is the saturation current-density and j is the diode current density I/A
(current per area). Usually, the bias-dependent ideality factor nD is approximated





where the subscripts i and i − 1 of V denote neighboring voltage points of the
measured I-V curve, and j(Vi), j(Vi−1) are the corresponding current densities. This
equation is only valid at V > 3/qβ. Therefore, we use the more accurate method








Equation (2.80) is also valid near 0 V and for reverse bias.
2.4.1.2 Limitations to the ideality factor by SRH statistics
The ideality factor nD cannot increase above 2, if SRH theory is used exclu-
sively for modeling the defect recombination [And77, Cho86, Cor96, Lee80, McI00a,
Nus73, Pal97, Sah57]. In the following, we give an explanation similar to that of
Ref. [McI00a] to show that SRH theory yields nD = 2 as an upper limit for the ide-
ality factor nD. We assume a symmetric p-n junction, extended in the z-direction,
where the center position is at z0. A sufficiently high junction voltage (V & 300 mV)
is required such that there is n(z) ni,eff and p(z) ni,eff in the whole depletion
region. In this case, there holds n(z)p(z) n2i,eff . We further assume that Ed is
equal to Ei in the whole depletion region, and consequently n1(z) = p1(z) = ni,eff
(Eqs. (2.13),(2.14) and (2.17)). If, in addition, the lifetime parameters of electrons
and holes are equal (τ0 := τn = τp) and uniform in the depletion region, the SRH
recombination rate simplifies to:
RSRH =
n(z)p(z)
τ0 (n(z) + p(z))
, (2.81)
which is maximal at the position z0, where n(z) = p(z). Assuming further that the
quasi-Fermi levels of electrons and holes are constant in the whole depletion region
and that they are separated by V , yields:
n(z0) = p(z0) = ni e
( qβV2 ). (2.82)
Hence, RSRH(z0) ∝ exp (qβV/2) and thus, nD = 2 (cf. Eq. (2.78)). However, contri-
butions from other regions (e.g. the bulk with nD = 1) reduce nD such that nD = 2
remains as the upper limit that can be obtained by SRH recombination.
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In contrast to these theoretical findings, it has been well-known for more than 40
years [Que62] that the forward-characteristics may show nD values larger than 2,
up to values of about 5, over an extended voltage range. This is observed in most
industrially fabricated silicon solar cells and frequently also in cell designs under
development. Moreover, the reverse characteristics are in these cases typically non-
saturating but often increase nearly Ohmic or slightly super-linear with the reverse
bias voltage. This effect cannot be described within the SRH model either: it predicts
a saturation behavior (cf. Eq. (2.78)).
In Chapter 6, we investigate in detail what kind of effects may explain nD > 2. We
find two likely candidates for this: deep-level DAP recombination (cf. Secs. 2.2.7
and 6.2.1), and p-n junctions bordering on surfaces containing a density of fixed
charges (cf. Sec. 6.3.2).
2.4.2 The I-V curve under illumination
If the contacts of an illuminated solar cell are short-circuit, the photo current is
discharged via the contacts, and the short circuit current density jsc can be measured.
In the current-less case, the open circuit voltage Voc is accessible at the contacts.
The optimal working condition for a solar cell is the maximum power point (MPP).
It corresponds to the voltage Vmpp, at which the extracted power density Pmpp is
maximal. The MPP is determined from the maximum of the current-voltage product.
The current density measured at Vmpp is denoted as jmpp. One defines the fraction

















3.1 Data fitting using genetic algorithms
Microscopic phenomena or quantum mechanical properties are commonly imple-
mented into device simulators by means of parametrized models. The reason is that
the accuracy of these models is often sufficient to describe device characteristics,
while strongly reduced computation times are provided. The development of such
parametric models may contribute significantly to the improvement of solar cells
if it relies on physically meaningful parameters, ideally obtained from independent
experimental data. However, typically a large number of parameters remains unde-
termined. These parameters are then adapted by fitting the model to experimental
data. Thereby, the reliability of data fitting increases with the number of available
data sets Ns, and with the number of parameters that can be determined via inde-
pendent experiments. During fitting, these parameters have to be carefully restricted
to a reasonable range. Nevertheless, the number of local minima in the Np ×Np pa-
rameter space increases rapidly with the number of free parameters Np, which makes
deterministic optimization procedures unsuitable.
Genetic algorithms (GA) meet the challenge of being insensitive to local minima
and yet to converge relatively quickly. The first evolutionary algorithm (EA) was
applied by Barricelli [Bar54]. One subclass of EAs are GAs, the simplest of which
was published in a pioneer work by Holland [Hol75]. Since then, GAs have been
established for optimization tasks in diverse applications. Such algorithms mirror
biological evolution in which the fitness of a population is increased by the processes
of selection, crossover, and mutation [Sch08c]. The typical procedure is sketched
in Fig. 3.1. The fitting algorithm is initialized by setting a seed population (genera-
tion 0). One or more parents are generated with an initial set of reliable parameter
values (propagation) by adding a Gaussian random number to every parameter value
of the set (mutation). During each simulation step, a part of the population is re-
placed by newly generated children. In each iteration, the members of the current
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Figure 3.1: Principle of the genetic algorithm (see text for details).
population are evaluated using a fitness function that is based on the least-square-
method (evaluation, see below). The selection is made proportional to the member’s
fitness [Hol75]. Only the “fittest” fraction of the population survives, and is able
to propagate during the next iteration. During propagation, children are generated
(generation 1) by mixing the parameter values of two arbitrarily chosen parents
(crossover), and adding a Gaussian noise to these parameter values (mutation).
This procedure is repeated until the terminating condition, e.g. a lower bound of
the fitness function or a maximal number of generations, is reached. GAs are good
in finding global maxima, but are not very efficient in finding the precise location
of the absolute maximum [Ako10, Reb96]. To improve the fit and to optimize the
convergence behavior, we make use of annealing. If the fitness of the fittest member
of the population does not improve over several generations, the amplitude of the
Gaussian noise is reduced gradually to refine the fitting procedure close to the cur-
rently optimal parameter sets. Simulated annealing in combination with GAs [Dju97,
Gan05] has been used before. These authors apply annealing to the probability of
accepting newly generated children having a fitness smaller than the best fitness.
To the best of our knowledge, the noise-annealing approach suggested here has not
been published before.
To give a concrete example, we apply this algorithm in the current work to model
the injection dependence of the effective surface recombination velocity Seff at SiNx
and Al2O3 passivated n-Si and p-Si substrates of various resistivities. Fitting several
samples simultaneously is important for the development of a consistent model. This
is done as follows: several parameters can be assumed to be independent of the bulk
resistivity and the passivating layer, and therefore, need to be optimized globally
for all samples (global parameters). Some parameters, however, depend on the bulk-
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Figure 3.2: Example of the
error functions ∆1 and ∆2
used for the genetic algorithm.
The injection dependent ef-
fective recombination velocity
is shown on the left axis
and its derivative is displayed
on the right axis. Continuous
lines correspond to the simula-
tion and symbols to measure-
ments [Ker02b]. The error in
data points ∆1,k and the error
in the first derivative ∆2,k are
indicated.
doping or the deposited material, and thus, have to be varied individually for each
sample (local parameters). We developed a special fitting algorithm, which allows
to adjust global and local optimization parameters simultaneously, automatically,
and reliably for an almost arbitrary large set of measurements, as introduced in the
following.
The fitness function used to evaluate a parameter set for the genetic optimization
algorithm is defined as the weighted sum of several square errors ∆2jk. The index j
goes over all Ne error functions and the index k goes over all Nm data points of one
data set.


















where each data point of a measurement is weighted by ωmjk, and the Ne error func-
tions ∆j are weighted by ω
e
j . When applying the GA to several data sets simultane-







where Ns is the number of data sets weighted by ω
s
i . For all simulations in this
work, we use ωsi = 1. We further use two error functions, the difference between
measured data points and simulated points, ∆1, and the differences in the corre-
sponding first derivative, ∆2, as shown exemplarily in Fig. 3.2. Thereby, we typ-




CHAPTER 3. NUMERICAL METHODS
weights of the data points ωm1k = ω
m
2k are set to ω
m
jk = 1 in the intermediate injection
range ∆n ' 1013 . . . 1016 cm−3, and are decreased gradually outside these bounds.
This is done because for very low or very high injection densities ∆n, the measured
data is often noisy or even erroneous. To improve the convergence behavior, it is
useful to smooth noisy data before fitting. The convergence speed is enhanced by
interpolating large measured data sets and evaluating them at equally distributed
positions on a linear or logarithmic scale.
3.2 Brent’s root-finding algorithm
If charges are present at the interface of a semiconductor, charge neutrality must
hold. For this reason, the energy bands in the system are bent towards the surface.
Note that in the models presented in this work (Chapters 4 and 5), we assume
that only the energy bands in the semiconductor bulk material are allowed to bend.
The condition of charge neutrality is a root-finding problem that needs to be solved
numerically. We solve Eq. (2.52) (and the slightly modified version in Eq. (5.16))
using Brent’s algorithm [Bre73, Dek69]. This algorithm is an advanced root-finding
method which combines the secant method [Jee58], the bisection method [e.g. Sik82]
and the method of inverse quadratic interpolation [Mar74]. If possible, the faster
of both the secant method or inverse quadratic interpolation is used. In case of
convergence problems, the algorithm switches to the more reliable and more robust
bisection method. Thus, the algorithm has the reliability of the bisection method,
while it may perform as quick as the less reliable methods.
The algorithm is sketched in Fig. 3.3. Initially, two values a1 and b1 are chosen such
that f(a1) · f(b1) < 0, where the function f is continuous between a1 and b1. The
intermediate value theorem [proofed by Bol80] then guarantees that a root of f lies
between a1 and b1. Before each iteration step k, it is ensured that bk is closer to the
root than (or equally close as) ak. Otherwise, ak and bk are swapped.
In the first step of each iteration, either the method of inverse quadratic interpolation
or the secant method is chosen. The secant rule determines a new value s by:
s := fsec(ak, bk, f(ak), f(bk)) = bk − f(bk) bk − ak
f(bk)− f(ak) , (3.3)
and the inverse quadratic interpolation yields s according to:








(f(bk−1)− f(ak))(f(bk−1)− f(bk)) . (3.4)
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define εf > 0, εx > 0,
define δ > 0, set k = 1
choose ak, bk
set b0 := ak




|f(ak)| < |f(bk)| ? swap(ak, bk)
true
f(ak) 6= f(bk−1) and f(bk) 6= f(bk−1) ?
secant rule





s = fquad(ak, bk, f(ak), f(bk))
true
s 6∈ [ 3a+b4 , b]
or mflag and |s− bk| ≥ |bk−bk−1|2
or !mflag and |s− bk| ≥ |bk−1−bk−2|2
or mflag and |bk − bk−1| < |δ|




s = ak+bk2 ,
mflag = truetrue
calculate f(s)




|f(ak)| < |f(bk)| ? swap(ak, bk)
true
f(bk) < εf or f(s) < εf
and |bk − ak| < εx ?
false
return bk or s
true
k = k + 1
false
1
Figure 3.3: Brent’s root finding algorithm as described in Refs. [Bre73, Wik11]. See
the text for details.
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The efficiency of the inverse quadratic interpolation is slightly improved compared
to the linear interpolation used in the secant method, however, it can only be applied
if fak , fbk and fbk−1 are distinct.
Using the secant rule or inverse quadratic interpolation alone may cause long it-
eration times if f is not sufficiently well-behaved [Wik11]. Therefore, in case of
convergence problems, the bisection method is used to determine s:




This iteration is repeated until the root is determined sufficiently accurate. Finally, bk
or s are returned as the root, i.e. in our application the value for the band bending ϕs.
In this work, we implemented a conditional convergence criteria: in addition to the
requirement that f(s) or f(bk) are sufficiently close to zero (f(s) < εf or f(bk) < εf ,
where εf > 0), we require that the difference in |ak − bk| or |ak − s| is sufficiently
small as well (|ak − bk| < εx or|ak − s| < εx , where εx > 0).
The charge neutrality conditions (Eq. (2.52) or Eq. (5.16)) may have more than
one root. However, typically only one root is physically meaningful. In addition, it
is not straightforward to find an initial pair a1 and b1 such that f(a1) · f(b1) < 0.
Therefore, we do three things: first, the range of values the band bending ϕs can take
is restricted to a physically meaningful range. Second, both a1 and b1 are initialized
to zero (in the first simulation step). Then b1 is ramped in relatively small steps
until f(b1) changes its sign. Note that to improve convergence speed it is convenient
to adapt the step size for ramping b1 in dependence on the interface charge density.
In case one may decide beforehand whether the band bending is positive or negative,
we automatically set the direction into which b1 is initially ramped. For example, in
p-Si, the energy bands bend downwards for positive interface charges, whereas they
bend upwards for negative charges at an n-Si interface. Third, when determining Seff
or τeff in dependence on the injection density ∆n (cf. Eqs. (2.51) and (2.41)), for
each value of ∆n, a1 and b1 are initialized to the solution at the preceding value
of ∆n. This approach is efficient, since ϕs changes smoothly with ∆n.
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Defects Close to Charged
Interfaces
Recombination of excess charge carriers at the surfaces of silicon solar cells can be
reduced by deposition of charged dielectrics, such as positively charged amorphous
silicon nitride SiNx [Hez89] or negatively charged aluminum oxide Al2O3 [Sch08a,
Sch08b]. This property is called (electronic) passivation, and was intensively investi-
gated in the photovoltaics community in the 1990ies [Abe97, Elm97, Leg96]. It was
noted, that passivation depends on both the dopant density [Che94] and the density
of the excess carriers (injection density) [Abe95b]. In particular, the passivation
has to be effective also at low illumination levels, where the excess carrier density
is small (∆n . 1014 cm−3). However, the passivation performance of commonly
used SiNx layers is rather weak at low illumination levels if the silicon material
is p-type with NA < 10
17 cm−3 [Abe95b, Elm97, Ker02b, Leg96]. For such dopant
densities, measurements show a strong increase of the effective surface recombina-
tion velocity Seff with decreasing excess carrier density ∆n < 10
15 cm−3 [Abe95b,
Elm97, Ker02b, Leg96]. If such an interface is incorporated into silicon solar cells,
it causes their performance to deteriorate under low-injection conditions, as will
be demonstrated in Chapter 7. This has implications on present solar cell designs:
as most silicon solar cells are fabricated on p-Si wafers with NA < 10
17 cm−3, their
surface parts must usually be diffused with dopants to achieve a good performance
under weak illumination conditions. A qualitatively similar effect – though less
pronounced – has recently been observed for Al2O3 layers on n-Si. This phenomenon
is not well understood and, accordingly, cannot be avoided up to date. We develop
a model which reproduces Seff in both p-Si and n-Si, passivated using SiNx or
Al2O3 layers, respectively, at all relevant ∆n and all relevant dopant densities.
The model presented in this chapter was published in Refs. [Ste10a, Ste10b, Ste10c].
We begin in Sec. 4.1 with theoretical considerations to motivate that the reduced
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performance of SiNx and Al2O3 layers at low illumination densities cannot be ex-
plained by SRH theory at the surface alone. Based on this observation, in Sec. 4.2
we suggest a model that explains the measured recombination on a microscopic
level by assuming recombination active defects in the silicon bulk underneath the
interface. This model will be used to reproduce a large set of experimental data.
Further, predictions shall be made regarding the cases where surface-near defects
have a detrimental influence on the passivation quality, and regarding the improve-
ment that is necessary to significantly improve the passivation at low excess carrier
densities.
Since the injection dependence of Seff at SiNx passivated surfaces is much stronger
pronounced compared to Al2O3 passivation, this chapter will focus mainly on SiNx.
We will show further that the proposed model is also well suitable to describe the
behavior of Seff at the Al2O3/c-Si interface.
4.1 Theoretical considerations
We model the recombination rate Rsurf at the interface between crystalline sili-
con and the passivation layer using the SRH formalism [Hal52, Sho52] (Eqs. (2.49)–
(2.51) in Sec. 2.2.8). SiNx layers usually contain a high density of positive fixed
charges Qf , typically near 2× 1012 q/cm2 (unless additional manipulation is ap-
plied [Web94]). Charge neutrality in the whole device is obtained by taking the band
bending in the c-Si substrate according to Eq. (2.52) into account. The resulting con-
centrations of electrons and holes at the surface are determined using Eq. (2.53).
The symbols in Fig. 4.1 show Seff in dependence of ∆n exemplarily for three
p-Si and three n-Si substrates with different resistivities, measured by Kerr
and Cuevas [Ker02b]1 using the quasi-steady-state photoconductance (QSSPC)
method [Sin96]. We calculate the acceptor density NA and the donor density ND of
the samples from their resistivities according to Ref. [Thu80a] for p-Si and according
to Ref. [Thu80b] for n-Si. The Seff values increase with ∆n at intermediate injec-
tion conditions where ∆n > Ndop, because the product nsps in Eq. (2.49) increases.
However, in p-type material (with an acceptor density NA), the Seff values increase
also towards lower ∆n at low-injection conditions where ∆n < NA. This implies
that passivation deteriorates at low excess carrier densities in p-Si solar cells. In the
following, we demonstrate that this feature cannot be explained alone by means of
the SRH formalism at the surface.
To understand the dynamics of Seff , we underline that p-Si with NA < 10
17 cm−3 is
1Note that in contrast to the original publication [Ker02b], Seff is extracted from the original
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Figure 4.1: Effective recombination velocity Seff in dependence on the excess
carrier density ∆n in the quasi-neutral region of silicon (symbols) [Ker02b] in (a)
p-Si and (b) n-Si wafers with the denoted resistivity and the related acceptor den-
sity NA [Thu80a] and the donor density ND [Thu80b] in p-Si and n-Si, respectively.
The calculations (lines) are not a fit to the data, but show the contribution solely from
surface recombination taking a fixed charge density of Qf = 2.21× 1012 q/cm2 into ac-
count (Eqs. (2.49), (2.51), and (4.1)). Sp = Sn is given by the symbols in Figs. 4.5(c)
and 4.5(d).
strongly inverted2 underneath SiNx layers at typical injection conditions. Note that
in pioneering work [Sch99a], it was assumed that electron injection under illumina-
tion reduces Qf to an extent that strong inversion does not prevail, but this was
revoked later [Dau02c]. In n-Si, electrons are attracted by the positive Qf in the
nitride layer and are the dominant carrier species at the surface, leading to accumu-
lation conditions.2 This behavior is explained in terms of the band bending at the
surface ϕs, induced by Qf via Poisson’s equation (2.1). The equation for the band
bending was introduced in Sec. 2.2.8 in Eq. (2.52) and is recapitulated here:
Q2f
c
= p( e−qβϕs + qβϕs − 1) + n( eqβϕs − qβϕs − 1)
Eq. (2.53)
= ps + p(qβϕs − 1) + ns − n(qβϕs + 1), where c = 2ε0εr
β
.(4.1)
The band bending ϕs is obtained from the implicit Eq. (4.1) and is shown in Fig. 4.2
as a function of ∆n for different acceptor densities NA. In case of accumulation condi-
tions, ϕs stays below the dashed line. Here, the charges Qf are compensated mainly
by the depletion of holes, whose density does not significantly change with ∆n.
2Inversion conditions in a p-type (n-type) semiconductor denote the situation where electrons
(holes) are in excess to holes (electrons). Accumulation conditions mean that holes (electrons) are
in excess to electrons (holes).
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Figure 4.2: Band bending ϕs at the
Si surface underneath the SiNx layer as
a function of the injection density ∆n
in the quasi-neutral region of Si, for
various acceptor densities NA according
to Eq. (4.1). The fixed charge Qf has
a density of 2× 1012 q/cm2. The regions
under (above) the dashed curve denote
accumulation (inversion) conditions.
Therefore, ϕs is insensitive to ∆n. Between accumulation and strong inversion, weak
inversion prevails, were Qf is compensated to a similar extent by the accumulation
of electrons and by the depletion of holes. For NA . 1017 cm−3, the substrate is
strongly inverted underneath the surface. Consequently, there is a sufficient number
of electrons available to compensate for the positive Qf of the SiNx layer and ϕs is
almost independent of NA in Fig. 4.2. In addition, ϕs decreases linearly as a function
of ln(∆n). This is explained as follows. In the case of strong inversion in p-Si, and
in the case of accumulation in n-Si, there is p n below the silicon surface and,
consequently, the right-hand side of Eq. (4.1) is dominated by the term n exp(qβϕs).
















Thus, analytical expressions can be applied to quantify the band parameters in
case of strong inversion. By inserting this equation into the relations for the surface
concentrations in Eq. (2.53), both ps and ns can be written in the simple form:
ps ≈ c pn
Q2f





When inserting these two expressions into the equation for the surface recombination
rate (2.49), Seff can be explicitly computed as a function of ∆n. Approximating
Eq. (2.49) further for low-injection conditions [Kuh95], yields:
Seff ≈ Sp c
Q2f
Ndop, (4.4)
with Ndop = NA in p-Si and Ndop = ND in n-Si, respectively. The substrates used
for the measurements in Fig. 4.1 are fabricated on substrates with Ndop < 10
17 cm−3
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and hence, the approximations made above are valid. The calculated Seff values,
obtained from Eq. (2.51), are shown as lines in Fig. 4.1. They are indeed indepen-
dent of ∆n for all acceptor levels NA and for all donor levels ND, as expected from
Eq. (4.4).3 The measured curves follow the constancy in Seff for n-Si substrates, but
for p-Si an increase of the measured Seff towards low ∆n is observed. Consequently,
SRH surface recombination alone cannot explain the surface recombination at the
SiNx/p-Si interface.
To conclude, by approximating the charge neutrality condition for the cases of strong
inversion in p-Si, we showed that an injection independent behavior of Seff(∆n) is
expected for SiNx passivated p-Si surfaces in low-injection according to the SRH
theory for surfaces. This is in contradiction with measurements showing a strong
increase of Seff towards low ∆n. In the following Sec. 4.2, we develop a model that
allows to explain these measurements.
4.2 Interpretation of reduced passivation by sur-
face damage
The straightforward extension [Bra53, Sim71] of the SRH formalism in Eq. (2.32)
allows to account for the distribution of defect states D(Ed) within the bandgap
of silicon at the SiNx/c-Si interface. Measured defect distributions were reported
by Elmiger et al. [Elm97] and Schmidt et al. [Sch97]. The overall density of the dis-
tributions seems to vary with the quality of the nitride layer: both the defect density
and the Seff values in Ref. [Elm97] are about ten times larger than in Ref. [Sch97].
However, the qualitative shape of D(Ed) does not seem to vary greatly, although the
relative proportion between the observed peaks in D(Ed) may vary to some extent.
Taking D(Ed) into account, the SRH surface recombination theory cannot explain
the increase in Seff with decreasing ∆n, for the following reasons (see also Sec. 4.2.5).
It is a general feature of SRH recombination that only defects within a limited range
of Ed in the bandgap can effectively contribute to Rsurf , see Fig. 2.4 in Sec. 2.1.3.
This range becomes smaller with decreasing ∆n, implying that Seff would decrease
rather than increase with decreasing ∆n, regardless of the Ed dependencies of the
cross sections for electron and hole capture, σn and σp, respectively. This contradic-
tion necessitated further assumptions [Sch99a]. In particular, one must distinguish
between acceptor- and donor-like defects, and include their charge occupation QAit
and QDit , respectively, in the electrostatic condition at the interface. A comparison of
3Note that the parameters for the computed Seff curves are not fitted to the measurements.
Instead, they are chosen from the extended recombination model described in Sec. 4.2 to show the
contributions of the surface in this extended model.
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Eq. (4.1) and Eq. (4.4) with the experimental values in Fig. 4.1 reveals that a value
of QAit +Q
D
it below −1.4× 1012 q/cm2 (−2× 1012 q/cm2) in 1 Ωcm (10 Ωcm) p-Si ma-
terial would be required to compensate the fixed charge Qf and to increase Seff
sufficiently strongly (cf. Sec. 4.2.5). The total defect density in Ref. [Sch97] is defi-
nitely too small to host this large amount of charge, ruling it out as a cause of the
increasing Seff values.
A further way to obtain the desired Seff values is to exploit the fact that a smaller Qf
can be more easily compensated by QAit and Q
D
it . In pioneering work [Sch99a], the
behavior of Seff was indeed interpreted by an injection dependence of Qf on ∆n.
Thereby, significantly lower Qf values (≈ 1011 q/cm2) at low ∆n were assumed,
causing accumulation conditions in low-injection. However, such low Qf values were
revoked later when detailed measurements became available [Dau02c]. Other au-
thors [Elm97] reported very high defect densities, even higher than those measured
in the pioneering work by Hezel and Jaeger [Hez89]. Assuming that Qf is rather
low (1× 1012 q/cm2), that all defect states below midgap are donor-like, and that
states above midgap are acceptor-like, QAit and Q
D
it can indeed influence Seff in the
desired way. However, the samples shown in Fig. 4.1 have low values of Seff , and are
thus well passivated. This is most probably due to a higher Qf & 2× 1012 q/cm2 and
a low density of interface states similar to that reported by Schmidt et al. [Sch97]
rather than that reported by Elmiger et al. [Elm97]. Such low defect densities cannot
compensate Qf sufficiently, as will be shown quantitatively in Sec. 4.2.5. Hence, the
behavior of Seff cannot be caused by the defect charges alone.
Furthermore, the model for field-effect passivation at SiO2/c-Si interfaces [Glu99a]
was adapted to SiNx/c-Si interfaces [Dau02c]. This model suggests that en-
hanced SRH recombination in the SCR causes the reduced values of Seff at
low-injection conditions. Hence, a diode equation was added to Eq. (2.49)
and fitted to the observed Seff values by choosing a saturation current den-
sity j02 = 800 pA/cm
2 [Dau02c]. While such a model and data fit is plausible, it
does not reveal the underlying causes, making it difficult to draw conclusions for
improvements in surface passivation. We therefore give a more detailed analysis of
recombination in the SCR in the following [Ste10b, Ste10c, Ste10d].
4.2.1 The surface damage model
High-quality float zone (FZ) wafers were used for the measurements shown
in Fig. 4.1. Their measured bulk excess carrier lifetimes τb are high and cannot
cause a sufficient amount of recombination near the interface. Consequently, we
assume that – caused by an enhanced defect density – τb is degraded near the sil-
icon surface. The origin of this surface-damage region (SDR) is not yet clear, and
will be discussed in Sec. 4.2.7. As a motivation for our model, we outline only one
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hypothesis: an excessive density of hydrogen present below the silicon surface. It was
shown that during the deposition and annealing of the SiNx layer, up to 2 × 1022
hydrogen atoms per cm3 are released into the silicon [Kot95]. This density comes
close to the density of silicon atoms (4.9× 1022 cm−3) and may weaken the cova-
lent bonds of silicon to the extent that it causes a considerable number of lattice
defects and hence, a reduction of τb near the interface. This is in agreement with
the observation that hydrogenation, e.g. during SiNx processing, induces electrically
active defects near the middle of the silicon bandgap up to 0.8µm away from the
interface [Joh87]. For high-quality FZ wafers with a low inherent defect density, hy-
drogen may interact mainly with dopant impurities by forming stationary defects
in the form of complexes [Sop02]. Deeper in the silicon, the hydrogen density drops
and is well known to improve τb, e.g. in multicrystalline silicon materials [Ba¨h04,
Wen85]. Measurements of the hydrogen-density profile near the interface by means
of secondary ion mass spectroscopy (SIMS) indicate that there is a high hydrogen
density present to a depth of z ≈ 0.1 . . . 0.2µm from the interface [Sop05].
In our microscopic model, we assume that there is a damaged region in the bulk near
the interface, possibly caused by hydrogen. We model this by a volume density Nd of
defect states which is maximal at the interface (z = 0) and decreases exponentially
into the bulk:
Nd = Nd,dam e
−z/zdeg +Nd,bulk, (4.5)
where zdeg determines the slope of the exponential decrease of the defect den-
sity Nd,dam and Nd,bulk is the inherent density of bulk defects. This is in agreement
with the assumption that the defects may result from a high hydrogen density, be-
cause most of the measured hydrogen profiles in silicon [Sop05] can be approximated
by an exponential function. We model recombination in the SDR using the SRH for-
malism in the bulk [Hal52, Sho52] according to Eq. (2.35). The lifetime parameters
τn = 1/Ndσnvth,n and τp = 1/Ndσpvth,p (Eq. (2.33)) are inversely proportional to Nd.
Hence, assuming that the CCS σn and σp do neither depend on depth z nor on the
defect’s energy Ed, we describe τn(z) and τp(z) by an exponential depth-profile. We
implement this by an exponentially increasing function that is truncated at the value
of the non-degraded bulk lifetime parameter τ0 := τn0 = τp0, as shown in Fig. 4.3(a):
τn(z) = min(τsurf,n e
z/zdeg , τ0)
τp(z) = min(τsurf,p e
z/zdeg , τ0).
(4.6)
This causes a reduction of the charge carrier lifetime τb near the SiNx/c-Si interface,
because τb = ∆n/RSRH where the recombination rate RSRH is defined in Eq. (2.35).
Note that the exact shape of this profile is rather irrelevant, but with higher-order
exponentials, like e.g. a Gaussian function, or with the extreme case of an abrupt
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Figure 4.3: (a) The lifetime parameters τn(z) and τp(z) of the silicon bulk increase
exponentially from the lifetime parameter at the interface, τsurf , to the bulk lifetime
parameter τ0. (b), (c) Measured [Ker02b] (symbols) and calculated Seff(∆n) depen-
dence (lines) according to Eqs. (2.49), (2.51), (4.6), (4.7), and (4.8) for (b) a p-Si
and (c) an n-Si substrate. For small ∆n, the calculated Seff (continuous red lines,
Eq. (4.8)) is dominated by recombination in the SDR Seff,deg (blue dashed-dotted
lines) calculated using Eq. (4.7), and for high ∆n by the surface contribution Seff,surf
(green dashed lines) given by Eq. (2.51).
step-function, we were unable to obtain satisfactory fits to the experimental Seff
values of Fig. 4.1 in the whole range of Ndop and ∆n.









In essence, Seff has two main contributions: the usual interface recombination rate,
described by Seff,surf (Eq. (2.51)), and the recombination rate in the SDR, described
by Seff,deg (Eq. (4.7)):
Seff = Seff,surf + Seff,deg. (4.8)
These two contributions are shown in Fig. 4.3(b) for a p-Si substrate and in
Fig. 4.3(c) for an n-Si substrate (both 1.5 Ωcm), passivated by a SiNx layer. It
is obvious, that recombination in the damaged region Seff,deg (Eq. (4.7)) contributes
significantly to Seff at low injection densities. The contributions from the surface,
Seff,surf (Eq. (2.51)), are situated significantly below the measured Seff values for
both p-Si and n-Si substrates. This implies that recombination in the SDR is also
important in n-Si materials (Fig. 4.3(c)), although it does not lead to an increas-
ing Seff towards low ∆n.
In order to determine RSRH(z) in Eq. (4.7) according to Eq. (2.35), the electron
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and hole concentrations at the distance z from the interface must be known. They
are derived as follows. Analogously to Eq. (2.53), n and p depend on the band
bending ϕz at a depth z away from the surface via:
n(ϕz) = n e
qϕz , p(ϕz) = p e
−qϕz . (4.9)
With increasing distance z from the surface, |ϕz| decreases and becomes zero beyond
the SCR. Similarly to Eq. (2.52), we define a charge density in dependence of ϕz:
Q(ϕz) = ±
√
c (p( e−βϕz + βϕz − 1) + n( eβϕz − βϕz − 1)), (4.10)
where c is defined as in Eq. (4.1). The sign in Eq. (4.10) depends on the sign of Qf
and is positive if Qf < 0 and negative if Qf > 0. Note that Q(ϕz) −→ 0 as ϕz −→ 0.
The distance z from the surface, where the band bending takes a given value ϕz, is








Hence, using the relations (4.9)–(4.11), n and p can be determined in dependence
on z.
We remark that the integration in Eq. (4.7) is performed until the damage depth zdeg.
This is different from previous approaches [Dau02c, Dau04], which restrict the en-
hanced recombination rate to the extension of the SCR. The authors use constant
SRH lifetime parameters τn = τp = 1/Ndσvth in the SCR, which are reduced com-
pared to the τ0 value of the bulk. This approach is a strong simplification. On the
one hand, neither the defect density nor the CCS are expected to change abruptly.
On the other hand, the extension of the SCR depends on ∆n and thus, also Nd,dam
would depend on ∆n, which is physically not plausible.
Before proceeding to adjust the parameters in Eq. (4.6), we comment on the
procedure Kerr and Cuevas [Ker02b] used to obtain their Seff-data. The authors
measured the effective lifetime τeff and decomposed the contributions from the bulk
and the surface. For the contribution from bulk SRH recombination, they choose an
injection-independent but doping-dependent lifetime by using an equation proposed
by Kendall [Ker02b]. We adapt the interpretation of their measured τeff-values by
using Eq. (2.35) instead of the Kendall expression to take account of the injection
dependence of τb, and because τSRH is independent of the dopant density in
modern silicon wafer material. The resulting Seff-curves are similar to the original
publication, but are more consistent [Ste10b].
In summary, the surface-damage model includes an additional contribution to the
effective surface recombination velocity Seff which results from a highly defective
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region underneath the surface in the silicon. Thereby, it is assumed that the de-
fect density is maximal at the interface and decreases exponentially into the silicon
substrate.
4.2.2 Experiments and methods
We apply the surface damage model to a total number of 24 measurements of
Seff(∆n) for various resistivities on n-Si and p-Si substrates. We consider both
SiNx passivated substrates measured by Kerr and Cuevas [Ker02b], and measure-
ments made on Al2O3 passivated samples at the Institute for Solar Energy Research
Hamelin (ISFH) [Ste10c, Zie10a, Zie10b].
The investigated SiNx films have a thickness of ≈ 70 nm [Ker02b]. They were de-
posited on both sides of the wafers in a high-frequency (13.56 MHz) direct plasma-
enhanced chemical vapor deposition (PECVD) reactor, with ammonia and dilute
silane (4.5 % in nitrogen) used as the process gases [Ker02b]. The aluminum oxide
films were fabricated via plasma-assisted atomic layer deposition (PA-ALD, 20 nm)
in an Oxford Instruments FlexALTM reactor, or thermal ALD (th-ALD, 30 nm).
The process temperature of the SiNx deposition is close to 400
◦C, while the th-
ALD layers are grown at 260 ◦C, and the PA-ALD layers are deposited at 200 ◦C.
The as-deposited ALD-layers contain only a low density of fixed charges. During a
subsequent annealing process at temperatures between 350 ◦C and 450 ◦C, a highly
negative charge density is formed, which leads to the outstanding field-effect passi-
vation properties of the Al2O3 layers [Sch08a, Sch08b, Wer10]. The negative fixed
charge density of the Al2O3 layers is determined by gradually depositing positive
corona charges QC onto both sides of the samples, which partly compensate the fixed
charges of the dielectrics. The deposited charges QC were quantified via Kelvin probe
measurements [Dau03] assuming εr = 7.7 for the relative permittivity of Al2O3.
Transient lifetime measurements [Ber98a, Nag99] were performed after each Corona
deposition. Assuming symmetric CCS for electrons and holes, flat-band conditions
(i.e. full charge compensation) are achieved if the product nsps in Eq. (2.49) is
maximized and hence, τeff is minimal. Thus, plotting τeff vs. QC at ∆n = 10
15 cm−3
and determining the minimum of τeff yields Qf = −QC of the Al2O3 layer. We ob-
tain Qf = −5.2(6)× 1012 q/cm2 on p-Si, and Qf = −6.2(2)× 1012 q/cm2 on n-Si, as
shown in Fig. 4.4. This is in agreement with the literature where negative values of
the fixed charge densities with absolute values up to Qf ≈ 1013 cm−3 after annealing
are reported [Hoe08a, Hoe08b, Sch08b].
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Figure 4.4: Negative fixed charge
density Qf at the Al2O3/c-Si in-
terface, determined from injec-
tion dependent lifetime measure-
ments of Corona charged sur-
faces (see text for details). The
dashed lines indicate the aver-
age values used in the simula-
tions (Qf = −5.2× 1012 q/cm2 for
p-Si, and Qf = −6.2× 1012 q/cm2
for n-Si.
4.2.3 Reproduction of experimental data
The measured Seff(∆n) data of eleven SiNx passivated n-Si and p-Si substrates of
different resistivities [Ker02b] (cf. Sec. 4.2.2) are plotted in Figs. 4.5(a) and 4.5(b).
Figures 4.6(a)–4.6(c) show the Seff measurements of thirteen Al2O3 passivated sam-
ples [Ste10c, Zie10a] (cf. Sec. 4.2.2).
We fit the measured data using the genetic algorithm, described in Sec. 3.1 with
a set of parameters in Eqs. (2.49), (2.35), and (4.6). Considering the large set of
free parameters, namely τsurf,n, τsurf,p, zdeg, τ0, Sn, Sp, and Qf , the most precise data
fitting may be obtained when all parameters are allowed to vary with the dopant
density Ndop. In this case, however, the fitted parameters are not necessarily phys-
ically meaningful. Therefore, we reduce the number of free parameters as much as
possible and emphasize the behavior of the few parameters that remain free. In par-
ticular, we denote those parameters, which are expected to be independent of the
dopant density Ndop, as global, because they need to be optimized for all data sets at
once. In addition, those quantities, which are likely to vary with the dopant density,
are considered as local parameters and are optimized for each data set separately.
In case of Al2O3, we determined the charge density Qf from the measurements
in Sec. 4.2.2 and thus, Qf can be eliminated as a fit parameter. For SiNx passivated
surfaces we use external Seff data [Ker02b] for which no measured Qf is available. To
the best of our knowledge, it is reasonable to assume that the dependence of Qf on
the deposition process is much stronger than its dependence on the wafer resistivity.
Hence, Qf is used as a global fit parameter (cf. Sec. 3.1) for all SiNx samples and the
range of Qf is restricted to 1.5× 1012 . . . 3× 1012 q/cm2 in agreement with measured
values reported in the literature [Dau02c, Sch08b].
The magnitude of τ0 is obtained from the extraction of Seff from the τeff data by con-
sidering that a too high (too low) τ0-value would cause too low (too high) Seff values
in the intermediate ∆n range. Hence, τ0 is optimized globally for all 24 data sets, i.e.
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Figure 4.5: Fits to measurements [Ker02b] of SiNx passivated substrates including
recombination in the SDR. (a) and (b) Effective recombination velocity Seff (symbols)
as obtained using a slightly revised procedure from the measurements by Kerr and
Cuevas [Ker02b] (cf. Sec. 4.2.1). The lines are calculated by means of Eqs. (2.49) –
(2.52) and (4.6), with the parameter values given in Table 4.1 and by the symbols in
the lower two panels. (c) and (d) Sn = Sp of Eq. (2.49) (green triangles, left axes)
and the degradation depth zdeg of Eq. (4.6) (red circles, right axes) dependent on the
dopant density for p-Si and n-Si substrates. The dependence of zdeg on Ndop is fitted
(red lines) according to (4.12), with the parameters in Table 4.1. The green lines are
guides to the eye.
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p-Si, th-ALD Al O2 3 p-Si, PA-ALD Al O2 3 n-Si, PA-ALD Al O2 3
1.0
p-Si, th-ALD Al O2 3 p-Si, PA-ALD Al O2 3 n-Si, PA-ALD Al O2 3
Figure 4.6: Fits to measurements of Al2O3 passivated substrates [Ste10c, Zie10a] in-
cluding recombination in the SDR. (a)–(c) Effective recombination velocity Seff (sym-
bols) of (a) p-Si passivated by thermal ALD, and (b)–(c) p-Si and n-Si passivated
by plasma assisted ALD. The lines are calculated by means of Eqs. (2.49) – (2.52)
and (4.6), with the parameter values given in Table 4.1 and by the symbols in the
lower two panels. (d)–(f) Fit parameters Sn = Sp (green triangles, left axes) and the
degradation depth zdeg (red circles, right axes) in dependence on the dopant density
for p-Si and n-Si substrates. The dependence of zdeg on Ndop (lines) is fitted according
to Eq. (4.12), with the parameters in Table 4.1.
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treated as being independent of Ndop. Due to the high quality of the FZ substrates,
we restrict the fit to τ0 > 1 ms. It is established, that the surface recombination
velocity parameters Sn and Sp depend on the deposition conditions, on the wafer
pretreatment and – at least for high dopant densities Ndop > 10
17 cm−3 [Alt02a,
Alt06b, Che94] – on the dopant type and on the dopant density.
Moreover, Rsurf is limited by holes for the investigated SiNx samples due to the
large ns. Similarly, the electrons dominate Rsurf for Al2O3 layers. Hence, Sn in case
of SiNx and Sp in case of Al2O3 have a negligible influence on data fitting, and
we choose Sn = Sp and use Sp as a local fit parameter for both SiNx and Al2O3.
Assuming further that hydrogen is a possible cause of the SDR, the penetration
behavior of hydrogen during the deposition process and hence, zdeg is likely to depend
on the dopant density Ndop and on the dopant species in the silicon wafer. This is
due to the fact that the diffusivity of hydrogen was found to depend strongly on
various parameters, such as material quality, process conditions, annealing, firing
etc. [Sop02, Sop05]. Also, the hydrogen solubility depends on the dopant species
and on Ndop, especially if B-H or P-H complexes are formed [Sop02]. Therefore, we
treat zdeg as a local fit parameter. Also, it may be assumed that the ratio of the CCS
for electrons and holes differs for n-Si and p-Si substrates. Such a behavior may be
explained by different kinds of defects formed in presence of boron or phosphorus
atoms. Hence, a discrimination between dopant type is made. We take τsurf,n as a
global fit parameter, but allow the ratio τsurf,n/τsurf,p to be different for n-Si and
p-Si substrates. Therefore, Sp and zdeg remain as the sole local fit parameters which
are allowed to vary with Ndop.
The fitted curves are displayed as lines in comparison to the measured data points
in Figs. 4.5(a) and 4.5(b) for SiNx, and in Figs. 4.6(a)–4.6(c) for Al2O3. Obviously,
the Seff measurements of both passivation materials are reproduced well over the
extended range of substrate resistivities between 0.4 Ωcm and 250 Ωcm on both n-Si
and p-Si.
The resulting global fit parameters are listed in Table 4.1. Indeed, the mag-
nitude of the global parameters (τ0, Qf , τsurf,n, and τsurf,p) are plausible. We
find τsurf,n/τsurf,p = 4× 10−3 on p-Si, and τsurf,n/τsurf,p = 9.55× 10−3 on n-Si. Qf of
the Al2O3 layers is taken from measurements (cf. Sec. 4.2.2), and for the SiNx layers
we obtain Qf = 2.21× 1012 q/cm2 [Ste10a, Ste10b, Ste10c] which agrees well with
values between Qf = 2× 1012 q/cm2 and Qf = 2.5× 1012 q/cm2 reported in the lit-
erature [Dau02c, Sch08b]. Further, we determine τ0 = 35 ms, indicating that bulk
losses are negligible. The fit results of the local parameters Sn = Sp and zdeg for
SiNx passivated samples are displayed in Figs. 4.5(c) and 4.5(d) and for Al2O3 pas-
sivated samples in Figs. 4.6(d)–4.6(f) as lines. The surface recombination velocities
parameters Sn = Sp scatter slightly in a range of approximately half an order of mag-
nitude for SiNx and somewhat stronger for Al2O3. For SiNx layers, we obtain an aver-
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abbreviation value description
global fit parameters
τb 3.5× 10−2 s bulk lifetime parameter
τsurf,n 0.15µs electron lifetime parameter at the interface
τsurf,n/τsurf,p (p-Si) 4× 10−3 ratio of τsurf between electrons and holes on p-Si
τsurf,n/τsurf,p (n-Si) 9.55× 10−3 ratio of τsurf between electrons and holes on n-Si
Sn/Sp 1 ratio of the surface recombination velocity param-
eters for electrons and holes
Ed Ei energy of defect level
parameterization of fit results (Eqs. (4.1) and (4.12))
Nref 1× 1014 cm−3 reference dopant density
p-Si, SiNx
Qf,1 2.21× 1012 q/cm−2 fixed positive charge density
zref,1 0.8986µm degradation depth for NA = Nref
α1 −0.9158µm prefactor for decrease of zdeg with NA
ξ1 −3.699× 10−1 exponent for decrease of zdeg with NA
n-Si, SiNx
Qf,2 2.21× 1012 q/cm−2 fixed positive charge density
zref,2 0.4822µm degradation depth for ND = Nref
α2 −0.04531µm prefactor for decrease of zdeg with ND
ξ2 −3.699× 10−1 exponent for decrease of zdeg with ND
p-Si, th-ALD
Q∗f,3 −5.2× 1012 q/cm−2 fixed positive charge density
zref,3 0.07193µm degradation depth for NA = Nref
α3 −0.04782µm prefactor for decrease of zdeg with NA
ξ3 −3.699× 10−1 exponent for decrease of zdeg with NA
p-Si, PA-ALD
Q∗f,4 −5.2× 1012 q/cm−2 fixed positive charge density
zref,4 0.1071µm degradation depth for NA = Nref
α4 −0.09729µm prefactor for decrease of zdeg with NA
ξ4 −3.699× 10−1 exponent for decrease of zdeg with NA
n-Si, PA-ALD
Q∗f,5 −6.2× 1012 q/cm−2 fixed positive charge density
zref,5 0.6942µm degradation depth for ND = Nref
α5 6.945× 10−7 prefactor for decrease of zdeg with ND
ξ5 -1.0 exponent for decrease of zdeg with ND
SSiNxp 6.40× 103 cm/s av. surface recombination velocity parameter for
holes at SiNx/c-Si interfaces
SAl2O3p 1.36× 104 cm/s av. surface recombination velocity parameter for
holes at Al2O3/c-Si interfaces
Table 4.1: Globally optimized simulation parameters and parametrizations of zdeg
for the fitted Seff(∆n) dependence at the SiNx/c-Si interface in Fig. 4.5 and at the
Al2O3/c-Si interfaces in Fig. 4.6. The Q
∗
f values marked with a star are taken from
measurements.
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age value of (6.40± 0.65)× 103 cm/s, and for Al2O3 we find (13.6± 7.9)× 103 cm/s.
The scattering of the surface recombination velocity parameters Sn = Sp can be ex-
plained by their sensitivity against the deposition conditions. Slight differences, e.g.
in the wafer pretreatment may cause a considerable scattering in the defect den-
sity Nd, and accordingly in Sn and Sp (Eq. (2.50)). Moreover, it is difficult to deter-
mine Sn and Sp accurately from the measurements, because in low-injection Seff is
dominated by the recombination in the SDR Seff,deg (Eq. (4.7)) rather than by surface
recombination Seff,surf (Eq. (2.51)), as illustrated in Fig. 4.3. For high-injection con-
ditions, the choice of the Auger model used to extract Seff from the τeff measurements
sensitively influences the values of the fit parameters Sn and Sp. Thus, the consid-
erable increase in Sn or Sp with Ndop as observed by Chen and Altermatt [Alt02a,
Alt06b, Che94] is expected to become relevant only for Ndop > 10
17 cm−3, where
surface damage becomes negligible. Figures 4.5(c), 4.5(d) and 4.6(d)–4.6(f) show
that zdeg decreases with Ndop in both n-Si and p-Si substrates and for both SiNx
and Al2O3.
In order to arrive at a description suitable for numerical device simulators,
we parametrize the observed dependence of zdeg on Ndop in Figs. 4.5(c)–4.5(d)
and 4.6(d)–4.6(f) using the equation:








where the index i = 1, . . . , 5 stand for the five investigated data sets, the SiNx
passivated samples on p-Si (i=1) and n-Si (i=2), the th-ALD passivated p-Si sub-
strates (i=3) and the PA-ALD passivated p-Si (i=4) and n-Si (i=5) wafers. All
parameters are specified in Table 4.1. The resulting damage depths zdeg,i are shown
as lines in Figs. 4.5(c), 4.5(d) and 4.6(d)–4.6(f).
In conclusion, the parametrization of the surface damage model was obtained by
precisely reproducing measurements of the injection dependent effective surface re-
combination velocity Seff(∆n). Both SiNx and Al2O3 passivated c-Si wafers were
investigated. Due to the large set of reference samples used for the parametrization,
the model reliably predicts the Seff(∆n) behavior of wafers with arbitrary resistivity
and is thus useful for device simulations. Choosing all parameters according to Ta-
ble 4.1 and applying Eq. (4.12) for the dependence of zdeg on the substrate doping,
allows us to predict, for example, the influence of surface damage on SiNx passi-
vated solar cells, even if no detailed measurements are available, as will be shown
in Chapter 7.
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4.2.4 Recombination dynamics
In the following, we discuss the recombination dynamics. As mentioned in Sec. 4.1,
the interface of SiNx-passivated p-Si is strongly inverted for typical injection condi-
tions as a consequence of non-compensated positive fixed charges Qf . Figure 4.7(a)
shows the spatially resolved carrier densities n(z) and p(z) at three different ∆n,
determined according to Eqs. (4.9)–(4.11). With increasing ∆n, the position z
where n equals p shifts towards the interface. This is indicated by the dashed-
dotted line and the background color, where the latter indicates the positions
where p < n (blue) and p > n (red). In general, the SRH recombination rate is
maximal when τp(z)n(z)/τn(z)p(z) = 1. Apart from the ratio n(z)/p(z), the re-
combination rate depends on τn(z) and τp(z), as shown in Fig. 4.7(b). For the
regions very close to the interface, it holds τp(z)n(z)/τn(z)p(z) > 1 and recom-
bination is limited by the density of holes p(z). Deeper within the wafer, there
is τp(z)n(z)/τn(z)p(z) < 1 and recombination is limited by the density of elec-
trons n(z). The corresponding recombination rates for the three values of ∆n are
shown in Fig. 4.7(c). With increasing zdeg, the maximum of RSRH is shifted deeper
into the wafer and, accordingly, Seff,deg increases and so does the total surface recom-
bination velocity Seff (Eq. (4.8)). Hence, the fit to the experiment depends rather
sensitively on zdeg, τsurf,n, and τsurf,p.
We remark that according to SRH theory (Eq. (2.49)), Seff is expected to decrease
with the dopant density Ndop of the bulk, when assuming that Sn and Sp do not
depend on Ndop. The decrease of zdeg with Ndop according to Eq. (4.12) may cause
this relation to be violated. This implies that substrates with a certain dopant
density Ndop may have lower Seff values than slightly lower doped substrates.
4.2.5 Continuous defect distributions
So far, we have modeled the interface recombination without considering a distri-
bution of interface states D(Ed) within the bandgap, and without considering the
injection dependent contribution to the interface charge density Qit that results
from the occupation of D(Ed) by electrons and holes. In the following, we investi-
gate how the modeled Seff is influenced by D(Ed) and Qit by replacing Sn and Sp
with D(Ed), σn, and σp according to Eq. (2.50). The remaining parameters are cho-
sen as above. We assume that the defect distribution D(Ed) consists of a donor-like
distribution DD(Ed) and an acceptor-like distribution D
A(Ed). The contribution
to the interface charge density Qit of D
A and DD follows from the definition of
acceptor-like defect states (negatively charged if occupied and neutral if unoccu-
pied) and donor-like defect states (positively charged if unoccupied and neutral if
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Figure 4.7: (a) Electron and hole
densities, (b) lifetime parameters,
and (c) recombination rates as
a function of depth from the
SiNx/c-Si interface in 10 Ωcm p-Si
material, for three different excess
carrier densities ∆n in the quasi-
neutral region, and for two dif-
ferent values of the degradation
depth zdeg of Eq. (4.6). The remain-
ing parameters are chosen accord-
ing to [Ste10b].












Assuming the thermal velocity of electrons and holes to be equal, the occupation
fraction f(Ed) is calculated as (cf. Eq. (2.30)):
f(Ed) =
σn(Ed)ns + σp(Ed)p1(Ed)
σn(Ed)[ns + n1(Ed)] + σp(Ed)[ps + p1(Ed)]
, (4.14)
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Figure 4.8: Application of the extended SRH formalism to a continuous distribution
of defect states. (a) Measured [Sch97] densities of interface defect states, parametrized
via Eq. (4.15a) and the parameters in Table 4.2. (b) Measured [Sch97] cross sections
for electron capture σn and hole capture σp at the SiNx/c-Si interface, as a func-
tion of energy Ed from the valence band edge Ev within the silicon bandgap (sym-
bols) with an extrapolation (lines) using either a Gaussian or a sigmoidal function
(Eqs. (4.15b), (4.15c), and Table 4.2). (c) The resulting calculated Seff values without
bulk degradation (triangles) and with bulk degradation (lines) at two different fixed
charge densities Qf .
where n1(Ed) and p1(Ed) are defined in Eq. (2.34), and ns and ps are given
by Eq. (2.53). To obtain the band bending ϕs, Qf in Eq. (4.1), is replaced by





Schmidt et al. [Sch97] measured the defect distribution D(Ed) at samples prepared
by direct PECVD at low frequency. The resulting distribution D(Ed) has three dis-
tinct peaks labeled A, B, and C, cf. Ref. [Sch97]. The peak C is probably caused by
the ion bombardment occurring in low-frequency direct PECVD [Sch99a]. Because
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abbreviation defect A defect B unit
Gaussian defect distribution (Eq. (4.15a))
σ0 2.77× 1011 3.73× 1011 cm
E0 −0.073 −0.069 eV
χ 0.161 0.160 eV
capture cross sections (CCS) - gaussian (Eq. (4.15b))
electrons holes electrons holes
σ0 1.213× 10−12 3.951× 10−17 1.396× 10−14 3.399× 10−16 cm
E0 −0.06 −0.01 −0.195 −0.06 eV
ϑj 0.075 0.06 0.075 0.06 eV
capture cross sections (CCS) - sigmoid (Eq. (4.15c))
electrons holes electrons holes
σ0 1.196× 10−12 2.17× 10−16 5.77× 10−15 1.585× 10−14 cm
E0 0 0 0 0 eV
ζj 40 −40 40 −40 1/eV
Table 4.2: Parameters for Eqs. (4.15a)–(4.15c) used for the simulations in Fig. 4.8.
the SiNx films considered in this work were prepared at high-frequency [Ker02b],
we must neglect this peak. The remaining two peaks are shown in Fig. 4.8(a).
Their σn(Ed) and σp(Ed) dependencies were measured in the same samples using
small-pulse deep-level transient spectroscopy (DLTS) [Sch97], shown as symbols in
Fig. 4.8(b). With this technique, one can only determine σp in the lower half of the
bandgap and σn in the upper half of the bandgap. Therefore, the measured values
must be extrapolated to the other unknown half of the bandgap. We do this either by
means of a Gaussian function Eq. (4.15b) or using a sigmoidal function Eq. (4.15c),
similarly to Schmidt and Aberle [Sch99a]:
D(Ed) = N0 e
− (Ei+E0−Ed)
2
2χ2 gaussian defect distribution, (4.15a)









Here the index j =n, p refers to free electrons and free holes, respectively. The
functions (4.15b) and (4.15c) are exemplarily shown in Fig. 4.8(b) for σA,n (lines).
Note that an exponential extrapolation of the measured σj(Ed) dependence as a
third possible scenario would lead to Seff values that exceed the measured values
tremendously. We assign donor-like (acceptor-like) properties to defect states having
σn > σp (σn < σp), based on the assumption that the Coulomb interaction dominates
the ratio between σn and σp [Mac04a].
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The calculated Seff values are displayed in Fig. 4.8(c) with and without surface dam-
age for both scenarios for σj (Eqs. (4.15b) and (4.15c)). Using the Gaussian model
(Eq. (4.15b) for the CCS results in lower Seff values than the sigmoidal dependence
of the CCS on defect energy (Eq. (4.15c)). Hence, the injection dependence ob-
tained with degradation is stronger pronounced in case of the Gaussian scenario.
Since smaller Qf can be more easily compensated by Qit, we also show calculations
with Qf = 1× 1012 q/cm2. It is apparent that Qit has no noticeable influence on
Seff . Consequently, the rise in Seff towards low ∆n can only be achieved with local
degradation.
We do not perform a fit of the entire data with this extended model, because
the measured samples [Sch97] had an intentionally high D(Ed) in order to obtain
sufficiently large DLTS signals [Abe99]. Hence, a reduction of D(Ed) by about one
order of magnitude may be assumed for well-passivated wafers. In such samples, the
influence of Qit is definitely negligible, and we see no need to include Eqs. (4.13)
and (4.14) into a device model.
In summary, we demonstrated the influence of charges Qit trapped in the inter-
face defects by employing measured defect distributions and capture cross sec-
tions [Sch97]. It was shown that Qit cannot cause an injection dependence of Seff in
low-injection if the defect density and capture cross sections are chosen in ranges
that are typical for SiNx passivation layers. Hence, Qit can be neglected in a recom-
bination model.
4.2.6 Understanding and reducing the surface damage
In the previous sections, we have shown that an SDR, characterized by a strongly
reduced excess carrier lifetime τb in the bulk, leads to the pronounced Seff(∆n) de-
pendence which is experimentally observed on SiNx passivated p-Si wafers [Ker02b].
An important practical consequence of the pronounced Seff(∆n) dependence is that
at excess carrier densities ∆n, which are typical for solar cell operation conditions,
the surface passivation quality is strongly deteriorated compared to higher injection
densities.
In Fig. 4.9, we investigate the injection dependence of Seff for low ∆n with and
without SDR in dependence on the fixed charge density Qf at the interface for
a 1.5 Ωcm p-Si substrate. The injection dependence is characterized by the frac-
tion δi = Seff(∆n = 10
12 cm−3)/Seff(∆n = 1015 cm−3), where i = dam denotes the
injection dependence with surface damage and i = ideal stands for the injection
dependence of the non-damaged surface. We find a significant influence of the SDR
only for Qf & 3× 1011 q/cm2 (cf. Fig. 4.9). For Qf . 3× 1011 q/cm2, the injection
dependencies with and without SDR are approximately equal (δdam ≈ δideal). Be-
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Figure 4.9: (a) Injection dependence of Seff vs. Qf for a p-Si substrate of 1.5 Ωcm
resistivity, characterized via δi = Seff(∆n = 10
12 cm−3)/Seff(∆n = 1015 cm−3). The in-
jection dependence is evaluated with SDR (δdam, red line) and without SDR (δideal,
black line). For Qf . 3× 1011 q/cm2 (dashed black line), the injection dependence is
independent of the SDR, i.e. δdam ≈ δideal. In contrast, Qf & 3× 1011 q/cm2 leads to a
dramatic increase of δdam, while δideal ≈ 1, as expected according to Eq. (4.4). (b) Rel-
ative deviation δdam/δideal (red line, left axis) and the dark surface band-bending ϕ
0
s
(black line, right axis) versus Qf . The critical value of Qf and ϕ
0
s are indicated by
dashed black lines. All parameters apart from Qf are chosen according to the fit
in Fig. 4.5 and Table 4.1. The dashed gray lines indicate δ = 1.
tween Qf ≈ 3× 1011 q/cm2 and Qf ≈ 2× 1013 q/cm2, δdam increases with a max-
imum slope at Qf ≈ 4× 1012 q/cm2. For higher values of Qf , δdam saturates
and finally becomes independent of Qf above Qf ≈ 8× 1013 q/cm2. Note that
the strong peak in the injection dependence of Seff at Qf ≈ 1.1× 1011 q/cm2 is
due to the transition from accumulation to inversion conditions with increas-
ing ∆n at the surface. For Qf  1.1× 1011 q/cm2, the silicon wafer below the sur-
face is in accumulation condition for both ∆n = 1012 cm−3 and ∆n = 1015 cm−3.
Thus, no injection dependence of Seff is expected (cf. Sec. 4.1). Similarly,
for Qf  1.1× 1011 q/cm2, the silicon wafer below the surface is inverted for both
injection densities, and no injection dependence is observed either if surface dam-
age is neglected. For Qf ≈ 1.1× 1011 q/cm2 and ∆n = 1012 cm−3, there is ns ≈ ps.
Thus, the product nsps is maximized which causes Seff to be maximal (Eq. (2.49)).
4
With increasing ∆n, the surface becomes inverted and at ∆n = 1015 cm−3, there
is ns/ps ≈ 40. Consequently, at ∆n = 1015 cm−3, Seff is strongly reduced compared
to the value at ∆n = 1012 cm−3. This results in the peak in the injection depen-
4 In the general case, recombination is maximal for Snns = Spps. In Fig. 4.9, we choose Sn = Sp
and thus, the surface recombination velocity parameter cancels out, leading to the simple condition
ns = ps.
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Figure 4.10: Influence of the de-
fect density in the surface-damage
region (SDR) on the injection de-
pendence of Seff . Calculated Seff in
the SiNx passivated p-Si samples
with 0.4 Ωcm and 1.5 Ωcm resistiv-
ity. The continuous lines are de-
termined using the values of τsurf,n
and τsurf,p obtained from the fit
in Fig. 4.5. The dashed curves
are obtained using enhanced val-
ues of τsurf , multiplied by one or-
der of magnitude. This shows that
a strong improvement of Seff to-
wards low ∆n can be achieved if the
degradation lifetime parameters are
increased by only a factor of ten.
dence δi = Seff(∆n = 10
12 cm−3)/Seff(∆n = 1015 cm−3) in Fig. 4.9(a). In Fig. 4.9(b),
the dark surface band-bending ϕ0s is plotted in addition to the relative devia-
tion δdam/δideal. This is done to estimate a critical value of ϕ
0
s , above which surface
damage becomes significant.
Our microscopic interpretation of surface damage allows us to predict which
improvement of the lifetime in the degraded volume is necessary to maintain the
high performance of a p-Si solar cell also at low illumination levels, even though
it contains non-diffused surfaces passivated with SiNx. Note that for non-diffused
n-Si solar cells passivated with Al2O3 layers, the detrimental effect caused by the
SDR is less pronounced, since the damage depth is by one order of magnitude
smaller than for SiNx. Figure 4.10 shows the simulated Seff values of a 0.4 Ωcm
and of a 1.5 Ωcm sample passivated by SiNx (continuous lines), calculated using
the τsurf,n and τsurf,p values that reproduce the experiments in Fig. 4.5(a) (cf.
Table 4.1). For comparison, Seff calculated with τsurf values multiplied by a factor
of ten are shown (dashed curves). Surprisingly, an improvement of τsurf by a factor
of mere 10 already avoids the reduced Seff values at low ∆n. In Chapter 7, we
will show by means of Sentaurus-Device simulations that this prediction holds
also for the efficiency improvement of solar cells containing SiNx layers. A detailed
understanding of the cause for the deteriorated region may help to achieve this
improvement.
To conclude, we found that surface damage significantly influences surface recombi-
nation only if the surface charge density exceeds a doping-dependent critical value,
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e.g. Qf & 3× 1011 cm−3 for a 1.5 Ωcm p-Si substrate. In addition, we predicted that
for this material a reduction of the defect density in the SDR by a factor of 10 is
sufficient to reduce Seff in low-injection to an amount that surface damage becomes
negligible.
4.2.7 Possible causes of the SDR and implications on ex-
periment
As discussed in the previous section, a relatively small reduction of the surface dam-
age may help to reduce the surface recombination velocity at SiNx passivated samples
in low-injection. Therefore, we suggest here possible causes of the SDR. Our high res-
olution transmission electron micrographs (HRTEM images) [Ste10c] of the surface-
near region underneath PECVD-SiNx layers fabricated at ISFH [Har09] show defect-
like contrasts reaching up to 30 nm into the silicon substrate (Fig. 4.11).5 This sample
was deposited in a remote-plasma chamber (Oxford Instruments Plasmalab 80+) us-
ing silane and ammonia as process gases. A main cause for the formation of such an
SDR underneath SiNx layers might be the extremely high density of hydrogen (up to
1022 cm−3) observed in silicon substrates close to the SiNx layer [Sop05]. Such high
densities of hydrogen in silicon are known to lead to the formation of platelets, and
recombination-active deep-level defects [Joh87, New91, Web08]. A possible source of
hydrogen are the H-atoms stored in the SiNx layers (typically 10− 15 at.%). How-
ever, the H-content in the ALD-layers is only approximately 1 at.%. Therefore, we
suggest that H-termination during wafer-pretreatment provides an additional, non-
negligible source of hydrogen. H-termination during wet chemical etching is known
to induce hydrogen in high concentrations into the silicon wafer. This has been
experimentally validated via acceptor deactivation close to the interface [Web08].
Further indications of hydrogen-related defects are obtained by comparing the pen-
etration depth of hydrogen to the determined damage depth zdeg. The effective
diffusion coefficient Deff of hydrogen in silicon was experimentally determined by
several groups (for an overview see [e.g. Riz91, Sop02]) and is known to decrease
from Deff ≈ 10−11 cm2/s at typical deposition temperatures of SiNx (400 ◦C) down
to Deff & 5× 10−13 cm2/s at deposition temperatures of PA-ALD (200 ◦C). Assum-
ing deposition times that are commonly reported in the literature (t = 1.5–10 min),
the penetration depth d =
√
Defft is roughly approximated to be 0.3 – 0.8µm for SiNx
and 0.060 – 0.17µm in case of PA-ALD. This estimation of the H-diffusion depth is
of the same order of magnitude as the depth of the SDR modeled in Sec. 4.2.3,
which is 0.1 – 1µm in case of SiNx and 0.01 – 0.1µm for Al2O3. In addition to a
smaller diffusion coefficient, the out-diffusion of hydrogen during annealing of the
5 Note that for reference samples, passivated by thermal SiO2, no such defect-rich contrasts in
the HRTEM micrographs are observed.
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Figure 4.11: HRTEM images of
a 30 nm thick defect-rich region
in the silicon substrate underneath
a SiNx passivating layer. Short,
non-connected defect-like contrasts
are observed that are aligned al-
most parallel to the interface.
The micrographs were provided by
Seibt [Sei10].
Al2O3 layers may reduce the extent of the SDR further. Our simulations predict that
already a moderate reduction of the H-content will help to decrease recombination
at low injection densities, while the good passivation properties at high illumination
levels are maintained (cf. Sec. 4.2.6).
From these considerations, we may derive some rules of thumb for experimenters to
further improve the passivation quality of SiNx on p-Si surfaces at low injection den-
sities. One direction for avoiding the SDR would be to strongly reduce the hydrogen
concentration in the SiNx films. In fact, there are deposition techniques, such as
low-pressure chemical vapor deposition (LPCVD), that lead to a strongly reduced
hydrogen content compared to PECVD films. However, these hydrogen-lean films
do not provide as good passivation properties as PECVD-SiNx does, due to the lack
of hydrogen at the SiNx/c-Si interface, where the hydrogen passivation of interface
states effectively reduces interface recombination. Hence, a reduction in the hydro-
gen content might not be the best approach for avoiding the SDR, as the interface
passivation is deteriorated at the same time.
If the surface damage cannot be eliminated in experiment, a promising idea would
be to strongly reduce or even invert the interface charge of the SiNx layers (cf.
Fig. 4.10 in Sec. 4.2.6). This would reduce the impact of the SDR on Seff , and could
thereby significantly improve the passivation quality of SiNx on p-Si at low injection
densities ∆n. In addition, this would help to reduce the effect of parasitic shunting,
where the inversion layer couples to the p-contacts and causes strongly reduced short
circuit currents [Dau02a]. The fixed charge density in SiNx can be manipulated by
charge injection [Kri88] which is exploited in memory devices [Fuj85]. It has recently
been demonstrated experimentally that Qf in SiNx films deposited by LPCVD can
be permanently switched from large positive to large negative values, leading to
a pronounced improvement in the surface passivation of p-Si [Web09]. Hence, the
development of negatively charged SiNx may be a promising approach for improving
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SiNx passivation on p-Si surfaces.
Another approach to reduce Qf uses double stacks of silicon rich a-SiNy:H and
SiNx [Gat11a]. Such stacks have been shown to achieve similar Seff values (after
firing) as SiNx layers at intermediate ∆n, whereas the surface passivation in low-
injection is enhanced. Since, in addition, no parasitic shunting is observed for these
layers, we assume that Qf is low at the interface.
It might also be worthwhile to study in more detail the impact of the wet chemical
etching prior to the SiNx deposition in more detail. Only little data exists concerning
the impact of the chemical pretreatment of the silicon surface on the passivation
quality after SiNx deposition. The effect of the chemical etchant and the duration of
the chemical treatment should be studied with regard to the formation of an SDR.
A recent approach suggests a low Fe-contamination of [Fe]= 2− 5× 1010 cm−3of
the wafer material as a possible cause for the injection dependence of Seff [Cue11,
to be published]. An experimental verification is still missing and could easily
be confirmed by carrier lifetime measurements [Mac04b, Rei05b, Rei05a]. We re-
mark, that the existence of Fe-contamination does not exclude H-induced defects as
a reason for the injection dependent Seff , because both defects could exist in parallel.
In conclusion, we suggested H-contamination, e.g. due to the wafer pretreatment
as a possible cause for surface damage. Also Fe-contamination was considered as a
possible, perhaps additional, reason. To eliminate the influence of surface damage
on the injection dependence of the effective surface recombination velocity Seff , we
considered a reduction of the H-content during the deposition and the wafer pre-
treatment, a switching of the fixed charge density Qf to negative values [Web09], or
a reduction of Qf , e.g. by using a-SiNy:H/SiNx stacks [Gat11a]. We recommend the
latter two approaches because a reduction of the H-content may reduce the passi-
vation quality of SiNx. To trace the underlying causes of the injection dependence
of Seff , a detailed study regarding the exact values of Qf , the hydrogen content in
the substrates, wafer pretreatment, as well as SEM imaging of defect-rich regions
and measurements of the hydrogen out-diffusion during annealing is required.
4.3 Conclusion
We have used theoretical considerations and numerical simulations to understand the
causes of the passivation behavior of SiNx/c-Si and Al2O3/c-Si interfaces at low illu-
mination levels. A model was derived, based on which suggestions for improvements
and further experimental studies have been made. This model quantifies interface
recombination by the SRH formalism with the inclusion of lifetime reduction in the
bulk of silicon near the surface, called the surface-damage region (SDR) [Ste10a,
Ste10b, Ste10c]. The model explains the measured effective surface recombination
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velocity Seff to a high precision level in a wide range of excess carrier densities ∆n
and dopant densities Ndop, in both p-Si and n-Si. All model parameters are physically
meaningful, and predict that a tenfold improvement of the SRH lifetime in the SDR,
corresponding to a tenfold reduction of the density of states, eliminates the strong
increase of Seff towards low ∆n in 1.5 Ωcm p-Si to the extent that non-diffused
SiNx passivated surfaces can be incorporated in silicon solar cells. In addition, it
was shown how a reduction in the fixed surface charge density Qf of SiNx layers
could improve the performance of SiNx in low-injection. The damage region was
also observed in HRTEM micrographs and does not necessarily originate from the
deposition conditions alone, but possibly also from the wafer pretreatment. We found
that the thickness of the SDR is 0.1 – 1µm in case of SiNx and, almost negligible,
0.01 – 0.1µm for Al2O3. With an extension of the model to include measured dis-
tributions of the interface states and energy-dependent cross sections for electron
and hole capture, respectively, it was confirmed that, at typical values for the fixed
charge density Qf at the SiNx/c-Si interface, the charges stored at the interface de-
fects have a negligible influence on Seff . A parametrization suitable for numerical
device modeling was given by Eqs. (2.49), (2.35), (4.6), and (4.12), and in Table 4.1.
In Chapter 7, we will include this model into Sentaurus-Device simulations and
demonstrate the influence of the SDR on solar cell performance in dependence on
cell design.
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Chapter 5
Limits to SRH Statistics for
Quantifying Recombination via
Amphoteric Defects
Models for quantifying the recombination at a-Si:H/c-Si interfaces must take
into account both the amphoteric nature and the energy separation between the
donor-like and acceptor-like defect states. Such an amphoteric model was proposed
by Vaillant and Jousse [Vai86] (cf. Sec. 2.3.2). This model has only a non-closed-form
solution and is thus computationally demanding. Therefore, it is common practice
in semiconductor device modeling to approximate recombination via amphoteric
defects by simplified models. Various approaches have been applied, including
simple SRH statistics [Hal52, Sho52] by Garin et al. [Gar05], an extended SRH for-
malism by Brattain and Bardeen, Simmons and Taylor [Bra53, Sim71] that includes
a distribution of defects within the bandgap, and simplified closed-form solutions
where the thermal emission is neglected, as proposed by Hubin et al. [Hub92] and
applied by Olibet et al. [Oli07]. Sometimes, a constant density of defect states is
chosen [Pla07], with donor-like properties below midgap and acceptor-like behavior
above midgap. Recently, we extended the SRH formalism [Ste10d] and demon-
strated that our extension is a significantly better estimation of the amphoteric
model than was achieved in Refs. [Gar05, Hub92, Oli07, Pla07]. Here, we introduce
this SRH approach and investigate the parameter ranges for which it is valid. Based
on the results, error bounds for the approximate model are derived which help to
decide in which cases it is applicable.
We model the defect distribution in a-Si:H using an extended form of the
DPM [Pow93] which takes the dependence of the valence-band tails on the dopant
density into account. This model is developed in Sec. 5.1.1. In Sec. 5.2.4, we apply
this extended DPM to simulate the defect distribution in 10 nm thin a-Si:H passi-
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vation layers. We underline that the applicability of the DPM to thin layers is not
yet clear. However, as we are interested in the recombination statistics rather than
in the exact defect distributions, we believe that using the DPM is a valid approxi-
mation. Section 5.1.2 explains how the defect densities at the a-Si:H/c-Si interface
are modeled. In Sec. 5.2 we investigate the differences between our extended SRH
model and the amphoteric model [Vai86] in detail and in a mathematically rigorous
way. We quantify the systematic error that arises when applying SRH theory instead
of the amphoteric statistics. These investigations yield error bounds for the uncor-
related approach that are helpful for device simulations: for a certain, physically
relevant parameter range, the use of an easily-implementable and computationally-
inexpensive recombination model is valid, whereas it fails outside these bounds. We
furthermore demonstrate the importance of using a self-consistent model that takes
the interface charges, caused by trapped charge carriers, into account. The model
for band bending at the a-Si:H/c-Si interface is implemented following Leendertz
et al. [Lee10b] and is described in Sec. 5.2.3. Finally, we compare the recombina-
tion properties at the SiNx/c-Si and the a-Si:H/c-Si interface to justify the different
approximations used in the two recombination models in Sec. 5.3. Part of the work
presented in this chapter is submitted to physica status solidi A [Ste11b].
5.1 Defects in amorphous silicon
5.1.1 Extended DPM with dopant dependent Urbach tails
The slope of the valence-band tail in a-Si:H is usually smaller than the slope of
the conduction-band tail. This was observed in both experiment [Alj90] and the-
ory [Dra91], and was explained by a strong dependence of the valence-band tail
on structural disorder, compared to the insensitivity of the conduction-band tail to
structural effects [Don98, Dra91] (cf. Sec. 2.3). Accordingly, the Urbach tail Ev0,
defined as the inverse slope of the a-Si:H valence-band tail (cf. Sec. 2.3.1), increases
with increasing disorder [Dra91, Stu89]. The disorder in a-Si:H is, for example, en-
hanced when dopants are added. Thus, a close relation between Ev0 and Ndop can
be expected. Stutzmann [Stu89] has published a compilation of measurements that




DB(Ed) to the Urbach tail Ev0,
as shown in Fig. 5.1(a). To include this measured relation into the DPM by Powell
and Deane [Pow93], we require a dependence of the shift in Fermi energy for doped
a-Si:H, Ef,sh := E
eq
f − Eeqf,i (Eq. (2.69)), and the Urbach tail Ev0 on the dopant den-
sity Ndop. To obtain these relations, we proceed as follows:
We insert the measured Ev0 values [Stu89] into the DPM (cf. Eq. (2.66)). Thereby,
we determine for each Ev0 value a value Ef,sh, such that the corresponding mea-
sured DDBtot (Ev0) value shown in Fig. 5.1(a) is obtained. The resulting Ef,sh(Ev0)
76

































































Figure 5.1: Parametrization of the dependencies between Ev0, Ef,sh and Ndop cal-
culated using the DPM by including a doping dependence of Ev0 according to a
compilation of measured data [Stu89]. (a) Measured DDBtot (Ev0) dependence com-
piled by [Stu89]. Different symbols correspond to different data sets, and the red
line is a guide to the eye. The symbols for the Ev0(Ef,sh) dependence in (b) and the
Ef,sh(Ndop) dependence in (c) are calculated using the DPM (Eqs. (2.66) and (5.1))
for the data points in (a). The continuous red lines show the parametrizations ac-
cording to Eq. (5.2a) and Eq. (5.2b), respectively. The dashed-green line in (c) shows
in comparison to the fit, the approximated expected dependency according to the
parametrization of the DPM shown in (b) and given by Eq. (5.2a). All remaining
parameters are chosen as in Fig. 2.10 of Sec. 2.3.1 and Ref. [Pow93].
dependence is displayed by the symbols in Fig. 5.1(b). We find two solutions of Ef,sh
for each Ev0: a positive one, corresponding to a-Si:H(n), and a negative one, cor-
responding to a-Si:H(p). Due to the symmetry of the DPM, the absolute values
of Ef,sh (cf. Sec. 2.3.1) are equal for n-Si and p-Si material if D
DB
tot is equal for both
materials. This is fulfilled, if NA = ND ≡ Ndop, because the dopant density in







The resulting Ef,sh(Ndop) dependence is plotted in Fig. 5.1(c). To arrive at a for-
mulation for the relations Ev0(Ef,sh) and Ef,sh(Ndop), we parametrize the calculated
points in Fig. 5.1(b) and Fig. 5.1(c) by the arbitrarily chosen functions:













where the fit parameters are specified in Table 5.1, and Ef,sh is positive in a-Si:H(n),
and negative in a-Si:H(p).
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Ndop,0 1.9× 1016 cm−3
Edop,0 46.75 meV
Table 5.1: Fit parameters used in Eq. (5.2) to parametrize the behavior of Ev0(Ef,sh)
in Fig. 5.1(b) and the behavior of Ef,sh(Ndop) in Fig. 5.1(c).
By inserting Eq. (5.2) into the DPM (Eq. (2.66)), our model now allows to calcu-
late the DB distribution distribution DDB(Ed) in dependence on the dopant density
by taking the dependence of disorder on Ndop into account. The parametrized de-
pendencies are accurate in the doping range Ndop = 4× 1016 . . . 4× 1020 cm/s as
shown by the red line in Fig. 5.1(c). In this range, the relative deviation be-
tween the desired value of the dopant density Ndop and the value obtained from
the DPM remains well below five percent. For Ndop  4× 1016 cm−3, the error be-
tween Eq. (5.2b) and the values obtained from the DPM increases as can be seen
by comparing the red curve to the dashed green line in Fig. 5.1(c). However, the
applications used in this work are restricted to either intrinsic or highly doped ma-
terial with 4× 1016 cm−3 Ndop  4× 1020 cm−3. Thus, we define Ef,sh = 0 eV for
intrinsic material as expected from the DPM, and apply Eq. (5.2b) for the doped
samples.
The Ev0 values in Fig. 5.1 and Table 5.1 refer to 300 K. We take account of
the temperature dependence of Ev0 via Ev0(T )
2 = Ev0(0)
2 + (kBT )
2 [Stu92]. The
parametrization of Ev0(Ef,sh) yields a room temperature value of Ev0 for intrin-
sic a-Si:H of 59 meV, compared to Ev0 ≈ 45 meV used by Powell and Deane [Pow93].
This is in agreement with the measured value of Ev0 ≈ 60 meV by Korte [Kor06a].
However, the quality of the a-Si:H layers used by this author is relatively poor (see
also the discussion in Sec. 5.3), and for a given value of Ev0, they feature a higher
defect density compared to the defect densities compiled by Stutzmann [Stu89].
Consequently, Eq. (5.2b) does not apply to the samples of Ref. [Kor06a]. Therefore,
we emphasize that the suggested parametrizations in Eq. (5.2) and Table 5.1 are
only valid for high-quality, low-defective a-Si:H layers. This is no restriction here,
since for applications to solar cells, defect-lean a-Si:H material is required. Figure 5.2
shows an example of the doping dependence of the DB distribution DDB(Ed). For
highly doped material, a near-Gaussian distribution is formed, which is shifted
from the equilibrium Fermi level Eeqf = 1.05 eV by Ef,sh towards higher energies
in a-Si:H(p), and towards lower energies in a-Si:H(n) [Pow93] (cf. Sec. 2.3.1).
This originates from the suppression of defect states near Eeqf , which occurs for
sufficiently high lattice disorder.
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Ndop = 1017Ndop = 1018Ndop = 1019
Figure 5.2: Doping dependence
of the DB distribution DDB(Ed)
in a-Si, obtained using the extended
DPM [Pow93], where a doping de-
pendence of the Urbach tail is taken
into account according to Eq. (5.2),
with the parameters specified in Ta-
ble 5.1. The remaining parame-
ters are chosen as in Fig. 2.10
of Sec. 2.3.1 and Ref. [Pow93].
In summary, we suggested an extension of the DPM of Ref. [Pow93], which takes
the measured dependence of the Urbach tail on the defect density into account.
5.1.2 Defect distributions at the a-Si:H/c-Si interface
The majority of the deep-level defect states at the a-Si:H/c-Si interface are DB
states [Kor06a, Lee10b, Li08, Oli07]. In the following, we consider the distribution
of these DB defect states at the a-Si:H/c-Si interface. Defects in thick hydrogenated
a-Si:H layers are well described by DPMs (cf. Secs. 2.3.1 and 5.1.1). Also, the defects
at the a-Si:H/c-Si interface have been modeled using the DPM [Ste10d]. However, it
is not clear whether the DPM also applies to interface states. For example, there is no
agreement in the literature [e.g. Lee10b] whether the shift of the defect distribution
from midgap in doped a-Si:H is transferred to the interface or if the defect distribu-
tion remains close to midgap [Lee10b]. In analogy to Leendertz et al. [Lee10b], we
therefore consider two scenarios for the DB interface states DDBit : either the DB dis-
tribution in the volume of the a-Si:H layer is mapped to the interface by multiplying
the density of states (DOS) DDB(Ed) in the volume by an effective interface-layer
thickness weff :
DDBit (Ed) = weffD
DB(Ed). (5.3a)
Or a Gaussian defect distribution
DDBit (Ed) = DGauss exp((−0.5 ((Ed − E0)σGauss)2)), (5.3b)
centered at midgap, is used independently of the a-Si:H layer doping. We choose
an effective interface-layer thickness of weff = 5 A˚ as in Ref. [Lee10b], which is in
agreement with weff = 7 A˚ obtained from tight-binding simulations [Ber98b]. In
Ref. [Lee10b], a Gaussian defect distribution is assumed for the volume DOS. In
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Figure 5.3: Defect distribution at the a-Si:H/c-Si interface for (a) a-Si:H(i),
(b) a-Si:H(n), and (c) a-Si:H(p) capping layers. The defect distribution in the vol-
ume of a-Si:H is integrated over the layer thickness of wa−Si = 10 nm. The inter-
face defect distribution is either modeled using the Gaussian defect distribution
in Eq. (5.3b) with DGauss = 5× 1011 cm−2eV−1, σGauss = 0.2 eV, and E0 = Ea-Sig /2
(red lines), where Ea-Sig is the bandgap of a-Si:H. Or, the DPM is mapped to
the interface according to Eq. (5.3a), where an effective interface-layer thickness
of weff = 5 A˚ is assumed [Lee10b] (blue lines). The room temperature value of
the Urbach tail is (a) 59 meV for a-Si:H(i) and (b), (c) 120 meV for doped
a-Si:H (Ndop = 5× 1018 cm−3). Further parameters are Ea-Sig = 1.9 eV, ∆Ev = 0.4 eV
and Ec0 = 30 meV. E
a-Si
v denotes the mobility edge of a-Si:H.
contrast, we model the volume DOS DDB(Ed) in the a-Si layer by the modified
DPM [Pow93] developed in Sec. 5.1.1 (cf. Eqs. (2.66) and (5.2)). This is done because
the DPM is experimentally motivated, and takes the measured dependence of the
valence-band tail-slope (Urbach tail Ev0) on the defect density into account [Stu89].
In essence, the interface-DOS Dit has two contributions: the relatively shallow
tail states Dtailit and the deep-level DB states D
DB
it . Figure 5.3 shows the to-
tal a-Si:H/c-Si interface defect distribution Dit, including the tail-state contribu-
tion Dtailit , for a-Si:H(i), a-Si:H(n), and a-Si:H(p), where Ndop = 5× 1018 cm−3 is
chosen for the doped layers. Both scenarios for DDBit are displayed. The volume
DOS, multiplied by the a-Si:H layer thickness wa−Si is shown in addition by black
lines.
For the a-Si:H(i)/c-Si interface in Fig. 5.3(a), the DB DDBit calculated with the
DPM-DOS in Eq. (5.3a) is almost constant at Dit ≈ 6× 109 cm−3 over an energy
range extending approximately from Ec-Siv + 0.2 eV to E
c-Si
c − 0.22 eV, as indicated
by the dashed blue lines. For the doped layers (Ndop = 5× 1018 cm−3), a nearly
Gaussian distribution is formed below the c-Si midgap for a-Si:H(n) and above
midgap for a-Si:H(p), as shown in Figs. 5.3(b) and 5.3(c), respectively. The peak
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density of these distributions for the a-Si:H(i)/c-Si interface in Fig. 5.3(a) lies about
two orders of magnitude above the plateau of DDBit .
The Gaussian DDBit in Eq. (5.3b) is independent of Ndop, and is shown by the dashed
red lines in Figs. 5.3(a)–(c).
Further, it is apparent that the Urbach tails Ev0, calculated via Eq. (5.2), are larger
in doped a-Si:H than in a-Si:H(i). Thus, Dtailit affects the total Dit considerably
if Ndop is large. Due to the insensitivity of Ec0 on the disorder [Alj90, Dra91],
we assume a room temperature value Ec0 = 30 meV independently of the dopant
density Ndop.
As discussed above, it is not yet clear which of the described models for the interface-
DOS is more suitable for describing the defect distributions at the a-Si:H/c-Si in-
terfaces and in thin a-Si:H layers. It was observed both in simulation [Sta03] and
experiment [Kon08, Tag00, Tan92, vC97] that the a-Si:H/c-Si cell-performance is im-
proved by the incorporation of an a-Si:H(i) layer at the a-Si:H/c-Si hetero-interface.
This improvement was attributed to reduced recombination at the a-Si:H(i)/c-Si in-
terface compared to an a-Si:H(doped)/c-Si interface. These observations indicate,
that the interface-DOS DDBit at a-Si:H(n)/c-Si or a-Si:H(p)/c-Si interfaces is higher
than at the a-Si:H(i)/c-Si interface. Consequently, a Gaussian distributed interface-
DOS DDBit , whose amplitude is independent of the dopant density Ndop, as in
Eq. (5.3b), does probably not describe the real defect distributions, correctly. The
extended DPM in Eqs. (2.66) and (5.2), mapped to the interface according to (5.3a),
in contrast, incorporates the expected enhanced amplitudes of DDBit with increasing
dopant density Ndop, as was shown in Fig. 5.2. However, the applicability of the
DPM of Ref. [Pow93] to extremely thin a-Si:H layers or a-Si:H/c-Si interfaces has
not been confirmed, yet. Therefore, we apply both scenarios for DDBit in Eq. (5.3) to
model the recombination rate at a-Si:H/c-Si interfaces in Sec. 5.2.
5.2 Recombination at the a-Si:H/c-Si interface
In this section, we describe an approximate model to amphoteric recombination
statistics based on SRH theory. We compare this uncorrelated approach to the cor-
rect statistics in a mathematical rigorous way by considering the quasi-Fermi levels
for traps and quantify the systematic error of the approximate model.
5.2.1 SRH recombination statistics for donor- and acceptor-
like defects
Recombination at the a-Si:H/c-Si interface cannot be generally modeled using simple
SRH theory, which considers only a single defect state Ed (see Sec. 2.2.4). Rather
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the extended SRH formalism, allowing for a distribution of defect states, has to
be applied [Bra53, Sim71]. However, SRH statistics does not account for the am-
photeric nature of the defects. Therefore, we approximate the amphoteric behav-
ior by considering two defect distributions: one for donor-like defects DD(Ed) and
the other for acceptor-like defects DA(Ed). Assuming an identical correlation en-
ergy Ecorr for all defects, the amphoteric nature of the DBs requires that the shapes
of the defect distributions D+/0(Ed) and D0/−(Ed) (cf. Sec. 2.3.2) are equal. Hence,
in the SRH model both DD(Ed) and D
A(Ed) are modeled by equally-shaped dis-
tributions which are separated in energy by the effective correlation energy Ecorr:
DD(Ed) = D
A(Ed + Ecorr).
The recombination rates UD(Ed) of the distribution D
D(Ed) and U
A(Ed)
of the distribution DA(Ed) distribution are calculated independently
and summed up to USRH = U
A + UD. This yields the total recombina-
tion rate RSRH =
∫ Ec-Sic
Ec-Siv
dE USRH(Ed) according to Eq. (2.32).
1 The capture






p are defined as in the amphoteric statistics [Vai86] according
to Eqs. (2.73) and (2.74) in Sec. 2.3.2. The emission rates in this uncorrelated model
are, in contrast to the amphoteric theory, solely restricted by the initial conditions





and e0p,SRH are given in analogy to Eqs. (2.29a) and (2.29b) in Sec. 2.2.4. They read
















The electron occupation fractions fD and fA can be written according to Eq. (2.30)

























and the carrier transition rates become (cf. the definitions of ucn and u
e
n in Eq. (2.28)
1Note that this formulation holds also for surfaces and interfaces, where D(Ed) is in units
of cm−2eV−1 and RSRH has the units of cm−2s−1.
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in Sec. 2.2.4):
uD,cSRH(Ed) := u1(Ed) = c
+
n (1− fD(Ed))DD(Ed),
uA,cSRH(Ed) := u2(Ed) = c
0
n (1− fA(Ed))DA(Ed),











As discussed in Sec. 2.3.2, for steady-state conditions it suffices to determine the
recombination rate for electrons only. The recombination rates of electrons via the

































5.2.1.1 Quasi-Fermi levels for traps (TQFLs)
In this section, we discuss the properties of the characteristic energies ED and ET
introduced in Sec. 2.2.5, as well as the differences between them.
The demarcation levels (DLs) (Eq. (2.37)) applied to the defect distributions intro-
duced in Sec. 5.2.1 read for the donor-like defects according to SRH theory:


















and for the acceptor-like defects:













































































Figure 5.4: Emission rates and capture rates of electrons and holes, respectively,
calculated using Eq. (5.6) as a function of the defect’s energy level Ed with re-
spect to Ec-Siv in lowly-injected p-Si in (a) and (c) and in n-Si in (b) and (d).
We choose NA = ND = 10
16 cm−3, ∆n = 1.3× 1014 cm−3, a constant defect density
of 1012 cm−3, and σp = σn = 10−16 cm2. (a) and (b) hole transitions, and (c) and (d)
electron transitions, dashed lines: total recombination rate U in Eq. (2.32). The ver-
tical lines indicate the quasi-Fermi levels (QFLs) for free charges, Ef in Eq. (2.36)
(blue lines), and the demarcation levels (DLs) ED in Eq. (2.37) (orange lines). The
quasi-Fermi levels for the trapped charges (TQFLs) ET in Eq. (2.38), are indicated
by arrows.
The quasi-Fermi levels for traps (TQFLs) (Eq. (2.38)) read for donor-like defects
according to SRH statistics:





















and for the acceptor-like defects:
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Figure 5.5: The total recombination rate in p-Si, calculated using Eq. (5.7) as a func-
tion of the defect’s energy level Ed with respect to E
c-Si
v , for various dopant densities
and for different ratios of the cross sections for electrons and holes. (a) σp/σn = 100
and (b) σp/σn = 0.01. The vertical lines indicate the quasi-Fermi levels for the trapped
charges, ETp and ETn, for different NA.
Note that the discussion still applies only to SRH theory and no amphoteric char-
acter is considered. For a better readability, we neglect the index SRH for the char-
acteristic energies in this section.
We consider p-Si and n-Si substrates with a dopant density Ndop = 10
16 cm−3 and
an injection density in the quasi-neutral region of ∆n = 1.3× 1014 cm−3. Figure 5.4
shows the emission rates and capture rates of electrons and holes, respectively, cal-
culated using Eq. (5.6), as a function of the defect’s energy level Ed. The DLs ED
(orange lines), the QFLs Ef (blue lines), and the TQFLs (arrows on top of the graph)
are shown in addition. It is apparent, that there is a plateau of approximately con-
stant capture and emission rates between a pair of DLs (EDp and EDn). However,
for many cases, the total recombination rate USRH, indicated by the black dashed
lines in Fig. 5.4, rather than the capture and emission rates, is relevant, and it shows
a plateau between a pair of TQFLs (ETp and ETn) rather than between a pair of
DLs. Nevertheless, the plateau of USRH is commonly thought to extend between
the majority QFL and the minority DL. Considering the limiting cases σnn σpp,
σnn  σpp, and inserting them into Eqs. (2.36)–(2.38) shows that indeed, the mi-
nority TQFL converges to the minority DL, and the majority TQFL converges to
the majority QFL. These limits are only reached in case of both low injection condi-
tions and rather symmetrical CCS, whereas for all other cases, the TQFLs coincide
with the boundaries of the plateau.
Further features of the plateau of the approximately constant recombination
rate USRH are displayed in Fig. 5.5:
 With increasing dopant density, the TQFLs move further apart and the re-
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combination plateau is extended towards the band edges.
 Outside the plateau, USRH decreases exponentially with increasing distance
from the edges of the plateau and thus, the TQFLs are characteristic for the
distinction between defect levels that are recombination-active or -inactive.
 USRH is maximal if n/σp = p/σn. Otherwise, USRH is limited by the smaller
one of the factors n/σp and p/σn.
 The plateau is centered around E0 = Ei − ln(σp/σn)/2β. Consequently, when
switching the dopant type, the σp/σn ratio must be inverted to obtain an
identical USRH characteristics.
5.2.2 Amphoteric recombination statistics
For DBs, three charge states and two energy levels exist, as described in Sec. 2.3.2 (cf.
Fig. 2.8). A model for quantifying the recombination in a-Si:H that takes into ac-
count both the amphoteric nature and the energy separation between the D+/0 and
the D0/− states [Vai86] was derived in Sec. 2.3.2. The derivation was made based
on the observation that, compared to the one-level model, the principle of detailed
balance [Sah58] applied to correlated defects imposes additional restrictions on the
emission rates. Consequently, the emission rates differ from those derived for the
SRH model in Sec. 5.2.1. Nevertheless, we find close similarities between the am-
photeric recombination statistics and the SRH formalism: the emission rates of the
amphoteric statistics [Vai86] in Eqs. (2.73b) and (2.74b) can be directly related to


















Here, the factor 2 results from the differences in the occupation fractions. The
DLs, ED, and the TQFLs, ET, for amphoteric recombination statistics are derived
























for donor-like defects, and
E0,aDp = E
0,SRH
Dp − Ecorr,eff −
ln 2
β
, E−,aDn = E
−,SRH
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Tp − Ecorr,eff − ln(2)/β
Table 5.2: Relations between entities of the SRH theory and the amphoteric statistics.
E0,aTp = E
0,SRH
Tp − Ecorr,eff −
ln 2
β
, E−,aTn = E
−,SRH




for acceptor-like defects. These and further useful relations between amphoteric and
SRH theory are summarized in Table 5.2.
5.2.3 Model for surface band-bending caused by trapped
charges
Measurements of the injection dependent lifetime [e.g. Dau02b, Pla07] indicate
that there is no considerable amount of fixed charges Qf at the a-Si:H(i)/c-Si
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interface. Other authors, who consider interfaces with doped a-Si:H, including
a-Si:H(n)/a-Si:H(i) or a-Si:H(p)/a-Si:H(i) stacks, use a fixed charge density in
the range Qf = −1.5× 1011 . . . 7× 1010 q/cm2 to reproduce their lifetime measure-
ments [Oli07]. The authors need a negative charge density to reproduce the surface
recombination at samples passivated with a-Si:H(n), and a positive charge density in
case of a-Si:H(p). Garin et al. [Gar05] present a model that includes the charges in
the doped a-Si:H layer of a-Si:H(n)/a-Si:H(i) or a-Si:H(p)/a-Si:H(i) stacks. However,
the authors neglect the charge contributions from the a-Si:H(i) layer as well as all
injection dependent trapped charges that are stored in the defects. None of the pub-
lications mentioned here [Dau02b, Gar05, Oli07, Pla07] applies the fully correlated
amphoteric recombination model [Vai86].
As already discussed in Sec. 2.3, depending on their occupation by zero, one or
two electrons, the DB defect states in a-Si:H are in either a neutral, a negative
or a positive charge state. Thus, an injection dependent charge density at the
a-Si:H(i)/c-Si interface has to be expected. Recently, the effect of approximating the
injection dependent interface charge density Qit by a fixed charge density Qf was in-
vestigated [Lee10a]. It was shown that this approach is restricted to a limited range of
the injection density and fails dramatically when estimating the dark band-bending.
Therefore, we apply the model of injection dependent charges proposed by Leen-
dertz et al. [Lee10b] to determine the charge density at the a-Si:H(i)/c-Si interface.
The requirement for charge neutrality demands that the total interface charge Qit,
given by the sum of the charges in the a-Si:H layer Qa−Si and at the interface Q∗it,




it(∆n, ϕs) +Qa−Si(∆n, ϕs) = −Qc−Si(∆n, ϕs). (5.16)
The charge contribution from the interface Q∗it can be separated into four parts, one
contribution from the acceptor-like states QAit , one from the donor-like states Q
A
it ,
one from the charges stored in the correlated defects Qcorrit , and an additional fixed







it +Qf . (5.17)
In the model, derived in the following, flat quasi-Fermi levels are assumed through-
out the whole structure. A justification for this assumption is given below. The
band bending towards the interface in the c-Si substrate is calculated according
to Eq. (2.52). Thereby, Qit (Eq. (5.16)) is used instead of Qf in Eq. (2.52).
When applying amphoteric recombination statistics to the DBs, the charge contri-
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We approximate the recombination of free charge carriers via the acceptor-like
conduction-band tail-states and the donor-like valence-band tail-states using SRH
statistics [e.g. Lee10b, Sak86, Vai86]. Hence, the charge density stored in these de-
fects is evaluated by (cf. Eq. (4.13)):







QDit = + q
Ec-Sic∫
Ec-Siv
dEd (1− fD(Ed))DDit (Ed). (5.20)
The integrations in Eqs. (5.18)–(5.20) are performed over the energy gap of c-Si, be-
cause only states in the c-Si bandgap contribute to the a-Si:H/c-Si interface charge.
When approximating recombination via DB defects by the uncorrelated SRH model,
introduced in Sec. 5.2.2, the contribution of the correlated defects Qcorrit accord-
ing to Eq. (5.18) vanishes. Instead, the charges of the deep-level acceptor-like and
donor-like defect distributions are added to the acceptor-like conduction-band tail-
state contribution QAit (Eq. (5.19)) and to the donor-like valence-band tail contribu-
tion QDit (Eq. (5.20)), respectively.
The charge in an a-Si:H layer of thickness wa-Si is given by:
Qa−Si = wa-Si
[




where ND,a−Si and NA,a−Si are the densities of ionized donors and acceptors in the




a−Si are the charges of
donor-like, acceptor-like and correlated defect states in the a-Si:H layer, respectively.










where ∆Ec := E
a-Si
c − Ea-Sic is the (positive) conduction band offset,
∆Ev := E
c-Si
v − Ea-Siv is the (positive) valence band offset, and the surface
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Figure 5.6: (a) Schematics of the amorphous-crystalline heterojunction with flat-
band behavior in the a-Si:H layer after Ref. [Kor06a]; not drawn to scale. (b) Width
of the space-charge region (SCR) in the a-Si:H layer at the a-Si:H/c-Si(p) hetero-
junction, estimated using Eq. (5.23). Different dopant densities in the 10 nm thick
a-Si:H layer are used: a-Si:H(i) (black line), a-Si:H(n) with ND = 5× 1018 cm−3 (red
line), and a-Si:H(p) with NA = 5× 1018 cm−3 (blue line). The interface charge is calcu-
lated using a Gaussian defect distribution according to Eq. (5.3b), centered at midgap
with DGauss = 5× 1011 cm−2eV−1 and σGauss = 0.15 eV. The valence band edge Ec-Siv






concentrations of electrons ns and holes ps are given by Eq. (2.53). Following Leen-
dertz et al. [Lee10b], we approximate the interface contribution of the charge in
the a-Si:H layer by mapping Qa-Si to the interface. The charge contribution due to
acceptor-like states, donor-like states and correlated states is calculated analogously
to Eqs. (5.18)–(5.20) by calculating the occupation functions using the carrier
concentrations na−Si and pa−Si in Eq. (5.22) [Lee10b].
Before proceeding, we shortly comment on the assumption of flat quasi-Fermi levels.
Apart from the requirement that there is negligible generation and recombination
in the SCR, it must be ensured that the width of the SCR in the a-Si:H layer za-SiSCR
is larger than wa-Si. If this assumption is fulfilled, the whole amorphous layer is
recharged homogeneously, and we may assume flat band behavior in the a-Si:H
layer [Kor06a], as sketched in Fig. 5.6(a).
To obtain a rough estimate for za-SiSCR, we assume an abrupt p-n junction. In this case,
the width of the SCR in the c-Si substrate is given by [Sze81]:
zc-SiSCR = LD
√





where LD is the Debye-length. To determine the extension of the SCR in the
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a-Si:H layer, we replace Ndop in Eq. (5.23) by the number of recharged defect states
and use the dielectric constant of the crystalline material (cf. Ref. [Kor06a] for a
justification). We model the a-Si:H/c-Si interface with the parameters employed for
the simulations further below in Sec. 5.2.4.2. In particular, we assume wa-Si = 10 nm.
Figure 5.6(b) shows the estimated width of the SCR za-SiSCR in dependence of the excess
carrier density ∆n for the cases of a-Si:H(i), a-Si:H(n) and a-Si:H(p). Whereas for
the a-Si:H(i)/c-Si(p) and a-Si:H(n)/c-Si(p) interfaces the requirement za-SiSCR > wa-Si
is well satisfied, care must be taken in case of a-Si:H(p)/c-Si(p). At low-injection
densities around ∆n ≈ 1013 cm−3, the trapped charge density changes from pos-
itive to negative values, and hence, the extension of the SCR vanishes. The
critical excess carrier density ∆n, where this transition occurs, depends on sev-
eral factors, such as on the dopant densities Ndop in both c-Si and a-Si:H, on
the interface and volume distribution of defect states, Dit and D
DB, and on the
valence-band and conduction-band offset ∆Ev and ∆Ec, respectively. Throughout
this chapter, we use ∆Ev = 0.4 eV [Kor06a], E
a-Si
g = 1.9 eV for the bandgap of
a-Si:H [Pow93, Pow96], and use Ndop,c−Si = 1016 cm−3 as the dopant density in c-Si
and Ndop,a−Si = 5× 1018 cm−3 for doped a-Si. Thus, the critical range of excess car-
rier densities in the quasi-neutral region in c-Si, where za-SiSCR < wa-Si (cf. Fig. 5.6(b)),
is small (4.6× 1012 cm−3< ∆n < 3.5× 1013 cm−3) and lies below values which are
typically relevant for applications to solar cells.
5.2.4 Comparison between SRH and amphoteric recombi-
nation statistics
A comparison between SRH theory and amphoteric recombination statistics has
already been treated to some extent in literature. Willemen [Wil98] found that am-
photeric recombination statistics is well approximated by SRH theory if (i) the ratio
of the CCS of charged and neutral states is large compared to unity and if (ii) the
correlation energy Ecorr is positive and considerably larger than β
−1. The author
obtained his results by considering the ratios: USRH/Ua, where USRH and Ua are
the SRH and amphoteric recombination rates, respectively. He concluded that the
error equals the ratio of the CCS of the minority charge carriers. Halpern [Hal86]
and Suntharalingam and Branz [Sun94] reason that, provided that (i) and (ii) are
fulfilled, the net charge under non-equilibrium conditions is always well approx-
imated by SRH theory. Willemen already doubts the general validity of this as-
sumption by showing that the absolute deviation in the electron occupation func-
tion ∆fQ = (f 0 + 2f−)− (fD + fA) is negligible for strongly doped material, but
that it is significant for the intrinsic case. Moreover, he notes that the deviations
in case of thermal generation are generally low for positive Ecorr, whereas the SRH
approximation is not applicable in case of negative Ecorr.
91
CHAPTER 5. RECOMBINATION VIA AMHOTERIC DEFECTS
Klimkovsky et al. [Kli02] evaluate the deviations between the uncorrelated SRH
statistics and the amphoteric recombination statistics by modeling transport prop-
erties in a p-i-n structure consisting of a-Si:H layers. The electronic properties of
such a device strongly depend on the electric field which is influenced mostly by the
majority carriers. Therefore, the observed large deviations in the trapped minority
carrier densities influence the deviation between both statistics significantly only for
high excess carrier densities at which the device becomes more intrinsic. For surface
passivation of non-diffused c-Si surfaces, in contrast, the influence of an electric field
is much lower and hence, the deviations in the trapped charge densities are not
negligible under low to medium injection conditions.
The requirements that Ecorr > β
−1 and that the CCS for electrons and holes are
asymmetric [Ste10d, Wil98] are typically met. The origin of Ecorr was discussed
in Sec. 2.3, and it was noted that there is agreement in literature that Ecorr is
positive in a-Si:H and significantly larger than β−1 [Nor89, Str91b, Win90]. The
cross sections of the donor-like or acceptor-like defect states for electron and hole
capture, respectively, depend mainly on three factors: firstly, on the extent to which
the wave function of the defect state overlaps with the wave function of the free
carriers in the valence or conduction band; secondly, on the Coulomb interaction
between the captured carrier and the defect state; and thirdly, on the disorder of
the amorphous network. Street [Str84] has shown that the radius of the Coulomb
potential of the charged defects is so large that, at the distance of this radius, the
disorder potential is stronger than the Coulomb potential. Hence, it is assumed that
the Coulomb potential causes the formation of additional tail states from which
captured carriers can tunnel to the charged defect states [Str84]. Thereby, the CCS
of the charged defects are enhanced and the ratio of the CCS between electrons
and holes is σ+n /σ
0
p  1 at donor-like defects and σ0n/σ−p  1 at acceptor-like
defects [Str84].
In the following, we compare SRH theory with the amphoteric statistics by means of
some concrete examples. The main effects are discussed in Sec. 5.2.4.1 by assuming
a homogeneous distribution of defect states DD(Ed) over the entire bandgap,
2 which
is sometimes used as a rough approximation [Oli07, Pla07]. In Sec. 5.2.4.2, we use
more realistic defect distributions to model the DBs at the a-Si:H/c-Si interface.
Finally, in Sec. 5.2.4.3 both recombination statistics are applied to fit experimental
data.
92
5.2. RECOMBINATION AT THE A-SI:H/C-SI INTERFACE
0.2 0.4 0.6 0.8 1
SRH SRHSRH SRH
amphoteric amphoteric amphoteric






























Ecorr = 0 eV Ecorr = 0 eV Ecorr = 0.2 eV Ecorr = 0.2 eV 
Ecorr = 0.2 eV Ecorr = 0.2 eV Ecorr = 0 eV Ecorr = 0 eV 
Figure 5.7: The recombination rates for SRH statistics (upper graphs) and am-
photeric statistics (lower graphs), distinguished between contributions via donor-like
states (blue lines) and via acceptor-like states (red lines), as a function of the defect’s
energy level Ed with respect to E
c-Si
v . The total recombination rate is indicated by solid
lines with symbols, and the quasi-Fermi levels for trapped charges are plotted as verti-
cal lines. The c-Si material is p-type with NA = 10
16 cm−3 and ∆n = 1.3× 1014 cm−3.
Two values of the ratio σc/σ0 between the CCS of the charged and the neutral defect
states and two correlation energies Ecorr are chosen.
5.2.4.1 Major differences
The main difference between the two recombination statistics is that the amphoteric
theory treats donor-like and acceptor-like defects as being correlated, whereas SRH
theory treats them as being independent of each other. In particular, amphoteric
recombination statistics includes two competing processes at a single defect distri-
bution D with f+ + f 0 + f− = 1. In SRH theory, in contrast, there holds for each
defect type fh + fe = 1, separately.
As outlined above, the CCS of amphoteric defects depend on the charge state and
it can be assumed that σ+n > σ
0






Figure 5.7 shows both the influence of this asymmetry and the influence of Ecorr
on the recombination rate U(Ed). The differences between the two recombination
statistics can be evaluated by means of two characteristics: (i) the height of the
recombination plateaus (cf. Sec. 5.2.1.1), and (ii) the width and position of the re-
2Note that as a result, DA(Ed) is shifted to higher energies if Ecorr > 0 and does not fill the
whole bandgap.
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combination plateaus within the bandgap. Differences between these characteristics
originate from the fact that in the SRH theory, the recombination rates UD(Ed)
and UA(Ed) of the two defect types are independent of each other, whereas in am-
photeric statistics, UD(Ed) and U
A(Ed) are determined by competing processes.
Regarding the first issue (i), the height of the plateaus of UD(Ed) and U
A(Ed) is
strongly affected by the CCS-ratio between charged (c) and neutral (0) defect states
σc/σ0. For the case of equal CCS, as in Figs. 5.7(a) and 5.7(c), both plateaus in
the SRH statistics are equal, while they are different in amphoteric statistics, caus-
ing the total recombination rate U(Ed) to differ by a factor of approximately two.
This difference diminishes if the CCS are strongly asymmetrical: donor-like defects
with σσ+n  σ0p cause a high recombination UD(Ed) rate in p-Si, whereas the recombi-
nation via acceptor-like states UA(Ed) is suppressed for σ
0
n  σ−p (see the discussion
of Fig. 5.5 in Sec. 5.2.1.1). Hence, both statistics yield similar total recombination
rates in the case of unequal CCS (cf. Figs. 5.7(b) and 5.7(d)). Since the majority of
CCS for DBs reported in literature is asymmetrical [Bec96, Hat95, Lee10b, Oli07,
Str84, Wyr91], the recombination can be closely approximated by SRH theory if
care is taken that the distribution of the two defect types is separated by a positive
value of Ecorr.
Concerning the second issue (ii), the energetic extension of the plateau within
the bandgap is assessed with respect to the TQFLs. According to Eqs. (5.14)(b)
and (5.15)(b), the TQFLs of donor-like defects differ only slightly by ln(2)/β
between both statistics, while the TQFLs of acceptor-like defects differ additionally
by Ecorr. The SRH recombination rate USRH has a plateau between a pair of
TQFLs. In the case of amphoteric recombination statistics, the relation between
the recombination rate Ua and the TQFLs is more complex. Consider the example
with σc/σ0 = 100 and Ecorr = 0.2 eV in Fig. 5.7(d). With amphoteric recombination
statistics, the recombination plateau of the acceptor-like defect UA does not extend
up to Ed = E
−
Tn, as in the case of SRH theory, but rather decreases already at
energies above E0Tn. This is again attributed to the concurrent recombination
paths via the two defect types in amphoteric recombination statistics: f+ increases
at Ed > E
0,a
Tn , which necessarily causes f
0 to decrease since any state can be
occupied by only one electron (f+ + f 0 + f− = 1, cf. Fig. 2.11).
To conclude, our results show that, for recombination plateaus lying between the
innermost pair of TQFLs from both statistics, the amphoteric recombination statis-
tics is well approximated by the proposed SRH model if (and only if) the CCS-
ratio σc/σ0  1. This finding restricts, in particular, the position and shape of those
defect distributions which can be approximated using the extended SRH model.
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5.2.4.2 Defect distributions
In the previous section, we concluded that the two recombination statistics yield
different recombination rates if two conditions are met: firstly, if the σc/σ0 ratio is
near unity and secondly, if the defect states are situated outside the innermost pair
of TQFLs. In the following, we consider a distribution of the DB defect states at
the a-Si:H/c-Si interface. As detailed in Sec. 5.1.2, we compare two scenarios: either
the a-Si:H defect distribution is mapped to the interface (Eq. (5.3a)), or a Gaussian
defect distribution centered at midgap (Eq. (5.3b)) is used, as shown in Fig. 5.3.
Note that the band tail contributions, displayed in Fig. 5.3, are neglected in this
section in order to focus on the differences between both recombination theories.
Furthermore, we follow the common assumption that the fixed charge density Qf at
the interface is negligible [Pla07] and use Qf = 0 in Eq. (5.17).
Apart from the position of the defect distribution and its σc/σ0 ratio, the precision
of the SRH approximation depends considerably on Ecorr which causes differences
in the TQFLs between the two recombination statistics according to Eqs. (5.14)
and (5.15). However, it is insufficient to compare solely the recombination rates
and the occupation fractions between the two statistics. The trapped charges in the
DBs must be considered as well, as they depend on the density of excess charge
carriers ∆n and cause an interface charge Qit. Thus, we require a self-consistent
model that includes band bending at the interface [Lee10b] (cf. Sec. 5.2.3) to in-
vestigate the interactions between the recombination rate and the occupation frac-
tions. To demonstrate this effect, we compare both the deviation in charge oc-
cupation3 ∆fQ = (f+ − f−)− ((1− fD)− fA) in Fig. 5.8, and the ratio USRH/Ua
in Fig. 5.10 as a function of energy. We do this for the cases with and without
surface band-bending and different dopant densities in the a-Si:H layer. In addi-
tion, in Fig. 5.8 the deviation in charge occupation ∆fQ is shown for different
values of ∆n and two values of Ecorr. Note that we plot ∆f
Q only for the case
of the DPM DDBit (Eq. (5.3a)), since the Gaussian D
DB
it (Eq. (5.3b)) causes only
marginal differences in the amplitudes of ∆fQ. Comparing the top panels 5.8(a)–
5.8(d) with the bottom panels 5.8(e)–5.8(h), it becomes apparent that, with de-
creasing ratio σc/σ0, |∆fQ| increases near midgap. Near the band edges two dis-
tinct maxima of |∆fQ| are found, whose amplitudes are influenced mostly by Ecorr.
The amplitudes are large for Ecorr = 0.2 eV (continuous lines) and much smaller
for Ecorr = 0 eV (dotted lines). The exact position of the maxima are determined
by the position of the innermost pair of TQFLs, which are shown in Figs. 5.10(a)–
5.10(c) for comparison. With increasing ∆n, the TQFLs move closer to the band
edges, and so do also the maxima of |∆fQ| in Fig. 5.8.
3Note that ∆fQ equals ∆fQ = f0 + 2f− − (fD + dA) used in Ref. [Wil98], which is obtained
by considering f+ + f− + f0 = 1.
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Figure 5.8: Deviation in charge occupation ∆fQ = (f+ − f−)− ((1− fD)− fA)
versus the defect’s energy level for σc/σ0 = 100 (top row) and σc/σ0 = 1 (bottom
row). Band bending is neglected (Qit = 0) in (a) and (e), and determined follow-
ing Leendertz et al. [Lee10b] in the remaining graphs in which the dopant density
of a-Si:H is varied. The continuous lines are calculated with Ecorr = 0.2 eV and dot-
ted lines with Ecorr = 0 eV. An effective interface-layer thickness of weff = 5 A˚ is as-






























(f+ − f−)w/ bb − (f+ − f−)w/o bb
for the cases with band bending
(Qit 6= 0) and without band bending
(Qit = 0) for a-Si:H(i) (blue lines),
a-Si:H(n) (red lines), and a-Si:H(p)
(green lines) and amphoteric re-
combination theory. The c-Si base
dopant density is NA = 10
16 cm−3,
∆n = 1015 cm−3, Ecorr = 0.2 eV,
and σc/σ0 = 100.
With band bending (Figs. 5.8(b)–5.8(d) and 5.8(f)–5.8(h)), ∆fQ depends sensitively
on the a-Si:H doping. In contrast, when neglecting band bending (i.e. Qit = 0), the
deviation ∆fQ becomes independent of the dopant density, as shown in Figs. 5.8(a)
and 5.8(e). This can be explained as follows. The occupation fractions in Eqs. (2.58)
96
5.2. RECOMBINATION AT THE A-SI:H/C-SI INTERFACE
and (5.5) depend on the charge carrier concentrations at the interface, which
are influenced by the band bending. The band bending, in turn, depends on the
dopant density in the a-Si:H layer and on the interface-DOS due to the trapped
charges. Hence, also the occupation fractions change when going from intrinsic to
doped a-Si:H. When band bending is neglected in the simulation, the occupation
fractions become independent of the defect densities and thus, ∆fQ is equal for
a-Si:H(i), a-Si:H(n), and a-Si:H(p). Figure 5.9 shows the deviations in charge occu-
pation (f+ − f−)w/ bb − (f+ − f−)w/o bb for the cases with band bending (w/ bb)
and without band bending (w/o bb) for a-Si:H(i), a-Si:H(n), and a-Si:H(p), cal-
culated with amphoteric recombination theory. It is apparent, that the deviations
are smallest for a-Si:H(i), whereas they are large for doped a-Si:H. This is because
for a-Si:H(i), band bending is typically smaller than for doped a-Si:H due to the
low interface charge densities Qit (which are below 10
10 q/cm2 for the parameters
investigated here).
Figures 5.10(a)–5.10(c) present examples for U(Ed) for the DPM D
DB
it and three
different a-Si:H dopant densities. Because the defect distributions for doped a-Si:H
do not peak at midgap (cf. Fig. 5.3), strong differences between the correlated and
uncorrelated approach are observed when the splitting of the TQFLs is small as
for a-Si:H(n) in Fig. 5.10(b). On the contrary, the differences are small in case of a
large splitting as for a-Si:H(p) in Fig. 5.10(c).
The ratio USRH/Ua for different a-Si:H dopant densities and a CCS-ratio σ
c/σ0 = 100
is shown in Figs. 5.10(d)–5.10(f) and for σc/σ0 = 1 in Figs. 5.10(g)–5.10(i). As
expected from the previous section 5.2.4.1, SRH statistics overestimates the
recombination rate in case of equal CCS for both charged and non-charged de-
fects (σc/σ0 = 1) over a wide energy range, as shown in the bottom row of Fig. 5.10
for Ecorr = 0.2 eV. In case σ
c/σ0  1, the deviations near midgap are significantly
reduced (cf. Figs. 5.10(d)–5.10(f)). In agreement with the discussion above, strong
deviations are observed for a-Si:H(n) due to the small splitting of the TQFLs,
whereas the deviations are small for a-Si:H(p) where the splitting of the TQFLs is
large.







, i = SRH or a (5.24)
is often used, where ∆n is referred to at a distance from the interface where band
bending is negligible (cf. Sec. 2.2.8 and Chapter 4). The ratio SSRHeff /S
a
eff is displayed
in Figs. 5.11(a)–5.11(e) for different parameter sets and defect distributions in
dependence on ∆n. With increasing ∆n, also the TQFLs move further apart from
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Figure 5.10: (a)–(c) Examples of recombination rates obtained using the DPM DDBit
for SRH statistics (red lines) and amphoteric statistics (black lines) with band bend-
ing for σc/σ0 = 100. (d)–(i) Ratio USRH/Ua for σ
c/σ0 = 100 (top row) and σc/σ0 = 1
(bottom row). Results obtained using the DPM DDBit (Eq. (5.3a), red lines) and
the Gaussian DDBit (Eq. (5.3b), blue lines) are compared for the cases with band
bending (continuous lines) and without band bending (dashed lines). The horizontal
dashed lines are guides to the eye and indicate the case where USRH = Ua. The in-
jection density is ∆n = 1012 cm−3, Ecorr = 0.2 eV, DGauss = 5× 1011 cm−2eV−1, and
σGauss = 0.15 eV. The remaining parameters are chosen according to Fig. 5.8.
each other and hence, SSRHeff /S
a
eff becomes smaller. In a similar manner, a low dopant
density Ndop of the c-Si base enhances the relative deviations, whereas a high Ndop
reduces the deviations (cf. to the TQFLs in Fig. 5.5). Figure 5.11(a) demonstrates
that when band bending is neglected, SSRHeff /S
a
eff is smallest for the Gaussian D
DB
it .
However, when charges are considered, we obtain best consistency between the
two statistics for the physically relevant cases, where Ecorr > 0 and σ
c/σ0  0, if
the DOS is described with the DPM model: in Fig. 5.11(c), the relative error is
< 3 %. Using the Gaussian DOS model, a slightly larger deviation between the two
statistics is obtained: in Fig. 5.11(b), the relative error is < 10 %. This confirms
the results presented by Leendertz et al. [Lee10b]. Apparently, in these cases, the
amphoteric statistics can be well approximated using SRH theory at all relevant
injection densities. In contrast, the SRH model becomes too approximate in the
case of Ecorr ≤ 0, in particular, for symmetric ratios of the CCS σc/σ0 for charged
and non-charged defects, as shown in Figs. 5.11(c) and 5.11(d). Figure 5.11(f)
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Figure 5.11: (a)–(e) Ratio SSRHeff /S
a
eff of the effective surface recombination velocities
calculated using the SRH statistics and amphoteric statistics, respectively, for different
parameter sets and defect distributions. Note the different scaling of (a)–(c) compared
to (d) and (e). The horizontal dashed lines are guides to the eye and indicate the case
where SSRHeff = S
a
eff . (f) Comparison of Seff calculated with the amphoteric recombina-
tion model with band bending (continuous lines) and without band bending (dashed
lines) for the DPM DDBit (Eq. (5.3a), red lines) and the Gaussian D
DB
it (Eq. (5.3b),
blue lines). Continuous lines: with interface charges, dashed lines: without interface
charges. All parameters are chosen according to Fig. 5.10. Results from SRH statistics
are not plotted because they yield almost equal results as the amphoteric statistics.
shows the influence of Qit, obtained from the DPM D
DB
it (Eq. (5.3a)), on Seff for
an a-Si:H(i)/a-Si:H(p) interface. Strong deviations compared to the calculations
neglecting band bending are found for low ∆n, whereas they are negligible for
high-injection conditions. This is because the surface band-bending decreases with
increasing ∆n, and hence, the influence of the charges decreases. Consequently, care
must be taken when neglecting the interface charges in simulations at low-injection
conditions, for example at the p-n junction of an a-Si:H/c-Si heterojunction solar
cell or at low illumination levels.
In conclusion, we confirmed that the results of Sec. 5.2.4.1 also hold for defect
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Figure 5.12: (a) The experimentally-determined effective recombination velocity Seff
at the a-Si:H(i)/c-Si interface as a function of injection density [Pla07] (symbols)
increases for various light-exposure times due to the Staebler-Wronski effect. The
numerical fit to the experimental data is performed using SRH statistics (dashed
lines) or amphoteric statistics (solid lines) for both the DPM DDBit (Eq. (5.3a), red
lines) and the Gaussian DDBit (Eq. (5.3b), green lines). (b) During fitting, Nt is varied
in case of the Gaussian DDBit , and the effective interface-layer thickness weff is varied
in case of the DPM DDBit . The lines are guides to the eye. All other parameters are
fixed to the values noted in the graph.
distributions DDB. The SRH model can only approximate the amphoteric statistics
sufficiently precise in case of σc/σ0  1 and Ecorr > 0. In addition, the splitting of the
TQFLs must be sufficiently large, such that the main part of the defect distribution
lies within the innermost pair of TQFLs. At the example of the effective surface
recombination recombination Seff of a-Si:H/c-Si passivated wafers, we showed that
for small splitting, as in the case of a-Si:H(n) or at low ∆n, large deviation between
SRH theory and the amphoteric statistics arise. On the other hand, the deviations
are small in case of a large splitting of the TQFLs, e.g. for a-Si:H(i), a-Si:H(p) or
high ∆n.
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5.2.4.3 Reproduction of recent experimental data
In the following, we test the SRH approximation of describing recombination
via amphoteric defects by reproducing experimentally determined Seff(∆n) data
at the a-Si:H(i)/c-Si interface of a 1.5 Ωcm p-Si substrate [Pla07, Pla08], shown
in Fig. 5.12. The data were extracted from quasi-steady-state photoconductance
(QSSPC) measurements [Sin96] of the effective lifetime, using the procedure
outlined by Sproul [Spr94], and using the Auger parametrization according to Kerr
and Cuevas [Ker02a]. Note that the Seff values increase with the duration of
light-exposure of the specimen, due to the creation of light-induced defects (the
Staebler-Wronski effect [Pla08, Sta77, Stu85, Stu86]). We calculate Seff with both
the Gaussian DDBit (Eq. (5.3b)) and the DPM D
DB
it (Eq. (5.3a)) using the correlated
amphoteric and uncorrelated SRH approach, and take the surface band-bending
into account. We make the simple assumption that the Staebler-Wronski effect
only causes changes in the defect density. Hence, during fitting with the genetic
algorithm described in Sec. 3.1, only a single parameter is varied in dependence on
the light-exposure time. In case of the Gaussian DDBit , the defect density is adjusted
by changing DGauss in Eq. (5.3b), and for the DPM D
DB
it , the effective interface-layer
thickness weff in Eq. (5.3a) is adapted. The lines in Fig. 5.12(a) show the calcu-
lated Seff curves. It is apparent that first, the deviations obtained using the SRH
formalism are small compared to the measurement error, and second, both models
reproduce the data well. The resulting fit parameters displayed in Fig. 5.12(b) are
physically plausible: for non-degraded a-Si:H, the DPM yields an effective interface
thickness of weff = 6 A˚ which corresponds well to weff = 7 A˚ predicted by tight-
binding simulations [Ber98b]. With increasing light exposure times, a-Si:H degrades
and, accordingly, weff increases which results in an enhanced total DB density D
DB
tot .
In case of the Gaussian DDBit , the peak density DGauss increases with increasing light
exposure time which has a similar effect on DDBtot as the variations of weff in the DPM.
In summary, both the SRH model and the amphoteric statistics reproduce the
measured Seff(∆n) characteristics of a-Si:H(i)/c-Si passivated interfaces well. The
varied parameters (weff in case of the DPM D
DB
it and DGauss in case of the Gaus-
sian DDBit ) show a physically plausible increase with the light-exposure time of the
sample (Staebler-Wronski effect). The results show that for a-Si:H(i)/c-Si interfaces,
the SRH approximation yields very accurate results for all injection densities ∆n
if σc/σ0  1 and Ecorr > 0.
5.2.4.4 Discussion
In our study, we considered experimentally relevant cases, such as the injection de-
pendent error in the recombination rate integrated over energy. We investigated
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the error in the integrated recombination rate on the distribution of defect states
which has not been taken into account in previous studies [Wil98]. It was shown
that amphoteric theory can be approximated closely by SRH theory, if the following
requirements are met: (i) the defect distributions lies in between a pair of TQFLs,
(ii) the ratio of the CCS between charged and non-charged defects is large, and
(iii) the correlation energy Ecorr is positive. We further showed that the proposed
equivalence between the error in the recombination rates and the CCS-ratio of the
minorities [Wil98] is not valid in general, but depends e.g. on the illumination con-
ditions and the dopant densities.
Using the example of passivating c-Si surfaces with a-Si:H, we showed that the error
in the trapped charge density is not negligible in general. We demonstrated further
that a separate analysis of the error in the occupation functions and the recombi-
nation rate is not sufficient: an error in the trapped charge density influences the
carrier concentration and thereby the recombination rate, and vice versa. Therefore,
a self-consistent model is required to consider the influence of all errors simultane-
ously.
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Figure 5.13: (a) and (b) Surface band-bending ϕs for a-Si:H(i)/c-Si(p) (black lines)
and a-Si:H(n)/c-Si(p) (red lines, Na−Sidop = 10
18 cm−3) as a function of ∆n. Contin-
uous lines show ϕs(∆n) evaluated using an injection dependent interface charge
density Qit (Eqs. (5.18)–(5.20)). For comparison, a fixed charge density Qf is used
(dashed lines) that yields an equal dark band-bending ϕ0s as Qit. D
DB
it is modeled
using the extended DPM model (Eqs. (2.66) and (5.3a)) in (a) and using the Gaus-
sian function (Eq. (5.3b)) in (b). (c) Measured ϕ0s at a-Si:H-deposition tempera-
tures around 200 ◦C [Kor06b] (red crosses) and values obtained from the simula-
tions in (a) for a 1.5 Ωcm p-Si substrate are included. The blue symbol indicates
the reduction of Qit when going from thermal equilibrium to an injection density
of ∆n = 1012 cm−3. (d) Dark surface band-bending ϕ0s versus Qit for c-Si(n) (dot-
ted lines) and c-Si(p) (continuous lines) of different resistivity. The critical values
of the charge density Qcrit for c-Si(p) are indicated by transparent dashed lines be-





0/σp = 100, and Ecorr = 0.2 eV. The defect parameters are weff = 5 A˚ for
the DPM DDBit , and Nd = 5× 1011 cm−2eV−1, and σGauss = 0.15 eV for the Gaus-
sian DDBit .
103
CHAPTER 5. RECOMBINATION VIA AMHOTERIC DEFECTS
5.3 Comparison of the recombination models for
a-Si:H/c-Si interfaces and SiNx/c-Si inter-
faces
In Sec. 4, we discussed the influence of a surface-near damage layer on measure-
ments of the effective surface recombination velocity Seff . As a possible cause for the
damage, we considered an excessive amount of hydrogen in the silicon underneath
the surface. Consequently, also when depositing a-Si:H a large amount of hydrogen
close to the surface should be expected. The damage depth underneath an a-Si:H
layer may be assumed to be similar to that observed close to the Al2O3/c-Si in-
terface (0.01 . . . 0.1µm) rather than being similar to that underneath the SiNx/c-Si
interface (0.1 . . . 1µm). This assumption originates from the relatively low deposi-
tion temperatures (T ≈ 200 ◦C) of a-Si:H layers which are close to the fabrication
temperatures of Al2O3 and significantly lower than the deposition temperatures of
SiNx (T ≈ 400 ◦C). In addition, the deposition times of the widely used 10 nm thick
a-Si:H layers of ∼ 1 min [e.g. Riz91, Sop02] are considerably shorter compared to the
deposition times t > 2 min used for SiNx fabrication. This yields zdeg ≈ 0.055µm
for the a-Si:H/c-Si interface. However, the damage might be more severe due to
the high hydrogen density of 10− 15 at.% [Kor06a] which is comparable to that
of SiNx layers. As was show in Fig. 4.9 in Sec. 4.2.6, surface damage influences
the injection dependence of Seff significantly only above a total critical interface
charge density Qcrit = 3× 1011 cm−3 on p-Si with a resistivity of 1.5 Ωcm. For lower
values of the charge density, the carrier concentrations in silicon are not inverted
underneath the surface and recombination is dominated by recombination at the
actual surface. The charge density at the a-Si:H/c-Si interface is far below Qcrit, as
investigated in Fig. 5.13. In Fig. 5.13(a) and Fig. 5.13(b), the injection dependence
of the surface band-bending ϕs, obtained using the model of injection dependent
charge densities Qit (Eqs. (5.18)–(5.20)), is compared to the band bending obtained
when using a fixed charge density Qf that yields the same dark band-bending ϕ
0
s .
Both scenarios of the interface defect distributions, the DPM model in Fig. 5.13(a)
and the Gaussian model in Fig. 5.13(b), are investigated. The chosen value of the
fixed charge density Qf strongly overestimates the band bending in both cases for
all relevant injection densities up to ∆n ≈ 1016 cm−3. This is because the injection
dependent interface charge density Qit decreases with increasing illumination level.
Therefore, we may take the charge density Qit obtained from ϕ
0
s at thermal equilib-
rium as an upper limit to estimate whether surface damage may have an influence
on Seff at the a-Si:H/c-Si(p) interface. We find that both measured [Kor06a] and
simulated values of ϕ0s lead to charge densities below the critical value as demon-
strated in Fig. 5.13(c). Using the example of the a-Si:H(n)/c-Si interface, we show
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in Fig. 5.13(c) that the charge density is shifted considerably further below the criti-
cal value (blue symbol) if ∆n is increased. Comparing the simulated values of ϕ0s with
the measured ones [Kor06a] shows that the simulations match the experiment well
for a-Si:H(n), whereas the measured values for a-Si:H(i) are considerably larger than
the simulated ones (cf. Fig. 5.13(c)). The main reason for this discrepancy is that
the measured samples are only nominal intrinsic. Due to relative high basis pres-
sures before the deposition (pb ≈ 7× 10−7 mbar), a considerable oxygen4 contami-
nation around 4× 1019 cm−3 was determined from SIMS measurements [Kor06a]. In
addition, the intrinsic layers were deposited in the same chamber as the n-doped
layers, so Korte assumes that the a-Si:H(i) layers contain a non-negligible amount
of phosphorus impurities, leading to a shift of the Fermi level well above midgap.
The dependence between ϕ0s and the interface charge Qit is shown in Fig. 5.13(d),
and helps to estimate the critical charge density in dependence of the substrate
doping. The investigations made here indicate that the surface damage is expected
to be rather irrelevant for a-Si:H/c-Si interfaces and can thus be neglected in the
simulations. A further verification of this estimation will be given by Sentaurus
Device [SD] simulations in Chapter 7.
The observation that Qit obtained from the simulations is small also supports the
common assumption that a-Si:H passivates mainly via the saturation of DBs [Oli07,
Vai86] in contrast to the field effect passivation obtained by depositing amorphous
silicon nitride (SiNx) layers. Also in SiNx, the dominating defect is known to be the
silicon DB defect which lies deep within the c-Si bandgap. For nitrogen-rich films, in
addition, the nitrogen DB defect density becomes considerable [Abe99]. Neverthe-
less, the SiNx/c-Si interface is well described by simple SRH theory [Ste10a, Ste10b,
Ste10c]. This is mainly due to the fact that the effect of SiNx passivation layers
originates mainly from the fixed interface charge density Qf , while the trapped
charges Qit are negligible, as was demonstrated in Sec. 4.2.5. Therefore the exact
distribution of the deep-level defects is not important. In contrast, the relatively
small Qit at the a-Si/c-Si interface significantly influences the recombination rate,
in particular for doped a-Si:H (cf. Fig. 5.11 in Sec. 5.2.4.2). Therefore, a detailed
description of the recombination properties requires that the defect distribution is
known and is included in the recombination model. In addition, the requirement
to apply a more accurate model for the defect states in a-Si:H – with physically
more relevant parameters – is motivated by the wide range of different applications.
Whereas SiNx is used in solar cells only as passivation layer or antireflective coating,
a-Si:H may not only be used because of its excellent passivation properties, but
also to form a p-n junction or to serve as low-cost bulk material. For example, the
sensitivity of the simulated behavior of an a-Si p-i-n structure to the recombination
statistics has been demonstrated by Klimkovsky et al. [Kli02].
4Oxygen is a donor in silicon.
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In conclusion, we estimated by means of analytical considerations that surface dam-
age is negligible at the a-Si:H/c-Si interface for both intrinsic and strongly doped
a-Si:H layers. This was attributed to the relatively small interface charge density Qit
which is by more than a magnitude lower than for SiNx/c-Si interfaces. The influence
of surface damage on a-Si:H/c-Si passivated solar cells will be investigated by means
of device simulations in Chapter 7. In addition, we discussed whether the considera-
tion of the amphoteric statistics and realistic defect distributions for the DBs could
also significantly improve simulation results at SiNx/c-Si interfaces. It was concluded
that because Seff at the SiNx/c-Si interface is determined to a large extent by the
fixed interface charge density Qf , simple SRH statistics yields sufficiently accurate
results.
5.4 Conclusion
We have shown that, for a range of conditions, amphoteric recombination statistics
can be approximated with the uncorrelated SRH formalism if two equally shaped
distributions for donor-like and acceptor-like defect states are used to imitate the
amphoteric character. The two distributions must be separated by the effective cor-
relation energy Ecorr > 0 and, additionally, the following two conditions must be
met: (i) the defect distributions peak between the quasi-Fermi levels for trapped
charges (TQFLs); and (ii) the ratio between the capture cross sections (CCS) of
neutral and charged defects is significantly different from unity. Condition (ii) is
usually met, but care must be taken with respect to condition (i): it may not be
fulfilled under low to medium injection conditions, for example in the p-n junction
of an a-Si:H/c-Si heterojunction solar cell or at low illumination levels. Furthermore,
the TQFLs move closer together when going to lowly-doped substrates. This may
cause strong deviations between the two statistics, in particular for defect densities
that are not centered near midgap.
We have derived equations which relate the characteristic energy levels and the
emission coefficients of the SRH model to those of the amphoteric statistics (cf. Ta-
ble 5.2). These equations allow to estimate physically plausible error bounds directly
from simulations performed using SRH theory. This is important for device simula-
tions of c-Si solar cells containing a p-n junction or a high-low junction made with
doped a-Si:H layers or when modeling a-Si:H(i)/c-Si passivated interfaces. For such
applications, the derived error bounds can be employed to estimate at which injec-
tion densities ∆n and for which defect distributions, the approximate SRH model
agrees sufficiently accurate with the amphoteric statistics.
As discussed above, the typically applied uncorrelated closed-form approach may fail
significantly. Nevertheless, by reproducing injection-dependent measurements of the
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effective surface recombination velocity Seff , we found indications that conditions (i)
and (ii) are typically met at the a-Si:H(i)/c-Si interface, and hence SRH statistics
approximates the amphoteric model closely.
We have applied a self-consistent model, which includes the band bending in c-Si
caused by light-induced trapped charges in the a-Si:H layer and at the a-Si/c-Si inter-
face [Lee10b]. It was demonstrated that these trapped charges significantly influence
the surface recombination rate. Neglecting the charges results in an underestimation
of the effective surface recombination velocity Seff for low to medium excess carrier
densities ∆n. The amount of trapped charges is influenced by the defect distribu-
tion in the a-Si:H layer and at the interface. Hence, accurate models for the defect
distributions are required for a detailed modeling of Seff . The defect-pool model
(DPM) by Powell and Deane [Pow93] predicts a dependence of the defect distri-
bution in a-Si:H on the valence-band tail (Urbach tail). To account for the doping
dependence of this Urbach tail, we have developed an extension of the DPM which
was used to model the defect distribution in the volume of doped a-Si:H passivation
layers. By comparing two scenarios for the interface defect distributions, a Gaussian
distribution at midgap and the extended DPM, we showed that SRH statistics is a
better estimate of amphoteric statistics in case of the DPM. Based on the calculated
trapped charge density Qit at the a-Si:H/c-Si interface, we predict that the influence
of surface damage is negligible for a-Si:H passivated substrates.
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Chapter 6
Shunt Currents in c-Si Solar Cells
Shunt currents in c-Si solar cells are a frequently observed phenomenon. They in-
fluence the I-V characteristics of solar cells in a detrimental way, and hence, it is
important to identify their underlying reasons.
The dark current-voltage (I-V ) characteristics are defined via the Shockley equa-
tion (2.78) in Sec. 2.4.1.1. The ideality factor nD of the Shockley equation is a
measure for the increase of the current density j with the voltage V . For nD = 1, an
exponential increase of the recombination current j with applied forward voltage V
is observed. A saturation behavior, i.e. a sub-exponential increase of j with V , is
obtained if nD > 1. Recombination in the SCR of p-n junction diodes influences
the ideality factor nD. It was demonstrated in various attempts [And77, Cho86,
Cor96, Lee80, McI00a, Nus73, Pal97, Sah57] that nD can reach but not exceed 2
if it is modeled with SRH theory (cf. Sec. 2.4.1.2). An overview of such attempts
is given by McIntosh et al. [McI00b]. In contrast to these theoretical findings, it
has been well-known for more than 40 years that the forward-characteristics may
show an nD value larger than 2, up to values of about 5, over an extended voltage
range [Que62]. This is observed in most industrially fabricated silicon solar cells, and
frequently also in cell designs under development [Lan02]. Moreover, the reverse char-
acteristics are in these cases often nearly Ohmic or even slightly super-linear, which
cannot be described within the SRH model either: The SRH theory predicts a satu-
ration behavior. Previous attempts to explain large ideality factors were made with
various models, including trap-assisted tunneling [Kam96], field-enhanced recombi-
nation [Sch95], saturation effects within the SRH-model for donor-like levels [Bei93],
resistance-limited action of SRH-type edge recombination currents [McI00a, McI01,
vdH05], and bias-dependent band bending that extends the recombination region to
the p-type surface [Ku¨h00]. In some of these models [Bei93, Kam96, Sch95], it was
assumed that point defects are more or less homogeneously distributed in the whole
depletion region. This assumption was proven wrong, because it contradicts mea-
surements of the excess carrier lifetime τ in the order of microseconds in the applied
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materials. These τ values would lead to SRH recombination currents with nD ≤ 2
that are orders of magnitude lower than the measured ones [Ku¨h00, McI00a, McI01,
vdH05]. For this reason, Kaminski et al. [Kam96] and Schenk and Krumbein [Sch95]
took additional effects like field-enhanced recombination and the accumulation of
shallow levels within the depletion region into consideration. Until now, such effects
could not be verified experimentally.
As it was suggested already in 1962 [Que62], we assume here that the currents
having nD > 2 do not originate from a homogeneous distribution of defects, but
from local sites with a high defect density. This was experimentally confirmed by
investigating differently sized samples [Bre94, McI00a, McI01] and by lock-in ther-
mography [Bre01a, Bre01b, Bre03, Hau01]. For example, it was found that an in-
creased recombination current can be observed in the whole edge region, but the
edge current-density distinctly peaks at a few sites at the edge, which are called
local edge shunts [Bre01b, Hau01]. Ideality-factor mapping performed by lock-in
thermography showed that nD is generally larger than 2 only in these local edge
shunts, whereas there is nD . 2 in the other edge regions as expected from SRH
theory [Bre01b].
In this chapter, we verify the local nature of shunts by disturbing the p-n junction
depletion region in the interior part of solar cells in a controlled and reproducible
manner by cleaving, laser scribing, or diamond scratching of the front surface above
the shallow diffused emitter. We propose that the source of currents with nD > 2 are
defects that are coupled and therefore cannot be described by the SRH theory. De-
fects with energy levels deep in the forbidden bandgap have a localized wave function
and therefore act in general as isolated entities. A remarkable coupling between the
defects occurs if their density becomes so high that their wave functions overlap. This
is indeed the case in local shunt areas: oxidized surfaces may already show a density
of defect states of about 1012 cm−2, corresponding to a mean distance between the
defects of 10 nm. A highly disturbed region may easily have a hundredfold higher
defect density, corresponding to a mean distance below 10 nm. This makes interac-
tion among deep-level defects likely. We reproduce our measured currents with a
model of donor-acceptor-pair (DAP) recombination via deep-level states as opposed
to the usually treated shallow levels [Hop63, Tho65]. In a qualitative study, deep-
level DAP recombination was proposed to be responsible for large ideality factors
already in Refs. [Bre06b, Bre06a]. Here, the deep-level DAP recombination model is
further refined and implemented in a realistic device simulation.
To avoid ambiguities, we define a shunt in a diode as any path where carriers flow as
an alternative to being fully injected across the p-n junction [McI01]. This implies
that not all currents having nD > 2 are shunts. For example, the recombination rate
at oxidized silicon rear surfaces shows a saturation behavior and can cause nD > 2
if this rate is dominating the cell’s total recombination rate [Gha89, Rob95].
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Such current paths do not provide an alternative to being injected across the p-n
junction since the recombination occurs after the carriers are injected. In contrast,
if such a surface is situated in the p-n junction depletion region, recombination may
provide a short-cut for carriers through the p-n junction, so they do not need to be
thermally excited above the entire potential barrier across the p-n junction. In this
work, we deal solely with depletion region recombination currents that are shunts.
This chapter is structured as follows. We present the measured dark current densi-
ties j and ideality factors nD of ideal (non-disturbed) solar cells and of cells having a
disturbed p-n junction in Sec. 6.1. In Sec. 6.2, we motivate the DAP recombination
as a possible cause for the observed shunt currents j and develop a parametriza-
tion for the recombination parameters in dependence on the defect density. In Sec-
tion 6.3, we apply the DAP model to Sentaurus-Device [SD] simulations which
allow to reproduce the measured nD. Further, we implement a second possible cause
of high ideality factors, the bias-dependent spatial extension of the recombination
area which may cause a resistance limitation of the recombination currents j. The
major part of the work presented in this chapter is submitted to Journal of Applied
Physics [Ste11a].
6.1 Experimental results
For the experiments, seven identical, 1 cm2 sized, laboratory passivated emitter with
rear locally diffused (PERL) cells which show no significant shunt currents were se-
lected. The I-V characteristics of all these cells, obtained at room temperature in the
dark, corresponded initially to the “virgin” curve shown in Figs. 6.1(a) and 6.1(c). In
order to induce shunt currents, three of these cells were disturbed each in a different
way:
(i) cleavage in the (100) direction (after scratching the backside), so that the
cleaved surface crosses the p-n junction depletion region over a length of 1 cm;
(ii) laser-cutting through the diffused emitter into the p-n junction depletion region
(1 mm along the front surface between two metal fingers);
(iii) diamond scratching through the diffused emitter into the p-n junction deple-
tion region (3 mm long at the front surface between two metal fingers).
These treatments affect the I-V curves both in forward and reverse direction, as
shown in Figs. 6.1(a) and 6.1(c). The ideality factor nD, displayed in Fig. 6.1(b), is
extracted from the measured I-V characteristics according to Eq. (2.80). The virgin
cell shows an nD considerably smaller than 2 over the whole measured bias range,
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Figure 6.1: Measured dark I-V characteristics of identical PERL cells except that
their p-n junction depletion region was damaged in various ways to generate recom-
bination shunts in a controlled and reproducible manner. (a) the forward I-V curves
in the dark, (b) the ideality factor nD obtained from (a) using Eq. (2.80), and (c) the
reverse I-V curves.
because there is no significant shunt current contribution. Note that the small peak
near 0.41 V is due to recombination saturation at the rear oxidized surface [Abe95a].
The increase towards low voltages is due to SRH recombination in the p-n junction
depletion region, which is an unavoidable recombination current. The corresponding
lock-in thermography image in Fig. 6.2 shows a homogeneous thermal signal across
its whole area.1 The associated reverse current in Fig. 6.1(b) is low (in the nA range)
up to many volts.
After disturbing, the thermography images confirm that additionally created cur-
rents arise which are limited to the disturbed regions. In Fig. 6.1, there is a clear
correlation between the magnitude of the recombination current j and the ideal-
ity factor nD: the higher the current j, the larger the ideality factor nD. Cleaving
produces the lowest recombination current per length unit and also the lowest nD,
while diamond scratching produces the highest current and the largest nD. From
scanning electron microscopy (SEM) micrographs (not presented), it is apparent
that cleaving disturbs the p-n junction depletion region the least, while diamond
scratching disturbs it the most. With the assumption that cleaving introduces the
smallest density of defects, and scratching the largest, we infer that the higher the
defect density, the higher is nD. In addition, the increase of the reverse I-V curve is
stronger the higher nD.
In a separate experiment, a Vickers indenter was used to scratch each of the
three cells at room temperature along a line of 1 mm with the predefined forces
of 0.06 N, 0.09 N, or 0.26 N. The largest force caused a 1µm deep scratch through
the p-n junction depletion region [Bre06b]. In this way, we are able to increase the
1Note that the dark spots on the right hand side of each figure arise from shadowing by the
sample holder.
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Figure 6.2: Lock-in ther-
mography images of the
cells whose I-V curves are
shown in Fig. 6.1. Bright
areas are caused by heat
due to excessive recom-
bination. Note that the
brightness scaling is not
the same in the virgin cell
(with identical scaling the
virgin cell would appear
completely black).
damage in a controlled manner. This experiment and its interpretation will be dis-
cussed in Sec. 6.3.
6.2 Theoretical description of shunt currents
A correlation between the ideality factor nD and the magnitude of a local re-
combination current j, similar to that described in Sec. 6.1, can be explained by
resistance-limited recombination [McI00a, McI01], where a larger current j is more
resistance-limited. While we acknowledge that this model describes some relevant
situations, we found that it does not explain the most commonly observed exper-
imental findings. For example, the resistance-limitation appears only at a forward
bias above 0.2 V, where the current j is sufficiently high for this effect to become
dominating, while typical measured I-V curves show nD > 2 already below 0.1 V, as
displayed in Fig. 6.1(a). In addition, the induced shunt locations have a very simple
geometry: the scratch lies in parallel to the two neighboring metal fingers and shows
a homogeneous recombination activity across its entire length in Fig. 6.2. Hence, its
series resistance can be described by a single resistor rather than by a distribution
of various resistors, which would be necessary in the resistance-limited model for
explaining nD > 2 over an extended bias range.
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6.2.1 Deep-level donor-acceptor-pair (DAP) recombination
As the features in Fig. 6.1 cannot be described by series resistance effects, we need
to resort to recombination that increases sub-exponentially with applied bias V , i.e.
leads to a “saturation behavior” in the dark current density j. In the SRH formalism,
the recombination rate RSRH is proportional to the excess carrier density ∆n at low-
injection conditions, and there is no saturation behavior possible except in SCRs
where n or p saturate with increasing V (e.g. at interfaces to charged dielectrics).
However, if two defect states are coupled, there exist additional capture and emission
processes as shown in Fig. 2.6 of Sec. 2.2.7. The recombination rate may become
limited by the coupling rate from one to the other defect at sufficiently high ∆n,
which may result in the desired saturation behavior. We model the dark current
density j using the coupled-defect level (CDL) recombination model of Schenk and
Krumbein [Sch95], described in Sec. 2.2.7 by Eqs. (2.46)–(2.48). While Schenk has
assumed the inter-level recombination probability to be infinite, we will introduce
a finite probability being dependent on the inter-level distance. Apart from the
coupling, these statistics satisfy the assumptions of the SRH theory, e.g. the energy
levels are constant and independent of each other, the capture coefficients are also
constant and independent of the occupancy of the coupled states, etc. In reality, the
energy of one level will depend on the occupancy state of the other level, where the
Coulomb interaction energy may be in the order of 100 meV. However, as we will
show in Sec. 6.3.1.2, DAPs with energy levels within a broad range allow for the
occurrence of ideality factors nD > 2. Hence, the simplification of constant energy
levels is a valid approximation.
In the following we deal with the question which properties the capture and emission
processes of the two coupled defects must have to cause the observed shunt currents.
To answer this, we may restrict ourselves to the type of defects that cause the high-
est recombination rates. In the SRH formalism, the probability that a defect state
captures an electron or hole is determined by its CCS σn and σp. These cross sections
are influenced by two main factors: the charge residing in the defect state, and the
overlap of the defect’s wave function with the wave function of the incoming carrier.
A literature review [Mac04a] shows that for many deep-level defects it is mainly the
charge that controls the CCS. Concretely: a positively charged defect level is more
likely to attract electrons than holes, i.e. σn > σp [Lax59]. As the capture probability
of electrons and holes is given by the CCS, we propose that the recombination rate
is dominated by sites where an acceptor-like defect (with σn  σp) is coupled to a
donor-like defect (with σn  σp). Due to the asymmetric CCS, the donor-like state
captures electrons likely, transfers this electron to the acceptor-like defect, which
is then likely to capture a hole. The recombination via this type of coupled defect
is described in the literature as donor-acceptor-pair (DAP) recombination [Bin74,
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Hop63, Tho65]. However, these references consider shallow defects, which have a well
extended wave function. We will show below that the experimentally observed shunt
currents cannot be reproduced with shallow defects. Instead, we require deep-level
donor-like and acceptor-like defects, which have constricted wave functions and, ac-
cordingly, need to exist both in high densities to couple to each other. Therefore,
we need to extend the DAP recombination model with dependencies on the defect
density, as described in the following.
6.2.2 Models for the DAP parameters
With an increasing density of defects, the experiments in Sec. 6.1 show a transi-
tion from SRH-like recombination via isolated defects (nD ≤ 2) to recombination
with nD > 2. To include this effect in the simulations, we introduce dependencies
between the recombination parameters and the defect density. We assume that both
the CCS and the coupling parameter cDA in Eq. (2.45) depend on the distance r
between donor and acceptor [Tho65].
6.2.2.1 Capture cross sections (CCS)
The effective charge state of coupled DAPs sensed by free charge carriers is a func-
tion of the DAP separation r. For r much larger than the distance rc between the
charge carrier and one of the defects (r  rc), the CCS will be that of the isolated
defects [Tho65]. For small separations (r  rc), however, the defect pair appears
quasi-neutral leading to a much smaller CCS. Note that if a dipole is formed, as in
case of Fig. 2.6(a) (an electron tunnels from the donor to the acceptor), “neutral”
refers to the fact that the electron senses only the monopole, independent of the
orientation of the pair.
Following the empirical relation proposed by Thomas et al. [Tho65], we assume the








:= Ar2, i = n, p. (6.1)
The divergence of the CCS for r −→∞ is no problem, since Eq. (6.1) only refers to
the CCS for electrons and holes of the donor and acceptor in a coupled DAP, where
large distances between the defects in a pair are unlikely2.
So far, we assumed that a free charge carrier is captured by an ionized DAP with
the capture probability independent of the orientation of the pair. An ionized DAP
forms a dipole because the probability of finding the electron of the pair is highest
close to the acceptor and smallest at the donor. Once a free carrier is captured
2For large distances, the exponent of r/r0 should be zero instead of two.
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Figure 6.3: Dependence of
the coupling constant cDA
(Eqs. (2.45) and (6.5), red solid
lines) and the carrier lifetime
parameter (dashed green lines)
on the distance between the
coupled defects dt, for various
values of the Bohr radius of
the defect, a0 in Eq. (6.3), and
the proportionality constant of
the CCS, A in Eq. (6.1). cˆ0DA is
fixed to 1.1× 10−19 cm3/s.
The parameters chosen for
the simulations in Sec. 6.3
(A = 0.215, a0 = 3.23 nm) are
indicated by bold black lines.
The upper x-axis is determined
according to Nt = 1/d
3
t .
by the pair, it depends on the charge of the free carrier whether it couples to the
part of the DAP wave-function located at the position of the donor or to the part
located near the acceptor. We model this by assuming an asymmetric ratio σn/σp
with values ranging from 103 to 1012 for donors in a pair. Inverse ratios are used for
the acceptors. Note that these high ratios cannot be measured, because for isolated
defect levels, the asymmetry of this ratio is 10−4 < σn/σp < 104.
We express the cross sections as carrier lifetime parameters
τi = (NDAPσivth,i)
−1 , i = n, p, (6.2)
where NDAP = Nt/2 is the DAP density, and Nt is the sum of the defect density of
the donor-like and acceptor-like defects.
6.2.2.2 Capture coefficient
We assume that the coupling coefficient cDA, which is related
via cDA = cˆDANDNA [Sch95] to the reduced capture coefficient cˆDA (Eq. (2.45)
in Sec. 2.2.7), is proportional to the overlap integral of the wave functions. Assuming
further H-like radial-symmetric wave functions of equal extension for acceptor- and






























Figure 6.4: Simulation domain of the Passivated Emitter and Rear Locally-diffused
(PERL) cells used in Section Sec. 6.1 with either (a) a partly damaged p-n junction
depletion region, or (b) a dielectric layer along the edge of the cell, causing an inversion
channel between the emitter and the p-contact at the rear. The local rear side diffusions
in the sketch are labeled BSF as an abbreviation for back surface field. Not drawn to
scale.
where a0 is the Bohr radius of the donor or acceptor and % is the spherical coordinate
of the H-atom. Assuming Z = 1 for ionized defects, the overlap integral of the wave























Figure 6.3 shows the dependence of the coupling constant cDA and the CCS, ex-
pressed as carrier lifetime parameter (Eq. (6.2)), on the distance between the two
coupled defects r.
6.3 Device simulations
We use the numerical device simulator Sentaurus-Device [SD] to model the
I-V curves of the solar cell used in the experiments described in Sec. 6.1. Fig-
ure 6.4(a) shows the simulation domain. The parameters are taken from Refs. [Alt96,
Alt03]. The damaged region covers an adjustable fraction of the entire simulation
domain.
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6.3.1 DAP recombination
6.3.1.1 Dependencies on the defect density
Figure 6.5(a) shows the simulated dark current densities j in dependence of
the applied bias for an increasing density of defect states Nt. Nt = 10
22 cm−3
is chosen as an upper limit in order not to exceed the density of silicon atoms
(NSi ≈ 4.9× 1022 cm−3). The ideality factors nD, calculated from the currents j
in Fig. 6.5(a) with Eq. (2.80), are displayed in Fig. 6.5(b). In this example, the
energy levels are ED = 100 meV and EA = 0 meV, where we define 0 eV as midgap.
The CCS and the coupling constant cDA vary with Nt according to Eqs. (6.1)–(6.5).
For the lowest defect density, Nt = 10
18 cm−3, the distance between the defects
is as large as at oxidized surfaces (10 nm), and the overlap of the wave function
is too small to lead to noticeable coupling. In this limit the CDL model results
in vanishing recombination, hence the ideality factor becomes nD = 1. Note
that no additional single-level recombination processes have been taken into
account. With higher Nt, the CDL recombination starts to dominate the other
recombination mechanisms in the cell (SRH and Auger) and this leads to the
desired saturation behavior. Note that nD > 2 appears already at bias voltages
below 0.1 V where the resistance-limited edge recombination does not show any
effect [McI00a, McI01]. Both the recombination current j and the maximal ideality
factor nD increase with increasing Nt, mostly caused by the increased coupling
coefficient cDA (Eq. (2.45)). With increasing cDA also the voltage where nD becomes
maximal increases because higher voltages are required for the inter-defect transition
rate to become limiting (see the explanation of the saturation behavior in Sec. 2.2.7).
In conclusion, we showed that both the dark current density j and the ideality
factor nD increase with increasing defect density Nt. Further, the voltage, where nD
has its maximum, increases with increasing Nt. Both effects were attributed to the
increased coupling coefficient cDA.
6.3.1.2 Dependencies on the energy levels
We assume that there are two defect levels EA and ED, that are assigned to the
acceptor and to the donor, respectively. These energy levels will be different from
those of the isolated defects, because, in case of coupling, the Hartree-energy causes
a non-negligible energy shift.
We vary the energy levels of the defects from −200 meV to +300 meV for a fixed
defect density of Nt = 10
21 cm−3. Figure 6.6 displays the corresponding dark current
densities j and ideality factors nD in dependence of the bias. The currents j are
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Figure 6.5: (a) Dark current density j and (b) ideality factor nD in dependence
of the bias voltage for various defect densities Nt. The energy levels of the defects
are ED = 100 meV, EA = 0 meV, where E = 0 eV at midgap. The parameters for the
density dependence of the recombination parameters according to Eqs. (6.1)–(6.5) are
set to c0DA = 1.1× 10−19 cm3/s, A = 0.215, a0 = 3.23 nm (cf. Fig. 6.3). An asymmetry
of the free-to-bound CCS of σn/σp = 10
12 is assumed for the donors, and an inverse
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Figure 6.6: (a)–(d) Dark current densities j and (e)–(h) the corresponding ideality
factors nD versus bias for different energy levels ED and EA for a defect density
of Nt = 10
21 cm−3. Each column shows, for a given energy separation between ED
and EA, the nD and j characteristics for different alignments of ED and EA. The
energy levels are indicated with respect to midgap.
given voltage decreases slowly with the energy separation between both levels (cf.
Figs. 6.6(a)–6.6(d)) and the voltage at which nD peaks shifts slowly higher (cf.
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Figs. 6.6(e)–6.6(h)). However, note that in general the recombination rate depends
on the occupancy of the defects. With decreasing recombination current j, also the
saturation effect reduces with increasing |ED − EA| if recombination via DAPs is
the dominating process, so nD decreases. In addition, the DAP recombination is
most effective close to midgap. Hence, for given ED − EA, j and nD are maximal
for an almost symmetric distribution of EA and ED around midgap. Note that the
behavior of the curves is symmetric to midgap for symmetric lifetimes τAn = τ
D
p
and τDn = τ
A
p , where the indices A and D stand for acceptor-like and donor-like






p , but the thermal velocities
for electrons and holes are slightly different, so a slight asymmetry can be observed,
as can be seen for example in Fig. 6.6(e). Finally, for given ED − EA and increasing
distance of the energy pair from midgap, the DAP limitation, and therewith the
saturation behavior, sets in at higher voltages. Hence, also the voltage where nD
peaks is shifted to higher values.






p ), the satu-
ration effect is negligible if the carrier densities are equal (not shown). Only in case
of σn 6= σp does the smaller capture coefficient provide a bottleneck for the recombi-
nation rate, which – for low voltages – can be bypassed by the CDL recombination
rate.
If one of the coupled defects is shallow, free carriers may tunnel into this defect. This
effect is called trap-assisted tunneling (TAT) [Sch95]. For our set of parameters,
this effect plays a negligible role in forward bias. However, in reverse bias, variations
in the lattice relaxation energy ELR = SHR~ω, where SHR is the Huang-Rhys
factor and ~ω is the effective phonon energy [Sch92], may strongly influence the
breakdown-voltage. We also remark that, while TAT is a point defect mechanism,
which should be independent of the defect density Nt, both the suggested DAP
recombination model and the model of resistance-limited recombination, described
below in Sec. 6.3.2, take Nt into account.
In summary, we found that an asymmetric ratio of the CCS (σDn /σ
D
p  1 and
σAn /σ
A
p  1) is required to obtain a saturation behavior, i.e. nD > 2, in the dark
forward I-V characteristics. In addition, it was shown that DAP recombination is
most efficient for coupled energy levels which are symmetric to midgap.
6.3.1.3 Dependencies on the shunted area
Our simulations predict that a second peak in the ideality factor nD may appear
at high voltages (V2 ≈ 650 mV). As shown in Fig. 6.7, this feature occurs if a
large area fraction Ashunt/Atot of the p-n junction depletion region is disturbed.
In contrast, it does not appear if DAPs are only present in a small area fraction
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Figure 6.7: Investigation of the influence of the size of the shunted area
for Nt = 10
21 cm−3, ED = 100 meV, and EA = 0 meV. (a) For large disturbed area
fractions of the p-n junction Ashunt/Atot = 7.5× 10−2, the nD-V characteristic shows
two peaks (dashed line). For cells with a smaller fraction Ashunt/Atot = 4× 10−4 (con-
tinuous line), the second peak at high voltages vanishes, whereas the amplitude and
shape of the first peak remains equal. (b) Integrated DAP recombination rate for three
different DAPs and the two shunted areas of (a). Large shunted area: dashed lines,
small shunted area: continuous lines. For comparison, the sum of the integrated SRH
and Auger recombination rates is shown (continuous black line).
similar to that of the experimental cells in Sec. 6.1. Due to the saturation effect,
the recombination rate in the damaged region becomes (above some bias V0),
dominated by recombination in other device regions, as illustrated in Fig. 6.7(b).
Accordingly, CDL recombination cannot influence nD considerably above V0. The
values of V0 and nD(V0) depend on Nt in the damaged region, on the size of the
damaged region in relation to the whole cell, and on the recombination rates outside
the damaged region. In all solar cells we investigated, there is V0 > V2 as illus-
trated in Fig. 6.7(b). Consequently, the second peak in nD does not appear in the
dark I-V curve, which is the sum of recombination of all device parts, cf. Fig. 6.7(a).
To conclude, the simulations show a second peak in the ideality factor nD at high
voltages if the shunted area is so large that recombination via the DAPs dominates
the total recombination rate for forward bias voltages up Voc.
6.3.1.4 Dependencies on the defect distribution
It is well known that heavily defected semiconductors have a broad distribution
of defect levels within the bandgap. Therefore, we use a superposition of various
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Figure 6.8: (a) Measured I-V curves and (b) the ideality factor nD of PERL cells
that received a 1 mm long scratch at the front surface with a load of 0.06 N, 0.09 N,
or 0.26 N, respectively. The experiment is fitted with simulations (continuous lines)
using a combination of three different DAPs specified in Table 6.1.
force Nt ED EA fraction
[N] [cm−3] [meV] [meV] %
0.06 1× 1021 0 100 41.67
1× 1022 0 -200 8.33
1× 1019 100 0 50
0.09 1× 1021 0 100 26
3× 1021 0 -200 42
1× 1021 100 0 32
0.26 1× 1021 0 100 36
3× 1021 0 100 29
1× 1022 100 0 36
Table 6.1: Combinations of
DAPs used to fit the I-V curve
and the ideality factor nD
in Fig. 6.8.
DAPs to reproduce the measured data. Figure 6.8 shows the measured I-V curves
and nD-V curves of three PERL cells. The p-n junctions of these cells were disturbed
by a 1 mm long scratch at the front surface, made with a Vickers indenter while
exerting a load of 0.06 N, 0.09 N, or 0.26 N, respectively. We fitted these curves with
simulations using a combination of only three different DAPs and obtain satisfactory
agreement with the measurement. The heaviest load caused a 1µm deep crater, so
it is difficult to reproduce the experiment in the entire voltage range. Important is
that the fit parameters reflect an increasing Nt with increasing indentation load, as
summarized in Table 6.1.
Using only three distinct DAPs is a simplification. In reality, there is a rather
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Figure 6.9: (a) Logarithmic Gaussian distributions exp (−(log (Nt/Nt0))2/z)
around Nt0 = 10
20 cm−3 for different values of z. (b) Simulated dark current den-
sity j and (c) ideality factor nD for the Gaussian distributions from (a). The black
curve shows the results for a distinct peak density Nt = Nt0. The DAP energy levels
are ED = 100 meV and EA = 0 meV.
broad distribution of DAPs both with respect to Nt and to the position of
the DAPs in the bandgap. The effect of the width of a logarithmic Gaussian
distribution exp (−(log (Nt/Nt0))2/z) on nD is shown exemplarily in Fig. 6.9. A
relatively narrow distribution has small influence on the exact position of nD. For
broad distributions, in contrast, the influence from defects, with Nt > Nt0, becomes
stronger, and the peak value of nD shifts towards higher voltages (cf. Sec. 6.3.1.1).
Heavily defected regions are not expected to have only one specific type of defects,
but to have a multitude of defect types extending over a broad range of energies.
However, our study predicts that only deep-level DAPs lead to recombination
currents j that allow to reproduce the commonly observed shape of nD as a function
of bias voltage. DAPs are characterized by σDn  σDp and σAp  σDp , and hence, are
most efficient for recombination compared to other coupled defects having σn ≈ σp.
Consequently, the DAPs dominate the overall recombination rate and, hence, the
dark I-V curve. We like to stress here that also other combinations of defects than
listed in Table 6.1 may lead to the same satisfactory fit results. This is an important
outcome, because our model yields the commonly observed shape of nD whenever
DAPs are present in an almost arbitrary broad distribution.
To conclude, we reproduced measured dark I-V curves and the corresponding ide-
ality factors nD of intentionally disturbed PERL cells in forward bias using a com-
bination of three DAPs. Thereby, heavier disturbed cells need to be modeled with
higher defect densities Nt in the shunted regions. We remark that the fit results
are not restricted to three distinct DAPs. Also different broad DAP distributions
may lead to satisfactory fits whenever DAPs are present with a sufficiently high
density Nt & 5× 1019 cm−3.
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Figure 6.10: Simulated reverse
characteristics with Nt = 10
21 cm−3
and for three different DAPs.
The dashed black lines indicate a
square-root dependence on the bias.
6.3.1.5 Reverse characteristics
It is commonly observed [Bre06b, Bre06a, Bre09] that the measured reverse charac-
teristics (cf. Fig. 6.1(c)) is influenced by the degree of disturbance. The higher the
recombination current j and the ideality factor nD under forward bias, the stronger
is the increase of the reverse I-V characteristics. This effect is also observed in the
simulation. Our simulations predict an almost ideal behavior of the reverse char-
acteristics in the investigated voltage range (I < 0.005 mA/cm2 at 6 Volt reverse
bias) for defect densities Nt ≤ 1020 cm−3 (not shown). For higher values of Nt, as
e.g. Nt = 10
21 cm−3, the correlation between high ideality factors nD under forward
bias and the increased current j under reverse bias is clearly visible, as displayed
in Fig. 6.10 for the examples of Fig. 6.7. According to SRH-theory, j saturates
in reverse direction according to the Shockley equation (2.78). In the presence of
DAPs, each of the DAPs in the depletion region contributes to the total satura-
tion current. Assuming a Schottky diode with an abrupt p-n junction, the extension
of the depletion region zSCR increases with zSCR ∝
√
VD − V for an applied reverse
bias V < 0, where VD is the diffusion voltage [Iba02]. Consequently, the number
of DAPs contributing to the total current increases with increasing reverse bias.
Thus, a square-root dependence of j on VD − V in the depletion region can be ex-
pected. Indeed, the simulated reverse currents in Fig. 6.10 are well approximated
by a square-root dependence on V . The measured scratch-induced reverse currents
in Fig. 6.1(c) do not show this behavior: they are Ohmic or slightly super-linear. It
was found in Ref. [Bre06b] that the temperature dependence of these reverse cur-
rents can be explained by variable range hopping conduction according to Mott’s
theory [Mot90]. Since this type of conductivity requires charge transfer between
many defects, it cannot be explained by our deep-level DAP model. Hence, for cor-
rectly describing the reverse characteristics our model had to be extended to include
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Figure 6.11: Measured I-V characteristics of industrial-type cells. (a) the forward
I-V curves in the dark, (b) the ideality factor nD obtained from (a) using Eq. (2.80),
and (c) the reverse I-V curves.
However, for industrial-type cells showing nD > 2 at forward bias, often a slightly
sub-linear behavior of the reverse currents is observed, as plotted in Fig. 6.11 for
three examples. It may be assumed that these cells contain a lower defect density
than the intentionally disturbed cells we used in our experiments. Hence, we believe
that our model describes the reverse currents sufficiently well as long as the defect
densities are not too high.
To summarize, the simulated reverse currents of cells showing nD > 2 under forward
bias increase slightly sub-linear with increasing reverse voltage, similar to reverse
currents commonly observed for industrial-type cells. Further, higher defect densi-
ties Nt result in higher reverse currents, which is also observed for the measured
reverse characteristics of the intentionally disturbed PERL cells, shown in Fig. 6.8.
To model the super-linear increase of the reverse-currents of these cells, transitions
between many defect levels must be included in the DAP model.
6.3.1.6 Summary
We have presented a deep-level DAP recombination model which takes the depen-
dence of the coupling and the CCS on the defect density into account. This model
allows to reproduce measured shunt currents with ideality factor nD > 2 under for-
ward bias, whenever DAPs are present in an almost arbitrary broad distribution.
We found a clear correlation between the simulated ideality factor nD and the defect
density in both experiment and simulation: the higher the defect density Nt in the
disturbed region, the higher nD. Moreover, it could be shown that DAPs at energies
close to midgap are more efficient for recombination than defect pairs further away
from midgap. Finally, we presented simulations of reverse currents of cells which
show nD > 2 under forward bias. The reverse currents yield a slightly sub-linear
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behavior with increasing reverse voltage, similar to reverse currents commonly ob-
served for industrial-type cells. This behavior was attributed to the dependence of
the spatial extension of the p-n junction on the applied bias. In addition, the re-
verse current increases with increasing defect densities Nt, similar to the measured
reverse characteristics of intentionally disturbed PERL cells. To explain the super-
linear behavior of the reverse-currents of these cells, our model needs to be extended
by allowing for transitions between many defect levels.
6.3.2 Bias-dependent spatial extension of the recombination
area
So far, we have treated heavily defected regions that extend into a p-n junction de-
pletion region. This is not the only common source of large shunt currents: they are
often observed at the edge of solar cells as well, or possibly at micro-cracks within the
cell. It was shown by Altermatt et al. [Alt02b] that nD generally does not increase
above 2 at a bias below 0.2 V if the p-n junction borders on the edge of the cell
that is passivated with a charged dielectric layer. Ku¨hn et al. [Ku¨h00] showed that
a maximum possible surface saturation current density3 of j02,surf = 2× 10−8 A/cm
can be reached if the edge contains no fixed charges or only a small density of fixed
charges Qf . This value is limited by the thermal velocity vth of carriers that have to
diffuse to the narrow recombination region where the depletion region reaches the
surface. This implies that the observed edge recombination currents with surface
saturation current densities as large as j02,surf = 10
−5 A/cm and nD > 2 cannot be
interpreted by the simple recombination action of a plane crossing the p-n junc-
tion. Two major effects may cause such large edge recombination currents: firstly,
a strongly reduced lifetime in the bulk close to the edge, or secondly, an inversion
layer that extends the p-n junction depletion region at the front along the charged
edge [Ku¨h00] or along a charged micro-crack down to the rear metal contact, as
shown in Fig. 6.4(b).
The first case of a strongly reduced lifetime is treated in Sec. 4 [Ste10a, Ste10b,
Ste10c]. We consider it as unlikely that this can be the source for the observed
strong shunt currents, particularly if the edge region was etched. In the following,
we investigate the case that the inversion layer extends from the front p-n junction
to the rear contact. Surface charging occurs at the surface of bare silicon or native
oxide due to carrier capturing of the surface states and may cause a surface de-
pletion region. For surfaces passivated with dielectrics, like e.g. SiNx, positive fixed
charges are present at the interface, which increase the depletion region at the p-Si
surface, and may even lead to inversion. For a given surface state concentration, the
3Note that the surface saturation current density j02,surf is given in units of A/cm, compared
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Figure 6.12: (a) Schematic representation of the 2-dimensional band edge diagram
of a forward biased p-n junction bordering to a positively charged surface at the front
of the drawing. The barrier height across the p-n junction is lowered by the band
bending at the surface, ϕs, and hence, forms a shunt-path to the rear contact. The
sketch layout is similar to [Bre94]. (b) Equivalent circuit of the device shown in (a).
degree of band bending at the surface reduces with increasing doping concentration.
For the highly doped emitter or back surface field (BSF), the band bending may
be negligible. In contrast, band bending may lead to inversion conditions in wafer
material with Ndop ≈ 1016 cm−3 (cf. Fig. 4.2 in Sec. 4.1), which is typically used for
solar cells.
Under forward bias, electrons from the emitter are injected into the potential groove
close to the charged p-type surface as sketched in Fig. 6.12(a). Thereby, the edge
recombination current is considerably increased. Ku¨hn et al. [Ku¨h00] investigated
this situation using 2-D Sentaurus-Device [SD] simulations in dependence on
the surface charge density. For sufficiently high charges, they found a remarkable
increase of the surface recombination current. Indeed, also saturation behavior in
the I-V characteristics was observed, leading to regions with nD > 2. However, the
authors considered only a 5µm thick solar cell and a maximum recombination ve-
locity of Sn = Sp = 1000 cm/s. Under these conditions, the series resistance within
the inversion channel plays only a minor role. Here, we perform similar calculations,
where we allow higher surface state densities which may well be observed along edges
or along micro-cracks, and use a thicker solar cell of 200µm width, corresponding
to a longer traveling path of the electrons.
In Fig. 6.12(b), the chain of diodes represents the recombining p-type surface at
different distances to the emitter. With the help of this circuit, the saturation be-
havior of the I-V characteristics can be easily understood. For low bias voltages,
where the recombination currents are low, the resistances of the diodes are high, and
the series resistances Ri play only a minor role. Here, the recombination extends over
the largest region. With increasing forward bias, the conductivity of the diodes in-
creases. Thus, for the diodes situated further away from the emitter, the currents
decrease, and thereby the region contributing to recombination becomes smaller,
causing a saturation behavior. Note that this effect is different from the resistance-
limited edge recombination effect considered by McIntosh and Honsberg [McI00a]
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Figure 6.13: (a), (d) Simulated I-V curves and (b), (c), (e), (f) ideality factors nD of
a PERL cell with an inversion layer along its edge, as shown in Fig. 6.4, for different
values of the fixed charge density Qf . (a)–(c) are obtained with a surface recombination
velocity parameter S0 = 10
3 cm/s, and (d)–(f) with S0 = 10
7 cm/s. (a) and (d) show j
exemplarily for three different values of Qf . (b) and (e) show nD for values of Qf that
do lead not to inversion conditions at the edge and hence nD ≤ 2. (c) and (f) show nD
for the cases where inversion occurs. The base doping is NA = 2× 1016 cm−3.
and McIntosh [McI01]. In these references, only the emitter resistance was consid-
ered to limit the surface recombination current, which is independent of the bias.
In the following, we employ the software Sentaurus-Device [SD] to simulate the
PERL cell of Fig. 6.4(b). We do not include DAP recombination, since we wish
to model these two effects separately. In the simulations, we vary the SRH surface
recombination velocity parameter S0 := Sn = Sp and the fixed charge density Qf
at the edges. The resulting dark current densities j and ideality factors nD are
shown in Fig. 6.13. Depending on Qf and S0, a peak in nD may be observed, as
displayed in Fig. 6.13(c) and Fig. 6.13(f). The voltage, where nD peaks, depends
on the values of Qf and S0. In particular, the occurrence of saturation behavior
in the dark I-V curves is limited by two critical values of the charge density, Q1
and Q2. Only for Q1 ≤ Qf ≤ Q2, an ideality factor nD > 2 may be obtained,
whereas there is nD ≤ 2 and for Qf < Q1 and Qf > Q2. The exact values of Q1
and Q2 depend on several cell parameters, as will be discussed below. For Qf < Q1























































Figure 6.14: (a) Critical charge densities Q1 (dashed lines) and Q2 (con-
tinuous lines) for two base dopant densities NA = 2× 1016 cm−3 (blue lines)
and NA = 5× 1015 cm−3 (red lines) in dependence on S0 (see text for details). (b)
Reverse characteristics of cells with NA = 2× 1016 cm−3 for different values of S0 and
Qf which yield nD > 2 under forward bias.
no saturation behavior is observed in the current densities j, as shown in Figs. 6.13(a)
and 6.13(d). Consequently, the ideality factors nD in Figs. 6.13(b) and 6.13(e) may
reach but do not exceed 2. This is in agreement with the observations made in
Ref. [Alt02b]. Generally, nD > 2 can only be realized if Qf is sufficiently high so
the surface is close to inversion already at thermal equilibrium. This is observed for
charges Qf ≥ Q1, where the resistance limitation of the current through the inversion
layer causes high ideality factors, as shown in Figs. 6.13(c) and 6.13(f). The influence
of this series resistance limitation increases with an increasing value of S0 and hence,
the maximum of nD increases with S0 (compare e.g. nD for Qf = 6× 106 q/cm2 for
both values of S0). In comparison with the DAP recombination, the peaks of nD
are typically more narrow and may reach very high values (nD ≈ 30). For further
increasing charge densities Qf > Q2 (Q2 ≈ 6.5× 1011 q/cm2 for S0 = 103 cm/s), the
series resistance becomes negligible and the saturation behavior of the current den-
sity j vanishes. Thus, for Qf > Q2, the ideality factor nD does not exceed a value
of 2.
The values of the critical charge densities Q1 and Q2 are investigated in dependence
on S0 and NA in Fig. 6.14(a). It is apparent, that both Q1 and Q2 depend on S0
and NA. With S0, the series resistance increases and hence, Q1 and Q2 increase.
Further, the charge density that causes inversion in thermal equilibrium reduces
with decreasing base doping and hence, Q1 and Q2 decrease. As the series resistance
increases with increasing distance to the emitter, thicker cells require higher charges
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(or voltages) to achieve a continuous inversion channel from the emitter to the rear
contact. Thus, also Q1 and Q2 increase with increasing thickness (not presented).
It is generally observed that cells with a high ideality factor nD under forward bias
tend to have non-saturating reverse characteristics. Fig. 6.14(b) shows that this
effect cannot be explained with the surface charge model, since the band bending
is reduced or inverted under reverse bias, such that the depletion or inversion layer
vanishes. Thus, the surface model can only explain shunt currents under forward
bias. However, as the reverse current densities are low, they also do not hamper
the occurrence of the non-saturating effects as obtained from the DAP model.
Hence, it is possible that both DAPs and charged edges or micro-cracks, if present
simultaneously, may contribute to the high ideality factors under forward bias.
To conclude, we modeled shunt currents by assuming an inversion layer that extends
from the front p-n junction to the rear contact via the edge of the cell or along micro-
cracks. We found that the occurrence of nD > 2 depends sensitively on the surface
recombination velocity parameter S0, the fixed charge density Qf at the surface, the
wafer doping Ndop, and the cell thickness. In a cell-specific range of charge densi-
ties Qf , nD > 2 may occur, whereas for too low or two high charge densities Qf the
saturation behavior vanishes. This surface charge model can explain shunt currents
under forward bias. For reverse bias, a saturation behavior is obtained, in contrast
to the typically measured non-saturating reverse characteristics. Thus, this model
may only yield a contribution to the saturation current in forward bias. To describe
the reverse currents, DAPs are required in addition.
6.4 Conclusion and outlook
We have presented direct experimental evidence that the ideality factor nD of the
I-V characteristics of crystalline silicon solar cells increases beyond 2 for an increas-
ing amount of disturbance by cleaving, laser cutting or scratching. We showed that
recombination within such locations requires model descriptions that go beyond the
Shockley-Read-Hall (SRH) approximation, because the density of defects is so high
that recombination does not occur via isolated, but via coupled defect states. We
reproduced the experimental findings with Sentaurus-Device [SD] simulations
using a variant of coupled-defect level (CDL) recombination, the donor-acceptor-
pair (DAP) recombination via deep-level states, in contrast to formerly employed
shallow levels. The suggested model explains the experimentally observed transi-
tion from ideality factors nD < 2 to nD > 2 when going from low to high defect
densities. Further, the observation that in experiment both the forward and re-
verse currents j increase with the defect density can be explained. We do not need
a particular set of defects to reproduce the commonly observed shape of nD as a
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function of bias. Our model yields the commonly observed shape of nD whenever
there are DAPs present in an almost arbitrary broad distribution with DAP den-
sities NDAP > 5× 1019 cm−3. DAPs are most efficient for recombination compared
to other coupled defects, and hence, dominate the overall recombination rate. Ad-
ditionally, our model yields slightly sub-linear reverse-characteristics, as frequently
observed for industrial-type cells with nD > 2 under forward bias. This was ex-
plained by an increasing number of DAPs contributing with increasing reverse bias
to the current because the spatial extension of the depletion region increases. The
sometimes measured slightly super-linear reverse-characteristics are most probably
due to variable range hopping conduction [Bre06b], which cannot be explained by
our deep-level DAP model. For correctly describing reverse characteristics, the DAP
model must be extended by including transitions across many levels.
We also investigated another source of shunt currents: an inversion layer that extends
from the front p-n junction to the rear contact via the edge of the cell or along micro-
cracks. Generally, nD > 2 can only be realized if Qf is sufficiently high such that the
surface is close to inversion already at thermal equilibrium. In comparison with
the DAP recombination, the peaks of nD are typically more narrow and may reach
very high values nD ≈ 30. This surface charge model can explain shunt currents
in forward bias, whereas it fails to explain the commonly observed non-saturating
reverse I-V characteristics. Hence it may be possible that in cells where both DAPs
and charged edges or micro-cracks exist, the DAPs are responsible for the large
reverse currents, while both DAP recombination and an inversion layer extending
from the front p-n junction to the rear contact may contribute simultaneously to
the high ideality factors under forward bias.
Our simulations explain, possibly for the first time, the observation made with lock-
in thermography that the ideality factor nD increases with increasing disturbance,
in both forward and reverse bias.
Until now an experimental verification of the suggested DAP recombination mech-
anism is still lacking. However, a number of experiments are practicable which may
verify these mechanisms. For shallow-level DAP-luminescence, the maximum of the
luminescence wavelength decreases with increasing recombination intensity (blue
shift reported in [Bin74, Hop63]). If any kind of luminescence showing a blue shift
should be observed at the position of recombination-induced shunts, this could be
a hint to DAP recombination. Also, a contribution of free-to-bound transitions, e.g.
between a charge carrier and a charged surface state, may be visible to a rather weak
extent in low-temperature luminescence measurements. Such observations could ex-
plain the origin of the second investigated source of shunt currents, an inversion
layer that extends from the front p-n junction to the rear contact.
Microscopic electroluminescence imaging of the edge region of solar cells may thus
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show the real extension of the recombination region. Furthermore, a consideration of
deep-level DAPs in the interpretation of lifetime measurements may be reasonable,
because DAP recombination could play a role if the lifetime is dominated by localized
high densities of surface states.
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Chapter 7
Surface damage in Industrial Type
Solar Cells
In this chapter, we apply the models presented in Chapters 4 and 5 to industrial
type solar cells using 2-D Sentaurus-Device [SD] simulations (the shunt model
was already applied to solar cells in Chapter 6). This application demonstrates the
suitability of the models for device simulators. Further, by investigating the influence
of the investigated defect types on the illuminated solar cell I-V characteristics, we
show the relevance of the presented models. As an example, we choose the rear-side
passivation of PERL1 solar cells [e.g. Gre94, Wan90] with SiNx or a-Si:H layers.
This is a promising alternative compared to costly high temperature processes, such
as thermal oxidation or back-surface-field diffusions. However, often problems arise
with SiNx, such as surface damage (cf. Chapter 4) or parasitic shunting [Dau02a].
Here, we investigate the impact of surface damage on the performance of differently
designed PERL cells in dependence on the intensity of illumination. Surface damage
at the SiNx passivated rear side is only expected to have significant influence on
the I-V characteristics if recombination at the rear contributes considerably to the
overall recombination rate and thus, limits the cell efficiency. Analyzing the recom-
bination losses in different cell regions separately, enables us to identify those regions
of the cell which limit the cell efficiency. We also investigate the influence of surface
damage on the performance of a-Si:H passivated solar cells. Thereby, the goal is
to support the hypothesis made in Chapter 5 that surface damage has negligible
influence on the recombination properties of a-Si:H passivated substrates.
Part of the work presented in this chapter will appear in Energia Procedia (Pro-
ceedings of the 1st Silicon PV) [Ste11c].
1PERL: Passivated Emitter and Rear Locally-diffused
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Figure 7.1: Simulated cell designs. (a) The reference cell, (b) the LBSF cell, and (c)
the LBSF+selem cell. All simulation parameters are specified in Table 7.1.
7.1 Cell designs
We consider three cell designs. Figure 7.1(a) shows a standard screen-printed,
industrial-type solar cell fabricated on a 2.5 Ωcm boron-doped Czochralski (Cz)
grown silicon substrate at ISFH [Ste11c]. The textured front side of the cell is
diffused by a phosphorus emitter with a sheet resistance2 of Rsh ≈ 80 Ω/, and
passivated with SiNx. The fully metalized rear side of the cell contains an aluminum
alloyed Al–p+ back surface field (BSF). The LBSF cell (local BSF cell), displayed
in Fig. 7.1(b), constitutes a modification of the reference cell into a PERL cell. The
wafer is alloyed with aluminum atoms underneath the local rear contacts only, and
the remaining surface parts of the rear-side are passivated by SiNx. The LBSF+selem
cell (local back surface field and selective emitter cell) in Fig. 7.1(c) is an indus-
trial feasible improvement of the LBSF cell. Its rear side is the same as for the
LBSF cell, while the front side is optimized using a selective emitter. This emitter
is highly doped (Rsh ≈ 19 Ω/) only underneath the contacts to account for a low
contact resistance, while the remaining part of the emitter is rather lowly-doped
(Rsh ≈ 149 Ω/) to reduce surface recombination and Auger recombination losses.
Three different dopant species of the Cz-Si base are considered: boron (B-Cz-Si),
gallium (Ga-Cz-Si) and phosphorus (P-Cz-Si). Using gallium improves the charge
carrier lifetimes compared to boron-doped material [Glu01]. Further, Ga-Cz-Si does
not suffer from light-induced degradation as it is the case for B-Cz-Si [Glu01] (cf.
Sec. 7.2.1.1). When using P-Cz-Si, i.e. changing the substrate doping from p-type
to n-type, the dopant species of the BSF and the emitter are exchanged. This leads
to changes in the sheet resistances of the diffused layers, because the carrier mobil-
ities change [Kla92a]. In particular, for equal doping profiles, for p-type dopants a
higher Rsh is obtained than for n-type dopants, cf. Table 7.1.
All simulations parameters are summarized in Tables 7.1 and 7.2.
2The resistance R of a thin film of a length dx, a width dy and a uniform thickness dz, is given
by R = %/dz · dx/dy = Rshdx/dy. The sheet resistance Rsh denotes the specific resistance % per
thickness dz. It is usually given in units of “Ohms per square” (Ω/), i.e. for a sheet with dx = dy.
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Property Parameter / Model
unit cell 2089µm × 160µm
front contact width 70µm
rear contact width 130µm
substrate resistivity 2.5 Ωcm
reference cell LBSF cell LBSF+selem cell
substrate dopant
species
boron boron boron | gallium |phosphorus






Rsh,e [Ω/] 80 80 149 | 149 | 302
N0,e [cm
−3] 1.6× 1020 1.6× 1020 2.3× 1018
emitter contact diffu-
sion (ec)
— — implanted (simulated)
Rsh,ec [Ω/] — — 19 | 19 | 27
N0,ec [cm
−3] — — 9.6× 1020
BSF profile (BSF) measured measured measured
(Fig. 7.2(b)) (Fig. 7.2(b)) (Fig. 7.2(b))
Rsh,BSF [Ω/] 23 23 23 | 23 | 11
N0,BSF [cm
−3] 1.5× 1019 1.5× 1019 1.5× 1019
SRH lifetime parame-
ter τn [µs]
280 (non-degraded) 280 (non-degraded) 280 | 1000 | 3500
58 (degraded) 58 (degraded) 58 (degraded) |— |—
SRH lifetime parame-
ter τp [µs]
280 (non-degraded) 280 (non-degraded) 280 | 1000 | 3500
579 (degraded) 579 (degraded) 579 (degraded) |— |—
Sn,front [cm/s] 8× 106 8× 106 2.1×103 | 2.1×103 | 5.4×103
Sp,front [cm/s] 8× 105 8× 105 2.1×102 | 2.1×102 | 5.4×102
Qf,front, Qf,rear [q/cm
2] 2.21× 1012 2.21× 1012 2.21× 1012
Sn,rear, Sp,rear [cm/s] — 6.8× 103 6.8× 103
Table 7.1: Parameters used in the Sentaurus-Device solar-cell simulations. The
SRH lifetime parameter for the B-Cz-Si wafers in the degraded state is obtained
using Eq. (7.1) with [Oi] = 7× 1017 cm−3 and G = 2.17.
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7.2 Device simulations
In this section, we employ the software Sentaurus-Device to model the different
solar cells introduced in Fig. 7.1. For the device-simulations, we employ a variety of
models that has been developed specifically tailored to solar cell device simulations
during the last twenty-five years. These models are based on independent experi-
ments and thus, help to perform highly predictive simulations of entire cells without
having to adjust many free parameters.
In the Sentaurus-Device simulations presented here, we use the following
physical models: Intrinsic density and bandgap narrowing [Alt03], electron and hole
masses [Gre90], Auger recombination [Alt97], surface passivation [Alt02c, Alt06b],
mobility [Kla92a, Kla92b], and Fermi-Dirac statistics. All models and parameters
are listed in Table 7.2 (see also [Ohr11]).
In Sec. 7.2.1, we simulate the reference cell (cf. Fig. 7.1(a)). First, a model for the
SRH excess carrier lifetime in B-Cz-Si is introduced. Second, the measured doping
profiles used for the emitter and the BSF are discussed. Finally, the accuracy of the
simulation is demonstrated by reproducing the measured I-V curves. In Sec. 7.2.2,
we model the PERL cell structures, sketched in Figs. 7.1(b) and 7.1(c).
7.2.1 Reference cell
7.2.1.1 Light-induced degradation of boron-doped Cz-silicon
Boron is the standard dopant of p-Si Cz-Si used for PV applications. In this material,
the SRH excess carrier lifetime τSRH (Eqs. (2.35) and (2.40)) degrades under light-
exposure until a stable value is reached. This degradation is due to the formation
of boron oxygen (B–O) complexes [Bot05, Rei03, Sch99b], described by the SRH
recombination parameters (Eq. (2.35)) [Alt09, Bot05]:









τp = 10 τn (7.2)
Ed = Ec − 0.41 eV, (7.3)
where [Bs] = NA is the substitutional boron density, and [Oi] is the interstitial oxy-
gen density. The latter depends on the Cz-process and the position of the wafer in
the ingot and takes values between 1017–1018 cm−3 [Bot05, Lim10]. G denotes a di-
mensionless improvement factor for τSRH and is typically in the range 2 – 3.5 [Bot05].
It depends on the density of oxygen dimers and on the boron-oxygen complex den-
sity [Bs], which can be reduced e.g. during a phosphorus diffusion. The asymmetric
ratio of τp/τn = 10 results in an injection-dependent SRH excess carrier lifetime τSRH.
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Property Parameter / Model
Device simulation
Equations numerically solved Semiconductor drift-diffusion equations Eq. (2.5)
Temperature 298.15 K
Free carrier statistics Fermi-Dirac
Intrinsic carrier density ni = 9.65× 109 cm−3 [Alt03]
Obtained with setting Eg to a lower value
in [Gre90]
Bandgap narrowing model Ref. [Sch98b]
Free carrier mobility Klaassen’s unified mobility model [Kla92a,
Kla92b]
Radiative recombination B = 4.73× 10−15 cm3/s [Tru03]
its doping and injection-dependence Refs. [Alt05a] and [Alt06a]
Auger recombination Ref. [Dzi77]
its temperature dependence Ref. [Alt97]
Ci = (Ai +Bi · (T/T0) +Di · (T/T0)2)
×(1 +Hi exp (−(n, p)/N0,i)), with i = n, p
An = 2.8×10−31 cm6/s, Ap = 7.91×10−32 cm6/s,
Bn = 0, Bp = −1.239× 10−32 cm6/s,
Dn = 0, Dp = 3.231× 10−32 cm6/s,
Hn = 8, Hp = 8,
N0,n = 2.5× 1017 cm−3, N0,p = 2.5× 1017 cm−3,
T0 = 300 K
SRH bulk recombination degraded state: B-Cz-Si: Refs. [Bot05, Rei03,
Sch99b]
non-degraded state: τn = τp, Ed = Ei
SRH surface recombination phosphorus-diffused surfaces: Ref. [Alt02c]
boron-diffused surfaces: Ref. [Alt06b]
Lifetime degradation in Al–p+ Ref. [Alt09] with f = 0.007
Surface damage Refs. [Ste10a, Ste10b, Ste10c] (Chapter 4)
Recombination at the a-Si:H/c-Si inter-
face
SRH model of Refs. [Ste10d, Ste11b] (Chapter 5)
Optical simulation
Solar spectrum Standard AM1.5g
Optical dispersion relations silicon from Ref. [Gre08], Al from Ref. [Shi80],
SiNx measured at ISFH
Table 7.2: Device simulation models and parameters, developed specifically for the
simulation of Si solar cells [Ohr11].
According to SRH theory (Eq. (2.35)), τSRH is limited by τn in low-injection and
by τn + τp in high-injection. This causes τSRH to increase by a factor of 11 when go-
ing from low- to high-injection conditions. In Sec. 7.2.1.3, we will adjust the values
for [Oi] and G to reproduce the measured I-V characteristics of the reference cell
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 of the Cz-base
Figure 7.2: (a) ECV measurement (symbols) [Gat11c] and simulation (line) of the
phosphorus emitter profile. The sheet resistivity is Rsh ≈ 80 Ω/ (b) ECV measure-
ment of the aluminum alloyed Al–p+ BSF with Rsh ≈ 23 Ω/. The dashed lines show
the profile extrapolated to higher depths, which is used in the simulations.
with device-simulations.
7.2.1.2 Doping profiles
In the following, we will introduce the doping profiles used for the formation of the
emitter and the BSF of the reference cell. Both profiles were measured using the
electrochemical capacitance-voltage (ECV) technique, and are shown in Fig. 7.2.
We characterize the electronic quality of these highly doped layers via the satura-
tion current density j0,i, where the index i = e, BSF stands for the emitter and
the BSF, respectively. The j0,i values are obtained from Sentaurus-Device sim-
ulations of test-structures under steady-state open-circuit conditions according to






where ze is a position in the quasi-neutral region of the base near the junction
and jp is the hole current across the junction. As long as the recombination inside
the emitter layer is not too high, the value of j0,e sensitively depends on the sur-
face recombination velocity parameters at the strongly doped silicon surface. For
the measured profile in Fig. 7.2(a), we use the parametrization of Ref. [Alt02c] to
adjust the surface recombination velocity parameters Sn and Sp in dependence on
the phosphorus concentration at the interface. The continuous line in Fig. 7.2(a)




The BSF is formed by alloying the silicon at the rear side of the cell with alu-
minum. The resulting highly Al-doped layer is referred to as the Al–p+ BSF.
Its measured saturation current densities j0,BSF are typically between 600 fA/cm
2
and 900 fA/cm2 [Alt09]. The simulated BSF saturation current density j0,BSF is de-





where zBSF is a position in the quasi-neutral region of the base near the junction
and jn is the electron current across the junction. Applying Eq. (7.5) to the sim-
ulation results of a symmetric test structure with the profile shown in Fig. 7.2(b)
on both sides, yields j0,BSF values which are much lower than the measured ones.
The measured j0,BSF values can be explained by a degraded SRH excess carrier life-
time τSRH in the bulk-region of the Al-doping, which may be due to the formation
of Al–O complexes [Sch09]. In Ref. [Sch09], a parametrization was developed to
describe lifetime measurements in Al-doped bulk material with dopant densities in
the range NA = 1× 1015 – 2× 1016 cm−3, for which extremely low τSRH values were
reported. In particular, a dependence of τSRH on the aluminum acceptor density NA
was observed. Extrapolation of the parametrization in Ref. [Sch09] to higher acceptor
densities NA yields far too low τSRH values to explain the typically measured j0,BSF
values of Al-alloyed BSFs. Thus, we introduced a correction factor f < 1 for the













In the simulations, we adjust f to obtain satisfactory agreement of the simulated and
measured j0,BSF values (cf. Sec. 7.2.1.3). The reason for f < 1 in Al–p
+ layers can be
explained as follows. Wafer doping with Al atoms in the melt is an equilibrium pro-
cess. The Al-BSF formation, in contrast, is achieved during a short high-temperature
step (firing step) at T ≈ 900 ◦C for only a few seconds [e.g. Alt09, Gat11c]. It may
be assumed that this formation process is a non-equilibrium process, and hence,
the formation rate of Al–O complexes may be reduced compared to the equilibrium
process.
Note that a very recent approach [Ru¨d11, to be published] suggests incomplete ion-
ization in combination with a reduced SRH lifetime as an explanation of the satura-
tion current densities in Al-alloyed Cz-Si. We acknowledge that this model provides
probably a better approximation to measurements than the model in Eq. (7.6).
However, as we do not vary the BSF during our simulations, using solely Eq. (7.6)
describes j0,BSF sufficiently well in our simulations.
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Figure 7.3: I-V character-
istics of the reference cell
in Fig. 7.1(a) with the param-
eters given in Table 7.1. The
measured (symbols) and sim-
ulated (lines) I-V characteris-
tics are shifted by −jsc to pos-
itive current values. The de-
graded state is indicated with
red squares and a continuous
line, and for the degraded state
green circles and a dashed line
are used. The simulation pa-
rameters are listed in Tables 7.1
and 7.2.
7.2.1.3 Reproduction of the measured I-V characteristics
We reproduce the measured I-V characteristics of the reference cell by means of
Sentaurus-Device simulations. The I-V curve of a solar cell is typically charac-
terized by the values of the short-circuit current-density jsc, the open-circuit volt-
age Voc, the fill factor FF, and the cell efficiency η under 1 sun illumination (cf.
Sec. 2.4).3 These I-V parameters are listed in Table 7.3 for the measured and sim-
ulated I-V curves before and after light-degradation,4 shown in Fig. 7.3. Excellent
agreement between the measured and simulated I-V parameters is found.
All cell specific simulation parameters are listed in Table 7.1. The general model
parameters are summarized in Table 7.2. For most quantities, parametrized models
(see Table 7.2) or measurements exist. Two quantities remain undetermined and
need to be adapted in the simulation in order to obtain satisfactory agreement with
the measurements: τn in the base in the degraded state with the parametrization
in Eq. (7.1), and τn in the BSF with the parametrization in Eq. (7.6).
The degraded I-V curves are reproduced best with τn = 58µs which can be ob-
tained by using [Oi] = 7× 1017 cm−3 and G = 2.17 in Eq. (7.1) (cf. Table 7.1)
in agreement with literature values [Bot05, Lim10]. For the non-degraded base,
we choose τn = τp = 280µs according to measurements. The degraded lifetime
in the Al–p+ BSF is adjusted by fits to the I-V curve. We obtain best agree-
ment between measurement and simulation for f = 0.007 in Eq. (7.6), result-
ing in j0,BSF = 580 fA/cm
2. The emitter saturation current density j0,e for the
31 sun corresponds to the illumination of an AM1.5G spectrum with an intensity of
100 mW/cm2.
4The degraded cells were illuminated for 24 hours with a halogen lamp.
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cell-type and materials jsc Voc jmpp Vmpp η FF
[mA/cm2] [mV] [mA/cm2] [mV] [%] [%]
reference∗ B-Cz-Si, non-deg. 37.3 633.0 34.9 536.3 18.7 79.4
reference B-Cz-Si, non-deg 37.1 633.0 35.1 534.1 18.7 79.7
reference∗ B-Cz-Si, deg. 37.1 628.8 34.9 527.1 18.3 78.8
reference B-Cz-Si, deg. 37.0 628.9 34.6 526.9 18.3 78.5
LBSF B-Cz-Si, sim., non-
deg.
38.2 654.8 35.6 529.9 18.9 75.3
LBSF B-Cz-Si, sim., deg. 37.9 647.8 35.0 510.0 17.8 72.5
LBSF+selem B-Cz-Si, non-deg. 38.6 677.2 36.1 555.8 20.1 76.8
LBSF+selem B-Cz-Si, deg. 38.3 669.7 35.4 524.8 18.6 72.4
LBSF+selem Ga-Cz-Si 38.7 688.1 36.4 571.5 20.8 78.3
LBSF+selem P-Cz-Si 38.5 676.8 36.0 558.4 20.1 77.0
LBSF+selem Ga-Cz-Si, a-Si:H(i)
pass., as deposited
38.6 691.0 36.2 569.1 20.6 77.3
LBSF+selem Ga-Cz-Si, a-Si:H(i)
pass., after 15 month
of light-exposure
38.6 671.4 36.4 549.4 20.0 77.3
Table 7.3: Simulated and measured (∗) I-V parameters for the investigated cell
designs without an SDR at an illumination intensity of 1 sun illumination.
phosphorus-diffusion profile in Fig. 7.2(a) is obtained by applying Eq. (7.4) to the
simulation results, using Sn and Sp according to Ref. [Alt02c] and band-gap narrow-
ing according to Ref. [Alt03]. We obtain j0,e = 180 fA/cm
2 which is in reasonable
agreement with measured values around j0,e ≈ 200 fA/cm2.
Note that these adjusted parameters have been confirmed by reproducing additional
cells with locally contacted rear side in Ref. [Ste11c].
7.2.2 PERL cells
This section deals with the PERL cell designs shown in Figs. 7.1(b) and 7.1(c). We
introduce the parameters and models used for the LBSF+selem cell. The LBSF cell
is modeled with the same parameters as the reference cell in Sec. 7.2.1. Finally, the
simulated cell results are presented and discussed.
7.2.2.1 Excess carrier lifetimes for different substrate dopant species
For the LBSF+selem cell in Fig. 7.1(c) we use three different dopant species of the
Cz-Si base: boron, gallium and phosphorus. In Sec. 7.2.1.1, the degradation of the
SRH excess carrier lifetime in B-Cz-Si after light-exposure was discussed. The cor-
responding injection-dependent τeff values (according to Eq. (2.41)) are displayed
in Fig. 7.4. The strong reduction of τeff in the degraded state at low excess carrier
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Figure 7.4: Simulated injec-
tion dependent effective excess
carrier lifetimes for Cz-Si doped
with either boron, gallium or
phosphorus, cf. Table 7.1. For
B-Cz-Si, also the lifetime af-
ter light-induced degradation is
shown.
densities ∆n is clearly visible. Figure 7.4 also shows the simulated τeff(∆n) charac-
teristics of Ga-Cz-Si and P-Cz-Si. Although Ga-Cz-Si contains a high concentration
of interstitial oxygen [Oi], this material has much higher and stable τSRH values close
to 1 ms for similar substrate resistivities than its boron-doped counterpart. This is
explained by the fact that in Ga-Cz-Si, oxygen does not form significantly recom-
bination active defects in contrast to the B–O complex formed in B-Cz-Si [Glu99b,
Glu01]. This also explains why no significant degradation of τSRH in Ga-Cz-Si is
observed. We further consider a P-Cz-Si base, for which high and stable lifetimes
around 3.5 ms have been reported [Sch07a] in agreement with Fig. 7.4.
7.2.2.2 Selective emitter
For the selective emitter of the LBSF+selem cell, we use implanted profiles which
were modeled with Sentaurus-Process [SP], as described in Ref. [Ohr11]. In
particular, ion energies of 40 keV and a dose of 5× 1014 cm−2 were used for the
emitter underneath the non-contacted area, and 10 keV with a dose of 2× 1016 cm−2
were employed for the emitter underneath the contacts. The resulting j0,e values,
obtained from Eq. (7.4) with Sn and Sp according to Ref. [Alt02c] and band-gap
narrowing [Alt03], are 13 fA/cm2 and 80 fA/cm2 for the non-contacted emitter and
the contacted emitter, respectively. These very low j0,e values are used to make the
influence of surface damage visible (see Sec. 7.4 below).
7.2.2.3 Cell results
The simulated I-V parameters of the LBSF cell and the LBSF+selem cells (cf.
Figs. 7.1(b) and 7.1(c)) are listed in Table 7.3. For all cell designs containing an
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LBSF (PERL cells), we observe an improvement in both Voc and jsc compared to the
reference cell. Further, Voc and jsc of the LBSF+selem cells are enhanced compared
to the LBSF cells. Voc reaches the highest value for a Ga-Cz-Si base, whereas it is
similar for B-Cz-Si and P-Cz-Si. However, the fill factor FF for the PERL cells is
reduced compared to the reference cell. This effect is strongest for the LBSF cell in
the degraded state.
In order to understand the behavior of the I-V characteristics, we perform a loss
analysis in the following Section 7.3.
7.3 Loss analysis
The aim of this chapter was to investigate the influence of surface damage on the
performance of various cell designs. Before being able to understand the effects of an
SDR on the I-V characteristics, it is helpful to understand the behavior of the cells
under investigation without an SDR. Therefore, we perform a loss analysis of the
I-V curves in the following. In this loss analysis, we carefully separate the resistive
losses from the recombination losses. However, as both these losses influence the
I-V curve, separating them is not a trivial task.
In the following, we begin with the discussion of the reference cell.
7.3.1 Resistive losses
From the I-V curves, the lumped series resistance Rs(V ) is commonly extracted as
a function of voltage V in two different ways: either by comparing the I-V curve at
1 sun illumination with the jsc-Voc curve [Wol63],
5 or by comparing two I-V curves,
illuminated at slightly different light intensities, called the double-light-level (dll)
method [Alt96, Han67, Wol63]. These methods are applied to the I-V measurements
of the reference cell, as shown in Fig. 7.5. We focus in the following on the behavior
of the lumped series resistance Rs between the maximum-power-point voltage Vmpp
and Voc because for these voltages the influence of Rs on the I-V parameters is
most significant. In this voltage range, the jsc-Voc method and the dll method yield
equal Rs values for the non-degraded cell (cf. Fig. 7.5(a)). However, in the degraded
state (Fig. 7.5(b)), the value of Rs at Vmpp, extracted using the jsc-Voc method is
significantly lower than the value obtained from the dll method. In the following, we
explain why the jsc-Voc method underestimates the lumped series resistance Rs in the
degraded state. The jsc-Voc curve is recorded by ramping the light intensity. Then,
the series resistance is obtained by comparing the jsc-Voc curve, shifted by jsc of the
I-V curve, at 1 sun illumination with the I-V curve at 1 sun illumination at equal
5The jsc-Voc curve is obtained by plotting jsc versus Voc, measured at different light intensities.
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Figure 7.5: The lumped series resistance of the reference cell extracted from the
I-V curve at 1 sun illumination using the double-light-level method (blue squares)
and the jsc-Voc method (green circles). The blue and green lines are fits to the mea-
surements, and the red line shows the internal series resistance Rs,i extracted from the
simulation. The contributions of the internal series resistance Rs,i are highlighted in
dark-gray, and the external series resistance losses Rs,e are highlighted in light-gray.
The case for the non-degraded B-Cz-Si base is plotted in (a), and for the degraded
state in (b).
values of the current densities. For voltages below Voc, the light intensity at which
these currents are extracted is lower for the jsc-Voc curve than for the I-V curve
at 1 sun illumination. Thereby, the difference in the light intensities increases with
decreasing voltage. Because the effective charge carrier lifetime τeff in degraded B-Cz-
Si decreases with decreasing light intensity (cf. Fig. 7.4), the value of Rs obtained
by comparing the jsc-Voc curve with the I-V curve underestimates the real series
resistance. These observations indicate that in general, care must be taken when
applying the jsc-Voc method whenever injection-dependent effects are present.
We extract the internal series resistance Rs,i, which is determined by the contribu-
tions of the silicon substrate to the lumped series resistance Rs, from the simulations
using the dll method. Therefore, simulations are performed in which the external
series resistance losses Rs,e, i.e. series resistance losses in the metalization and at the
contacts, are neglected. The obtained Rs,e-free I-V curves are compared to measure-
ments by correcting the simulated voltage Vsim via:
Vcorr = Vsim +Rs,e(Vsim)j(Vsim). (7.7)
The external and the internal contributions to the lumped series resistance,
Rs,e and Rs,i, respectively, are shown in Fig. 7.5. While Rs,i is rather independent
of the applied voltage V , Rs,e increases towards lower voltages. This increase is due
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to changes in the voltage profiles in the metal fingers which are influenced by the
voltage applied at the contacts.
Note that for cells with locally contacted rear (e.g. Figs. 7.1(b) and 7.1(c)) both Rs,i
and Rs,e increase [Ste11c]. Rs,i is enhanced due to current losses in the substrate,
because the (lateral) path length for the charge carriers to the contact increases.
Lower substrate resistivities may reduce this problem. Rs,e is enhanced due to losses
in the metalization at the rear and higher contact resistivities, due to experimental
difficulties with the contact formation [Gat11b]. For the LBSF+selem cell we expect
a reduced external series resistance Rs,e compared to the LBSF cell due to an im-
proved contact resistance at the emitter fingers which is caused by the highly doped
emitter underneath the contacts.
7.3.2 Recombination losses
We express the series-resistance-free recombination losses as current densities qR(V ),
as shown for the reference cell in Fig. 7.6(b), where R is the recombination rate in
the whole cell or in local regions. Three main features become apparent: (i) In
the non-degraded case, the emitter losses and the losses at the rear side dominate
the overall losses between Vmpp and Voc, whereas the contributions of the base are
comparably low. (ii) In the degraded case, the SRH losses in the Cz-base material
contribute to a similar amount to the recombination currents as the emitter and the
rear side. (iii) The SRH losses in the degraded Cz-Si base increase sub-exponentially
between Vmpp and Voc. The reason for (iii) is that the excess carrier lifetime in
B-Cz-Si strongly increases with higher injection levels [Bot05, Rei03, Sch99b], i.e.
toward higher voltages (cf. Fig. 7.4). Note that improving both the emitter and
the rear side to an extent that the losses in the base dominate the overall losses,
leads to a bent I-V curve and, accordingly, to a reduced fill factor FF. We found
in further simulations (not presented) that this saturation effect increases with the
wafer resistivity, and hampers efforts to reach efficiency levels significantly higher
than about 19.4 % after degradation for standard Cz-material if no further design
optimization is applied.
The characteristic I-V parameters obtained from the simulation of the different cell
designs (cf. Sec. 7.1) are summarized in Table 7.3. Here, we explain the observation
made in Sec. 7.2.2.3 regarding the influence of the cell design on the I-V parame-
ters by analyzing both resistive losses and recombination losses. Figure 7.7 shows
the recombination currents of the PERL cells, separated into the different device
regions. Changing the rear side geometry from fully metalized (reference cell, cf.
Fig. 7.6) to locally contacted and rear-side passivated (LBSF cell), strongly reduces
the recombination currents at the rear side (cf. Fig. 7.7(a)), which leads to an im-
proved open-circuit voltage Voc. In addition, the enhanced reflectivity of light at the
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Figure 7.6: Simulated recom-
bination currents, separated in
the different device regions, of
the non-degraded reference cell
in Fig. 7.1(a) with the simu-
lation parameters given in Ta-
ble 7.1. The loss-currents of the
same cell with the base in the
degraded state are plotted in
addition by dashed lines.
dielectric at the rear side, results in an enhanced short-circuit-current density jsc.
However, the fill factor FF of the LBSF cell is reduced compared to that of the
reference cell. This effect originates mainly from two contributions. First, the en-
hanced resistive losses (cf. Sec. 7.3.1) cause the fill factor to decrease. Second, for the
degraded cell, the recombination current in the base contributes significantly to the
total losses. This reduces the fill factor further due to the saturation behavior of the
recombination currents in the Cz-base. Due to this small fill factor, only a moderate
improvement in the cell efficiency η is achieved in the non-degraded state of the
LBSF cell. In the degraded state, the cell efficiency η is even reduced compared to
the reference cell.
For the LBSF+selem cells with a p-Si base (B-Cz-Si and Ga-Cz-Si), the emitter loss
currents, displayed in Figs. 7.7(b)–7.7(c), are reduced compared to the LBSF cell.
This causes both Voc and jsc to improve. The enhanced jsc and Voc are mainly due
to the reduced Auger losses in the emitter. In addition, Voc is increased due to the
reduced surface recombination velocity resulting from the lower surface dopant den-
sity [Alt02c]. In case of B-Cz-Si, shown in Fig. 7.7(b), the base dominates the overall
recombination losses. Using Ga-Cz-Si with τn = τp = 1 ms as the wafer material, re-
duces the recombination contribution from the base, as displayed in Fig. 7.7(c).
Consequently, the contributions of all three device regions (emitter, rear and base)
contribute to a similar amount to the losses between Vmpp and Voc. As a consequence,
Voc is increased. For the n-Si base (P-Cz-Si), displayed in Fig. 7.7(d), Voc takes val-
ues similar to that of the non-degraded B-Cz-Si cell, even though τn = τp = 3.5 ms
is improved by more than an order of magnitude compared to the B-Cz-Si base with
τn = τp = 280µs. These comparably low Voc values result from the enhanced recom-
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Figure 7.7: Simulated recombination currents of (a) the LBSF cell and (b)–(c) the
LBSF+selem cell with (b) a boron-doped base (B-Cz-Si), (c) a gallium-doped base
(Ga-Cz-Si), and (d) a phosphorus-doped base (P-Cz-Si). The vertical dashed lines
correspond to the values of Vmpp and Voc of the non-degraded cells. All parameters
are chosen according to Table 7.1.
emitter profile, a strongly improved Voc is expected for P-Cz-Si.
The increase in the fill factor for the LBSF+selem cells compared to the LBSF cell
is due to the improved front-contact series resistance at the highly doped emitter,
the reduced Auger losses in the emitter and the reduced surface recombination at
the emitter surface.
We also investigate a variant of the LBSF+selem cell using a-Si:H(i) instead of SiNx
for the rear side passivation. Therefore, we implement the approximate SRH model
for recombination via amphoteric defects at the a-Si:H/c-Si interface (cf. Chap-
ter 5) in the device-modeling tool Sentaurus-Device. This model is applied to
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an LBSF+selem cell with a Ga-doped base and an a-Si:H(i) passivated rear. The
parameters are chosen according to the parameters used in Sec. 5.2.4.3 to repro-
duce the measured Seff values of the non-degraded a-Si:H(i)/c-Si(p) interface. For
the DB density at the interface, Gaussian distributions (Eq. (5.3b)) are chosen and
the volume DOS in a-Si:H is modeled with the extended DPM of Ref. [Pow93] (cf.
Sec. 5.1.1).
For the case of a-Si:H passivation, the loss currents at the rear depend on the time
of light-exposure of the a-Si:H layers, because the passivation quality reduces due
to the Staebler-Wronski [Pla08, Sta77, Stu85, Stu86] effect, treated in Sec. 5.2.4.3.
This has impact on the performance of a-Si:H passivated cells. For the as-deposited
state of a-Si:H(i), the recombination at the rear side is low and the simulated Voc
is enhanced by 3 mV compared to a cell passivated with SiNx. However, the fill
factor FF and the cell efficiency η are slightly lower than the values obtained
for SiNx. This can be explained by the injection dependent trapped charges at
the a-Si:H/c-Si interface. After 15 month of light-exposure, the effective surface
recombination velocity Seff at the a-Si:H(i)/c-Si interface is strongly increased, as
shown in Fig. 5.12(a) of Chapter 5. This leads to a reduction in Voc by 20 mV,
causing the cell efficiency to reduce by 0.6 % in total, cf. Table 7.3.
In summary, we have identified the major loss mechanisms in the different PERL
cell designs, introduced in Sec. 7.1. Due to the improved rear side, these cells yield
both higher Voc and higher jsc values compared to the fully metalized reference cell.
When using a selective emitter, we found that the base of B-Cz-Si dominates the to-
tal recombination losses. To reach efficiencies larger than 20.1 % in the non-degraded
state (18.6 % in the degraded state), the base material needs to be improved. Using,
for example, a gallium-doped substrate may increase the efficiency up to approx-
imately 20.8 %. We further identified the series resistance losses as a major loss
mechanism which has impact on the fill factor of the PERL cells. Increasing the
substrate resistivity and improving the metalization at the rear side may help to
reach higher fill factors, and thereby, higher conversion efficiencies.
In addition, we implemented the approximate SRH model for amphoteric defect re-
combination into Sentaurus-Device. Thereby, we could show that the Staebler-
Wronski effect strongly reduces the Voc and therewith the cell efficiency of a-Si:H pas-
sivated solar cells. After 15 month of light exposure, the simulated cell efficiency of
a Ga-Cz-Si LBSF+selem cell decreases from 20.6 % to 20.0 %.
Having identified the main loss mechanisms of the PERL cells, allows us to make
predictions regarding the influence of an SDR at the rear side of the cells on the cell
performance. The strongest influence of the SDR may be expected for the Ga-Cz-
Si LBSF+selem cell, because the contribution of the loss currents at the rear side
relative to the total recombination current is highest for this cell design. We further
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rear of the simulated recombination currents with
and without surface damage at the rear side of two LBSF+selem cells. The cells
are made on (a) a Ga-Cz-Si and (b) a P-Cz-Si substrate, and the recombination
currents are extracted at the Vmpp of the cells without an SDR.
6 Red columns
correspond to an SDR with τsurf,n = 0.15µs, and green columns represent an SDR





rear , i.e. where the SDR has no influence. All parameters are
chosen according to Table 7.1.
expect a rather negligible influence of the SDR for B-Cz-Si cells in the degraded
state, because here the base dominates strongly. The influence of surface damage on
the I-V parameters at different light intensities will be treated quantitatively in the
following Section 7.4.
7.4 Influence of surface damage on cell perfor-
mance
By standard, solar cells are characterized at 1 sun illumination. However, at typi-
cal outdoor operation conditions, the light intensity is often weaker than the stan-
dard. Here, we investigate the influence of surface damage on the cell performance
at reduced illumination levels by means of device-simulations. Therefore, we use
the parameters obtained from fitting the SiNx samples of Ref. [Ker02b], cf. Ta-
ble 4.1 in Chapter 4. Thereby, degraded SRH lifetime parameters at the interface
of τsurf,n = 0.15µs and τsurf,n/τsurf,p = 4× 10−3 were obtained. Here, we consider
both τsurf,n = 0.15µs and a tenfold improved lifetime parameter of τsurf,n = 1.5µs.
The ratio τsurf,n/τsurf,p = 4× 10−3 is chosen the same for both τsurf,n values.
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In Fig. 7.8, the influence of the SDR on the simulated recombination currents
at the rear side, extracted at Vmpp,
6 is compared for two LBSF+selem cells,
made on a Ga-Cz-Si and a P-Cz-Si substrate, respectively. This influence is




rear of the recombination currents with and
without SDR at the rear side of the cells. At 1 sun illumination, the surface
damage does not significantly contribute to the recombination current, because at
the MPP there is ∆n > 3× 1014 cm−3. At this injection density, the differences
between the Seff curves with and without SDR are small (cf. Fig. 4.5 in Sec. 4.1).
Already at 0.1 sun illumination, the excess carrier density ∆n at the MPP is well
below 1013 cm−3. For such low ∆n, surface damage underneath the SiNx rear side
passivation influences Seff of the rear side of p-Si wafers significantly, as discussed
in Chapter 4 (see Fig. 4.5). Thus, a significantly increased recombination current
is observed for p-Si cells with surface damage (τsurf,n = 0.15µs) when going to low
illumination intensities, as shown in Fig. 7.8(a). In contrast, a negligible influence
of surface damage and, in particular, no injection dependence is observed for
n-Si wafers in Fig. 7.8(b). This behavior is expected, since no injection dependence
of Seff is observed for n-Si in Fig. 4.5 in Sec. 4.1. In addition, it is apparent from
the green bars for τsurf,n = 1.5µs in Fig. 7.8, that an improvement of the lifetime
by a factor of mere ten (corresponding to a tenfold reduced defect density at the
interface), reduces the influence of the SDR to an extent that it becomes negligible.
The SDR has only major influence on the performance of PERL cells if the rear side
contributes significantly to the overall recombination rate. The injection-dependent
influence of the SDR on the characteristic I-V parameters (η, FF, Voc, jsc) for
τsurf,n = 0.15µs is compared for the examples of Fig. 7.7 in the left column of Fig. 7.9.
For the LBSF cell – in particular in the degraded state – the losses in the emitter
and the base clearly dominate the recombination losses at the rear (cf. Fig. 7.7(a)).
The rear side gains of influence when improving the emitter (cf. Fig. 7.7(b)) or,
additionally, the SRH lifetime in the wafer material (cf. Fig. 7.7(c)). Thus, for the
p-Si substrates investigated in Fig. 7.7, the strongest influence of an SDR on the cell
efficiency is observed for the LBSF+selem cell made on a Ga-Cz-Si wafer, as dis-
played in Fig. 7.9(a). The relative losses in efficiency η are 2.5 % at 0.1 sun and 9.7 %
at 0.001 sun. Among the p-Si substrates, the SDR has the smallest impact on the
LBSF cell in the degraded state with relative efficiency losses of 0.8 % at 0.1 sun
and 2.6 % at 0.001 sun, cf. Fig. 7.9(a). As expected from Fig. 7.8, no significant
injection dependence is observed for P-Cz-Si substrates, and the relative loss in η
compared to the case without SDR is only 0.35 % for τsurf,n = 0.15µs. We remark
that the efficiency losses are mainly due to the reduced Voc caused by the enhanced
recombination at the rear side, cf. Fig. 7.9(g). The short circuit current density jsc
6The Vmpp of the cell without SDR is taken as the reference voltage.
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Figure 7.9: Simulated influence of the SDR on (a),(b) η, (c),(d) FF, (e),(f) jsc and
(g),(h) Voc relative to the case without SDR for different cell designs (see text and
legend) in dependence on the illumination level. Two values of τsurf,n in Eq. (4.6) are
used: τsurf,n = 0.15µs (left column) and τsurf,n = 1.5µs (right column). The remaining
parameters are chosen according to Table 7.1.
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is affected only marginally by the SDR, as displayed in Fig. 7.9(e).
By simulations with an improved lifetime at the interface τsurf,n = 1.5µs, we can
confirm the predictions that improving the lifetime at the interface by a factor
of 10, reduces the influence of the SDR to an extent that it becomes negligible, as
shown in the right column of Fig. 7.9. For all investigated cell-designs, the relative
losses in efficiency remain below 1.5 % down to illumination intensities of 0.001 sun.
In Sec. 4.2 it was observed that the influence of surface damage increases with
decreasing light intensity and increasing substrate resistivity. This was confirmed
by device simulations (not presented). While an improvement of τsurf,n by a factor
of 10 is sufficient to considerably reduce Seff for the 2.5 Ωcm substrate used in the
simulations presented here, the same improvement of τsurf,n is not enough to reduce
recombination in the SDR in a 10 Ωcm substrate. Hence, care must be taken when
using SiNx passivation layers for lowly doped (i.e. highly resistive) substrates.
Finally, we investigate the influence of the SDR on an as-deposited a-Si:H pas-
sivated LBSF+selem cell with a Ga-Cz-Si base. Arguing as in Sec. 5.3, we use
a damage depth of zdeg = 0.055µm in Eq. (4.6). The simulations are made for
a Ga-Cz-Si substrate to construct a “worst case scenario”. The influence of a
possible damage underneath the a-Si:H layer on cell efficiency is shown in Fig. 7.9
along the other curves. The efficiency losses remain for all illumination intensities
below 1.5 %, indicating that surface damage is indeed negligible in case of a-Si:H
and thus, can be neglected in device simulations. This was explained in Chap-
ter 5 as a consequence of the low interface charge density at the a-Si:H/c-Si interface.
To conclude, by means of device simulations, we were able to support the predictions
made in Chapters 4 and 5. We showed that the influence of surface damage on the
I-V parameters (jsc, Voc,FF and η) is the more significant the stronger the contri-
bution of the rear side to the total recombination losses. In particular, we found that
the influence of an SDR is strongest for an LBSF+selem cell with a Ga-Cz-Si base.
The simulations showed further that the influence of surface damage is negligible
in case of n-Si substrates which was explained in Chapter 4 by the accumulation
conditions close to the surface. Also, for a-Si:H(i) passivated substrates, the simula-
tions reveal no significant influence of the surface damage on the I-V parameters,
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Figure 7.10: Simulated electron current flows between the p-type contact and the
inversion region underneath the SiNx passivation layer in p-Si. (a) PERL cell from
Ref. [Abe95a]; the wafer resistivity is % = 1.5 Ωcm and the BSF modeled using a
Gaussian function with Nsurf = 5× 1019 cm−3 and a depth of 5µm. (b) LBSF cell; the
wafer resistivity is % = 2.5 Ωcm and the measured Al-alloyed BSF shown in Fig. 7.2(b)
with Nsurf = 1.5× 1019 cm−3 and a depth of 10µm is used. The parameters at the
SiNx/c-Si parameters are chosen according to Table 7.1. Note that the electric current
density is plotted, so the electrons flow in the direction opposite to the arrows.
7.5 Parasitic shunting
Dauwe et al. [Dau02a] observed parasitic shunting on 1.5 Ωcm p-Si, passivated with
SiNx. The authors suggest the incorporation of a local BSF as in the LBSF cell or
the LBSF+selem cell to repel the electrons from flowing to the p-type contact and
thus, to avoid parasitic shunting. To exclude the influence of parasitic shunting in the
simulated cell designs, we observed the simulated electron current flowing between
the p-type contact and the inverted region underneath the SiNx passivation layer
at short circuit conditions, displayed in Fig. 7.10. It is shown that whether or not a
coupling between the contact and the inversion layer is observed, strongly depends
on the cell design. Whereas in the PERL cell from Ref. [Abe95a] in Fig. 7.10(a),
electrons flow from the inversion layer into the contact, no such parasitic shunting
is observed for the LBSF cell in Fig. 7.10(b). In general, we found that both wafer
resistivity and the BSF profile influence the occurrence of parasitic shunting. Two
issues are important to prevent this shunting. First, a deep BSF, optimally having an
extended plateau of a high dopant density as in Fig. 7.2(b), and second, a relatively
high wafer resistivity. To conclude, we can exclude parasitic shunting for the LBSF
cell and the LBSF+selem cell (cf. Fig. 7.1) which were subject to investigation in
the simulations in this chapter.
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7.6 Conclusion
By means of Sentaurus-Device [SD] simulations, we demonstrated the influence
of surface damage on the performance of different industrial feasible PERL solar
cells, passivated with SiNx or a-Si:H layers.
The simulated cells were designed as a modification of a standard screen-printed,
industrial-type solar cell (reference cell) into PERL cells. Therefore, we reproduced
the measured I-V characteristics of the reference cell very accurately. All cell designs
were investigated by means of a loss analysis, where we distinguished between series
resistance and recombination losses. From this loss analysis, predictions regarding
the influence of a surface-damage region (SDR) region underneath the passivation
layer on the cell performance, were made. These predictions were confirmed by means
of device simulations by implementing the SDR model into Sentaurus-Device. It
could be shown that the cell efficiency at low illumination levels is strongly affected
by surface damage if (i) the recombination rate at the rear side contributes signifi-
cantly to the total recombination rate, (ii) the substrate is p-type, and (iii) a high
density of fixed charges are present at the interface. As a consequence, we found
that for a 2.5 Ωcm Ga-doped Cz-Si solar cell with selective emitter at the front, the
relative reduction in cell efficiency is 2.5 % for an illumination intensity of 0.1 sun
compared to the case without surface damage. For very low illumination intensities
of 0.001 sun, the relative efficiency losses increase to 9.7 %. Our simulations predict,
that a reduction of the defect density at the interface by a factor of ten reduces the
influence of the SDR to an extent that for all investigated cell-designs, the relative
losses in efficiency remain below 1.5 % down to illumination intensities of 0.001 sun.
Similarly, it could be shown that the influence of an SDR at a-Si:H/c-Si interfaces
as well as for SiNx passivated n-Si substrates, is negligible. The relative losses in η
at 0.1 sun are 0.84 % and 0.34 %, respectively. We found further, that the enhanced
surface passivation in low-injection becomes more significant when going to higher
substrate resistivities of % ≈ 10 Ωcm. Thus, care must be taken when passivating
high-resistive substrates with SiNx layers.
Our simulation results may have impact on the development of cost-efficient solar
cells. Up to date, single SiNx layers are not used for the passivation of non-diffused
surfaces of p-Si solar cells for two main reasons: the occurrence of parasitic shunting
and the strong injection dependence of the surface recombination velocity. Our sim-
ulations predict that parasitic shunting does not occur when using a suitable local
BSF structure. Further, we observed that already a tenfold reduction of the defect
density close to the surface improves the cell efficiency in low-injection sufficiently.
Hence, focusing in experiments on a (marginal) reduction of surface damage, offers
the possibility to use PECVD SiNx layers, instead of the rather costly thermal SiO2,
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for the rear side passivation of PERL cell structures.
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Device simulations are capable to accelerate the efficiency optimizations of solar
cells. They allow to reproduce measured data precisely, on the one hand because
the processing power and the memory capacity of computers have increased
continuously, and on the other hand because the physical models have been adapted
specifically to photovoltaic demands. Thus, the confidence in predictions regarding
design variations is still growing and offers the opportunity to improve the efficiency
of experimental optimization methods. This work provides a contribution to the
field of solar cell device simulations by developing new models for effects that are
detrimental to solar cell performance and have not been explained satisfactorily in
the past. With the help of microscopic interpretations of the observed effects, we
trace their causes, and are therefore able to suggest strategies to avoid them. The
formulations we give for the presented models are suitable for device simulations.
Amorphous silicon nitride (SiNx) and atomic layer deposited aluminum oxide
layers (Al2O3) are used for the electrical passivation of crystalline silicon (c-Si)
surfaces in solar cells. In Chapter 4, we developed a model to reproduce the
measured injection dependence of the effective surface recombination velocity Seff
at SiNx/c-Si and Al2O3/c-Si interfaces. The basic assumptions were made based on
the observation that a highly defective region, the surface-damage region (SDR),
exists underneath the silicon surface. The developed model relies on SRH theory
and describes the high density of defects underneath the interface via a reduction
of the charge carrier lifetime parameters in this region [Ste10a, Ste10b, Ste10c].
The model explains the measured Seff data to a high precision level for all relevant
excess carrier densities ∆n and dopant densities Ndop, in both p-Si and n-Si. A
parametrization suitable for numerical device modeling is given. Since all model
parameters are physically meaningful, the model allows to predict what kind of
changes are necessary to eliminate the increase of Seff towards low ∆n in p-Si.
In essence, two parameters could be addressed to reduce this effect. First, we
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predicted that a tenfold reduction of the density of states in the damage layer would
enhance the carrier lifetime parameters in wafers with typically used resistivities
around 1.5 Ωcm to an extent that the influence of surface damage on the passivation
quality becomes negligible for applications to solar cells. Second, we showed that a
reduction in the fixed surface charge density Qf of SiNx layers might improve the
performance of SiNx in low-injection. As a possible explanation of surface damage,
we suggested a high density of hydrogen underneath the interface. Indications
supporting this hypothesis were discussed in detail, and it was concluded that
already the H-termination during wafer-pretreatment may provide a non-negligible
source of hydrogen. Therefore, it may be helpful to develop strategies to reduce the
excessive density of hydrogen during deposition and pretreatment. To address the
point of reducing the high fixed interface-charge density, we demonstrated that the
charge density trapped by mobile charges at measured defect distributions is not
sufficient to compensate the fixed charge density. A promising method may be to
permanently switch the sign of the fixed charge density which has recently been
shown for LPCVD SiNx layers [Web09]. An alternative could be the use of silicon
rich a-SiNy:H/SiNx stacks [Gat11a], which are assumed to have considerably lower
charge densities than SiNx layers.
Similar to SiNx and Al2O3 layers, hydrogenated amorphous silicon (a-Si:H) layers
can be used for the electrical passivation of silicon solar cells. In addition, doped
a-Si:H layers are applicable as an emitter or a back surface field (BSF). The inves-
tigation of the recombination properties at the a-Si:H/c-Si interface was the second
major topic of this work and was treated in Chapter 5. Recombination at this inter-
face occurs mainly via defect states, the so called dangling bonds (DBs), which are
amphoteric. Thus, the defects are correlated, and recombination cannot be described
correctly by SRH theory. Rather, the model for correlated amphoteric defects derived
by Vaillant and Jousse [Vai86] has to be applied. For this model, however, no closed-
form solution exists, which makes it difficult to implement into device-simulations.
Therefore, we suggested an approximate model based on the SRH formalism which
imitates the behavior of amphoteric defects. This model uses two equally shaped
distributions for donor-like and acceptor-like defect states, which are separated by
the effective correlation energy Ecorr. We have shown that amphoteric recombination
statistics can be approximated using this uncorrelated approach if (i) the defect dis-
tribution is situated to a great extent in between the quasi-Fermi levels for trapped
charges (TQFLs), (ii) the ratio between the capture cross sections (CCS) of charged
and neutral defects is significantly different from unity, and (iii) the correlation
energy is positive. We found that condition (ii) and (iii) is typically met, but con-
dition (i) may be violated under low to medium injection conditions, for example
at the p-n junction of a solar cell or at low illumination levels. We have derived
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equations which relate the characteristic energy levels and the emission coefficients
of the SRH model to those of the amphoteric statistics. These equations allow to
estimate physically plausible error bounds directly from simulations performed us-
ing SRH theory. These error bounds have implications on device simulations of solar
cells containing a-Si:H layers: they help to decide in which cases the simplified SRH
model may be applied to approximate amphoteric recombination with sufficient ac-
curacy. For example, the error of the uncorrelated approach increases with increasing
substrate resistivity, because the TQFLs move closer together. This is in particular
the case for defect densities that are not centered near midgap, e.g. in doped a-Si:H.
In contrast, if a-Si:H(i) is used for passivation purposes of c-Si substrates, the SRH
model approximates the amphoteric model closely, as was shown by reproducing the
measured injection dependence of Seff .
We apply a self-consistent model, which includes the band bending in c-Si caused by
light-induced trapped charges in the a-Si:H layer and at the a-Si/c-Si interface. We
show that these trapped charges significantly influence the recombination rate and
should not be neglected. Hence, for a detailed description of Seff(∆n), the defect
distribution should be known. We further presented calculations which predict that
the influence of surface damage is negligible for a-Si:H passivated substrates.
In Chapter 6, we considered the dark forward current-voltage (I-V ) characteristics
of c-Si solar cells having a diode-ideality factor nD > 2. Such characteristics are ob-
served in most industrially fabricated solar cells and frequently also for cells under
development. The microscopic reason for their behavior cannot be explained sat-
isfactorily up to date. Here, we presented experimental results of cells which were
intentionally damaged in local regions. The measurements provide evidence that
the ideality factor nD increases the further above two the more severe the distur-
bance is. Motivated by lock-in thermography images, we described these shunts by
recombination currents in highly defective, localized regions of the p-n junction de-
pletion region. This high defect density requires to consider a coupling between the
defect levels and thus, a suitable model goes beyond the assumptions made in the
SRH theory. We reproduced the measured I-V curves by Sentaurus-Device [SD]
simulations using donor-acceptor-pair (DAP) recombination via deep-level states.
Thereby, we were able to explain the experimentally observed raise of the ideality
factor nD with increasing defect density. We found that many diverse broad distribu-
tions of DAPs allow to reproduce the commonly observed shape of nD as a function
of bias voltage. This is an important outcome because, in reality, the distribution
of DAPs is expected to be rather broad. Heavily defected regions are expected to
consist not only of DAPs but rather to consist of a whole class of different types
of coupled defect-levels. However, only DAPs allow to explain the commonly ob-
served shape of nD. They are most efficient for recombination compared to other
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coupled defects and hence, dominate the overall recombination rate. Consequently,
our model may reproduce the typical features of I-V curves influenced by nonlin-
ear shunts, whenever DAPs are present in an almost arbitrary broad distribution.
The DAP-approach explains both the SRH-limit for decoupled levels at low defect
densities (nD ≤ 2), and the case nD > 2 for coupled defects at high defect densities.
Additionally, our model description yields slightly sub-linear reverse-characteristics,
as commonly observed for cells with nD > 2. To explain the sometimes also observed
super-linear reverse-characteristics, our DAP model has to be extended by including
transitions across many defect levels [Bre06b].
We also investigated a different cause for the occurrence of shunt currents. For
sufficiently high fixed charges, an inversion layer that extends from the front p-n
junction to the rear contact via the edge of the cell or along micro-cracks may be
formed. This model also explains ideality factors nD > 2, and – compared to the
above DAP approach – the peaks of the nD curves are typically more narrow and
may reach very high values nD ≈ 30. However, this effect can only explain shunt
currents in forward bias, and hence, it may only be an additional contribution to
the shunt currents obtained from DAP recombination.
Our simulations using coupled DAPs explain, possibly for the first time, the
observation made with lock-in thermography that the ideality factor nD increases
with increasing disturbance, in both forward and reverse bias. To validate our
developed deep-level DAP model, we suggested future experimental studies based
on microscopic electroluminescence imaging. Having traced the microscopic causes
of nD > 2 helps to correctly model industrial-type solar cells, and thus, may
support the development of improved cell designs. In addition, it provides useful
information to experimenters for reducing undesired shunt currents. We further
emphasized that a consideration of deep-level DAPs in the interpretation of lifetime
measurements may be worthwhile, because DAP recombination could play a role if
the lifetime is dominated by localized high densities of surface states.
Finally, we employed Sentaurus-Device [SD] simulations to demonstrate the in-
fluence of surface damage on the performance of industrial feasible PERL solar cells,
passivated by SiNx or a-Si:H layers in Chapter 7. By means of a loss analysis, we
separated the series resistance losses from the recombination losses, and made pre-
dictions regarding the influence of a surface-damage region (SDR) region underneath
the passivation layer on the performance of different cell designs. These predictions
were confirmed by means of further device simulations which show that the perfor-
mance of PERL cells is affected significantly by an SDR if (i) recombination at the
rear side contributes significantly to the total recombination rate, (ii) the substrate
is p-type, and (iii) a high density of fixed charges is present at the interface.
The maximal influence of the SDR on cell efficiency was found for a 2.5 Ωcm Ga-
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doped solar cell made on Cz silicon with high excess carrier lifetimes and a selective
emitter at the front. At 0.1 sun, the relative reduction in efficiency is 2.5 % com-
pared to the case without surface damage. Such illumination intensities are readily
achieved under outdoor operating conditions. When going to even lower illumination
intensities, the efficiency reduction is further increased. However, as predicted from
the theoretical considerations in Chapter 4, a mere tenfold improvement of the SRH
lifetime parameter at the interface reduces the influence of the SDR to an extent
that it becomes negligible: the relative efficiency losses reduce to 0.3 % at 0.1 sun
illumination. We found that the enhanced surface passivation in low-injection be-
comes more significant when going to higher substrate resistivities. Further, it was
shown that parasitic shunting does not occur for the investigated SiNx passivated
cell designs because the local BSF repels the electrons from the p-type contact, as
was already predicted in Ref. [Dau02a]. This is an important finding, because it
offers the possibility to use PECVD SiNx layers, instead of the rather costly ther-
mal SiO2, for the rear side passivation of PERL cell structures, if the defect density
in the SDR could be reduced by a factor of only ten.
By implementing the approximate SRH model for modeling amphoteric recombi-
nation statistics [Vai86] developed in Chapter 5, we could show that the influence
of an SDR at the a-Si:H/c-Si interface is negligible because the charge at the in-
terface remains below a critical value. Further, the impact of the Staebler-Wronski
effect [Pla08, Sta77, Stu85, Stu86] on cell performance was modeled.
An efficiency reduction from η = 20.6 % in the as-deposited state to η = 20.0 %
after 15 month of light-exposure was obtained in simulations of a PERL cell. This
efficiency reduction should be taken into account when developing solar cell designs
incorporating a-Si:H layers.
To conclude, we have developed and tested models for different defect types in solar
cells. We hope that these model will be applied to improve the reliability of solar cell
device-simulations. Further, this work intents to initiate experimental studies which
aim at reducing the influence of effects that are detrimental to solar cell performance,
such as surface-near damage or nonlinear shunts.
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Appendix A
Numerical Solutions of the
Stationary Device Problem
A short outline on the numerical solutions of the stationary device problem was out-
lined in Sec. 2.1.5. Here, the strategies applied in a semiconductor device simulation
are explained in more detail.
A.1 Dependent variables and scaling
For non-homogeneously doped semiconductor devices, the carrier densities may
change over orders of magnitude within short distances, and their behavior is
strongly influenced by the space charge.
One possibility to overcome this problem when solving for the variables (Ψ, n, p), is
to apply an appropriate scaling to the semiconductor equations. Such an approach
was firstly proposed by DeMari [DeM68],[DeM68]. It was later reformulated in a
mathematically more rigorous way by Vasil’eva and Stel’makh [Vas77],[Vas78] and
improved by Markowich et al. [Mar82],[Mar83].
In the following, we assume steady-state conditions, i.e. the boundary conditions
(BSs) for Ψ are time invariant and the partial derivatives of the carrier densities
with respect to time are zero. Inserting the current relations (2.5) into the continuity
equations (2.3) and applying the scaling leads to the following elliptic set of partial
differential equations [Mar82, Mar83, Sel84, Vas77, Vas78]:
λ2∆Ψ− n+ p+N + %t
q
= 0
∇(Dn~∇n− µnn~∇Ψ)−Rnet(Ψ, n, p) = 0 (A.1)
∇(Dp~∇p− µpp~∇Ψ)−Rnet(Ψ, n, p) = 0.
A different approach makes use of the dependent variables (Ψ, ϕn, ϕp), which re-
late to (Ψ, n, p) in the Boltzmann approximation according to Eq. (2.15). If ϕn
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and ϕp are interpreted as mathematical quantities rather than as quasi-Fermi po-
tentials, Eq. (2.15) can be seen as a pure mathematical transformation. Hence,
the restriction to a Boltzmann-like formulation is no limitation, if the validity of
the Boltzmann statistics is accounted for in the derivation of the current relations.
Choosing (Ψ, ϕn, ϕp) for solving the semiconductor equations is advantageous since
all variables are of the same order of magnitude. In addition, the carrier densities
are positive by definition, whereas negative carrier densities may result when solv-
ing for (Ψ, n, p) due to numerical inaccuracies. The set (Ψ, ϕn, ϕp) has been applied
in some device simulations [Hac81b, Hac81a, Lau73a, Lau73b], however one major
drawback of this set is the exponential nonlinearity of the current relations and the
continuity equations in ϕn, ϕp. Therefore, one may consider instead of ϕn, ϕp, the
variables u, v:
u = e−qβϕn , v = eqβϕp . (A.2)
The advantage in using this transformation is that in steady state the conti-
nuity equations become self-adjoint partial differential equations [Ban83, Sel84].
Today, high standards in solving such equations efficiently are established. Bank
et al. [Ban83] suggests to preferably use the variables u and v since the range of val-
ues u and v can take is much larger then for ϕn, ϕp. However, due to this large range
(u and v change over 32 orders of magnitude in the range Ψ ∈ [−1, 1]), care of the
numerical accuracy during solving must be taken. Depending on the accuracy of the
computer system, the choice of (Ψ, u, v) is restricted to rather low voltages [Sel84].
The numerical solution of such a system is performed in three steps. First, the
space domain is partitioned into a distinct number of subdomains by mapping it
onto a grid of nodes. Second, equations (A.1) are approximated in each subdomain
by – generally nonlinear – algebraic equations, which involve values of the unknown
functions only at the nodes. In total, this leads to a relatively large algebraic problem.
Third, this system needs to be solved, numerically.
A.2 Discretization of the stationary device prob-
lem
The procedure of numerically solving the set of partial differential equations in a
semiconductor device can only be an approximate to the real solution. The accuracy
of this approximation depends on both the appropriateness of the approximating
functions for the dependent variables in the subdomains and the size of the sub-
domains. The most suitable methods for partitioning a semiconductor device into
suitable subdomains are the finite differences method (FDM), and the finite element
method (FEM). Even though no preference for either of these methods can be given
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from the mathematical point of view, the FDM has proven to be slightly superior to
the FEM in experiment [Sel84]. It is applied for all solar cell simulations performed
in this work (Chapter 6 and Chapter 7) and hence, we focus on this method, here.
The two methods are essentially different from the beginning but may though lead
to identical results if a proper mesh is chosen. The FEM solves the set of differen-
tial equations within a subdomain, whereas the FDM searches for solutions at the
grid points. This imposes relatively stringent constraints on the mesh for the FDM.
The classical FDM uses meshlines which are parallel to the coordinate axes. These
continuous lines start from one boundary of the domain and end at its opposite.
Here, we use the FD discretization based on the box-method [For60]. We consider a
rectangular device and use a tensor product mesh
M = {(xi, yj)} , 0 ≤ i ≤ n+ 1, 0 ≤ j ≤ m+ 1. (A.3)
Assuming the set of equations to be in divergence form [Eng83]
∇~f = s, (A.4)






f1dy − f2dx. (A.5)
Here, C is the boundary curve of a region A in the x, y-plane (Fig. A.1). The edges
of the box intersect the meshlines at midpoints between two nodes. We refer to a
midpoint between node (xi, xj) and (xi+1, yj) by (xi′ , yj), or shortly by (i
′, j) and
abbreviate the distances between two nodes by hi = xi − xj−1, kj = yj − yj−1.
Inserting Eq. (A.4) into Eq. (A.5) and subdividing the integral along C into the
paths along the four edges of the box (dashed lines in Fig. A.1) yields:








dy f1(xi′ , y), Ii,j−1′ = −
xi+hi+1/2∫
xi−hj/2
dx f2(x, yi−1′), (A.7)
and Ii,j′ , Ii,j−1′ analogously. So far, Eq. (A.6) is exact. The integrals in Eq. (A.7)
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The functions f1, f2 need to be evaluated at the nodes. However, to solve these,
typically derivatives or other dependencies are required, and so, f1, f2 are further
approximated by functions f˜1, f˜2 using centered difference quotients and interpo-
lated values of mesh functions [Ban83].
The right hand side of Eq. (A.6) can be approximated by the area of the box
multiplied by the function value in its center:∫∫
ABox
dxdy s ≈ s(xi, xj)(kj + kj+1)(hj + hi+1)
4
. (A.9)
For all mesh points where a box can be defined – these are all points except those
on the boundaries, where Dirichlet BCs need to be applied – the FD equations read:
s(xi, xj)
(kj + kj+1)(hj + hi+1)
4




(xi−1, yj) (xi+1, yj)
(xi′ , yj)hj
kj
Figure A.1: Sketch of the finite-
difference box method. The dashed lines
indicate the finite-difference box.
Note that these mesh-points also include Neumann BCs (i.e. the derivative of an
unknown is given at the interface) which are handled by the so called “mirror imag-
ing” [e.g. Sel84]. Neumann BCs are applied to all interfaces apart from metalized
interfaces where the unknown itself is given (i.e. Efn − Ei = Ei − Efp).
For example, underneath contacts or local diffusions, strong gradients in the depen-
dent variables may be expected depending on the operating conditions. Therefore, a
very fine meshing is required in these regions. According to the classical FDM, such
a mesh refinement requires an enormous number of mesh-points since the lines are
only allowed to start and terminate at the edges of the domains. A first improvement
to the classical approach was proposed by Adler [Adl80] who introduced meshlines
which are allowed to terminate into one direction. Franz et al. [Fra83] improved this
method by allowing the meshlines to stop in any direction parallel to the coordinate
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Figure A.2: Oversimplified comparison of mesh generation with the classical FDM
(left) and the method of finite boxes (right).
axes. An oversimplified example of the reduction in node numbers obtained by this
approach is shown in Fig. A.2.
A further improvement of the mesh is obtained by delaunization. Thereby, a De-
launay triangulation is performed to create a Delaunay grid without any obtuse
angles.
A.3 Linearizing and solving the semiconductor
equations
The final solution of the coupled set of Eqs. (2.1) and (2.3) can be solved in either a
coupled or a decoupled approach. When ramping a parameter during the simulation,
e.g. the voltage, typically, a combination of both is used: during a plugin-loop, an
initial solution is found using Gummel’s decoupled algorithm [Gum64]. This initial
solution is then used as an input to the subsequent coupled solver. When ramping
through the voltage, this solver uses each previous solution as an initial guess for
the next voltage step. Therefore, the voltage ramping must be performed in suitable
small steps.
Figure A.3 shows Gummel’s algorithm which successively solves the Poisson
equation and the continuity equations. First, Poisson’s equation (2.1) is solved
using a guess of ϕn and ϕp (or n, p depending on the choice of the dependent
variables). Next, the continuity equations (2.3) are solved with Ψ obtained during
the solution of (2.1). This loop is repeated successively until the desired convergence
or a maximal number of iterations is reached. This plugin-sequence is typically
solved for low-injection conditions (i.e. low voltages and possibly low illumination),
when the coupling between the semiconductor equations is low. At higher voltages
or strong illumination, when the minority carrier density approaches the majority
carrier density, Eqs. (2.1) and (2.3) become strongly coupled and the convergence
is strongly reduced [Man74]. This problem can be overcome if the semiconductor
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solve Eq. (2.1) for Ψ





Figure A.3: Gummel’s decoupled algo-
rithm [Gum64] for solving the semicon-
ductor equations. Sketch after [Eng83].
equations are solved simultaneously rather than iteratively. The coupling is taken
into account, e.g. by using a Newton iteration scheme.
In the following, an example of avoiding typical convergence problems is provided.
Example:
Convergence problems are often observed when simulating the illuminated I-V curve
of solar cells featuring strongly charged interfaces, such as SiNx or Al2O3 passivated
surfaces (Chapter 6 and Chapter 7). To overcome this, we start by determining the
thermal equilibrium solution using the decoupled approach, and subsequently ramp
the intensity in small steps using the coupled solver until the desired value is reached.
Taking this solution as a start value for voltage ramping, convergence problems are
typically eliminated.
In the following, we detail the iteration algorithm. Numerically solving the semicon-
ductor equations implies that they are solved discretized and thus, approximately.
Here, we consider the linear approximation:
~f(~x) = ~f(~p) + Jf (~p)(~x− ~p) +O(‖~x− ~p‖). (A.11)
to the vector ~f near a given point ~p ⊂ Rn by the Jacobian matrix:
Jf =
∂(f1, . . . , fm)
T








Here, ~x = (x1, . . . , xn)
T ⊂ Rn, and ~f = (f1, . . . , fm)T is a differentiable component
function.
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In the following, the Jacobian is applied to the semiconductor equations which are
considered in a scaled form. Therefore, we write all voltages in units of (qβ)−1, all
spatial dimensions in terms of the Debye LD := (ε0εr/(qβni))
1/2, and all densities
in units of ni [Fic83]. The dimensionless properties are labeled with a star.
For the carrier densities this results in:
n∗ = eΨ
∗−ϕ∗n , p∗ = eϕ
∗
p−Ψ∗ . (A.13)
Abbreviating qN + %trap =: C and making use of Eq. (2.5), it follows for the semi-
conductor equations in steady state [Ban83, Fic83]:
g1 = ∆Ψ
∗ + eΨ












+R∗net(Ψ, n, p) = 0.
(A.14)
Substituting further u∗ = exp(−ϕ∗n), v∗ = exp(ϕ∗p), and choosing Rnet = 0 for
convenience, the Jacobian matrix of the vector ~g = (g1, g2, g3)
T (Eq. (A.14)) reads
in similar form as in Bank et al. [Ban83]:
Jg =
















where the -symbols are placeholders for the components of the vector Jg acts
on. Different to Bank et al. [Ban83], we include u∗ and v∗ explicitly into the Ja-
cobian Jg Eq. (A.15). Note that in Eq. (A.15) it was assumed that µn and µp are
independent of Ψ. Indeed, the inclusion of this dependence has typically small in-
fluence [Ban83] and can therefore be neglected.
Iterative methods are required to solve systems of nonlinear algebraic equations. The
most famous approach is Newton’s method [New71], which is applied here according
to Bank and Rose [Ban81]:
Jgk~x = −~g (A.16a)
~zk+1 − ~zk = λk~xk. (A.16b)
Here, ~z = (Ψ∗, u, v)T and ~x = (δΨ∗, δu, δv)T . The interested reader finds back-
ground information about Newton’s method e.g. in [Sel84] (rather phenomenologi-
cal) or [Ort70] (rather elaborate).
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~z0, ω ∈ (0, 1)






compute ~zk+1 = ~zk + ~xk
compute ~gk+1, ||~gk+1||













Figure A.4: The damped Newton it-
eration scheme using Bank-Rose itera-
tions [Ban81]. In the example shown
here, κk/10 is taken as an initial estimate
for κk+1 [Ban81]. A description of the al-
gorithm is given in the text.
Applying Newton’s iteration scheme to the semiconductor equations, convergence
of the Newton scheme is obtainable only for very small time steps, so methods to
enhance the convergence are applied.
For the FDM, we apply the so called Bank-Rose method [Ban81] for applications
using FDM discretization, which is typically used for applications using the FDM
discretization (Fig. A.4). The convergence of the Newton scheme is controlled by the
damping factor λk which is determined in an iterative way. Thereby, λk is chosen
such that ||~gk+1/~gk|| < 1, but as close as possible to unity.
The Bank-Rose algorithm searches in the vicinity of initial solutions ~zk for the short-
est path through the basin of attraction of the zeros of ~gk to obtain an improved
approximation for ~zk+1. If ~zk approaches the solution (i.e. ~z → ~z∗), λk approaches
unity if κ is bounded. Only if the convergence of λ is approximately as fast as
the convergence of ~z, superlinear convergence of the suggested algorithm can be
expected [Ban81]. In case κ is unbounded, κ may grow infinitely such that no im-
proved approximation zk+1 can be found and convergence fails. Note that for FEM
discretizations, typically a different method, e.g. the approximate Newton-multilevel
iteration scheme [Ban81, Ban83], has to be applied.
The abstract view of the solution process in Eqs. (A.15) and Eq. (A.16) is advan-
tageous for several reasons: On the one hand, the divergence form of Jg is optimal
for applications to FDM and FEM discretizations which are well suitable for semi-
conductor device modeling (Sec. A.2). Furthermore, the diagonal operators of Jg
are self-adjoint, which is advantageous because high standards in efficiently solving
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such equations are established. This is in particular important for the application
of block iteration methods in solving Newton’s equations since the linear systems
corresponding to the diagonal of Jg has to be solved repeatedly in each inner loop.
Bank et al. [Ban83] suggest to view the lower triangular part of Jk (Eq. (A.17)) as
a block iterative method for the discretized block system arising from Eq. (A.16):
Lk(~xn − ~xn−1) = −(Jk~xn + ~gk). (A.17)
It should be remarked that regarding the combination with a Newton-iteration
scheme, block iteration is superior to sparse direct methods [Ban83].
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ALD atomic layer deposition
alnealed aluminum annealed
Al2O3 stoichiometric aluminum oxide
Al–p+ highly aluminum doped
a-Si amorphous silicon
a-Si:H hydrogenated amorphous silicon
a-Si:H(i), a-Si:H(n), a-Si:H(p) intrinsic, n-type, p-type hydrogenated amorphous
silicon
BGN bandgap narrowing
BSF back surface field
CCS capture cross sections
c-Si crystalline silicon








FDM finite differences method
FZ float-zone silicon
GA genetic algorithm
HRTEM high resolution transmission electron microscopy
I-V current voltage characteristics
ISFH Institute for Solar Energy Research Hamelin
LPCVD low-pressure chemical vapor deposition
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ABBREVIATIONS AND SYMBOLS
MPP maximum power point
n-Si, p-Si n-type, p-type silicon
PA-ALD plasma assisted ALD
PECVD plasma enhanced chemical vapor deposition
PERC Passivated Emitter and Rear Cell
PERL Passivated Emitter and Rear Locally-diffused
PV photovoltaics
QFL quasi-Fermi level
QSSPC quasi-steady-state photoconductance method
SCR surface-charge region
SDR surface-damage region
SEM scanning electron microscope
SRH Shockley-Read-Hall
SiNx amorphous silicon nitride
SiO2 stoichiometric silicon oxide
1 sun illumination of an AM1.5G spectrum with an in-
tensity of 100 mW/cm2
th-ALD thermal ALD







Ec-Sig 1.12 eV c-Si energy bandgap
β 1/kBT thermal energy
h 6.62606896(33)× 10−34 Js Planck’s constant
kB 1.3806504(24)× 10−23 JK−1 Boltzmann’s constant
Nc 2.86× 1019 cm−3 conduction band effective density of states
at 300 K in Si
Nv 3.10× 1019 cm−3 valence band effective density of states at 300 K
in Si
q 1.602176487× 10−19 As elementary charge
εr 11.9 relative permittivity of c-Si and a-Si
ε0 8.854187817× 10−12As/(Vm) vacuum permittivity
Table A.2: Quantities taken as constants.
abbreviation unit description
A cm2 area
ϕs V surface band-bending
cn, cp s
−1 capture coefficient of electrons and holes
cn,0, cp,0 s





−1 equilibrium capture coefficient of electrons for pos-




−1 capture coefficient of electrons for positively




−1 equilibrium capture coefficient of holes for nega-




−1 capture coefficient of holes for negatively charged
and neutral states
∆n cm−3 excess carrier density / injection density
Dit cm




−2eV−1 interface defect distribution of acceptors and
donors
Dcorrit cm
−2eV−1 interface defect distribution of correlated defects
DDBit cm
−2eV−1 DB interface defect distribution




c eV conduction band edge of c-Si
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ABBREVIATIONS AND SYMBOLS
Ea-Sic eV conduction band mobility edge of a-Si
Ed eV defect energy
EDn, EDp eV demarcation level for electrons and holes
EaDn, E
a




Dn eV demarcation level for electrons for negatively
charged and neutral states in amphoteric statistics
E+,aDp , E
0,a
Dp eV demarcation level for holes for positively charged
and neutral states in amphoteric statistics
ESRHDn , E
SRH




Dn eV demarcation level for electrons for negatively
charged and neutral states in SRH statistics
E+,SRHDp , E
0,SRH
Dp eV demarcation level for holes for positively charged
and neutral states in SRH statistics
Ei eV Fermi energy of intrinsic material
Ecorr eV correlation energy
Ef eV Fermi energy
Efn, Efp eV electron and hole quasi-Fermi energy
Eeqf eV equilibration Fermi energy of a-Si:H
Eeqf,i eV equilibration Fermi energy of a-Si:H(i)
Ec-Sifn , E
c-Si
fp eV quasi-Fermi level in c-Si
Ef,sh eV shift of E
eq
f in the DPM from E
eq
f,i
Ef,sh eV shift of E
eq





g eV energy bandgap of c-Si
Ea-Sig eV energy bandgap a-Si
en, ep s









−1 emission coefficient of electrons for negatively





−1 emission coefficient of electrons for negatively




−1 emission coefficient of electrons for positively





−1 emission coefficient of holes for positively charged
and neutral states
η 1 cell efficiency
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ABBREVIATIONS AND SYMBOLS
ETn, ETp eV trap quasi-Fermi level for electrons and holes
E−Tn, E
0
Tn eV trap quasi-Fermi level for electrons for negatively
charged and neutral states
E+Tp, E
0
Tp eV trap quasi-Fermi level for holes for positively
charged and neutral states
E−,aTn , E
0,a
Tn eV trap quasi-Fermi level for electrons for negatively
charged and neutral states in amphoteric statistics
E+,aTp , E
0,a
Tp eV trap quasi-Fermi level for holes for positively
charged and neutral states in amphoteric statistics
ESRHTn , E
SRH




Tn eV trap quasi-Fermi level for electrons for negatively
charged and neutral states in SRH statistics
E+,SRHTp , E
0,SRH
Tp eV trap quasi-Fermi level for holes for positively
charged and neutral states in SRH statistics
Ev, E
c-Si
v eV valence band edge of c-Si
Ea-Siv eV valence band mobility edge of a-Si
FF 1 fill factor
I mA current
j mA/cm2 current density
jmpp mA/cm
2 maximum power point current density
~jn, ~jp A current of electrons and holes
jsc mA/cm
2 short circuit current density
µd J/mole defect chemical potential
nD 1 diode ideality factor
n, p cm−3 electron and hole density
n0, p0 cm








−3eV−1 conduction-band tail-state distribution
Nd cm
−3 defect density
DDB cm−3eV−1 DB distribution
DDBtot cm










−2 surface defect density
Nv0 cm




2 maximum power point power density
Qit q/cm




2 charge density of acceptors and donors
Qcorrit q/cm
2 charge density of correlated defects
Qf q/cm
2 fixed surface charge density
Q∗it q/cm
2 charge density at the actual interface
RAug cm
−3s−1 Auger recombination rate
RRad cm
−3s−1 radiative recombination rate
RSRH cm
−3s−1 SRH recombination rate
Rsurf cm
−2s−1 surface recombination rate
S eVK−1 entropy
Seff cm/s effective surface recombination velocity
Seff,deg cm/s contribution of the SDR to the effective surface
recombination velocity
Seff,surf cm/s contribution of the surface to the effective surface
recombination velocity
σDP eV width of the Gaussian function in the DPM
σn, σp cm
2 CCS for electrons and holes









2 CCS of negatively charged or neutral states for
holes
Sn, Sp cm/s surface recombination velocity parameter
T ◦C temperature
τ, τn, τp s SRH lifetime parameter (of electrons and holes)
τ0 s substrate lifetime parameter
τb s charge carrier lifetime in the bulk
τeff s effective charge carrier lifetime
τAug s Auger lifetime
τsurf , τsurf,n τsurf,p s lifetime parameters (for electrons and holes) at the
surface of an SDR
τRad s radiative lifetime





























−3s−1 emission rates of donor-and acceptor like states for
amphoteric statistics
Vmpp mV maximum power point voltage
Voc mV open circuit voltage
vth, vth,n, vth,p cm/s thermal velocity (of electrons and holes)
zdeg µm extension of the SDR
zSCR µm extension of the SCR
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