A mathematical model is developed that trots rats in runways as uniformly accelerated bodies. The purpose of the model is to permit conversion of the continuously varying measures of runway speeds at different points in the alley into three invariant parameters of performance: start latency, acceleration, and brakepoint. This simple model fits most ofthe data examined, and changes in the parameters throw new light on phenomena such as the partial reinforcement acquisition effect. In particular, it is shown that partially reinforced rats accelerate faster but cease accelerating earlier in the runway than do continuously reinforced rats. This explains the qualitative differences often found between start and goal speed measures. The analysis takes as its unit patterns of terminal behavior rather than the rate of the responses that constitutes them, and thus may permit coherent treatment of instrumental and operant behavior.
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A mathematical model is developed that trots rats in runways as uniformly accelerated bodies. The purpose of the model is to permit conversion of the continuously varying measures of runway speeds at different points in the alley into three invariant parameters of performance: start latency, acceleration, and brakepoint. This simple model fits most ofthe data examined, and changes in the parameters throw new light on phenomena such as the partial reinforcement acquisition effect. In particular, it is shown that partially reinforced rats accelerate faster but cease accelerating earlier in the runway than do continuously reinforced rats. This explains the qualitative differences often found between start and goal speed measures. The analysis takes as its unit patterns of terminal behavior rather than the rate of the responses that constitutes them, and thus may permit coherent treatment of instrumental and operant behavior.
When a rat is repeatedly rewarded at the end of a runway, its behavior changes from a slow perambulation of the alley to a quick sprint down it to the goal. The rat is accelerated by the reward--it changes its velocity from zero in the start box to a high value in the middle section, and then decelerates to come to rest over the food cup. Velocities are changing continuously through the runway, making them problematic dependent variables, for they depend not only on the experimental conditions but also on the position in the alley at which the investigator measures the speeds. One solution has been to report the speeds at numerous points in the alley. But that is awkward, and the resulting families of curves are difficult to interpret. We propose here that other measures of behavior, such as the rat's acceleration and the point at which deceleration begins (the brakepoint), may be less dependent on physical properties of the situation and may summarize the effects of the experimental manipulation more efficiently.
Consider the data in Figure 1 , taken from Wagner (1961) . Rats received either a large reward (1.0 g) or a small reward (0.08 g) either on all of the trials (continuous reinforcement, CRF) or on half of the trials (partial reinforcement, PRF) in a 4-ft (1.2-m) alley. Wagner reported starting speed (from the opening of the door in the start box to a photocell 6 in. [0.15 m] down the alley), running speed (from the first [0.15 m] phoThis article was written during Peter R. Killeen's sabbatical leave at the University of Texas at Austin. We thank Nancy Lobaugh for her discussions on these issues, and Alliston K. Reid, John R. Platt, and J. E. R. Staddon for comments on the manuscript. Execution of the analysis was assisted by a grant from the National Institute of Mental Health: BBP 1 R01 MH39496 to Peter R. Killeen. Correspondence concerning this article should be addressed to Peter R. KJlleen, Department of Psychology, Arizona State University, Tempe, Arizona 85287. tocell to one 12 in. [0.3 m] from the start box), and goal speed (between photocells located 7 in. [0.18] and 1 in. [0.03] from the end of the alley). Notice that there is a curious inversion of speeds, with the large-CRF group going fastest early in training, but then being passed by the large-PRF group in start and runway measures (but not in the goal measure). This phenomenon was first demonstrated by Haggard (1959) and Goodrich (1959) and has been called the partial reinforcement acquisition effect (PRAE; Amsel, MacKinnon, Rashotte, & Surridge, 1964) . Note, furthermore, that the small-CRF group is asymptotically the slowest in the start and runway segments, but next to fastest in the goal. Is there any way of recoding these data that might provide a better summary of these interactions, increase the generality of their application, and perhaps aid in their treatment by theory?
In this article we develop a simple physical treatment of such data, based on the equations of motion of uniformly accelerated objects. This treatment may in principle be applied wherever there is motion between two fixed points in space, as is generally true in foraging situations; it is less directly applicable to situations involving reciprocating motions such as leverpressing and keypecking. The assumption of uniform acceleration simplifies analysis, and although it is unlikely to be exactly true, it is a reasonable and parsimonious postulate. A further simplification is the omission of friction and air resistance from the basic version of the model. These factors are unlikely to have a large effect on the shape of the data, although their omission will leave unsmoothed discontinuities in the theoretical curves at the brakepoints. We have also given little consideration to the energetics of locomotion; certain gaits are easier to maintain at certain speeds than others, so that we might expect plateaus at certain velocities that are unpredicted by the present analysis.
What we provide in the first half of this article, then, is the simplest kinematic model that might apply to the motion of rats in runways. It is easy to identify ways in which it might be (The vertical line marks the point at which training was terminated for half the subjects in each group. The figure is from "Effects of Amount and Percentage of Reinforcement and Number of Acquisition TriMs on Conditioning and Extinction" by Allan R. Wagner, 1961, Journal of Experimental Psychologs 62, p. 236. Copyright 1961 by the American Psychological Association. Reprinted by permission.) made more complicated, but we can imagine no way in which it could be made simpler, nor can we imagine any alternative models that are at once as simple and plausible as this. There are two distinct ways in which the model might fail. The first is that some oftbe aforementioned factors are important, and the treatment errs systematically by their omission. This possibility is considered in the second half of the article, where generalizations of the simple model are provided. The second way in which the model might fail is not intrinsically but in applicability. We propose a model that is concerned with the forces that act on an individual rat during a single transit of the runway. Yet we will apply the model to data that have been reported in the literature--data from many rats, taken over the course of many trials. Singie-trial data will be more variable than averaged data. Does the demonstration that a model fits averaged data provide sufficient evidence that it will fit single-trial data? What types of biases are introduced by consideration of averaged data? These issues are addressed in two ways. In the second half of the paper, techniques are suggested that will permit measurement of the fundamental parameters--a and Xbp----on each of the trials, so that they, and not derived indices, may be averaged. And in Appendix A the results of simulation studies are reported that provide some insight into the relation between single-trial data and averaged data.
Equations of Motion
The pertinent equations of motion for uniformly accelerated bodies ofunitmass areas follows:
In these equations, x is distance, a acceleration, t time, v velocity, and v0 starting velocity. In all cases, we assume that the velocity in the start box before the opening of the gate is zero, and that the velocity returns to zero at the end of the alley. In the simplest case, the rat starts running as soon as the gate is opened and the first timer is activated. Then the velocity at any point until the animal begins to decelerate is simply derived from Equation 3 to be
How hard will the rat decelerate in the last part of the alley? Rather than introduce deceleration as a free parameter, we may derive it by invoking the boundary condition that at the end of the alley (xe) velocity is zero. Velocity at the brakepoint (xbp) is given by Equation 4 with x = xbp. Then from Equation 3, and with v 2 = v~ = 0,
The parenthetical term is the distance from the brakepoint to the end of the alley. Solving for deceleration, a', yields a ' = --axb,/(X~-Xt,,) .
Thus, the force of deceleration must be proportional to that of acceleration, opposite in direction, and with the constant of proportionality simply the ratio of the distance of acceleration to that of deceleration. We may insert Equations 4 and 6 into Equation 3 to obtain the velocity at any point (x) downstream of the brakepoint:
In this equation, then, there are two unknowns: the acceleration down the alley (a), and the brakepoint at which the rat begins to decelerate (xbp).
Analysis is a bit more complicated if the start latency is nonnegligible. Conceivably, we may wish to take a long start latency as indicative of low acceleration, and not treat it as a separate dependent variable. But for completeness we will develop the model with respect to it by rewriting Equation 2 as
where to is the starting latency. From Equation 1 we have
which, when inserted into the above, yields
Equation 8 gives the velocity at any point before the brakepoint. We may use it, as we did Equation 4, to complete the analysis, and find the velocity after the brakepoint to be
Analysis of Data
Now that the specific equations of motion are derived, we must ask two questions: How well do they represent the data, and do they tell us anything of enough interest to justify the algebra? In the case of Wagner's experiment, we use all three parameters in the analysis, and we are provided only three velocities. For these data the first question, then, is irrelevant--the model represents the data perfectly, as would any reasonable three-parameter model. For these data only the second question has bearingmhow interpretable are the changes in the parameter values? To obtain those values, the velocities were entered into an iterative curve-fitting program that recovered estimates of the three parameters in Equations 8 and 9, along with the predicted speeds at all other points in the alley. Figure 2 shows the speed profiles--the reconstructed estimates of speeds down the course of the alley--for the large amount, partial reinforcement (L-PRF) condition on Trial Blocks 1, 2, 4, 9, and 13. The lower curves come from earlier in acquisition, and the higher curves from later in acquisition. We can see that velocities increase through training and that the brakepoint moves earlier as training progresses. All other conditions generated very similar changes in profiles during acquisition. Because the differences in performance that did exist are more obvious when we inspect the parameter values (to, a, Xbp) rather than speed profiles, we now turn our attention to Figure 3 . Figure 3 shows the (inferred) time it took for rats in each of the groups to start running, as a function of the number of trials in acquisition. For all groups, start latencies decreased from about I/3 s in the first block of trials to l/lo S by the last trials.
The greater increase in acceleration over early trial blocks for the CRF groups ( Figure 4) gives them the advantage early in training; the greater eventual acceleration of the PRF groups gives them the advantage toward the end of training. The slower initial and greater eventual acceleration of the L-PRF group, seen in Figure 4 , shows that the PRAE persists through this reconstruction of the data and is manifest in measures of acceleration.
But what of goal speeds, for which there was no crossover in speed measures (see Figure 1 )? Now we can see that these data are not inconsistent with the PRAE: The greater acceleration in the partial group was offset by those rats' earlier brakepoint, which caused their goal speed to be lower. Figure 5 shows that the continuous-reward groups accelerated through the first third of the alley, whereas the partial groups stopped accelerating after they had traversed only one fifth of the alley. These interactions are visible in Figure 6 , which shows the speed profiles for the terminal block of trials for each of the conditions. The apparent absence of a PRAE in the goal section is seen to be a direct result of the earlier brakepoints for the partial groups. Not all investigators have found the PRAE. Figure 4 shows that the difference in acceleration of partial and continuous groups depends on the magnitude of the reward, with small magnitudes generating small differences. Another reason for failure to replicate may involve the portions of the alley at which investigators chose to measure the speeds. Shown on the bottom of Figure 6 are the positions where Wagner placed his photocells for start, run, and goal measures. Note that the brakepoint for the partial groups occurs about 10 in. (0.25 m) down the runway. Had Wagner measured run speeds not in the second 6 in. (0.15 m) of the alley, but in the third 6 in. (0.15 m), we predict that he would have found little difference between the groups; had he measured run speeds in the middle of the runway, he would have found that the continuous groups were substantially faster than the partial groups, a reversal of the PRAE.
How well do the inferred speed profiles map the actual progress clown the alley? To answer that question, we require data from experiments that employed more than three photocells. One such data set comes from Traupmann, Wong, and Amsel ( 1971 ) , who measured speeds in five segments of a 75-in. ( 1.9 lm) alley. They gave rats continuous reinforcement training, followed by 0, 4, or 32 trials of partial reinforcement. Speeds during the final sessions of acquisition were quite similar among groups in all segments except the last, where, as for Wagner's rats, those with partial reinforcement histories ran more slowly. Figure 7 shows the speed profile for one representative condition, terminal acquisition for the PRF 4 group. The analysis assumed a zero start latency, a = 4.9 ft/s/s ( 1.49 m/s/s), and a brakepoint 45% (0.85 m) down the alley. The profiles for the other groups were quite similar, with the PRF 0 group having a slightly later brakepoint, and the PRF 32 group a slightly earlier brakepoint.
Additional data are provided by Amsel, Rashotte, and MacKinnon (1966) , who obtained five speed measures in a 60-in. (1.52) alley. They trained rats on either a continuous or a partial reinforcement schedule, and in either a within-subjects or a between-subjects design. In the continuous-within (CW) condition, trials were in the presence of a stimulus (alley color) that was always correlated with reward. The same rats also ran in a different-colored alley that sometimes led to reward, and sometimes didn't (partial-within: PW). Another group received partial reinforcement in both colors (PB), and still another group, continuous reward in both colors (CB). These conditions were replicated to counterbalance for the assignment of color to condition in the "within" group.
The experiment is important because the partial reinforcement extinction effect (animals trained on partial reinforcement schedules persist longer during extinction) has been found in between-subjects experiments, but not within-subjects experiments. Brown and Logan (1965) termed the within-subjects effect generalized PREE. Amsel, Rashotte, and MacKinnon (1966) replicated this distinction within one coherent experimental context: The CB group extinguished most quickly, the two within-groups at about the same rate, and the PB group most slowly. Figure 8 shows the speed profiles for the four groups of the Amsel et al. (1966) study. The control for color assignment yielded similar data except that the PW rats ran faster to partial reward in a white alley than to partial reward in a black alley; brakepoints in the original and color control were exactly the same for comparable conditions. Acceleration was greatest for the CB condition (1.6 m/s/s), intermediate for PW (1.3 m/s/s), and least for CW and PB ( 1.1 m/s/s for both). Brakepoints were at 45% of the alley for all conditions except PB, which began braking at 39% of the alley.
We gather two points from this reanalysis: First, speed through the runway is well represented by the equations of motion and the speed profiles that are derived from them. Second, we see that the brakepoint occurs at the same point, near the middle of the runway, for all rats that receive continuous reward in at least one of their conditions. Only for PB, which always receives partial reward, does the brakepoint gravitate toward the start box.
Experiments with finer-grained measures of speed, and with data from individual subjects, would permit a better test of the kinematic model. But we are not interested in testing the model as a theory of behavior, nor do we care whether more detailed research may later show that it is only an approximation. The point of the model is to make better use of the data that have been collected through the use of more rationally selected dependent variables, and to guide the collection of data in the fu-"cruising speed," around 1.6 m/s, and maintain that speed until they begin the final constant deceleration to the end of the alley. This assumption has some face validity and fits the data reported by Amsel (1971) better than does the simple model. It may be that this more general model will be necessary for longer alleys and for younger animals, although there are not enough data available to estimate at what relative alley lengths the transition occurs. Figure 8 . Speed profiles for the data ofAmsel, Rashotte, and MacKinnon (1966) . (Data are from the last 4 days of training during which the rats received eight partial and eight continuous trials. CB = continuous reinforcement, between-group condition. CW = continuous reinforcement, within-group condition. PB = partial reinforcement, betweengroup condition. PW = partial reinforcement, within-group condition.) ture. In a subsequent section we suggest how running behavior might be measured to permit easier use of the kinematic model. In all cases, traditional speed measures may be reconstituted from the parameters of our model, for those who prefer to look at them also.
Discussion
Generalizations
There are few studies that report speeds from more than three segments of the alley. We have analyzed and reported in this article all that we have found in the literature, and the goodness of fit between model and data has always exceeded 96% of the variance accounted for, with one exception. Amsel (1971 ) reported data from a study with Rashotte and Galbraith in which rats ran to continuous reward in one alley but were also exposed to extinction, 25% reward, or 50% reward in another setting. The predictions afforded by Equations 4 and 7 erred systematically, and the assumption of a nonzero start latency did not improve the goodness of fit. However, we can model the data more successfully if we assume two brakepoints: The animals accelerate until the first brakepoint, maintain constant speed until the second, and then decelerate to reach zero speed at the end of the alley. The analysis thus requires three parameters per condition but permits the speed profiles to account for 92% of the variance in the five speed measures in each condition.
Why should this additional parameter be necessary? In general, we cannot expect indefinite increases in velocity; friction in the animals' joints and muscles places an upper limit on speeds. One way to accommodate that ceiling would be to subtract from the acceleration a term that is proportional to velocity (or to its square, as would be appropriate for many types of friction). This approach is outlined in Appendix B. The current analysis assumes instead that the animals accelerate up to some Beyond the assumptions stated at the outset, this analysis is theory free and depends on no principles other than the physical ones postulated in the first section. We may nonetheless ask how well it comports with existing theories of these effects. Amsel's frustration theory (1962) holds that nonreward has an energizing effect on behavior that immediately follows it. This source of frustration cannot account for the PRAE, however, because the Haggard and Goodrich experiments used intertrial intervals (ITI's) of approximately 20 min, and the effects of primary frustration should have dissipated in that time (Amsel & Roussel, 1952) . According to Amsel's theory, the factors affecting the PRAE must be sought in anticipatory (secondary) frustration. This was the position taken by early investigators of this phenomenon (Goodrich, 1959; Haggard, 1959; Wagner, 1961) . Amsers (1967) position is that anticipatory responses (expectancies) have two emergent properties--energizing ones (like K in HuN's theory), and directive properties (like sG in Hull's theory). During partial-reinforcement acquisition, the K factor emerges early in training and energizes performance, while the anticipatory frustration (st) emerges more slowly and has a greater (aversive) impact on segments of the response chain closest to the goal. This accounts for data like Goodrich's (1959) ; it is what Wagner (1961) found and what Figure 4 shows. The energization, K, increases with reward magnitude and thus should be evident in a comparison of the large-reward group with the small-reward group. Again, our measures of acceleration for Wagner's rats are consistent with this analysis. Because the aversive properties of anticipatory frustration are greatest near the goal, we should expect the PRF group to begin decelerating earlier in the alley than the CRF group. That is just what Figures 5 and 7 show for Wagner's data.
The kinematic analysis should thus be of use in permitting quantitative tests of Amsel's and other's theories of instrumental learning and for uncovering regularities that will provide new challenges for those theories.
Why do rats run down an alley in the first place? The kinematic analysis merely describes the motion. A dynamic analysis that relates the motion to the forces causing it is a more substantial undertaking and would constitute a theory of motivation. We do not attempt that here, beyond some discursive comments. The energetic cost of running increases linearly with velocity for many mammals, including the white rat (Taylor, Schmidt-Nielsen, & Raab, 1970) . The intercept of this function is greater than zero; therefore, the energy expenditure per distance travelled decreases as speed increases, up to the observed limits of running speed. Taylor and associates showed that the rat was most efficient at speeds above approximately 1 m per second. We should then change the question: Why do rats not always run down the alley at speeds exceeding 1 m/s? Perhaps they would, if that were where they were always going. Early in training, running is often interrupted by brief episodes of exploration or freezing. Timberlake (1983) found that the speed of unrewarded running increased over trials in much the same manner (although not to the same degree) as running that was rewarded with food. After a careful series of experiments, he concluded that Variables that decrease fear or caution, such as darkness, increased number of trials in a day, tranquilizers, and extensive pretralning in the apparatus, increase speed of acquisition .... Directed exploratory behavior facilitated or inhibited running depending on whether its expression was compatible with moving rapidly down the alley (pp. 207-208; see also Cotton, 1953; Devenport, 1983) .
These distractions may be thought of as other sources of attraction in the course of the alley that compete with the attraction afforded by the reward at the end.
This analysis is similar to one devised for the speed of operant behavior (see, e.g., Herrnstein, 1974 Herrnstein, , 1979 and de Villiers, 1977 , who applied Herrnstein's model to runway speeds). Increased magnitude of reward both increases the asymptotic response rate and decreases the effectiveness of competing reinforcers (Bradshaw, Ruddle, & Szabadi, 1981; Dougan & Mc Sweeney, 1985; McDowell & Wood, 1985) .
Experimental Recommendations
Runway Behavior
Despite the disadvantages of speed as a dependent variable, it has one great advantage: It is easily measured. Few experimentalists would wish to bother with iterative parameter estimation techniques such as those used here to derive speed profiles and values for a, xbp, and to. However, estimates of acceleration and brakepoint may easily be derived from a properly configured runway, one no longer than 1.5 m. For this one needs a photocell at the start gate so that starting latency is not a consideration, and another about 15% of the way down the alley, to measure speed before brakepoint. Then, from Equation 1, acceleration is simply
where x is the distance between photocells and t is the time for transit. Because acceleration is an inverse function of the square of transit time. Equation I0 gives less than proportional weight to long transit times. By calculating accelerations on each trial and averaging them, the investigator is thus spared the necessity for treating exceptionally slow transits as special cases. Symmetrically placed photocells near the goal will measure transit times there and permit one to infer the brakepoint as a proportion of the alley length. Equation 10 is employed to calculate the deceleration (a') from the transit time near the goal, and then Equation 5 is solved to derive xbp/xe = a'/(a + a').
Estimates derived from Equations l0 and 11 avoid measures from the middle of the alley where the direction of acceleration is changing; they may be directly calculated; they preserve all the information in the data; and they do so in two parameters that are of direct psychological interest. If these two parameters are calculated for each of the subjects in a study, tests for the significance of differences in the parameters will be possible and will greatly strengthen the kinematic approach outlined here.
Operant Behavior Staddon (1970) provided an alternative treatment of the frustration effect based on an operant analogue of it. His analysis was couched in terms of positive goal-gradients and the discriminative aftereffects of reinforcement. Can a complementary translation be made, with the current type of analysis being applied to operant responses such as keypecking and leverpressing? Patterns of such responding are often not homogeneous over time, and the complexities of more molecular approaches make a molar approach such as the current one seem attractive. The keypecking of pigeons and the leverpressing of rats and monkeys in some cases appear to be generated by a Poisson process: The interresponse times (IRTs) are distributed exponentially with some minimal refractory period (Weiss, 1971; see Bharucha-Reid, 1960, pp. 299-313 , for a model of particle counters appropriate to such situations). In other cases (e.g., Blough, 1963 ) they appear to be under the control of harmonic oscillators with a resonant frequency around 3 Hz. Under some reinforcement schedules IRTs cluster at subharmonics (e.g., 3/2 Hz, 3/4 Hz), due perhaps to aborted responses. Under other schedules they trail off exponentially as though the oscillator was stochastically activated and deactivated. Some of these components of response rate are less affected by reinforcement than others (Blough, 1966; Williams, 1968) .
Given this diversity of data, no simple model for individual responses is likely to accommodate all situations. In such a plight, we may look for a different measure of behavior and a different summary statistic of its rate that will be more consistent across schedules and situations and thus be a more attractive candidate as a dependent variable. Just as we have argued for a reconceptualization of runway behavior, the same is possible for operant behavior. For example, we might view the pattern of responding between rewards to be analogous to the pattern of speeds down a runway (Platt, 1971) . Shimp (1976 Shimp ( , 1979 , Marr (1979) , and others have shown that such operant patterns can be learned, as Logan (1960) , Rashotte and Amsel (1968) , and others have shown that running patterns can be learned; all have argued for their consideration as a primary dependent variable.
The value of attempting a unified treatment of data from runway and operant chamber is to be found in the insights and analyses that might be shared and in the consequent stimulation of experimentation that will further unify the discipline. For instance, a part of the response sequence in operant chambers that is often overlooked is the trip from manipulandum to the site of the reward. This part of the chain may be characterized in the terminology of foraging theory as procurement behavior (as opposed to the operant response, which, especially in the case of multiple manipulanda, has been termed search: Fantino & Abarca, 1985; Killeen, Smith, & Hanson, 1981) . Platt and Day (1979) and Overmann and Denny (1974) have argued that functional response units should be measured in terms of the number of food-tray approaches and have shown invariances in the number of units to extinction when measured this way. Senkowski (1978) found that the overtraining extinction effect, a decrease in resistance to extinction with increased training in a runway, occurs for leverpressing when the food cup and response lever were contiguous, but not when they were separated by 5 cm. Thus, a phenomenon found primarily in runway experiments can be demonstrated in operant experiments with minor modifications in the apparatus. These modifications affect the procurement phase of responding and thus are of the type most likely to affect measures analogous to deceleration and brakepoint. As is the case with runway behavior, then, operant behavior may best be analyzed in terms of the characteristics of homogeneous groups of responses. Generation of plausible models for those units, modification of the apparatus to highlight the units, and modification of theory to incorporate them are continuing fundamental problems for psychology.
Application of the Model to Simulated Data
Assume that rats behave according to the fundamental equations of motion but that variability is introduced into their performance in various ways. We then ask how robust are the measures we have proposed.
We introduce error in four different ways:
Case 1--a varies from trial to trial but is constant within trials. Case 2--Error is added to a and to a' at each of seven segments of an alley.
Case 3--A random walk is performed on a at each segment of the alley so that error is added to the value of the previous segment, not to the starting value ofa.
Case 4--The brakepoint is varied from trial to trial. In all eases, the starting value of a is 1.0, and the starting value ofxbp is 0.40. In Cases 2 and 3 we assume that the rat recalculates at each segment the deceleration necessary to come to rest at the food cup, and then error is added to that value. We take the error to be normally distributed, with a mean of zero and a standard deviation of s. In these simulations we vary the coefficient of variation (cv), which is simply the standard deviation divided by the mean, between 0 and 1.0. For a, s = cv, and for xbp, s = 0.4 cv. For typical measures ofbehavior, in the literature the cvs range between 0.1 and 0.5.
Negative accelerations are permitted, but the minimal value for velocity is set at 0 (i.e., no "'retracings" are permitted).
Each simulation is composed of 100 trials, in each of which values of a, a', and xtr are calculated as recommended in the text. They are then averaged over the 100 trials, and the predicted value of xbp is calculated from the average values of a and a'. The average speeds in each segment are calculated and used in a curve-fitting program to retrodict the values of a and xa0, just as we did in the text for archival data.
Results
In all cases, the average value of a was an accurate and unbiased measure of acceleration. In Cases 1 and 4 it was the mean of the population of values of a, and in Cases 2 and 3 a sample estimate. The estimates for the brakepoint derived from the average values of a and a' (Equation I l) lay on the average within one percentage point of the true values over the range of cvs studied. The average of the brakepoints calculated on each trial deviated much more markedly (l0 percentage points) from the true value.
The retrospective curves fit the data quite well, accounting on the average for more than 99% of the variance over the range ofcvs studied. Median error in estimating the brakepoint was less than 1 percentage point. Median error in estimating acceleration was 1 percentage point (Case 1) and 4 percentage points (Case 2).
Case 3
The estimates for the brakepoint derived from Equation l I showed a median deviation of 2 percentage points from the programmed value. Again, these were more accurate than the average of the trial-by-trial estimates (4 percentage points). The retrofit curves were always close to the data (minimum accuracy = 0.99), and recovered brakepoints averaged within 1 percentage point. Recovered values for a underestimated programmed values, and did so increasingly as the co was increased. This trend was noticed in Cases 1 and 2, but was more marked here. Estimates of a were close to 1.0 until co = 0.5, decreasing to 0.75 and 0.68 for cos of 0.9 and 1.0.
The underestimation of a is not unexpected, because variations in a over a unit distance cause variation in velocity that are proportional to the square root of the variation in a (Equation 4). Thus errors in a of-.5 and +.5 will cancel in the average of a, but they will generate velocities of (2 × .5) tr2 and (2 × 1.5) I/2 over a unit distance, which average to 1.366. Solving Equation 4, then, gives an "estimate" of 0.933 for a. Thus average speeds provide a biased estimate of average accelerations.
Case 4
Variation in the brakepoints causes a more severe disruption in our inferences, because it causes a systematic distortion in the shape of the speed profiles. Estimates of a were accurate, however, with slight underestimation at large values of co, where the brakepoint would occasionally intrude into the first few inches of the "alley." Figure A 1 shows the estimated values of the brakepoint and the proportion of variance accounted for by the retrospective curve-fit of the model based on average velocities. It is clear that the estimates are in serious error for cos greater than 0.5 and that the retrospective model clearly fails to accommodate the speed profiles for cos greater than 0.3. In a way, this is teassurin~, in that the retrofit dearly indicates the inappropriateness of the model for a set of data even though those data are visually not very different from the data generated in Cases 1-3; there are cases, then, where the model must be rejected. Unfortunately, the simpler indices derived from averaged accelerations were not designed to indicate failure of the assumptions on which they are based. However, those indices provided accurate estimates of a, and acceptably good estimates ofxt~, over a range of error that is probably typical of laboratory measurements.
Conclusion
The model is robust over various random perturbations of a, with recommended procedures for estimating a and Xbp proving accurate. The model is less robust over perturbations in the brakepoint. It is acceptable within the range of variability typically found in behavioral measures (co < 0.4), but errs systematically for noisier data.
These results should be compared with similar treatments of the traditional dependent variables--velocities at various points in the alley. However, the analysis would be awkward, with no assumptions to guide it, and it has not been done. It is not clear that the choice of speed (or its reciprocal) was based on anything other than historical precedent; a case was never made for the psychological relevance of velocity, nor its orderliness as a dependent variable. Velocity is not directly modifiable by experimental contingencies---we can change an animal's speed only by getting it to accelerate or decelerate. Although the present analysis is perhaps too simple and although additional empirical work is needed (e.g., accelerometer measures should be correlated with time measures), the treatment, even as it stands, provides superior dependent variables for runway studies.
