The cross section for the diffractive deep-inelastic scattering process ep → eXp is measured, with the leading final state proton detected in the H1 Forward Proton Spectrometer. The data sample covers the range x IP < 0.1 in fractional proton longitudinal momentum loss, 0.1 < |t| < 0.7 GeV 2 in squared four-momentum transfer at the proton vertex and 4 < Q 2 < 700 GeV 2 in photon virtuality. The cross section is measured four-fold differentially in t, x IP , Q 2 and β = x/x IP , where x is the Bjorken scaling variable. The t and x IP dependences are interpreted in terms of an effective pomeron trajectory and a sub-leading exchange. The data are compared to perturbative QCD predictions at next-to-leading order based on diffractive parton distribution functions previously extracted from complementary measurements of inclusive diffractive deep-inelastic scattering. The ratio of the diffractive to the inclusive ep cross section is studied as a function of Q 2 , β and x IP .
Introduction
Diffractive processes such as ep → eXp have been studied extensively in deep-inelastic electron 1 -proton scattering (DIS) at the HERA collider [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] , and provide an essential input for the understanding of quantum chromodynamics (QCD) at high parton densities. The photon virtuality Q 2 supplies a hard scale, which allows the application of perturbative QCD. Diffractive DIS events can be viewed as resulting from processes in which the photon probes a net colour singlet combination of exchanged partons. A hard scattering QCD collinear factorisation theorem [18] allows the definition of 'diffractive parton distribution functions' (DPDFs) for a given scattered proton four-momentum. The dependence of diffractive DIS on x, the Bjorken scaling variable , and Q 2 can thus be treated in a manner similar to inclusive DIS, e.g. through the application of the DGLAP parton evolution equations [19] [20] [21] [22] .
Within Regge phenomenology, diffractive cross sections are described by the exchange of a pomeron (IP ) trajectory, as illustrated in figure 1. In previous measurements at HERA [5, 6] diffractive DIS cross sections are interpreted in a combined framework, which applies the QCD factorisation theorem to the x and Q 2 dependence and uses a Regge inspired approach to express the dependence on x IP , the fraction of the incident proton longitudinal momentum carried by the colour singlet exchange. In this framework the data at low x IP are well described and DPDFs and a pomeron trajectory intercept are extracted. In order to describe the data at larger x IP , it is necessary to include a sub-leading exchange trajectory (IR), with an intercept which is consistent with the approximately degenerate trajectories associated with the exchange of ρ, ω, a 2 and f 2 mesons. In many previous analyses diffractive DIS events are selected on the basis of the presence of a large rapidity gap (LRG) between the leading proton and the remainder of the hadronic final state X [3, 5] . The main advantage of the LRG method is high acceptance for diffractive 1 In this paper "electron" is used to denote both electron and positron. 4 processes. A complementary way to study diffractive processes is by direct measurement of the outgoing proton. This is achieved in H1 using the Forward Proton Spectrometer (FPS) [4, 16, 23] . Although the FPS detector has low acceptance, the FPS method of studying diffraction has several advantages. In contrast to the LRG case, the squared four-momentum transfer t at the proton vertex can be reconstructed. The FPS method selects events in which the proton scatters elastically, whereas the LRG method does not distinguish between the case where the scattered proton remains intact or where it dissociates into a system of low mass M Y . The FPS method also allows measurements up to higher values of x IP than is possible with the LRG method, extending into regions where the sub-leading trajectory is the dominant exchange. The FPS and LRG methods provide means to investigate whether the hard scattering process characterised by the variables β = x/x IP and Q 2 depends also on the variables x IP , t and M Y associated with the proton vertex. According to the proton vertex factorisation hypothesis, the cross section can be written as the product of two factors, one characterising the hard interaction depending on β and Q 2 , the other characterising the proton vertex depending on x IP and t.
IP,IR
In this paper, a measurement of the cross section for the diffractive DIS process ep → eXp is presented, using H1 FPS data with statistics increased by a factor 20 compared to the previous analysis [4] . In addition the kinematic range of the FPS measurement is extended to higher Q 2 . The high statistics of the present data make the FPS results competitive in precision with the results of the LRG method. Reduced diffractive cross sections, σ D(4) r (β, Q 2 , x IP , t) and σ D(3) r (β, Q 2 , x IP ), are measured. These measurements are used to to extract the parameters of the pomeron trajectory and to quantify the sub-leading exchange contribution. The proton vertex factorisation hypothesis is tested. The cross section dependence on the hard scattering variables, β and Q 2 , is further studied. The ratio of diffractive to inclusive ep cross sections is measured as a function of Q 2 , β and x IP . The data are compared with similar measurements of the ZEUS experiment [11, 12] . The data are also compared directly with the LRG measurement [5] in order to test the compatibility between the two measurement techniques and to quantify the proton dissociation contribution in the LRG data.
Experimental Technique
The data used in this analysis correspond to an integrated luminosity of 156.6 pb −1 and were collected with the H1 detector in e − p interactions (luminosity of 77.2 pb −1 ) and e + p interactions (luminosity of 79.4 pb −1 ) during the HERA II running period from 2005 to 2007. During this period the HERA collider was operated at electron and proton beam energies of E e = 27.6 GeV and E p = 920 GeV, respectively, corresponding to an ep centre of mass energy of √ s = 319 GeV.
H1 detector
A detailed description of the H1 detector can be found elsewhere [24, 25] . Here, the components most relevant for the present measurement are described briefly. A right handed coordinate system is employed with the origin at the position of the nominal interaction point that has its z-axis pointing in the proton beam, or forward, direction and x(y) pointing in the horizontal (vertical) direction. Transverse momenta are measured with respect to the beam axis.
The Central Tracking Detector (CTD), with a polar angle coverage of 20 • < θ < 160
• , is used to reconstruct the interaction vertex and to measure the momentum of charged particles from the curvature of their trajectories in the 1.16 T field provided by a superconducting solenoid.
Scattered electrons with polar angles in the range 154
• < θ ′ e < 176
• are measured in a lead / scintillating-fibre calorimeter, the SpaCal [26] . The energy resolution is σ(E)/E ≈ 7%/ E[GeV]⊕1% and the energy scale uncertainty is 1%. A Backward Proportional Chamber (BPC) in front of the SpaCal is used to measure the electron polar angle with a precision of 1 mrad. Hadrons are measured in the Spacal with an energy scale precision of 7%.
The finely segmented Liquid Argon (LAr) sampling calorimeter [27, 28] surrounds the tracking system and covers the range in polar angle 4
• < θ < 154
• . The LAr calorimeter is used to reconstruct the scattered electron in DIS processes at high Q 2 . The LAr calorimeter consists of an electromagnetic section with lead as absorber, and a hadronic section with steel as absorber. Its total depth varies with θ between 4.5 and 8 interaction lengths. Its energy resolution, determined in test beam measurements, is σ(E)/E ≈ 11%/ E[GeV] ⊕ 1% for electrons and σ(E)/E ≈ 50%/ E[GeV] ⊕ 2% for hadrons. The absolute electromagnetic energy scale is known to 1% precision.
The hadronic final state is reconstructed using an energy flow algorithm which combines charged particles measured in the CTD with information from the SpaCal and LAr calorimeters [29] . The absolute hadronic energy scale is known with a precision of 4% for the measurements presented here.
The luminosity is determined with a precision of 3.7% by detecting photons from the BetheHeitler process ep → epγ in a calorimeter located at z = −103 m.
The energy and scattering angle of the leading proton are obtained from track measurements in the FPS [16, 23] . Protons scattered through small angles are deflected by the proton beam-line magnets into a system of detectors placed within the proton beam pipe inside two movable stations, known as Roman Pots. Each Roman Pot station contains four planes of five scintillating fibres, which together measure two orthogonal coordinates in the (x, y) plane. The fibre coordinate planes are sandwiched between planes of scintillator tiles used for the trigger. The stations approach the beam horizontally from outside the proton ring and are positioned at z = 61 m and z = 80 m. The detectors are sensitive to scattered protons which lose less than 10% of their energy in the ep interaction and which are scattered through angles below 1 mrad.
The leading proton energy resolution is approximately 5 GeV, independent of energy within the measured range. The absolute energy scale uncertainty is 1 GeV. The effective resolution in the reconstruction of the transverse momentum components of the scattered proton with respect to the incident proton is determined to be ∼ 50 MeV for p x and ∼ 150 MeV for p y , dominated by the intrinsic transverse momentum spread of the proton beam at the interaction point. The corresponding t-resolution varies over the measured range from 0.06 GeV 2 at |t| = 0.1 GeV 2 to 0.17 GeV 2 at |t| = 0.7 GeV 2 . The calibration of the FPS is performed using a sample of elastic ep → eρ 0 p photoproduction events with ρ 0 → π + π − decays by comparing the 6 variables reconstructed in the CTD with the values measured in the FPS. The scale uncertainties in the transverse momentum measurements are 10 MeV for p x and 30 MeV for p y . Further details of the analysis of the FPS resolution and scale uncertainties can be found in [4] . For a leading proton which passes through both FPS stations, the average overall track reconstruction efficiency is 48%.
Event selection and kinematic reconstruction
The events used in this analysis are triggered on the basis of a coincidence between the FPS trigger scintillator tile signals and an electromagnetic cluster signal in the SpaCal or LAr calorimeter. The trigger efficiency is around 99% on average.
Several selection criteria are applied to the data in order to select the DIS event sample and to suppress beam related backgrounds, photoproduction processes and events in which the incoming electron loses significant energy through QED radiation. The DIS selection criteria are summarised below.
• The reconstructed z coordinate of the event vertex is required to lie within 35 cm(∼ 3σ) of the mean position. At least one track originating from the interaction vertex and reconstructed in the CTD is required to have a transverse momentum above 0.1 GeV.
• The the energy E ′ e and the polar angle θ ′ e of the scattered electron are determined from the SpaCal (LAr) cluster, linked to a reconstructed charged particle track in the BPC (CTD), and the interaction vertex reconstructed in the CTD. The electron candidate is required to satisfy either 154
• and E ′ e > 8 GeV in the Spacal calorimeter or θ ′ e < 154
• and E ′ e > 10 GeV in the LAr calorimeter.
• The quantity E − p z , calculated from the energies and longitudinal momenta of all reconstructed particles including the electron, is required to lie between 35 GeV and 70 GeV. For neutral current DIS events this quantity is expected to be twice the electron beam energy neglecting detector effects and QED radiation.
The following requirements are applied to the leading proton measured in the FPS.
• The measurement is restricted to the region where the FPS acceptance is high by requiring the horizontal and vertical projections of the transverse momentum to lie in the ranges −0.63 < p x < −0.27 GeV and |p y | < 0.8 GeV, respectively, and the energy of the leading proton E ′ p to be greater than 90% of the proton beam energy E p , where E p is the energy of the proton beam.
• The quantity E + p z , summed over all reconstructed particles including the leading proton, is required to be below 1900 GeV. For neutral current DIS events this quantity is expected to be twice the proton beam energy neglecting detector effects. This requirement is applied to suppress cases where a DIS event reconstructed in the central detector coincides with background in the FPS, for example due to an off-momentum beam proton (beam halo).
The inclusive DIS variables Q 2 , x and the inelasticity y are reconstructed by combining information from the scattered electron and the hadronic final state using the method introduced in [3] :
Here, y e and y d denote the values of y obtained from the scattered electron only ('electron method') and from the angles of the electron and the hadronic final state ('double angle method'), respectively [30] .
Variables specific to diffractive DIS are defined as
Monte Carlo Simulation and Corrections to the Data
Monte Carlo simulations are used to correct the data for the effects of detector acceptances, inefficiencies, migrations between measurement intervals due to finite resolutions and QED radiation. The reaction ep → eXp is simulated with the RAPGAP program [32] using the H1 2006 DPDF Fit B set [5] . The H1 2006 DPDF Fit A and H1 2006 DPDF Fit B parameterisations give a consistent description of diffractive inclusive DIS processes [5] , but the H1 2006 DPDF Fit B predictions are in better agreement with the diffractive di-jet production cross sections measured in DIS [6] . Contributions from both leading (IP ) and sub-leading (IR) exchanges are considered. Hadronisation is simulated using the Lund string model [33] implemented within the PYTHIA program [34] . An additional ρ-meson contribution relevant for the low M X domain is simulated using the DIFFVM generator [35] .
The background from photoproduction processes, where the electron is scattered into the backward beam pipe and a particle from the hadronic final state fakes the electron signature, is estimated using the PHOJET Monte Carlo model [36] . This background is negligible except at the highest y values and is 3% at most. The proton dissociation background, where the leading proton originates from the decay of a higher mass state, is estimated using an implementation in RAPGAP of the proton dissociation model originally developed for the DIFFVM Monte Carlo generator. This background is negligible except at the highest x IP values, where it reaches 2%.
The response of the H1 detector is simulated in detail using the GEANT3 program [37] and the events are passed through the same analysis chain as is used for the data.
Background mainly arises from random coincidences of DIS events resulting in activity in the central detector with off-momentum beam protons originating from interactions of beam protons with the residual gas in the beam-pipe or with the beam collimators (beam-halo background) giving a signal in the FPS. This contribution is estimated statistically by combining the quantity E + p z for all reconstructed particles in the central detector in DIS events (without the requirement of a track in the FPS) with the quantity E + p z for beam-halo protons from randomly triggered events. The resulting background distribution is normalised to the FPS DIS data distribution in the range E + p z > 1900 GeV where beam-halo background dominates. After the selection cut of E + p z < 1900 GeV the background amounts to 13% on average. The E + p z spectra for leading proton and beam-halo DIS events are shown in figure 2a. The background is determined using the reconstructed E + p z distribution as a function of the variables x, Q 2 and t. A comparison of the FPS data after background subtraction and the RAPGAP simulation is presented in figure 2b for the energy of the leading proton E ′ p and in figure 3 for the variables x IP , p x , p y and |t|. The beam-halo background is subtracted from the data. The Monte Carlo simulation reproduces the data within the experimental systematic uncertainties (section 4).
Cross sections are obtained at the Born level by applying corrections for QED radiative effects to the measured values. These corrrections amount to about 10% and are obtained using the HERACLES [38] program within the RAPGAP event generator. The measured cross sections are quoted at the bin centres in Q 2 , β, x IP and |t|. Bin centre corrections are applied for the influence of the finite bin sizes using pomeron and sub-leading exchange parameterisations in the framework of the H1 2006 DPDF Fit B [5] for the Q 2 , β and x IP dependences and the measured t dependences at each (Q 2 , β, x IP ) value (section 5.1).
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Systematic Uncertainties on the Measured Cross Sections
Systematic uncertainties are considered from the following sources.
• The uncertainties in the leading proton energy and in the horizontal and vertical projections of the proton transverse momentum are 1 GeV, 10 MeV and 30 MeV, respectively (section 2.1). The corresponding average uncertainties on the σ D(3) r and σ D(4) r measurements are 2.5%, 4.8% and 1.8%. The dominant uncertainty originates from the FPS acceptance variation as a function of the leading proton transverse momentum in the horizontal projection.
• The electromagnetic energy scale uncertainty implies an error of 1% on the E ′ e measurement, which leads to an average systematic error of 1.2% on the σ D r measurements. Possible biases in the θ ′ e measurement in the SpaCal (LAr) calorimeter at the level of ±1 mrad (±3 mrad) lead to an average systematic error of 2.5%.
• The systematic uncertainties arising from the hadronic final state reconstruction are determined by varying the hadronic energy scale of the LAr calorimeter by ±4% and that of the Spacal calorimeter by ±7%. These sources lead to an uncertainty in the σ D r measurements of around 1%.
• The model dependence of the acceptance and migration corrections is estimated by varying the shapes of the distributions in the kinematic variables x IP , β, Q 2 and t in the RAPGAP simulation within the constraints imposed on those distributions to describe the present data. The x IP distribution is reweighted by (1/x IP ) ±0.05 , the β distribution by β ±0.05 and (1 − β) ∓0.05 , the Q 2 distribution by log(Q 2 ) ±0.2 . These sources result in an uncertainty in the σ D r measurements of 1%. Reweighting the t distribution by e ±t results in an uncertainty of 1.4% for the measured range of 0.1 < |t| < 0.7 GeV 2 .
• The model dependence of the bin centre corrections for the reduced cross section is estimated by comparing the results obtained in the framework of the H1 2006 DPDF Fit B and H1 2006 DPDF Fit A parameterisations [5] for the kinematic variables β and Q 2 . The x IP parameterisation is reweighted by (1/x IP ) ±0.05 . The average uncertainty for the reduced cross section is around 1%. Reweighting the t distribution by e ±t results in bin centre correction uncertainties of 1.6% for the σ D(4) r measurements.
• The uncertainties related to the subtraction of background are at most 2% for proton dissociation, 3% for photoproduction and 3% for the proton beam-halo contribution (section 3).
• The systematic error related to the reconstruction of the event vertex is on average 1%, as evaluated by comparing the reconstruction efficiencies for the data and Monte Carlo simulation.
• A normalisation uncertainty of 1% is attributed to the trigger efficiencies (section 2.2), evaluated using event samples obtained with independent triggers.
• The uncertainty in the FPS track reconstruction efficiency results in the normalisation uncertainty of 2%.
• A further normalisation uncertainty of 3.7% arises from the luminosity measurement.
• The extrapolation in t from the measured FPS range of 0.1 < |t| < 0.7 GeV 2 to the region |t min | < |t| < 1 GeV 2 covered by the LRG data [5] 
Results
The reduced cross section σ D(4) r
The dependence of diffractive DIS on β, Q 2 , x IP and t is studied in terms of the reduced diffractive cross section σ
. This observable is related to the measured differential cross section by
The reduced cross section depends on the diffractive structure functions F
To a good approximation the reduced cross section is equal to the diffractive structure function F rises with x IP at the highest x IP , which can be interpreted as a contribution from a sub-leading exchange (IR) with an intercept α IR (0) < 1. This observation is consistent with the previous H1 FPS analysis [4] .
Cross section dependence on x I P and t and extraction of the pomeron trajectory
The structure function F [5] . To describe the x IP and t dependence quantitatively, the structure function F D (4) 2 is parameterised by the form
which assumes proton vertex factorisation of the x IP and t dependences from those on β and Q 2 for both the pomeron and any sub-leading exchange, with no interference between the two contributions. The x IP and t dependences are parameterised using flux factors f IP and f IR motivated by Regge phenomenology,
assuming that the sub-leading exchanges have a linear trajectory, α IR (t) = α IR (0) + α ′ IR t, as is also assumed for the pomeron. Following the convention of [3] , the values of A IP and A IR are chosen such that
Fitting the form of equation 9 to the experimental F
data, the free parameters in the fit are the intercept and slope of the pomeron trajectory, α IP (t) = α IP (0) + α ′ IP t, the exponential t-slope parameter B IP for x IP → 1, the pomeron structure function F IP (β, Q 2 ) at each of the (β, Q
2 ) values considered, and the single parameter n IR describing the normalisation of the sub-leading exchange contribution. As in [3] [4] [5] , the structure function F IR (β, Q 2 ) for the subleading exchange in each β and Q 2 bin are taken from a parameterisation of the pion structure function [40] .
The behaviour of F D(4) 2 at large x IP and low β is sensitive to the parameters of the subleading exchange α IR (0), α ′ IR and B IR . They are taken to be the same as in the previous fits to the H1 F D 2 data [4, 5] in order to compare the normalisation parameters for the the sub-leading exchange contribution between the measurements. The intercept α IR (0) = 0.50 of the subleading exchange is taken from [3] . The parameters α is also included in the model dependent uncertainty. The experimental systematic uncertainties on the free parameters are evaluated by repeating the fit after shifting the data points according to each individual uncertainty listed in section 4.
The fit to equation 9 provides a good description of the x IP and t dependences of the data, with a minimum χ 2 = 273 for 289 degrees of freedom, combining statistical and uncorrelated systematic errors. The data hence support the proton vertex factorisation hypothesis for both the pomeron and the sub-leading contribution as given by the fit.
The results for the free parameters of the fit are summarised in table 1. The experimental uncertainty of the fit parameters is defined as the quadratic sum of the statistical and systematic and their experimental and model uncertainties. The experimental uncertainty is defined as the quadratic sum of the statistical and systematic uncertainties. The model uncertainty is determined by varying the fixed parameters in the fit as explained in the text.
uncertainties. The overall normalisation uncertainty of σ D(4) r contributes only to the experimental uncertainty of the sub-leading exchange normalisation parameter n IR . The result for α IP (0) is compatible with that obtained from H1 data previously measured using the LRG and FPS methods [4, 5] and with the ZEUS measurements [12, 13] . It is also consistent with the pomeron intercept describing soft hadronic scattering, α IP (0) ≃ 1.08 [39, 41, 42] .
In a Regge approach with a single linear exchanged pomeron trajectory, α IP (t) = α IP (0) + α ′ IP t, the exponential t-slope parameter B of the diffractive cross section is expected to decrease logarithmically with increasing x IP according to
an effect which is often referred to as 'shrinkage' of the diffractive peak. The degree of shrinkage depends on the slope of the pomeron trajectory, α ′ IP . The present FPS data favour a small value of α ′ IP , as expected in perturbative models of the pomeron [43, 44] . This result is incompatible with the value of α ′ IP ≃ 0.25 GeV −2 obtained from soft hadron-hadron scattering at high energies [39, 41, 42] . Vector meson measurements at HERA have also resulted in smaller values of α ′ IP , whether a hard scale is present [45] [46] [47] or not [48] . The present FPS results for α ′ IP and B IP are compatible with those obtained previously from the H1 / ZEUS data using the FPS / LPS detectors [4, 12] . Although the value of B IP measured in the H1 experiment is lower than that from the ZEUS data (7.1 ± 0.7 (stat.) ± [5] . The FPS and LRG measurements give consistent results as expected for a dominantly isosinglet sub-leading trajectory (ω or f 2 , rather than ρ or a 2 exchanges). The sub-leading exchange is important at low β and high x IP , contributing up to 50% of the cross section at the highest bin centre value of x IP = 0.075.
Test of proton vertex factorisation
To test in more detail a possible breakdown of proton vertex factorisation the dependence of α IP (0), α ′ IP and B IP on Q 2 is studied by repeating the fit described above in three different ranges 13 of Q 2 . The results of the fits, shown in figure 5 and table 2, indicate no strong dependence on Q 2 . The experimental uncertainty is defined as the quadratic sum of the statistical and uncorrelated systematic uncertainties. In the fit procedure, the normalisation factor n IR for the sub-leading exchange contribution is fixed to the central value, presented in table 1, as it is found to be insensitive to Q 2 . In order to quantify a possible breakdown of proton vertex factorization, the data are fitted using parameterisations of the form A+D ·ln(Q 2 /1 GeV 2 ) for α IP (0) and B IP . The logarithmic derivatives of α IP (0) and B IP are found to be D(α IP (0)) = 0.018 ± 0.013 (exp.) and D(B IP ) = −0.20 ± 0.14 (exp.) GeV −2 , respectively. Given the experimental uncertainties, the values of the logarithmic derivatives are within 1.5σ from zero and hence do not contradict to proton vertex factorisation.
Assuming an exponential t-dependence of the cross section, dσ/dt ∝ e Bt , the slope parameter B is measured as function of x IP at fixed values of Q 2 and β. The results are presented in figure 6 . The results for B are compared with a parameterisation of the t-dependence from the fit to F D(4) 2 (section 5.2) as shown in figure 6 . The fit results are shown as curves of the form:
which is due to the sub-leading exchange A good description of the data over the full x IP , Q 2 and β range is obtained. At low x IP , the data are compatible with a constant slope parameter, B ≃ 6 GeV −2 . No significant Q 2 or β dependence of the slope parameter B is observed for data points with x IP ≤ 0.025. The sub-leading exchange contribution integrated over this kinematic range is 5%. A parameterisation of the data in this x IP range with a constant slope parameter B gives χ 2 = 89 for 75 data points, where the errors include the combined statistical and uncorrelated systematic uncertainties. Within uncertainties, the t dependence of the cross section in the pomeron dominated low x IP region can therefore be factorised from the Q 2 and β dependences.
Since no significant Q 2 or β dependence is observed, the slope parameter B is obtained by averaging over the Q 2 and β and compared with the result of a parameterisation of the t-dependence from the fit to F
. The result is shown as a function of x IP in figure 7. The previously published H1 FPS results [4] are also shown. A weak decrease of the B parameter value from 6 GeV −2 to less than 5 GeV −2 is observed towards larger values of x IP > ∼ 0.05, where the contribution from the sub-leading exchange is significant. This reduction of the slope parameter indicates that the size of the interaction region is reduced for IR exchange, as compared to IP exchange.
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The reduced cross section σ D(3) r and comparison with other measurements
The reduced cross section σ
2 , is obtained by extrapolating the FPS data from the measured range 0.1 < |t| < 0.7 GeV 2 using the t-dependence at each (x IP , β, Q 2 ) value (section 5.3). This extrapolation factor, which amounts to a value of 1.8 with an uncertainty of 4%, depends only weakly on x IP .
In figure 8 the H1 FPS measurements of x IP σ D(3) r are presented. They are compared with those of the ZEUS collaboration, measured using their Leading Proton Spectrometer (LPS) [12] . The ZEUS data points are interpolated to the β, Q 2 and x IP values of this measurement using a parameterisation of the ZEUS DPDF SJ fit [15] . The ratio of the H1 FPS to ZEUS LPS data averaged over the measured kinematic range is 0.85 ± 0.01(stat.) ± 0.03(syst.)
+0.09
−0.12 (norm.), which is consistent with unity taking into account the normalisation uncertainties of 6% and +11 − 7 % for the H1 FPS and ZEUS LPS data, respectively. Within the errors, there is no strong x IP , β or Q 2 dependence of the ratio. The FPS data extend the kinematic range of the cross section measurement to higher Q 2 and low β.
can be compared with H1 measurements obtained using the LRG technique [5] after taking into account the slightly different cross section definitions in the two cases. The cross section ep → eXY measured with the LRG data is defined to include proton dissociation to any system Y with a mass in the range M Y < 1.6 GeV, whereas Y is defined to be a proton in the cross section measured with the FPS. The results on x IP σ D(3) r measured using the FPS and LRG methods are shown in figure 9 as a function Q 2 in bins of β and x IP , and in figure 10 as a function of β in selected bins of Q 2 and x IP . The kinematic range of the measurements is extended to higher x IP . The experimental uncertainties of the two measurements are defined as the quadratic sum of the statistical and uncorrelated systematic uncertainties. As can be seen in figure 10 , the present FPS measurement has a precision comparable to the measurement [5] obtained using the LRG method. The LRG results are interpolated to the Q 2 , β and x IP bin centre values of the FPS data using the parameterisation H1 2006 DPDF Fit B [5] .
Since the two data sets are statistically independent and the dominant sources of systematic errors are different, correlations between the uncertainties of the FPS and LRG data are negligible. The ratio of the two measurements is formed for each (Q 2 , β, x IP ) point in the range x IP < 0.04, where LRG data are available. The dependence of this ratio on each kinematic variable is studied by taking statistically weighted averages over the other two variables.
The ratio of the LRG to the FPS cross section is shown in figure 11 as a function of Q 2 , β and x IP . Within the uncorrelated uncertainties of typically 6% per data point, there is no significant dependence on β, Q 2 or x IP . The ratio of overall normalisations, LRG / FPS, is 1.18 ± 0.01(stat.) ± 0.06(uncor.syst.) ± 0.10(norm.), the dominant uncertainties arising from the normalisations of the FPS and LRG data. This result is in agreement within uncertainties with the value of 1.23 ± 0.03(stat.) ± 0.16(syst.) obtained from the previously published H1 LRG and FPS data [4] . Combining the result of [4] with the present measurement leads to a more precise value of the cross section ratio:
where the experimental uncertainty is a combination of the statistical, uncorrelated systematic and normalisation uncertainties of the measurements. The result is consistent with the prediction of 1.15
−0.08 from the DIFFVM generator, where the total proton elastic and proton dissociation cross sections are taken to be equal for the central value and their ratio is varied in the range 1 : 2 to 2 : 1 for the uncertainties [5, 35] .
The good agreement, after accounting for proton dissociation, between the LRG and the FPS data confirms that the two measurement methods lead to compatible results, despite their very different systematics. The lack of any kinematic dependence of the ratio of the two cross sections shows, within the uncertainties, that proton dissociation with M Y < 1.6 GeV can be treated in a similar way to the elastic proton case. The result confirms that contributions from proton dissociation in the LRG measurement do not significantly alter the measured β, Q 2 or x IP dependences and hence cannot have a large influence on the diffractive parton densities extracted from the LRG data up to the normalisation difference. As can be seen in figure 12 , the rise of the data at large x IP is in agreement with a significant contribution from a sub-leading exchange. The reduced cross section σ D(3) r shown in figure 13 decreases with β over most of the kinematic range. However, it clearly rises as β → 1 at low Q 2 and x IP . Within the framework of DPDFs, this can be explained in terms of diffractive quark densities peaking at high fractional momentum at low Q 2 [3, 5] .
Cross section dependence on
The figure 14 shows the Q 2 dependence of σ
at fixed x IP and β. Positive scaling violations (∂ σ
are observed throughout the kinematic range, except at the highest β = 0.56. This observation is consistent with previous H1 measurements using the LRG method [3, 5] and implies a large gluonic component in the DPDFs. As can be seen from QCD predictions, the positive scaling violations may be attributed to the pomeron contribution even at the highest x IP values, where the sub-leading exchange is largest. The Q 2 dependence is quantified by fitting the data at fixed x IP and β to the form
such that b D (β, x IP ) is the derivative of the reduced cross section with respect to ln Q 2 multiplied by x IP . This form is fitted to data points for which the x IP bin centre values satisfy x IP ≤ 0.035 and for which the β bin contains at least 3 data points. The sub-leading exchange contribution at x IP = 0.035 is below 15%. The resulting logarithmic derivatives are shown in figure 15 . Although the logarithmic derivatives at different x IP values cover different Q 2 regions, they are similar when viewed as a function of β. This confirms the applicability of the proton vertex factorisation framework to the description of the current data. The FPS results are consistent with predictions derived from the H1 2006 DPDF Fit B to the H1 LRG data also shown in figure 15.
Comparison of the diffractive and inclusive DIS cross sections
By analogy with hadronic scattering, the diffractive and the total cross sections in DIS can be related via the generalisation of the optical theorem to virtual photon scattering [49] . Many models of low x DIS [50] [51] [52] [53] [54] [55] assume links between these quantities. Comparing the Q 2 and x dynamics of the diffractive with the inclusive cross section is therefore a powerful means of testing models and of comparing the properties of the DPDFs with their inclusive counterparts. A detailed comparison of the diffractive and inclusive cross section is performed in [5] . Following [5] , the evolution of the reduced diffractive cross section with Q 2 is compared with that of the reduced inclusive DIS cross section σ r by forming the quantity (1 − β)
at fixed Q 2 , β and x IP , using a parameterisation of the σ r data from [56] . This quantity is equivalent to the ratio of diffractive to inclusive DIS cross section
studied in [11, 13, 14] as a function of the γ * p centre of mass energy W and Q 2 in ranges of M X . The ratio is shown in figure 16 as a function of β at fixed x IP and Q 2 .
The ratio of the diffractive to the inclusive cross section is approximately constant as a function of β at fixed Q 2 and x IP except at high β. As can be seen in figure 16 , the decrease of the ratio towards high β is reproduced by QCD predictions based on diffractive and inclusive proton PDFs [5, 56] . The ratio also rises towards larger values of x IP where the sub-leading exchange contribution to the diffractive cross section is not negligible.
The ratio, shown in figure 17 as a function of Q 2 at fixed x IP and β, depends only weakly on Q 2 for most β and x IP values. In order to compare the Q 2 dependences of the diffractive and the inclusive cross sections quantitatively, the derivative b r of the ratio with respect to ln Q 2 is extracted through fits of the form a r (β,
To reduce the influence of the sub-leading exchange contribution, only data points with bin centres at x IP ≤ 0.035 are included in the analysis of b r . The resulting values of b r are shown in figure 18 . They are consistent with zero within 3σ. At fixed β, there is no significant dependence of the logarithmic derivative on x IP . Whereas the reduced diffractive and inclusive cross sections are closely related to their respective quark densities, the logarithmic derivatives are approximately proportional to the relevant gluon densities in regions where the Q 2 evolution is dominated by the g →qq splitting [57] . The compatibility of b r with zero thus implies that the ratio of the quark to the gluon density is similar in the diffractive and inclusive DIS when considered at the same low x value. As can be seen in figure 18 , QCD predictions based on proton PDFs extracted in diffractive and inclusive DIS [5, 56] reproduce a weak decrease of the logarithmic derivative towards larger β.
Summary
A cross section measurement is presented for the diffractive deep-inelastic scattering process ep → eXp. The results are obtained using high statistics data taken with the H1 detector at HERA. In the process studied, the scattered proton carries at least 90% of the incoming proton momentum and is measured in the Forward Proton Spectrometer (FPS). The data cover the range x IP < 0.1 in fractional proton longitudinal momentum loss, 0.1 < |t| < 0.7 GeV 2 in squared four-momentum transfer at the proton vertex, 4 < Q 2 < 700 GeV 2 in photon virtuality and 0.001 < β = x/x IP < 1. The measurement is performed in the range of the inelasticity variable 0.03 < y < 0.7 for 4 < Q 2 < 110 GeV 2 and in the range 0.03 < y < 0.8 for 120 < Q 2 < 700 GeV 2 . The new H1 FPS data are in good agreement with the previously published H1 FPS results and are consistent within uncertainties with results of the ZEUS collaboration obtained with their Leading Proton Spectrometer. The new measurements extend the kinematic range to higher Q 2 values.
The reduced diffractive cross section σ
is measured. The x IP and t dependences are described using a model which is motivated by Regge phenomenology, in which a leading pomeron and a sub-leading exchange contribute. The effective pomeron intercept describing the data is α IP (0) = 1.10 ± 0.02 (exp.) ± 0.03 (model), which is compatible within uncertainties with the pomeron intercept measured in soft hadron-hadron scattering. The slope of the pomeron trajectory α The FPS results are compared with those obtained from an earlier H1 measurement using events selected on the basis of a large rapidity gap rather than a leading proton. This LRG measurement includes proton dissociation to states Y with masses M Y < 1.6 GeV. The FPS data extend the kinematic range to higher x IP and thus constrain the sub-leading exchange contribution. The ratio of the LRG to the FPS cross section is 1.20 ± 0.11 (exp.). It is independent of Q 2 , β and x IP within uncertainties, confirming that contributions from proton dissociation in the LRG measurement do not significantly alter the measured Q 2 , β or x IP dependences.
The ratio of the diffractive to the inclusive ep cross sections is measured as a function of Q 2 , β and x IP . At fixed x IP the ratio depends only weakly on Q 2 or on β except at the highest β. QCD predictions based on diffractive and inclusive proton PDFs reproduce the behaviour of the ratio. This result implies that the ratio of quark to gluon distributions at low x is similar in the diffractive and inclusive processes. as a function of Q 2 , β, x IP and t values (columns 1 − 5). The statistical (δ stat ), systematic (δ sys ) and total (δ tot ) uncertainties are given in columns 6 to 8. The remaining columns give the changes of the cross sections due to a +1σ variation of the various systematic error sources described in section 4: the hadronic energy scale (δ had ); the electromagnetic energy scale (δ ele ); the scattering angle of the electron (δ θ ); the reweighting of the simulation in β (δ β ), x IP (δ x I P ) and t (δ t ); the leading proton energy E p (δ Ep ), the proton transverse momentum components p x (δ px ) and p y (δ py ); the reweighting of the simulation in Q 2 (δ Q 2 ); the background from beam halo, photoproduction and proton dissociation processes (δ bgn ); the vertex reconstruction efficiency (δ vtx ) and the bin centre corrections (δ bcc ). All uncertainties are given in per cent. The normalisation uncertainty of 4.3% is not included. The table continues on the next pages. as a function of Q 2 , β and x IP values (columns 1 − 4). The statistical (δ stat ), systematic (δ sys ) and total (δ tot ) uncertainties are given in columns 6 to 8. The remaining columns give the changes of the cross sections due to a +1σ variation of the various systematic error sources described in section 4: the hadronic energy scale (δ had ); the electromagnetic energy scale (δ ele ); the scattering angle of the electron (δ θ ); the reweighting of the simulation in β (δ β ), x IP (δ x I P ) and t (δ t ); the leading proton energy E p (δ Ep ), the proton transverse momentum components p x (δ px ) and p y (δ py ); the reweighting of the simulation in Q 2 (δ Q 2 ); the background from beam halo, photoproduction and proton dissociation processes (δ bgn ); the vertex reconstruction efficiency (δ vtx ) and the bin centre corrections (δ bcc ). All uncertainties are given in per cent. The normalisation uncertainty of 6% is not included. The table continues on the next pages. for M Y < 1.6 GeV and |t| < 1 GeV 2 obtained using the H1 LRG data [5] to that for M Y = m p and |t| < 1 GeV 2 , obtained from the present and previously published FPS data [4] . The results are shown as a function of (a) Q 
