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Abstract
Analysis of microscopy images can provide insight into many biological pro-
cesses. One particularly challenging problem is cell nuclear segmentation in
highly anisotropic and noisy 3D image data. Manually localizing and segmenting
each and every cell nuclei is very time consuming, which remains a bottleneck in
large scale biological experiments. In this work we present a tool for automated
segmentation of cell nuclei from 3D fluorescent microscopic data. Our tool is
based on state-of-the-art image processing and machine learning techniques and
supports a friendly graphical user interface (GUI). We show that our tool is as
accurate as manual annotation but greatly reduces the time for the registration.
Availability: The software and data is available from http://raetschlab.
org/suppl/stef.
1 Introduction
Imaging data, such as those form microscopic experiments, is a unique source of information in
biology. Through fluorescent staining, they allow to investigate tissue composition, cell shapes and
also sub-cellular localization. A challenge however is that manual and consistent measurements of
such data is still time consuming and this remains an obstacle in large scale experiments. Methods
that assist processing such complex, large data are therefore needed. These methods should not
only speed up these measurements steps but also increase the reproducibility of the measurements.
In this work we will focus on the challenge of detecting cell nuclei from fluorescent microscopy
images. In fluorescence microscopy, it is common practice for biologists to manually segment cells
based on 3D visualization and then later quantify the signal within this segmentation (usually in
a different staining channel). In particular, we will address nuclear segmentation for anisotropic
and high noisy 3D microscopic images with possible staining defect – a very challenging problem
that cannot be handled robustly by conventional computer vision methods such as blob detection,
deformable model (e.g. level set) or combinational optimization (e.g. graph cut), because staining
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defect normally leads to missing intensity within the body of the true nuclear. A robust approach is
highly desired.
Though microscopes are sometimes equipped with software to assist researchers on this task; more
often than not the existing software only provides very rough polygon fits based on intensity val-
ues. A major drawback of these existing software solutions is that 3D information is not taken into
account, which means segmentations are performed for each layer individually. Furthermore, each
object in a bigger volume (with potentially hundreds of cells) has to be processed separately, mak-
ing this step a major bottleneck. Finally, any prior knowledge about the structure of the objects of
interest is ignored as fits are usually non-parametric. This is suboptimal when segmenting cells or
nuclei, as these objects have known structure that can be exploited. Due to these drawbacks, signal
quantification is an extremely time consuming task, and truly large scale quantification experiments
become prohibitive. We propose a new method that addresses these shortcomings. It can be applied
to images containing multiple cells and exploits the fact that nuclei commonly have an ellipsoid
shape. The method adapts graph-regularized transfer learning [EMP05] to the problem of paramet-
ric fitting in several layers in combination with a robust loss function, as used in support vector
regression, to minimize the need for manual post-processing. Our proposed method thus provides
biologists with a tool for high-throughput quantification experiments.
2 Methods
Our method performs the fitting in two steps: a preprocessing step to localize the nuclei that is based
on multi-scale Hessian eigenvalue thresholding [LKWH12], followed parametric fitting procedure
to compute the shape of each nucleus. These two steps will be explained in detail in the following.
2.1 Preprocessing
For preprocessing, we localize and extract individual nuclei from a larger volume. We apply Hes-
sian eigenvalue thresholding introduced in [LKWH12], which finds sets of foreground pixels that
cluster together. For this we use Gaussian smoothing to aggregate mass from the neighborhood and
emphasize the central regions of the blobs (local maxima). A Hessian representation is then used to
find those local maxima, exploiting that they have negative Hessian eigenvalues while a stationary
point (e.g., a saddle point) does not. [GW08]. This is one for multiple resolutions in order to find
clusters of all sizes.
(a) Raw image (b) Gaussian Smoothing (c) Eigenvalues
(d) Seeds (e) Labeled Seeds (f) Boxes
Figure 1: Visualization of the preprocessing procedure, with individual processing steps as described
in the main text.
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Therefore, simple thresholding of the eigenvalues can extract the foreground (cell). For a visual-
ization of the individual steps of the method, see Figure 1. We repeat this procedure at different
scales because a large Gaussian kernel strongly suppresses noise but yields merge errors (i.e., under-
segmentation, because mass is aggregated within a larger neighborhood), while a small Gaussian
kernel is sensitive to noise but better preserves the boundary. Results at different scales have char-
acteristics that are complementary to each other and combing them produces less false positives and
merge errors.
2.2 Parametric fits
Our method is optimized for the detection of cell nuclei, which are membrane enclosed organelles in
eukaryotic cells that contain most of the cells genetic material. The shape of these objects resembles
a deformed ellipsoid. We argue that we can incorporate this prior knowledge about the shape by
fitting parametric geometric objects such as an 3D ellipsoid or stack of 2D ellipses.
(a) Parametric fit (b) Layer 15 fit (c) Layer 20 fit
Figure 2: Subfigure (a) gives an example of a parametric fit for a volume. Subfigure (b) and (c)
show two slices through the volume in (a) for which a good parametric fit is obtained in the face of
missing data points.
An example how parametric fitting is beneficial in providing robust fits in the face of missing data
points is shown in Figure 2.2. While we limit ourselves to discussing ellipsoid structures for the rest
of this paper, our framework generalizes to other geometric objects such as splines.
2.3 Fitting circles
We start with the simplest parametric object we could use for this task: a circle (one for each layer).
This has obvious limitations, as many nuclei are not perfect circles, but rather correspond to ellipses
in each layer. However, it may be easily derived and therefore constitutes a good starting point for
the description of our method.
The distance of a point x ∈ R2, i ∈ {1, . . . , n} to a circle with center c ∈ R2 and radius r ∈ R is
easily computed as
d(c, r,x) = | ‖c− x‖ − r|
Finding a circle parametrized by c and r that minimizes the sum of distances to points xi corre-
sponds to solving the following optimization problem:
min
c,r
n∑
i=1
L(d(c, r,xi)),
where L is a loss function, such as the squared loss or the hinge loss. The choice of loss function L
has important implications on the properties of the fit (e.g., robustness).
2.4 Fitting ellipses
A class of shapes that allows more flexibility for fitting nuclei in 2D are ellipses. An ellipse in 2D
can be parametrized by a center point c = [cx, cy]> and two radii r = [rx, ry]> [Wei]. The points
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[x, y]> on the ellipse centered at c are then given by the equation
(x− cx)2
r2x
+
(y − cy)2
r2y
= 1. (1)
An alternate parametrization (general conic) is given by
ax2 + bxy + cy2 + dx + ey + f = 0, (2)
describing an ellipse if b2 − 4ac < 0 [Ros96]. Let
x = [x2, xy, y2, x, y, 1],> (3)
Θ = [a, b, c, d, e, f ]>,
then points on the ellipse satisfy x>Θ = 0. The algebraic distance f of a point x to the ellipse
parametrized by Θ is defined as:
f(x,Θ) = x>Θ. (4)
The algebraic distance is an approximation of the Euclidean distance that has the advantage that it
is much easier to compute.
Avoiding degenerate solutions Additional constraints are necessary to avoid degenerate solu-
tions. In order to avoid the trivial solution Θ = 0 and recognizing that any multiple of a solution Θ
represents the same conic, the parameter vector Θ is constrained in one way or the other [FPF99].
Different algorithms for fitting ellipses often only differ in the way they constrain parameters. Many
authors suggest ‖a‖2 = 1, others a + c = 1 or f = 1 [FPF99].
Minimizing algebraic distance For a general loss-function, we arrive at the following formula-
tion:
min
Θ
N∑
i=1
L(Θ>xi) (5)
s.t. solution non-degenerate
Depending on which combination of non-degeneracy constraints and loss function are used, different
solvers are needed.
2.5 Robust Loss Function
It is well established that the squared loss is particularly prone to outliers, as distance is penalized
quadratically. An example of this sensitivity to outliers is shown in Figure 3, where a few outliers are
sufficient to considerably distort the fit. We therefore propose to use the ε-insensitive loss function
for the problem at hand. The ε-insensitive loss has its background in the context of Support Vector
Regression [Vap95, SS02, SS04]. It is also known as dead-zone penalty in other contexts [Boy04]
and is often used when a more robust error function is needed.
Lε(r) =
{ |r| − ε, if |r| > ε
0 else. (6)
It has two important properties that make it appealing for the problem at hand. The first is that it
does not penalize points that are within a rim of the stacked ellipsoid. This captures the intuition
that the nuclear membrane has a certain thickness and we therefore do not want to penalize points
that are within the membrane. Second, the loss is affine (linear minus some offset that depends on
ε). This means that outliers are not penalized as severely as with the squared loss, yielding a more
robust error function. In the following, we show that although non-differentiable, the ε-insensitive
loss may be expressed in the form of a constrained optimization problem. As a first step, we note
that Lε may be written as
Lε(r) = max(|r| − ε, 0). (7)
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(a) Squared loss (b) ε-insensitive loss
Figure 3: A severe effect of a few outliers for the squared loss is shown in (a). For the same data set,
the ε-insensitive loss achieves a more robust solution as shown in (b).
Plugging the above loss into Equation (5) and neglecting the non-degeneracy constraints for now,
yields the optimization problem:
min
Θ
N∑
i=1
max(|x>Θ| − ε, 0). (8)
We now make use of the fact that max(a, b) can be expressed to the smallest upper bound of a and
b [Boy04], i.e.,
max(a, b) = min
c
s.t. a ≤ c, (9)
b ≤ c.
Furthermore, we exploit that the absolute value may be expressed as the maximum of two linear
functions |r| = max(r,−r). We use the latter to move |x>Θ| from the objective to the constraints
using newly introduced slack variables si. This gives rise to:
min
Θ,si
N∑
i=1
max(si − ε, 0)
s.t. x>i Θ ≤ si, (10)
−x>i Θ ≤ si
Using the same scheme, the other max is moved to the constraints using Equation (9), introducing
variables ti. We arrive at:
min
Θ,si,ti
N∑
i=1
ti
s.t. x>i Θ ≤ si, (11)
−x>i Θ ≤ si,
si − ε ≤ ti,
0 ≤ ti.
2.6 Graph-regularization
To share information of the ellipse fitting across the z-layers , we propose to jointly fit ellipses in
all layers and penalize differences between parameter vectors of neighboring layers by means of
regularization term R:.
R(Θ1, . . . ,ΘN ) =
N−1∑
i=1
‖Θi −Θi+1‖p, (12)
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where ‖a‖p is the p-norm. The effect of this smoothing is shown in Figure 4.
(a) No regularization (b) Graph regularization
Figure 4: Example of cell fitting in each z-layer independently (a) and with graph regularization
(b). In the top and bottom layers of the nucleus, the non-regularized 2D fits differ greatly between
layers as only a few data points are available for each layer. By coupling layers via Multitask
Regularization, we achieve a smooth fit.
This smoothness regularizer is a special case of a general graph-regularizer, which is often used in
the context of Multitask Learning [EMP05, WKGR12], as edges only exist between neighboring
layers. Note that in the above formulation, we have not settled on a particular norm, however in the
following we will instantiate to the L1-norm.
2.7 Linear Program (LP) Formulation
We now start putting all pieces together to obtain the final optimization problem. Starting from
Equation (11), we add the graph-regularizer from Equation (12) to the mix.
Note that to avoid the trivial solution, we add additional constraints as discussed in Section 2.4.
Here, we use Θi,1 + Θi,3 = 1 (i.e., a + c = 1).
min
Θi,si,ti
M∑
t=1
Nt∑
i=1
tt,i +
M−1∑
t=1
|Θi −Θi+1|1
s.t. x>i Θ ≤ si,
−x>i Θ ≤ si,
si − ε ≤ ti,
0 ≤ ti,
Θi,1 + Θi,3 = 1.
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Again, using the fact that |a| = max(a,−a), we push the graph-regularizer to the constraints:
min
Θi,si,ti
M∑
i=1
Ni∑
j=1
ti,j +
M−1∑
i=1
D∑
j=1
uij
s.t. Θi,j −Θi,j ≤ ui,j∀i ∈ [1,M − 1], j ∈ [1, D],
−Θi,j + Θi,j ≤ ui,j∀i ∈ [1,M − 1], j ∈ [1, D],
x>i Θ ≤ si,
−x>i Θ ≤ si,
si − ε ≤ ti,
0 ≤ ti,
Θi,1 + Θi,3 = 1.
The above problem consists of a linear objective and linear constraints and can therefore be solved
with a linear program solver. We used the freely available GNU Linear Programing Toolkit to solve
the above optimization problem (http://www.gnu.org/software/glpk/glpk.html).
For ease of use, we provide a graphical user interface (GUI) as shown in Figure 5.
Figure 5: Graphical User Interface for rapidly performing experiments.
3 Experiments
Robustness Analysis To compare robust loss and squared loss in the context of parametric fits,
we set up an experiment using synthetic data. For this, we first sampled n points x1, ...,xn from an
ellipse parametrized by Θ. Next, uniformly distributed points were sampled in the interval [−3, 3]
to simulate random noise and contaminations. Based on all sampled points, two fits were obtained,
one using the squared loss and one using the robust loss. Examples of these fits are shown in 6(a),
6(b) and 6(c). A systematic comparison of the two losses is shown in Figure 7, where the error with
respect to the ground truth (i.e., ‖Θfit − Θ‖) is shown as a function of the number of uniformly
sampled points. We observe that the error increases much later when using the robust loss function
as opposed to using the squared loss.
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Figure 6: Fits for different noise regimes. The dots that are sampled from the noise distribution are
shown in (purple) and the ones sampled from the underlying ellipse (green) are shown in (black).
The true squared loss fit is shown in (red) and the one using the robust loss is shown in (blue).
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Figure 7: Comparison of the fitting error of the squared and robust loss for different mixtures of the
distributions of the ellipsoid and the noise.
Evaluation in Practice In order to evaluate the quality of our fits on real data, we compared them
to manually curated segmentations obtained using the software of the microscope manufacturer. The
results are shown in Figure 8(b). We observe that our approach has an almost perfect correlation
to the manually curated ground truth, while the existing microscope software shows a consider-
able deviation (see Figure 8(a)). As we are ultimately interested in allowing for high-throughput
experiments, we quantified the time taken to perform an experiment using our approach and the
microscope software and report a large speed-up. Note that the experiment was conducted by fitting
each cell individually. Taking into account the proposed preprocessing pipeline and setting up batch
processing will almost entirely automate the procedure.
4 Conclusion
We have presented a tool for parametric fitting of cell-like objects in fluorescence microscopy im-
ages. We have shown that using modern machine learning and computer-vision techniques, we can
greatly speed-up the experimental process and outperform existing software. Combined with an
easy-to-use user interface, our tool enables biologists to perform truly high-throughput quantitative
experiments in fluorescence microscopy [HGK+13].
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(a) Microscope software (b) Our approach (c) Time gain
Figure 8: Results on real data comparing the 2D polygon fit by the microscope manufacturer (a) to
our approach (b). Taking into account manual post processing, the total time taken for an experiment
is shown in (c).
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