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WHITTAKER VECTOR OF DEFORMED VIRASORO ALGEBRA AND MACDONALD
SYMMETRIC FUNCTIONS
SHINTAROU YANAGIDA
Abstract. We give a proof of Awata and Yamada’s conjecture for the explicit formula of Whittaker vector
of the deformed Virasoro algebra realized in the Fock space. The formula is expressed as a summation
over Macdonald symmetric functions with factored coefficients. In the proof we fully use currents appearing
in the Fock representation of Ding-Iohara-Miki quantum algebra. We also mention an interpretation of
Whittaker vector in terms of the geometry of the Hilbert schemes of points on the affine plane.
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0. Introduction
In [AY10] Awata and Yamada studied an analog of the Alday-Gaiotto-Tachikawa relation [AGT10] in five
dimensions. They conjectured that Nekrasov’s instanton partition function of 5D N = 1 pure SU(2) gauge
theory coincides with the inner product of the Gaiotto-like state [G08] in the deformed Virasoro algebra.
Let us briefly explain the notions appearing here. The deformed Virasoro algebra Virq,t was introduced
in [SKAO] as the (topological) algebra generated by the current T (z) =
∑
n∈Z Tnz
−n satisfying the relation
f(w/z)T (z)T (w)− T (w)T (z)f(z/w) = −
(1− q)(1− t−1)
1− q/t
(
δ(qt−1w/z)− δ(tq−1w/z)
)
with f(x) := exp(
∑
n≥1(1 − q
n)(1− t−n)/(1 + qn/tn) · xn/n).
The algebra Virq,t has Verma module, an analogue of Verma modules of triangular decomposed Lie
algebras. It is Z≥0-graded and generated by a highest weight vector. The Verma module with highest
weight h is denoted byMh and its n-th grading part is denoted byMh,n. The completion ofMh with respect
to the Z≥0-grading is denoted by M̂h.
Let L be an element of F. The Gaiotto-like state in Virq,t is an element vG of the completed Verma
module M̂h with the property
T1vG = LvG, TnvG = 0 (n ≥ 2). (0.1)
One immediately finds that vG is of the form vG =
∑
n≥0 L
nvG,n (if it exists), where vG,n ∈ Mh,n is
independent of L. Thus the choice of L is inessential.
The Gaiotto-like state turned out to be an analogue of the Whittaker vector for finite dimensional Lie
algebra [K78] as the condition (0.1) implies. So let us call (0.1) the Whittaker condition, and call the vector
vG the Whittaker vector for Virq,t.
Along the way of checking the five dimensional relation, Awata and Yamada also discovered an explicit
formula [AY10, (3.18)] of vG realized in the Fock representation. The formula is expressed in a form of
summation over Macdonald symmetric functions with factored coefficients.
Theorem. The Whittaker vector vG of the deformed Virasoro algebra exists uniquely, and in the Fock
representation, its n-th degree part is expressed by
vG,n =
∑
λ⊢n
Pλ(q, t)γλ, γλ =
∏
s∈λ
k
1− k2qj(s)t−i(s)
qaλ(s)
1− q1+aλ(s)tlλ(s)
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Here the symbol k is the highest weight of Fock space, and is related to the highest weight of the Verma
module by h = k + k−1.
In this paper we give a proof of this explicit formula of Whittaker vector of the deformed Virasoro algebra
realized in the Fock space. Our proof will be done in the representation theory of quantum algebra. The result
can be viewed as a q-analogue of the explicit formula for Whittaker vector of the Virasoro Lie algebra, which
was proved in [Y11]. However, the method of the proof is totally different. In the non-deformed Virasoro
case, the existence of the Whittaker vector follows from the universal property of the Verma module of Lie
algebra. For the deformed Virasoro algebra, no general theory like [K78] is not available, since it is not a
Lie algebra, nor a vertex (operator) algebra.
In the proof we rewrite the Whittaker condition (0.1) in the language of the Fock representation of the
so-called Ding-Iohara-Miki quantum algebra U(q, t). It is a version of (topological) Hopf algebra introduced
by Ding and Iohara [DI97]. The algebra has a Fock representation, and this representation is intimately
connected to the theory of Macdonald symmetric functions [M95]. For a simple example, two parameters
q and t in the algebra U(q, t) can be identified with the parameters in the Macdonald symmetric functions.
This surprising connection was discovered by Miki [Mi07]. A few years later, several groups [FHHSY, FT11,
FFJMM, SV13] “rediscovered” the algebra U(q, t) in several contexts. See §2.3 for more accounts.
By Feigin and Tsymabliuk’s work [FT11] and Schiffmann and Vasserot’s work [SV13], the Fock repre-
sentation of the Ding-Iohara-Miki algebra is also related to the torus equivariant K-group of the Hilbert
schemes of points on the affine plane. Thus it is natural that our formula for Whittaker vector is related
to the geometry of the Hilbert schemes of points. After the proof of the formula, we will mention to this
connection to the geometry.
Let us explain the organization of the paper here. In §1 we introduce the deformed Virasoro algebra, its
Fock representation and symmetric functions. After defining the Whittaker vector for Virasoro algebra, we
state in Theorem 1.1 the conjecture of Awata and Yamada, whose proof is the main result of this paper.
§2 is a preliminary part of the proof. After introducing Ding-Iohara-Miki algebra Uq.t, we rewrite the
Whittaker condition of the deformed Virasoro algebra in terms of currents of operators in Uq.t acting on the
Fock space.
In §3 we give the proof. Since the Whittaker condition can be written in three parts, the proof is also
separated in three parts. The third condition is hardest to prove.
In §4 we will give an interpretation of the Whittaker vector in terms of the geometry of Hilbert schemes
of points on the plane. In §4.1 we recall Haiman’s work [H01, H02, H03] and introduce the main morphism
Φ from geometry to representation. In §4.2 we interpret the formula in terms of geometry.
The appendix is attached for some accounts of the computation in terms of the deformed Virasoro currents.
In the main text the computation will be done in terms of the currents η(z) and D(z). Although we don’t
have fully general formulae for TdvG,n, we can study a few properties of TdvG,n, which seem to be interesting
from combinatorial viewpoints.
Notation. We follow [M95] for the notations of partitions and symmetric functions.
By a partition we mean a non-decreasing finite sequence of positive integers. For a partition λ, its total
sum is denoted by |λ| and its length is denoted by ℓ(λ). λ ⊢ n means that λ is a partition with the condition
|λ| = n.
A partition will be identified with the associated Young diagram. We use (i, j) for the coordinate of a
box in a Young diagram, so that for a partition λ = (λ1, λ2, . . . , λℓ) we have 1 ≤ i ≤ ℓ and 1 ≤ j ≤ λi.
The arm and leg of the box s at (i, j) in the Young diagram λ is denoted by aλ(s) and lλ(s). We have
aλ(s) = λi − j and lλ(s) = λ
∨
j − i. Here λ
∨ is the transposed Young diagram of λ.
In Figure 1 we give an example of Young diagram and combinatorial symbols. We will use French notation
for Young diagram. The figure is the diagram for the partition (9, 9, 6, 5, 2, 2). For the box s shadowed in
the figure, we have i(s) = 2, j(s) = 4, a(s) = 5 and l(s) = 2.
Figure 1. Young diagram for (9, 9, 6, 5, 2, 2).
The space of symmetric functions with the coefficient ring Z will be denoted by Λ, and we set ΛR := Λ⊗ZR
for a ring R. The degree decomposition of Λ will be denoted by Λ = ⊕∞d=0Λd. The coefficient extension of
Λd is denoted by ΛR,d.
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For a positive integer n, the n-th power-sum symmetric function will be denoted by pn. For a partition
λ = (λ1, . . . , λℓ), pλ := pλ1 · · · pλℓ is the the product of power-sum symmetric functions. Recall that {pλ |
λ ⊢ d} is a basis of ΛQ,d.
For two indeterminates q and t, the Macdonald symmetric function will be denoted by Pλ(q, t), and the
integral form will be denoted by Jλ(q, t). These are the elements of ΛF with F := Q(q, t). More precisely,
{Pλ(q, t) | λ ⊢ d} is a basis of ΛF,d.
Finally we introduce the q-Pochhammer symbols
(a; q)∞ :=
∞∏
i=0
(1− aqi), (a; q)n :=
(a; q)∞
(aqn; q)∞
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1. Awata-Yamada conjecture for Whittaker vector
1.1. Deformed Virasoro algebra. Let us begin with the introduction of the deformed Virasoro algebra
[SKAO]. Let q and t be indeterminates and set F := Q(q, t). Consider the associative algebra over F
generated by {Tn | n ∈ Z} and 1 with the relations∑
l≥0
fl(Tm−lTn+l − Tn−lTm+l) = −
(1− q)(1 − t−1)
1− q/t
(
(q/t)m − (q/t)−m
)
δm+n,0 (1.1)
for any m,n ∈ Z. Here the coefficients fl’s are given by the generating function∑
l≥0
flz
l = exp
(∑
n≥1
1
n
(1− qn)(1− t−n)
1 + (q/t)n
zn
)
.
This associative algebra will be denoted by Virq,t.
The name “deformed Virasoro” comes from a degenerate limit of this algebra. Let us specialize q, t to
complex numbers (so that the algebra is defined over C) and set q = e~, t = qβ . Take the limit ~→ 0 with
fixed β. Then the current T (z) :=
∑
n∈Z Tnz
−n can be expanded as
T (z) = 2 + β
(
z2L(z) +
(1 − β)2
4β
)
~2 +O(~4),
where L(z) =
∑
n∈Z Lnz
−n−2 satisfies the defining relation of the Virasoro Lie algebra
[Lm, Ln] = (m− n)Lm+n +
c(m3 −m)
12
δm+n,0
with c = 1− 6(1− β)2/β.
Let h be an element of F. The Verma module Mh of Virq,t is generated by the highest weight vector |h 〉
with the properties
T0 |h 〉 = h |h 〉 , Tn |h 〉 = 0 (n ≥ 1).
By the defining relation (1.1), Virq,t has a natural decomposition. Introduce the outer grading operator
d which satisfies [d, Tn] = nTn and d |h 〉 = 0. Let us call an element v ∈Mh of grade n if dv = −nv. Then
one has the decomposition Mh = ⊕n≥0Mh,n by the grade n subspace Mh,n. Let us set M̂h :=
∏
n≥0Mh,n,
the completion of Mh with respect to this grading decomposition. So an element of M̂h can be written as
an infinite sum
∑
n≥0 vn with vn ∈Mh,n.
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1.2. Whittaker vector. Let L be an element of F. An element vG of the completed Verma module M̂h
with the properties
T1vG = LvG, TnvG = 0 (n ≥ 2) (1.2)
will be called a Whittaker vector of Virq,t. This notion was introduced in [AY10], where vG was called
“the (deformed) Gaiotto state”. vG is an analogue of the (degenerate) Whittaker vector w for Virasoro Lie
algebra, and w was studied in [G08] from the viewpoint of AGT conjecture.
1.3. Bosonization. Let us recall the bosonization of Virq,t following [SKAO]. Consider the Heisenberg Lie
algebra H over F generated by {an | n ∈ Z} and 1 with the commutation relations
[am, an] = m
1− q|m|
1− t|m|
δm+n,0.
Then the Virq,t current T (z) =
∑
n∈Z Tnz
−n is bosonized as
T (z) = Λ+
(
(q/t)−1/2z
)
· (q/t)1/2ta0 + Λ−
(
(q/t)1/2z
)
· (q/t)−1/2t−a0 , (1.3)
Λ±(z) := exp
(
±
∞∑
n=1
1− t−n
1 + (q/t)n
a−n
n
zn
)
exp
(
∓
∞∑
n=1
(1− tn)
an
n
z−n
)
.
The Verma module Mh is also realized in the Heisenberg Fock space F . The highest weight vector of F
is denoted by 1F , which satisfies the properties
a01F = α1F , an1F = 0 (n ≥ 1).
Here we set the highest weight of 1F to be α.
Since we take q and t to be indeterminates, the map
Mh −→ F (1.4)
induced by the bosonization (1.3) and the correspondence |h 〉 7→ 1F with
h = (q/t)1/2tα + (q/t)−1/2t−α
gives an isomorphism of Virq,t-modules. If we specialize q and t to generic complex numbers, the above
map is still an isomorphism. The non-generic values are given by the zeros of the (Virq,t version of) Kac
determinant, which was conjectures in [SKAO] and proved in [BP98].
When expressing elements of Mh by those of F , it is convenient and powerful to use the symmetric
function. An element of F can be presented as a symmetric function via the correspondences
a−n 7−→ pn, an 7−→ n
1− qn
1− tn
∂pn
for n > 0. Thus an element a−λ1 · · · a−λℓ · 1F of the PBW-basis of F can be identified with the power-sum
symmetric function pλ = pλ1 · · · pλℓ . By this correspondence, we have an isomorphism
F
∼
−−→ ΛF
of F-vector spaces. Composed with (1.4), it gives an isomorphism
Mh
∼
−−→ ΛF
of Virq,t-modules. The action of T (z) on ΛF can be written as
T (z) = exp
( ∞∑
n=1
1− t−n
1 + (q/t)n
pn
n
(q/t)−n/2zn
)
× exp
(
−
∞∑
n=1
(1− qn)∂pn(q/t)
n/2z−n
)
× k
+exp
(
−
∞∑
n=1
1− t−n
1 + (q/t)n
pn
n
(q/t)n/2zn
)
× exp
( ∞∑
n=1
(1− qn)∂pn(q/t)
−n/2z−n
)
× k−1
(1.5)
with
k := (q/t)1/2tα.
Thus we have H = k + k−1. We shall use this symbol k for indicating the highest weight, instead of using
α or h.
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1.4. Awata-Yamada conjecture. Let us recall the conjectural formula [AY10, (3.18)] of Whittaker vector
of the deformed Virasoro algebra.
Theorem 1.1. The Whittaker vector vG of the deformed Virasoro algebra exists uniquely, and in the
bosonized form it is given by vG =
∑
n≥0 L
nvG,n with
vG,n =
∑
λ⊢n
Pλ(q, t)γλ, γλ =
∏
s∈λ
k
1− k2qj(s)t−i(s)
qaλ(s)
1− q1+aλ(s)tlλ(s)
(1.6)
2. Preliminary
The purpose of this subsection is a rewriting of the Whittaker condition in terms of the key objects η(z)
and D(z). These are Laurent formal series of operators acting on the Fock space, and part of the generating
currents of the Ding-Iohara-Miki algebra. η(z) has another feature related to Macdonald symmetric func-
tions: The zero-th mode η0 realizes the first-order Macdonald difference operator. The importance of this
current have been observed in the past studies [SKAO, S06, FHHSY, FFJMM].
2.1. Rewriting in the integral form. First we rewrite the Whittaker vector (1.6) in terms of the integral
form of Macdonald symmetric functions. For that purpose, we shall prepare several combinatorial notations.
For a partition λ = (λ1, λ2, . . .) we use the common symbol
n(λ) :=
∑
i
(i − 1)λi.
One can immediately see that
n(λ) =
∑
s∈λ
(i(s)− 1), n(λ′) =
∑
s∈λ
(j(s)− 1). (2.1)
Here the running index s ∈ λ means that s runs over the set of boxes in the Young diagram (associated
to) λ. The symbols i(s) and j(s) are the coordinates of the box s. As explained in NOTATION, we have
1 ≤ i(s) ≤ ℓ(λ) and 1 ≤ j(s) ≤ λi(s) for any s ∈ λ.
Then the relationship between Pλ(q, t) and Jλ(q, t) is
Jλ(q, t) = cλ(q, t)Pλ(q, t) = c
′
λ(q, t)Qλ(q, t). (2.2)
(See [M95, Chap VI., §8] for the detail.) Here the symmetric function Qλ(q, t) is the dual of Pλ(q, t) with
respect to the Macdonald inner product 〈·, ·〉q,t on ΛF defined by
〈pλ, pµ〉q,t := δλ,µzλ
ℓλ∏
i=1
1− qλi
1− tλi
. (2.3)
The coefficients cλ(q, t) and c
′
λ(q, t) are given by the product formula
cλ(s; q, t) := 1− q
aλ(s)tlλ(s)+1, c′λ(s; q, t) := 1− q
aλ(s)+1tlλ(s), (2.4)
cλ(q, t) :=
∏
s∈λ
cλ(s; q, t), c
′
λ(q, t) :=
∏
s∈λ
c′λ(s; q, t). (2.5)
We also have
〈Jλ(q, t), Jµ(q, t)〉q,t = cλ(q, t)c
′
λ(q, t)δλ,µ
We also use the plethystic notation for symmetric functions. For an alphabet X = (x1, x2, . . .), a sym-
metric function with variables X is denoted by f [X ]. So, for example, the power symmetric function in the
variables X is denoted by pn[X ] := x
n
1 + x
n
2 + · · · .
We shall denote by
H [X ;u] :=
∏
i
(1− uXi)
−1 =
∑
r≥0
urhr[X ]
the generating function of the complete symmetric polynomials hr in the alphabet X .
Following the ideas in [BGHT], for each partition λ we introduce the set
Bλ :=
{
qj−1t1−i | 1 ≤ i ≤ ℓ(λ), 1 ≤ j ≤ λi
}
=
{
qj(s)−1t1−i(s) | s ∈ λ
}
. (2.6)
We shall use Bλ as an alphabet of symmetric polynomials. For example, we have
e1[Bλ] =
∑
s∈λ
qj(s)−1t1−i(s).
Now using (2.1), (2.2) and (2.6), we can rewrite the conjectural Whittaker vector formula (1.6) as follows:
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Lemma 2.1. (1.6) is equivalent to vG,n = k
n
∑∞
r=0(k
2q/t)rv
(r)
n with
v(r)n :=
∑
λ⊢n
Jλ(q, t)
qn(λ
′)
〈Jλ(q, t), Jλ(q, t)〉q,t
hr[Bλ]. (2.7)
2.2. Rewriting via the currents η(Z) and D(z). In this subsection we rewrite the statement in terms
of the currents η(Z) and D(z), which will play important roles in our computation. Let us introduce the
following Laurent series valued in operators acting on the Heisenberg Fock space F .
η(z) := exp
(∑
n>0
1− t−n
n
a−nz
n
)
exp
(
−
∑
n>0
1− tn
n
anz
−n
)
=exp
(∑
n>0
1− t−n
n
pnz
n
)
exp
(
−
∑
n>0
(1− qn)∂pnz
−n
)
,
D(z) := exp
(∑
n>0
1− tn
n
anz
−n
)
= exp
(∑
n>0
(1− qn)∂pnz
−n
)
.
We denote their Fourier expansions as η(z) =
∑
d∈Z ηdz
−d and D(z) =
∑
d≥0Ddz
−d. Finally, set
vn(u) :=
∞∑
r=0
urv(r)n , (2.8)
so that we have vG,n = k
nvn(k
2q/t).
Proposition 2.2. The Whittaker condition (1.2) is equivalent to the condition(
(q/t)d−1uηd +Dd
)
vn(u) =
{
vn(u) (d = 1)
0 (d ≥ 2)
(2.9)
for each n ∈ Z≥0 and for any indeterminate u.
Proof. First we may eliminate the variable L of the vector vG since
TdvG = 0⇐⇒ TdvG,n = 0 (∀n ∈ Z≥0)
for each d ∈ Z≥2 and
T1vG = LvG ⇐⇒ T1vG,n+1 = vG,n (∀n ∈ Z≥0).
An easy calculation says the bosonized current T (z) (1.5) satisfies
ψ(z)T (z) = η
(
(q/t)−1/2z
)
k +D
(
(q/t)1/2z
)
k−1 (2.10)
with
ψ(z) := exp
( ∞∑
n=1
1− t−n
1 + (q/t)n
pn
n
(q/t)n/2zn
)
.
Notice that ψ(z) has only the negative parts in its Fourier expansion: ψ(z) =
∑
d≥0 ψ−dz
d. Then taking the
coefficients of z−d (d ∈ Z≥0) in the both sides of (2.10), we have
ψ0Td + ψ−1Td+1 + ψ−2Td+2 + · · · = k(q/t)
d/2ηd + k
−1(q/t)−d/2Dd. (2.11)
Now we may prove the statement as follows. Let us fix an n ∈ Z≥0. Since Td, ηd and Dd act by 0 on the
component vG,n with n < d, it is enough calculate TdvG,n with1 ≤ d ≤ n.
Using (2.11) with d = n and noticing ψ0 = 1, we have
TnvG,n = 0⇐⇒
(
(q/t)n/2kηn + (q/t)
−n/2k−1Dn
)
vG,n = 0
⇐⇒
(
(q/t)nk2ηn +Dn
)
vG,n = 0
⇐⇒
(
(q/t)n−1uηn +Dn
)
vn = 0.
In the last line we changed the notation k2q/t = u as in Lemma 2.1. Thus TnvG,n = 0 follows from (2.9).
Next by (2.11) with d = n− 1 we have(
(q/t)d−1uηd +Dd
)
vn = 0 (d = n, n− 1)⇐⇒ (Tn−1 + ψ−1Tn)vG,n = 0, TnvG,n = 0
⇐⇒ Tn−1vG,n = 0, TnvG,n = 0.
The last line follows from the fact that the operator ψ−1 is injective. A similar argument gives(
(q/t)d−1uηd +Dd
)
vn = 0 (d ≥ 2)⇐⇒ TdvG,n = 0 (d ≥ 2).
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At last, from (2.11) with d = 1 we have
(2.9)⇐⇒ (T1 + ψ−1T2 + · · ·+ ψ−n+1Tn)vG,n = 0, TdvG,n = 0 (d ≥ 2)
⇐⇒ (1.2).

This Proposition and the definition (2.8) gives
Corollary 2.3. The Whittaker condition (1.2) is equivalent to the condition(
uη1 +D1
)
vn+1(u) = vn(u), (2.12)
(q/t)d−1ηdv
(r−1)
n +Ddv
(r)
n = 0 (d ≥ 2, r ≥ 0) (2.13)
for each n ≥ 0. Here we set v
(−1)
n := 0 for any n.
2.3. Relation with Ding-Iohara-Miki algebra. Let us make a brief comment about the current η(z)
and the Ding-Iohara-Miki algebra U(q, t) following [FHHSY]. This subsection is not necessary for the logical
step of our proof, but we think it will makes our picture more transparent.
Ding-Iohara algebra [DI97] was introduced as a generalization of Drinfeld realization of the quantum
affine algebra. In [FHHSY, Appendix A], the authors introduced a version U(q, t) of the Ding-Iohara algebra
having two parameters q and t. The same algebra appeared in the work of Miki [Mi07], so let us call U(q, t)
the Ding-Iohara-Miki algebra.
Set F˜ := Q(q±1, t±1). U(q, t) is a unital associative algebra over F˜ generated by the Drinfeld currents
x±(z) =
∑
n∈Z
x±n z
−n, ψ±(z) =
∑
±m≥0
ψ±mz
−m,
and the central element γ±1/2, satisfying the defining relations
ψ±(z)ψ±(w) = ψ±(w)ψ±(z),
ψ+(z)ψ−(w) =
g(γ+1w/z)
g(γ−1w/z)
ψ−(w)ψ+(z),
ψ+(z)x±(w) = g(γ∓1/2w/z)∓1x±(w)ψ+(z),
ψ−(z)x±(w) = g(γ∓1/2z/w)±1x±(w)ψ−(z),
[x+(z), x−(w)] =
(1 − q)(1− 1/t)
1− q/t
(
δ(γ−1z/w)ψ+(γ1/2w)− δ(γz/w)ψ−(γ−1/2w)
)
G∓(z/w)x±(z)x±(w) = G±(z/w)x±(w)x±(z),
with
g(z) :=
G+(z)
G−(z)
, G±(z) := (1 − q±1z)(1− t∓1z)(1− q∓1t±1z).
In [FFJMM] the authors noticed that one may add one more relation, which is an analogue of the Serre
relation. They also indicated that the Fock representation given below automatically satisfies the Serre-like
relation. Thus in the following discussion we can safely ignore it.
The algebra U(q, t) has a Hopf algebra structure whose coproduct and antipode are written explicitly in
terms of the above generating currents. Since those formulae are not necessary in this paper, we omit them
(see [FHHSY, Proposition A.2] for the detail).
We say a representation of U(q, t) is of level k, if the central element γ is realized by the constant
(t/q)k/2 = p−k/2. We can construct a Fock representation ρc(·) of level one as follows.
Let us also introduce the following four vertex operators [FHHSY, (1.7),(3.23),(3.27),(3.28)].
η(z) := exp
(∑
n>0
1− t−n
n
a−nz
n
)
exp
(
−
∑
n>0
1− tn
n
anz
−n
)
,
ξ(z) := exp
(
−
∑
n>0
1− t−n
n
p−n/2a−nz
n
)
exp
(∑
n>0
1− tn
n
p−n/2anz
−n
)
,
ϕ+(z) := exp
(
−
∑
n>0
1− tn
n
(1− p−n)pn/4anz
−n
)
,
ϕ−(z) := exp
(∑
n>0
1− t−n
n
(1− p−n)pn/4a−nz
n
)
.
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Then for a fixed c ∈ F˜×, we have a level one representation ρc(·) of U(q, t) on our Fock space F (see the
paragraph above (1.4)) by setting
ρc(γ
±1/2) = (q/t)∓1/4, ρc(ψ
±(z)) = ϕ±(z), ρc(x
+(z)) = c η(z), ρc(x
−(z)) = c−1ξ(z).
Here the current η(z) appears.
By the work of Schiffmann and Vasserot [SV13], the algebra U(q, t) has another description. It is the
(central extension of) Drinfeld double of the Hall algebra of elliptic curve [BS12]. Due to this Hall algebra
description, U(q, t) has a double-grading structure. One may take another set of generators
{ur,d | (r, d) ∈ Z
2 \ {(0, 0)}} (2.14)
with some explicit relation. The relationship of the Drinfeld current description and the Hall algebra de-
scription is as follows: x±n = u−n,±1, ψ
±
m = u∓m,0.
If one ignores the central extension, the relation enjoys the SL(2,Z), which comes from the autoequivalence
of the derived category of coherent sheaves on the elliptic curve. As a consequence, Schiffmann and Vasserot
discovered that there are infinite families of Heisenberg subalgebras in U(q, t). For each line ℓ through the
origin in the Z2 lattice (2.14), the subalgebra U(q, t)ℓ generated by the elements {ur,d | (r, d) ∈ ℓ} placed on
ℓ satisfies the Heisenberg relation.
In our discussion, the subalgebra U(q, t)ℓ∞ of U(q, t) generated by the elements {u(0,d) | d ∈ Z \ {0}} will
play an important role. In this subalgebra, the Heisenberg relation becomes trivial, so that the subalgebra is
commutative. It corresponding to the algebra of Macdonald difference operators realized in the Fock space.
We will describe this subalgebra in the next subsection.
By B. Feigin and Tsymabliuk’s work [FT11] and Schiffmann and Vasserot’s work [SV13], the Fock repre-
sentation of U(q, t) is also related to the equivariant K-theory of the Hilbert schemes of points on the affine
plane. We will briefly mention their results in §4.3
2.4. The Whittaker condition in terms of higher-order Macdonald difference operators. The
current η(z) is related to the Macdonald difference operator. As indicated in [SKAO], in the Fourier expansion
η(z) =
∑
n∈Z ηdz
−d, the zeroth mode η0 gives the Heisenberg realization of the (stable limit of the) first-order
Macdonald difference operator.
η0Pλ(q, t) = Pλ(q, t) ·
(
1− (1 − q)(1− 1/t)e1[Bλ]
)
. (2.15)
In [FHHSY] the authors give an explicit description of the higher-order Macdonald difference operators
and their algebra structure in terms of the Feigin-Odesskii shuffle product. In terms of the Hall algebra
description, this subalgebra corresponds to the subalgebra generated by {u0,d | d ∈ Z \ {0}}.
We have explicit formulae for a certain family of bosonized Macdonald difference operators containing the
first-order operator (2.15). To give them, let us set
ε(x) :=
1− x
1− x/t
.
We consider ε(x) as a formal series in x.
Fact 2.4 ([BGHT, §5],[S06, §9]). For r ∈ Z≥1, set the operator Êr acting on the Fock space F by
Êr :=
t−r(r+1)/2
(t−1; t−1)r
[ ∏
1≤i<j≤r
ε(zj/zi) ·
◦
◦ η(z1)η(z2) · · · η(zr)
◦
◦
]
1
. (2.16)
Here [ · · · ]1 means taking constant part of the Laurent formal series in zi’s, and
◦
◦
◦
◦ is the (usual) normal
ordering of the Heisenberg algebra H. Then we have
ÊrJλ(q, t) = Jλ(q, t)er[s
λ]
for any partition λ, where the alphabet sλ is the set of infinite variables given by
sλ := (t−1qλ1 , t−2qλ2 , . . . , t−ℓqλℓ , t−ℓ−1, t−ℓ−2, . . .).
Here ℓ is the length of the partition λ.
For later use, we give a formula translating the alphabets Bλ and s
λ.
Lemma 2.5. For any r ∈ Z≥1 we have
hr[Bλ] =
r∑
k=0
(−t)kθr−k
∑
ri≥1,
∑
i ri=k
q
∑
i(i−1)rier1,r2,...[s
λ]
with er1,r2,... := er1er2 · · · and
θn :=
∑
λ⊢n
1
cλ(q−1, t−1)cλ′(q, t)
.
WHITTAKER VECTOR OF DEFORMED VIRASORO ALGEBRA AND MACDONALD SYMMETRIC FUNCTIONS 9
Proof. By the relation
e1[Bλ] =
1
(1 − q)(1− t−1)
−
t
1− q
e1[s
λ],
we have ∏
s∈λ
(1− uBs)
−1 =
∏
i,j≥0
(1− uqit−j)−1
∏
i,j≥0
(1 + utqjsλi ).
Taking the coefficients of ur in both sides, we have
hr[Bλ] =
r∑
k=0
(−t)khr−k[B∞]
∑
ri≥1,
∑
i ri=k
q
∑
i(i−1)rier1,r2,...[s
λ].
Here we introduced the new alphabet
B∞ := {q
it−j | i, j ∈ Z≥0}
consisting of infinite variables.
Now we compute hr[B∞]. Recall the Cauchy kernel of Macdonald symmetric functions (see [M95, Chap.
VI, §2] for the detail):
Π(X,Y ; q, t) := exp
(∑
n>0
1
n
1− tn
1− qn
pn[X ]pn[Y ]
)
.
It enjoys the formula
Π(X,Y ; q, t) =
∑
λ
Jλ[X ; q, t]Jλ[Y ; q, t]
〈Jλ(q, t), Jλ(q, t)〉q,t
. (2.17)
Here we denote by Pλ[X ; q, t] the Macdonald symmetric function Pλ(q, t) with the alphabet X as variables.
Qλ[X ; q, t] and Jλ[X ; q, t] are similarly defined.
Let us also recall the specialization εu,t [M95, Chap VI, §6] of Macdonald symmetric functions. Let u be
an indeterminate. Under the homomorphism εu,t : ΛF → F[u] defined by
εu,tpr :=
1− ur
1− tr
,
we have
εu,tJλ(q, t) =
∏
s∈λ
(ti(s)−1 − qj(s)−1u). (2.18)
Then, by applying the homomorphism ε0,t : pr 7→ 1/(1− t
r) on the alphabets X and Y in (2.17), we have
exp
(∑
n>0
1
n(1− qn)(1 − tn)
)
=
∑
λ
t2n(λ)
cλ(q, t)cλ′(q, t)
Replacing t with t−1 and taking the degree n part, we have the consequence. 
Following [BGHT], we define for each symmetric function f a version of Macdonald operator ∆f : ΛF → ΛF
by
∆fJλ(q, t) := Jλ(q, t)f [Bλ]. (2.19)
Here we used the alphabet Bλ (see (2.6) for the definition). By the action (2.15) of η0, we have
1− η0 = (1− q)(1− t
−1)∆e1 . (2.20)
Recalling the definition (2.7) of v
(r)
n , we have
v(r)n = ∆hrv
(0)
n .
with ∆h−1 := 0. Then we can rewrite the condition (2.13) into the following form:
Corollary 2.6. The Whittaker condition (1.2) is equivalent to the condition(
uη1 +D1
)
vn+1(u) = vn(u), (2.21)
Ddv
(0)
n = 0, (2.22)(
(q/t)d−1ηd∆hr−1 +Dd∆hr
)
v(0)n = 0 (d ≥ 2, r ≥ 0) (2.23)
for each n ≥ 0.
In the next section we give a proof of these relations. (2.21) is shown in §3.1. In §3.2 we show (2.22).
Finally in §3.3 we show (2.23).
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3. Proof
3.1. Part 1 of the proof. In this subsection we show the relation(
uη1 +D1
)
vn+1(u) = vn(u) (3.1)
in Corollary 2.6. Let us introduce a few symbols. For a box s in a Young diagram, the symbols Bs is defined
to be
Bs = Bs(q, t) := q
j(s)−1t1−i(s). (3.2)
Thus the alphabet Bλ defined in (2.6) can be rewritten as
Bλ = {Bs | s ∈ λ}.
We also have
p1[Bλ] = e1[Bλ] =
∑
s∈λ
Bs. (3.3)
Next we rewrite the Pieri formula [M95, Chap VI, §7] of the Macdonald symmetric function into the following
form:
p1Jµ(q, t) =
∑
λ
Jµ(q, t)dλ/µ(q, t), dλ/µ(q, t) := ψ
′
λ/µ(q, t)
cµ(q, t)
c′λ(q, t)
. (3.4)
The running index λ runs over the set of partitions such that |λ| = |µ| + 1 and λ ⊃ µ. See (2.5) for the
factor c′λ(q, t). The factor ψ
′
λ/µ(q, t) is defined by
ψ′λ/µ(q, t) :=
∏
s∈Cλ/µ−Rλ/µ
bλ(s; q, t)
bµ(s; q, t)
, bλ(s; q, t) :=

cλ(s; q, t)
c′λ(s; q, t)
s ∈ λ
1 s 6∈ λ
. (3.5)
Here Cλ/µ (resp. Rλ/µ) is the set of columns (resp. rows) that intersect with the boxes in λ/µ.
Using the Macdonald inner product (2.3), we also have
∂p1Jλ(q, t) =
∑
µ
Jµ(q, t)cλ/µ(q, t), cλ/µ(q, t) := ψ
′
λ/µ(q, t)
c′λ(q, t)
c′µ(q, t)
1− t
1− q
. (3.6)
The running index µ runs over the set of partitions such that |µ| = |λ| − 1 and µ ⊂ λ.
Lemma 3.1. We have
η1Jλ(q, t) = −(1− q)
∑
µ
Jµ(q, t)cλ/µ(q, t)Bsλ/µ . (3.7)
The range of µ is the same as in (3.6). The symbol sλ/µ is the unique box belonging to the skew diagram
λ/µ.
Proof. By the definition
η(z) = exp
(∑
n>0
1− t−n
n
pnz
n
)
exp
(
−
∑
n>0
(1− qn)∂pnz
−n
)
of η(z), we have
η1 = (1− t
−1)−1[∂p1 , η0].
We also have η0 = 1− (1− q)(1 − t
−1)∆p1 (2.20). Then
η1Jλ(q, t) = −(1− q)[∂p1 ,∆p1 ]Jλ(q, t)
= −(1− q)
∑
µ
Jµ(q, t)cλ/µ(q, t)
(
p1[Bλ]− p1[Bµ]
)
= −(1− q)
∑
µ
Jµ(q, t)cλ/µ(q, t)Bsλ/µ .
At the last line we used (3.3). This is the desired formula. 
Remark 3.2. Using the nabla operator introduced in [BGHT], we can rewrite (3.7) in a nice form. Let
∇ : ΛF → ΛF be the operator defined by
∇Jλ(q, t) := ∆e|λ|Jλ(q, t) = Jλ(q, t)
∏
s∈λ
Bs = Jλ(q, t)q
n(λ′)t−n(λ). (3.8)
Then we have
η1 = −(1− q)∇
−1∂p1∇. (3.9)
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This formula appears in [BGHT, I.12 (iii)].
Now we start
Proof of (3.1). Recall
vn(u) =
∞∑
r=0
urv(r)n =
∑
λ⊢n
Jλ(q, t)
qn(λ
′)
〈Jλ(q, t), Jλ(q, t)〉q,t
H [Bλ;u].
Then by (3.7) we have
η1vn(u) = −(1− q)
∑
λ⊢n
qn(λ
′)
〈Jλ(q, t), Jλ(q, t)〉q,t
H [Bλ;u]
∑
µ⊢n
µ⊂λ
Jµ(q, t)cλ/µ(q, t)Bsλ/µ .
= −(1− q)
∑
µ⊢n−1
Jµ(q, t)
qn(µ
′)
〈Jµ(q, t), Jµ(q, t)〉q,t
H [Bµ;u]
×
∑
λ⊢n
λ⊃µ
qj(sλ/µ)−1cλ/µ(q, t)
cµ(q, t)c
′
µ(q, t)
cλ(q, t)c′λ(q, t)
Bsλ/µ
1− uBsλ/µ
.
= −(1− t)
∑
µ⊢n−1
Jµ(q, t)
qn(µ
′)
〈Jµ(q, t), Jµ(q, t)〉q,t
H [Bµ;u]
∑
λ⊢n
λ⊃µ
qj(sλ/µ)−1dλ/µ(q, t)
Bsλ/µ
1− uBsλ/µ
.
At the last line we used the definitions (3.6), (3.4) of cλ/µ(q, t), dλ/µ(q, t).
Next we compute D1vn(u). By D1 = (1− q)∂p1 and (3.4), we have
D1vn(u) = (1 − q)∂p1
∑
λ⊢n
Jλ(q, t)
qn(λ
′)
〈Jλ(q, t), Jλ(q, t)〉q,t
H [Bλ;u]
= (1 − q)
∑
λ⊢n
qn(λ
′)
〈Jλ(q, t), Jλ(q, t)〉q,t
H [Bλ;u]
∑
µ⊢n
µ⊂λ
Jµ(q, t)cλ/µ(q, t)
= (1 − q)
∑
µ⊢n−1
Jµ(q, t)
qn(µ
′)
〈Jµ(q, t), Jµ(q, t)〉q,t
H [Bµ;u]
×
∑
λ⊢n
λ⊃µ
qj(sλ/µ)−1cλ/µ(q, t)
cµ(q, t)c
′
µ(q, t)
cλ(q, t)c′λ(q, t)
1
1− uBsλ/µ
.
= (1 − t)
∑
µ⊢n−1
Jµ(q, t)
qn(µ
′)
〈Jµ(q, t), Jµ(q, t)〉q,t
H [Bµ;u]
∑
λ⊢n
λ⊃µ
qj(sλ/µ)−1dλ/µ(q, t)
1
1− uBsλ/µ
.
Combining these calculations, we have
(uη1 +D1)vn(u) = (1− t)
∑
µ⊢n−1
Jµ(q, t)
qn(µ
′)
〈Jµ(q, t), Jµ(q, t)〉q,t
H [Bµ;u]
∑
λ⊢n
λ⊃µ
qj(sλ/µ)−1dλ/µ(q, t).
Now we want to calculate the summation over λ, fixing a partition µ. Using Lemma 3.3 below, we have
(1− t)
∑
λ⊢n
λ⊃µ
qj(sλ/µ)−1dλ/µ(q, t) = 1. (3.10)
Thus we have
(uη1 +D1)vn(u) =
∑
µ⊢n−1
Jµ(q, t)
qn(µ
′)
〈Jµ(q, t), Jµ(q, t)〉q,t
H [Bµ;u] = vn−1(u).

Before giving Lemma 3.3, we recall a few notations on the plethystic formula. (For more explanation, see
[BGHT, GT96, H03].) Let X be an alphabet X and f be a symmetric function f . For an indeterminate z,
the plethystic transformation is defined to be
f [zX ] := f [X ]
∣∣∣
pn[X] 7→znpn[X]
.
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We also denote by ω the classical involution. It is defined as
ωf [X ] := f [X ]
∣∣∣
pn[X] 7→(−1)n+1pn[X]
.
ω interchanges the elementary and complete symmetric functions: ωer[X ] = hr[X ]. For Schur functions we
have ωsλ[X ] = sλ′ [X ].
Finally for a symmetric function f homogeneous of degree d, we define
f [−X ] := (−1)dωf [X ].
As an application, we can write the generating function of the elementary symmetric functions er[Y −X ]
for two alphabets X = {Xi} and Y = {Yj}.∑
r≥0
urer[Y −X ] =
∏
j(1 + uYj)∏
i(1 + uXi)
. (3.11)
Lemma 3.3. For a partition µ and r ∈ Z≥0, we have
(1− t)
∑
λ⊢|µ|+1
λ⊃µ
qj(sλ/µ)−1dλ/µ(q, t)B
r
sλ/µ
= er[(1 − q)(1− t
−1)Bµ − 1].
In particular, setting r = 0, we have (3.10).
Proof. Let m be the number of corners of the Young diagram µ. Mimicking the calculation in [GT96,
Theorem 2.2], we will introduce news variables Xk and Yk (analogue of “Garsia and Tesler’s change of
variables” in [SV13, Appendix A]).
We label the attachable boxes of µ by s1, s2, . . . , sm+1 from right to left, and set αk := i(sk) − 1 and
βk := j(sk)− 1. Introduce new variables Xk and Yk by
Xk := q
βkt−αk = Bsk (1 ≤ k ≤ m+ 1), Yk := q
βkt−αk+1 (1 ≤ k ≤ m). (3.12)
We show an example in Figure 2. In this case µ = (8, 6, 4, 4, 1), m = 4 and
X1 = q
8, X2 = q
6t−1, X3 = q
4t−2, X4 = q
1t−4, X5 = t
−5,
Y1 = q
8t−1, Y2 = q
6t−2, Y3 = q
4t−4, Y4 = q
1t−5.
s1
s2
s3
s4
s5
Figure 2. Boxes sk for µ = (8, 6, 4, 4, 1)
Let λ be a partition attaching sk to µ (so that sk = sλ/µ). By the definition (3.4) of dλ/µ(q, t), we have
dλ/µ(q, t) =
1
cλ(sk; q.t)
∏
s∈Cλ/µ
c′µ(s; q, t)
c′λ(s; q, t)
∏
s∈Rλ/µ
cµ(s; q, t)
cλ(s; q, t)
,
where Cλ/µ and Rλ/µ were explained at the definition (3.5) of ψ
′
λ/µ(q, t). Also see (2.4) for the definition of
cµ(s; q, t) and c
′
µ(s; q, t). Using the variables (3.12) we have∏
s∈Cλ/µ
c′µ(s; q, t)
c′λ(s; q, t)
=
k−1∏
n=1
1− Yn/Xk
1−Xn/Xk
,
∏
s∈Rλ/µ
cµ(s; q, t)
cλ(s; q, t)
=
m∏
n=k
1−Xk/Yn
1−Xk/Xk+1
.
We also have
cλ(sk; q.t) = 1− t,
m∏
n=k
Xn+1
Yn
= q−βk .
Thus
(1− t)qj(sλ/µ)−1dλ/µ(q, t) =
k−1∏
n=1
Xk − Yn
Xk −Xn
m∏
n=k
Xk − Yk
Xk −Xk+1
=
∏m
n=1, n6=k(1 − Yn/Xk)∏m+1
n=1, n6=k(1−Xn/Xk)
. (3.13)
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On the other hand, considering the generating function (3.11) for X = {Xn | 1 ≤ n ≤ m + 1} and
Y = {Yn | 1 ≤ n ≤ m}, we have
∞∑
r=0
urer[Y −X ] =
∏m
n=1(1 + uYn)∏m+1
n=1 (1 + uXn)
=
n+1∑
n=1
1
1 + uXk
∏m
n=1, n6=k(1− Yn/Xk)∏m+1
n=1, n6=k(1−Xn/Xk)
.
Then from (3.13) we have
∞∑
r=0
urer[Y −X ] =
n+1∑
n=1
(−u)rBrsλ/µ(1− t)q
j(sλ/µ)−1dλ/µ(q, t). (3.14)
Now a direct calculation gives
m∑
n=1
Yn −
m+1∑
n=1
Xn = (1 − q)(1− t
−1)e1[Bµ]− 1.
Taking the coefficient of ur in (3.14) gives the consequence. 
Remark 3.4. (1) In [GT96, §2] and [SV13, Appendix A], a similar formula was given. Let us describe
it in our notation. For a fixed partition λ we have
(1− q)
∑
µ⊢|λ|−1
µ⊂λ
t1−i(sλ/µ)cλ/µ(q, t)B
k
sλ/µ
= hk+1[(1− q)(1 − t
−1)Bλ − t/q].
for k ≥ 1. For the cases k = ±1 one can also show∑
µ⊢|λ|−1
µ⊂λ
t1−i(sλ/µ)cλ/µ(q, t)B
±1
sλ/µ
= (1− t)e±1[Bλ].
Here we used the symbol e−1[X ] :=
∑
iX
−1
i . The formula for k = −1 seems to be a new one.
(2) We also have a “higher-order analogue” of Lemma 3.3. Instead of the case |λ| = |µ| + 1, we now
consider the case |λ| = |µ|+ d for any d ≥ 1. The result is given in a generating function form. For
a fixed partition µ, we have∑
λ⊢|µ|+d
λ⊃µ
qn(λ
′)−n(µ′)dλ/µ(q, t)
1∏d
i=1(1− uBs(i)
λ/µ
)
=
∏m
k=1(1− uYk)∏m+d
k=1 (1− uXk)
1∏d
k=1(1− t
k)
=
d−1∏
k=0
E˜µ[u/t
k]
1− tk+1
.
In the first part, {s
(i)
λ/µ | i = 1, . . . , d} is the boxes consisting of the skew Young diagram λ/µ. For
defining the variables Xk, Yk in the second part, let us label from left to right and from top to
bottom by s1, s2, . . . , sm+d the attachable boxes to µ so that λ/µ forms a vertical strip. Here m is
some non-negative integer. Then define
Xk := q
j(sk)−1t1−i(sk) = Bsk (1 ≤ k ≤ m+ d), Yk := q
j(sk+d)−1t1−i(sk) (1 ≤ k ≤ m).
We show an example for µ = (6, 6, 4, 3, 3, 1, 1, 1) and d = 3 in Figure 3.
s1
s2
s3
s4
s5
s6
s7
s8
s9
s10
s11
Figure 3. Boxes sk for µ = (6, 6, 4, 3, 3, 1, 1, 1) and d = 3.
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The function E˜µ[u] in the last part is defined to be
E˜µ[u] :=
∞∑
r=0
(−u)rer[(1− q)(1 − t
−1)Bµ − 1] =
1
1− u
∏
s∈λ(1− uBs)(1 − uBsq/t)∏
s∈λ(1− uBsq)(1 − uBs/t)
.
This formula seems to be a new one, so we mentioned it. The proof is similar, so we omit it.
3.2. Part 2 of the proof. In this subsection we show the condition
Ddv
(0)
n = 0 (d ≥ 2)
in Corollary 2.6. Let us recall some notations.
vm(0) = v
(0)
m =
∑
λ⊢m
Jλ(q, t)
qn(λ
′)
〈Jλ(q, t), Jλ(q, t)〉q,t
,
D(z) =
∑
d≥0
Ddz
−d = exp
(∑
n>0
(1− qn)∂pnz
−n
)
. (3.15)
Proposition 3.5. For each n ∈ Z≥0 we have
D1v
(0)
n+1 = v
(0)
n , Ddv
(0)
n = 0 (d ≥ 2). (3.16)
Before starting the proof, let us introduce the notation
v(0)(w) :=
∞∑
n=0
(−w)nv(0)n .
Then we have
Lemma 3.6.
v(0)(w) = exp
(
−
∑
n>0
1
1− qn
pn
n
wn
)
(3.17)
Proof. Recall the Cauchy kernel (2.17) of Macdonald symmetric functions:
Π(X,Y ; q, t) := exp
(∑
n>0
1
n
1− tn
1− qn
pn[X ]pn[Y ]
)
=
∑
λ
Jλ[X ; q, t]Jλ[Y ; q, t]
〈Jλ(q, t), Jλ(q, t)〉q,t
. (3.18)
On this formula we will apply the specialization ε˜u,w,t : ΛF → F[u,w] defined by
ε˜u,w,tpr := w
r u
r − 1
1− tr
= −wrεu,tpr.
Then similarly as in (2.18) for the specialization εu,t, one can prove
ε˜u,w,tJλ(q, t) = w
|λ|
∏
s∈λ
(ti(s)−1u− qj(s)−1)
Now applying the homomorphism ε˜0,w,t : pr 7→ −w
r/(1− tr) on the alphabet Y in (2.17) we have
exp
(
−
∑
n>0
1
1− qn
pn
n
wn
)
=
∑
λ
(−w)|λ|Jλ(q, t)
∑
s∈λ q
j(s)−1
〈Jλ(q, t), Jλ(q, t)〉q,t
= v(0)(w).

Now we turn to
Proof of Proposition 3.5. By the factorized formula (3.17) of v(0)(w), the definition (3.15) of D(z) and the
Baker-Campbell-Hausdorff formula, we have the relation of operators acting on F .
D(z)v(0)(w) = exp
(
−
∑
n>0
1
n
wn
zn
)
v(0)(w)D(z) = (1− w/z)v(0)(w)D(z).
Taking the coefficient of zd+1w−n−1 with d, n ∈ Z≥0, we have
Dd+1v
(0)
n+1 = v
(0)
n+1Dd+1 + v
(0)
n Dd.
Considering the action of this formula on the basis 1 of the Fock space, we have
D1v
(0)
n+1 · 1 = v
(0)
n · 1, Ddv
(0)
n · 1 = 0 (d ≥ 2).
These are the desired formulae. 
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Remark 3.7. (1) Similarly we have a “Whittaker vector for the current η(z)”. Since H [Bλ;u] =
1/
∏
s∈λ(1− uq
j(s)−1t1−i(s)), it is natural to set
v(∞)m :=
∑
λ⊢m
Jλ(q, t)
qn(λ
′)
〈Jλ(q, t), Jλ(q, t)〉q,t
1∏
s∈λ q
j(s)−1t1−i(s)
=
∑
λ⊢m
Jλ(q, t)
tn(λ)
〈Jλ(q, t), Jλ(q, t)〉q,t
.
(3.19)
Then for each n ∈ Z≥0 we have
ηdv
(∞)
n+1 =
{
v
(∞)
n (d = 1)
0 (d ≥ 2).
(3.20)
The proof of this formula is similar to that for v
(0)
n , so we only give an outline. Set
v(∞)(w) :=
∑
n≥0
v(∞)n w
n
Using the specialization ε0,t of the Cauchy kernel, we can prove
v(∞)(w) = exp
(∑
n>0
1
1− qn
pn
n
wn
)
.
Then the relation (3.20) follows from the following relation of operators acting on F .
η(z)v(∞)(w) = (1− w/z)v(∞)(w)η(z).
(2) Using the operator ∇ (3.8), we have
v(∞)n = ∇
−1v(0)n . (3.21)
Then the relation (3.20) can be shown by (3.9) and the Whittaker relation (3.16) for v
(0)
n .
3.3. Part 3 of the proof.
3.3.1. Preparations. Before dealing with the remaining relations(
(q/t)d−1ηd∆hr−1 +Dd∆hr
)
v(0)n = 0 (d ≥ 2, r ≥ 0)
in Corollary 2.6, we prepare some lemmas. Let us recall several notations.
D(z) =
∑
d∈Z≥0
Ddz
−d = exp
(∑
n>0
(1 − qn)∂pnz
−n
)
,
η(z) = exp
(∑
n>0
(1 − t−n)
pn
n
zn
)
exp
(
−
∑
n>0
(1 − qn)∂pnz
−n
)
,
v(0)(w) =
∞∑
n=0
(−w)nv(0)n = exp
(
−
∑
n>0
1
1− qn
pn
n
w−n
)
.
Lemma 3.8. We have the following commutation relations.
D(z)η(w) = f(w/z)η(w)D(z), f(x) :=
(1− qx)(1 − x/t)
(1− x)(1 − xq/t)
, (3.22)
η(z)η(w) = g(w/z)◦◦ η(z)η(w)
◦
◦ , g(x) :=
(1− x)(1 − qx/t)
(1− qx)(1 − x/t)
, (3.23)
D(z)v(0)(w) = (1 − w/z)v(0)(w)D(z), (3.24)
η(z)v(0)(w) = (1 − w/z)−1v(0)(w)η(z). (3.25)
Both sides are considered as formal series of w/z valued in operators acting on F .
Lemma 3.9. Consider (1− w/z)−1 is considered as a formal series in w/z.
(1) For a formal series a(z) =
∑
d∈Z a−dz
d, the coefficient of z0 in (1− w/z)−1a(z) is
∑
d≥0 a−dw
d.
(2) For a formal series a−(z) =
∑
d≥0 a−dz
d, we have
(1 − w/z)−1a−(z) = (1− w/z)
−1a−(w) +O(z).
(3) For a formal series a+(z) =
∑
d≥0 a+dz
−d, we have
(1 − w/z)−1a+(z) = a0 +O(z).
The proofs are straightforward, so we omit them.
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3.3.2. The case r = 1. As a demonstration, let us show(
(q/t)d−1ηd +Dd∆h1
)
v(0)n = 0 (d ≥ 2) (3.26)
Hereafter we will use
η+(z) :=
∑
d≥0
ηdz
−d, η−(z) :=
∑
d≤0
ηdz
−d.
We will also denote by the symbol ≡ the equivalence of formal series up to z−2 (ignoring z−1, z0, z1, . . .
parts). Thus the relation(3.26) can be expressed as(
t/q · η+(zt/q) +D(z)∆h1
)
v(0)(w) ≡ 0. (3.27)
By (3.24) in Lemma 3.8 we have
D(z)η(z1)v
(0)(w) = (1 − w/z)(1− z1/w)
−1f(z1/z)v
(0)(w)η(z1)D(z).
Thus as formal series in F we have
D(z)η(z1)v
(0)(w) · 1F = (1− w/z)(1− z1/w)
−1f(z1/z)v
(0)(w)η−(z1) · 1F .
Taking coefficients of z1
0 in both sides and using Lemma 3.9, we have
D(z) η0 v
(0)(w) · 1F = (1− w/z)f(w/z) · v
(0)(w)η−(w) · 1F
=
(
−
w
z
+ (q + t− 1)t/q +
(1− q)(1 − t−1)t/q
1− q/t · w/z
)
· v(0)(w)η−(w) · 1F .
≡ (1− q)(1− t−1)t/q · (1 − q/t · w/z)−1 · v(0)(w)η−(w) · 1F .
In the second line we used the formula
(1− x)f(x) = −x+ (q + t− 1)t/q +
(1− q)(1 − t−1)t/q
1− xq/t
.
Now recall that by (2.20) we have ∆h1 = ∆e1 = (1− η0)/
(
(1 − q)(1− t−1)
)
. Using (3.24) we have
D(z)∆h1v
(0)(w) · 1F ≡ −t/q · (1 − q/t · w/z)
−1 · v(0)(w)η−(w) · 1F . (3.28)
On the other hand, by (3.25) in Lemma 3.8 we have
η+(zt/q)v
(0)(w) · 1F = (1− q/t · w/z)
−1v(0)(w)η−(zt/q) · 1F
= (1− q/t · w/z)−1v(0)(w)η−(w) · 1F . (3.29)
In the last line we used Lemma 3.9. Comparing (3.28) and (3.29), we have the desired formula (3.27).
3.3.3. Calculation of D(z)∆hrv
0(w). We want to calculate D(z)∆hrv
0(w), The difficult point is that we
don’t have an explicit formula for ∆hr . However we may use the explicit formula (2.16) for Êr in Fact 2.4
and the translation formula between er[s
λ] and hr[Bλ] in Lemma 2.5. Thus we start with D(z)Êrv
0(w).
Lemma 3.10. For each r ∈ Z≥1 we have
D(z)Êrv
0(w) · 1F =
t−r(r+1)/2
(t−1; t−1)r
(1− w/z)
r−1∏
i=1
f(t−iw/z) · v(0)(w)
r−1∏
i=1
η−(w/t
i−1) · 1F
as a Laurent formal series of w/z valued in F .
Proof. By Fact 2.4 and Lemma 3.8, we have
D(z)Êrv
(0)(w) · 1F =
t−r(r+1)/2
(t−1; t−1)r
D(z)
[ ∏
1≤i<j≤r
ε(zj/zi) ·
◦
◦
r∏
i=1
η(zi)
◦
◦
]
1
v(0)(w) · 1F
=
t−r(r+1)/2
(t−1; t−1)r
[
(1− w/z)
r∏
i=1
f(zi/z)
1− w/zi
∏
1≤i<j≤r
ε(zj/zi) · v
(0)(w)◦◦
r∏
i=1
η(zi)
◦
◦ D(z)
]
1
· 1F .
=
t−r(r+1)/2
(t−1; t−1)r
[
(1− w/z)
r∏
i=1
f(zi/z)
1− w/zi
∏
1≤i<j≤r
ε(zj/zi) · v
(0)(w)
r∏
i=1
η−(zi)
]
1
· 1F .
Now we want to take the coefficient of zr
0. By Lemma 3.9, we need only to consider the residue at zr = w.
Thus we have
D(z)Êrv
(0)(w) · 1F
=
t−r(r+1)/2
(t−1; t−1)r
[
(1− w/z)f(w/z)
r−1∏
i=1
f(zi/z)ε(w/zi)
1− w/zi
∏
1≤i<j≤r−1
ε(zj/zi) · v
(0)(w)η−(w)
r−1∏
i=1
η−(zi)
]
1
· 1F
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=
t−r(r+1)/2
(t−1; t−1)r
[
(1− w/z)f(w/z)
r−2∏
i=1
f(zi/z)ε(w/zi)ε(zr−1/zi)
1− w/zi
∏
1≤i<j≤r−2
ε(zj/zi)·
·
ε(w/zr−1)f(zr−1/w)
1− w/zr−1
· v(0)(w)η−(w)
r−1∏
i=1
η−(zi)
]
1
· 1F
=
t−r(r+1)/2
(t−1; t−1)r
[
(1− w/z)f(w/z)
r−2∏
i=1
f(zi/z)ε(zr−1/zi)
1− t−1w/zi
∏
1≤i<j≤r−2
ε(zj/zi)·
·
f(zr−1/z)
1− t−1w/zr−1
· v(0)(w)η−(w)
r−1∏
i=1
η−(zi)
]
1
· 1F .
Then we see that the coefficient of zr−1
0, is given by the residue at zr−1 = w/t. Now we have
D(z)Êrv
(0)(w) · 1F
=
t−r(r+1)/2
(t−1; t−1)r
[
(1− w/z)f(w/z)f(t−1w/z)
r−2∏
i=1
f(zi/z)ε(w/tzi)
1− t−1w/zi
∏
1≤i<j≤r−2
ε(zj/zi)·
· v(0)(w)η−(w)η−(w/t)
r−2∏
i=1
η−(zi)
]
1
· 1F
=
t−r(r+1)/2
(t−1; t−1)r
[
(1− w/z)f(w/z)f(t−1w/z)
r−2∏
i=1
f(zi/z)
1− t−2w/zi
∏
1≤i<j≤r−2
ε(zj/zi)·
· v(0)(w)η−(w)η−(w/t)
r−2∏
i=1
η−(zi)
]
1
· 1F .
Repeating this process, we see that it is enough to consider the residue at zi = w/t
r−i (1 ≤ i ≤ r), and we
get the consequence immediately. 
Next we want to compute DÊλv0(w) with
Êλ := Êλ1Êλ2 · · · Êλℓ
for an arbitrary partition λ. We need the following notions.
Definition 3.11. Let µ be a partition with length ℓ.
(1) We define the set of variables wµ = {wµs | s ∈ µ} by
wµs := wq
i(s)−1tl(s).
(2) We set
η−(w
µ) :=
∏
s∈µ
η−(w
µ
s ), f(w
µ/z) :=
∏
s∈µ
f(wµs /z).
If we need to specify the order in the variables wµ, the boxes in the diagram of µ are counted from left
to right and from top to bottom. So we have
wµ = (qℓ−1w/tµℓ−1, qℓ−1w/tµℓ−2, . . . , qℓ−1w, . . . , qw/tµ2−1, . . . , qw, w/tµ1−1, . . . , w) (3.30)
with ℓ := ℓ(µ).
Proposition 3.12. For a partition λ we have
D(z)Êλv0(w) · 1F = Cλ(t)
∑
µ⊢|λ|
(1− w/z)f(wµ/z)Rλ,µ(q, t) · v
(0)(w)η−(w
µ) · 1F
with
Cλ(t) :=
ℓ(λ)∏
i=1
t−λi(λi+1)/2
(t−1; t−1)λi
, (3.31)
and
Rλ,µ(q, t) := Res
(zi)=wµ
[ℓ(λ)∏
i=1
∏
1≤j<k≤λi
ε(zλ(i−1)+k/zλ(i−1)+j)
∏
1≤i<j≤ℓ(λ)
λi∏
k=1
λj∏
l=1
g(zλ(j−1)+l/zλ(i−1)+k)
]
. (3.32)
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When taking the residue, the set wλ is ordered as (3.30). Also we used the symbol
λ(i) :=
i∑
k=1
λk (1 ≤ i ≤ ℓ(λ)), λ
(0) := 0. (3.33)
Proof. As in the proof of Lemma 3.10, we have
D(z)Êλv0(w) · 1F
=
ℓ(λ)∏
i=1
t−λi(λi+1)/2
(t−1; t−1)λi
· (1− w/z)
[ |λ|∏
i=1
f(zi/z)
1− w/zi
ℓ(λ)∏
i=1
∏
1≤j<k≤λi
ε(zλ(i−1)+k/zλ(i−1)+j)·
·
∏
1≤i<j≤ℓ(λ)
λi∏
k=1
λj∏
l=1
g(zλ(j−1)+l/zλ(i−1)+k) · v
(0)(w)
|λ|∏
i=1
η−(zi)
]
1
· 1F .
One can check that the poles of the factor in the bracket [ · · · ]1 are only at (zi) = w
µ with |µ| = |λ|. Thus
we have the consequence. 
For later use, we remark
Lemma 3.13. For a parition µ, the poles of (1− w)
∏
s∈µ f(w
µ
s ) are of order one and placed at
{w = t/q ·Bs(µ′/ν′) | ν ⊢ |µ| − 1, ν ⊂ µ}.
Here s(λ/µ) denotes the (unique) box of the skew Young diagram λ/µ. The symbol Bs for a box s is defined
at (3.2).
The proof is by an elementary calculation, so we omit it.
3.3.4. Calculation of η+(z)∆hrv
0(w). As in the previous part, we start with the calculation of η+(z)Êrv
0(w)·
1F .
Lemma 3.14. For each r ∈ Z≥1 we have
η+(z)Êrv
(0)(w) · 1F =
t−r(r+1)/2
(t−1; t−1)r
(1− w/z)−1
r−1∏
i=0
g(t−iw/z) · v(0)(w)η−(z)η−(w
(r−1)) · 1F .
as a Laurent formal series of w/z valued in F .
Proof. The proof is similar to that of Lemma 3.10. By Fact 2.4 and Lemma 3.8, we have
η(z)Êrv
(0)(w)
=
t−r(r+1)/2
(t−1; t−1)r
[
(1 − w/z)−1
r∏
i=1
g(zi/z)
1− w/zi
∏
1≤i<j≤r
ε(zj/zi) · v
(0)(w)η−(z)
r∏
i=1
η−(zi)
]
1
.
Now consider the coefficient of zr
0. By Lemma 3.9, we need only to consider the residue at zr = w. Thus
η+(z)Êrv
(0)(w) · 1F
=
t−r(r+1)/2
(t−1; t−1)r
[ g(w/z)
1− w/z
r−1∏
i=1
g(zi/z)ε(w/zi)
1− w/zi
∏
1≤i<j≤r−1
ε(zj/zi) · v
(0)(w)η−(z)η−(w)
r−1∏
i=1
η−(zi)
]
1
· 1F
=
t−r(r+1)/2
(t−1; t−1)r
[ g(w/z)
1− w/z
r−1∏
i=1
g(zi/z)
1− t−1w/zi
∏
1≤i<j≤r−1
ε(zj/zi) · v
(0)(w)η−(z)η−(w)
r−1∏
i=1
η−(zi)
]
1
· 1F .
Then we see that the coefficient of zr−1
0, is given by the residue at zr−1 = w/t. Repeating this process,
we see that it is enough to consider the residue at zi = w/t
r−i (1 ≤ i ≤ r). Then one can get the result
immediately. 
As in Definition 3.11, we set
g(wµ/z) :=
∏
s∈µ
g(wµs /z).
Lemma 3.15. For a partition λ we have
η+(z)Êλv0(w) · 1F = Cλ(t)
∑
µ⊢|λ|
(1− w/z)−1g(wµ/z)Rλ,µ(q, t) · v
(0)(w)η−(z)η−(w
µ) · 1F ,
where Cλ(t) is given by (3.31) and Rλ,µ(q, t) is given by (3.32).
Proof. The proof is similar as in Proposition 3.12, so we omit it. 
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By an elementary calculation, we also have
Lemma 3.16. The poles of (1 − w)−1
∏
s∈wµ
g(wµs ) are of order one, and are placed at
{w = Bs(λ′/µ′)
−1 | λ ⊢ |µ|+ 1, λ ⊃ µ}.
Remark 3.17. (1) The boxes appearing in the description of the poles are the attachable boxes to µ,
which also appeared in Garsia and Tesler’s change of variables in Lemma 3.3.
(2) The transposed diagrams appear in the description, which seems to be related to the similar phenom-
ena in the description of Gordon filtration [FHHSY] on the space of bosonized Macdonald difference
operators.
Then by Lemma 3.9 (3), Lemma 3.18 and Lemma 3.16 we conclude
Proposition 3.18. For a partition λ we have
η+(z)Êλv0(w) · 1F = Cλ(t)
∑
µ⊢|λ|
Rλ,µ(q, t)
∑
ν ⊢|µ|+1, ν⊃µ
Gν,µ(q, t)
1− wνs(ν/µ)/z
· v(0)(w)η−(w
ν) · 1F
with Gν,µ(q, t) := Resw=zBs(ν′/µ′)(1− w/z)
−1g(wµ/z).
3.3.5. The remaining part of the proof. Let us recall the relation we must show.(
t/q · η+(zt/q)∆hr−1 +D(z)∆hr
)
v(0)(w) · 1F ≡ 0. (3.34)
Here we used the symbol ≡ as in §3.3.2.
By Lemma 2.5 we have
∆hr =
r∑
k=0
(−t)kθr−k
∑
ri≥1,
∑
i ri=k
q
∑
i(i−1)riÊr1Êr2 · · ·
=
r∑
k=0
(−t)kθr−k
∑
λ⊢k
Êλ
∑
{ri}=λ
q
∑
i(i−1)ri .
At the last line that the sequence (ri) runs over the set of permutations of λ. We write this formula as
∆hr =
∑
|λ|≤r
δλ(q, t)Êλ, δλ(q, t) := (−t)
|λ|θr−|λ|
∑
{ri}=λ
q
∑
i(i−1)ri . (3.35)
By Proposition 3.12, Lemma 3.13 and (3.35), we have
D(z)∆hrv
(0)(w) · 1F
≡
∑
|λ|≤r
δλ(q, t)Cλ(t)
∑
µ⊢|λ|
Rλ,µ(q, t)
∑
ν ⊢|µ|−1, ν⊂µ
Fν,µ(q, t)
1− q/t · wµs(µ/ν)/z
· v0(w)η−(w
µ) · 1F
=
∑
|µ|≤r
v0(w)η−(w
µ) · 1F
∑
ν ⊢|µ|−1, ν⊂µ
Fν,µ(q, t)
1− q/t · wµs(µ/ν)/z
∑
λ⊢|µ|
δλ(q, t)Cλ(t)Rλ,µ(q, t)
with Fν,µ(q, t) := Resw=zBs(µ′/ν′)(1 − w/z)
−1g(wµ/z).
On the other hand, by Proposition 3.18, Lemma 3.16 and (3.35), we see that η+(z)∆hr−1v
(0)(w) · 1F is of
the form
η+(z)∆hr−1v
(0)(w) · 1F
=
∑
|λ|≤r−1
δλ(q, t)Cλ(t)
∑
µ⊢|λ|
Rλ,µ(q, t)
∑
ν ⊢|µ|+1, ν⊃µ
Gν,µ(q, t)
1− wνs(ν/µ)/z
· v(0)(w)η−(w
ν) · 1F
=
∑
|µ|≤r
v(0)(w)η−(w
µ) · 1F
∑
ν ⊢|µ|−1, ν⊂µ
Gµ,ν(q, t)
1− wµs(µ/ν)/z
∑
λ⊢|µ|−1
δλ(q, t)Cλ(t)Rλ,µ(q, t).
Now by a direct calculation one can show
Fν,µ(q, t)
∑
λ⊢|µ|
δλ(q, t)Cλ(t)Rλ,µ(q, t) = t/q ·Gµ,ν(q, t)
∑
λ⊢|µ|−1
δλ(q, t)Cλ(t)Rλ,µ(q, t),
which implies the desired consequence (3.34).
4. Interpretation via geometry of Hilbert scheme of points over plane
Some parts of our result can be interpreted in terms of the geometry of Hilbert scheme of points over the
affine plane.
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4.1. Recollection of Haiman’s work. For the explanation, let us recall Haiman’s work [H01, H02, H03]
briefly. Our presentation follows [N12, §1].
Set X := C2. Denote by X [n] the Hilbert scheme of n points in X . Set theoretically it is the collection of
ideals I in C[x, y] with dimC C[x, y]/I = n.
X has a natural action of the torus T := C∗ × C∗, and X [n] has an induced action. Let us express the
T-action on X by (x, y) 7→ (tx, qy).
What we want to mention is the following famous result due to Haiman [H03]: The Macdonald symmetric
functions correspond to elements in the equivariant K-group KT(X
[n]) given by T-fixed points. Note that
KT(X
[n]) is a module over the representation ring R(T) ∼= Z[q±1, t±1]. Let us describe this fact in detail.
The T-fixed points in X [n] correspond to monomial ideals in C[x, y], so that they are parametrized by
partitions λ of n. We denote by Iλ ∈ X
[n] the corresponding T-fixed point.
The Hilbert scheme X [n] is a fine moduli scheme and has a tautological bundle B. It is a vector bundle
whose fiber at the point corresponding to the ideal I in C[x, y] is given by C[x, y]/I. The fiber over the fixed
point Iλ is a T-module, and its character is given by
chBIλ =
∑
s∈λ
qj(s)−1ti(s)−1 = e1[Bλ(q, t
−1)] (4.1)
Here the alphabet Bλ (3.2) naturally appears.
We give another formula of T-character. Let us denote by ∧−1T
∗X [n] The alternating sum of exterior
powers of theT@cotangent bundle T ∗X [n]. Then its fiber on the fixed point Iλ has the following T-character.
ch∧−1T
∗
Iλ
X [n] =
∑
s∈λ
(1− t−lλ(s)qaλ(s)+1)(1− tlλ(s)+1q−aλ(s)) = cλ(q
−1, t)c′λ(q, t
−1). (4.2)
The main object in [H01] is the isospectral Hilbert scheme Xn, which is defined to be the reduced fiber
product
Xn
f
//
ρ


Xn

X [n] // SnX,
where SnX = Xn/Sn is the symmetric product of X . The main result in [H01] states that Xn is normal,
Cohen-Macaulay and Gorenstein.
As an application of this result together with the result by Bridgeland-King-Reid [BKR01], Haiman [H02]
proved that the functor
Rf∗ ◦ ρ
∗ : Db(CohX [n]) −→ DbSn(CohX
n)
is an equivalence of categories. Here Db(−) denotes the bounded derived category of coherent sheaves,
and DbSn(−) is the derived category of Sn-equivariant coherent sheaves. This equivalence holds also for
T-equivariant derived categories.
The category DbSn(CohX
n) is identified with the derived category of bounded complexes of finitely gen-
erated Sn-equivariant C[x, y]
⊗n-modules.
On the equivariant Grothendieck group level, we have a natural isomorphism
KT(X
[n])
∼
−−→ KSn×T(X
n). (4.3)
In the present situation, one can consider the push-forward homomorphism for Xn → pt. Although
this morphism is not a proper, the push-forward map is well-defined on the localized Grothendieck group
KSn×T(pt) ⊗R(T) Frac(R(T))
∼= R(Sn × T) ⊗Z[q±1,t±1] Q(q, t) ∼= R(Sn) ⊗ F by the Atiyah-Bott-Lefschetz
localization formula. (Frac denotes the field of fractions.) Recall also that via the Frobenius map the
representation ring R(Sn) is isomorphic to Λn, the degree n part of the ring Λ of symmetric functions.
Combining the push-forward homomorphism and the Frobenius map, we have KSn×T(X
n)→ ΛF,n.
Composing the last map with the isomorphism (4.3) we have
Φ : KT(X
[n])→ ΛF,n.
The image of Φ is described in [H03, Proposition 5.4.6]: Φ induces an isomorphism
KT(X
[n])
∼
−−→
{
f [Y ] ∈ ΛF,n | f [(1− q)(1− t)Y ] ∈ ΛZ[q±1,t±1],n
}
.
Here we used the plethystic notation.
Now we can state the result of Haiman [H01]. For a partition λ of n, the image of the T-fixed point Iλ is
given by
Φ([Iλ]) = H˜λ,
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where H˜λ is the modified Macdonald symmetric function defined to be
H˜λ[Y ; q, t] := t
n(λ)Jλ[Y/(1 − t
−1); q, t−1]. (4.4)
The symbol [Iλ] denotes the class of the fixed point Iλ in the Grothendieck group. Below we will often omit
the bracket [ ] for simplicity.
Let us close this subsection with the remark on the operator ∇. Consider the determinant line bundle
L := ∧nB of the tautological bundle B on X [n]. By (4.1) the T-character of the fiber of L at the fixed point
Iλ is given by
chLIλ = q
n(λ′)tn(λ) = en[Bλ(q, t
−1)],
which is the eigenvalue of the operator ∇ on Jλ(q, t
−1). It implies [H03, Proposition 5.4.9] that
Φ(−⊗ L) = ∇Φ(−). (4.5)
More generally we can interpret the operator ∆f (2.19) on ΛF in terms of geometry. Let us recall the
Schur functor. For a partition λ of n, the Schur functor Sλ on the category of Sn-modules is defined by
SλW := HomSn(V
λ,W⊗n),
where V λ is the irreducible representation of Sn corresponding to the partition λ. Now Haiman showed
[H03, Proposition 5.4.9] that
Φ(−⊗ SλB) = ∆sλΦ(−). (4.6)
Here sλ ∈ Λ
n is the Schur function. The case λ = (1n) corresponds to the operator ∇ since s(1n) = en.
4.2. Geometric meaning of the Whittaker vector. Let us rewrite our result in terms of the geometry
of the Hilbert scheme X [n]. The definition (4.4) of the modified Macdonald polynomial implies that we
should replace t with t−1 and apply the plethystic transformation pr 7→ pr/(1 − t
−r) to our result. The
transformed formula will be denoted by the bold symbol.
We start with the series v(0)(w).
v(0)(w) = exp
(∑
n>0
1
(1− qn)(1 − tn)
pn
n
wn
)
.
In terms of the modified Macdonald polynomials, we have
v(0)(w) =
∑
λ
w|λ|
H˜λ(q, t)
cλ(q−1, t)c′λ(q, t
−1)
,
which is obtained by specializing Cauchy kernel formula as in Lemma (3.17). In terms of the geometry, this
expansion has the following meaning.
Lemma 4.1.
v(0)(w) =
∑
n≥0
wnΦ(OX[n]). (4.7)
Proof. In fact, by the Atiyah-Bott-Lefschetz localization formula, we have
ι−1∗ [−] =
∑
λ⊢n
ι∗λ[−]
∧−1T ∗IλX
[n]
, (4.8)
Here some explanations are in order. ι : (X [n])T →֒ X [n] is the inclusion of the T-fixed points and ιλ :
{Iλ} →֒ X
[n] is the inclusion of each T-fixed point Iλ. The push-forward ι∗ : KT((X
[n])T) −→ KT(X
[n])
induces isomorphism after localization due to Thomason’s result. Thus in (4.8) ι−1∗ is well-defined. (For
more accounts, see [NY05, §4].)
Then one can show the formula (4.7) by applying Φ on both sides of (4.8) and using (4.2). 
Next we turn to
vn(u) =
∑
r≥0
ur∆hrv
(0)
n .
Let us apply Haiman’s result (4.6) in the case λ = (n). Then since s(n) = hn and by the previous Lemma,
we immediately have
Proposition 4.2.
vn(u) =
∑
r≥0
ur∆hrv
(0)
n =
∑
r≥0
urΦ(SnB).
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Remark 4.3. We can also interpret v
(∞)
n (3.19) using the determinant line bundle L. Recall that we have
v
(∞)
n = ∇−1v
(0)
n by (3.21). Recall also Haiman’s result (4.5). Thus, we have
v(∞)(w) = ∇−1v(∞)(w) =
∑
n≥0
wnΦ(L∗).
Here L∗ dentos the dual bundle of L.
4.3. Geometric interpretation of η1. Since we have succeeded in the description of vG,n via the geometry
of Hilbert schemes of points, it is natural to seek an interpretation of the operators Td, ηd, or Dd in terms of
geometry. However, there seem no simple interpretation of those operators for general d. In the case d = 1,
a simple geometric description for η1 is already known by [FT11, SV13]. Let us briefly give some comments.
In the previous subsections we considered the equivariant K-group KT(X
[n]) with fixed n. If we want to
interpret operators like Td, they should be correspond to the operators KT(X
[n]) → KT(X
[n−d]) for any n.
Thus it is natural to consider the direct sum ⊕n≥0KT(X
[n]), which is identified with the whole Fock space
F via Φ.
The idea of geometric description of operators acting on the Heisenberg Fock space goes back to Naka-
jima’s work [N97, N99, N14], which realized the Heisenberg Fock space on the equivariant homology groups
⊕n≥0H
T
∗ (X
[n]). The generating operators of Heisenberg algebra were realized by Hecke correspondences.
These correspondences are associated to the nested Hilbert schemes X [n,n+d]. For d ≥ 0, X [n,n+d] is
a reduced closed subscheme of X [n] × X [n+d] parameterizing pairs (I, J) of ideals in C[x, y] such that
J ⊂ I. The definition for d ≤ 0 is similar. Then the associated Hecke correspondence yields an opera-
tor HT∗ (X
[n])→ HT∗ (X
[n−d]).
The works [FT11, SV13] are natural K-theoretic analogue of Nakajima’s work. Let us describe the K-
theoretic Heck correspondences in detail. For smooth quasi-projective varieties Y1, Y2, Y3 with action of a
complex algebraic group G, Assume that Yi’s are proper over another quasi-projective G-variety Y . Then
the convolution product is the map
KG(Y1 ×Y Y2)⊗R(G) KG(Y2 ×Y Y3) −→ KG(Y1 ×Y Y2)
([c1], [c2]) 7−→ [Rp13∗(p
∗
12(c1)⊗
L p∗23(c2)].
Here pij is the projection. We want to consider the case Yi = X
[ni], Y = {pt} and G = T, although it is
not possible since X [n] is not proper. Considering the localized K-groups instead, we have the well-defined
product
KT(X
[n1] ×X [n2])loc ⊗R(T) KT(X
[n2] ×X [n3])loc −→ KT(X
[n1] ×X [n3])loc.
Here we defined KT(−)loc := KT(−) ⊗R(T) Frac(R(T)) ∼= KT(−) ⊗R(T) F. Under this product, the F-vector
space E := ⊕k∈Z
∏
nKT(X
[n+k] × X [n])loc has an associative algebra structure. The same formula with
n3 = 0 implies that the F-vector space V := ⊕n≥0KT(X
[n]) is an E-module.
Consider the tautological bundles Bn+1,n, Bn,n and Bn,n+1 of the nested Hilbert schemes X
[n+1,n], X [n,n]
and X [n,n+1]. Set
u−1,l := −q
1/2
∏
n≥0
[B⊗ln,n+1], u1,l := t
1/2
∏
n≥0
[B⊗l−1n+1,n]
for l ∈ Z and
u0,k :=
∏
n≥0
ψk([Bn,n])−
1
(1 − qk)(1− tk)
, u0,−k := −
∏
n≥0
ψk([B
∗
n,n]) +
1
(1− q−k)(1− t−k)
for k ∈ Z≥1. ψk denotes the k-th Adams operation [A] of K-theory. Then one can consider the subalgebra
U of E generated by these elements.
The main result of [FT11, SV13] is that U is isomorphic to the Ding-Iohara-Miki algebra U(q, t−1), and
V is isomorphic to the Fock representation. The generators u±1,d and u0,d coincide with ur,d in the Hall
algebra description explained at (2.14).
As an immediate consequence, η1 = u−1,0 corresponds to (the K-group class of) the structure sheaf∏
n[OX[n+1,n]].
A technical point is that the generating elements are constructed from the nested Hilbert scheme X [n,n+d]
with d = 0,±1. Therefore, although we can construct operators with |d| > 1 as a convolution product of
operators of |d| = 1, it is not always possible to obtain a simple formula.
Appendix A. Combinatorial properties of TdvG,n
In the main text we proved the Whittaker condition of vG,n by computing formulas such as ηdvG,n and
DdvG,n. In this appendix we study properties of TdvG,n directly.
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A.1. Duality of Macdonald symmetric functions and its consequence. Macdonald symmetric func-
tions enjoy beautiful properties of dualities, which was observed in [M95, Chap. VI, §5]. Recall the auto-
morphism
ωq,t : pn 7−→ (−1)
n−1 1− q
n
1− tn
pn
on the space ΛF of symmetric functions, which was introduced in [M95, Chap. VI, (2.14)]. Its inverse is
given by
ωt,q : pn 7−→ (−1)
n−1 1− t
n
1− qn
pn.
As proved in [M95, Chap. VI, §5], the automorphism ωq,t acts on Pλ(q, t) as
ωq,tPλ[X ; q, t] = Qλ′ [X ; t, q]. (A.1)
Let us also recall the following properties (see [M95, Chap. VI, §4]).
Pλ[X ; 1/q, 1/t] = Pλ[X ; q, t], Qλ[X ; 1/q, 1/t] = (q/t)
|λ|Qλ[X ; q, t]. (A.2)
Now we introduce another automorphism ιq,t on ΛF.
ιq,t : f [X ; q, t] 7−→ f [X ; 1/t, 1/q].
Following the idea and the notation in [BGHT], we define the operator
↓:= ιq,tωq,t.
Using the plethystic notation, the action of ↓ on a symmetric function f [X ; q, t] can be written as
↓ f [X ; q, t] = f [−ǫX 1−1/t1−1/q ; 1/t, 1/q]
Here ǫ is the plethystic minus symbol [BGHT, H03, N12]. (Recall that we have pn[ǫX ] = (−1)
npn[X ].) By
(A.1) and (A.2) we have
↓ Jλ[X ; q, t] = (−t)
|λ|qn(λ
′)tn(λ)Jλ′ [X ; q, t]. (A.3)
Define vG,λ by the formula
vG,λ := Pλ(q, t)γλ,
where γλ is given in (1.6). We have vG,n =
∑
λ⊢n vG,λ.
Lemma A.1. We have
↓ vG,λ = (−q)
|λ|vG,λ′
for any partition λ. Therefore we also have
↓ vG,n = (−q)
nvG,n
for any n ∈ Z≥0.
Proof. By simple calculations using (2.7) and (A.3). Note that the parameter kq/t is unchanged under the
operation ↓. 
Let us recall the deformed Virasoro operators in the bosonized form.
T (z) =
∑
d∈Z
Tdz
−d, Td = (q/t)
d/2+1kΛ+d + (q/t)
−d/2−1k−1Λ−d ,
Λ±(z) =
∑
d∈Z
Λ±d z
−d = exp
(
±
∞∑
n=1
1− t−n
1 + (q/t)n
pn[X ]
n
zn
)
exp
(
∓
∞∑
n=1
(1− qn)∂pn[X]z
−n
)
.
We have the following symmetry between Λ±(z).
Lemma A.2. For an element f [X ; q, t] ∈ ΛF we have
↓ Λ±(z) ↓ f [X ; q, t] = Λ±(ǫtz)f [(q/t)X ; q, t].
Proof. Following [BGHT], we introduce the plethystic symbol
Ω[X ] := exp
(∑
m>0
pm[X ]
m
)
.
Then one can write the action of the operator Λ±(z) as
Λ±(z)f [X ; q, t] = Ω
[
± 1−1/t1+q/tzX
]
f [X ∓ 1−qz ; q, t]
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Then we have
↓ Λ±(z) ↓ f [X ; q, t] =↓ Λ±(z)f
[
−ǫ 1−1/t1−1/qX ; 1/t, 1/q
]
=↓ Ω
[
± 1−1/t1+q/t zX
]
f
[
−ǫ 1−1/t1−1/q (X ∓
1−q
z ); 1/t, 1/q
]
= ιq,tΩ
[
∓ǫ 1−q1−t
1−1/t
1+q/tzX
]
f
[
−ǫ 1−1/t1−1/q (−ǫ
1−q
1−tX ∓
1−q
z ); 1/t, 1/q
]
= Ω
[
∓ǫ 1−1/t1−1/q
1−q
1+q/tzX
]
f
[
−ǫ 1−q1−t (−ǫ
1−1/t
1−1/qX ∓
1−1/t
z ); q, t
]
= Ω
[
±qǫ 1−1/t1+q/tzX
]
f
[
(q/t)X ∓ (ǫ/t)1−qz ; q, t
]
.
Thus the consequence holds. 
By a simple calculation using Lemma A.1 and Lemma A.2, we have
Proposition A.3. For each d, n ∈ Z≥0 we have
↓ Λ±d vn = (−q)
n−dΛ±d vn.
A.2. Combinatorial formula for T|λ|Jλ(q, t). Unfortunately we don’t have a nice method to calculate
TdvG,n directly. However we can do some calculation in the case d = n. To explain it, let us write down an
explicit formula for Λ±|λ|Jλ(q, t).
To compute Λ+|λ|Jλ(q, t), it is enough to calculate the coefficient of z
−|λ| in
exp
(
−
∑
m>0
(1− qm)∂pmz
−m
)
Jλ(q, t). (A.4)
By the Macdonald inner product 〈·, ·〉q,t we have〈
1, exp
(
−
∑
m>0
(1− qm)∂pmz
−m
)
Jλ(q, t)
〉
q,t
=
〈
exp
(
−
∑
m>0
(1− tm)
pm
m
z−m
)
, Jλ(q, t)
〉
q,t
. (A.5)
To write down the result, let us define τλ ∈ F by
exp
(
−
∑
m>0
(1− tm)
pm
m
z−m
)
=
∑
λ
z−|λ|τλPλ(q, t).
Lemma A.4. τλ is given by
τλ = (1− q)(t− 1)t
|λ|−1+n(λ)e1[Bλ]
∏
s∈λ\(1,1)(1−Bs)
c′λ(q, t)
.
Here we used the symbol Bλ = {Bs | s ∈ λ} defined at (2.6) and (3.2).
Proof. We just give a sketch of proof. Using the generating functions of elementary and complete symmetric
functions en’s and hn’s, we have
exp
(
−
∑
n>0
1− tn
n
pnz
n
)
= exp
(
−
∑
n>0
pn
n
zn
)
exp
(∑
n>0
pn
n
(tz)n
)
=
(∑
l≥0
(−1)lelz
l
)(∑
m≥0
hmt
mzm
)
=
∑
n≥0
zn
( n∑
m=0
(−1)n−men−mhmt
m
)
.
Thus we have ∑
λ⊢n
τλJλ(q, t) =
n∑
m=0
(−1)n−men−mhmt
m.
Then setting
Rn :=
n∑
m=0
(−1)n−men−mhmt
m
we have
Rn =
n−1∑
r=1
(−1)r−1trerRn−r + (−1)
n−1(tn − 1)en. (A.6)
This relation follows from the formula
∑n
r=0(−1)
rerhn−r = 0 and a direct calculation.
Using this relation (A.6) and the Pieri formula [M95, Chap VI, §6, (6.24)] Pµ(q, t)er =
∑
λ ψ
′
λ/µPλ, we
can show the following recursive relation for τλ.
τλ =
n−1∑
r=1
(−1)r−1tr
∑
µ⊢|λ|−r
τµψ
′
λ/µ + δλ,(1n)(−1)
n−1(tn − 1). (A.7)
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Now the statement of Lemma A.4 can be shown inductively by the initial formula τ(1) = t − 1 and the
recursive formula (A.7). In fact, for λ = (n), (A.7) reads τ(n) = tτ(n−1)ψ
′
(n)/(n−1). Thus we immediately
have τ(n) = t
n−1(t− 1). One can perform the induction on the length of λ. We omit the detail. 
By (A.5), the coefficient of z−|λ| in (A.4) is given by τλ 〈Pλ, Jλ〉q,t = τλc
′
λ(q, t). Then by Lemma A.4 we
have
Proposition A.5.
Λ+|λ|Jλ(q, t) = k(q/t)
|λ|/2(1− q)(t− 1)t|λ|−1+n(λ)e1[Bλ]
∏
s∈λ\(1,1)
(1−Bs)
Similarly we have
exp
(∑
m>0
(1− tm)
pm
m
pmz
−m
)
=
∑
λ
z−|λ|τ˜λPλ(q, t)
with
τ˜λ = (1− q)(1− t)q
|λ|−1tn(λ)e−1[Bλ]
∏
s∈λ\(1,1)(1 −Bs)
c′λ(q, t)
.
Here we used the symbol e−1[X ] := X
−1
1 +X
−1
2 + · · · .
Therefore we have
Proposition A.6.
Λ−|λ|Jλ(q, t) = k
−1(q/t)−|λ|/2(1− q)(1 − t)q|λ|−1tn(λ)e−1[Bλ]
∏
s∈λ\(1,1)
(1−Bs)
Using these Propositions, we can give another proof of the Whittaker condition TnvG,n = 0. By the
relation (1.3) of T (z) and Λ±(z), the definition (1.6) of vG,n, the condition is equivalent to the equation∑
λ⊢n
qn(λ
′)tn(λ)
∏
s∈λ\(1,1)(1−Bs)
cλ(q, t)c′λ(q, t)
ue1[Bλ]− e−1[Bλ]∏
s∈λ(1− uBs)
= 0.
Here u is an arbitrary indeterminate. This formula can be shown by a specialization of Cauchy kernel. We
omit the detail.
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