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Abstract—New trends in biometrics are oriented to mobile
devices in order to increase the overall security in daily
actions like bank account access, e-commerce or even document
protection within the mobile.
However, applying biometrics to mobile devices imply chal-
lenging aspects in biometric data acquisition, feature extraction
or private data storage. Concretely, this paper attempts to deal
with the problem of hand segmentation given a picture of the
hand in an unknown background, requiring an accurate result
in terms of hand isolation.
For the sake of user acceptability, no restrictions are done on
background, and therefore, hand images can be taken without
any constraint, resulting segmentation in an exigent task.
Multiscale aggregation strategies are proposed in order
to solve this problem due to their accurate results in un-
constrained and complicated scenarios, together with their
properties in time performance. This method is evaluated with
a public synthetic database with 480000 images considering
different backgrounds and illumination environments.
The results obtained in terms of accuracy and time perfor-
mance highlight their capability of being a suitable solution for
the problem of hand segmentation in contact-less environments,
outperforming competitive methods in literature like Lossy
Data Compression image segmentation (LDC).
Keywords-Multiscale Aggregation, Hand Biometrics, Mobile
Devices, Security, Biometrics, Graphs
I. INTRODUCTION
Hand geometry biometrics can provide mobile devices
with an increase in security in daily applications like mo-
bile secure access, data protection or electronic commerce
and bank operations. The characteristics of this biometric
technique in terms of non-invasiveness and acceptability
highlight the fact that hand biometrics could be a proper and
adequate biometric method for verification and identification
in mobile devices.
However, hand biometrics oriented to mobile devices
imply several challenges which require additional efforts,
being hand segmentation the most significant difficult task,
provided that hands are acquired contact-less with an em-
bedded camera. Previous approaches barely consider hand
segmentation, since backgrounds were extremely controlled,
providing an easy and straightforward hand isolation.
In fact, the segmentation step is essential in hand bio-
metrics, given that a subsequent feature extraction depends
enormously on an accurate and precise hand isolation, oth-
erwise template features could be inappropriately extracted,
resulting in a reduction in individual identification.
The proposed segmentation method is based on multiscale
aggregation, gathering pixels along scales according to a
given similarity gaussian function. This method produces
an iterative clustering aggregation, providing a solution for
hand image segmentation with a quasi-linear computational
cost and an adequate accuracy for biometric applications.
The method has been tested with a synthetic image
database, with around 408000 images considering different
backgrounds and illumination environments, and compared
to a competitive approach in literature in terms of image seg-
mentation. This approach is named Lossy Data Compression
(LDC), [18].
Finally, the structure of the paper is as follows: Section II
provides an overview on the current literature, describing the
proposed method under Section III. Results will be presented
in Section IV, providing conclusions and future work in
Section V.
II. STATE OF THE ART
Several approaches have been proposed to solve the prob-
lem of hand segmentation. As an overview, segmentation
methods are more complicated, as the background increases
in difficulty, in terms of texture or illumination.
In early works, hand segmentation received little atten-
tion, given the fact that isolating hand from background,
given a monochromatic or apriori known background was
straightforward [1], [2].
However, more challenging problems in segmentation
appeared when hand biometrics required no constraint on
background, presenting new trends in contact-less biometrics
[3], [4], [5], [6].
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An adequate solution for contact-less hand biometrics
avoiding hard and time-consuming segmentation algorithms
is based on infrared camera acquisition [4], [5], where the
acquisition procedure facilitates a posterior hand extraction,
given the fact that infrared illumination only highlights
those objects closer to the sensor. In other words, infrared
illumination avoids background acquisition.
At present, hand biometrics are oriented to mobile appli-
cations in order to provide more security to mobile devices
[7], [8], with the single requirement of using the embedded
camera within the mobilephone, involving no additional
hardware. Therefore, more complicated algorithms are pro-
posed given both the complexity of the segmentation aim
and that mobile devices are increasing their capability to
carry out complex operation, together with the fact that in-
creasing acceptability by final user involves less restrictions
in backgrounds.
The selection of algorithms based on multi-scale ag-
gregation strategies [9], [10], [11], [12] is then justified,
since these methods allow fast and precise segmentation,
requiring no supervision in learning and providing, therefore,
a segmentation result independent from background. This
family of algorithms has been extensively used in image
segmentation with important and remarkable results in terms
of accuracy and memory efficiency [13].
III. METHODOLOGY: GAUSSIAN MULTISCALE
AGGREGATION
Every hand acquisition will be represented by an image I,
which can be defined as a graph G= (V,E,W ), considering
V as the set of nodes in graph corresponding to pixels in
image I, E as the edges connecting pairs of nodes in V
and W the weight associated to previous edges, denoting
the similarity between a pair of nodes in V .
The idea is to divide graph G into two subgraphs: one con-
taining pixels corresponding to hand, associating the other
subgraph with pixels related to background. In addition,
nodes in V contain three important parameters: intensity
(represented by μ), deviation (represented by σ) and position
(represented by π). This intensity corresponds in the first
scale to the intensity in terms of grayscale images [14], and
to average intensities in subsequent scales. However, despite
of existing deviation intensity value in subsequent scales,
this parameter lacks of sense within first scale. The deviation
in first scale will be set based on their neighbourhood of
each pixel, which is a 4-neighbourhood structure for the
first scale. Finally, position π describes the location of the
corresponding node within image I, being of importance
for aggregation and neighbourhood definition in subsequent
scales.
Concerning the former two parameters, they are gathered
into a single function φ
[s]
vi (μ
[s]
vi ,σ
[s]
vi ) representing the degree
of being similar to node vi, where s represents the scale. For
simplicity sake, φ
[s]
vi (μ
[s]
vi ,σ
[s]
vi ) = φ
[s]
vi .
Thus, the weight (similarity) between two given neighbour
nodes vi and v j at scale s is defined as in Equation 1.
w
[s]
i j =
∫
φ
[s]
vi φ
[s]
v j dζ (1)
where ζ makes reference to the complete color space.
This color space is obtained by transforming RGB space into
CIELAB (CIE 1976 L*,a*,b*) due to its ability to describe
all visible colors by the human eye [14], [15], [16].
The more similarity between nodes, the higher weight
w
[s]
i j . Moreover, functions φ
[s]
vi are normalized by definition
so that
∫
φ
[s]
vi dζ = 1, for every scale s. Notice that wi j
is only calculated for neighbour pixels, according to the
neighbourhood provided by each scale s.
The algorithm firstly sorts pairs of nodes in V according to
their weights W , clustering these pairs under the same sub-
graph in case at least one of both has no previous subgraph
already assigned. In other words, a pair of nodes are assigned
under the same subgraph if  i, j,G
[s]
k ,G
[s]
m /vi ∈Gk∨v j ∈Gm,
∀i, j,k,m,s, together with the condition that the dispersion
of the possible subgraph is within a certain bound, Equation
2:
σ
[s+1]
i, j ≤
√
σ
[s]
i σ
[s]
j (2)
where i and j represent either subgraphs or nodes. In other
words, the relation in Equation 2 states that a subgraph can
gather new elements forcing that uniformity within subgraph
is bounded and could not get disperse.
This method iterates along all weights sorted in W so
that every node is associated with a subgraph. Next step
consists of extracting the new membership functions for each
subgraph, based on the functions associated with the nodes
within such a subgraph.
For a given subgraph in the subsequent scale, G
[s+1]
k , the
membership function is defined as follows in Equation 3.
φ
[s+1]
Gk
=
⋃N
j φ
[s]
Gj∫ ⋃N
j φ
[s]
Gj
dζ
(3)
where N represents the number of nodes gathered by
subgraph G
[s+1]
k . Notice φ
[s+1]
Gk
is normalized according to
definition, so that
∫
φ
[s+1]
Gk
dζ= 1.
However, the initial structure of 4-neighbourhood grid is
lost with this aggregation procedure, and therefore a new
structure must be provided efficiently to these scattered
nodes. When obtaining G
[s+1]
k , the position of those gathered
nodes is calculated (π
[s+1]
k ), so that each subgraph on subse-
quent scales have a position within image. This centroid, ξ,
allows to provide a structure in successive scales by means
of Delaunay triangularization [17].
This operation represents the final step in the loop, since at
this moment, there exist a new subgraph G[s+1] =
⋃
k G
[s+1]
k
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at scale s+1 where each G
[s+1]
k represents a node, and edges
E [s+1] are provided by Delaunay triangulation, and weights
W [s+1] are obtained based on Equations 1 and 3.
The whole loop is repeated until only two subgraphs
remain, as stated at the begining of this section. However,
due to the constraints provided to aggregate (Equation 2), it
could be possible that the method could not aggregate more
segments, without achieving the goal of dividing image into
two subgraphs. Therefore, Equation 2 is in practice relaxed
and stated as follows in Equation 4:
σ
[s+1]
i, j ≤
√
σ
[s]
i σ
[s]
j + k
[s] (4)
being k[s] a factor able to avoid aggregation method from
being stuck in the loop. This factor can be dynamically
increased or decreased, according to previous method neces-
sities. However, initial value is set to k[s] = 0.01, for each
scale s. The capability of k[s] to adapt the necessities of the
algorithm remains as future work.
The computational cost of this algorithm is quasi-linear
with the number of pixels, since each scale gathers nodes in
the sense that nodes in subsequent scales are reduced by (in
practice) a three times factor [9]. Therefore, time to process
the first scale (which contains the highest number of nodes)
is greater than the rest of times to process subsequent scales,
and the total time is approximately comparable to two times
the processing time to aggregate first scale.
IV. RESULTS
This section provides both the description of the database
involved for a proper testing of the proposed algorithm,
together with an explanation on the evaluation scenario and
mechanisms to assess the accuracy of the algorithm. In addi-
tion, the algorithm performance is compared to Lossy Data
Compression segmentation (LDC), a competitive existing
segmentation approach in the state of the art [18]. This
comparison is carried out in terms of temporal performance
and segmentation accuracy.
A. Database Collection
Since the segmentation algorithm must isolate completely
hand from background, provided no prior knowledge on such
background, the collected database must consider a wide
range of different scenarios where hands can be taken with
a mobile device.
Therefore, a total of 17 different textures were proposed
to create the database, containing samples (specifically 5
different samples per texture) of scenarios like carpets,
fabric, glass, grass, mud, different objects, paper, parquet,
pavement, plastic, skin and fur, sky, soil, stones, tiles, tree,
wall and wood. These textures were obtained from the
website http://mayang.com/textures/.
Hands were obtained from a database (called HTC
database, since it was collected with a HTC mobile) al-
ready collected of 120 individuals of both hands with 20
acquisitions per hand. This database was carried out with
a controlled background, so that segmentation can be easily
performed, and it is publicly available at http://www.gb2s.es.
The creation of the synthetic database (named synData)
considers the hands extracted in former database and the
set of the aforementioned different textures. First of all, a
straightforward segmentation was carried out with a colour-
based segmentation [6], obtaining two binary masks: Mh,
corresponding to those pixels representing hand, and Mb
with pixels corresponding to background.
Afterwards, both masks are laid one over each other, with
Mb containing pixels associated to a specific texture, result-
ing in an image with the hand over a desired background
(grass, water, wood and so forth).
In order to ensure there is no considerable differences in
illumination between hand and background, each image is
converted from RGB to YCbCr color space [14] carrying
out a histogram equalization in terms of illumination (Y),
performing afterwards the inverse transform from YCbCr
to RGB color space. Finally, a morphological operation
consisting on an opening operator with a structural element
of a disk of small size (5 pixels radio) is considered to fade
the boundary between hand and background, so that hand is
integrated within background.
All these former operations attempt to ensure a fair sce-
nario, simulating the conditions provided in real situations.
Lastly, this operation was carried out for each image in the
HTC database and considering all possible textures. Then,
the synthetic database comes up with a total of 2× 20×
120× 5× 17 = 408000 images, also publicly available at
http://www.gb2s.es.
B. Evaluation and Results
The evaluation of the proposed segmentation algorithm is
based on a supervised ground-truth evaluation, considering
as ground-truth the segmentation result provided by the
colour-based segmentation applied to HTC database (120
users, 2 hands, 20 samples per hand).
This ground-truth is easy to obtain and reliable in terms
of performance due to the distinctive characteristics of the
hand texture in comparison to the blue background provided
on that database.
Thus, the segmentation obtained by the proposed method
in the synthetic database will be compared to the result
extracted from HTC database.
Despite of existing several methods to evaluate segmenta-
tion in literature, provided a ground-truth, a suitable measure
is the F-measure, because of its attributes and properties in
terms of sensitivity and specificity [10].
The selected F-measure is defined as the harmonic mean
between Precision (P) and Recall (R) as follows in Equation
5:
F =
2RP
R+P
(5)
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where P (Precision, Confidence) stands for the number of
true positives (true segmentation, i.e. classify a hand pixel
as hand) in relation to the number of true positives and false
negatives (false hand segmentation), and R (Recall, Sensi-
tivity) represents the number of true positives in relation
to the number of true positives and false positives (false
background segmentation, i.e. consider background as hand).
F-measure is within [0,1] interval, so that 0 states a bad
segmentation, while on the contrary 1 represents the best
segmentation result.
Based on this criteria, segmentation is evaluated in terms
of performance, considering F-measure (Equation 5) as the
main criterion. In addition, the results are compared to those
obtained with an existing approach in literature, namely
Lossy Data Compression (LDC) [18], very competitive in
terms of image segmentation.
The obtained results are summarized in Table I.
Reader may notice that those environments where hand
could be camouflaged (like mud, soil, parquet or wood)
slightly decrease the performance of the algorithm. More-
over, the inclusion of illumination correction between hand
and background hardly affect the results of segmentation
when compared to not using such an illumination correction
[14].
Furthermore, Table I presents the results provided by LDC
approach [18], so that the performance of the proposed
algorithm can be fairly compared to an existing approach.
Table I highlights the fact that the results obtained by
the proposed method overcomes the performance of LDC
algorithm in terms of F-measure.
In addition, visual segmentation results with different
backgrounds and hands are provided in Figure 1. Despite
of being the images horizontally oriented, it must be stated
that hands in both databases (HTC and synData) present
different degrees of rotation. The fact of presenting images
horizontally regards a better use of the paper space.
Concerning time performance, the algorithm requires 18
seconds to segment images of 640×340 pixels, in a MAT-
LAB implementation running in a PC computer 2.4 GHz
Intel Core 2 Duo with 4GB 1067 MHz DDR3 of memory.
In addition, Table II gathers the time results obtained for
different image dimensions, for both the proposed method
and the approach used for comparison, Lossy Data Compres-
sion (LDC). Reader may notice the considerable difference
in time performance between approaches.
A more refined implementation remains as future work.
Nonetheless, both temporal result and their memory usage
are very competitive if compared to approaches in literature,
[19], where approaches in literature could take several min-
utes with previous images sizes and present some problems
of memory management [13], [19].
V. CONCLUSIONS
This paper has proposed a segmentation algorithm based
on multiscale aggregation oriented to hand segmentation
with the aim of contact-less and non-invasive biometrics.
The method aggregates pixels according to gaussian accu-
mulative functions, describing the similarity between pixels.
The results highlight the fact that hand is isolated with a
competitive accuracy (F-measure≥ 85%), providing a good
result for a posterior feature extraction, independently on
the background of the hand image, notoriously improving
current approaches in the state of the art.
The assessment of the method has been carried out with
a supervised evaluation approach comparing the obtained
result with a ground-truth segmentation. In addition, this
paper comes up with a synthetic database of 408000 hand
images in different positions, orientation and with a total
of 17 varying scenarios and backgrounds like mood, grass,
carpets or wood.
Applications of this method are very suitable for mobile
applications, since hand mobile biometrics must be able
to identify individuals everywhere, without no constrains
on the background. However, more efforts must be done
to adapt this approach for mobile biometrics, since its
temporal performance is far at present from being adequate
for real-time applications. In addition, the time performance
is still low (18 seconds), when compared to other similar
approaches in literature, and considering the challenging
backgrounds to segment.
The results are very competitive when compared to ex-
isting and competitive approaches in literatures like Lossy
Data Compression (LDC) [18], not only in terms of time
performance, but also in accuracy and image segmentation.
Future work regards an improvement and refinement in
implementation, together with a mobile orientation, so that
mobile hand biometrics could benefit of a reliable segmen-
tation algorithm, and therefore, increase their identification
accuracy.
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Original Image Ground-truth Synthetic Image Proposed LDC approach
Figure 1: A comparative study of results provided by segmentation algorithm in comparison to ground-truth. First column gathers examples
from first database, together with their segmentation on second column, considered as ground truth. Third column presents synthetic images
based on first column images, providing on the fourth column the final segmentation result. Last column presents the segmentation result
provided by the Lossy Data Compression (LDC) [18].
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