















La  actividad   sobre   la  que   se  dedica   especial   detalle   y   atención  en  el  presente  proyecto   es   el 
despliegue del servicio de QoS para controlar el tráfico a Internet de forma que se comparta el 
ancho de banda justa y eficientemente. Además se realizan otras tres actividades. La primera es el 
diseño   y   despliegue   de   un   dispositivo   de   respaldo   al   gateway   de   la   red,   que   garantizará   la 



































































de   la   red  Guifi­Elx.   El   proyecto   abarca   el   estudio   del   estado   actual   de   la   red   y   el 
desarrollo de una serie de mejoras incluyendo la introducción de un nuevo dispositivo de 
respaldo   en   la   red   y   la   implantación   de   nuevos   servicios,   destacando   entre   ellos   el 
despliegue de la tecnología de control de QoS.





















Guifi.net  es   el   conjunto   formado   por   la   red,   los   individuos,   colectivos,   empresas, 
instituciones y administraciones que dan soporte o colaboran de manera que la red esté 
operativa   y   ofrezca   conectividad   a   todos.   Por   lo   tanto   funciona   como   operador   de 







modelo   de   actividad   económica   colaborativa,   sostenible   y   de   proximidad.   [¿Qué   es  
guifi.net?, en el blog de la web de guifi.net, entrada actualizada en abril de 2017.2]
Guifi.net es la comunidad que aglutina y da salida a las inquietudes de las personas que 
quieren   desarrollar   una   red   comunitaria.   Inicialmente,   surge   de   la   necesidad   de 
proporcionar   acceso   a   las   redes   de   banda   ancha   en   zonas   de   Cataluña   central. 
Posteriormente,   también   se   ha   desplegado   en   otros   lugares   donde   los   proveedores 















Guifi.net   es   una   red   de   telecomunicaciones  abierta,   libre   y   neutral   (RALN)3.   Puede 
ampliarse siempre,  por  cualquier  espacio (a excepción de  los   límites  geofísicos)  y por 
cualquier   persona   o   entidad.   Cada   participante   al   conectarse   libremente   y   añadiendo 
nuevos nodos y enlaces, extiende la red y obtiene conectividad. Además, todas las personas 


















personas   poseen   y   utilizan   la   infraestructura.   El   poder   y   la   responsabilidad   están 








Otro   componente   imprescindible   es   el   conocimiento.   Guifi.net   es   una   fuente   de 
conocimiento   accesible   y   dinámica,   sobre   telecomunicaciones,   informática,   economía, 
entre   otras.   Como   pasa   con   la   infraestructura,   la   comunidad   posee   y   utiliza   el 
conocimiento. En este ecosistema se pretende minimizar la distancia entre la tecnología y 
la sociedad. Esto se dinamiza de forma virtual o presencial: por chat5, por listas de correo6, 





































asociación   sin   ánimo   de   lucro   que   no   gobierna   guifi.net   ni   toma   decisiones   por   la 














Telecomunicaciones.   Hasta   entonces   se   accedía   a   Internet   a   través   de   contratos 
convencionales de acceso a Internet con los ISP comerciales. El proyecto de guifi.net es 
Premio Nacional de Telecomunicaciones, entre otros.





























un   grupo   de   personas   de   Elche,   libremente   decidieron   construir   su   propia   red   de 

















Para   los   enlaces   inalámbricos   se  utiliza   la   tecnología  Wi­Fi   5Ghz,   de   las   bandas  del 
espectro libres de licencia, para llegar a cualquier lugar de la ciudad y a las zonas rurales 
cercanas, y así   facilitar  el  acceso universal y gratuito.  Gratuito en referencia a que los 
usuarios no están obligados a pagar al contratar los servicios de una operadora comercial 
para acceder a la red, como sí pasa para acceder a Internet. Además, estos enlaces tienen un 




























• EnllaçGaitan.   Es   una   radio   Ubiquiti   XM  Nanostation  M5.   El   SO   es   AirOs. 
Características del hardware20: Memoria 32MB SDRAM, 8MB Flash. Procesador 
Atheros MIPS 24Kc, 400MHz. Se alimenta con PoE pasivo. Con 2 puertos Fast 
Ethernet.   Esta   radio   antena   hace   de   puente   para   conectar   con   el   supernodo 
Avalacant14, estableciendo un enlace troncal Wi­Fi a la radio antena homóloga del 
otro supernodo.
• RoquetNord y  RoquetSud.  Son dos   radios  Ubiquiti  XM Roquet  M5.  El  SO es 
AirOs. Características del hardware de las Roquet M521: Memoria 64MB SDRAM, 
8MB Flash.  Procesador  Atheros  MIPS 24KC,  400MHz.  Se  alimentan  con PoE 
pasivo. Con 1 puerto Fast Ethernet. Son las dos antenas sectoriales que hacen de 
AP para establecer enlace con los nodos.










• RouterAvAlacant.   Es   una   RouterBoard  Mikrotik  RB750.   El   SO   es  RouterOs. 
Características del hardware22: Memoria 64MB. Procesador Atheros MIPS 24Kc 
400MHz. Con 5 puertos Gigabit  Ethernet.  Con entrada PoE. Es el  encaminador 
entre el resto de dispositivos del supernodo.
• EnllaçAvAlacant.  Es  una   radio  Ubiquiti  XM Nanostation  Loco  M5.  El  SO  es 








• RoquetAvAlacant.   Es   una   radio   Ubiquiti   XM  Roquet  M5.   El   SO   es   AirOs. 
Características del hardware24: Memoria 64MB SDRAM, 8MB Flash. Procesador 
Atheros MIPS 24KC, 400MHz. Se alimentan con PoE pasivo. Con 1 puerto Fast 



















pública  dentro de la red de guifi.net y en ningún caso  pública  respecto a Internet). Esta 
capa permite conectividad de capa 3 más allá de la propia zona o comunidad, sin necesidad 
de utilizar NAT. El reparto de estas direcciones está automatizado para todo guifi.net con 
un   autoservicio  desasistido,   para  minimizar   la   intervención  de   administradores  de   red 
humanos y que sea lo más eficaz posible.


































conectividad   de   capa   3   dentro   de   la   red   comunitaria   de   Guifi­Elx.   Las   direcciones 
asignadas son únicas en la red de Guifi­Elx, y pueden ser usadas en otras redes y zonas; 



























almacenamiento   de   ficheros   para   gestión   de   la   red,   almacenamiento   de   copias   de 
seguridad.
Financiación














nuevo   dispositivo   con   los   mismos   servicios   que   hay   en   el   gateway   para   que   el 
funcionamiento de la red no se vea alterado en caso de caída del gateway. Lo llamaremos 
Servidor Paralelo. Se le asignan las direcciones IP de guifi.net que necesita: una pública de 


























simétricos  de  FTTH,   en   vez   de  50Mbps   simétricos   de  FTTH.  Al   cambiar  Orange   el 










El  Grupo   de  Trabajo   de   Ingeniería   de   Internet   (IETF29)   y   la  Unión   Internacional   de 
Telecomunicaciones (ITU30) definen la QoS (Quality of Service, Calidad de Servicio) así:





































































3. Comunicación  en   tiempo   real  basada  en   texto:   cliente  XMPP,  cliente  XMPPS, 
Retroshare, IRC.












































El  máximo posible  sería  el  90% de 300,  270Mbps,  pero   las  capacidades   físicas  de   la 





2. Comunicación  en   tiempo   real  basada  en   texto:   cliente  XMPP,  cliente  XMPPS, 
Retroshare, IRC. 10%






El   siguiente   paso   de   la   instalación  del   servicio   de  QoS  es   la   implementación   de   las 
políticas con las herramientas concretas del sistema operativo, tc e iptables. Este apartado 
del  documento refleja  el  estudio de  las  herramientas y el  proceso de generación de  la 
configuración.
















De   estas   técnicas   de   control   del   tráfico,   se   usan   el  moldeado   y   la   priorización   para 
implementar las políticas descritas anteriormente.
Para  eludir   la   complejidad  de   tc,   existen  diversas  herramientas  que  proporcionan  una 
interfaz  de   configuración  de  nivel   superior.  Estas   aplicaciones   limitan   el   uso  de   tc   e 
iptables   según   las   funcionalidades  que   implementen,   aunque   también  proporcionan  un 
entorno   de   configuración  más   amable   para   los   humanos.  Algunos   ejemplos   son:   tc­
config35,  FireQOS36,  Wonder  Shaper37,   tcng38,  Shorewall39.  Sin embargo,  como primera 
solución de este proyecto, se genera la configuración de QoS sin utilizar estas aplicaciones. 
Queda como propuesta para trabajo futuro el estudio y la utilización de estas herramientas.
































A menos  que  queramos  una  configuración  QoS específica,   el  kernel  de  Linux  usa  el 
planificador de colas pfifo_fast por defecto para cada interfaz. Se puede consultar las qdisc 
configuradas para una determinada interfaz $DEV, con el comando:
tc qdisc show dev $DEV
La salida para la configuración por defecto es:
qdisc pfifo_fast 0: root refcnt 2 bands 3 priomap 1 2 2 2 1 2 
0 0 1 1 1 1 1 1 1 1
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La qdisc pfifo_fast es una qdisc de encolado simple sin clases, por lo que no se le pueden 
añadir   otras   qdisc   con   el   comando   tc.   Sin   embargo,   esta   cola   tiene   3   'bandas',   con 











El   límite  de  velocidad  de   subida  100Mbps   (100  y  no  300  por   las   limitaciones  de   la 
infraestructura),   establecido   por   el   contrato   de   acceso   a   Internet,   se   expresa   en   kbits 













tc qdisc add dev $DEV root handle 1: prio bands 2
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La salida indica que no es posible:










tc class add dev $DEV parent 1: classid 1:1 htb rate $
{UPRATE}kbit prio 1
tc qdisc add dev $DEV parent 1:1 handle 10: sfq perturb 10



































La   distribución   estándar   de   iptables   cuenta   con   varios   módulos   para   el   marcado: 
CONNMARK, MARK y IPMARK. CONNMARK se usa para marcar todos los paquetes 
de una misma conexión. MARK se usa para marcar a nivel de paquete. IPMARK se usa 
para  marcar  paquetes  basándose  en   la   IP,  pudiendo  emplear  máscaras  para   reducir   el 
número de líneas.46
Los paquetes  del   tráfico A tienen  la  marca  1.  La pregunta es:  ¿Marcar  con MARK o 
CONNMARK?   Hay   escasa   documentación   sobre   esta   cuestión.   Es   en   los   foros   de 
discusión en Internet donde se trata el tema. Como dice un usuario en el foro de discusión 
de Gentoo47, en el caso en que todos los paquetes de una conexión deban estar marcados 













el   protocolo  UDP   es   no   orientado   a   conexión,   el   sistema   de   seguimiento   considera 












paquetes  NEW, y los paquetes  ESTABLISHED y RELATED obtienen la  marca de su 
conexión (restore).



















iptables -t mangle -A POSTROUTING -j CONNMARK –restore-mark
DNS: 53/UDP, 53/TCP; NTP: 123/UDP, 123/TCP; SSH: 22/UDP, 22/TCP
iptables -t mangle -A POSTROUTING -o $DEV -p udp -m multiport 
--dports 53,123,22 -m state --state NEW -j CONNMARK --set-mark 1
iptables -t mangle -A POSTROUTING -o $DEV -p udp -m multiport 
--dports 53,123,22 -m state --state NEW -j RETURN
iptables -t mangle -A POSTROUTING -o $DEV -p tcp -m multiport 
--dports 53,123,22 -m state --state NEW -j CONNMARK --set-mark 1
iptables -t mangle -A POSTROUTING -o $DEV -p tcp -m multiport 
--dports 53,123,22 -m state --state NEW -j RETURN
Puerto de administración: $ADMIN_PORT/TCP
iptables -t mangle -A POSTROUTING -o $DEV -p tcp --sport 
$ADMIN_PORT -m state --state NEW -j CONNMARK --set-mark 1
iptables -t mangle -A POSTROUTING -o $DEV -p tcp --sport 
$ADMIN_PORT -m state --state NEW -j RETURN
ICMP:
iptables -t mangle -A POSTROUTING -p icmp -j MARK --set-mark 
1
iptables -t mangle -A POSTROUTING -p icmp -j RETURN
Direcciones   IP   de   dispositivos   de   red:   192.168.1.7,   172.16.8.73,   10.229.40.67, 
10.229.40.68, 10.229.40.65, 10.229.40.161, 10.229.40.163, 172.16.10.77, 172.16.13.221, 
172.16.8.115, 172.16.2.166, 172.16.2.170
iptables -t mangle -A POSTROUTING -s 
192.168.1.7,172.16.8.73,10.229.40.67,10.229.40.68,10.229.40.65,10.
229.40.161,10.229.40.163,172.16.10.77,172.16.13.221,172.16.8.115,1
72.16.2.166,172.16.2.170 -m state --state NEW -j CONNMARK --set-
mark 1
iptables -t mangle -A POSTROUTING -s 
192.168.1.7,172.16.8.73,10.229.40.67,10.229.40.68,10.229.40.65,10.
229.40.161,10.229.40.163,172.16.10.77,172.16.13.221,172.16.8.115,1






tc class add dev $DEV parent 20: classid 20:99 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS  ))kbit ceil $(( $UPRATE * 9 / 
10 ))kbit prio 99
tc qdisc add dev $DEV parent 20:99 handle 999: pfifo_fast
Las direcciones IP se han de  identificar  manualmente,  ya que serán las direcciones IP 
públicas de guifi.net de los nodos socios documentadas en el apartado Introducción ­ La 






























tc class add dev $DEV parent 20: classid 20:102 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS ))kbit ceil $(( $UPRATE * 9 / 
10 ))kbit prio 2
tc qdisc add dev $DEV parent 20:102 handle 102: pfifo_fast
tc filter add dev $DEV parent 1: protocol ip prio 1 handle 





























  # En la raíz hay una disciplina de encolado htb. El tráfico que 
no sea clase 1 (A) es clase 2 (B) por defecto.
  tc qdisc add dev $DEV root handle 1: htb default 2
  # El tráfico tipo B tiene tiene control del ancho de banda.
  tc class add dev $DEV parent 1: classid 1:2 htb rate $(( $UPRATE 
* 9 / 10  ))kbit prio 2
  # El tráfico tipo A.
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  tc class add dev $DEV parent 1: classid 1:1 htb rate $
{UPRATE}kbit prio 1
  # La qdisc sfq para hacer un reparto justo del ancho de banda 
por flujos.
  tc qdisc add dev $DEV parent 1:1 handle 10: sfq perturb 10
  # Filtrado del tráfico A, en la banda (clase) más prioritaria. 
El marcado de los paquetes es 1.
  tc filter add dev $DEV parent 1: protocol ip prio 1 handle 1 fw 
flowid 1:1
  # Marcado de los paquetes de conexiones iniciadas.
  iptables -t mangle -A POSTROUTING -j CONNMARK --restore-mark
  # Marcado de los paquetes que inician sesiones de tráfico tipo 
A.
  # A- Tráfico de control y mantenimiento.
  # DNS: 53/UDP, 53/TCP
  # NTP: 123/UDP, 123/TCP
  # SSH: 22/UDP, 22/TCP
  iptables -t mangle -A POSTROUTING -o $DEV -p udp -m multiport 
--dports 53,123,22 -m state --state NEW -j CONNMARK --set-mark 1
  iptables -t mangle -A POSTROUTING -o $DEV -p udp -m multiport 
--dports 53,123,22 -m state --state NEW -j RETURN
  iptables -t mangle -A POSTROUTING -o $DEV -p tcp -m multiport 
--dports 53,123,22 -m state --state NEW -j CONNMARK --set-mark 1
  iptables -t mangle -A POSTROUTING -o $DEV -p tcp -m multiport 
--dports 53,123,22 -m state --state NEW -j RETURN
  # Puerto de administración: $ADMIN_PORT/TCP
  iptables -t mangle -A POSTROUTING -o $DEV -p tcp --sport 
$ADMIN_PORT -m state --state NEW -j CONNMARK --set-mark 1
  iptables -t mangle -A POSTROUTING -o $DEV -p tcp --sport 
$ADMIN_PORT -m state --state NEW -j RETURN
  # ICMP
  iptables -t mangle -A POSTROUTING -p icmp -j MARK --set-mark 1
  iptables -t mangle -A POSTROUTING -p icmp -j RETURN
  # Direcciones IP de los dispositivos de red
  iptables -t mangle -A POSTROUTING -s 
192.168.1.7,172.16.8.73,10.229.40.67,10.229.40.68,10.229.40.65,10.
229.40.161,10.229.40.163,172.16.10.77,172.16.13.221,172.16.8.115,1
72.16.2.166,172.16.2.170 -m state --state NEW -j CONNMARK --set-
mark 1




72.16.2.166,172.16.2.170 -m state --state NEW -j RETURN
  # Qdisc para repartir ancho de banda entre socios
  tc qdisc add dev $DEV parent 1:2 handle 20: htb default 99
  # Los nodos que no sean socios podrán utilizar ancho de banda 
que los socios no necesitan ni usan. No es posible poner rate=0.
  tc class add dev $DEV parent 20: classid 20:99 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS  ))kbit ceil $(( $UPRATE * 9 / 
10 ))kbit prio 99
  tc qdisc add dev $DEV parent 20:99 handle 999: pfifo_fast
  # El rate del tráfico B entre 9 socios.
  # El identificador de clase corresponde con el último número 
decimal de la IP plica de guifi.net del nodo socio.
  iptables -t mangle -A POSTROUTING -s 10.229.40.102 -m state 
--state NEW -j CONNMARK --set-mark 102
  iptables -t mangle -A POSTROUTING -s 10.229.40.102 -m state 
--state NEW -j RETURN
  tc class add dev $DEV parent 20: classid 20:102 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS ))kbit ceil $(( $UPRATE * 9 / 
10 ))kbit prio 2
  tc qdisc add dev $DEV parent 20:102 handle 102: pfifo_fast
  tc filter add dev $DEV parent 1: protocol ip prio 1 handle 102 
fw flowid 20:102
  iptables -t mangle -A POSTROUTING -s 10.229.40.133 -m state 
--state NEW -j CONNMARK --set-mark 133
  iptables -t mangle -A POSTROUTING -s 10.229.40.133 -m state 
--state NEW -j RETURN
  tc class add dev $DEV parent 20: classid 20:133 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS  ))kbit ceil $(( $UPRATE * 9 / 
10 ))kbit prio 2
  tc qdisc add dev $DEV parent 20:133 handle 133: pfifo_fast
  tc filter add dev $DEV parent 1: protocol ip prio 1 handle 133 
fw flowid 20:133
  iptables -t mangle -A POSTROUTING -s 10.229.40.138 -m state 
--state NEW -j CONNMARK --set-mark 138
  iptables -t mangle -A POSTROUTING -s 10.229.40.138 -m state 
--state NEW -j RETURN
  tc class add dev $DEV parent 20: classid 20:138 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS  ))kbit ceil $(( $UPRATE * 9 / 
10 ))kbit prio 2
  tc qdisc add dev $DEV parent 20:138 handle 138: pfifo_fast
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  tc filter add dev $DEV parent 1: protocol ip prio 1 handle 138 
fw flowid 20:138
  iptables -t mangle -A POSTROUTING -s 10.229.40.161 -m state 
--state NEW -j CONNMARK --set-mark 161
  iptables -t mangle -A POSTROUTING -s 10.229.40.161 -m state 
--state NEW -j RETURN
  tc class add dev $DEV parent 20: classid 20:161 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS  ))kbit ceil $(( $UPRATE * 9 / 
10 ))kbit prio 2
  tc qdisc add dev $DEV parent 20:161 handle 161: pfifo_fast
  tc filter add dev $DEV parent 1: protocol ip prio 1 handle 161 
fw flowid 20:161
  iptables -t mangle -A POSTROUTING -s 10.229.40.227 -m state 
--state NEW -j CONNMARK --set-mark 227
  iptables -t mangle -A POSTROUTING -s 10.229.40.227 -m state 
--state NEW -j RETURN
  tc class add dev $DEV parent 20: classid 20:227 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS  ))kbit ceil $(( $UPRATE * 9 / 
10 ))kbit prio 2
  tc qdisc add dev $DEV parent 20:227 handle 227: pfifo_fast
  tc filter add dev $DEV parent 1: protocol ip prio 1 handle 227 
fw flowid 20:227
  iptables -t mangle -A POSTROUTING -s 10.229.40.229 -m state 
--state NEW -j CONNMARK --set-mark 229
  iptables -t mangle -A POSTROUTING -s 10.229.40.229 -m state 
--state NEW -j RETURN
  tc class add dev $DEV parent 20: classid 20:229 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS  ))kbit ceil $(( $UPRATE * 9 / 
10 ))kbit prio 2
  tc qdisc add dev $DEV parent 20:229 handle 229: pfifo_fast
  tc filter add dev $DEV parent 1: protocol ip prio 1 handle 229 
fw flowid 20:229
  iptables -t mangle -A POSTROUTING -s 10.229.40.230 -m state 
--state NEW -j CONNMARK --set-mark 230
  iptables -t mangle -A POSTROUTING -s 10.229.40.230 -m state 
--state NEW -j RETURN
  tc class add dev $DEV parent 20: classid 20:230 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS  ))kbit ceil $(( $UPRATE * 9 / 
10 ))kbit prio 2
  tc qdisc add dev $DEV parent 20:230 handle 230: pfifo_fast
  tc filter add dev $DEV parent 1: protocol ip prio 1 handle 230 
fw flowid 20:230
  iptables -t mangle -A POSTROUTING -s 10.229.40.234 -m state 
--state NEW -j CONNMARK --set-mark 234
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  iptables -t mangle -A POSTROUTING -s 10.229.40.234 -m state 
--state NEW -j RETURN
  tc class add dev $DEV parent 20: classid 20:234 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS  ))kbit ceil $(( $UPRATE * 9 / 
10 ))kbit prio 2
  tc qdisc add dev $DEV parent 20:234 handle 234: pfifo_fast




# Borrado de objetos.
tc qdisc del dev $DEV root




    stop
    sleep 1
    start
}
show() {
  tc -s qdisc show dev $DEV
  iptables -t mangle -L POSTROUTING -v -n
  # -v Muestra un contador de cada flujo.




    echo -n "Starting bandwidth shaping: "
    start
    echo "done"
    ;;
  stop)
    echo -n "Stopping bandwidth shaping: "
    stop
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    echo "done"
    ;;
  restart)
    echo -n "Restarting bandwidth shaping: "
    restart
    echo "done"
    ;;
  show)
    echo "Bandwidth shaping status for $IF:"
    show
    echo ""
    ;;
  *)
    pwd=$(pwd)
    echo "Usage: qos.script {start|stop|restart|show}"




















El   guión   de   comandos   ejecutado   en   esta   fase   es   una   modificación   del   anterior, 














La   cantidad   de   paquetes   que   han   cumplido   los   criterios   de   las   reglas   de   iptables   se 
muestran ejecutando el comando:
iptables -t mangle -L POSTROUTING -v -n
La figura 23 muestra la salida del comando anterior.
Por  línea de comandos se puede utilizar  la aplicación iftop54  para visualizar el  uso del 
ancho de banda en una interfaz. Para poder visualizar las direcciones IP antes de que se 
haga NAT se ha de monitorizar la interfaz hacia guifi.net, ejecutando el comando:
























de   gateway   automáticamente   cuando   fuera   necesario.   Además   es   un   servidor   para 
desplegar los servicios que la comunidad pueda necesitar. Actualmente es el servidor web.
Tener una página web informativa es una herramienta muy útil de difusión de cualquier 
proyecto.  La  asamblea  de Guifi­Elx  considera necesario  un blog  informativo  accesible 
desde   Internet   para   cualquier   persona   interesada.   Así   se   amplían   los   canales   de 
































Esta   guía   abarca   la   configuración   básica   de   red   y   la   instalación   y   configuración   de 
servicios básicos. Está guía se basa en un ordenador de placa reducida Odroid­U2 con el 
sistema operativo Debian 8 (Jessie). La configuración se realiza por línea de comandos a 








la placa dispone de un puerto solo (como es el  caso de la  Odroid­U2),  se necesita  un 
adaptador de USB 2.0 a Fast Ethernet  para utilizar uno de los puertos USB como un 





    # La interfaz loopback
    auto lo
    iface lo inet loopback
    # Activa automáticamente. Interfaz LAN, que da a guifi.net. 
Opción estática. IP de gestión.
    auto eth1
    allow-hotplug eth1
    iface eth1 inet static
            address 172.16.8.74
            netmask 255.255.255.252
    # Activa automáticamente. Interfaz LAN, que da a guifi.net. 
Opción estática. IP pública de guifi.net.
    auto eth1:0
    allow-hotplug eth1:0
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    iface eth1:0 inet static
            address 10.229.40.70
            netmask 255.255.255.248
    # Activa la eth0 automáticamente. Interfaz WAN, que da a 
Internet. Opción dhcp u opción static.
    auto eth0
    allow-hotplug eth0
    # Opción ip por dhcp para la configuración inicial.
    #iface eth0 inet dhcp
    # Opción ip estática.
    iface eth0 inet static
           address 192.168.1.6
           netmask 255.255.255.0
           gateway 192.168.1.1
Los servidores dns  también se indican en /etc/network/interfaces, en la interfaz eth0. Se 
han   elegido   servidores   públicos   de   distintas   empresas:   el  DNS   local   del   gateway   de 
Internet, Google y Level 3.
    dns-nameservers 192.168.1.1 8.8.8.8 4.2.2.1
    dns-search guifi.net
Después  de   instalar   resolvconf,  para  que   los   servidores   indicados  pasen  al   fichero  de 




    !/bin/sh
    # Interfaz conectada a Internet.
    INTERNET="eth0"
    # Interfaz conectada a LAN.
    LAN_IN="eth1"
    # NO MODIFICAR ABAJO
    # Borrar antiguo cortafuegos.
    iptables -F
    iptables -X
    iptables -t nat -F
    iptables -t nat -X
    iptables -t mangle -F
    iptables -t mangle -X
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    # Cargar los módulos IPTABLES para NAT y soporte IP conntrack.
    modprobe ip_conntrack
    modprobe ip_conntrack_ftp
    # Para cliente ftp de win xp.
    #modprobe ip_nat_ftp
    # Permitir ICMP PING
    iptables -A INPUT -p icmp -m icmp --icmp-type 8 -j ACCEPT
    # Asegurar que se puede acceder vía ssh.
    iptables -A INPUT -p tcp --dport $ADMIN_PORT -j ACCEPT
    # Permitir el acceso a la web.
    iptables -A INPUT -p tcp --dport 80 -j ACCEPT
    iptables -A INPUT -p tcp --dport 443 -j ACCEPT
    # Consultas DNS (udp y tcp).
    iptables -A INPUT -i $LAN_IN -p udp --dport 53 -j ACCEPT
    iptables -A INPUT -i $LAN_IN -p tcp --dport 53 -j ACCEPT
    iptables -A INPUT -i $LAN_IN -p udp --dport 953 -j ACCEPT
    iptables -A INPUT -i $LAN_IN -p tcp --dport 953 -j ACCEPT
    # Política por defecto.
    iptables -P INPUT DROP
    iptables -P OUTPUT ACCEPT
    # Acceso ilimitado a loopback.
    iptables -A INPUT -i lo -j ACCEPT
    iptables -A OUTPUT -o lo -j ACCEPT
    # Permitir UDP, DNS y FTP Pasivo.
    iptables -A INPUT -i $INTERNET -m state --state 
ESTABLISHED,RELATED -j ACCEPT
    # Poner este sistema como encaminador para el resto de la LAN.
    iptables -t nat -A POSTROUTING -o $INTERNET -j MASQUERADE
    iptables -A FORWARD -i $LAN_IN -j ACCEPT
    # Acceso ilimitado a LAN.
    iptables -A INPUT -i $LAN_IN -j ACCEPT
    iptables -A OUTPUT -o $LAN_IN -j ACCEPT
    # Descartar todo y guardar registro de ello.










    post-up /sbin/iptables-restore < /<ruta>/iptables.up.rules
Nota: sustituir <ruta> por la ruta absoluta hasta el fichero iptables.up.rules.
Se configuran las  rutas del tráfico  en la tabla de rutas añadiendo las  instrucciones en 
/etc/network/interfaces:
    # Configurar las rutas. Las que vayan de 10.0.0.0 a 
10.255.255.255 se envían hacia el router de guifi.net con ip 
172.16.8.73.
    post-up route add -net 10.0.0.0 netmask 255.0.0.0 gw 
172.16.8.73
   # Las que van destinadas de la 172.16.0.0 a la 172.31.255.255 
también se envían hacia guifi.net.




Se   instalan  dos  aplicaciones  para  hacer  pruebas  de  velocidad:  speedtest­cli56  e   iperf. 





















    # What ports, IP address and protocols we listen for






    acl localnet1 src 10.0.0.0/8    # RFC1918 possible internal 
network
    acl localnet2 src 172.16.0.0/12   # RFC1918 possible internal 
network
    http_access allow localnet1
    http_access allow localnet2
Se instala  bind9  para poder tener  DNS oficial de guifi.net, configurado temporalmente 
como forwarder, editando /etc/bind/named.conf.options :
    acl trusted {
        172.16.0.0/12;
        10.0.0.0/8;
        localhost;
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    };
    options {
        directory "/var/cache/bind";
        recursion yes;
        allow-query { trusted; };
        forwarders {
                62.36.225.150;
                62.37.228.20;
                8.8.8.8;
                4.2.2.1;
                8.8.4.4;
                4.2.2.2;
        };
        forward only;
    //========================================================
        // If BIND logs error messages about the root key being 
expired,
        // you will need to update your keys. See 
https://www.isc.org/bind-keys
    //========================================================
        dnssec-enable yes;
        dnssec-validation yes;
        auth-nxdomain no;# conform to RFC1035
        listen-on-v6 { any; };
    };










Elx,   disponible   desde   Internet   por   la  URL   https://elx.guifi.net.   Primero   se   instala   la 
infraestructura LAMP para el servidor web, con Apache58 y MySQL59; después se instala y 
configura  Wordpress60  como   sistema   de   gestión   de   contenidos   para   publicar   la  web; 





apt-get install apache2 mysql-client mysql-server php5 php5-
mysql php5-curl php5-gd
INSTALACIÓN DE WORDPRESS











mysql -u <usuario_admin> -p
CREATE DATABASE <nom_bd_wp>;
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CREATE USER <usuari_wp>@localhost IDENTIFIED BY 
'<contraseña_wp>';












    // ** MySQL settings - You can get this info from your web 
host ** //
    /** The name of the database for WordPress */
    define( 'DB_NAME', 'nom_bd_wp' );
    /** MySQL database username */
    define( 'DB_USER', 'usuari_wp' );
    /** MySQL database password */
    define( 'DB_PASSWORD', 'contraseña_wp' );
    /** MySQL hostname */
    define( 'DB_HOST', 'localhost' );
Utilizando   el   servicio   de  Wordpress   de   generación   aleatoria   de   claves   secretas65,   se 
modifica el fichero de configuración wp­config.php, en la sección “Authentication Unique 
Keys and Salts”. Un ejemplo sería:
    define( 'AUTH_KEY',         'clave secreta aquí' );
    define( 'SECURE_AUTH_KEY',  'clave secreta aquí' );
    define( 'LOGGED_IN_KEY',    'clave secreta aquí' );
    define( 'NONCE_KEY',        'clave secreta aquí' );
    define( 'AUTH_SALT',        'clave secreta aquí' );
    define( 'SECURE_AUTH_SALT', 'clave secreta aquí' );
    define( 'LOGGED_IN_SALT',   'clave secreta aquí' );














    DocumentRoot /var/www/html/wordpress














Se  utiliza  Certbot,   un   cliente   automático  para  gestionar   los   certificados  SSL/TLS  del 
servidor web. Para instalarlo se sigue la guía para Debian 8 Jessie y Apache67. Se ejecuta el 
comando:








































Se  accede  a  https://elx.guifi.net/wp­admin/plugins.php  con  el  usuario  usuario_wp  y   se 
activa el plugin SSH SFTP Updater Support.
Se   comprueba   que   funciona   instalando   un   plugin   desde   https://elx.guifi.net/wp­















clasifica   el   tráfico   en   6   tipos   que   tendrán   diferentes   prioridades   y   anchos   de   banda 
reservados:
1. Voz sobre IP: SIP, IAX. 10%
2. Comunicación  en   tiempo   real  basada  en   texto:   cliente  XMPP,  cliente  XMPPS, 
Retroshare, IRC. 10%






tc qdisc add dev $DEV parent 20:102 handle 102: htb default 7
El tipo de tráfico 6 es “Otros tráficos detectados”, es decir, el tráfico que no sea filtrado por 
los filtros para los tipos 1 a 5. Éstos últimos se clasifican según los filtros de marca del 







tc class add dev $DEV parent 102: classid 102:2 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS / 10 ))kbit ceil $(( $UPRATE * 9 / 
10 )) prio 2
tc filter add dev $DEV parent 102: protocol ip prio 1 handle 
2 fw flowid 102:2
Reglas del cortafuegos para marcar el tráfico de voz sobre IP:
SIP: 5060/UDP, 5060/TCP; IAX2: 4569/UDP
iptables -t mangle -A POSTROUTING -o $DEV -p udp -m multiport 
--dports 5060,4569 -j CONNMARK --set-mark 2
iptables -t mangle -A POSTROUTING -o $DEV -p udp -m multiport 
--dports 5060,4569 -j RETURN
iptables -t mangle -A POSTROUTING -o $DEV -p tcp -m multiport 
--dports 5060,4569 -j CONNMARK --set-mark 2
iptables -t mangle -A POSTROUTING -o $DEV -p tcp -m multiport 
--dports 5060,4569 -j RETURN
Tráfico   tipo   2.  Comunicación   en   tiempo   real   basada   en   texto:   cliente  XMPP,   cliente 
XMPPS, Retroshare, IRC. 10%.
tc class add dev $DEV parent 102: classid 102:3 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS / 10 ))kbit ceil $(( $UPRATE * 9 / 
10 )) prio 3
tc filter add dev $DEV parent 102: protocol ip prio 1 handle 
3 fw flowid 102:3
Reglas del cortafuegos para marcar el tráfico de comunicación en tiempo real basada en 
texto:
XMPP­client:   5222/TCP;   XMPPS­client:   5223/TCP;   XMPP   Link­Local   Messaging: 
5298/UDP, 5298/TCP; Retroshare: 40571/UDP, 40571/TCP; IRC: 194/UDP, 194/TCP
iptables -t mangle -A POSTROUTING -o $DEV -p udp -m multiport 
--dports 5298,40571,194 -j CONNMARK --set-mark 3
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iptables -t mangle -A POSTROUTING -o $DEV -p udp -m multiport 
--dports 5298,40571,194 -j RETURN
iptables -t mangle -A POSTROUTING -o $DEV -p tcp -m multiport 
--dports 5222,5223,5298,40571,194 -j CONNMARK --set-mark 3
iptables -t mangle -A POSTROUTING -o $DEV -p tcp -m multiport 
--dports 5222,5223,5298,40571,194 -j RETURN
Tráfico tipo 3. Correo electrónico: IMAP, IMAPS, POP3, POP3S, SMTP, SMTPS. 20%.
tc class add dev $DEV parent 102: classid 102:4 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS / 5 ))kbit ceil $(( $UPRATE * 9 / 
10 )) prio 4
tc filter add dev $DEV parent 102: protocol ip prio 1 handle 
4 fw flowid 102:4
Reglas del cortafuegos para marcar el tráfico de correo electrónico:
IMAP:   143/UDP,   143/TCP;   IMAP   sobre   SSL:   993/UDP,   993/TCP;   POP3:   110/TCP, 
110/UDP;   POP3   sobre   SSL:   995/UDP,   995/TCP;   SMTP:   25/UDP,   25/TCP;   SMTPS: 
587/UDP, 587/TCP
iptables -t mangle -A POSTROUTING -o $DEV -p udp -m multiport 
--dports 143,993,110,995,25,587 -j CONNMARK --set-mark 4
iptables -t mangle -A POSTROUTING -o $DEV -p udp -m multiport 
--dports 143,993,110,995,25,587 -j RETURN
iptables -t mangle -A POSTROUTING -o $DEV -p tcp -m multiport 
--dports 143,993,110,995,25,587 -j CONNMARK --set-mark 4
iptables -t mangle -A POSTROUTING -o $DEV -p tcp -m multiport 
--dports 143,993,110,995,25,587 -j RETURN
Tráfico tipo 4. Web: HTTP, HTTPS. 50%.
tc class add dev $DEV parent 102: classid 102:5 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS / 2 ))kbit ceil $(( $UPRATE * 9 / 
10 )) prio 5
tc filter add dev $DEV parent 102: protocol ip prio 1 handle 




iptables -t mangle -A POSTROUTING -o $DEV -p udp -m multiport 
--dports 80,443 -j CONNMARK --set-mark 5
iptables -t mangle -A POSTROUTING -o $DEV -p udp -m multiport 
--dports 80,443 -j RETURN
iptables -t mangle -A POSTROUTING -o $DEV -p tcp -m multiport 
--dports 80,443 -j CONNMARK --set-mark 5
iptables -t mangle -A POSTROUTING -o $DEV -p tcp -m multiport 
--dports 80,443 -j RETURN
Tráfico tipo 5. Transferencia de archivos: FTP, TFTP, SFTP, FTPS. 10%.
tc class add dev $DEV parent 102: classid 102:6 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS / 10 ))kbit ceil $(( $UPRATE * 9 / 
10 )) prio 6
tc filter add dev $DEV parent 102: protocol ip prio 1 handle 




iptables -t mangle -A POSTROUTING -o $DEV -p udp -m multiport 
--dports 69,989,990 -j CONNMARK --set-mark 6
iptables -t mangle -A POSTROUTING -o $DEV -p udp -m multiport 
--dports 69,989,990 -j RETURN
iptables -t mangle -A POSTROUTING -o $DEV -p tcp -m multiport 
--dports 20,21,989,990 -j CONNMARK --set-mark 6
iptables -t mangle -A POSTROUTING -o $DEV -p tcp -m multiport 
--dports 20,21,989,990 -j RETURN
Tráfico tipo 6. Otros tráficos detectados.
tc class add dev $DEV parent 102: classid 102:6 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS / 100 ))kbit ceil $(( $UPRATE * 






















  # En la raíz hay una disciplina de encolado htb. El tráfico que 
no sea clase 1 (A) es clase 2 (B) por defecto.
  tc qdisc add dev $DEV root handle 1: htb default 2
  # El tráfico tipo B tiene tiene control del ancho de banda.
  tc class add dev $DEV parent 1: classid 1:2 htb rate $(( $UPRATE 
* 9 / 10 / $N_SOCIOS ))kbit ceil $(( $UPRATE * 9 / 10 ))kbit prio 
99
  # Qdisc para repartir ancho de banda entre socios
  tc qdisc add dev $DEV parent 1:2 handle 20: sfq perturb 10
  # El tráfico tipo A.
  tc class add dev $DEV parent 1: classid 1:1 htb rate $
{UPRATE}kbit prio 1
  # La qdisc sfq para hacer un reparto justo del ancho de banda 
por flujos.
  tc qdisc add dev $DEV parent 1:1 handle 10: sfq perturb 10
  # Filtrado del tráfico A, en la banda (clase) más prioritaria. 
El marcado de los paquetes es 1.
  tc filter add dev $DEV parent 1: protocol ip prio 1 handle 1 fw 
flowid 1:1
  # Marcado de los paquetes de conexiones iniciadas.
  iptables -t mangle -A POSTROUTING -j CONNMARK --restore-mark
  # Marcado de los paquetes que inician sesiones de tráfico tipo 
A.
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  # A- Tráfico de control y mantenimiento.
  # DNS: 53/UDP, 53/TCP
  # NTP: 123/UDP, 123/TCP
  # SSH: 22/UDP, 22/TCP
  iptables -t mangle -A POSTROUTING -o $DEV -p udp -m multiport 
--dports 53,123,22 -m state --state NEW -j CONNMARK --set-mark 1
  iptables -t mangle -A POSTROUTING -o $DEV -p udp -m multiport 
--dports 53,123,22 -m state --state NEW -j RETURN
  iptables -t mangle -A POSTROUTING -o $DEV -p tcp -m multiport 
--dports 53,123,22 -m state --state NEW -j CONNMARK --set-mark 1
  iptables -t mangle -A POSTROUTING -o $DEV -p tcp -m multiport 
--dports 53,123,22 -m state --state NEW -j RETURN
  # Puerto de administración: $ADMIN_PORT/TCP
  iptables -t mangle -A POSTROUTING -o $DEV -p tcp --sport 
$ADMIN_PORT -m state --state NEW -j CONNMARK --set-mark 1
  iptables -t mangle -A POSTROUTING -o $DEV -p tcp --sport 
$ADMIN_PORT -m state --state NEW -j RETURN
  # ICMP
  iptables -t mangle -A POSTROUTING -p icmp -j MARK --set-mark 1
  iptables -t mangle -A POSTROUTING -p icmp -j RETURN
  # Direcciones IP de los dispositivos de red
  iptables -t mangle -A POSTROUTING -s 
192.168.1.7,172.16.8.73,10.229.40.67,10.229.40.68,10.229.40.65,10.
229.40.161,10.229.40.163,172.16.10.77,172.16.13.221,172.16.8.115,1
72.16.2.166,172.16.2.170 -m state --state NEW -j CONNMARK --set-
mark 1
  iptables -t mangle -A POSTROUTING -s 
192.168.1.7,172.16.8.73,10.229.40.67,10.229.40.68,10.229.40.65,10.
229.40.161,10.229.40.163,172.16.10.77,172.16.13.221,172.16.8.115,1
72.16.2.166,172.16.2.170 -m state --state NEW -j RETURN
  # El rate del tráfico B entre 9 socios.
  # El identificador de clase corresponde con el último número 
decimal de la IP plica de guifi.net del nodo socio.
  iptables -t mangle -A POSTROUTING -s 10.229.40.102 -m state 
--state NEW -j CONNMARK --set-mark 102
  iptables -t mangle -A POSTROUTING -s 10.229.40.102 -m state 
--state NEW -j RETURN
  #tc filter add dev $DEV parent 20:0 protocol ip prio 1 u32 
classid 20:102 match ip src 10.229.40.102/32
  tc class add dev $DEV parent 1: classid 1:102 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS ))kbit ceil $(( $UPRATE * 9 / 
10 ))kbit prio 2
  tc qdisc add dev $DEV parent 1:102 handle 102: sfq perturb 10
  tc filter add dev $DEV parent 1: protocol ip prio 2 handle 102 
fw flowid 1:102
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  iptables -t mangle -A POSTROUTING -s 10.229.40.133 -m state 
--state NEW -j CONNMARK --set-mark 133
  iptables -t mangle -A POSTROUTING -s 10.229.40.133 -m state 
--state NEW -j RETURN
  #tc filter add dev $DEV parent 20:0 protocol ip prio 1 u32 
classid 20:133 match ip src 10.229.40.133/32
  tc class add dev $DEV parent 1: classid 1:133 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS  ))kbit ceil $(( $UPRATE * 9 / 
10 ))kbit prio 2
  tc qdisc add dev $DEV parent 1:133 handle 133: sfq perturb 10
  tc filter add dev $DEV parent 1: protocol ip prio 2 handle 133 
fw flowid 1:133
  iptables -t mangle -A POSTROUTING -s 10.229.40.138 -m state 
--state NEW -j CONNMARK --set-mark 138
  iptables -t mangle -A POSTROUTING -s 10.229.40.138 -m state 
--state NEW -j RETURN
  #tc filter add dev $DEV parent 20:0 protocol ip prio 1 u32 
classid 20:138 match ip src 10.229.40.138/32
  tc class add dev $DEV parent 1: classid 1:138 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS  ))kbit ceil $(( $UPRATE * 9 / 
10 ))kbit prio 2
  tc qdisc add dev $DEV parent 1:138 handle 138: sfq perturb 10
  tc filter add dev $DEV parent 1: protocol ip prio 2 handle 138 
fw flowid 1:138
  iptables -t mangle -A POSTROUTING -s 10.229.40.161 -m state 
--state NEW -j CONNMARK --set-mark 161
  iptables -t mangle -A POSTROUTING -s 10.229.40.161 -m state 
--state NEW -j RETURN
  #tc filter add dev $DEV parent 20:0 protocol ip prio 1 u32 
classid 20:161 match ip src 10.229.40.161/32
  tc class add dev $DEV parent 1: classid 1:161 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS  ))kbit ceil $(( $UPRATE * 9 / 
10 ))kbit prio 2
  tc qdisc add dev $DEV parent 1:161 handle 161: sfq perturb 10
  tc filter add dev $DEV parent 1: protocol ip prio 2 handle 161 
fw flowid 1:161
  iptables -t mangle -A POSTROUTING -s 10.229.40.227 -m state 
--state NEW -j CONNMARK --set-mark 227
  iptables -t mangle -A POSTROUTING -s 10.229.40.227 -m state 
--state NEW -j RETURN
  #tc filter add dev $DEV parent 20:0 protocol ip prio 1 u32 
classid 20:227 match ip src 10.229.40.227/32
  tc class add dev $DEV parent 1: classid 1:227 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS  ))kbit ceil $(( $UPRATE * 9 / 
10 ))kbit prio 2
  tc qdisc add dev $DEV parent 1:227 handle 227: sfq perturb 10
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  tc filter add dev $DEV parent 1: protocol ip prio 2 handle 227 
fw flowid 1:227
  iptables -t mangle -A POSTROUTING -s 10.229.40.229 -m state 
--state NEW -j CONNMARK --set-mark 229
  iptables -t mangle -A POSTROUTING -s 10.229.40.229 -m state 
--state NEW -j RETURN
  #tc filter add dev $DEV parent 20:0 protocol ip prio 1 u32 
classid 20:229 match ip src 10.229.40.229/32
  tc class add dev $DEV parent 1: classid 1:229 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS  ))kbit ceil $(( $UPRATE * 9 / 
10 ))kbit prio 2
  tc qdisc add dev $DEV parent 1:229 handle 229: sfq perturb 10
  tc filter add dev $DEV parent 1: protocol ip prio 2 handle 229 
fw flowid 1:229
  iptables -t mangle -A POSTROUTING -s 10.229.40.230 -m state 
--state NEW -j CONNMARK --set-mark 230
  iptables -t mangle -A POSTROUTING -s 10.229.40.230 -m state 
--state NEW -j RETURN
  #tc filter add dev $DEV parent 20:0 protocol ip prio 1 u32 
classid 20:230 match ip src 10.229.40.230/32
  tc class add dev $DEV parent 1: classid 1:230 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS  ))kbit ceil $(( $UPRATE * 9 / 
10 ))kbit prio 2
  tc qdisc add dev $DEV parent 1:230 handle 230: sfq perturb 10
  tc filter add dev $DEV parent 1: protocol ip prio 2 handle 230 
fw flowid 1:230
  iptables -t mangle -A POSTROUTING -s 10.229.40.234 -m state 
--state NEW -j CONNMARK --set-mark 234
  iptables -t mangle -A POSTROUTING -s 10.229.40.234 -m state 
--state NEW -j RETURN
  #tc filter add dev $DEV parent 20:0 protocol ip prio 1 u32 
classid 20:234 match ip src 10.229.40.234/32
  tc class add dev $DEV parent 1: classid 1:234 htb rate $
(( $UPRATE * 9 / 10 / $N_SOCIOS  ))kbit ceil $(( $UPRATE * 9 / 
10 ))kbit prio 2
  tc qdisc add dev $DEV parent 1:234 handle 234: sfq perturb 10




# Borrado de objetos.
tc qdisc del dev $DEV root
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    stop
    sleep 1
    start
}
show() {
  tc -s qdisc show dev $DEV
  iptables -t mangle -L POSTROUTING -v -n
  # -v Muestra un contador de cada flujo.




    echo -n "Starting bandwidth shaping: "
    start
    echo "done"
    ;;
  stop)
    echo -n "Stopping bandwidth shaping: "
    stop
    echo "done"
    ;;
  restart)
    echo -n "Restarting bandwidth shaping: "
    restart
    echo "done"
    ;;
  show)
    echo "Bandwidth shaping status for $IF:"
    show
    echo ""
    ;;
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  *)
    pwd=$(pwd)
    echo "Usage: qos.script {start|stop|restart|show}"
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