What is the minimum number of guesses needed on average to guess a realization of a random variable correctly? The answer to this question led to the introduction of a quantity called guesswork by Massey in 1994, which can be viewed as an alternate security criterion to entropy. In this paper, we consider the guesswork in the presence of quantum side information, and show that a general sequential guessing strategy is equivalent to performing a single quantum measurement and choosing a guessing strategy based on the outcome. We use this result to deduce entropic one-shot and asymptotic bounds on the guesswork in the presence of quantum side information, and to formulate a semi-definite program (SDP) to calculate the quantity. We evaluate the guesswork for a simple example involving the BB84 states, both numerically and analytically, and we prove a continuity result that certifies the security of slightly imperfect key states when the guesswork is used as the security criterion. * eh540@cam.ac.uk †
Introduction
Information theory, among other things, concerns the security of messages against attacks by malicious agents. Conventionally, it is accepted that that the more unpredictable a message is, and the higher the (Shannon) entropy of the distribution from which it is drawn, the more secure it is to brute force attacks. Therefore, when establishing a secret key or a cipher, the gold standard is to choose a key whose elements are picked uniformly at random from some alphabet.
Entropy, however, is not the only such criterion for security. Another relevant quantity, which is also maximized by messages drawn uniformly, is the guesswork. First put forth by Massey [1] , the quantity is operationally described by the following guessing game. Consider the problem of guessing a realization of a random variable X, taking values in a finite alphabet X , by asking questions of the form "Is X = x?". The guesswork G(X) is defined as the minimum value of the average number of questions of this form that needs to be asked until the answer is "yes". In the real world, questions of this form arise from query access to a resource; for example, if a hacker is attempting to guess a user's password on an online portal, he or she can only ask this kind of question (as opposed to, say, "Is X ≥ x?"), and only allowed a limited number of guesses before being locked out. Therefore, for someone setting up a password, the number of guesses allowed by the portal provides the operational security criterion against which his or her password must compare.
In contrast, the entropy of a distribution is approximately the minimum value of the average number of guesses required to obtain the correct guess when one is allowed to ask questions of the form, "Is X ∈ X ?", where each X is some subset of the alphabet X [2, Theorem 5.4.1]. Qualitatively speaking, entropy can be considered to be the query complexity of a binary search-type algorithm, whereas guesswork corresponds to the query complexity of a linear search-type algorithm [3] . Figure 1 illustrates this difference. It is well known that binary search has a smaller complexity than linear search, which leads to the simple claim that the entropy of a distribution is always
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x 4 x 5 Figure 1 : Consider an unknown value of X in the set {x 1 , x 2 , x 3 , x 4 , x 5 }. The search tree for finding the correct value of X when asking questions of the form (a) "Is X ∈X ?" or of the form (b) "Is X = x?" The former search tree, similar to that in binary search, has fewer branches and the relevant operational quantity is the entropy of the prior distribution. The specific question we ask in this tree is: Is X ∈X = {x 1 , x 2 }? The latter tree, similar to that of linear search, characterizes the scenario of guesswork. The tree encapsulates a strategy in which one sequentially guesses x 1 , x 2 and so on until x 5 .
less than the guesswork. Massey [1] proved the following stronger lower bound on the guesswork in terms of the Shannon entropy of the random variable X:
provided that H(X) ≥ 2 bits. Massey [1] also showed that the optimal algorithm to minimize the guesswork, and even the positive moments of the number of guesses, consists of the intuitive strategy of simply guessing elements in decreasing order of their probability of occurrence. Guesswork can also be considered in the presence of classical side information given in the form of a random variable Y that is correlated with X. In this case, the guesswork is the minimal number of questions of the form "Is X = x?" that is required on average to obtain the correct answer, given the value of Y . The optimal guessing strategy is simply to guess in decreasing order of conditional probability p X|Y (x|y). Arikan [4] obtained upper and lower bounds on the guesswork and its positive moments, in this scenario as well as in the case without side information. Further work on guesswork in the classical setting has been done in, e.g. [5, 6, 7, 8, 9, 10, 11, 12] .
In this paper, we consider a natural generalization of the above guessing problem to the case in which the classical side information is replaced by quantum side information. This generalization was first considered in [13] . In this case, the guesser (say, Bob) holds a quantum system B, instead of a classical random variable (or equivalently, a classical system) Y . Here, the joint state of X and B is given by a classical-quantum (c-q) state, which we denote as ρ XB (see Section 2 for details). We define guesswork in the presence of quantum side information to be the minimum number of guesses needed, on average, for Bob to correctly guess Alice's choice, by performing a general sequential protocol, as follows. Bob acts on his system B with a quantum instrument, yielding a classical outcomê x which he guesses, as well as a post-measurement state. If his guess is incorrect, he performs another instrument (possibly adapted based on his previous guess), and repeats the protocol until he either guesses correctly or runs out of guesses (which might be the case if he is allowed a limited number of guesses K < |X |).
While the case of classical side information admits a very simple optimal strategy (which amounts to simply sorting the conditional probabilities p X|Y (·|y) in non-increasing order and guessing accordingly), the quantum case requires measurement on the quantum system B, which potentially disturbs the state of B, a priori complicating the analysis of the sequence of guesses in the optimal strategy. We show in Section 3.2, however, that a general sequential strategy is in fact equivalent to performing a single generalized measurement yielding a classical random variable Y of outcomes and then doing the optimal strategy using this Y as the classical side information. The earlier work [13] instead defined guesswork with quantum side information as the latter quantity, i.e., a measured version of the guesswork in the presence of classical side information. While these definitions are equivalent, we consider the definition in terms of a sequential protocol to be a more natural one. Moreover, the above-mentioned equivalence is proved via an explicit construction, allowing such a guessing strategy to be implemented sequentially. The single-measurement protocol could in general involve making a measurement with exponentially (in |X |) many outcomes. Hence it may be more efficient to implement it instead as a sequence of (linearly-many) measurements with linearly-many outcomes, as allowed by the above construction.
We consider moreover a slight generalization of the guesswork in which Bob may only make K ≤ |X | guesses in total, and in which the "cost" of needing to make k guesses is given by a vector c = (c 1 , c 2 , . . . , c K ), which could be different from (1, 2, . . . , K), the latter of which corresponds to the expected value. These generalizations can be better models for certain situations; in the password-guessing example, e.g., Bob may be locked out after K guesses and hence is limited to a small number of guesses, or perhaps one has to wait after each guess before making another, and the time that one waits increases with the number of incorrect guesses. We show that this generalized situation (including the guesswork as a special case) admits a semi-definite programming (SDP) representation in which the number of variables scales as |X | K , and hence smaller values of K yield smaller problems and better scaling with |X |. See Section 5 for more on the computational aspects of the guesswork. One can consider related task, in which one wishes to maximize what is known as the "guessing probability" p guess (X|B) [14] . In this case, the guesser is given only one attempt to guess the value of X (and hence is free to any arbitrary measurement on his system B). The guessing probability is related to the co-called conditional min-entropy H min (X|B) of the c-q state ρ XB . In some sense, we can consider the guesswork to be an extension of the guessing probability. However, the nature of the optimization being done is different: instead of maximizing the probability of success in one attempt, we minimize the total number of guesses required. Therefore, the operations that a guesser performs to minimize the guesswork may be very different from those needed to maximize the guessing probability. Some of the connections between these two tasks have been investigated in [13] .
Overview In Section 2, we formally describe the task. In Section 3, we define classical and quantum guessing strategies in a unified framework, and in Theorem 1 prove that three classes of quantum strategies are equivalent. In Section 4, we establish one-shot and asymptotic entropic bounds on the guesswork, using analogous bounds developed by Arikan for the case of classical side information [4] . In Section 5, we revisit the idea that the guesswork may be formulated as an semidefinite optimization problem (SDP) originally discussed in [13] , and use such a representation to prove that the guesswork in a concave function in Section 5.1 and a Lipschitz continuous function in Section 5.2. We discuss the dual formulation of the SDP in Section 5.3, a resulting algorithm to efficiently compute upper bounds in Section 5.4, and we present a mixed-integer SDP representation in Section 5.5. Section 6 shows a simple example of the guesswork involving the BB84 states, and Section 7 provides a robustness result for using guesswork as a security criterion.
Statement of the problem
Alice chooses a letter x ∈ X with some probability p X (x), where X is a finite alphabet. This naturally defines a random variable X ∼ p X (x). She then sends a quantum system B to Bob, prepared in the state ρ x B , which depends on her choice x. Bob knows the set of states {ρ x B : x ∈ X }, and the probability distribution {p X (x) : x ∈ X }, but he does not know which particular state is sent to him by Alice. Bob's task is to guess x correctly with as few guesses as possible. From Bob's perspective, he therefore has access to the B-part of the c-q state
In the purely classical case, this task reduces to the following scenario: Alice holds the random variable X ∼ p X (x), and Bob holds a correlated random variable Y , and knows the joint distribution of (X, Y ). In this case ρ XB reduces to the state
In this case, if Bob's random variable Y has value y, then an optimal guessing strategy would be to sort the conditional distribution p X|Y (·|y) in non-increasing order so that
and simply guess first x 1 , then x 2 , etc., until he gets it correct [4] .
In the case in which Bob's system B is quantum, he is allowed to perform any local operations he wishes on B, and then make a first guess x 1 . He is told by Alice whether or not his guess is correct; then he can perform local operations on B, and make another guess, and so forth. We are interested in determining the minimal number of guesses needed on average for a given ensemble {p X (x), ρ x B } x∈X and the associated optimal strategy. More generally, we allow Bob to make K guesses, with possibly K < |X |. Formally, we assume that Bob always makes all K guesses; any guess after the correct guess simply does not factor into the calculation of the minimal number of guesses (see Section 3 for a more detailed definition of the minimal number of guesses). Thus, Bob makes a sequence of guesses, g 1 , . . . , g k ∈ X K = with some probability. We could consider the scenario in which Bob makes a guess x 1 , then learns whether or not the guess was correct, and uses that information to make his second guess x 2 , and so forth. However, if Bob learns that his jth guess x j is correct, then it does not matter what he guesses subsequently (it has no bearing on the minimal number of guesses). If the guess is incorrect, then his subsequent guesses do matter, and he should make his next guess accordingly. Hence, in such a protocol, the feedback about whether or not the jth guess is correct does not help, and Bob might as well assume that each guess is incorrect.
Guessing strategies
When Alice chooses x * ∈ X , a guessing strategy for Bob outputs a sequence of guesses g = (g 1 , . . . , g K ) ∈ X K with some probability p G|X ( g|x * ). Hence, formally, a guessing strategy for X with K guesses is a random variable G on X K that is correlated with X, such that (X, G) has marginal X ∼ p X . Note that the definition of a guessing strategy has no reference to the side information (if any) that Bob has access to; instead, the side information dictates the set of guessing strategies Bob has access to. This allows various types of side information to be analyzed within a uniform framework; in particular, the set of strategies available when Bob has access to some classical side information Y is described in Section 3.1, while the case of quantum side information is described in Section 3.2.
We are interested in the minimal number of guesses required to guess x * correctly. This is defined as follows:
where the outcome ∞ occurs when none of the K guesses are correct. We can view N as a random variable taking values in {1, 2, . . . , K, ∞}. Given a guessing strategy G, the quantity of interest is N ( G, X), the corresponding random variable. We define
to be the set of all possible random variables N associated to all guessing strategies G with K guesses. We say two guessing strategies G and G for X with K guesses are equivalent if N ( G , X) = N ( G, X). Note that if G and G are two strategies with K guesses for X that differ only in guesses made after guessing the correct answer, then they are equivalent. This formalizes the notion introduced at the end of the previous section: since guesses made after the correct answer do not change the value of N ( g, x * ), feedback of whether or not g j = x * can only lead to equivalent strategies.
Classical strategies
Consider a pair of random variables (X, Y ) where X has a finite alphabet X and Y has a countable alphabet Y.
Alice chooses x * ∈ X (with probability p X (x * )) and Bob is given y ∈ Y (with probability (p Y |X (y|x * )). Bob's task is to guess x * . Since Bob's sequence of guesses (g 1 , . . . , g K ) can only depend on x * via y, a classical guessing strategy G is any random variable G such that the ordered triple (X, Y, G) of random variables forms a Markov chain, which we denote as X −Y − G. Hence, given a joint probability distribution p XY , we define the set of random variables N associated to classical guessing strategies as follows:
Equivalence of quantum strategies
Let us consider three classes of quantum strategies:
1. Measured strategy: Bob performs an arbitrary POVM {E y } y∈Y on the B-system. Let Y be the random variable with outcomes in a finite alphabet Y corresponding to his measurement outcomes, i.e.
Bob then employs a classical guessing strategy on (X, Y ). The set of random variables corresponding to the possible number of guesses under such a strategy is given by
2. Ordered strategy: Bob performs a measurement with outcomes in X K , which are identified with guessing orders; i.e., if the outcome is (x 1 , . . . , x K ) ∈ X K , Bob first guesses x 1 , then x 2 , and so forth. In this case, Bob performs a POVM {E g } g∈X K and the guessing strategy G is distributed according to
As above, we define
It is evident that
because any such ordered strategy is a special type of measured strategy (with Y = G). However, any measured strategy can in fact be simulated by an ordered strategy. Suppose we have a measured strategy
where we have used the Markov property for the first equality and (8) for the second equality.
using again that {E y } y∈Y is a POVM. Then substituting the definition ofẼ g into (14) yields
and hence (11) is satisfied with E =Ẽ. Therefore,
3. Sequential quantum strategy: Suppose that Alice chooses x (which occurs with probability p X (x)), and hence Bob has the state ρ x B . To make his first guess, Bob chooses a set of generalized measurement operators {M (1) x } x∈X and reports the measurement outcome as his guess. He gets outcome x 1 with probability
and his post-measurement state is
Note: in general, Bob could perform a unitary operation U 1 on his state before measuring it. However, this would simply correspond to measuring with {M
x U 1 } x∈X instead. Hence, it suffices to simply consider a generalized measurement {M (1) x } x∈X . Then, after learning the outcome x 1 , Bob chooses a new set of generalized measurement operators {M
Note that this set of measurement operators can depend on x 1 . Without loss of generality, we can keep the same outcome set X , since Bob could set, e.g. M (2|x1) x1 = 0 to avoid guessing the same number twice. Bob measures his state and gets the outcome x 2 with probability
Multiplying by p G1|X (x 1 |x) we see the joint distribution is given by
To make his jth guess, we allow Bob to choose a new set of generalized measurement operators {M (j|x1,...,xj−1) x } x∈X which may depend on the previous j − 1 outcomes. Repeating the previous logic, in the end we find that
Under such a strategy, the possible random variables giving the number of guesses is given by
Theorem 1. Let ρ XB be a c-q state as defined in (2) and K a natural number with K ≤ |X |. Then
Hence, all three sets of random variables of the number of guesses obtained from various classes of strategies all coincide. Hence, we call the single class that of quantum strategies, denoted S Quantum
Proof. The second equality was already stated in (17) and proven before that, and so it remains to prove the first equality. Consider a sequential strategy, with the notation of point 3 above. Define
We see that E x1,...,
x1 , and hence is positive semi-definite. Moreover,
as can be seen by first summing (25) over x K , using
} x∈X is a POVM, and then similarly summing over x K−1 , x K−2 ,. . . , and finally
Hence, Bob's strategy is equivalent to simply performing the single POVM {E x } x∈X K once, obtaining an outcome x = (x 1 , . . . , x K ), and then making x 1 his first guess, x 2 his second guess, and so forth. That is, any such strategy can be recast as an ordered strategy. On the other hand, any such ordered strategy can be reformulated as an adaptive strategy, by the following recursive approach. Suppose that we are given {E y } y∈X K . For each x 1 ∈ X , define
where we have chosen the positive semi-definite square root. We have that
is indeed a POVM with outcomes in X . Next, for each x 1 ∈ X , corresponding to obtaining outcome
Then
Likewise, we define
Repeating this process, we define
to obtain a POVM for step (to use when having obtained outcomes x 1 , . . . , x −1 during the previous steps). At the last step, = K, there is no sum, namely
Lastly, we check that by design, (25) holds. Thus, we can work backwards from that equation and see that our newly created adaptive strategy yields the same outcomes with the same probabilities as the initial ordered strategy.
Success metrics
Given a random variable X and a maximal number K of allowed guesses, how do we measure the success of a guessing strategy G? We will focus on expectations of N ( G, X). In particular, we consider the expected number of guesses required to guess correctly:
We can also consider bounded approximations of this quantity, such as
where c ∞ ∈ R + represents the "cost" of all K guesses being incorrect, and R + denotes the strictly positive real numbers. This is a special case of
We may unify the definitions (39) and (41) by allowing c ∞ = ∞, using the convention that ∞ · 0 = 0 in this context. Given a c-q state ρ XB , we define the minimal expected number of guesses with respect to a cost vector c as
Likewise, given a joint distribution p XY , let
From the equality S Quantum
where the infimum is over all finite alphabets Y and POVMs {E y } y∈Y and p XY (x, y) = p X (x) tr[E y ρ x B ]. In the common case in which K = |X | and c = (1, 2, . . . , |X |, ∞), we define the guesswork as
and likewise define G(X|Y ) p = E * c (p XY , K) in the case of classical side information Y . Remark 2. In the work [13] , guesswork with quantum side information was defined by the right-hand side of (46) (with K = |X | and c = (1, 2, . . . , |X |, ∞)). Moreover, Proposition 1 of that work shows that the infimum in (46) in that case may be restricted to POVMs whose elements are all rank one.
Entropic bounds
In this section, we use the results of Section 3 to obtain one-shot and asymptotic entropic bounds on E * in terms of measured versions of bounds known in the classical case.
One-shot bounds
In the case in which K = |X |, Arikan [4] showed that
where H ↑ α (X|Y ) p for α ∈ (0, 1) ∪ (1, ∞) denotes the following α-conditional entropy of a joint distribution p XY given by
where the supremum is over probability distributions q Y on Y, and D α is the α-Rényi relative entropy,
The second equality of (49) follows from of [15, 
where for α ∈ (0, 1) ∪ (1, ∞), H ↑,M α (X|B) ρ is the B-measured conditional α-Rényi entropy, defined by
where p XY (x, y) = p X (x) tr[E y ρ x B ] is the joint probability distribution obtained by measuring the B part of ρ XB via {E y } y∈Y .
Remark 3. We may expand this quantity as
where p XY is induced by the measurement of ρ XY . This quantity seems to be different from the conditional entropy induced by the measured Rényi divergence, namely
where the supremum is over states on the B system, and for any pair of states (ρ, σ),
is the measured α-Rényi divergence. Indeed, the latter quantity may be expanded to obtain
From the min-max inequality, and the fact that collective measurements on XB can simulate measurements on B alone, we have
Asymptotic analysis
We can consider the asymptotic setting in which a Bob receives a sequence of product states ρ x B := ρ x1 B ⊗ · · · ⊗ ρ xn B , with probability p X (x 1 ) · · · p X (x n ) and aims to guess the full sequence x = (x 1 , . . . , x n ). In this case, the problem is characterized by the c-q state ρ ⊗n XB . The 1-shot bounds (51) give us
where H ↑,M 1 2 (X n |B n ) ρ ⊗n can involve collective measurements on the system B n . Taking n → ∞, we obtain
assuming that the limit on the right-hand side exists. Note that we can bound
where the first inequality follows from the fact that product measurements are a special case of collective measurements, and the first equality follows from the additivity of the classical Rényi entropy (Proposition 1 of [4] ), and the third by the definition of H ↑,M 
where the conditional Rényi entropy H ↑ α (C|D) σ of a bipartite state σ CD is defined as
with the optimization with respect to states ω D and the sandwiched Rényi relative entropy defined as [17, 18] :
The equality in (63) follows from the additivity of H ↑ 1 2 under tensor products (see, e.g., Corollary 5.2 of [19] ). Hence, we obtain
In the classical case, (3), both the left and right-hand sides reduce to
where p is the underlying classical distribution of (3). Hence, these bounds recover Proposition 5 of [4] .
Semi-definite optimization representations and their consequences
The task of calculating E * c (ρ XB , K) as defined in (43) can be written as a semi-definite optimization problem, as was found in [13] . In this section, we present a different derivation of that fact yielding in (75) a representation dual to the one found in [13] . In Section 5.1 we use this representation to prove the guesswork G(X|B) ρ is a concave function of the c-q state ρ XB . In Section 5.2 we likewise use this representation to obtain a Lipschitz continuity bound on the guesswork. Then in Section 5.3 we compute the dual SDP, recovering the one obtained in [13] . In Section 5.4 we use this dual representation to develop a simple algorithm to obtain upper bounds on the quantity. Lastly, in Section 5.5, we formulate a mixed-integer SDP representation of the problem, whose number of variables and constraints scales polynomially with all the relevant quantities (at the cost of adding binary constraints). We also provide implementations of these SDP representations [20] , using the Julia programming language [21] and the optimization library Convex.jl [22] .
Consider an ordered strategy G with a set of POVMs {E g } g∈X K . Then since p G,
and hence
where we define R g := x∈X p X (x)c N ( g,x) ρ x B for g ∈ X K . Thus,
(72)
The expression in (72) clarifies that R g has an interpretation as a cost operator corresponding to the guessing outcome g. Since g∈X K tr[R g E g ] is linear in each positive semi-definite (matrix) variable E g , (75) gives an SDP representation of E * c (ρ XB , K). This program has |X | K variables (each d B × d B complex positive semi-definite matrices), subject to one constraint. Note, however, since the cost vector c is increasing, any guess h ∈ X K with repeated elements is a suboptimal guessing order, in the sense that if {E g } g∈X K is a POVM with E h = 0, and h ∈ X K only differs from h by replacing repeated elements such that h has no repeated elements, then the POVM defined byẼ
. Hence, we may restrict to the outcome space
Note |X K = | = |X |! (|X |−K)! , and in the case in which K = |X |, the set X K is just the set of permutations of X . Hence, (72) can be re-written as the following smaller problem:
Note that in the case c ∞ = ∞ and K < |X |, there exists a finite solution if and only if there exists a POVM {E g } g∈X K = such that for all x ∈ X and g ∈ X K = with x ∈ g, we have tr[E g ρ x B ] = 0. Whether or not this holds depends on the particular state ρ XB . However, when c ∞ < ∞ or K = |X |, for any state ρ XB , the problem (75) has a finite solution and moreover, for any POVM {E g } g∈X K = , the objective g∈X K = tr[R g E g ] is finite. In the following, we restrict to those two cases.
Remark 4. This optimization problem has the same form as that of discriminating quantum states in an ensemble, as described in, e.g., [23, Section 3.2.1]. Note, however, that (1) the R g are positive semi-definite but not normalized, and (2) the case of having two copies of the unknown state, in the guessing framework, does not correspond to R ⊗2 g . Nevertheless, slight modifications to [23, Theorem 3.9] show that a POVM {E g } g∈X K = is optimal for (75) if and only if
satisfies Y ≤ R g for all g ∈ X K = . Remark 5. The set of POVMs is convex and since the objective function is linear, any minimizer for (75) may be decomposed into extremal POVMs which are also minimizers. By [24, Corollary 2.2] , for any extremal POVM on a Hilbert space of size d B has at most d 2 B non-zero elements. Hence, there exist minimizers of (75) with at most d 2 B non-zero elements (even though |X K = | could be far larger than d 2 B ). Let S ⊆ X K = be a set of d 2 B points such that there exists {Ẽ g } g∈S withẼ g ≥ 0, g∈SẼ g = 1 B , and
Then (75) holds with X K = replaced by S, namely
(78)
Note the "≤" direction of the equality (78) is trivial, since given a minimizer {E g } g∈S for (78), simply extending it by choosing E g = 0 for g ∈ S gives a feasible point for the optimization problem on the right-hand side of (75). The "≥" direction follows from the existence of the {Ẽ g } g∈S described above.
Concavity of the guesswork
Proposition 6. For each cost vector c and K ≤ |X |, the function
from the set of c-q states of the form (2) to R ≥0 ∪ {∞}, is concave.
Proof. For g ∈ X K = , and ρ XB a c-q state, the quantity R ρ g := x∈X p X (x)c N ( g,x) ρ x B can be expressed as
and hence is linear in ρ XB . Then for each POVM (E g ) g∈X K = ),
is linear in ρ XB . The arbitrary infimum of concave functions, and in particular linear functions, is concave, and hence E * c (ρ XB , K) ≡ min
where the minimum is taken over all POVMs on system B with outcomes in X K = , is concave.
Remark 7. Proposition 6 carries over to guesswork without side information, G(X), which simply corresponds to the case that ρ x B ≡ ρ B is independent of x ∈ X . Since G(X) is manifestly symmetric under permutations of the density p X , this proves that G(X) is a Schur concave function of the distribution p X (i.e., decreasing in the majorization pre-order; see, e.g., [25] for an overview of majorization and Schur concave functions). Consequently, the work [26] provides an algorithm to calculate local continuity bounds for G(X). 
Continuity of the guesswork
from the set of c-q states of the form (2) to R ≥0 , is Lipschitz continuous, satisfying the bound
for any c-q states ρ XB and σ XB , where κ = c ∞ if K < |X |, and κ = c |X | if K = |X |.
Proof. Define
Then, by linearity (as discussed in the proof of Proposition 6),
using (80), where C XB and ∆ XB commute, using the c-q structure of each, we have
Set
Since c N ( g,x) ≤ κ for each x ∈ X and g ∈ X K = , we have that F XB ≤ κ x∈X g∈X K = |x x| ⊗ E g in semi-definite order. Performing the sums, we have F XB ≤ κ I X ⊗ I B and hence F XB ∞ ≤ κ. Thus,
using Hölder's inequality in the second to last inequality. Swapping ρ XB and σ XB completes the proof.
The dual problem
Next, we compute the dual problem to (75), in the case K = |X | or c ∞ < ∞. Consider the Lagrangian
where we have introduced the Hilbert-Schmidt product A, B = tr[A † B], and where λ g ≥ 0 is the dual variable to the inequality constraint E g ≥ 0, and ν = ν † is the dual variable to the equality constraint g∈X K = E g = 1 B . As shown in, e.g., [27] , the primal problem (75) can be expressed as
while the dual problem is given by
If R g − λ g + ν = 0 for any g ∈ X K = , then the inner minimization in (98) yields −∞. Hence,
The constraint λ g ≥ 0 and R g − λ g + ν = 0 imply the semi-definite inequality −ν ≤ R g . Writing Y = −ν and maximizing over λ g ≥ 0, (98) becomes
Since (75) is strictly feasible (e.g., E g = 1 B
1 |X K = | is a strictly feasible point) by Slater's condition, strong duality holds. Hence, (100) obtains the same optimal value as (75). The formulation of the problem as given in (100) was previously found in the work [13, Proposition 3].
A simple algorithm to compute upper bounds
The dual form of the SDP can be used to generate upper bounds on E * c (ρ XB , K) simply by removing constraints. This provides an algorithm to find an upper bound on the objective function: Decide on some number of constraints κ to impose in total. Then, 1. Initialize an empty list L = {} corresponding to constraints to impose.
2. Set Y to be the identity matrix, as a first guess at the optimal dual variable.
3. If Y satisfies Y ≤ R g for all g ∈ X K = , then Y is the maximizer of the dual problem (100), and the optimization is solved. Otherwise, find g ∈ X K = such that Y ≤ R g , and add g to the list L.
and set Y to be its maximizer.
5.
Repeat steps 2 and 3 until the list L has length κ.
6. Solve the problem one last time, and return the output.
In order to find a constraint that Y violates, a heuristic technique such as simulated annealing can be used. Moreover, in the case that there are too many constraints to fit into memory or check exhaustively, using an iterative technique (such as simulated annealing) is essential. If this algorithm was continued (without imposing a limit on the total number of constraints κ to impose), it would eventually yield the true value E * c (ρ XB , K). When a total number of constraints is limited, it provides an upper bound (since it is a relaxation of (100)). However, even with a limit κ on the total number of constraints, this algorithm can in theory yield the true value E * c (ρ XB , K). Note that the dual problem to (78) is
where S ⊆ X K = has |S| = d 2 B and is described in the remark above. Hence, if L in (101) equals S, then the algorithm finds the true value E * c (ρ XB , K), not just an upper bound. Thus, κ = d 2 B suffices if the constraints g can be chosen precisely to obtain L = S. In general, finding S is as difficult as solving the original problem. Nonetheless, this motivates why choosing a relatively small value of κ (such as d 2 B ) can still yield good upper bounds.
A mixed-integer reformulation
The problem can be formulated another way as a mixed-integer SDP, i.e. an SDP that has additional integer or binary constraints. Consider a POVM {F j } M j=1 with M outcomes. When outcome j is obtained, Bob guesses in some order g (j) ∈ X K = . Then consider the problem minimize x∈X ,j=1,...,M
This optimization is not an SDP, since the dependence on the optimization variables { g (j) } M j=1 and {F j } is not linear, and g (j) ∈ X K = is a discrete constraint. Consider, however, the case that K = |X |. With this assumption, we will be able to remove the nonlinearity although not the discrete variables. This yields a mixed-integer SDP: an optimization problem such that if all integer constraints were removed, the result would be an SDP. We proceed as follows.
Under the condition K = |X |, we may restrict to considering guessing orders that are permutations without loss of generality; other guessing orders have repeated guesses, which can only increase the objective function. In this case, the outcome ∞ never occurs, and for each g ∈ S |X | , the quantity (c N ( g,x) ) x∈X satisfies
where g −1 is the inverse permutation to g, and c = (c k ) K k=1 is the cost vector (without ∞). Here, S n is the set of permutations on {1, . . . , n}. Let P (j) be an |X | × |X | matrix representation of the permutation g (j)−1 . Then (P (j) c) x = y∈X P (j) xy c y = c N ( g,x) . Hence, the optimization (103) can be reformulated as
Note that all the constraints are semi-definite or linear, except that each element P (j) xy is a binary variable: P (j) xy ∈ {0, 1}, which is a particularly simple type of discrete constraint. The non-linearity in the objective function, however, persists. To remove this, we take advantage of the fact that the P (j) xy are binary. In particular, [28, Equations (22) - (24) ] provide a clever trick to turn objective functions with terms of the form zx where z is a binary variable and x a continuous variable into objective functions of a continuous variable y subject to four affine constraints (in terms of x and z), as long as x is bounded by known constants. We reproduce this argument in the following.
We first write the objective function entirely in terms of scalar quantities:
Let x = (F j ) k and z = P 
Now, let y = xz. Then we have
On the other hand, let us remove the constraint y = xz, and consider y as another variable. Then if z = 0, the first equation of (108) implies that y ≥ 0, while the third implies y ≤ 0, so y = 0. On the other hand, if z = 1, then the second equation of (108) implies that y ≥ x while the fourth implies that y ≤ x. Hence, either way, y = xz. Thus, (108) is equivalent to y = xz.
With this transformation, (105) can be reformulated as the following.
This is a mixed-integer SDP, with a number of constraints and variables that is polynomial in M, d B , |X |. Moreover, if M ≥ d 2 B , then as follows from the remark below (75), the mixed-integer SDP (109) obtains the same optimal value as (75), namely E * c (ρ XB , |X |), using that K = |X |. Note, however, that mixed-integer SDPs are not in general efficiently solvable; they encompass mixed integer linear programs, which are NP-hard. However, in practice they can sometimes be quickly solved. Since the original SDP formulation (75) involves an exponential (in |X |) number of variables (or an exponential number of constraints in its dual formulation (100)), (109) which instead has a polynomial (in |X |) number of variables may provide a more practical approach in some cases. Mixed-integer SDPs can be solved in various ways; in the code [20] , the problem (109) is solved using the library Pajarito.jl [29] , which proceeds by solving an alternating sequence of mixed-integer linear problems and SDPs.
A simple example: BB84 states as side information
As an example, we consider the problem of calculating guesswork when one has four uniformly distributed letters to guess from, each correlated to one of the four BB84 states [30] . That is,
with the four |ψ k 's being chosen from {|0 , |1 , |+ , |− }. This example is firmly in the quantum realm of guesswork, as more information about the side information system B can be obtained via a quantum measurement than a classical one (in the computational basis, that is). . We see that for classical states, i.e., when ϕ = 0 or ϕ = π, we obtain a maximum value of 1.75. For the BB84 states, we achieve a minimum. 0 π/2 π φ 1.70 We establish an analytic upper bound on the guesswork by considering a particular POVM and associated sequences of guesses. We consider the POVM consisting of two orthogonal projectors |θ θ| and |θ ⊥ θ ⊥ | with |θ := sin θ |0 +cos θ |1 . If the outcome corresponding to |θ θ| is obtained, then we guess in the order corresponding to (1, +, −, 0). Similarly, the guessing order corresponding to the other outcome θ ⊥ is (0, −, +, 1), which is the reverse order.
By calculating the objective function of (75), we obtain
With the aim of minimizing the guesswork, we choose θ = 1 2 arctan 1 3 , and obtain the right-hand side of (111) as 1 4 10 − √ 10 ≈ 1.709430. Moreover, the SDP in (75) can be solved numerically to obtain the same value, providing a matching numerical lower bound; see [20] for the code involved, including a high-precision demonstration using the SDP solver SDPA-GMP [31] showing agreement to 200 digits.
We also consider a generalization of this example, where the side information states are chosen from the set {|0 , |1 , |ψ(ϕ) , |ψ(−ϕ) } where |ψ(ϕ) = cos ϕ |0 + sin ϕ |1 . The BB84 states are a special case of this ensemble with ϕ = π/2. For each of these ensembles, we compute the guesswork using our SDP formulation in (75). The results are shown in Figure 2 .
7 Guesswork as a security criterion: certifying an imperfect key state A primitive in any cryptography scheme is the establishment of a secret key between two communicating parties. Quantum key distribution (QKD) protocols can produce a certifiably secure secret key by using pre-shared entanglement [32] . However, if the protocol is not implemented perfectly, as is the case in realistic scenarios, then some information can leak out to an eavesdropper. How secure is the key obtained in this "imperfect" scenario? In other words, if there is a small deviation from the ideal protocol, how does it affect the security of the key? We address this question considering the guesswork as a security criterion.
Consider two systems K and E, where K denotes the key system and encodes the secret key, and E is the system held by the eavesdropper. An ideal key state is of the form π K ⊗ ρ E where π K refers to the maximally mixed state on the key system. This means that the eavesdropper can learn nothing about the key with access to the E system alone. An imperfect key, generally, is the joint state ρ KE . Consider the promise that the imperfect key state is ε-close to an ideal one in trace distance:
For an ideal key state, the expected guesswork for the eavesdropper is k 1 |X | k = |X |+1 2 . For the imperfect key state satisfying the promise (113), we get the following bound on guesswork:
This provides a robustness guarantee that imperfect key states continue to have near-maximal guesswork, if they remain close to an ideal key state in trace distance. The proof of the lower bound follows from the application of a analogous result pertaining to guesswork due to Pliam [33, Theorem 3] . This result states that for any random variable X with probability distribution p X ,
where G(X) denotes the guesswork and u X denotes the uniform distribution. First, we extend the result above in (115) to pertain to the case of guesswork with classical side information.
Lemma 9. For random variables X and Y , the following bound holds for the guesswork.
Proof. Consider the case of a joint distribution p XY , with conditional distribution p X|Y and marginal distribution p Y , and suppose that the value of y is fixed. Then we can invoke Pliam's bound (115) to find that
where the notation G(X|Y = y) indicates the guesswork (without side information) of a random variable distributed according to p X|Y (·|y). Taking the expectation of both sides with respect to the random variable Y , we find that 
Using the fact that y p Y (y)G(X|Y = y) = G(X|Y ),
we can conclude the generalization of (115) in the presence of classical side information
We know from Theorem 1 that a measured strategy for guesswork is equivalent to a quantum strategy. Using that fact, and by combining the promise 1 2 ρ KE − π K ⊗ ρ E 1 ≤ ε and the result in Lemma 9, we have (114). Remark 10. Note that Proposition 8 gives the following continuity bound for the guesswork near π K ⊗ ρ E :
Thus, the bound in (114) is slightly better than what we obtain by employing Proposition 8.
Open questions
Guesswork presents an operationally-relevant method to quantify uncertainty, and has been relatively unexplored in the presence of quantum side information. We hope our investigation opens the door to further analysis of the guesswork and methods to compute it. In particular, our work leaves open the following questions:
1. Does equality hold in (63)? If so, the single-letter expression lim n→∞ 1 n ln G(X n |B n ) ρ ⊗n = H ↑ 2. Ref. [34] presented variational expressions for the measured Rényi divegerences D M α and showed how those lead to efficient ways to compute the divergences. Are there similar variational formulas for H ↑,M α (X|Y ) ρ ? That could similarly provide an efficient way to compute the quantity.
