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Abstract
Let G and H be graphs. A graph with colored edges is said to be monochromatic if all its
edges have the same color and rainbow if no two of its edges have the same color. Given two
bipartite graphs G1 and G2, the bipartite rainbow ramsey number BRR(G1; G2) is the smallest
integer N such that any coloring of the edges of KN;N with any number of colors contains a
monochromatic copy of G1 or a rainbow copy of G2. It is shown that BRR(G1; G2) exists if and
only if G1 is a star or G2 is a star forest. Exact values and bounds for BRR(G1; G2) for various
pairs of graphs G1 and G2 for which the bipartite ramsey number is de2ned are established.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The study of Ramsey numbers began with the 1930 paper of Frank Ramsey [19].
We state the 2nite version of his theorem:
Theorem 1. For any positive integers n1; n2; : : : ; nk and d, there exists an integer N =
rd(n1; n2; : : : ; nk) such that if the d-element subsets of the set {1; 2; : : : ; N} are colored
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with k colors, then for some i, 16 i6 k, there is a subset A ⊆ {1; 2; : : : ; N} with ni
elements such that every d-element subset of A is colored with color i.
Ramsey’s result was later rediscovered by ErdFos and Szekeres [8] and this topic has
since been studied extensively in the literature (see [12]). The 2rst nontrivial and most
extensively studied case occurs when d=2. For this value of d, the coloring described
in Ramsey’s theorem may be viewed as a coloring of the edges of KN . In this case
Ramsey’s theorem states that for any set {n1; n2; : : : ; nk} of positive integers there is
some integer N such that if the edges of KN are colored with k colors, say colors
{1; 2; : : : ; k}, then the resulting graph must contain, for some i (16 i6 k), a complete
graph on ni vertices all of whose edges have been colored with color i. The smallest
such integer N is called the ramsey number r(n1; n2; : : : ; nk). Once ramsey numbers
had been viewed in terms of graph theory, it became natural to rewrite r(n1; n2; : : : nk)
as r(Kn1 ; Kn2 ; : : : ; Knk ) and to de2ne r(G1; G2; : : : ; Gk) for graphs G1; G2; : : : ; Gk which
are not necessarily complete. This number is known as the generalized ramsey number
and is de2ned to be the smallest integer N such that every coloring of the edges of KN
with colors 1; 2; : : : ; k contains, for some i (16 i6 k), a subgraph isomorphic to Gi
with every edge colored i. This generalization of ramsey numbers was initially explored
by ChvHatal and Harary (see [5]).
For bipartite graphs G1; G2; : : : ; Gk , the generalized bipartite ramsey number b(G1;
G2; : : : ; Gk) is the least positive integer N , so that any coloring of the edges of KN; N
with k colors 1; 2; : : : ; k contains, for some i (16 i6 k), a subgraph isomorphic to
Gi with every edge colored i. Bipartite ramsey numbers have been studied for exam-
ple in [1,4,10,11,13,15–18]. Interest in bipartite ramsey numbers goes back to work
by Zarankiewicz [20]. He studied the problem of 2nding, for given positive integers
s; t; m; n with m6 s and n6 t, the least positive integer z = z(s; t; m; n) such that any
subgraph of Ks; t with z edges contains a copy of Km;n as a subgraph with the partite
set of cardinality m in Km;n a subset of the partite set of cardinality s in Ks; t .
Another set of problems closely related to ramsey numbers involves coloring the
integers {1; 2; : : : ; N}. Problems of this type originated with a 1927 result of van der
Waerden (see [12, p. 29]). A colored sequence of integers is monochromatic if every
integer in the sequence has the same color and rainbow if no two integers in the
sequence have the same color. Generalizations and new problems related to van der
Waerden’s theorem were suggested by ErdFos and Graham [7]. They de2ne H (n) to
be the smallest positive integer such that any coloring of the integers 1; 2; : : : ; H (n),
with any number of colors, contains an arithmetic sequence of length n which is either
monochromatic or rainbow.
A graph with colored edges is said to be monochromatic if all its edges have the
same color and to be rainbow if no two of its edges have the same color. Bialostocki
and Voxman [2] may have been inspired by the de2nition of H (n) by ErdFos and
Graham when they de2ned for a given graph G, the number RM(G) to be the smallest
integer N such that if the edges of the complete graph KN are colored with any number
of colors, then, for the resulting coloring, there is either a monochromatic or a rainbow
copy of G. They showed that this number exists if and only if G is acyclic. Eroh [9]
extended this de2nition when she de2ned, for two graphs G1 and G2 (without isolated
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vertices), the rainbow ramsey number RR(G1; G2) to be the least positive integer N
such that if the edges of KN are colored with any number of colors, the resulting graph
contains either a monochromatic copy of G1 or a rainbow copy of G2. RR(G1; G2)
exists if and only if G1 is a star or G2 is a forest. Hence the existence of RR(G1; G2)
requires that either G1 or G2 be bipartite. This observation and the notion of bipartite
ramsey numbers suggests another ramsey concept. Given two bipartite graphs G1 and
G2 (without isolated vertices), the bipartite rainbow ramsey number BRR(G1; G2) is
the smallest integer N such that any edge-coloring of KN;N contains a monochromatic
copy of G1 or a rainbow copy of G2.
In Section 2 we show that BRR(G1; G2) is de2ned if and only if G1 is a star or G2
is a star forest, i.e., a union of stars. In Section 3 we focus on bounds and values for
BRR(G1; G2) where both G1 and G2 are acyclic.
2. The existence of bipartite rainbow Ramsey numbers
We now determine those pairs of bipartite graphs for which the bipartite rainbow
ramsey number exists.
Theorem 2. The bipartite rainbow ramsey number BRR(G1; G2) exists if and only if
G1 is a star or G2 is a star forest.
Proof. First, suppose G1 is not a star and G2 is not a star forest. For any integer N ,
color KN;N as follows. Label the vertices of one partite set v1; v2; : : : ; vN . Color every
edge incident with vi with color i for i=1; 2; : : : ; N . Every monochromatic subgraph of
this graph is a star. Thus, G1 does not appear as a monochromatic subgraph. Consider
any rainbow subgraph of this graph. Every vi that belongs to this subgraph must have
degree 1, so a rainbow subgraph must be a star or union of stars. Thus, if BRR(G1; G2)
exists, then G1 is a star or G2 is a star forest.
Next, we consider the case when G2 is a star forest. If BRR(G1; G2) exists when G2
is any star, then necessarily BRR(G1; G2) exists for G2 any union of stars. Since any
bipartite graph is a subgraph of KN;N for some n, it suMces to show that BRR(G1; G2)
exists when G1 =KN;N and G2 =K1;m. Since the result is immediate if m= 1 or 2 we
assume m¿ 3 and n¿ 2.
Let N=(n−1)(m−1)(n−1)(m−1)+1+1. Let X={x1; x2; : : : ; xN} and Y={y1; y2; : : : ; yN}
be the partite sets of KN;N . Assume that KN;N is edge-colored with no rainbow K1;m.
Thus, at most m− 1 colors appear at each vertex.
Thus, some color, say c1, must appear at least N=m−1 times at vertex x1. Eliminate
all the vertices yi in Y for which the edge x1yi is not color c1. Similarly, there must be
a color c2 so that at least N=(m− 1)2 of the edges from x2 to the remaining vertices
in Y are in color c2. Eliminate all the vertices yi from Y for which x2yi is not color
c2. Continuing in this fashion, we have colors c1; c2; : : : ; c(n−1)(m−1)+1, not necessarily
distinct, and at least N=(m− 1)(n−1)(m−1)+1¿ n vertices in Y so that every edge xiyj
adjacent to a vertex yj in Y is in color ci, for i = 1; 2; : : : ; (n− 1)(m− 1) + 1.
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Notice if there are at least m distinct colors among c1; c2; : : : ; c(n−1)(m−1)+1, then we
have a rainbow K1;m with its center in Y . Hence we assume that at most m − 1 of
them are diOerent, with the result that at least ((n − 1)(m − 1) + 1)=(m − 1) = n
of them are the same. The subgraph induced by the edges of such a color contains a
monochromatic Kn;n.
Finally, suppose G1 is a star K1; n. Again, it suMces to show that BRR(G1; G2) exists
when G2 is a complete bipartite graph, say Km;m.
Let N =  12m2(m − 1)(nm + n − m − 3) + 2. Consider any edge-coloring of KN;N
that does not contain a monochromatic copy of K1; n. Thus, each color appears at most
n− 1 times at each vertex. There are (Nm ) (Nm ) diOerent subgraphs of KN;N isomorphic
to Km;m. We will estimate how many of these subgraphs might not be rainbow colored.
Consider the number of ways to choose a subgraph Km;m with two adjacent edges
uv and uw that are the same color. There are at most 2N choices for u and N choices
for v, in the other partite set. Then there are at most n− 2 other edges incident with u
in the same color, so at most n− 2 choices for w. Since uw might have been chosen




















Next, consider the number of ways to choose a subgraph Km;m with two nonadjacent
edges uv and xw in the same color. We may assume, without loss of generality, that
u and x are in the 2rst partite set and v and w are in the second partite set. There are
N choices for u, N choices for v, and at most N − 1 choices for x. There are at most
n−1 edges incident with x in the same color as uv, so there are at most n−1 choices
for w. The choices of the edges uv and xw could have been made in either order, so
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so there must be some subgraph isomorphic to Km;m which is rainbow colored.
It is natural to search for a relationship between rainbow ramsey numbers and bi-
partite rainbow ramsey numbers for pairs of graphs G1 and G2 for which both num-
bers are de2ned. Take an edge-coloring of the complete graph with RR(G1; G2) − 1
vertices containing no monochromatic G1 and no rainbow G2. Remove edges to form
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a complete bipartite graph with  12 (RR(G1; G2) − 1) vertices in each partite set and
no monochromatic G1 and no rainbow G2. Thus BRR(G1; G2)¿ 12 (RR(G1; G2) + 1).
3. Bipartite rainbow Ramsey numbers for acyclic graphs
By Theorem 2 we know that if BRR(G1; G2) exists, then G1 is a star or G2 is
a star forest. We begin by establishing some general bounds for this number if it is
de2ned. To simplify the statements of our theorems let Sr denote any star forest with
r components and let Sr; Br; Tr; and Fr be any star forest, bipartite graph, tree or
forest, respectively with r edges.
Theorem 3. Let Gn be any connected bipartite graph for which the largest partite set
has n vertices. If BRR(Gn; Bm) exists, then BRR(Gn; Bm)¿ (n− 1)(m− 1) + 1.
Proof. Let N = (n− 1)(m− 1). Let F1; F2; : : : ; Fm−1 be a 1-factorization of Km−1;m−1.
Color the edges of Fi with color i. Now replace each edge of Fi with a copy of Kn−1; n−1
all of whose edges are also colored i (16 i6m − 1). This produces a coloring of
KN;N . Since this coloring uses m− 1 colors, there is no rainbow colored Bm, and since
the largest partite set in a connected monochromatic subgraph has order n − 1, Gn
does not appear as a monochromatic subgraph in this coloring. The result therefore
follows.
Theorem 4. If Gn is any forest with n nontrivial components, then BRR(Gn; Sm)¿
(n− 1)(m− 1) + 1.
Proof. Let N = (n − 1)(m − 1). Consider a copy of Km−1;m−1 with partite sets U =
{u1; u2; : : : ; um−1} and V = {v1; v2; : : : ; vm−1}. Color all the edges incident with ui with
color i. Now replace each ui and each vi with n − 1 new vertices to produce a copy
of KN;N . Color each edge incident with a vertex that replaced ui with color i. This
produces a coloring of KN;N that uses m − 1 colors. This coloring therefore does not
contain a rainbow copy of Sm. Since the smallest partite set of any monochromatic
subgraph contains n− 1 vertices, this coloring contains no monochromatic Gn. Hence
the result follows.
Corollary 5. BRR(K1; n; mK2)¿ (n− 1)(m− 1) + 1.
Proof. This follows immediately from Theorem 3.
Corollary 6. BRR(nK2; K1;m)¿ (n− 1)(m− 1) + 1.
Proof. This follows from Theorem 4.
Corollary 7. BRR(Tn; Sm)¿ ( n+12  − 1)(m− 1) + 1.
Proof. This follows from Theorem 3.
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Corollary 8. BRR(nK2; Sm)¿ (n− 1)(m− 1) + 1.
Proof. This follows from Theorem 4.
Corollary 9. BRR(K1; n; K1;m) = (n− 1)(m− 1) + 1.
Proof. From Theorem 3 we know that BRR(K1; n; K1;m)¿ (n − 1)(m − 1) + 1. Let
N = (n − 1)(m − 1) + 1. Consider a coloring of KN;N with any number of colors.
If there is no monochromatic K1; n, then at least m colors are present at each vertex.
Hence BRR(K1; n; K1;m)6 (n− 1)(m− 1) + 1. The result now follows.
Corollary 10. BRR(nK2; mK2) = (n− 1)(m− 1) + 1.
Proof. By Theorem 4, BRR(nK2; mK2)¿ (n − 1)(m − 1) + 1. Let N = (n − 1)
(m − 1) + 1. Take any perfect matching of KN;N . Then, by the pigeonhole princi-
ple, this matching either contains n edges with the same color or m edges no two of
which have the same color. Thus BRR(nK2; mK2)6 (n−1)(m−1)+1. The result now
follows.
It was shown in [9] that RR(nK2; mK2)6 2(n−1)m. Using the observation following
Theorem 2 we can improve this upper bound to 2(n− 1)(m− 1) + 1 for n¿ 2.
We now focus on bipartite rainbow ramsey numbers BRR(K1; n;Fm) and
BRR(Fn; K1;m). We begin with some general results before proceeding to speci2c
structures for Fm and Fn.
Theorem 11. Suppose Fm has no isolated vertices. Then BRR(K1; n;Fm) = O(mn).
Proof. By Theorem 3, BRR(K1; n;Fm)¿ (n− 1)(m− 1) + 1.
We now show that BRR(K1; n;Fm)6mn. We proceed by induction on m. The result
holds if m=1. Suppose m¿ 2 and that the result holds for any acyclic graphFm−1 with
m−1 edges. Consider an edge-coloring of Kmn;mn that does not contain a monochromatic
K1; n. Let Fm−1 be any acyclic graph with m − 1 edges obtained by deleting a leaf
u from Fm. By the inductive hypothesis, this coloring of Kmn;mn contains a rainbow
copy of Fm−1. Let v denote the vertex that corresponds to the vertex adjacent with u
in Fm. Note that v could be an isolated vertex. If so, we may choose v to be a vertex
not incident with any edges of Fm−1. If there is a color incident with v that does not
yet appear in the rainbow copy of Fm−1, and if such an edge is not incident with
another vertex of the rainbow copy of Fm−1, then we have a rainbow copy of Fm.
So we may assume that the edges that join v to the vertices of Kmn;mn, which are not
in the rainbow copy of Fm−1, are colored with the m − 1 colors that appear in the
rainbow copy of Fm−1. Since there are at least mn− m+ 1 such edges, at least n of
these edges are colored with the same color, producing a monochromatic K1; n. Hence
BRR(K1; n;Fm)6mn. This gives the desired result.
Theorem 12. BRR(Tn; K1;m) = O(mn).
L. Eroh, O.R. Oellermann /Discrete Mathematics 277 (2004) 57–72 63
Before proceeding with the proof we establish the following useful lemma. This
lemma bears some similarities to a result in [3, p. 61]. That result states that for any
graph G with minimum degree at least n and any tree T with order n + 1, T is a
subgraph of G. We show that if we assume that G is bipartite with suMciently large
average degree, then the conclusion still holds.
Lemma 13. If G is a bipartite graph with average degree at least 2n, then Tn ∈G.
Proof. We proceed by induction on n. Clearly any tree with one edge is a subgraph
of a bipartite graph with average degree at least 2.
Suppose n¿ 2 and that G is a bipartite graph with average degree at least 2n. Let
H be a minimal subgraph with respect to having average degree at least 2n, i.e., H
has average degree at least 2n but any proper subgraph has average degree less than
2n. Let w be a leaf of a tree Tn and let u be its neighbor in Tn. By the inductive
hypothesis Tn − w is a subgraph of H . If the vertex (corresponding to) u is adjacent
with a vertex v in G that does not belong to this subgraph (isomorphic to) Tn − w,
then Tn is a subgraph of G. Suppose thus that every neighbor of u in G belongs to
the subgraph Tn − w. Then degGu6 n− 1. Let s=
∑
x∈V (H) degHx. Then the average
degree of H is s=k where k = |V (H)|. By the choice of H , s=k¿ 2n and H − u has
average degree less than 2n. Hence,
s− 2degHu




So, degHu¿n. This contradicts the fact that degGu6 n− 1.
We now proceed with the proof of the theorem.
Proof. Corollary 7 implies that BRR(Tn; K1;m)¿ ((n+1)=2−1)(m−1)+1: It remains
to show that BRR(Tn; K1;m)6 cnm for some constant c. Let N=2n(m−1). Consider any
edge-coloring of KN;N . Suppose this edge-coloring does not contain any monochromatic
copy of Tn nor a rainbow copy of K1;m. Thus, the subgraph induced by any color c
has average degree strictly less than 2n. At most m − 1 colors appear at any given
vertex v. Let C(v) be the set of colors appearing at a vertex v, and let V (c) be the set
of vertices incident with edges in color c. Let degcv be the degree of vertex v in the
subgraph induced by all edges in color c.
For each color c, we have∑
v∈V (c) degcv

























6 2N (m− 1):
Thus 2N 2¡ 4Nn(m− 1), or N ¡ 2n(m− 1), a contradiction.
Corollary 14. BRR(Fn; K1;m) = O(mn).
Proof. Since every forest with n edges is the subgraph of a tree with at most 2n− 1
edges, the result follows from Theorem 12.
We now focus on bipartite rainbow ramsey numbers BRR(G1; G2) where G1 is a
star and G2 is a matching.
Theorem 15. For any integers n; m¿ 2,
(n− 1)(m− 1) + 16BRR(K1; n; mK2)6 n(m− 1) + 1:
Furthermore, if n¿ 2, the upper bound can be improved to n(m− 1).
Proof. By Theorem 3, (n− 1)(m− 1) + 16BRR(K1; n; mK2).
For the upper bound we proceed by induction on m. Suppose m = 2 and consider
any edge-coloring of Kn+1; n+1. Pick any edge, say it’s colored with color 1. If there
is no rainbow 2K2 in this coloring, then every edge independent from this edge must
have color 1. Thus, we have a monochromatic Kn;n, which contains a monochromatic
K1; n. Now, if n¿ 2, consider any coloring of Kn;n. Again, choose any edge, say it has
color 1. As before the remaining edges have color 1. Thus, we have a monochromatic
K1; n.
Assume the upper bound holds for m− 1¿ 2. Let N = n(m− 1)+ 1. Suppose some
edge-coloring of KN;N does not contain a monochromatic K1; n. By the inductive hy-
pothesis this coloring contains a rainbow copy of (m− 1)K2 in colors 1; 2; : : : ; m− 1,
say. If we remove the vertices in this matching, a subgraph isomorphic to
K(n−1)(m−1)+1; (n−1)(m−1)+1 remains. If any color other than 1; 2; : : : ; m − 1 appears on
this subgraph, then we have a rainbow mK2. Otherwise, every vertex in this subgraph
is incident with (n− 1)(m− 1)+ 1 edges colored with m− 1 colors. So there must be
a monochromatic K1; n.
For n¿ 2, let N=n(m−1) and suppose KN;N is colored so that it does not contain any
monochromatic K1; n. By the inductive hypothesis we may assume that KN;N contains
a rainbow copy of (m − 1)K2 in colors 1; 2; : : : ; m − 1. Assume uivi has color i. Let
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N ′ = N − (m − 1) = (n − 1)(m − 1). If we remove ui; vi for 16 i6m − 1, we have
a subgraph isomorphic to KN ′ ;N ′ . We may assume that the edges in this subgraph are
colored with colors 1; 2; : : : ; m−1. Take any perfect matching in KN ′ ;N ′ . Since N ′¿m,
there must be two independent edges in the same color, say in color 1. Now consider
the subgraph induced by u1, v1, and the vertices of KN ′ ;N ′ . If any new color appears
on the edges of this subgraph, there is necessarily an edge in color 1 independent
from it. Along with the remaining edges of the rainbow (m− 1)K2, these edges form
a rainbow mK2. If no new color appears on this subgraph, then we have a copy of
K(n−1)(m−1)+1; (n−1)(m−1)+1 colored with m− 1 colors. It must contain a monochromatic
copy of K1; n.
Corollary 16. For n¿ 3, BRR(K1; n; 2K2) = n.
Notice that BRR(K1;2; 2K2) is 3, since K2;2 can be colored with two independent
edges in one color and the other two independent edges in a second color. The bipartite
rainbow ramsey numbers BRR(K1;2; mK2) have connections with design theory. For
m even, there are m × m latin squares with no transversals [6, p. 104]. It follows
that there are colorings of Km;m without a rainbow mK2 or a monochromatic K1;2, so
BRR(K1;2; mK2)¿m+1 for m even. Ryser (see [6, p. 104]) has conjectured that there
is no such coloring for m odd.
Theorem 17. For positive integers n¿ 3 and 16m6 n + 2, the rainbow ramsey
number BRR(K1; n; mK2) = (n− 1)(m− 1) + 1.
Proof. By Theorem 3, BRR(K1; n; mK2)¿ (n− 1)(m− 1)+1. To show that BRR(K1; n;
mK2)6 (n − 1)(m − 1) + 1 we proceed by induction on m. If m = 1, the result is
obvious. If m= 2, the result follows from Corollary 16. Suppose thus that m¿ 3.
Let N = (n − 1)(m − 1) + 1. Consider any coloring of KN;N . Label the vertices in
one partite set u1; u2; : : : ; uN , and the vertices in the other partite set v1; v2; : : : ; vN . By
the inductive hypothesis we may assume that there is a rainbow copy of (m− 1)K2 in
KN;N . Suppose edge uivi is colored i for 16 i6m− 1.
Let W be the subgraph induced by um; um+1; : : : ; uN and vm; vm+1; : : : ; vN . If any edge
in W is colored with a color other than 1; 2; : : : ; m− 1, then we have a rainbow mK2.
Since |W |= (n− 2)(m− 1)+ 1¿ (n− 1)(m− 3)+ 1=BRR(K1; n; (m− 2)K2), we may
assume, by the inductive hypothesis, that W contains a rainbow copy of (m − 2)K2.
Assume edge u(m−1)+iv(m−1)+i is color i for 16 i6m− 2.
Now, consider vertices ui and vi for 2m− 26 i6N . Notice that N − (2m− 3)¿ 2.
Since there are (n−1)(m−1)+1 edges incident with each of these vertices, we either
have a monochromatic K1; n or we have an edge in some color other than 1; 2; : : : ; m−1
incident with each one of these vertices. The other endpoint of each such edge must
be um−1 or vm−1, or else we have a rainbow mK2. Thus, the edges uivm−1 and vium−1
for 2m − 26 i6N are all colored with new colors. If any two of these edges are
colored with diOerent colors, then some independent pair of these edges are colored
with diOerent colors. In this case, we again have a rainbow mK2. Thus, we may assume
that all of these edges are colored with color m.
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Notice that every edge incident with ui or vi, 2m − 26 i6N , other than uivm−1
or vium−1, must be colored with 1; 2; : : : ; m − 2. Otherwise, we have a rainbow mK2.
Thus, vertex u2m−2 is incident with (n − 1)(m − 1) edges in m − 2 colors. So some
color must appear at least n times, producing a monochromatic K1; n.
We now turn to bipartite ramsey numbers BRR(G1; G2) where G1 is a matching and
G2 is a star.
Theorem 18. For any integers n; m¿ 2,
BRR(nK2; K1;m)¿max(2(n− 1)(m− 2) + 1; (n− 1)(m− 1) + 1):
Proof. By Theorem 4, BRR(nK2; K1;m)¿ (n−1)(m−1)+1. So it suMces to show that
BRR(nK2; K1;m)¿ 2(n−1)(m−2)+1. We describe a coloring of K2(n−1)(m−2);2(n−1)(m−2)
that contains neither a monochromatic copy of nK2 nor a rainbow copy of K1;m. We
begin by describing a coloring of the edges of K2(m−2);2(m−2) with 4(m − 2) col-
ors. Let U and V be the partite sets of K2(m−2);2(m−2). Partition U into two sets
A = {a1; a2; : : : ; am−2} and B = {b1; b2; : : : ; bm−2} and partition V into two sets C =
{c1; c2; : : : ; cm−2} and D= {d1; d2; : : : ; dm−2}. For each i (16 i6m− 2), color all the
edges that join ai to a vertex of C with color i; color all the edges that join bi to
a vertex of D with color i + m − 2; color all the edges that join ci to a vertex of
B with color i + 2(m − 2); and color all the edges that join di with a vertex in A
with color i + 3(m − 2). Then every vertex is incident with exactly m − 1 diOerent
colors. Now replace every vertex with (n − 1) new vertices to obtain a coloring of
K2(n−1)(m−2);2(n−1)(m−2). Each color induces a copy of K(n−1); (n−1)(m−2). Hence we have
no monochromatic nK2.
The following result will be useful in obtaining an upper bound in the next theorem.
Lemma 19. Any bipartite graph that contains at least n vertices with degree at least
n must contain a set of n independent edges.
Proof. Choose a set C of n vertices so that each vertex has degree at least n. Let U be
the one partite set and let V be the other partite set. Let u1; u2; : : : ; uk be the vertices in
U ∩C and let vk+1; vk+2; : : : ; vn be the vertices in V ∩C. For each i, 16 i6 k, choose
an edge uiw so that w = vj for any k + 16 j6 n and uiw is independent from any
edges previously chosen. Since ui has degree n, there are at most k − 1 edges already
chosen, and there are at most n− k edges uivj, there is always an edge remaining that
can be chosen. Similarly, we can choose edges wvj to complete the matching.
Theorem 20. For any integers n¿ 2 and m¿ 3,
BRR(nK2; K1;m)6 (3m− 5)(n− 1) + 1:
Proof. Let N = (3m− 5)(n− 1) + 1. Suppose we have an edge-coloring of KN;N with
no monochromatic nK2 and no rainbow K1;m.
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At each vertex v, at most m− 1 colors appear. Let K1;p1 ; K1;p2 ; : : : ; K1;pk(v) be the set
of maximal nontrivial (at least 2 edges) monochromatic stars centered at v, where k(v)
depends on v. Since N¿m, there must be at least one such star; k(v)¿ 1. We must
also have k(v)6m− 1, or we could take an edge from each star to obtain a rainbow
K1;m. The remaining edges incident with v are all colored with distinct colors, so there
are at most m−1−k(v) of them. Thus, for each vertex v, ∑k(v)i=1 pi¿N−m+1+k(v).
We will only consider edges contained in monochromatic stars of size n or more.
If all monochromatic stars centered at a particular vertex v have at most n− 1 edges,
then we must have
∑k(v)
i=1 pi6 k(v)(n− 1). But then N6 k(v)(n− 1)+ (m− 1− k(v))
6 (m− 1)(n− 1) ¡ (3m− 5)(n− 1) + 1, a contradiction.
Thus, at each vertex v, at most k(v) − 1 stars have n − 1 or fewer edges. Thus, at
most (k(v)− 1)(n− 1) + m− 1− k(v) edges incident with v are not considered.
Consider the subgraph H induced by those edges contained in monochromatic stars
of size n or larger. Each vertex v is the central vertex of monochromatic stars of size n
or larger containing at least N−m+k(v)+1−(k(v)−1)(n−1)=N−m+2k(v)−k(v)n+n
edges, where 16 k(v)6m − 1. If no edge is counted in two diOerent stars, then
|E(H)|¿∑v∈V (H)(N − m+ 2k(v)− k(v)n+ n).
In the sum on the right some edges of H may be counted twice. For a particular
color c, suppose there are ac vertices in the 2rst partite set and bc vertices in the second
partite set that are centers of stars in H in color c. No edge is counted more than twice;
at most acbc edges in color c are counted twice. It follows, from Lemma 19, that we
may assume that there cannot be more than n− 1 stars in the same color centered at
diOerent vertices, so ac+ bc6 n− 1. Thus for each c, ac6 n− 1. Since at most m− 1
colors appear at each vertex in the second partite set,
∑
c bc6 (m − 1)N . The total




c bc6 (n−1)(m−1)N .
Let k =maxvk(v). Our subgraph must contain at least
2N (N − m+ 2k − kn+ n)− (n− 1)(m− 1)N
edges. However, for any value of k, 16 k6m− 1, this is more than the N 2 edges in
KN;N . This produces a contradiction.
Theorem 21. For any integer n¿ 2,
BRR(nK2; K1;2) = n:
Proof. By Theorem 4, BRR(nK2; K1;2)¿ n. If we color Kn;n with any number of colors
so that no rainbow colored K1;2 is produced, then necessarily Kn;n is colored with only
one color. Hence, we have a monochromatic copy of K1; n.
Theorem 22. For any integer m¿ 3,
BRR(2K2; K1;m) = 2m− 3:
Proof. The lower bound follows from Theorem 18. For the upper bound, suppose
we have a coloring of K2m−3;2m−3 with no monochromatic 2K2 and no rainbow K1;m.
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At each vertex v, let K1;p1 ; K1;p2 ; : : : ; K1;pk(v) be the maximal monochromatic nontrivial
(at least 2 edges) stars centered at v, where k(v) depends on v. As before, 16 k(v)6m−
1. Then
∑k(v)
i=1 pi¿N − m+ 1 + k(v).
Now, if any two nontrivial stars centered at two diOerent vertices have the same
color edges, then we have a monochromatic 2K2. Thus, we may assume that all of
these stars are diOerent colors. By assumption, each of these stars has at least two
edges. Let k=minvk(v). If we consider the subgraph H induced by the edges of these
nontrivial stars, then H will contain at least 2N (N − m + 1 + k) edges. Since the
edges incident with each vertex are diOerent colors, no edges have been counted twice.
However, 2N (N −m+1+ k) is at least 2N (N −m+2)=N (2N −2m+4)¿N 2. Since
the subgraph cannot contain more edges than KN;N , we have a contradiction.
We now 2nd bounds for bipartite rainbow ramsey numbers of two graphs where one
is a star and the other a path.







(m− 2)6BRR(Pn+1; K1;m)6 (n− 1)(m− 1):
The next lemma is an improvement on Lemma 13 for the case that the tree is a
path.
Lemma 24. For any integer n¿ 3, if a bipartite graph G has average degree at least
n− 1, then G has Pn+1 as a subgraph.
Proof. We will proceed by induction on n. First, suppose n=3, and let G be a bipartite
graph with average degree at least 2. Let v be a vertex of degree 2 or more. If every
neighbor of v has degree 1, then v is in a component isomorphic to a star. But the
average degree of a star K1; k is 2k=(k + 1)¡ 2. Thus, there must be a component
that is not isomorphic to a star and that contains a vertex v of degree at least 2. We
may assume that some neighbor of v, say u, also has degree at least 2. Thus, v has
a neighbor other than u and u has a neighbor other than v. Since v and u are in
diOerent partite sets of a bipartite graph, they have no common neighbors. We have a
subgraph P4.
Let G be a bipartite graph with average degree at least n − 1. Choose a subgraph
H of G, not necessarily proper, so that H is minimal in the following sense: H has
average degree at least n − 1, and every proper subgraph of H has average degree
less than n − 1. By induction, we may assume that H contains a subgraph Pn, with
endpoints u and v. (Depending on the parity of n, Pn contains either n=2 vertices in
each partite set or (n+1)=2 in one set and (n−1)=2 in the other.) If there are no edges
between the vertices of this path and the remaining vertices of H , then the average
degree of vertices on this path is at most (n + 1)=2¡n − 1. We could remove the
component containing this path from H to obtain a graph of smaller order with average
degree still at least n− 1. This contradicts our choice of H . Thus, there must be some
edge from a vertex on the path to a vertex not on the path.
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If there is an edge from u to v, we have a subgraph isomorphic to the n-cycle Cn.
Such a cycle, together with an edge to a vertex not on the cycle, yields a copy of
Pn+1. We may assume that u is not adjacent to v. If u is adjacent to any vertex not
on the path, then again we have Pn+1. We may assume that u is not adjacent to any
vertex except for interior vertices of the path, so the degree of u is at most (n− 2)=2
for n even or (n− 1)=2 for n odd.
Remove u and the (at most (n− 1)=2) edges incident with u from H . The average
degree of the resulting graph is at least
2(|E(H)| − n−12 )
|V (H)| − 1 =
2|E(H)| − (n− 1)
|V (H)| − 1
¿
(n− 1)|V (H)| − (n− 1)
|V (H)| − 1
= n− 1:
Thus, we have a proper subgraph of H with average degree at least n−1, which again
contradicts our choice of H . There must be some subgraph Pn+1 in H and, hence, in
G.
We now proceed with the proof of the theorem.
Proof. For the lower bound, color K2(m−2);2(m−2) as in the proof of Theorem 18. Then
replace each vertex with n=2 − 1 vertices. In the resulting coloring, there is no
monochromatic Pn+1 and no rainbow K1;m. The upper bound can be established exactly
as in the proof of Theorem 12 using Lemma 24 instead of Lemma 13 and replacing
2n with n− 1.
Theorem 25. For any integers n; m¿ 2,
(n− 1)(m− 1) + 16BRR(K1; n; Pm+1)
6max
(





; (m− 1)(n− 1) + 1
)
:
Proof. The lower bound follows from Theorem 3. For the upper bound let N =
max((m− 2)(n− 1) + (m+ 2)=2; (m− 1)(n− 1) + 1).
First, suppose m=2. Then N =n. Any coloring of KN;N either contains a monochro-
matic K1; n or a rainbow P3 = K1;2.
Assume m¿ 3. Then N¿ 2n − 1. If there is no monochromatic K1; n, then there
must be at least three diOerent colors appearing at each vertex. It quickly follows that
there is a rainbow P4.
We will proceed by induction on m. Suppose KN;N is edge-colored with no monochro-
matic K1; n. We may assume that there is a rainbow path Pm. Let x and y be the vertices
at the ends of this path. Since each color appears at most n− 1 times at each vertex,
there must be m or more colors incident with any vertex. Thus, at each vertex, there
is at least one edge incident that is colored in a new color not used on the path Pm.
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Say yw is an edge incident with y colored with a new color. If w is not on the path,
then we have a rainbow Pm+1. We may assume that w is a vertex already on the path
Pm, possibly x.
Let c be the color of the edge on the path from y to x immediately before (and
incident with) the vertex w. There are at least N −m=2 vertices not on the path and
incident with x. If any of these edges is colored with a new color or with color c, then
we have a rainbow Pm+1. Otherwise, the edges incident with x that join x to vertices
not on the path are colored with at most m− 2 colors, and each appears at most n− 1
times. So N −m=26 (m−2)(n−1). This is a contradiction; there must be a rainbow
Pm+1.
Corollary 26. For integers n; m¿ 2 such that m6 2n− 3,
BRR(K1; n; Pm+1) = (n− 1)(m− 1) + 1:
Proof. Since max((m−2)(n−1)+(m+2)=2; (m−1)(n−1)+1)=(n−1)(m−1)+1
for m6 2n− 3, the result follows from Theorem 25.
However this formula does not always hold, as the next theorem shows for n = 2
and m+ 1 ≡ 1(mod 4).
Theorem 27. For any integer p¿ 1,
BRR(K1;2; P4p+1)¿ 4p+ 1:
Proof. Let U and V be the partite sets of K4p;4p. For 16 i6p, label the vertices in






i . For each j,
06 j6p−1, color edges of the form aia′i+j; bib′i+j; cic′i+j; did′i+j with color 4j, edges of





















i+j with color 4j+3. Thus, exactly
4p colors are used. If there is a rainbow P4p+1, it must contain exactly one edge of
each color.
De2ne A = {ai|16 i6p}. Let B, C and D be de2ned similarly. Consider a walk
containing exactly one edge of each color. By symmetry we may assume that the walk
begins at a vertex of U . Since there are an even number of colors, such a walk must
also end with a vertex of U . Edges in exactly 2p of the colors join a vertex in A or
B to a vertex in C or D; edges in the remaining 2p colors join a vertex in A or B to
a vertex in A or B and a vertex in C or D to a vertex in C or D. Thus, if the walk
begins at a vertex in A or B, it ends at a vertex in A or B. Similarly, if it begins at a
vertex of C or D, it ends at vertex of C or D.
By an identical argument, if the walk begins in A or C, it ends in A or C. If it
begins at a vertex of B or D, then it ends at a vertex of B or D. It follows that any
such walk begins and ends at the same set among A; B; C and D.
Let Pi = {ai; bi; ci; di} and let P′i = {a′i ; b′i ; c′i ; d′i} for 16 i6p . Four colors join
vertices from Pi to P′i , four colors join Pi to P
′
i+1, and so forth. There are four colors
that act like each of the p diOerent powers of the permutation (1; 2; 3; : : : ; p). Since
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(1; 2; 3; : : : ; p)4(
p
2 ) is the identity permutation, a walk that includes exactly one edge of
each color and begins in Pi must end in Pi. Therefore, any such walk must be closed;
it cannot be a path.
We have a coloring of K4p;4p with no monochromatic K1;2 and no rainbow P4p+1.
At this point we have only considered bipartite rainbow Ramsey numbers of pairs of
acyclic graphs. However some of the previous results are also useful for graphs with
cycles. In particular Theorem 3 implies that BRR(K1; n; C4)¿ 3n − 2, while the proof
of Theorem 2 shows that BRR(K1; n; C4)6 2(3n − 5) + 2. So BRR(K1; n; C4) = O(n).
However, not all bipartite rainbow Ramsey numbers grow linearly with the order/size
of the graphs. For example, BRR(C4; K1;m) is quadratic in m. Chung and Graham [4]
showed that the generalized ramsey number r(C4; k)¿ k2 − k + 2. Therefore there
exists a coloring of Km2−3m+3 with m−1 colors that does not contain a monochromatic
C4. If we restrict this coloring to a subgraph isomorphic to K(m2−3m+2)=2; (m2−3m+2)=2 we
obtain a coloring that contains neither a monochromatic C4 nor a rainbow K1;m. So
BRR(C4; K1;m)¿ cm2 for some constant c. Using a slight modi2cation of the proof in
[14], it can be shown that the maximum number of edges in a subgraph of KN;M , with
M6N , that does not contain C4 is at most (N=2)+N
√
M − 3=4. So if K4(m2−m);4(m2−m)
is colored, so that at most m − 1 colors are used to each vertex, some color induces
a subgraph with average degree at least 4m. Considering only the vertices incident
with this color we have a subgraph of KN;M with M6N6 4(m2 − m) with at least
2m(N+M) edges. This exceeds (N=2)+N
√
M − 3=4. Hence we have a monochromatic
C4. Thus BRR(C4; K1;m = O(m2).
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