Abstract An approach to analyze regime change in spatial time series data sets is followed and extended to jointly analyze a dynamical model depicting regime shift and observational data informing the same process. We analyze changes in the joint model-data regime and covariability within each regime. The method is applied to two observational data sets of equatorial sea surface temperature (TAO/TRITON array and satellite) and compared with the predicted data by the ECCO-JPL modeling system.
of variability. In many studies [e.g., [5] [6] [7] ] authors compare EOFs obtained from data 18 to EOFs from models, and use their agreement as evidence of the fidelity of the model 19 with respect to important physical processes. There are shortcomings to this approach. 20 Firstly, the model may produce the correct modes, but at the wrong times because of 21 phase errors in the model. Secondly, EOFs are an analysis of covariance and as such 22 they do not consider the non-Gaussian properties of the spatial distribution. In the 23 case of using the EOF method for non-Gaussian distributions, it provides an analysis 24 of the best Gaussian approximation to the distribution.
25
In this study, we present a method, the Joint Empirical Orthogonal GAussian ing variability about a small number of mean states. In a previous related study [8] , 31 Expectation Maximization (EM) was used to estimate the parameters of a Gaussian
32
Mixture Model providing a distinct temporal decomposition relative to EOF analysis. 33 We showed that while conventional EOF analysis was ambiguous for regime separation,
34
EM produced clear separation of the spatial modes facilitating the physical interpre-35 tation of the data.
36
The remainder of the paper is organized as follows: In Section 2, we define the math-37 ematical structure Gaussian Mixture Models (GMM) and describe the approach to fit 38 GMM to data sets. In Section 3, we apply the JEO-GAMMA method to a combination operator. In our case, we assume D and M are spatially and temporally collocated 53 (i.e., H is the identity matrix). We augment the matrix of data with the model's 54 approximation to the data,
Next we fit a mixture model to the joint data-prediction data set, ψ. For an nc com-56 ponent Gaussian mixture model, we have in general we can conduct the EOF analysis on the Σ k and separate them into their data and 70 model parts. n d is the number of time series of length n t .
71
The goal is to produce a comparison of the joint data-model distribution that 72 characterizes the separation into the regimes observed in the combined matrix (Equa-73 tion 1). In an optimal prediction, the "good" regime ( Figure 1) proposed to address this issue using empirical or data-based approaches.
88
A first option is the use of the empirical Akaike's Information Criterion (AIC, [11] ).
89
In general, 
97
The BIC approximates the total probability (Bayes factor) of a probability distribution 98 under some set data,
For the full mixture model with k components and n model-data time series, one hundred samples, which for high-dimensional problems as the ones presented in 118 this study, will result in the approach being too computationally expensive.
119
In this study, we use the Bayesian Information Criterion to identify the number of 
149
Examining the time-varying probability (most often we find w k (t) = 0 or w k (t) = 1) 
158
The first mode of the EOF analysis of Regime A (associated with "normal con- Niño from the one associated with its breakdown.
185
When the entire data set is analyzed without the use of EM for regime separa- 
196
The EM method provides a more accurate regime separation than using a con- 
210
In theory, the computational cost of using the EM algorithm to separate the com-211 ponents of the GMM could be expensive for high dimensional problems. In practice,
212
the extraction of the EOFs is also computationally intensive for these problems and in 213 fact in this application the EM algorithm is only six times more costly than the basic 214 EOF analysis. Clearly, the combined cost is high but we believe the improved results
215
and the ease of interpretation compensate for the increased cost.
216
The method separates three components in the extended model-data distribution
217
( Figure 4) . The regimes in this case are very similar to the ones extracted in Section 3.
218
The most predominant component (Regime A) is present 52% of the time, while the 219 second (Regime B) is identified 36% of the time, and Regime C corresponds to the 220 remaining 12%. As in the previous case, Regime A is consistent with "normal condi-221 tions", Regime B with La Niña, and Regime C with El Niño. The probability of each 222 regime exhibits a binary behavior, with w k (t) = 0 or w k (t) = 1 most of the time.The 
243
In general, the model presents some deficiencies, especially during El Niño periods,
244
that include sporadic poor correlation with the data and imperfect variability struc-245 ture and magnitude representation. While these deficiencies can be severe in specific 246 locations and times, the joint model-data distribution suggests the model is able to 247 characterize the right regime for each of the three separate components. is calculated under the current estimate of the parameters µ k and Σ k :
The w k (t) is used for the temporal description of the time series, being analogous to the 292 temporal amplitudes produced by EOF analysis. In practice, we find that most often there is 293 a tendency for binary behavior, with w k (t) = 0 or w k (t) = 1.
294
Maximization step: The optimal parameters that maximizes the current estimate given 295 the data ψ(t) is calculated. Note that τ k , µ k and Σ k may be all maximized independently of 296 each other since they appear in separate linear terms.: 
