Correct identification of ethnicity is central to many epidemiologic analyses. Unfortunately, ethnicity data are often missing. Successful classification typically relies on large databases (n > 500,000 names) of known name-ethnicity associations. We propose an alternative naïve Bayesian strategy that uses substrings of full names. Name and ethnicity data for Malays, Indians, and Chinese were provided by a health and demographic surveillance site operating in Malaysia from 2011-2013. The data comprised a training data set (n = 10,104) and a test data set (n = 9,992). Names were spliced into contiguous 3-letter substrings, and these were used as the basis for the Bayesian analysis. Performance was evaluated on both data sets using Cohen's κ and measures of sensitivity and specificity. There was little difference between the classification performance in the training and test data (κ = 0.93 and 0.94, respectively). For the test data, the sensitivity values for the Malay, Indian, and Chinese names were 0.997, 0.855, and 0.932, respectively, and the specificity values were 0.907, 0.998, and 0.997, respectively. A naïve Bayesian strategy for the classification of ethnicity is promising. It performs at least as well as more sophisticated approaches. The possible application to smaller data sets is particularly appealing. Further research examining other substring lengths and other ethnic groups is warranted.
Health disparities associated with ethnicity have been widely observed (1) (2) (3) (4) . Explanations for those differences are complex and depend on the nature of the question being investigated. A clean interpretation of results is often confounded by a combination of genetic (1), cultural (2) , and socioeconomic (5) factors. Despite the confounding, or perhaps because of it, ethnicity remains an important consideration. Governments and health researchers routinely collect information about ethnicity as part of their respective administrative and research activities (6) (7) (8) . If ethnicity data are missing, however, and only names are available, can ethnicity still be determined? The question has been of formal interest to epidemiologists since at least the 1960s (6, 9) .
In the crudest form of classification, a person could manually allocate names to ethnic groups on the basis of personal knowledge (10) . The correction of databases by hand, however, is inefficient and has limited application in studies with samples that are more than very modest in size. Various automated approaches have been developed for name-based identification of ethnic groups (11) (12) (13) (14) (15) (16) (17) , and a comprehensive review was conducted in 2007 by Mateos (18) . One approach is to focus effort on the identification of people from a particular ethnic group: a binary classification. The South Asian names and group recognition algorithm identifies South Asians from names of people living in the United Kingdom (16, 19) , and the Arab name algorithm identifies Arabs from the names of people born in the United States (17) . Problems with these 2 approaches arise when one is interested in more than 1 ethnic group; that is, if you want to know whether a name belongs to 1 of a plurality of ethnic groups (e.g., Arab, Polish, South Asian), not simply whether it is South Asian or not South Asian.
In New Zealand, a government-based, automated system (with an undisclosed algorithm) used probabilistic matching of names to a number of ethnic groups (20) . An evaluation of the system revealed that it could identify Sri Lankan, Korean, and Chinese names only as "Asian" but no more specifically. One common approach compares the name of a person of unknown ethnicity with a comprehensive list of names with known ethnicity (21) . Accurate name matching against a reference list requires large numbers of names with known ethnicity. A review of name-ethnicity classification strategies identified only 2 researchers who have compiled sufficiently large name-ethnicity reference lists. Both databases exceeded 500,000 names (18) .
Researchers using smaller populations, and those who do not have access to a list of a half million names, face a challenge. In many cases-as in our case-the desirable solution uses locally available data from within a single community to derive the name-ethnicity association. A novel approach overcoming the need for large registers (>50,000 names) would be to use sequences of n-letter long word substrings within names rather than whole names. The use of letter substrings extracts more information from each name and can account for common letter combinations that occur in names from some ethnic groups. Take the Malay female names "Roziah," "Roziana," and "Rozita" as an example. The names are distinct but create the following 3-letter substrings, herein called triplets:
Roziah: fROZ; OZI; ZIA; IAHg Roziana: fROZ; OZI; ZIA; IAN, ANAg Rozita: fROZ; OZI; ZIT, ITAg Although none of the names matches, two-thirds of the substrings do. It seemed intuitive to extend the observation to the probabilistic classification of names by ethnic group using name substrings. We selected a naïve Bayesian approach to classify a name as belonging to 1 among a plurality of ethnic groups. Triplet substrings were selected for the classification of Malaysian Malay, Malaysian Chinese, and Malaysian Indian names.
METHODS

Population
Name data were drawn from a health and demographic surveillance system established in a rural district of peninsular Malaysia-the South East Asia Community Observatory. The data were extracted in October 2012, when there were 28,736 Malay, Indian, and Chinese persons enrolled in the health and demographic surveillance system with names and self-identified ethnicity. The names were randomly allocated to training and test data sets (Table 1) .
Naïve Bayesian classifiers
Naïve Bayesian classifiers are simple probabilistic classifiers that have been widely applied to text data (22) . Let E 1 , E 2 , . . . E k be an exhaustive and mutually exclusive set of ethnic groups living within an area, where each ethnic group has a membership probability P(E j ) > 0 for all j = 1, . . . k groups, and let S be a substring from a name with P(S) > 0. Then Bayes' Theorem allows the assignment of a probability of a person belonging to ethnic group E j given that their name contained substring S as follows:
On the right-hand side of the equation, on the basis of an analysis of the frequency of substrings, we can estimate the probability of any substring given a person's ethnicity, P(S|E i ). We also have a given prior probability, P(E i ), of a person belonging to ethnic group i. The denominator is the sum of the probabilities for all the ethnic groups 1 . . . k, including group i.
A naïve Bayesian approach to classification carries strong assumptions of independence (22) . That is, each piece of evidence (substring S m . . . n ) is assumed to be independent of every other piece of evidence. However, by virtue of the way the substrings are derived from a name, this cannot be the case. Any substring S m . . . n is not independent of the preceding substring S m−1 . . . n−1 . Fortunately, even in the face of gross violations, naïve Bayesian classifiers have been found to produce good classification performance, although they provide a poor estimation of the actual probability (23) .
Implementation
The following steps were involved in developing the classifier:
• Create a matrix from the training data representing the probability of each substring given ethnicity (i.e., P(S|E i )) • Apply the Bayes formula to the training data • Evaluate the classifier's performance with the training data • Repeat the last 2 steps using the test data To create the P(S|E i ) matrix, we cut each of the names in the training data set into all of the possible triplets. Spaces between names were retained as a part of the substring. For example, in the name "Roziah Ahmad" the 3 triplets falling around the separation between the first and second names were retained (i.e., "ah_," "h_a," and "_ah"). The choice of triplets, rather than doublets or quadruplets, was arbitrary.
The frequencies of each triplet were calculated for each ethnic group. The probability of each triplet given an ethnic group was estimated from the triplet frequencies. If any triplet did not occur for 1 of the ethnic groups, the numerator would be reduced to 0. To overcome this, we applied Laplace smoothing to the data; that is, where a triplet did not occur for 1 of the ethnic groups, the frequencies were replaced with a positive count; in this case, a value of 0.005 was used. The Laplace smoothing ensured that when the Bayes formula was applied to successive substrings from a name, the probability of a name belonging to an ethnic group never became 0 or 1, but allowed the probabilities to become close to either. This avoided the undesirable situation whereby a single triplet could determine the classification with "certainty." At the commencement of the process for classifying a name to 1 of the ethnic groups, the following uniform priors of ethnic group membership were used: {1/3, 1/3, 1/3}. However, it made almost no difference to the final result whether we used uniform priors, informative priors based on the known distribution of the ethnic groups in Malaysia, or informative priors based on the known distribution of the ethnic groups in the health and demographic surveillance system data. The choice of priors had limited effect on the final outcome, because the prior probability of ethnic group membership was quickly overwhelmed by the actual data. A name that is n characters long generates n − 2 triplets. The median length of a full name was 20 characters long, or 18 triplets.
In the implementation, the probability of a name belonging to each ethnic group was estimated from all of the name's substrings. For the first substring, the prior probabilities P(E i ) were used. For subsequent substrings, the prior was updated using the calculated P(E i |S) from the previous substring. The process was iterated for all of the substrings belonging to a name.
Where a substring occurred in a name from the test data but did not appear in the database of substrings derived from the training data (i.e., P(S) < 0), that substring was ignored, and the classifier proceeded to the next substring. This treated a substring that did not have any existence among known strings as an absence of evidence. The situation could not arise in the training data, because every substring was accounted for, but it could occur in the test data. A name was ultimately classified as belonging to the ethnic group with the highest associated "probability."
Evaluation
The classifier was applied first to the training data (from which the triplet frequencies were derived) and then to the test data. Appropriate 3 × 3 classification tables were constructed for each data set. Sensitivity and specificity were calculated for the classification of each group. Cohen's κ statistic was calculated as a measure of agreement in the 3 × 3 tables (24). The naïve Bayes classifier and the statistical analyses were all managed in the R statistical environment (25) . The South East Asia Community Observatory health and demographic surveillance system was established with the approval of the Monash University human research ethics committee.
RESULTS
Each name in the training data set was deconstructed into constituent triplet substrings, and a frequency table of triplets for each ethnic group was created. The most frequent Chinese name triplets were associated with names ending in "ng" and "ee." Among Malays, common triplets were associated with names like "Mohammed" and its common abbreviation "Mohd," and among the Indians with names ending in "samy." There were no overlaps between the 20 most frequently occurring triplets for each of the ethnic groups. The 20 most frequently occurring triplets accounted for 30.8% of Malay triplets, 23.8% of Indian triplets, and 24.1% of Chinese triplets. Table 2 shows the classification of the names into 1 of the 3 ethnic groups for the training and test data.
The large counts on the diagonals for both the training data and the test data, as well as the small counts on the off diagonals, provide a strong visual indication of the classifier's success. Cohen's κ, the measure of agreement between 2 alternative measures, reinforces that visual impression. For the training data, κ = 0.93 (standard error, 0.006; Z = 146.5; P < 0.001) with similar results for the test data (κ = 0.94; standard error, 0.006; Z = 147.6; P < 0.001). There is no straightforward multiclass extension of the measures of sensitivity and specificity used commonly in the evaluation of tests. We reduced Table 2 to a series of 2 × 2 tables for each ethnic group and estimated the sensitivity and specificity of the classifier on the training and the test data (Table 3) . For example, the sensitivity and specificity of the classifier for Malay names was based on the classification of a name as Malay or not Malay, as well as whether the name was actually Malay or not Malay.
The sensitivity and specificity values were very similar for the training and the test data. Sensitivity was lowest for the Indian group, at approximately 0.86, and highest in the Malay group, at very close to 1. Specificity was approximately 0.91 in the Malay group and very close to 1 for the Indian and Chinese groups.
DISCUSSION
Data on ethnicity are fundamental to many epidemiologic studies, and considerable work has gone into methods for Bayesian Method to Determine Ethnicity From a Name 327 allocating people to ethnic groups when their ethnic groups were not recorded. Most of the strategies rely on the analysis of whole names (6, 9, 16, 19) , sometimes supplemented with additional information, such as geolocational data (26) . The naïve Bayes classifier proposed here provides a novel approach to extracting information from parts of names and was developed as part of a real-world application to support our research. The classifier's performance appears to match or exceed that of more complicated classifiers and of approaches relying on significantly larger databases of names, and it is not limited to classifications between 2 ethnic groups (7, 11, 16, 17, 26) . The minimum size of the database of names that can be used to produce a successful classifier is an empirical question and is likely to vary to some degree across settings; however, it seems likely to require a much smaller database than the 500,000 names recommended by others (18) . The approach is relatively simple to implement and flexible, which means that it can be implemented and tested locally and either adopted or discarded without too high a cost to the researchers. An example of the R code is available from the authors.
The use of substrings in place of whole names provides some protection against typographical errors and incomplete names (i.e., missing data). A database of names requires that whole names, free of typographical errors, are recorded. If "Roziah" is incorrectly recorded as "Roziaz," at least some of the substrings can contribute to the classification of the name.
There are some issues that remain, and there are opportunities for further empirical investigation. Although uninformative priors succeeded in this case, it may be better to use informative priors, particularly in circumstances where, on average, the total length of names is relatively short.
If distinct ethnic groups share similar names, and the similarities extend down to the level of substrings, then the classifier will fail. This is no different from saying that 2 ethnic groups that share the same names cannot be distinguished on the basis of their names, and the same criticism could be made of other approaches.
Malay, Chinese, and Indian names are quite distinct, and one might argue that the test was constructed for success. It should be remembered, however, that the approach was developed to solve a real, applied problem facing the researchers. It is also interesting that the New Zealand algorithm could not distinguish between Korean, Chinese, and Sri Lankan names (20) , which one might argue are equally distinct (e.g., "Nayanathula," "Sanhitha," and "Sasrutha" are Sri Lankan; "Hyun-woo," "Seo-Jun," and "Ji-hoon" are Korean; and "Zhang Wei," "Xiu Ying," and "Li Juan" are Chinese). Whether the naïve Bayes strategy would fare well in distinguishing among different European groups, among different Indian groups, or among different Middle Eastern groups is an interesting empirical question worthy of further investigation.
A topic that is ripe for continued discussion, but that we intentionally avoid, is the ontological issue of "ethnicity" in health research (18, 27) . The way the ethnicity "cake" is cut can have dramatic effects on one's understanding of health disparities (28) (29) (30) . Tamils are Indians (unless they are Sri Lankan); Indians are South Asians; and South Asians are Asians, but grouped analyses of Indians may reveal very different trends from subgroup analyses of Tamils, Gujurati, and Malayali; and grouped analyses of South Asians may reveal very different trends from subgroup analyses of Indian, Pakistani, and Bangladeshi health outcomes (30) .
Our goal was modest: an algorithmic approach to the classification of a priori ethnic categories on the basis of a name. The application of an algorithm, however, does not absolve researchers from having to consider thornier issues of what the ethnic categories actually mean. Future directions for developing this algorithmic approach lie in testing different substring lengths and testing the approach with different ethnic groups.
