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Ab s t r ac t
This PhD (entitled "Representation, modelisation and procedural generation of terrains") is
related to movie and videogames digital content creation, especially natural scenes.
Our work is dedicated to handle and to generate landscapes efficently. We propose a new
model based on a construction tree inside which the user can handle parts of the terrain intui-
tively. We also present techniques to efficently visualize such model. Finally, we present a new
algorithm for generating large-scale terrains exhibiting hierarchical structures based on their hy-
drographic networks : elevation is generated in a broad compliance to water-tansport principles
without having to resort on costly hydraulic simulations.
Keywords : terrain models, procedural modeling, procedural generation, data structure, ter-
rains
Ré s um é
Cette thèse (qui a pour intitulé « Représentation, modélisation et génération procédurale de
terrains ») a pour cadre la génération de contenus numériques destinés aux films et aux jeux-
vidéos, en particulier les scènes naturelles.
Nos travaux visent à représenter et à générer des terrains. Nous proposons, en particulier,
un nouveau modèle de représentation qui s’appuie sur un arbre de construction et qui va per-
mettre à l’utilisateur de manipuler des morceaux de terrain de façon intuitive. Nous présentons
également des techniques pour visualiser ce modèle avec un maximum d’efficacité. Enfin nous
développons un nouvel algorithme de génération de terrains qui construit de très grands re-
liefs possédant des structures hiérarchiques découlant d’un réseau hydrographique : le relief
généré est conforme aux grands principes d’écoulement des eaux sans avoir besoin d’utiliser
de coûteuses simulations d’érosion hydrique.
Mots clés : modèles de terrains, modélisation procédurale, génération procédurale, struc-
tures de données, terrains
iv
Pu b l i cat i on s
Journaux
[141] Jean-David Génevaux, Éric Galin, Adrien Peytavie, Éric Guérin, Cyril Briquet,
François Grosbellet, Bedřich Beneš
Terrain Modeling from Feature Primitives
Computer Graphics Forum – CGF
2015, Wiley-Blackwell
[140] Jean-David Génevaux, Éric Galin, Éric Guérin, Adrien Peytavie, Bedřich Beneš
Terrain Generation Using Procedural Models Based on Hydrology
Transaction on Graphics – TOG
2013, vol. 32, num. 4, p. 143 :1–143 :13, ACM
Présenté à SIGGRAPH 2013, Anaheim, USA
Conférences
[142] Jean-David Génevaux, Éric Galin, Adrien Peytavie, Éric Guérin, Cyril Briquet,
François Grosbellet, Bedřich Beneš
Modélisation de terrains par primitives
Proc. of the Journées de l’Association Française d’Informatique Graphique – AFIG
Reims, France, 2014, IRIT Presse
? Prix du 2ème meilleur papier ?
Également présenté à Paris ACM SIGGRAPH 2015
[139] Jean-David Génevaux, Éric Galin, Éric Guérin, Adrien Peytavie, Bedřich Beneš
Génération procédurale de rivières et de terrains
Proc. of the Journées de l’Association Française d’Informatique Graphique – AFIG
Calais, France, 2012, IRIT Presse
? Prix du 2ème meilleur papier ?
Également présenté à Paris ACM SIGGRAPH 2013
Également présenté aux rencontres LIMA2 / ARC6 2013
Également présenté à la journée des thèse du LIRIS 2013
v

Reme rc i em en t s
Gratitude is best and most effective when it
does not evaporate itself in empty phrases.
Foundation and Empire — Isaac Asimov
Bonjour à toi cher lecteur ! Il y a de fortes chances que cette section soit la première que tu lises
(et probablement la dernière, je n’en doute pas). Mais commençons sans tarder. . . Je remercie :
Mes encadrants :
• Éric Galin : merci d’avoir accepter de diriger ma thèse ! Je me souviens en particulier de
nos premiers échanges de mails et de notre première rencontre dans les locaux du LIRIS,
le 11 juillet 2011. Je te remercie de m’avoir laissé une grande liberté sur le sujet de mes
recherches 1. J’ai appris de nombreuses choses à ton contact : la curiosité et la passion né-
cessaires pour explorer des pistes et des thèmes demanière originale, la nécessaire confron-
tation des opinions, le suivi de projets (à Gamagora) ou encore le soucis du « beau » (et du
clair !) lors de la rédaction d’articles scientifiques.
• Éric Guérin : merci également d’avoir encadré ces travaux ! Te souviens-tu de notre virée
nocturne à Paris, après la présentation à Paris ACMSIGGRAPH ? Nous avions soumi à SIG-
GRAPH sans grand espoir et nous nous attendions à un probable rejet. Ton ami, Alex, nous
a enjoint de profiter de ce que nous avions déjà mais prophétiquement, il avait mentionné
le fait que notre article pourrait être accepté. C’était un véritable plaisir de travailler avec
toi et ta bonne humeur pendant toutes ces années. Bonne chance pour ton HDR 2 !
• Adrien Peytavie : si tu n’as pas officiellement le titre d’encadrant, c’est tout comme. Au la-
boratoire, tu as toujours été présent pour répondre à mes questions. Mais il n’y a pas que le
travail et je garderai en mémoire de nombreux souvenirs de notre roadtrip aux États-Unis ;
en particulier quand nous avons joué des sommes folles aux casinos de Las Vegas après
plusieurs heures d’hésitation 3 !
1. J’ai vérifié, le document original de l’école doctorale était intitulé «Modélisation de mondes virtuels ».
2. Tu vois, moi aussi je sais faire des blagues pas drôles.
3. Que le lecteur soit rassuré, nous n’avons dépensé que 10$ chacun, soit la somme minimum pour entrer sur la
table... et nous les avons perdu illico !
vii
Les autres membres du jury :
• Loïc Barthe et StéphaneMérillou : vous avez accepté de rapporter ma thèse et je vous en
remercie. Votre sérieux et votre expertise – mais aussi votre gentillesse – m’impressionnent
à chaque fois et je suis honoré de confronter ce manuscrit à votre précieuse relecture. À
chaque fois que cela a été possible, ce fut un réel plaisir de vous voir et de pouvoir discuter
avec vous en conférence 4.
• Jean-Michel Dischler et Jean-Jacques Bourdin : vous m’avez fait l’amitié, l’un et l’autre de
lire mon manuscrit. Je remercie Jean-Michel d’avoir accepter de relire mes travaux ainsi
que de m’avoir enseigné l’informatique graphique alors que tu as déjà dirigé la thèse d’un
autre Génevaux, qui lui aussi ne s’est pas privé d’écrire un pavé de plusieurs centaines de
pages. Mes plus sincères remerciements vont également à Jean-Jacques, avec lequel j’avais
évoqué une participation àmon jury il y a de nombreuxmois déjà. C’est une chance que j’ai
répondu complètement à côté de la plaque à ta question durant ma présentation à l’AFIG
2012 : c’est pour cette raison que nous avons commencé à échanger quelques mots à la
pause suivante ! Depuis, nous avons eu le plaisir de nous revoir et de discuter de jeux de
rôles [51] 5.
Mes collègues de travail :
• Le bureau du LIRIS-1 (passé et présent) : Elsa, Jérémy, François, Aurélien, Camille, Gré-
goire, Abdoulaye, Gérémy et Matthieu. J’ai passé de superbes années en votre compagnie :
ce bureau était vraiment celui de l’amitié. Je signe tout de suite pour pouvoir partager à
nouveau un espace de travail avec vous !
• Les amis du LIRIS-1 (passé et présent) : Lucian, Clément, Matthieu, Jeremy, Loïc, Lise,
Anaïs, Lucille, Marie-Neige, Joseph, Karolina et Hélène. Grâce à vous, toujours de l’ani-
mation au Nautibus !
• David « The Dude » Coeurjolly : pour les nombreuses discussions autour de LATEX, Fourier,
la GeoDis, SIGGRAPH. . ., mais aussi pour connaître les répliques de ce monument cinéma-
tographique qu’est Top Gun « Son, your ego is writing checks your body can’t cash. ». J’espère
un jour écrire un article avec toi.
• Toute l’équipe Géomod (et en particulier Raphaëlle et Samir qui l’ont dirigée ces dernières
années). Merci également à Alexandre, Florence, Julien qui ont accepté que je les aide à
donner des cours dans leurs modules.
4. Omettons de parler de la soirée canadienne (SIGGRAPH 2013) ou du spectacle des danses traditionnelles
alsaciennes (EG 2014).
5. Fait attention ! Depuis que tu m’as soulevé en m’attrapant par le col au repas de gala d’Eurographics, je crois
que les gens ont peur de toi !
viii
• Amélie, Matthieu, Gurpeet, Adrien, Damien, Jonathan, André, Florent, Gaël, Alex, Xavier,
Cyril, Donatien,Nicolas, Guillaume, Julie, Elodie, Jean-Claude, Eliane, Thierry, Jean-Philippe,
Pierre-Marie, Stéphanie, Erwan, Christine, Gilles, Vincent, Victor, Tristan, . . . qui ont égayé
mes journées au sein du laboratoire ou en dehors. Je souhaite également remercier Brigitte
et le reste du personnel administratif qui m’ont aidé de nombreuses fois avec le sourire.
• Pascal Schreck (ainsi que Simon Thierry et Julien Narboux) : merci de m’avoir fait décou-
vrir la recherche académique ! Sans vous, je ne serais jamais allé faire une thèse à Lyon.
• La communauté de l’informatique graphique française et internationale : beaucoup de gens
vraiment cools que j’ai découvert. Je salue Cyril, Thomas, Maxime, Florian, Boris, Ulysse,
Quentin, Evans, Nicolas, Guillaume, Kenneth, Lionel, Remi, Manuel, Simon, Nicolas, Nico-
las, Richard, Élie, Jonathan, Céline, Cécile, Arnaud, Thomas, Andrew, Pierre, Pierre, David,
Gilles, Sebastien, Romain, Venceslas, Georges-Pierre, Benoît, Jean-François et Bedřich.
• Les partenaires sans qui rien n’aurait été possible : la boulangerie Régis Grand et les Burgers
à Papa. Je n’oublie pas les tumblr "Ciel mon Doctorat !" [7] et "Je remercie, tu remercies, nous
remercions" [182] ainsi que les web-BD "PhD Comics" [68], "xkcd" [250], "explained xkcd" [244],
"Carnet de thèse / Le bureau 14 de la Sorbonne" [323], "Vie de thésarde / Vie de jeune docteure" [207],
"Tu mourras moins bête (mais tu mourras quand même)" [249] et le blog de Boulet [329] .
En dehors du travail :
• Sundown et JOC : cette thèse n’aurait pas pu se dérouler sans mes assistantes sociales qui
ont toujours accepté d’écouter mes petits malheurs !
• La Team des Marmousets (Meuhoua, Eurok, mcgrill) et les différents canards lyonnais : ils
ont partagé de très nombreuses et très tardives soirées ainsi que de superbes fous rires et
mémorables discussions.
• Les Barons du Vertex (Karganys, Mierre, Dodolf, L0ur5) : j’ai eu le plaisir de discuter infor-
matique et jeux-vidéo avec vous de nombreuses fois ; nous avons créé un club de gentlemen,
c’est dire ! J’espère que les baronnades continueront encore fort longtemps.
• Mes parents : ils détiennent probablement le record du soutien le plus long dans le temps
(environ 27 ans de soutien inconditionnel) enm’encourageant toujours à faire ce que je sou-
haitais. Merci Papa, merci Maman ! Désolé de ne pas vous avoir téléphoné plus souvent.
ix
• Olivier : je t’ai dit de nombreuses fois que tu es un bien meilleur chercheur que moi (et je
continue à le penser) ! Au cours de cette thèse, j’ai eu l’occasion de lire LaHorde duContrevent
de Alain Damasio 6 et un passage du livre m’a beaucoup marqué :
« Le jour où il m’a consacré, Te Jerkka m’a dit que je n’étais pas le meilleur
combattant-protecteur. Que je ne le serais jamais. Mais que c’était aussi pour ça
qu’il m’avait choisi : parce que j’avais le strerf, le combat intérieur de celui qui se
sait en dessous. "Le meilleur tu deviendras à force de pas l’être, et de toi battre
pour surmonter ce sentiment". » La Horde du Contrevent —Alain Damasio
En ayant ressenti ce strerf ces quatre ans, j’espère avoir fait une thèse aussi bien que la tienne.
Tu es un modèle pour moi et je n’ai qu’une hâte : travailler enfin avec toi !
• Hélène : depuis plus d’un an, tu m’as aussi supporté (dans les deux sens du termes). Je
t’avais prévenu que la rédaction serait longue et parfois que mon moral serait à zéro. Je te
remercie de m’avoir épaulé durant cette période objectivement [412] difficile. Je finirai sur




Attends un peu le Syndrome de Stockholm 
Stockholm (de l’album Dimanche)—Oldelaf
Les oubliés 7 :
Si vous lisez ce chapitre, il est probable que vous cherchiez à tromper votre ennui ou que vous
cherchiez désespérément votre nom. Je vous invite donc à remplir la ligne suivante avec votre
nom :
• Enfin, je remercie plus que tout ...................................................... pour tout ce que je lui dois
et lui dédie cette thèse.
6. Si tu n’as pas lu, lecteur, je te le recommande vivement.
7. En reprenant une idée de Antoine Taveneaux [373] trouvée sur le tumblr "Je remercie, tu remercies, nous remer-
cions" [182].
x
Ta b l e d e s mat i è r e s
1 introduction 2
2 état de l’art 8
2.1 Classification des modèles de terrains . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Représentations de terrains . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Acquisition de données réelles (géologiques ou géographiques) . . . 14
2.2.2 Représentations explicites planaires (2,5D) . . . . . . . . . . . . . . . . 15
2.2.2.1 Cartes de hauteurs et structures régulières . . . . . . . . . . . 16
2.2.2.2 Cartes d’isocontours . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.2.3 TINs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.3 Représentations explicites non-planaires (3D) . . . . . . . . . . . . . . 21
2.2.3.1 Maillage surfacique 3D . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.3.2 Cartes combinatoires et cartes généralisées . . . . . . . . . . . 22
2.2.3.3 Voxels et piles de matières . . . . . . . . . . . . . . . . . . . . . 23
2.2.4 Modèles procéduraux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.4.1 Modèles vectoriels . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.4.2 Interpolations et approximations . . . . . . . . . . . . . . . . . 29
2.2.4.3 Modélisation fractale . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3 Génération et édition de terrains . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.3.1 Génération ex-nihilo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.3.1.1 Schémas de subdivision . . . . . . . . . . . . . . . . . . . . . . . 35
2.3.1.2 Synthèse spectrale (synthèse par Fourier inverse) . . . . . . . 37
2.3.1.3 Synthèse par bruits . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.3.1.4 Intelligence artificielle . . . . . . . . . . . . . . . . . . . . . . . 41
2.3.1.5 Faulting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.3.1.6 Méthodes ad hoc . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.3.2 Modélisation de rivières . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.3.3 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.3.3.1 Stabilisation et tectonique . . . . . . . . . . . . . . . . . . . . . 48
2.3.3.2 Érosion hydrique . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.3.3.3 Phénomènes éoliens . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.3.3.4 Dépôt de neige et de glace . . . . . . . . . . . . . . . . . . . . . 56
2.3.3.5 Autres érosions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.3.4 Contrôle de l’édition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.3.4.1 Construction par l’exemple . . . . . . . . . . . . . . . . . . . . 59
2.3.4.2 Techniques d’esquisses et de dessins . . . . . . . . . . . . . . . 60
xi
xii table des matières
2.3.4.3 Contrôle vectoriel ou sémantique . . . . . . . . . . . . . . . . . 63
2.3.4.4 Autres techniques de contrôle . . . . . . . . . . . . . . . . . . . 64
2.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3 modélisation par modelés 68
3.1 Modèle vectoriel de terrains . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.1.1 Structure générale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.1.2 Structure des nœuds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.1.3 Domaines de définition et continuité . . . . . . . . . . . . . . . . . . . . 71
3.1.4 Structures hiérarchiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.1.5 Évaluation des normales . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.2 Primitives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.2.1 Les primitives ponctuelles . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.2.2 Les primitives à disque . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.2.3 Les primitives courbes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.2.4 Les primitives quadrangulaires . . . . . . . . . . . . . . . . . . . . . . . 81
3.2.5 Les primitives à contours . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.3 Opérateurs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.3.1 L’opérateur de mélange . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.3.2 L’opérateur de remplacement . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.3.3 L’opérateur de dépôt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.3.4 L’opérateur de déformation . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.3.5 L’opérateur de remplissage . . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.4 Instanciation et opérateurs de transformations . . . . . . . . . . . . . . . . 86
3.5 Niveaux de détails . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.5.1 Opérateurs de changement de niveaux de détails . . . . . . . . . . . . 89
3.5.2 Les primitives à niveaux de détails continus . . . . . . . . . . . . . . . 90
3.6 Gestion multi-couches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.7 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
3.7.1 Performances mémoires . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
3.7.2 Expressivité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
3.7.3 Édition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
3.8 Limitations et perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.8.1 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.8.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.9 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4 visualisation 104
4.1 Maillage multi-matériaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.1.1 Maillages planaires non-dépendants de l’arbre . . . . . . . . . . . . . . 106
table des matières xiii
4.1.2 Maillage planaire de Delaunay dépendant de l’arbre . . . . . . . . . . 106
4.1.3 Raffinement de maillage . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.2 Lancer de rayons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.2.1 Algorithmes classiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.2.1.1 Ray marching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.2.1.2 Sphere tracing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.2.2 Extension du sphere tracing . . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.2.3 Calcul des constantes de Lipschitz . . . . . . . . . . . . . . . . . . . . . 115
4.2.3.1 Primitives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
4.2.3.2 Opérateurs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
4.3 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.3.1 Analyse qualitative . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
4.3.2 Performances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4.4 Limitations et perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
4.4.1 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
4.4.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5 génération procédurale de terrains 128
5.1 Bases d’hydrologie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.1.1 Bassins-versants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.1.2 Nombre de Horton-Strahler . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.1.3 Classification de Rosgen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.2 Vue générale de l’algorithme . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.3 Génération du réseau hydrographique . . . . . . . . . . . . . . . . . . . . . . 136
5.3.1 Création initiale des candidats . . . . . . . . . . . . . . . . . . . . . . . . 137
5.3.2 Colonisation du domaine . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.3.2.1 Sélection du nœud . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.3.2.2 Choix de l’expansion . . . . . . . . . . . . . . . . . . . . . . . . 139
5.3.2.3 Expansion géométrique . . . . . . . . . . . . . . . . . . . . . . . 142
5.4 Génération des informations sémantiques . . . . . . . . . . . . . . . . . . . 145
5.4.1 Génération des informations régionales . . . . . . . . . . . . . . . . . . 145
5.4.1.1 Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.4.1.2 Regroupement des bassins-versants . . . . . . . . . . . . . . . 147
5.4.1.3 Génération des crêtes . . . . . . . . . . . . . . . . . . . . . . . . 147
5.4.2 Génération des informations locales . . . . . . . . . . . . . . . . . . . . 149
5.5 Génération du modèle de terrain . . . . . . . . . . . . . . . . . . . . . . . . . 151
5.5.1 Placement des primitives du terrain . . . . . . . . . . . . . . . . . . . . 152
5.5.2 Placement des primitives de rivières . . . . . . . . . . . . . . . . . . . . 153
5.6 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
5.6.1 Analyse qualitative . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
5.6.2 Contrôle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
xiv table des matières
5.6.3 Performances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
5.7 Limitations et perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
5.7.1 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
5.7.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
5.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
6 conclusion 164
bibliographie 171
table des matières 1
1
I n t roduc t i on
[307]
Far better is it to dare mighty things,
to win glorious triumphs, even though checkered by failure. . .
than to rank with those poor spirits who neither enjoy nor suffer much,
because they live in a gray twilight that knows not victory nor defeat.
— Theodore Roosevelt
Ils avaient déjà raison... il y a presque 50 ans ! Dans une publicité [171] de 1967 – au ton légè-
rement anxiogène – une célèbre compagnie d’ordinateurs déclame :
Machines should work. People should think. IBM
Hélas, il reste encore du chemin à parcourir en informatique graphique avant d’avoir à disposi-




Figure 1 : La création d’une scène virtuelle complexe se fait en plusieurs étapes : il faut modéliser le relief
et les différents objets du décors. Il est également nécessaire de texturer et d’animer les scènes
ainsi que de paramétrer l’éclairage. Tous les outils utilisés doivent offrir une liberté artistique
totale aux différents infographistes.
La création numérique
Dans cette thèse, nous allons nous concentrer sur une problématique précise : celle des sc-
ènes naturelles, qui occupent une place importante dans la plupart des films et des jeux-vidéos.
Comment améliorer et simplifier la création de mondes virtuels convaincants ?
La construction d’une scène numérique fait intervenir quatre éléments d’informatique gra-
phique distincts (Fig. 1) : la modélisation des objets 3D, l’application de textures et de maté-
riaux sur ces objets et l’animation de ces objets. Une fois tous les objets prêts et placés, il faut
régler les paramètres qui vont influencer le rendu de la scène (caméra, lumières, atmosphère,
effets météo, etc...). C’est la combinaison de ces quatre éléments qui donnera toute leur richesse
visuelle aux scènes virtuelles.
Une stratégie classique pour construire un environnement virtuel consiste à décomposer hié-
rarchiquement la création de la scène. On construit les éléments les plus gros en premier, puis
on s’intéresse aux éléments de plus en plus petits. L’élément le plus structurant d’un paysage
étant son relief, c’est généralement le terrain qui est modélisé en premier. C’est un élément dif-
ficile à créer, car il doit rester unique (la réutilisation d’un morceau de terrain se remarque im-
médiatement). Après avoir modélisé le relief, les infographistes créent une bibliothèque de dé-
corations (props), comprenant par exemple des arbres ou des rochers. Suit le placement manuel
ou semi-automatique de ces objets dans la scène 3D. Enfin, la finalisation de la scène dépend du
réglage fin des paramètres globaux comme l’éclairage ou la météo, et peut comprendre le posi-
tionnement de très petits objets (traces, touffes d’herbes) correspondant soit à de la géométrie,




Figure 2 : Grand Theft Auto V, sorti en 2015 sur PC, est un succès commercial et critique. Son déve-
loppement a duré 6 ans, coûte environ 265 millions de dollars et plus de 1000 personnes ont
contribué à sa conception. Seuls quelques très gros studios de développement peuvent se per-
mettre de se lancer dans un projet de telle envergure. Le développement de nouveaux outils
plus intuitifs ainsi que de nouvelles technologies plus performantes permettrait à des studios
plus petits de se lancer dans la création de jeux aussi ambitieux en termes de contenu.
Défis en informatique graphique
En 2012, Johan Andersson (directeur technique deDICE) dans un travail collaboratif [3], pro-
pose 5 challenges majeurs en informatique graphique pour la création de jeux-vidéo dans le
cadre du rendu temps-réel. Parmi ces cinq challenges, deux relèvent du champ d’investigation
de cette thèse : les coûts de production et la scalabilité (i. e. la possibilité de passer à l’échelle
ou scaling).
Les temps de développement d’un jeu dépendent avant tout du temps passé à la création de
contenu 2D et 3D (Fig. 2). Les principales pistes pour gagner du temps concernent la conception
de modèles multi-échelles pour représenter la géométrie, la numérisation facilitée et accessible
à tous de contenus réels, et aussi l’utilisation de génération procédurale de textures et de géo-
métrie.
En ce qui concerne la scalabilité, le souhait est d’évoluer vers des scènes de plus en plus
grandes (où coexistent des détails de l’ordre dumillimètre et des objets de plusieurs kilomètres).
De plus, chaque modèle 3D est aujourd’hui rendu sur des écrans de résolution de plus en plus
grande, ce qui a des répercutions sur les temps de calcul. On recherche donc des techniques, des




Figure 3 : La génération et la visualisation d’un relief demandent des techniques très spécifiques. Seuls
des systèmes scalables permettent, comme ici, de représenter des planètes entières.
Tout utilisateur de jeu veut pouvoir explorer desmondes virtuels aussi étendus que possible...
mais il n’est pas facile de garantir une qualité graphique constante sur l’ensemble de ce paysage !
Un exemple de système intelligent et scalable pour la gestion d’un terrain est utilisé dans Bat-
tlefield 3 et a été présenté par DICE à la GDC 2012 [409]. Pour générer des paysages vraiment
immenses (i. e. des corps planétaires), il est souvent nécessaire de passer par des moteurs spé-
cialisés comme Outerra [186] ou le I-Novae Engine [360] (Fig. 3).
La génération procédurale
Une des solutions est de passer par des méthodes procédurales. La génération procédurale
de contenu (Procedural Content Generation ou PCG) est une famille de méthodes où, au lieu de
stocker des objets 3D, on stocke les paramètres d’un algorithme de construction. Ces méthodes
ont été très utilisées dans les années 70-80, à l’époque où les ordinateurs avaient peu de mé-
moire. Pour créer des univers très étendus, on s’appuyaient généralement sur ces méthodes qui
utilisent beaucoup la notion d’aléatoire.
Les utilisateurs de cesméthodes procédurales, comptent parmi eux ces artistes-programmeurs
que sont les demomakers (Fig. 4). Le demomaking est une passion à laquelle s’adonnent souvent
lors de concours, des programmeurs graphiques qui rivalisent pour créer des scènes, les plus





Figure 4 : Cette scène a été entièrement réalisée de manière procédurale c’est-à-dire par un programme
informatique et sans aucun modèle 3D créé par un infographiste.
Aujourd’hui, les ordinateurs ont souvent plusieurs tera-octets de mémoire de stockage et plu-
sieurs giga-octets de mémoire vive. Il n’est pas rare que les fichiers de données des jeux-vidéo
ne soient mêmes plus compressés (GTAV, sorti en 2015 sur PC, est livré sous la forme de 7 DVD
d’installation soit près de 65 Go de données). Pourquoi alors vouloir générer des résultats si il
n’y a aucun problème de stockage ?
Si ces considérations sur le coût-mémoire sont devenues moins importantes, les méthodes
procédurales ont d’autres avantages 1. Elles sont capables d’exprimer une multitude de varia-
tions d’unmême objet, elles rendent la création numérique davantage automatique, et avec elles,
il est possible de représenter des objets d’une taille et d’une résolution quasi-infinie.
Tout n’est alors pas négatif et de nouveaux travaux émergent depuis quelques années ! Au-
jourd’hui, si la plupart des outils de création utilisés dans l’industrie se basent sur la création
manuelle, quelques-uns s’appuient sur des technologies procédurales. Substance [2] permet par
exemple de peindre des textures procédurales sur des objets ; Voxel Farm [67] s’appuie sur de
nombreux algorithmes de génération ; Speedtree [396] réussit à décorer n’importe quel paysage
avec une flore réaliste etHoudini [355] est un logiciel dédié à la création d’effets spéciaux à l’aide
de procédures.
Notre objectif est donc de générer des scènes naturelles en nous appuyant sur desméthodes
de génération procédurales. Mais pour que ces méthodes soient utilisables dans l’industrie, il
est nécessaire de proposer un contrôle intuitif à l’utilisateur.
When synthesizing worlds of our own, complexity equals work. This work can be on the
part of the programmer/ artist or the computer ; in fact it will always be some of each. But
there is a balance to be struck, and personally I prefer to have the computer do most of the
work. Usually, it seems to have nothing better to do, while I generally can find other mischief
to make. Forest KentonMusgrave
1. Une définition plus précise de ce que nous appelons les modèles « procéduraux » est donnée Section 2.2.4.
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Plan de la thèse
Notre thèse s’articule autour de six chapitres.
Dans le Chapitre 2 nous présentons un état de l’art qui recense les différentsmodèles possibles
de représentations de terrains. Nous détaillons également toutes les méthodes de génération,
de simulation et d’édition de reliefs. Au cours de cet état de l’art, nous proposons d’utiliser un
nouveau modèle de comparaison de méthodes, sous forme de diagramme radar, qui permet
d’analyser les forces et faiblesses de chaque représentation.
Le Chapitre 3 présente un nouveau modèle de représentation qui s’appuie sur un arbre de
construction, où chaque feuille correspond à un morceau de relief, et où chaque nœud permet
d’agréger différents morceaux de terrains. Chaque arbre définit une fonction d’élévation et per-
met de combiner modèles procéduraux et vectoriels. Ce modèle est capable de représenter de
très grands paysages manière intuitive et à faible coût-mémoire. Il permet également de gérer
l’instanciation et comporte un système de niveaux de détails.
Le Chapitre 4 propose plusieurs techniques de visualisation de ce modèle. Une technique
de raffinement de maillage permet de visualiser correctement les fonctions de terrains multi-
matériaux. Il est également possible de visualiser notre fonction d’élévation directement par
lancer de rayons. Cette technique de sphere tracing s’appuie sur le calcul des bornes de Lipschitz
de nos différentes fonctions d’élévation.
Le Chapitre 5 développe un algorithme de génération procédurale, capable de construire des
terrains possédant une structure géomorphologique réaliste, sans faire appel à des simulations
d’érosion. En générant d’abord un réseau hydrographique, puis en construisant le relief, nous
parvenons à obtenir un terrain respectant le principe d’écoulement des eaux. Pour définir géo-
métriquement chaque cours d’eau, nous nous appuyons sur une classification d’hydromorpho-
logie. L’ensemble de cet algorithme génère le terrain sous la forme d’un arbre de construction
définissant une fonction d’élévation.
Enfin, pour conclure, nous réutilisons dans le Chapitre 6, le modèle de comparaison sous
forme de diagramme radar (développé et utilisé dans l’état de l’art de cette thèse) pour faire ap-
paraître les qualités et les défauts de nos différentes contributions. Cette analyse permet d’abor-
der les différentes perspectives liées à nos travaux.
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état de l’art 9
C’est par la logique qu’on démontre,
c’est par l’intuition qu’on invente.
—Henri Poincaré
Dans ce chapitre, nous présentons un état de l’art dédié à la création de scènes naturelles
numériques. Comme il existe un très grand nombre d’articles traitant de ce sujet, il est né-
cessaire d’exclure certains domaines de notre état de l’art.
Nous nous concentrons sur la notion de terrain (on parlera indifféremment de terrains, de
relief ou de topographie). Les notions d’apparence et de décorations ne seront pas évoquées
dans cette thèse, bien qu’elles influent grandement sur la perception d’un paysage 1. Nous
ne détaillerons pas non plus les modèles et systèmes utilisés en informatique graphique
mais non-spécifiques aux décors naturels (maillages 3D, déformations géométriques, para-
métrisation de textures, etc). Enfin, nous excluons les techniques de représentation et de
visualisation qui ne s’intéressent qu’à manipuler des données d’acquisition provenant de
reliefs réels (souvent dans le cadre de la géographie, de la géologie ou de l’astronomie).
Pour résumer : nous cherchons à étudier à la fois les représentations mais aussi les mé-
thodes d’édition et les algorithmes de génération qui s’intéressent aux reliefs et qui soient
utilisables dans le contexte d’une production artistique
Pour l’ensemble des travaux présentés dans la suite de chapitre, nous citons unmaximum
de ressources dans un objectif de pédagogie 2et d’exhaustivité.
Dans la suite de ce chapitre, nous présentons un nouveau modèle de comparaison (Sec-
tion 2.1) qui évalue les représentations ou les méthodes d’édition ou de génération selon 6
critères. Cette classification sera utilisée tout au long de cet état de l’art pour analyser les
différentes familles d’algorithmes. Nous avons décidé de structurer les travaux issus de la
littérature selon deux grandes catégories : les modèles de représentations (Section 2.2) et les
algorithmes de manipulation de terrains (Section 2.3). Une conclusion générale (Section 2.4)
complète cet état de l’art en rappelant les limites courantes du domaine et en présentant
certaines pistes intéressantes qui sont actuellement étudiées.
2. La visualisation correcte et efficace de l’ensemble des objets et phénomènes naturels est un problème difficile
qui combine modélisation et rendu ; Neyret en expose les principales méthodes de résolutions dans [261] et [262].
2. Afin de comprendre l’historique d’une idée et d’avoir un maximum d’explications nous citons (quand ils sont
disponibles) actes de conférences nationales, rapports de recherche, posters, conférences internationales, mémoires
de Master ou de thèse, livres, etc.
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Figure 5 : Ces classifications, utilisées par Peytavie et Maréchal, permettent de regrouper les algo-
rithmes de modélisation et de génération de terrains en trois familles de méthodes. Quelques
articles ([34, 96, 194, 288, 365, 372]) sont placés sur le triangle de droite.
2 . 1 Classification des modèles de terrains
Il n’existe que peu de travaux de classifications des méthodes de représentation de terrains.
Concevoir une nouvelle méthodologie de comparaison est un acte subjectif puisqu’on propose
des critères qui nous paraissent importants (et à l’inverse on en ignore certains). Si quelques-uns
de ces critères de comparaisons sont mesurables (temps d’exécution, taille mémoire), d’autres
sont plus difficile à quantifier (l’outil est-il meilleur ? plus réaliste ? plus intuitif ?).
De la même manière, comparer des reliefs peut se faire selon des critères mesurables (l’histo-
gramme des altitudes, des pentes, etc) ou non (i. e. le réalisme ou la beauté visuelle d’un terrain).
Ces critères non quantifiables qui définissent généralement des notes n’ont été que peu étudiés.
Une autre approche consiste à se baser sur des études perceptuelles de groupes (user studies) et
de laisser les sujets décider quel terrain leur paraît réaliste ou beau 3. Nous pensons qu’élaborer
de nouveaux moyens de mesurer quantitativement le réalisme d’une scène virtuelle est un pro-
blème ouvert. De la même manière, il serait utile de concevoir un protocole formalisé de user
study centré sur les questions de perception du réalisme d’un terrain.
Précédentes taxonomies
Peytavie [297] etMaréchal [226] ont proposé dans leurs thèses de classer les méthodes de gé-
nération et d’édition d’objets selon trois familles : lesméthodes procédurales, les simulations et
les méthodes d’édition. Originellement, cette classification est représentée sous la forme d’un
diagramme deVenn (Fig. 5 gauche). Par la suite, c’est un triangle défini par trois caractéristiques
(aspect procédural, simulations, édition) qui est utilisé pour placer et différencier les différentes
méthodes entre elles [131] (Fig. 5 droite). Cette classification est intéressante mais certaines mé-
3. Des travaux proches ont par exemple été réalisés pour connaître l’importance de certains phénomènes optiques
pour la visualisation d’océans animés [49].
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thodes combinent à la fois des simulations et des techniques procédurales. De plus, il n’y a
aucune notion de qualité de résultats 4.
Un état de l’art publié récemment par Natali et al. [257] s’est intéressé à classifier les tech-
niques de représentation de terrains. Ils proposent deux taxonomies. La première regroupe
les représentations de terrains en trois familles suivant la quantité de données qu’elles mani-
pulent (data-free, sparse-data, dense-data). La deuxième classification repose sur la manière dont
l’infographiste crée et édite un relief (workflow taxonomy). Ces deux taxonomies ont de nom-
breux défauts : on ne voit pas les avantages intrinsèques de chaque représentation ou mode
d’édition. Il est difficile de quantifier le contrôle ou même le coût-mémoire.
Un autre état de l’art sur les représentations procédurales a été proposé par Smelik et al. [348].
Dans cet article, les auteurs cherchent à référencer l’ensemble des travaux en modélisation pro-
cédurale en informatique graphique, pour la génération de mondes virtuels. Ils classifient ces
méthodes selon le type d’objets à générer (les terrains, la végétation, les cours d’eau, les routes,
les villes, les bâtiments et les intérieurs) et selon les familles d’outils utilisés (purement stochas-
tiques, avec de l’IA, avec des simulations, avec des grammaires, avec des données, ou avec des
outils géométriques). Pour l’utilisation de méthodes et de représentations procédurales utili-
sables pour les jeux-vidéos, nous invitons le lecteur à lire les états de l’art écrits par De Carli
et al. [93] et Hendrikx et al. [159].
Concernant la théorie desméthodes procédurales (search-based Procedural ContentGeneration) 5,
il existeune taxonomie plus formelleproposée par Togelius et al. [380]. Les auteurs proposent 5
critères pour caractériser une techniqueprocédurale (en-ligne/hors-ligne, nécessaire/optionnel,
aléatoire/paramétré, déterministe/stochastique, correct par construction/test).
Aucune de ces taxonomies ne nous convient. Nous proposons donc unmodèle selon 6 critères,
et représenté par un diagramme radar 6. Nous proposons d’étudier à la fois les modèles de
représentations et les outils d’édition de terrains selon les mêmes critères de comparaison.
Notre modèle de comparaison
Nous définissons six critères pour caractériser les modèles et les algorithmes qui sont :
– [M] l’utilisation Mémoire
– [V] la Vitesse de calcul.
– [I] l’Intuitivité
– [X] l’eXpressivité
– [R] le Réalisme
– [E] les Échelles de taille et résolution
Nous notons chaque critère sur une échelle entre 1 et 4. Dans le Tableau 1, nous donnons
quelques points de repères pour chaque critère.
4. Certaines simulations peuvent être décevantes d’un point de vue réalisme et inefficaces alors qu’une méthode
de modélisation interactive arrivera à créer plus rapidement et plus facilement une scène complexe.
5. une vision plus proche de « l’intelligence artificielle » (au sens large) que de l’informatique graphique
6. Ces diagrammes sont généralement considérés comme dangereux car leur lecture dépend de la position des
différents critères. Dans notre cas, nous exploitons les adjacences.
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2.2 représentations de terrains 13
Le diagramme de Venn (puis le schéma triangulaire) introduit par Peytavie et Maréchal,
proposait trois familles de méthodes : procédurales, interactives et simulations. On qualifie tra-
ditionnellement d’efficaces les méthodes procédurales, de réalistes les simulations et de contrô-
lables lesméthodes interactives (bien que certaines simulations soient plus efficaces qued’autres,







Figure 6 : Notre classification.
Il est possible d’adapter nos six critères selon ces trois axes
qualitatifs : efficacité, qualité et contrôle (Fig. 6). Lesméthodes
efficaces ([EMV]) sont celles qui sont légères en mémoire, ra-
pides et adaptatives. Les outils les plus contrôlables ([VIX])
sont interactifs, intuitifs, et permettent d’exprimer toutes les
intentions de l’artiste. Les représentations et algorithmes qui
cherchent avant tout la qualité visuelle ([REX]) s’intéressent à
construire des terrains réalistes, avec un mélange d’éléments
de plusieurs échelles et de n’importe quels forme ou type.
Nous pensons que ce schéma hexagonal et sa taxonomie as-
sociée est plus précis que les classifications existantes et per-
met de mieux différencier les différentes méthodes. De plus,
s’inscrivant dans la continuité des travaux de Peytavie et Maréchal, il propose à l’utilisateur
une lecture de plus haut niveau selon trois axes principaux.
2 . 2 Représentations de terrains
Un objet 3D peut être représenté de deux façons : avec des données qui décrivent l’objet sans
calcul, ou bien avec une procédure (qui peut s’appuyer sur des données partielles). On parlera
dans le premier cas de représentations explicites et dans le deuxième cas de représentations
procédurales. Cette frontière est floue car certains modèles explicites s’appuient sur des don-
nées incomplètes (e. g. lorsqu’onmanipule un nuage de points) et certainsmodèles procéduraux
s’appuient sur des points de contrôles qui feront partie de la surface (dans le cas des interpola-
tions, du krigeage ou d’esquisses de lignes de crêtes).
En informatique graphique, une définition classique propose de séparer les modèles 3D en
deux catégories : les représentations surfaciques et représentations volumiques (Fig. 7). Les
premières représentent uniquement l’enveloppe d’un objet. Elles sont plus efficaces à visualiser
et à stocker et de nombreux logiciels peuvent les manipuler. Formellement, ce qui distingue une
représentation volumique d’une représentation surfacique, c’est la possibilité d’avoir une pro-
cédure qui puisse déterminer si un point de l’espace et à l’intérieur ou à l’extérieur de l’objet.
Par conséquent, lesmodèles surfaciques permettent de représenter des objets non constructibles
(comme des bouteilles de Klein). En pratique, les modèles volumiques permettent également de
représenter plus facilement la composition des objets ce qui permet de manipuler la notion de
densité qu’on retrouve dans les gaz ou les liquides. Dans le cadre réel, un terrain est une struc-
ture géologique solide qui est composée de plusieurs éléments hétérogènes : il faudrait donc
utiliser des représentations volumiques. Mais le sol n’étant pas transparent, et les compositions
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rocheuses hétérogènes étant difficiles à manipuler et à visualiser, on reconstruit généralement
plusieurs modèles surfaciques.
Figure 7 : (Gauche) Les représentations surfaciques ne représentent que l’enveloppe des objets.
(Droite) Avec les représentations volumiques, il est facilement possible de savoir si un point
est à l’intérieur ou à l’extérieur d’un objet ; de façon formelle, les surfaces orientées fermées
(i. e. sans bord) définissent des objets volumiques.
Une vraie distinction qui nous importe concerne les structures de données aptes à représenter
des terrains non-planaires (3D) ou uniquement planaires (2,5D). En effet, certains modèles de
représentation sont plus efficaces que d’autres en termes de mémoire ou d’accès en lecture et
écriture mais ils ont une limite importante : ces modèles stockent un relief encodé sous la forme
d’une fonction 2D.
Cette distinction limite fortement l’expressivité de ces représentations. Les modèles non pla-
naires peuvent être mélangés à des représentations planaires (l’intégration de modèles 3D clas-
siques sur des cartes de hauteurs se fait couramment dans les moteurs de jeux) mais il résulte
généralement des artefacts visuels (i. e. maillages non correctement raccordés). De plus, le fait
d’utiliser plusieurs modèles de représentation limite fortement les opérations de modifications
que l’on peut effectuer (simulation, édition).
2.2.1 Acquisition de données réelles (géologiques ou géographiques)
Dans le cadre de la géographie et de la géologie (notamment dans l’industrie pétrolière ou
minière), les chercheurs s’intéressent à reconstruire des terrains à partir de données réelles. Ces
données peuvent être surfaciques ou volumiques (Fig. 8). Les données surfaciques sont princi-
palement captées par des scanners mobiles (type LIDAR) ou par satellites. Les données volu-
miques sont, elles, capturées en propageant des ondes sonores dans le sous-sol et en capturant
leurs échos avec des géophones. L’analyse de la vitesse, de l’amplitude et de l’angle de retour
de l’écho permet de détecter la composition du sol.
Ces données peuvent être très volumineuses et il faut souvent des algorithmes spécialisés
pour les traiter et les visualiser. Les cartes de hauteurs de la Terre (d’une résolution de 1 point
tous les 100m) font plusieurs centaines de Go et des techniques de streaming qui permettent de
charger ces données petit à petit sont nécessaires lors de la visualisation. Les relevés soniques
étant de nature volumique, ils ont un impact mémoire d’un ordre de complexité supérieur et
2





Figure 8 : Quelle que soit la nature des données captées – nature ponctuelle (LIDAR), surfacique (images
satellites) ou volumique (relevés soniques) –, il est nécessaire de reconstruire des modèles 3D
visualisables à l’aide d’algorithmes coûteux en temps de calcul.
prennent souvent plusieurs To d’espace de stockage. De plus, ces données ne sont pas visuali-








Analyse : Les données réelles provenant de nuages de points
capturés à la surface des reliefs ou de relevés géologiques per-
mettent de reconstruire très finement des terrains réels, y com-
pris au niveau de leur composition interne. Leur coût-mémoire
est souvent exorbitant et il est nécessaire de traiter lourdement
ces données pour pouvoir les visualiser. De plus ces données sont
peu intuitives (il est souvent nécessaire de faire des retouches
manuelles des modèles produits) et, sans traitement, ne sont que
difficilement utilisables dans le cadre pédagogique.
2.2.2 Représentations explicites planaires (2,5D)
Les représentations planaires encodent le terrain sous la forme d’une fonction 2D qui repré-
sente une surface surélevée :
f : R2→ R
(x,y) 7→ z = f (x,y).
Cela implique qu’il n’y a qu’une élévation possible en tout point du plan, rendant impossible
la représentation de surplombs ou de grottes. Cette limitation est généralement contournée en
intégrant des modèles 3D classiques supplémentaires dans la scène (on manipule alors deux
formalismes en parallèle).
2
16 état de l’art
f(x,y) 
(x,y) 
v(x,y,t) Une solution élégante pour transformer un modèle 2,5D
en modèle réellement 3D est proposée par Gamito et Mus-
grave [138]. En déformant la surface du relief par un opé-
rateur d’advection (la surface est déformée continuellement
le long d’un champ de vecteurs), ils garantissent que la nou-
velle surface sera à la fois 3D, simplement connectée (topo-
logiquement homomorphe à un plan) et ne contiendra au-
cune auto-intersection.
Les géographes utilisent presque exclusivement desmodèles surfaciques. De nombreux livres
et journaux scientifiques utilisent ces représentations. Pour une description générale des diffé-
rents modèles de représentation des DEM (digital elevation model) planaires, nous conseillons au
lecteur le chapitre 9 de Geographical information systems : Principles and Technical Issues [170] écrit
par Hutchinson et Gallant. Deux livres complémentaires et plus récents sont Digital Terrain
Modeling : Principles and Methodology [218] écrit par Li et Qing en 2005 et Abstracting Geographic
Information in a Data Rich World [151] écrit par Guilbert et al. datant de 2014.
Quelques modèles planaires spécialisés ou expérimentaux ont été proposés dans des articles
et ne sont pas (ou peu) utilisés par l’industrie. Atlan et Garland [12] proposent par exemple
de représenter les terrains sous forme de quadtrees d’ondelettes. Cette structure est rapide et
relativement légère enmémoire et permet d’éditer et de visualiser de grands terrains.Patel [279]
propose unmodèle de génération basé sur des polygones correspondant aux cellules deVoronoï
d’un nuage de points. Sa structure manipule à la fois le diagramme de Voronoï et son dual, la
triangulation de Delaunay pour construire des îles avec leur réseau hydrographique.
2.2.2.1 Cartes de hauteurs et structures régulières
f(x,y) 
(x,y) 
Le modèle de représentation du terrain le plus classique
est la grille régulière de hauteurs (heightmap ou encore height-
field) 7 (Fig. 9 gauche). Une des limitations des cartes de hau-
teurs est leur incapacité à représenter des surplombs et des
galeries souterraines : à toute cellule de la grille correspond
une unique élévation.
Il est important de savoir précisément quelle position géo-
métrique correspond à quelle élévation stockée dans l’image.
Trois interprétations co-existent : soit chaque cellule définit l’élévation au centre de celle-ci, soit
chaque cellule correspond à l’élévation du point de la grille duale, soit on combine les deux in-
terprétations. Les cartes de hauteurs étant des textures comme les autres, elles sont gérées par
les GPU de manière efficace. Ainsi, il est possible de filtrer efficacement les images rasters. Les
cartes de hauteurs peuvent également être utilisées comme des textures décrivant les détails de
déformation d’une surface (bump-mapping, etc).
7. On stocke généralement ces cartes de hauteurs sous forme de textures 2D en niveaux de gris
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Il est possible d’utiliser une carte de hauteurs pour dé-
former un terrain (ou un objet) selon un plan (qui n’est pas
Oxy). Dans le cas des terrains, c’est souvent undéplacement
horizontal qui permet d’obtenir des reliefs avec des surpl-
ombs. Les objets 3D peuvent également être déformés selon
un plan local tangent à la surface. Cette déformation peut
être géométrique ou seulement simulée au niveau du calcul
de la lumière (comme dans le cas du bump-mapping).
(x,y) 
f(x,y) Au lieu de représenter une élévation, il est possible de
stocker directement un champ de vecteurs de déformation
(généré avec quelques contraintes pour garantir qu’il n’y ait
pas d’auto-intersection dumaillage). Une telle structure ap-
pelée vector fields terrains [234] a été proposée par BONFIRE
Studios et Microsoft ; elle est intégrée dans le jeu-vidéo
Halo Wars et permet d’obtenir des surplombs facilement
sans devoir intégrer des modèles 3D supplémentaires. Par
contre, cette structure nécessite 3 fois plus de données à sto-
cker en mémoire.
Il est possible de transformer une carte de hauteurs en un ensemble de triangles pour les
rasteriser. La topologie de la grille est codée de manière implicite : chaque pixel est relié à ses
4 voisins (ce qui correspond à des sommets du maillage ayant soit une valence de 4 quand on
utilise des quadrangles, soit une valence de 6 quand on utilise une subdivision régulière en
triangles). Le maillage est construit en générant une suite de bandes de triangles.
[136] [9] [359]
Figure 9 : Les structures régulières (cartes de hauteurs, grilles d’hexagones) sont des modèles classiques
pour représenter des terrains. Efficaces, ces modèles peuvent même être visualisés à l’aide de
techniques de lancer de rayons en temps-réel.
Un autre moyen de visualiser ces cartes de hauteurs est d’utiliser des algorithmes de lan-
cers de rayons. Les cartes de hauteurs représentant des surfaces planaires (sans surplombs), il
est possible d’utiliser cette propriété pour optimiser les calculs de rendu. Certains moteurs de
jeux 8 [9, 267, 268] rendent le terrain directement par lancer de rayons (Fig. 9 centre).
8. Ce type de moteur est appelé historiquement voxel renderer même s’il s’agissait uniquement de cartes de hau-
teurs (ce terme inexact est maintenant mêlé à des moteurs de rendu 3D par rasterisation où l’on manipule des voxels
commeMinecraft [246]).
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McGuire et Sibley [235, 236] montrent qu’il est possible de déformer la grille régulière pour
obtenir des triangles plus équilibrés. Cette transformation améliore la qualité de rendu des ter-
rains (au niveau du calcul des normales par exemple).
Une autre structure régulière souvent utilisée est la grille d’hexagones (Fig. 9 droite). Ces
derniers ont la propriété de partager une arête avec chacun de leur voisin. Leur structure est
donc plus régulière et approxime bienmieux la distance Euclidienne. C’est une des raisons pour
laquelle cette structure est très utilisée dans les jeux-vidéos et les jeux de plateaux. Plus difficile à
manipuler, elle permet tout de même de représenter des reliefs 2,5D. Pour une étude complète
des différents systèmes de coordonnées et des algorithmes utiles pour manipuler une grille
hexagonale, nous laissons le lecteur se tourner vers les travaux de Patel [281]. Dixon et al. [99]
adaptent les algorithmes de subdivision classiques pour fonctionner sur plusieurs structures
régulières (triangles, quads, hexagones) ; ils proposent également une structure mixte à base de







Analyse : les cartes de hauteurs sont la représentation surfa-
cique la plus classique des terrains. Très étudiées, elles néces-
sitent peu de mémoire et sont très rapides à visualiser aussi bien
par rasterisation que par lancer de rayons. Il est possible d’utiliser
des outils classiques de peinture pour les éditer. La grille est égale-
ment la structure de données utilisée pour les analyses de flots et
les simulations Eulériennes. Ces modèles sont relativement adap-
tés aux variations d’échelles (grâce à des systèmes de streaming et
de tuiles ou à des structures accélératrices hiérarchiques). Malgré




Les terrains planaires peuvent être stockés sous forme
d’isocontours (Fig. 10). Un isocontour est une ligne poly-
gonale ou une courbe qui va représenter un même niveau
d’élévation. On parle également de courbe de niveau ou
isoplèthe d’altitude. Chaque ligne de niveau est obligatoi-
rement encadrée par deux autres lignes et il n’est pas pos-
sible qu’une ligne de contour intersecte une autre voisine.
Ces contours sont généralement présents sur les cartes to-
pographiques papiers afin d’indiquer la forme des reliefs
sur un support plan.
Le stockage de modèle 3D de terrains sous forme d’ensemble d’isocontours présente l’avan-
tage d’avoir des informations vectorielles (les courbes de niveaux) qui sont relativement légères
en mémoire. Ces cartes d’isocontours sont souvent utilisées dans le cadre de la géographie. Les
structures informatiques sont généralement construites à partir de relevés numériques (nuages
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[147] [378] [64]
Figure 10 : Les iso-contours sont très utilisés en géographie car ces structures permettent de décrire de
façon intuitive les formes des reliefs. Pour visualiser le relief, il est nécessaire de reconstruire
une triangulation sans artefacts visuels.
de points, cartes de hauteurs) bien qu’il soit possible de concevoir des algorithmes capables de
scanner et de reconstruire numériquement des cartes sur support papier [322].
Pour être visualisées, les cartes d’isocontours doivent être transformées en des maillages 3D.
L’utilisation de techniques de reconstruction de maillages classiques entraîne la création d’ar-
tefacts visuels. En particulier, des zones composées de triangles plats peuvent apparaître (gé-
néralement dans des terrains à fort relief et modélisés avec un nombre restreint d’isocontours
différents). Ces problèmes sont généralement corrigés en extrapolant de nouveaux points sur
les courbes de niveaux (à l’aide d’une étude du diagramme de Voronoï des échantillons [378],
en cherchant à appareiller au mieux les lignes de contour deux à deux [343, 344] ou en analy-
sant les points extrema du relief [416]). L’élimination d’artefacts visuels (triangles plats) peut
passer par l’augmentation du nombre d’échantillons [147] ou en cherchant à construire un ter-
rain C1 [164]. On peut également chercher à améliorer la qualité des bandes de triangles entre
deux isocontours en particulier lors des embranchements topologiques [420]. Enfin, des travaux







Analyse : moins polyvalentes que les structures régulières,
les cartes d’isocontours ont l’avantage d’être intuitives à mani-
puler sans nécessairement reconstruire le terrain. Mais ces mo-
dèles, relativement légers en mémoire, doivent être transformés
en maillages 3D pour être visualisés ce qui a un coût non né-
gligeable en terme de calculs. De plus, les modèles reconstruits
peuvent présenter des artefacts visuels. Un autre défaut des cartes
d’isocontours est le fait qu’elles ne sont pas du tout adaptées
pour faire des calculs de simulations (il faut, là encore, passer
par d’autres modèles de représentations). Enfin, ces structures
sont planaires et ne peuvent pas représenter des surplombs.
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2.2.2.3 TINs
Les TIN (Triangulated Irregular Networks) sont des maill-
ages surfaciques planaires (Fig. 11). Inventés parallèlement
par Peucker et al. [294, 295] et Gold et al. [148], ils sont ex-
trêmement utilisés dans le cadre de logiciels de systèmes
d’information géographique (GIS ouGeographic Information
Systems). Ils sont généralement construits par triangulation
de Delaunay sur un ensemble de points caractéristiques de
la surface du terrain. Les TINs utilisent un nombre plus
important de triangles dans les zones à détailler (généra-
lement où l’altitude varie de façon importante) tout en représentant de manière plus grossière
les zones plus plates.
Grâce à leur propriété planaire, il est possible d’optimiser les calculs de visualisation en incor-
porant des mécanismes de niveaux de détails. De la même manière, les simulations physiques
(écoulements d’eau, de vents) sont fortement simplifiées sur desmaillages triangulaires formant
une surface planaire.
Contrairement aux cartes de hauteurs, il est nécessaire de stocker la connectivité des triangles
(ou alors de la calculer par un algorithme coûteux) ; cela complique lamise en place de solutions
de streaming. À l’inverse, les maillages sont souvent de meilleure qualité grâce à des techniques
de raffinement car ils permettent d’éviter les problèmes de crénelage qui proviennent de l’utili-
sation d’une grille régulière.
[193] [384] [398]
Figure 11 : Les Triangulated Irregular Networks sont plus complexes àmanipuler que les cartes de hauteurs
mais permettent d’obtenir des maillages plus propres (en particulier sur les forts reliefs qui







Analyse : ces structures sont très rapides à visualiser, les mo-
dèles triangulaires surfaciques étant les données les plus adaptées
aux GPUmodernes, et ont un coût-mémoire acceptable (mais con-
trairement aux autres structures planaires, il est nécessaire de sto-
cker la connectivité des triangles). Les TINs permettent d’utiliser
des algorithmes de visualisation plus avancés comme des méca-
nismes de niveaux de détails. Ces structures ne sont, par défini-
tion, absolument pas adaptées à la représentation de surplombs
ou d’objets volumiques.
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2.2.3 Représentations explicites non-planaires (3D)
Les représentations non-planaires peuvent permettre de modéliser des terrains 3D avec des
surplombs ou des grottes. Ces modèles sont plus expressifs, mais moins performants que les
représentations planaires. La plupart des outils demodélisations classiques ont été conçus pour
manipuler des structures non-planaires. À l’inverse, ces modèles sont peu utilisés lors des simu-
lations d’érosion ; en effet, le coût en terme de calculs est souvent d’un ordre de complexité plus
grand que le même type de calcul avec des surfaces planaires.
Dans l’industrie, les moteurs gèrent souvent à la fois des représentations planaires et des
représentations avec surplombs. Dans le cadre d’un jeu-vidéo par exemple, on ne vérifie pas
forcément que les maillages se raccordent proprement (sans intersection ni jonction en T). Il
existe pourtant dans la littérature quelques structures mixtes 2.5D/3D qui mêlent cartes de
hauteurs et voxels comme celle proposée par Koca et Güdükbay [190].
2.2.3.1 Maillage surfacique 3D
Unmaillage est un ensemble de points, d’arêtes et de faces qui définissent la surface d’un objet
(Fig. 12). Les faces correspondent généralement à des triangles bien que des quadrilatères ou des
polygones convexes puissent être utilisés. Un terrain n’étant qu’un objet surfacique particulier,
il est possible d’appliquer les mêmes algorithmes et les mêmes modèles de représentation que
pour n’importe quel autre maillage. Les représentations classiques de maillages sont : par faces-
sommets, par arêtes ailées, par demi-arêtes ou par quad-arêtes [77].
Utiliser des structures de maillages surfaciques classiques présente deux avantages majeures.
Tout d’abord, le moteur de rendu n’aura qu’une structure à manipuler et cette gestion unifiée
permet de faciliter le développement ou lamaintenance dumoteur. L’autre avantage réside dans
l’immense éventail d’outils à disposition des infographistes pour créer et éditer des modèles 3D.
Bien entendu, l’ensemble de ces outils n’est pas spécialement conçu pour manipuler des reliefs
de terrains.
[45] [15]
Figure 12 : Souvent, les maillages 3D classiques sont utilisés pour représenter des objets dans le relief du
terrain. Ces structures non-spécialisées coûtent plus cher enmémoire et ne sont pas forcément
adaptées aux différentes simulations de phénomènes naturels.
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Analyse : ces structures sont très rapides à visualiser (les mo-
dèles triangulaires surfaciques étant les données les plus adap-
tées aux GPU modernes), ont un coût-mémoire moyen (bien que
des solutions de streaming ou de niveaux de détails existent), uti-
lisent des maillages adaptatifs pour gérer plusieurs objets de ré-
solutions hétérogènes et permettent de représenter tous types de
terrains surfaciques (mais plus difficilement les liens topologiques
entre ces objets ou avec des volumes). Il est possible d’adapter des
algorithmes de simulation d’écoulement d’eau ou de vent sur ces
structures même si elles ne sont pas adaptées au départ. L’édition de ces modèles se fait géné-
ralement avec des outils génériques de géométrie.
2.2.3.2 Cartes combinatoires et cartes généralisées
D’autres structures de données, plus efficaces quand
il s’agit d’appliquer des opérations qui nécessitent de
connaître la topologie [92] peuvent être également uti-
lisées pour représenter des terrains. Les cartes combi-
natoires peuvent représenter des volumes 3D et stocker
l’information que deux volumes sont incidents. Elles re-
posent sur une structure de brin qui unifie la représenta-
tion : ainsi, un sommet, une arête, une face ou un volume
ne sont que des ensembles différents de brins. Depuis un
brin, il existe des procédures pour d’obtenir facilement l’arête, la face ou le sommet correspon-
dants. De la même manière, il est possible de construire des procédures plus complexes pour
obtenir les sommets voisins à un sommet, ou les faces connexes à une face, etc.
Les cartes généralisées sont une extension de ces travaux qui, au prix d’un doublement du
nombre de brins (4 pour représenter une arête au lieu de deux) permettent de construire des
objets volumiques non orientables comme des bouteilles de Klein.
Des travaux pour l’application de ces structures pour représenter des terrains volumiques








Analyse : ces structures sont plus spécialisées que les ma-
illages traditionnels et permettent de facilement manipuler la
topologie. Elles peuvent représenter plus de phénomènes (comme
des objets volumiques) et permettent de faire des calculs de si-
mulation plus facilement. À l’inverse, ces structures sontmoins
simples à manipuler, moins rapides et beaucoup plus lourdes
en mémoire. Récemment, elles ont souvent été utilisées à la
frontière entre l’informatique graphique et les géosciences. De
plus, onmanipule souvent les cartes combinatoires lors de l’édi-
tion, puis on extrait un maillage optimisé pour pouvoir visua-
liser efficacement le relief.
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[37] [296] [56]
Figure 13 : Les cartes combinatoires et les cartes généralisées sont des structures permettant d’encoder
facilement les relations de voisinage entre deux surfaces ou entre deux volumes. Elles sont
beaucoup plus coûteuses en mémoire que de simples maillages.
2.2.3.3 Voxels et piles de matières
Nijk 
Pour représenter des structures complexes, il est possible
d’utiliser une représentation discrète et volumique. La plus
simple et la plus utilisée de ces représentations est le voxel
(pour volumic element). Chaque objet est composé d’un ens-
emble de cubes dans l’espace, placés dans une grille régu-
lière 3D (Fig. 14 gauche). Avec une résolution suffisamment
fine, ces cubes peuvent donner une bonne approximation
de la surface des objets que l’on modélise.
La plupart des logiciels d’édition de voxels cultivent une ressemblance avec les outils de sculp-
ture 3D (comme ZBrush [302]). Plusieurs moteurs de jeux récents s’appuient sur une représen-
tation des objets à base de voxels (Minecraft [246], Everquest Next [76]) qui permet à tout
utilisateur de modifier intuitivement l’environnement (ajout de matière, creusement).
Pour stocker ces voxels, la méthode la plus simple est d’utiliser une texture 3D. Ces images
sont très volumineuses et il est souvent utile d’essayer de les compresser aumieux (par exemple
avec un encodageRLE traditionnel). Les SVOou Sparse Voxel Octree [201, 202, 203] sont unmoyen
de stocker encore plus efficacement des scènes géométriques en minimisant la résolution de la
grille voxelique dans les zones où cela est possible (Fig. 14 centre). En 2013, Kampe et al. [183]
proposent d’améliorer cette représentation hiérarchique à l’aide d’un graphe acyclique orienté
qui permet d’augmenter l’efficacité mémoire de plusieurs ordres de magnitude. Si les SVO en-
codent efficacement les régions vides de l’espace, utiliser unDAG revient à encoder efficacement
les régions identiques de l’espace (Fig. 14 droite).
Des structures alternatives aux voxels binaires (présence ou absence de matière) et spéciale-
ment étudiées pour la représentation des terrains ont été proposées au cours des dernières an-
nées (Fig. 15). Beneš et Forsbach proposent [30] d’utiliser une grille d’empilement de matières
(layered materials) qui représentent la superposition de plusieurs couches géologiques (roche,
sédimentaire, eau). Ce modèle ne permet pas de représenter des surplombs mais est tout de
même très utile lors des simulations d’écoulement d’eau ou d’instabilité gravitaire.
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Figure 14 : Les SVO permettent d’encoder de façon très efficaces les voxels, en particulier les régions
homogènes (complètement vides ou pleines) de l’espace. L’utilisation d’un DAG permet éga-
lement d’optimiser les sous-régions identiques d’une scène.
Pijk 
Poursuivant quelques travaux préliminaires [172], Peyta-
vie et al. [297, 298, 299] étendent cette représentation pour
modéliser des reliefs complexes comprenant des surplombs
et des grottes en proposant d’utiliser des piles de matières
(dont l’air). Ces piles sont plus complexes à gérer mais plu-
sieurs algorithmes d’érosion et d’édition locale ont été pro-
posés pour facilement ou automatiquement sculpter des ar-
ches ou des cavernes. Cette représentation contrôlable et in-
tuitive du terrain est par la suite transformée en une surface
lisse calculée par convolution. Une autre représentation similaire est proposée par Santamaría-
Ibirika et al. [335, 336] qui utilisent aussi une structure de piles dematièresmais dont les densités
sont mixtes. Ils couplent cemodèle à des algorithmes de générations qui peuvent construire des
terrains volumiques avec des couches géologiques, des poches de minerais et des caves.
[246] [299] [347]
Figure 15 : Il est très intuitif de construire ou d’éditer des scènes représentées avec des voxels ou leurs
structures dérivées (piles de matières, SVO). Si ces modèles sont très lourds en mémoire, ils
permettent de représenter de nombreux phénomènes et sont également utilisés pour le rendu
d’effets complexes (illumination globale, rendu volumétrique).
2







Analyse : L’utilisation de voxels rend l’édition manuelle de sc-
ènes géométriques 3D très intuitive et permet à des utilisateurs
débutants de sculpter facilement leursmodèles. Si cette représen-
tation permet de représenter des objets volumiques facilement,
elle est beaucoup plus coûteuse en mémoire et nécessite des algo-
rithmes spécialisés pour leur visualisation (que ce soit par extrac-
tion de surface ou par lancer de rayons). Les travaux récents de
Peytavie et al. montrent qu’il est possible de concevoir des outils
intelligents ou des algorithmes de simulations qui fonctionnent
sur ce type de données et qui permettent ainsi d’augmenter le réalisme d’une scène.
2.2.4 Modèles procéduraux
Jusqu’ici nous avons abordé des représentations qui s’appuient beaucoup sur une structura-
tion des données. Lesmodèles procéduraux ne sont pas forcément des représentations explicites
(i. e. elles ne stockent ou ne travaillent pas forcément avec des échantillons du relief) ; à la place,
on va s’appuyer sur un algorithme pour construire ou reconstruire le terrain à partir de peu
d’informations.
Une définition communément admise de ce qu’est un «modèle procédural » est :
Un contenu procédural est un contenu numérique (niveau de jeu, modèle 3D, dessin 2D,
animation, son, musique, histoire, dialogue, etc) qui a été créé à l’aide d’un algorithme plutôt
que par un artiste.
Cette définition très binaire reflète très mal la réalité. En effet, comment considérer un algo-
rithme qui produit une forêt à partir d’un seul modèle d’arbre ? Et si cet algorithme est para-
métrable par un polygone de contrôle qui définit la zone à peupler de végétation ? Et si l’uti-
lisateur peut contrôler la densité ou le type d’arbre ? Les démos graphiques qui sont pourtant
intégralement « algorithmiques » sont construites minutieusement dans un but artistique par
les demomakers.
Halliwell part d’un constat simple : tout contenu numérique est forcément « transformé
algorithmiquement » (que ce soit la transformation projective de l’objet sur l’écran d’affichage,
le positionnement ou la déformation qui sont appliqués à l’objet dans une scène, l’éclairage de
la surface calculé par le moteur de rendu, etc). Parmi ces transformations, certaines peuvent
enrichir l’apparence de l’objet en ajoutant des détails géométriques ou sous forme de textures ;
d’autres peuvent même construire la géométrie à partir d’une description 9. Par conséquent, il
propose de repenser la définition [154] de ce qu’est un modèle procédural :
Rather than thinking of procedural as being a binary thing, why not have it be a continuous
scale ? Why not consider content as a collaboration between artists and algorithms, with a
definition which allows you to measure “how procedural” content is, in other words, how
much of the contribution is algorithmic ? Luke Halliwell
9. Ce sont généralement ces objets construits ou enrichis que l’on appelle traditionnellement modèles procédu-
raux.
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Cette définition permet de mettre en avant les qualités des modèles procéduraux « les plus
algorithmiques ». L’utilisation de procédures pour générer du contenu permet avant tout de
rendre une partie du travail de création automatique 10. Cette automatisation permet à l’infogra-
phiste de construire rapidement un contenu artistique (à partir de procédures mathématiques,
d’esquisses, ou encore d’une description textuelle). En général, la procédure que le program-
meur conçoit est suffisamment générique pour permettre la génération d’une multitude de
variations d’un même objet. Dans sa forme la plus poussée, l’automatisation est totale et l’algo-
rithme n’attend qu’un nombre aléatoire (qui peut correspondre à un identifiant) pour influencer
le processus de création.
Comme l’empreinte mémoire d’un contenu procédural correspond au coût-mémoire de l’al-
gorithme et de ses paramètres, on peut considérer les modèles procéduraux comme des repré-
sentations extrêmement compactes. Passer d’unmodèle procédural à une représentation expli-
cite est relativement simple : il suffit de construire l’objet et de l’échantillonner. À l’inverse, si on
a un objet 3D, il est très difficile de retrouver les paramètres d’une procédure qui permette de
construire cet objet ; ce type de problème est appelé modélisation procédurale inverse (inverse
procedural modeling).
De la même manière, une procédure est le seul moyen de décrire des objets avec une taille
et une résolution quasi-infinie 11. Il est donc envisageable de représenter des planètes entières
avec une précision millimétrique. Bien entendu, la génération de ces modèles procéduraux doit
être liée à la visualisation du monde pour ne construire qu’une parcelle de l’univers (i. e. l’envi-
ronnement autour de la caméra). Quand cette génération est faite dynamiquement (au runtime)
et qu’elle est déterministe (afin de pouvoir « générer/oublier » les modèles 3D dès que cela est
nécessaire), on parle de génération « en ligne » (online). Un des exemples les plus connus de jeu
utilisant ces caractéristiques est la série Elite datant de 1984 et qui permettait d’explorer des
galaxies comprenant des milliers de systèmes solaires alors que ces jeux tenaient en mémoire
sur une disquette.
Bien sur, les modèles totalement procéduraux ont des inconvénients. Par exemple, lors de
la Quakecon 2013 un spectateur demande son avis à John Carmack [65] (il est, à ce moment
là, directeur technique de iD Software et créateur des moteurs id Tech depuis de nombreuses
années) :
— One of the things I’m curious about is why you [at iD Software] don’t use procedural
graphics and procedural geometry more than you do ?
—Ok ! So, procedural graphics has been the way of the future for the last 20 years and I think
that I actually have a fairly strong and sound argument, philosophical stance against this. In
the end, procedural data is quirky, hard-to-deal-with data compression. And one of the things
that we’re continuing to get more and more of, is... space. [...]
So it’s a good tool for making programmer art but [it is not good] when you want to put it
into the hands of the people that are going to make [the assets]... If you’re modelling the real
10. On parle aussi parfois de convertir du « temps de travail artistique » en du « temps de développement infor-
matique ».
11. En pratique, ces algorithmes ont des limites matérielles en fonction de la taille de représentation des entiers
ou des flottants.
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world, you’ll laser-scan everything ; you go ahead and say « I’m going to scan this room and
I’m gonna get a tera-byte of data, and I’ll just render that as this enormous point cloud »...
and that’s credible even ! It’s not we can ship a game like that yet but that’s still within sight
of something that we can do. And if you want to give it to an artist to create something then
they are largely going compositing together different things.
Procedural sources, you use them for your clouds, and your smoke and particle things like
that. This was Pixar’s camp for a long time : they were creating with analytic procedures
rather than textures and that way lost 12. It was really pretty conclusive that nobody wants
to do that. They want to throw 20 layers of effective painting on top of things. And you can
still come up with use cases for it but it adds a lot of complexity for a win that for outside of
poster-child cases... well... is not there. John Carmack
Si ce constat est relativement pessimiste 13, la réalité lui donne raison sur certains points. Que
ce soit en informatique graphique ou dans d’autres domaines comme le son, la génération pro-
cédurale présente des inconvénients [115, 332]. Quand elle est utilisée, elle produit souvent des
résultats nettement inférieurs en qualité à ceux obtenus manuellement. Ainsi les terrains gé-
nérés procéduralement pour les quêtes optionnelles du jeu Mass Effect ont des reliefs extrê-
mement peu adaptés 14 à l’exploration [8] et les joueurs s’en retrouvent frustrés. De plus, les
représentations procédurales sont difficilement contrôlables : c’est pourquoi les infographistes
retouchent généralement les objets générés dans des logiciels de modélisation traditionnels.
Dans cette section, nous nous intéressons à des structures de représentations procédurales
génériques (i. e. qui ne stockent pas ou peu de données de la surface du relief). On aborde aussi
quelques méthodes d’interpolation qui permettent de reconstruire le terrain entre des échan-
tillons explicites. Les algorithmes de génération de paysage seront détaillés dans la section sui-
vante (Section 2.3). Ces derniers font intervenir des mécanismes de construction qui peuvent
être de nature très différentes (des fonctions mathématiques, des agents, des méthodes d’ap-
proximation ou d’interpolation ou encore des procédures ad hoc).
2.2.4.1 Modèles vectoriels
La description vectorielle d’un terrain consiste à stocker quelques informations géométriques
du terrain (mais qui ne sont pas forcément des échantillons explicites du relief). Ces informa-
tions ne sont pas suffisantes pour reconstruire un terrain par simple interpolation 15 (Fig. 16).
Pour visualiser les terrains, il est généralement nécessaire d’utiliser des algorithmes plus com-
plexes d’extraction de surfaces ou de diffusion de contraintes.
12. Il est vrai que de nos jours, Pixar utilise de moins en moins de textures procédurales, mais de nombreux effets
comme la végétation ou les nuages sont encore générés procéduralement. Preuve en est, Iñigo Quílez (aussi connu
sous le pseudonyme de IQ) apporte à Pixar ses compétences de demomaker talenteux depuis plusieurs années.
13. mais aussi paradoxal et ironique, vu que John Carmack – qui travaille maintenant comme directeur technique
chez Oculus – est considéré aujourd’hui comme un des militants de la réalité virtuelle alors que ce même domaine
a été souvent décrit comme « the wave of the future for the last 20 years ».
14. Les joueurs se moquent souvent de cette phase de jeu en parlant de «Mako Climbing. Cela consiste à gravir
(avec difficultés et selon des angles improbables) les montagnes du jeu à l’aide de son véhicule à roues.
15. C’est pourquoi nous classons ces représentations dans les modèles procéduraux.
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f(x,y,z)= k 
Un moyen de représenter les objets de manière volu-
mique et continue repose sur les surfaces implicites. On
utilise pour cela un ensemble de primitives génératrices
(qui sont définies dans une scène 3D) qui créent chacune
un champ de densité. En pratique, les champs créés repré-
sentent souvent des champs de distance. L’ensemble des
champs générés par ces primitives sont combinés par des
opérateurs mathématiques (le minimum, le maximum, la
moyenne, etc). Une version étendue, appelée Blob-Tree est








La géométrie constructive solide (Constructive Solid Geo-
metry, abrégée CSG) est une technique demodélisation si-
milaire où les primitives représentent généralement des
objets simples (cubes, sphères, tores, cylindres) et où les
opérateurs correspondent à des fonctions booléennes en-
semblistes (l’union, l’intersection, la différence, le complé-
mentaire, etc). On peut considérer que la CSG est un cas
particulier des surfaces implicites, qui estmajoritairement
utilisée pour la modélisation de pièces manufacturées.
Des modèles de surfaces implicites plus complexes peuvent être construits à partir des fonc-
tions à bases radiales (Radial Basis Function ou RBF). Plus d’informations sont disponibles le
rapport de recherche de Coombe [80]. Ce modèle à base de RBF est par exemple utilisé par
Pouderoux et al. [305] sur des terrains pour lesquels on dispose de peu de données afin de les
reconstruire en utilisant une technique appelée Partition of Unity.
L’utilisation de fonctions de Hermite à bases radiales (Hermite Radial Basis Function ou HRBF)
proposée parMacêdo et al. [222] permet de représenter des objets 3D de façon plus intuitive. En
spécifiant un ensemble de points par lesquels la surface doit passer et les normales en ces points,
il est possible de reconstruire une forme 3D [386]. Vital Brazil et al. [397] proposent d’utiliser
des HRBF variationnelles qui, combinées à une interface d’esquisse, permettent en quelques
secondes de modéliser et de représenter des objets 3D dont des terrains.
Toutes ces représentations ne sont pas visualisables facilement : il est nécessaire soit de rendre
les images à l’aide de technique de lancer de rayons, soit d’extraire un maillage qui correspond
à l’isosurface recherchée.
Un autre modèle vectoriel proposé parWang et al. [402] cherche à représenter des objets volu-
miques d’échelles différentes à l’aide d’un partitionnement de l’espace grâce à des fonctions de
distances signées (Signed Distance Functions ou SDF). Ce modèle stocké sous forme de fichiers
XML, permet d’obtenir des représentations volumiques avec des variétés géométriques.
Hnaidi et al. [162, 163] s’inspirent des courbes de diffusion (diffusion curves) présentées par
Orzan et al. [274] pour le dessin vectoriel. Cette structure permet, à l’aide d’un nombre relative-
ment limité de courbes dont on définit la trajectoire et le profil, de définir le relief d’un paysage
sans surplomb. Pour obtenir un maillage de terrain, il est nécessaire d’appliquer un algorithme
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[305] [397] [402]
Figure 16 : Les modèles à base de surfaces implicites ou dérivées permettent de représenter des objets
avec très peu de données. Particulièrement adaptées à représenter des objets lisses, elles sont
plus difficilement contrôlables quand il s’agit de construire un relief précis. Ces structures
représentant le terrain de manière implicite, il est nécessaire d’extraire un maillage que ce
soit pour la visualisation ou pour des calculs de simulations.
de diffusion de la chaleur qui va construire une carte de hauteurs qui respectent les contraintes
définies par les courbes. Takayama et al. [367] étendent ce modèle en 3D avec les surfaces de
diffusion (diffusion surfaces) qui permettent de représenter des objets volumiques 3D. Plus d’in-
formations sont disponibles dans la Section 2.3.4.2 dédiée aux techniques d’esquisses. D’autres








Analyse : Les données vectorielles comme les surfaces impli-
cites ou les courbes de diffusion sont des modèles de terrains très
légers en mémoire. Avec des modèles vectoriels, il est souvent
nécessaire de passer par des algorithmes de visualisation de type
extraction de surfaces ou de lancer de rayons. Les surfaces im-
plicites s’adaptent très bien aux objets animés et caractérisés par
des surfaces lisses (les liquides, les nuages) et aux changements
d’échelles (l’information étant vectorielle). À l’inverse, cette struc-
ture nécessite beaucoup de primitives pour contrôler finement la
géométrie du relief. En général avec ces modèles, il est impossible d’utiliser des algorithmes de
simulation tels quels (il faut d’abord convertir le modèle en un ensemble de voxels ou en un
maillage 3D). Quelques travaux plus modernes sur des modèles dérivés comme les HRBF ou
les courbes de diffusion permettent à l’utilisateur un contrôle plus intuitif à l’aide de techniques
d’esquisses.
2.2.4.2 Interpolations et approximations
Quand on a un nombre de données limité (comme dans le cas des représentations explicites,
où on stocke un ensemble d’échantillons du terrain), il est nécessaire d’avoir un processus ma-
thématique qui décrit ce qu’il se passe entre ces données discrètes. On cherche donc à construire
une fonction continue C0 à partir de ces données. Quand la fonction reconstruite passe exacte-
ment par tous les points donnés en entrée, on parle d’interpolation. Quand elle essaye de passer
au plus proche de tous les points, on parle de fitting de surfaces. Quand elle utilise les données
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discrètes comme points de contrôle, on parle généralement d’approximation. Si on cherche une
fonction qui décrit ce qui se passe en dehors de l’intervalle des échantillons (et non pas entre
ces échantillons), on parle d’extrapolation.
En géométrie, il existe de nombreux algorithmes qui cherchent à résoudre ce problème que
nous ne détaillerons pas. Parmi les techniques demodélisation qui fonctionnent avec un nombre
de points réduit, il est par exemple possible de modéliser des surfaces à l’aide de carreaux de
Bézier, de B-Splines ou NURBS.
Interpolations
L’interpolation linéaire en une dimension consiste à construire un ensemble de segments re-
liant les données d’entrée. On reconstruit donc une fonctionC0 telle qu’elle passe par l’ensemble
des données d’entrée ( f (xi) = yi) (Fig. 17).
Ce type d’interpolation s’étend en deux dimensions sur des grilles régulières (Fig. 18) : on
parle alors d’interpolation bilinéaire 16. Ces interpolations sont utilisées aussi bien pour la géo-
métrie que pour les textures. Leur coût en performance est très faible ; des implémentations
câblées en dur dans les cartes graphiques sont d’ailleurs utilisées pour les textures.
Des interpolations quadratiques et cubiques existent, et permettent de reconstruire des car-
reaux lisses entre les échantillons. Ces fonctions, C1 ou C2, sont plus coûteuses et nécessitent de
connaitre le voisinage les valeurs au voisinage du carreau. Pour reconstruire avec une interpo-
lation bicubique le carreau entre 4 valeurs d’une grille régulière, il est nécessaire de connaître
16 valeurs aux alentours.
Pour obtenir des carreaux lisses mais sans avoir besoin des valeurs aux voisinages, il est pos-
sible de fixer certaines contraintes comme les dérivées premières et secondes. À l’aide de poly-
nômes d’interpolations de plus haut degré, les courbes reconstruites seront plus lisses. D’autres
techniques qui ne s’appuient pas sur des polynômes existent comme l’interpolation cosinus.
16. Il est intéressant de rappeler que l’interpolation bilinéaire n’est pas une opération linéaire.
Figure 17 : Interpolations d’une fonction à une dimension. De gauche à droite : jeu de données, voisin le
plus proche, interpolation linéaire, interpolation cubique.
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Figure 18 : Interpolations d’une fonction à deux dimensions. De gauche à droite : jeu de données, voi-
sin le plus proche, interpolation bilinéaire, interpolation bicubique. En vert pâle : les valeurs
utilisées de la fonction pour l’interpolation.
Krigeage
Le krigeage (kriging) est une méthode d’interpolation [48] où les valeurs interpolées sont cal-
culées en fonction d’une estimation d’un intervalle de confiance. Pour un ensemble de données
d’entrées, on calcule en tout point un intervalle de confiance construit à l’aide d’une loi normale.
La fonction reconstruite passe par la médiane de cet intervalle. Contrairement aux méthodes
d’interpolation classiques, le krigeage prend en compte non seulement la distance du point re-
cherchée par rapport aux données mais également les distances entre les données deux à deux.







Plusieurs avantages ressortent de l’utilisation du kri-
geage. Tout d’abord, il s’agit d’une méthode d’interpola-
tion et non d’approximation (Fig. 19 gauche). Ensuite, il
n’y a aucune topologie à gérer (on travaille juste sur un
ensemble de points dans un espace de N dimensions). En-
fin, si on souhaite contrôler le processus, on peut souhai-
ter rajouter un point de contrôle (donc un point de don-
née d’entrée) : si ce dernier se trouve sur la courbe recons-
truite, il ne fera que diminuer l’estimation de l’erreurmais
ne changera pas la fonction reconstruite.
Malheureusement, le calcul du krigeage est plus complexe qu’une simple interpolation li-
néaire (cela revient à calculer des inverses de matrices n par n avec n correspondant au nombre
d’échantillons). Pour contrôler l’édition de grands terrains, il est possible de décomposer un
terrain en plusieurs patchs, chacun géré par le krigeage [46].
Pondération inverse à la distance et voisinage naturel
La pondération inverse à la distance (inverse distance weighting) est une méthode d’interpo-
lation proposée par Shepard en 1968 [342] (Fig. 19 centre). Pour trouver l’élévation d’un point
quelconque, on va calculer la contribution de chaque point connu et pondérer cette contribu-
tion en fonction de la distance. Généralement ce coefficient de pondération est calculé comme
l’inverse de la distance entre les points, le tout élevé à une certaine puissance.
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Le voisinage naturel (natural neighbor interpolation) est
une autre méthode d’interpolation proposée par Sibson
en 1981 [345]. Laméthode consiste à étudier le diagramme
de Voronoï construit par les échantillons. Pour calculer
l’élévation d’un point interpolé que l’on rajoute sur la
surface, on simule son insertion dans le diagramme de
Voronoï. Ajouter ce point va créer un nouvelle cellule vir-
tuelle qui va repousser les cellules voisines (et donc s’ap-
proprier une partie de leur aire). L’élévation du point in-
terpolé est calculée par la somme des contributions des points voisins. Chaque contribution
correspond à la valeur d’altitude du point voisin pondérée par le ratio entre l’aire subtilisée à
la cellule voisine, et l’aire de la nouvelle cellule insérée. Par conséquent, cet algorithme permet
de différencier des contributions de points qui se trouvent à la même distance.
Le voisinage naturel est très utilisé pour reconstruire des terrains où les échantillons sont
distribués de manière non-homogène (Fig. 19 droite). Beaucoup de travaux se sont intéressés
à améliorer cette technique. Par exemple, Ledoux et Gold [209] généralisent l’algorithme pour
travailler avec des données dans un espace à N dimensions (e. g. des données 3D+temps) et
proposent un algorithme plus efficace que le voisinage naturel original en terme de complexité
de calculs.
[73]
Figure 19 : Des méthodes d’interpolations plus complexes (respectivement de gauche à droite : krigeage,
distance inverse, voisinage naturel) sont très utilisées en géographie pour reconstruire des
données réelles incomplètes. Ces méthodes sont souvent coûteuses en temps de calculs et
peu adaptées pour reconstruire un terrain lisse en temps-réel.
2.2.4.3 Modélisation fractale
Avant l’étude des fractales, la nature n’était vue qu’au travers de la géométrie euclidienne. On
peut résumer cette vue par une citation du peintre Cézanne :
Tout dans la nature se modèle sur la sphère, le cône et le cylindre, il faut apprendre à peindre
sur ces figures simples, on pourra ensuite faire tout ce qu’on voudra. Paul Cézanne
BenoîtMandelbrot, mathématicien français du XXième siècle, invente le concept de fractales
(en s’appuyant sur les théories de Hausdorff et de Julia) : ce sont des objets dont la complexité
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visuelle est produite par un processus récursif 17. Une fractale est nécessairement définie par
une règle impliquant la répétition d’un motif au travers d’une homothétie (un changement
d’échelle) : on parle également d’auto-similarité (l’ensemble du motif est semblable à une de
ses parties) ou de symétrie par dilatation. Mandelbrot remarque également [225] que le relief
des terrains ressemble aux fonctions fractales qu’il manipule, il parle d’ailleurs de l’ensemble
du domaine des fractales comme de la géométrie de la Nature expliquant que :
Les nuages ne sont pas des sphères, les montagnes ne sont pas des cônes, les côtes maritimes
ne sont pas des cercles, et les éclairs ne sont pas des lignes droites.
BenoîtMandelbrot
Benoît Mandelbrot étend en deux dimensions le concept de fonctions fractales et obtient
des surfaces qui ressemblent à des reliefs montagneux (y compris quand ces objets sont vus à
l’envers). Par la suite, son étudiant Forest Kenton Musgrave – dont le parcours est plus lié à
l’infographie naissante qu’aux mathématiques – continuera à développer de nombreux travaux
qui sont à la frontière entre fractales et modélisation de terrains. De nombreuses informations
sur les fractales ont été compilées par Barnsley dans un livre [19] et un cours SIGGRAPH [20].
Un des moyens de construire une fonction fractale consiste à utiliser un processus mathé-
matique chaotique appelé fBm ou fractional Brownian motion (du nom de son découvreur). Une
fBm est une fonction mathématique qui possède plusieurs propriétés : elle est statistiquement
invariante selon la translation (ce qui n’est évidemment pas le cas des terrains réels) ; en une
dimension, elle est statistiquement symétrique selon un plan horizontal. Dans le cas général,
elle est isotrope (le processus n’a pas de direction privilégiée) et stationnaire (le processus ne
change pas au court du temps). Enfin, elle est auto-similaire, ce qui est la caractéristique des
objets fractals (c’est le seul type de mouvement brownien qui l’est, d’où le terme de fbm).
Ce processus mathématique des fBm est guidé par une variable appelée coefficient ou expo-
sant de Hurst qui est liée à la notion de dimension fractale. Cette dernière mesure de manière
non-entière comment un objet fractal va remplir l’espace : par exemple, une courbe, qui est
pourtant un objet de dimension 1, peut, si elle est récursivement subdivisée selon le schéma
de Peano, remplir l’espace (c’est-à-dire que pour un point testé, on peut calculer le nombre de
subdivisions nécessaires pour que la courbe fractale passe par ce point). On dit alors que cette
courbe remplit le plan (space-filling curve) ou que sa dimension fractale est de 2. L’étude du coef-
ficient de Hurst est nécessaire pour analyser la forme de nombreux phénomènes fractals dont
la forme des réseaux hydrographiques [191].
On peut donc considérer que la géométrie fractale permet avant tout de modéliser des sur-
faces rugueuses :
Toutes les sensations que nous avons ont à tour de rôle été domptées par la science : le poids
par la mécanique, le chaud et le froid par la thermodynamique, le brillant par l’optique, le son
par l’acoustique. Il n’y avait pas de mesure numérique de la rugosité, perçue par l’œil et la
main, jusqu’à ce que j’en publie une en 1984. J’ai trouvé dans les fractales l’objet fondamental
17. Intuitivement, une fractale correspond davantage à une procédure algorithmique infinie qu’à un objet à une
résolution donnée. C’est pourquoi nous considérons que ces objets sont fortement liés à la notion de « modèles
procéduraux ».
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de la rugosité comme la sinusoïde est l’objet fondamental de la lumière et du son.
BenoîtMandelbrot
Un concept proche est celui de signal 1/ f β qui représente une fonction dont la densité spec-
trale de puissance suit une loi exponentielle inverse. Bien qu’un bruit soit un signal aléatoire
spatialement, il suit généralement cette caractéristique statistique 1/ f β. On parle souvent de la
couleur du bruit en lieu et place de la valeur de β. Un bruit blanc (β = 0) possède une fonction
de densité spectrale linéaire : on retrouve toutes les fréquences avec la même amplitude. On
parle de bruit rose quand β= 1. Enfin lorsque β= 2, on appelle ce signal un bruit brownien ou
brun 18. Les processus fBm génèrent souvent ce type de signal.
Plusieurs processus de génération procédurale de terrains présentés dans les années 70 et 80
construisent des terrains fBm (généralement des surfaces 1/ f 2). Une fBm peut être construite
par un algorithme de marche aléatoire (random walk), par une somme de sinus (utilisée dans la
synthèse spectrale), par une somme de fonctions de bruits (utilisée dans la synthèse de bruit) ou
encore par une somme de signaux en dents de scie (utilisée dans les méthodes de subdivision).
Une présentation détaillée (et une analysemathématique) de ces processus créateurs de surfaces
fBm est disponible dans la thèse deMusgrave [253].
SiMandelbrot pensait que les fractales permettaient demodéliser des paysages réels, il semble
que de nombreux travaux plus récents contredisent cette hypothèse. En 1990, une analyse de
Lewis [215] montre que les terrains ne sont pas des fractales : il existe bien des similarités au ni-
veau du relief entre certaines échelles, mais pas à toutes les échelles, et pas pour tous les types
de paysages. Malgré tout, il pense que d’autres phénomènes naturels (en particulier les nuages)
peuvent être modélisés avec cette géométrie fractale.Musgrave [253, 255] montre qu’un terrain
fBm, donc statistiquement homogène, n’est pas forcément une caractéristique intéressante. En
effet, les phénomènes d’érosion qui forment les rivières et les crêtes sont des éléments aniso-
tropes qui ont une structure hiérarchique ; ils sont donc difficiles à modéliser avec des fractales.
Au final, on a d’ailleurs peu d’idées fiables sur les processus qui forment les montagnes.
On sait que la tectonique joue un rôle, de même que les érosions hydriques et glaciaires. Une
analyse de plusieurs travaux contradictoires est d’ailleurs présentée par Molnar en 2003 dans
Nature [247]. Une des rares règles qui semblent régir la description des paysages correspond à
la première loi de la géographie énoncée par Tobler (Tobler’s first law of geography) :
Everything is related to everything else, but near things are more related than distant things.
Waldo Tobler
Cette dernière indique que deux objets proches ont plus de chances d’interagir ensembles que
deux objets éloignés. Il en découle que l’ensemble des mécanismes de création ou de modifica-
tion du relief ont souvent un effet local relativement homogène.
18. jeu de mot anglais puisque brown est le début de Brownian
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2 . 3 Génération et édition de terrains
Après s’être intéressé aux modèles de terrains qui décrivent comment représenter et stocker
des paysages 3D, on cherche à décrire les outils et les procédures pour créer, modifier ou générer
automatiquement ces terrains.
2.3.1 Génération ex-nihilo
On retrouve deux cas majeurs d’utilisation de la génération procédurale : soit comme base
d’inspiration, soit comme modèle de représentation-pivot pour représenter certains types d’en-
vironnements.
Dans le premier cas, on utilise ces algorithmes commeunmoyen semi-automatique pour créer
du contenu. Si on conçoit des méthodes de génération dans ce but, on cherche avant tout à per-
mettre à l’utilisateur d’exercer un contrôle sur la génération. Ce dernier veut que les paramètres
de génération soient le plus intuitifs possibles (qu’ils représentent par exemple le nombre de
continents d’une planète) et que leur manipulation et leurs variations soient aussi prédictibles
que possible (si l’utilisateur change le paramètre de température, il veut voir de la neige appa-
raître). Généralement ces algorithmes permettent à l’utilisateur de construire très rapidement
un premier résultat qu’il pourra exporter et retoucher dans un autre logiciel.
Dans le deuxième cas, on utilise ces algorithmes comme une partie intégrante des moteurs
de rendu. On dit que la génération du monde se fait dynamiquement ou « en ligne » quand le
terrain est construit alors que la caméra bouge dans le monde. Ce type de moteur graphique
permet de rendre des mondes immenses avec une grande échelle de résolution (les algorithmes
utilisés se basant souvent sur des mécanismes de pseudo-niveaux de détails) qui permet de re-
présenter à la fois des planètes et des petits reliefs de l’ordre de quelques centimètres. Dans ce
cas d’utilisation, les algorithmes doivent avant tout être performants (aussi bien en temps de
calculs qu’en coût-mémoire) et permettre de construire un terrain localement et à plusieurs ré-
solutions. En général, ces algorithmes sont contrôlés par un nombre très restreint de paramètres
(généralement uniquement une graine d’aléatoire (random seed)).
2.3.1.1 Schémas de subdivision
Parmi les premières techniques de génération procédurale de terrains, plusieurs travaux ont
exploré les méthodes de subdivisions (Fig. 20). Ces processus cherchent à subdiviser et raffiner
itérativement la fonction de relief d’un terrain pour y ajouter de plus en plus de détails. Tous
les algorithmes de subdivision produisent des terrains qui sont fractals mais seules certaines
techniques permettent d’obtenir les caractéristiques statistiques d’un terrain fBm.
L’algorithme le plus connu est celui du midpoint displacement [121, 122, 223] dans lequel on
calcule progressivement des grilles régulières d’élévations de plus en plus fines, dont les nou-
velles élévations sont calculées en fonction des points voisins déjà existants, et d’une valeur de
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[245] [213] [11] [23]
Figure 20 : Les méthodes à base de subdivisions sont très rapides et permettent – avec des techniques
plus avancées – d’introduire une notion de structure hiérarchique.
perturbation. Cette dernière décroît obligatoirement avec les itérations afin de ne générer plus
que des hautes fréquences correspondant aux détails.
Plusieurs travaux [213, 224, 245] ont proposé de changer la configuration de sélection des voi-
sins (on parle de schéma de subdivision en triangle, en carré, en losange-carré) ou la manière
dont est calculée la valeur de perturbation. Le schéma de subdivision est important puisqu’il
peut introduire des artefacts visuels directionnels. Il est également possible d’utiliser une gram-
maire pour encoder les subdivisons du terrains [10, 11]. Dixon et al. [99] étudient les algorithmes
de subdivision sur plusieurs structures de données (triangles, quads, hexagones) et proposent
une structure mixte à base de polygones qui permet d’utiliser plusieurs formes en même temps.
Il est possible d’utiliser les schémas de subdivision pour aider à créer une structure hydrolo-
gique. Kelley et al. [185] proposent en 1988 de construire un réseau hydrographique représen-
tant un bassin-versant en modifiant l’algorithme de midpoint displacement. En démarrant d’une
simple trajectoire où l’on opère des subdivisions et des embranchements, on parvient à créer un
réseau drainant. Certaines méthodes s’intéressent à créer des rivières par subdivision de leur
trajectoire comme dans l’approche de Prusinkiewcz etHammel [308]. Plus récemment,Derzapf
et al. [98] ont proposé de construire une planète entière à l’aide de subdivisions tout en garan-
tissant la construction et l’écoulement de rivières jusqu’à la mer.
Il est également possible de construire un terrain en définissant des surfaces fractales. Plu-
sieurs travaux plus génériques sur la manipulation des fractales existent dans la littérature [143,
152, 381] et certains ont essayé d’appliquer ces méthodes fractales pour ajouter des détails sur
un terrain [162]. Il est également possible demodifier certains de ces algorithmes de subdivision
pour permettre à un utilisateur de contraindre le résultat : c’est ce que font Szeliski et Terzopou-
los [366] qui couplent une représentation à base de splines avec un modèle fractal.
Belhadj propose en 2007 [22, 23] un système de reconstruction qui s’inspire des algorithmes
de subdivision. Au lieu de construire ou reconstruire un terrain avec des données basse réso-
lution (i. e. une grille grossière), il démarre avec des points caractéristiques qui serviront de
contraintes d’élévation. Ces points de contraintes peuvent être placés à la main (dans le cadre
de la génération) ou calculés automatiquement depuis un image réelle (dans le cadre d’une
compression/reconstruction).
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Analyse : les méthodes à base de subdivision permettent de re-
présenter des mondes immenses en raffinant au fur et à mesure
un relief de base. Les coûts-mémoire et de visualisation sont donc
très bons et ces méthodes sont parmi les seules à pouvoir générer
des corps de taille planétaire. Si ces méthodes sont généralement
simples à comprendre, elles sont plutôt difficiles à contrôler par
un utilisateur. Plusieurs extensions ont été proposées pour utili-
ser les différents niveaux de subdivision pour structurer hiérar-
chiquement les reliefs avec, par exemple, des réseaux hydrogra-
phiques.
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Figure 21 : Générer un terrain à partir de son spectre est possible en utilisant une transformée de Fourier
inverse. Le spectre artificiel que l’on souhaite créer est construite enmultipliant un filtre passe-
bas (de la forme souhaitée, souvent construit après des analyses du type de relief voulu) avec
un spectre de bruit blanc (où toutes les fréquences sont présentes). Le terrain créé possède les
caractéristiques spectrales souhaitées (généralement un bruit brun) et parce qu’il est construit
par Fourier inverse, ce morceau est pavable (tileable).
Le principe de l’algorithme original [339] est d’obtenir des terrains qui soient fBm c’est-à-dire
dont la densité du spectre est proportionnelle à l’inverse de la fréquence à une puissance donnée
soit 1/ f β. Quand β vaut 0, on obtient un bruit blanc ; quand il vaut 2, on obtient un bruit brun
ou brownien.
Si l’on visualise le spectre de puissance avec une échelle logarithmique, −β correspond à la
pente de la fonction. L’objectif est alors de créer un bruit dont le spectre obéit à une distribu-
tion voulue dans l’espace de Fourier puis par transformation inverse, d’obtenir le signal qui
correspond à ce spectre.
Pour cela, on commence par créer un bruit blanc (un spectre de puissance plat où toutes les
fréquences sont représentées avec la même amplitude). La transformée de Fourier d’un bruit
blanc donnant une fonction constante, on peut tout de suite se placer dans l’espace de Fourier.
On va déformer ce signal dans l’espace des fréquences à l’aide d’un filtre passe-bas pour ob-
tenir une nouvelle courbe de puissance (Fig. 21). Ce filtre va diminuer l’amplitude des hautes
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fréquences qui correspondent aux détails du terrain, alors que les basses fréquences de grandes
amplitudes correspondant aux reliefs à grande échelle seront laissées intactes. Une fois le signal
filtré, il est possible de revenir dans l’espace image en faisant la transformée de Fourier inverse.
Le signal obtenu ressemble alors à un terrain [52].
Le même type de méthode peut être utilisé avec d’autres filtres pour simuler d’autres objets
naturels (Fig. 22). Le filtre de Pierson-Moskowitz permet de modéliser des vagues [216, 231].
Sakaspropose, lui, demodéliser des gaz enmouvement [334]. Il est également possible d’utiliser
la synthèse de Fourier inverse en espace image : par exemple, Langer et al. [205, 206] cherchent
à ajouter une animation de neige tombant du ciel, à une scène virtuelle.
Plus récemment, des techniques de synthèses de bruits s’appuyant sur des décompositions








Analyse : les techniques de synthèse spectrales sont très inté-
ressantes car elles sont suffisamment génériques pour résoudre
de nombreux problèmes (génération du relief, de la forme des
nuages oudes vagues, effetsmétéorologiques animés, ...). De plus,
ces techniques ne sont pas très coûteuses en terme de calcul (sur-
tout avec de nombreuses bibliothèques de code performantes dis-
ponibles)même si elles nécessitent quelques basesmathématiques
pour les comprendre et les utiliser. Par contre, ces méthodes sont
difficilement combinables avec d’autres techniques bien que les
travaux récents sur les bruits (comme le Local random phase noise [146]) ouvrent de nouvelles
possibilités en combinant à la fois contrôle spatial et fréquentiel.
2.3.1.3 Synthèse par bruits
Il y a de nombreuses méthodes stochastiques [106] pour générer des terrains qui se basent
sur des approches fonctionnelles. Ces méthodes cherchent à construire une fonction mathéma-
tique (planaire ou non) dont l’évaluation est locale et qui imite le relief d’un terrain. Pour une
introduction sur les méthodes de bruits, cf. le cours de Patel [282].
[52] [216] [206]
Figure 22 : La synthèse spectrale est une technique suffisamment générique pour modéliser plusieurs
types de phénomènes (terrains, océans, nuages).
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[254]
Figure 23 :Musgrave propose plusieurs transformation pour modifier les sommes de bruits de Perlin
(gauche) que ce soit en modifiant la dimension fractale (centre gauche), en combinant son
utilisation avec un bruit cellulaire (centre droit) ou en déformant le domaine (droite).
En particulier, le bruit de Perlin introduit en 1985 [288, 289] permet non seulement de générer
des cartes de hauteurs cohérentes mais également des textures. En sommant des harmoniques
de bruits d’amplitude et de fréquences différentes, on parvient à générer des cartes de hauteurs
qui miment la réalité. Ce bruit a été amélioré plusieurs fois par Perlin. En 2002, il présente une
version utilisant des polynômes qui lissent le bruit lors de l’interpolation [291]. Il propose en
parallèle un autre bruit, le Simplex noise qui est plus robuste et dont la complexité est bien
meilleure quand on le calcule dans un espace de dimension élevée [153, 290].
Il existe de nombreux travaux dérivés [187] autour du bruit de Perlin : à l’aide de quelques
transformations que l’on applique sur la fonction d’élévation, on peut parvenir à générer des
paysages plus complexes. L’utilisation de bruits de plus hautes dimensions permet également
d’animer ces mêmes structures (par exemple, pour représenter des nuages enmouvement). Per-
lin propose avecNeyret un bruit combiné avec une fonction d’advection [292] qu’il est possible
de calculer en temps-réel [13]. Parberry [275] propose d’utiliser la programmation dynamique
pour diminuer les temps de calcul sur CPU.
Plusieurs types de bruits existent : bruit par valeurs [219], bruit par gradient [288], bruit de
Simplex [153], bruit cellulaire [413], bruit par ondelette [79], bruit de Gabor [198], bruit de Qui-
lez [314], Voronoise [317]. En 2010, un état de l’art spécifiquement dédié aux aspects théoriques
de construction des bruits est proposé par Lagae et al. [199]. Un rapport classifiant ces différents
types de bruits est disponible ici [174]. Si certains de ces bruits sont plutôt utilisés pour s’appli-
quer sur une surface, d’autres sont spécialement étudiés pour générer des textures volumiques
ou solides [214, 286]. Quelques bruits sont construits enmanipulant l’espace des fréquences (Spot
noise, bruit de Gabor, Space ConvolutionNoise). Récemment,Gilet et al. [146] ont proposé un bruit
(local random phase noise) contrôlable à la fois dans l’espace spectral et dans le domaine spatial.
Enfin, plusieurs de ces bruits [63, 97, 391] permettent de facilement construire des champs de
vecteurs ( LIC noise, Spot noise).
Tout comme dans les méthodes de subdivisions, le contrôle de la synthèse de bruits n’est pas
chose aisée : le sens des paramètres est parfois contre-intuitif, et chaque modification des para-
mètres provoque des changements globaux sur l’ensemble de la fonction. De plus, comprendre
ce que l’artiste souhaite, et trouver une fonction qui corresponde à ce qu’il attend est une tâche
complexe. À contrario, l’utilisation de ces algorithmes permet de générer de véritables terrains
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[314] [95] [96]
Figure 24 : Les bruits peuvent être façonnés pour donner des paysages très réalistes qui peuvent même
imiter certaines formes d’érosion.
infinis, et de façon dynamique (on ne génère le terrain que près de la caméra). Comme chaque
point est calculé indépendamment de ses voisins, ce type d’opération peut être facilement dé-
porté sur le GPU [156, 333, 346].
Il existe des travaux spécifiques concernant les bruits appliqués à la création de paysages. En
particulier,Musgrave et al. [106, 254, 255] proposent demodifier les propriétés fractales des fonc-
tions de bruits afin de modéliser des terrains composés de différentes zones comme des plaines
et des montagnes. Ils construisent des fonctions multi-fractales c’est-à-dire dont la dimension
fractale varie dans l’espace (Fig. 23). Saupe propose d’étendre ce type d’opération de variation
de la dimension fractale à l’aide de sommes de bruits de Perlin [340]. La configuration précise
et manuelle d’un bruit permet d’imiter certains reliefs de manière réaliste comme Zaaijer le fait
avec les dunes de sables [419].
Van Lawick et Jense [390] essayent de contrôler des systèmes multi-fractals en analysant des
terrains réels : il obtient plusieurs valeurs caractéristiques qu’il utilise comme paramètres pour
générer des terrains bruités. Plus récemment, Parberry [276] montre comment modifier le bruit
par valeurs pour obtenir un histogramme statistiquement proche de données réelles. Il fait de
même [277, 278] avec un bruit de gradient et avec les données de distribution de gradients d’une
région de l’Utah.
Afin d’éditer et de contrôler les fonctions de synthèse de bruits, plusieurs solutions ont été
mises en place. Schneider et al. [341] se concentrent sur le rendu temps-réel et le paramétrage
de ces fonctions.De Carpentier et Bidarra [95, 96] proposent d’utiliser des pinceaux (des outils
de dessins 2D) qui configurent les bruits en temps-réel grâce à une implémentation GPU. De
plus, avec des fonctions de déformation du domaine, ils montrent qu’il est possible d’imiter le
relief structuré autour de vallées, avec un bruit (Fig. 24).
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Analyse : Les représentations de terrains fonctionnelles par
bruits sont les méthodes reines de la génération procédurale.
Elles ont un coût-mémoire presque idéal (quelques paramètres
de générations globaux) et permettent de générer localement le
terrain (contrairement auxméthodes de subdivision). Leur réso-
lution peut être infinie et elles sont aussi bien utilisées pour mo-
déliser des chaînes montagneuses que des détails au sol. Mais
leur contrôle est extrêmement difficile puisque les changements
sont généralement globaux (un changement de paramètre mo-
difie l’intégralité de la fonction). De plus, elles ne sont pas très
expressives (les fonctions de bruit 2D sont limitées à générer des terrains planaires, elles sont
difficiles à coupler avec d’autresméthodes). Enfin, ces représentations étant fonctionnelles, elles
ne permettent pas d’avoir les informations de voisinages d’un point, ce qui complique beaucoup
la modélisation de l’hydrologie sur un terrain.
2.3.1.4 Intelligence artificielle
On regroupe dans ces méthodes des solutions de génération procédurale qui peuvent s’ap-
pliquer de manière générique à plusieurs familles de problèmes (modèles 3D, sons, histoires,
règles de jeux). On parle également de search-based procedural content modeling. Un état de l’art
spécifiquement ciblé sur ces méthodes a été écrit par Raffe et al. [319]. Plusieurs de ces tech-
niques sont également utilisées pour générer des terrains (Fig. 25).
Une méthode de création d’îles à l’aide d’agents est proposée parDoran et Perberry [100]. Si
le contrôle n’est pas direct, l’algorithme est relativement intuitif : on laisse agir plusieurs agents
qui modifient localement le terrain autour d’eux. Leurs règles de déplacements et leurs actions
sont dépendantes de leur rôle : dessiner le contour de l’île, adoucir le relief, créer des plages,
placer des montagnes ou tracer des rivières. Cabezas et Thompson [62] cherchent à sculpter
interactivement un terrain en guidant un essaim d’agents qui transforment le relief.
Des approches évolutionnaires sont proposées pour générer des terrains.Ong et al. [271, 338]
proposent d’utiliser de décomposer le problème de la génération de terrains en deux sous-
problèmes : tracer des silhouettes de patchs de terrains et calculer les élévations de chacun de ces
patchs. Ces deux problèmes sont encodés sous formes de chromosomes qui sont mutés et com-
binés avec un algorithme génétique pour obtenir de nouveaux terrains similaires. De la même
manière,Ashlock et al. [10, 11] essaient de faire varier des terrains encodés sous la forme d’une
grammaire de subdivisons (à base de L-systèmes) en utilisant un algorithme génétique. Raffe
et al. [318] utilisent aussi des algorithmes évolutionnaires. Ils découpent le terrain en une grille
de patchs reliés par une fonction d’interpolation. Chaque bloc de terrain est sélectionné aléatoi-
rement dans une base de données ; combiner deux terrains revient à sélectionner les blocs de
l’un ou de l’autre.
Frade et al. [123, 124, 125, 126, 127, 128, 129, 130] proposent d’utiliser la programmation géné-
tique (l’évolution d’arbres de fonctions) pour générer procéduralement le relief de terrains. On
définit donc le relief comme une fonction mathématique manipulant des briques qui peuvent
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Figure 25 : Les méthodes à base d’intelligence artificielle (algorithmes évolutionnaires, agents, optimisa-
tions, ...) sont relativement récentes. Les terrains produits ont très souvent un aspect artificiel
et de nombreuses techniques de bruits surpassent ces résultats.
correspondre à des fonctions d’addition, de multiplication, des sinus et cosinus ou encore des
logarithmes.
Walsh etGade [401] utilisent une interface graphique web pour laisser l’utilisateur guider un







Analyse : de nombreux travaux récents et effectués au sein de
la communauté travaillant sur l’intelligence artificielle (et les tech-
niques d’optimisations stochastiques) concernent la génération
de reliefs. Ces articles sont souvent publiés dans des journaux et
présentés à des conférences qui ne relèvent pas de l’informatique
graphique. Les résultats sont souvent d’une qualité inférieure aux
autres familles de méthodes de génération mais certaines conclu-
sions tirées de leurs approches peuvent permettre d’améliorer
des algorithmes de génération de contenu procéduraux plus gé-
néralistes. Il est pourtant intéressant de noter que ces travaux cherchent souvent àmêler à la fois
une production artistique et visuelle et des contraintes de gameplay : c’est pourquoi plusieurs
de ces travaux ont récemment influencé le développement de certains jeux-vidéos.
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2.3.1.5 Faulting
Le poisson faulting est une des premières techniques de génération procédurale de paysage
qui ait été créée. Elle fonctionne de manière itérative : sur une grille régulière, on fracture le ter-
rain le long d’une droite tirée aléatoirement. Chaque demi-plan est surélevé (ou abaissé) d’une
valeur de décalage. Cette valeur décroît progressivement afin de ne rajouter plus que des détails
(Fig. 26).
Il existe plusieurs variations sur la façon d’élever les demi-plans [379]. Chacune de ces varia-
tions donne des résultats légèrement différents. Ce même processus peut s’étendre à la généra-
tion d’une planète [53, 109]. Il suffit de partir d’une sphère et de sélectionner des demi-plans à
décaler. Il a étémontré [223, 253, 400] que ce processus crée un terrain qui respecte les propriétés
statistiques d’un fBM.
Kamal et Sarwar Uddin [181] présentent une variation du faulting pour créer des montagnes
individuelles dont on paramètre la position du pic et la hauteur finale. Là encore, l’algorithme
fonctionne itérativement : à chaque étape, à l’aide d’un ensemble de demi-droites tirées aléatoi-
rement, on construit une segmentation de notre paysage (différente à chaque étape). Un ensem-
ble de ces régions est sélectionné (incluant toujours celle du pic) pour être légèrement élevé.
[53]
Figure 26 : Les techniques de faulting sont parmi les plus vieilles techniques de génération de terrains.
Leur facilité d’implémentation couplée à la possibilité de les utiliser pour générer des plané-
toïdes continue de rendre ces méthodes populaires auprès des développeurs amateurs
Plus récemment, des travaux se sont intéressés à ré-imaginer le faulting d’un point de vue
simulationniste. Au lieu d’imaginer un processus mathématique de fractures qui ne repose sur
aucune réalité, ces travaux cherchent à reproduire le mouvement des plaques tectoniques. Ces







Analyse : Les techniques de faulting sont les premières mé-
thodes de génération procédurales de terrains ; leur conception
remonte à la fin des années 70. Peu intuitives, les techniques
originelles sont également dépassées en terme de performances
quand il s’agit de générer un terrain fBm (par rapport aux mé-
thodes de subdivision et aux représentations fonctionnelles par
bruits). Aujourd’hui, de nouvelles techniques se rapprochant de
la simulation tectonique sont conçues et tendent vers un plus
grand réalisme des scènes construites.
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Figure 27 : D’autres méthodes (présentées dans des articles, des livres d’informatique graphique, par
des amateurs ou des scientifiques d’autres domaines) existent pour modéliser des reliefs.
2.3.1.6 Méthodes ad hoc
Il existe de nombreuses méthodes de génération de terrains qui n’entrent pas forcément dans
une catégorie ou une famille d’algorithmes (Fig. 27). De nombreux travaux sont également dé-
veloppés par des amateurs ou par des industriels sans donner lieu à un article scientifique. Il est
aussi possible de générer des reliefs qui ne correspondent pas forcément à des terrains (e. g. des
paysages lunaires, des terrains extra-terrestres ou encore la surface d’astéroïdes). D’autres tra-
vaux cherchent à modéliser des parties très particulières d’un terrain comme les grottes et les
caves.
Un des plus vieux algorithmes de génération procédurale de terrains consiste à ce qu’une
particule dépose des sédiments selon une trajectoire aléatoire [117]. Si le déplacement de cet
agent respect un chemin aléatoire (random walk), on génère alors un terrain fBm. Il est possible
d’étendre cet algorithme avec des trajectoires plus complexes ou un système de stabilisation qui
fait que les sédiments déposés vont glisser sur les pentes et remplir les minima locaux. Un autre
algorithme ad hoc consiste à placer des demi-sphères sur un terrain, ce qui peut correspondre à
un algorithme de faulting [1].
Plusieurs techniques cherchent à recréer des astéroïdes ou des paysages extraterrestres.Mar-
tin et al. [230] proposent plusieurs techniques de reconstruction d’astéroïdes. Ils cherchent éga-
lement à reconstruire géométriquement des cratères à partir de données satellites [229] en extra-
polant localement les détails à l’aide de bruit fractal : leur méthode permet de reconstruire des
paysages lunaires qui ne sont pas idéalisés (et donc qui sont utilisables pour des simulations).
Jalobeanu et al. cherchent unmodèle complet de génération de relief, qui gère également des pa-
ramètres d’éclairage et le réglage d’une caméra virtuelle pour pouvoir simuler une photo prise
par satellite. La génération du terrain se fait à l’aide de fonctions ondelettes sur des maillages
surfaciques avec une géométrie arbitraire (au lieu d’une synthèse de Fourier dans le plan ou
d’une composition d’harmoniques sphériques).
Dans le but de créer des terrains qui soient animés, van Eck et Lamers [387, 388] observent
des boîtes de Petri contenant différentes colonies de bactéries. À l’aide d’une caméra et d’une
analyse des images, ils reconstruisent une carte de hauteurs qui se déforment au cours du temps.
Grelsson [150] propose de générer le terrain avec des algorithmes connus de synthèse par
bruits mais dans un ensemble de tuiles qui sont ensuite combinées à l’aide de différentes fonc-
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Figure 28 : Les rivières sont des éléments complexes à modéliser et à intégrer dans une scène naturelle.
Des techniques de génération ou d’édition semi-automatiques permettent de créer facilement
des méandres ou des cascades.
tions d’interpolation. Ces tuiles sont contraintes pour permettre à des morceaux de rivières ou
de chemins d’être connectés avec leurs parcelles voisines.
Patelpropose un algorithmede générationd’îles se basant sur un ensemble de polygones [279].
Mêlant calcul de l’élévation, raffinement des polygones, définition des cours d’eau et des lacs
internes, mise en place de biomes, son algorithme (qui s’inspire beaucoup des terrains conçus
pour les jeux-vidéos) produit des reliefs très intéressants même si ils sont souvent similaires.
S’inspirant des travaux de Patel, Gainey s’interesse aux techniques de génération procédurales
de planètes [134].
2.3.2 Modélisation de rivières
Les rivières sont un des éléments les plus structurants du terrain. Plusieurs travaux se sont
intéressés à la modélisation des rivières qu’elle soit automatique ou guidée par un utilisateur
(Fig. 28). Nous excluons de ce chapitre les simulations d’écoulement de fluides qui sont présen-
tées dans la section suivante.
Kelley et al. [185] proposent en 1988 le premier algorithme de génération procédurale de
bassins-versants. Bien que cet algorithme ne modélise qu’un seul bassin-versant, les résultats
graphiques sont visuellement convaincants. La méthode fonctionne en dessinant les contours
d’un bassin-versant et le canal associé ; progressivement ces deux entités vont être subdivisées
jusqu’à obtenir le réseau hydrographique final. Finalement, une modification de l’algorithme
du midpoint displacement permet de reconstruire l’élévation de tout le bassin-versant.
L’approche de Kelley et al. était novatrice sur un point essentiel : les auteurs proposaient
de créer la structure du réseau hydrographique avant le relief en tant que tel. Le processus à
l’envers permet d’éviter de simuler les écoulements. Plusieurs travaux ont repris ces idées. En
2005, Belhadj etAudibert [24, 25] proposent d’utiliser des particules qui suivent unmouvement
brownien pour tracer des crêtes et des rivières. En 2008, Teoh [375, 376] combine plusieurs
algorithmes ad hoc pour dessiner des rivières, des méandres ou encore des deltas.
Certains travaux se sont concentrés sur la génération automatique d’une rivière, indépendam-
ment de la notion de réseaux hydrographique. Prusinkiewicz etHammel [308] ont étudié ce pro-
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Figure 29 : Bien que les réseaux hydrographiques structurent le relief en créant des vallées, peu de tra-
vaux se sont intéressés à leur génération à l’échelle régionale.
blème et cherchent à tracer des trajectoires complexes de rivières sur un terrain fractal. Leur mé-
thode fonctionne mais le relief créé présente des falaises exagérément élevées ; leur algorithme
ne gère pas non plus la notion de tributaires (plusieurs cours d’eau qui se jettent les uns dans
les autres) et la rivière créée possède une altitude fixe. Kurwoski [194, 195] va plus loin en pro-
posant de générer procéduralement des trajectoires de rivières qui peuvent tracer desméandres
et des bras morts. Il ajoutera par la suite une méthode de construction [196] de plusieurs types
de deltas. De Carli et al. [94] s’intéressent, eux, à la création de canyon, qu’ils forment en appli-
quant plusieurs filtres sur une carte de hauteurs segmentée. D’autres algorithmes proposés par
des passionnés se sont intéressés à déformer le terrain le long d’une trajectoire calculée par des
algorithmes de plus court chemin [74].
En 2015, Pytel et Mann [312] proposent un système de génération de rivières souterraines.
S’appuyant sur des travaux en hydromorphologie, ils construisent des réseaux géométrique-
ment complexes grâce à un modèle de calcul de flot et de pression sur une grille voxélique.
Plusieurs articles se sont penchés sur le contrôle proposé à l’utilisateur. En concevant un sys-
tème d’édition manuel de profils de rivières, Huijser et al. [167] permettent à un infographiste
de construire manuellement et précisément la forme de la rivière ainsi que sa composition et le
placement de la végétation. Les cascades, qui sont plus complexes à générer procéduralement
car elles sont souvent non-planaires, ont été étudiées par Emilien et al. [110, 111, 112]. Leur
approche est semi-automatique et l’utilisateur contrôle les trajectoires des cours d’eau. Ces tra-
vaux, postérieurs à la publication de notre article sur la génération de rivières, proposent une
classification des chutes d’eau qui s’inspire de la segmentation des cours d’eau que nous avons
utilisée.
On peut constater que peu de travaux se sont intéressés à générer des réseaux hydrogra-
phiques à grande échelle qui soient cohérents (Fig. 29). Un premier travail proposé par Bar-
deen [18] et intégré dans Mojoworld semble créer le terrain et un réseau hydrographique en
parallèle. Si les résultats sont visuellement impressionnants, aucune information relative à son
implémentation n’est disponible. Seuls quelques articles exploreront cette approche : en par-
ticulier Derzapf et al. [98]. Adaptant un algorithme de subdivision de terrain, ils génèrent de
véritables réseaux hydrographiques à l’échelle planétaire. Les cours d’eau, qui se raffinent alors
que la caméra se rapproche du sol, sont cohérents et se jettent tous dans la mer. Sapozhni-
kov et Nikora [337] créent des réseaux hydrographiques avec des chemins browniens. À partir
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Figure 30 : Plusieurs techniques récentes se sont intéressées à animer des cours d’eau sans faire appel à
des simulations coûteuses en temps de calcul.
d’exemples,Merrell etManocha [240] proposent de construire des réseaux hydrographiques.
Les rivières sont approximées par leur trajectoires (i. e. des courbes 2D vectorielles) et l’intégra-
tion de cette technique pour générer un terrain avec du relief mériterait d’être approfondie.
Plusieurs travaux ont pour objet d’extraire les rivières d’une carte de hauteurs. L’algorithme
le plus connu est D8 [269] proposé parO’Callaghan etMark. D’autresméthodes permettent de
décomposer l’image en sous-régions et génèrent des bornes supérieures et inférieures de la sque-
lettisation ce qui permet d’extraire un ou plusieurs ensembles connexes [16]. Ces algorithmes
de calculs d’écoulements sur des cartes de hauteurs sont souvent utilisés dans les jeux-vidéos
qui fonctionnent avec des mondes décomposés en tuiles [285].
Notre algorithmede génération procédurale de terrain [139, 140], présenté enChapitre 5, s’ins-
crit donc dans ce cadre en proposant de générer des réseaux hydrographiques (à l’aide d’une
grammaire de développement) avant de construire le relief du terrain. Plusieurs extensions de
nos travaux – non publiées à ce jour – ont été étudiées dans le cadre de stages.Vimont [395] pro-
pose de générer un réseau cohérent et multi-échelles en subdivisant et en raffinant des bassins-
versants. Si les résultats en terme de structures sont intéressants, la méthode peut générer des
auto-intersections lors du raffinement. Gaillard [131] simplifie ces travaux en travaillant sur
une grille régulière ce qui élimine les problèmes géométriques mais introduit des artefacts gra-
phiques le long des directions principales de la grille, qui sont visuellement problématiques.
Enfin, plusieurs travaux concernent l’animation ou à l’écoulement des rivières (Fig. 30). L’ani-
mation de l’eau peut se faire par des méthodes classiques de simulations de liquides mais ces
techniques sont coûteuses en temps de calculs. Des techniques de simulations spécialisées pour
l’écoulement d’eau en temps-réel dans des environnement planaires existent et permettent d’ex-
traire une surface d’eau enmouvement [188]. Pour plus d’informations sur la simulation d’écou-
lements liquides sur des surfaces solides, nous conseillons au lecteur de se tourner vers la thèse
de El Hajjar [108]. Neyret et Praizelin ont proposé une méthode phénoménologique d’écou-
lement de petits cours d’eau [263]. Ces travaux seront étendus quelques années plus tard avec
l’intégration des ondes de choc qui sont créées par des obstacles émergeant de l’eau [324]. Une
autre technique pour animer la surface de rivières, capable de passer à l’échelle grâce à une des-
cription vectorielle des flux, est proposée parYu et al. en 2009 [418]. En 2010, une présentation de
Vlachos détaille comment l’écoulement de l’eau est géré dans les jeux-vidéos développés par
Valve [399]. Un système complet de génération et de rendu de rivière est également présenté
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par Burrell [61]. Enfin, il existe plusieurs techniques basées sur la décomposition de la rivière
en un ensemble de petits carreaux chacun animés [70, 158, 389].
D’autres phénomènes d’écoulements sont très souvent ignorés mais peuvent être très impor-
tants visuellement dans l’animation d’un cours d’eau. Par exemple,Coutinho et al. [82] propose
de gérer l’écoulement de l’eau de pluie sur le terrain (ce qui peut engendrer un débordement de
rivière). L’eau peut également rencontrer différents matériaux dans le lit d’une rivière, comme
le sable. Rungjiratananon et al. [330] montrent une méthode d’écoulement qui tient compte
de ces interactions eau/sable qui peuvent avoir un impact sur le mouvement et le rendu de
l’animation.
2.3.3 Simulations
Un terrain réel est le fruit de plusieurs millions d’années d’évolution naturelle. Les proces-
sus qui sculptent un paysage sont nombreux et agissent à plusieurs échelles. La tectonique
des plaques est responsable de la création des chaînes montagneuses et des océans. Les gla-
ciers creusent les vallées alors que l’érosion hydrique forme les rivières. Le vent et le sable sont
responsables de la forme de certains monticules rocheux. Les réactions chimiques (oxydation,
corrosion) changent la couleur et l’apparence des pierres.
Il est possible de simuler ces processus sur des données digitales. Ces algorithmes ne génèrent
pas des terrainsmais les transforment. On a donc toujours besoin d’un point de départ (habituel-
lement un terrain généré par une méthode fractale). Ces processus ne peuvent pas être simulés
tous en parallèle et très peu de travaux ont essayé d’unifier ces transformations. De la même
façon, ces algorithmes ont souvent été conçus pour manipuler des cartes de hauteurs (cette
structure est simple d’utilisation, elle est planaire et régulière), même si certaines simulations
ont été adaptées pour tourner avec des voxels ou des TINs.
2.3.3.1 Stabilisation et tectonique
La tectonique des plaques est un des facteurs déterminants dans la création des chaînes de
montagnes et des fosses océaniques. La Terre peut être vue comme un ensemble de plaques
(continentales ou océaniques) qui sont chacune en mouvement. Ce mouvement est créé par
l’apport de matières au niveau des dorsales océaniques (et parfois continentales).
La tectonique des plaques n’a pas fait l’objet de beaucoup de travaux de modélisation en
informatique graphique (Fig. 31). Les algorithmes de faulting, qui correspondent aux premières
techniques de génération procédurales de terrains ne reposent sur aucune simulation physique.
Jarocha-Ernst [175] teste le chevauchement de deux plaques l’une sur l’autre ; c’est l’un des
premiers travaux qui simule réellement le mouvement des plaques tectoniques même si les
résultats sont décevants, d’un point de vue graphique. Un modèle similaire sera proposé par
Viitanen [394] qui l’étendra à la gestion de plusieurs plaques. Chaque plaque tectonique va
se déplacer, et suivant son type (océanique ou continentale) va plonger ou s’écraser lors d’une
collision. Les résultats produits sont beaucoup plus réalistes et on voit même apparaître des
chaînes de montagnes, des archipels, etc.
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Figure 31 : Peu de travaux ont pour objet la simulation des sols. La tectonique est pourtant une des causes
de la formation des chaînes montagneuses. La géologie interne d’un terrain modifie l’effet de
l’érosion hydrique et peut même causer des effondrements.
Récemment, Michel et al. [242, 243] ont ajouté du contrôle en proposant à l’utilisateur d’es-
quisser rapidement un contour d’île, quelques rivières et des chaînes de montagnes. Une fois
ces informations dessinées, son algorithme va générer des plaques tectoniques dont la forme
respecte l’esquisse. Il rajoute ensuite une structuration hydrologique. Les vallées créées par les
rivières vont générer du terrain relativement lisse alors que les zones de collisions entre les
plaques vont faire apparaître des régions montagneuses.
À une échelle plus petite, Roudier et al. [328] proposent de modéliser un terrain à l’aide de
différentes couches géologiques et de simuler des plis géométriques dans le terrain afin de com-
plexifier sa structure interne. Chaque couche ayant des propriétés différentes en matière d’ab-
sorption, de saturation et de solvabilité, elles réagissent toutes différemment sous l’influence de
l’érosion.Hudák et Ďurikovič [166] simulent des effondrements et des éboulements de terrains
à l’aide de particules. Avec une méthode différente et adaptée aux structures volumiques, Ito et
al. [173] créent des parois rocheuses réalistes.
Les forces de gravité et de friction engendrent également un phénomène appelé stabilisation
des matériaux. Tout relief, composé de particules plus ou moins grosses (comme le sable, les
graviers ou les rochers) possède un angle de repos. Toute particule qui tombera sur un tas au
repos avec cet angle ne subira pas une force de frottement suffisante pour se maintenir sur la
pente (Fig. 32).Musgrave et al. proposent de simuler cet effet de stabilisation [255] ; il parle alors
[30] [29] [270]
Figure 32 : La stabilisation (également souvent nommée érosion thermique (thermal erosion) est respon-
sable de la formation de tas et de pentes douces.
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Figure 33 : Les travaux sur la représentation des traces découlent directement du phénomène de stabili-
sation. Ces traces sont très utilisées dans les jeux-vidéo et les films pour leur capacité à rendre
les scènes plus vivantes.
d’érosion thermique 19 (thermal erosion). Sur une carte de hauteurs, il détecte les pentes trop
fortes et distribue la matière pour égaliser le relief. Marák et al. [228] proposent un système
de réécritures de terrains (sous forme d’une grammaire à appliquer sur une carte d’élévations)
censé être capable de généraliser plusieurs types d’érosion, dont la stabilisation.
Beneš et al. [30] adaptent la stabilisation à l’aide d’une structure informatique plus complexe
de piles de matières puis la rendent facilement parallélisable [31]. En 2005, ils présentent [29]
un processus similaire spécifiquement conçu pour simuler la création de mesas. Olsen [270]
utilise une version légèrement modifiée de cette érosion pour créer des terrains utilisables dans
des jeux-vidéos (il parle de terrains applicable). Jako et Tóth [178] proposent un modèle GPU
de stabilisation couplé avec de l’érosion hydrique. Pytel et Mann [310, 311] décident d’utiliser
un modèle de calcul de répercussions en cascade (avalanching) et y adaptent l’algorithme de
stabilisation.
La simulation de la stabilisation n’est pas seulement un phénomène à l’échelle des années ou
des siècles ; elle peut être utilisée pour la création de traces au sol (Fig. 33). La moteurs de rendu
temps-réel ne déforment que virtuellement la géométrie à travers des normal maps.
Sumner et al. [361, 362] montrent qu’il est possible d’utiliser ce type d’érosion pour modéliser
des traces (de pas, de pneu, ...) dans différents types de sols (boue, sable, neige). Onoue et Ni-
shita [273] cherchent à modéliser les traces et les interactions entre des objets et le sable. Cette
approche sera reprise par Peyrat et al. [296] pourmodéliser toute trace (d’animaux, de véhicules
ou d’humains) par déformation/raffinement local des maillages en utilisant les propriétés de
voisinage des G-Cartes.
Enfin, des simulations plus réalistes et plus précises existent : par exemple,Li etMoshell [217]
modélisent le déplacement de la terre de manière plus complexe, ce qui permet par exemple
d’imiter l’effet d’un bulldozer sur de la terre. Chanclou et al. [69] modélisent les sols meubles
avec un système de particules.
19. Ce terme semble faux. La thermal erosion est définie comme l’érosion du permafrost causée par les actions ther-
miques et mécaniques de l’eau. Le terme de thermal weathering décrit l’action de la chaleur sur les roches (et leur
effritement). Si Musgrave n’utilise plus les mots thermal erosion par la suite (il parle plus généralement de «mouve-
ments de terrains »), ce terme est resté dans la littérature de l’informatique graphique.
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Analyse : plusieurs algorithmes simulant le mouvement du sol
existent et permettent de reproduire la plupart des phénomènes
réels quelle que soit leur échelle (stabilisation de l’ordre du cm, ef-
fondrement de l’ordre dumètre, tectoniquedes plaques de l’ordre
de la dizaine de km). Malgré tout, la nature très différente de ces
algorithmes fait qu’il est difficile d’unifier leurs différents effets
sur le relief au sein d’un unique framework. C’est probablement la
raison principale pour laquelle ces méthodes sont encore peu uti-
lisées dans des logiciels professionnels. De plus, ces algorithmes
sont d’autant plus adaptés qu’ils s’appliquent à des terrains volumiques (ou du moins dont
la composition du sol est hétérogène) ce qui permet d’obtenir des effets complexes d’effondre-
ments ; malheureusement, peu de logiciels proposent de manipuler ce type de représentation.
2.3.3.2 Érosion hydrique
Le cycle naturel de l’eau, présent tout au long de l’année, érode tous les paysages et condi-
tionne leur structure. L’eau agit de plusieurs manières : quand elle s’écoule le long des pentes,
qu’elle s’évapore ou s’infiltre dans les sols, quand elle humidifie les roches et change leur tem-
pérature, quand elle change de forme pour devenir de la neige ou de la glace ou encore quand
elle s’écrase sous forme de vagues sur les côtes. L’érosion hydrique est un des facteurs les plus
















L’érosion hydrique est provoquée par lemou-
vement de l’eau sur un terrain. Ce mouvement,
quand il est suffisamment rapide, va arracher
au relief de petits morceaux sédimentaires qui
seront transportés en aval. Une fois que le cou-
rant devient plus faible, les particules sédimen-
taires se re-déposent par gravité sur le fond du
lit de la rivière. L’ensemble de ce processus est
décrit par le diagramme de Hjulström qui in-
dique l’état et l’activité d’un sédiment en fonc-
tion de sa taille et de la vitesse du cours d’eau.
Pseudo-simulations
De nombreuses études se sont intéressées au processus d’écoulement de l’eau sans forcément
recourir à des simulations réalistes (Fig. 34). Pour modifier ses paysages fractals et leur donner
une structure,Musgrave et al. [255] utilisent deux types d’érosion : la stabilisation, et un calcul ad-
hoc de l’érosion hydrique sur des cartes de hauteurs. Comme pour la stabilisation, Olsen [270]
optimise l’érosion hydrique proposée par Musgrave et al. et cherche à créer des terrains uti-
lisables dans le cadre de jeux-vidéos. Roudier et al. [328] enrichissent le modèle d’érosion de
Musgrave et al.en intégrant les notions d’infiltration de l’eau et de dissolution chimique qui
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Figure 34 : De nombreusesméthodes ad hoc fonctionnant sur des cartes d’élévation ou avec des particules
newtoniennes imitent les effets provoqués par l’érosion hydrique sans pour autant s’appuyer
sur une simulation physique des causes réelles.
agissent sur plusieurs couches géologiques. Nagasihma [256] étudie lui aussi le rôle combiné
de la stabilisation et de l’érosion hydrique. D’Ambrosio et al. [91] utilisent un simple automate
cellulaire pour simuler le déplacement de l’eau et parviennent à obtenir des résultats réalistes.
Ce type d’approche qui travaille directement sur la carte de hauteurs, est généralisé par Pytel
et Mann [310, 311]. Ils proposent d’utiliser une approche en cascade (avalanching) qui corres-
pond à un méta-algorithme où une transformation effectuée sur la carte de hauteurs augmente
les chances que ce même changement soit effectué dans le voisinage. Ils adaptent avec cette
approche en cascade, l’algorithme de stabilisation et l’érosion hydrique.
Beneš et Forsbach [32] clarifient la notion d’érosion hydrique et montrent qu’elle peut être dé-
composée en quatre étapes : l’apparition d’eau (water’s apparition), la récupération de la matière
(water’s erosion), le transport le long des pentes (water’s transportation), et l’évaporation (water’s de-
position) ; ces étapes peuvent être paramétrées et étudiées indépendamment les unes des autres.
Ils proposent aussi d’utiliser une valeur limite de saturation de l’eau, au delà de laquelle les
sédiments en suspension se déposeraient.
Chiba et al. [72], dans une approche Eulérienne 2D mixée avec de la physique Newtonienne,
utilisent des particules qui ont une vitesse et donc de l’inertie : l’eau ne s’écoule plus selon
une vitesse uniforme sur la carte de hauteurs. Sutherland et Keyser [363] étendront ce modèle
pour y ajouter un mécanisme de retenue (pooling) afin de créer de véritables maillages d’eau.
Neidhold et al. [260] parviennent à optimiser suffisamment cemodèle newtonien pour contrôler
demanière interactive le placement des sources d’eau et les paramètres d’érosion. Bien que cette
approche ne soit pas facilement parallélisable, Anh et al. [6] arrivent à porter ces calculs sur le
GPU, pour éroder des terrains de grande taille.
Approches Eulériennes 3D (NSE)
En 2006, Beneš [34] propose la première vraie simulation de liquide pour éroder des terrains.
Il résout les équations de Navier-Stokes (NSE) selon une approche Eulérienne ; même si la grille
3D est de taille et de résolution limitées, il lui est possible de simuler le comportement volu-
mique de l’eau (Fig. 35). Couplée à une représentation multi-matériaux voxélique de l’environ-
nement, sa simulation peut éroder le terrain de façon beaucoup plus réaliste.Wojtan et al. [411]
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Figure 35 : Les simulations physiques de l’eau à l’aide de schémas de résolution Eulériens 3D des équa-
tions de Navier-Stokes permettent d’obtenir un comportement réaliste des liquides.
généralisent ce type de simulations à d’autres liquides ce qui leur permet de modéliser d’autres
formes d’érosion plus complexes comme la corrosion. Un processus d’érosion hydrique 3D est
adapté pour des structures non voxéliques comme les maillages de Delaunay déformables par
Tychonievich et Jones [385].
Approches Eulériennes 2D (SWE)
Les équations de Navier-Stokes étant complexes à simuler, il est possible de recourir aux
équations de Saint Venant (shallow water equations ou SWE) qui sont beaucoup plus simples
à résoudre. Ces équations qui manipulent des colonnes d’eau, ignorent les effets verticaux de
déplacement de l’eau à l’intérieur de ces colonnes (Fig. 36). En 2007, Beneš [28] etMei et al. [239]
proposent tous les deux des systèmes d’érosion qui reposent sur ce modèle. Les résultats sont
réalistes, et beaucoup plus rapides à calculer qu’avecNavier-Stokesmais ne sont pas applicables
sur des terrains non-planaires. Ils montrent également que les calculs sont facilement parallé-
lisables. Un an plus tard, Šťava et al. [365] appliquent cet algorithme sur GPU en découpant le
terrain en différentes tuiles qui sont gérées chacune indépendamment. Ce système sera étendu
par Vanek et al. [392] qui l’appliqueront sur des données de plusieurs dizaines de Go. Jako et
Tóth [178] proposeront également une approche GPU du même modèle, pour simuler à la fois
l’érosion hydrique SWE et la stabilisation des matériaux.
[239] [365] [392] [178]
Figure 36 : L’utilisation de modèles dits shallow waters permet de négliger les mouvements verticaux et
de simplifier les calculs d’écoulements.
2
54 état de l’art
[192] [43] [38]
Figure 37 : L’utilisation de SPH ou des particules Newtoniennes permet de modéliser intuitivement des
écoulements. Le mouvement de ces particules s’adapte facilement à des scènes géométriques
complexes tout en restant simple à calculer sur GPU.
Approches Lagrangienne 3D
Les SPH (smoothed particle hydrodynamics) sont une approche de résolution Lagrangienne uti-
lisable pour des problèmes complexes comme la résolution des équations de Navier-Stockes.
Ce cadre de résolution fait intervenir des particules en mouvement et a été appliqué dans le
cadre de l’érosion hydrique (Fig. 37). Krištof et al. [192] proposent une approche mixte entre
résolution Lagrangienne 3D avec des particules SPH et résolution Eulérienne avec des parti-
cules fixes sur le relief. Ces deux types de particules échangent des matériaux lors de l’érosion
ou de la sédimentation. Une méthode similaire est proposée par Kurowski [194] qui cherche à
simuler la formation des méandres. Pour cela, il rajoute un processus ad hoc qui va attirer les
particules chargées de sédiments vers les bords intérieurs de la rivière : progressivement, les
parties convexes vont être érodées et les parties concaves sédimentées/remblayées. Il étendra
ces travaux pour générer des bras morts [195] et des deltas [196]. En 2010, Bézin et al. [42, 43] tra-
vaillent sur une simulation de particules Newtoniennes 3D pour éroder des maillages planaires
de très grande taille. En 2013, ils passent à un algorithme d’érosion [37, 38] à base de SPH qu’ils
utilisent dans des environnements 3D (stockés sous la forme de 3G-cartes) ce qui leur permet
de simuler, par exemple, la formation d’arches de mer.
L’ensemble des méthodes décrites simule le comportement de l’eau à la surface, et ne gère
pas (ou alors de manière ad hoc) les notions d’infiltration des liquides. Récemment,Andrysco et
al. [5] ont proposé de coupler une simulation Lagrangienne de fluides avec une représentation
de la perméabilité, de la porosité et de la capillarité des matériaux. L’intégration de ce type
d’approche réellement volumique pourrait changer la manière dont l’érosion se produit.
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Analyse : les simulations d’érosion hydriques étendent natu-
rellement les travaux sur les calculs d’écoulements de liquides
qui sont utilisés en informatique graphique depuis plusieurs an-
nées. En ajoutant des notions de modification du relief (l’érosion,
le transport, le dépôt de sédiments mais aussi l’infiltration ou
l’évaporation du liquide), il est possible de transformer des pay-
sages fractals pour les rendre plus réalistes. Les simulations d’éro-
sion sont aujourd’hui suffisamment rapides à calculer pour per-
mettre leur incorporation dans des outils de modélisation inter-
active (cf. la démo WebGL [47]). Par contre, la plupart de ces méthodes ne permettent pas à
proprement parler d’extraire une animation d’eau qui s’écoule de manière stable (dans le cas
où l’on souhaite par exemple animer une rivière).
2.3.3.3 Phénomènes éoliens
Le vent façonne les paysages de plusieurs façons. Il agit, par exemple, sur la végétation qui
peuple le relief et peut déformer les arbres pendant leur croissance [301]. L’érosion éolienne
(aeolian erosion) est également responsable de la forme de certains rochers.
Le vent peut également agir directement sur le relief de surface, quand celle-ci est compo-
sée de petites particules comme le sable. Plusieurs études se sont intéressées à la formation de
paysages désertiques, résultat d’une dynamique complexe [204]. Grâce à des observations en
conditions réelles ou artificielles [4], les chercheurs ont pu établir un certain nombre d’équa-
tions qui régissent ces phénomènes [241, 264].
[272] [33] [403]
Figure 38 : Les simulations de zones désertiques permettent de recréer des paysages où le sable agit à
plusieurs échelles en formant, ou des draas (collines de sables), ou des dunes, ou des ridules.
En informatique graphique, on simplifie généralement ces simulations (Fig. 38). En 2000,
Onoue etNishita [272] rappellent les trois composantes du mouvement des particules : la salta-
tion (le déplacement par une série de sauts des particules), la reptation (le déplacement au sol
des particules les plus lourdes) et la suspension (le déplacement en vol des particules les plus
légères). Ils décrivent ensuite les modèles de simulation des ridules de sables (wind-ripple model)
et de formation des dunes. Un mécanisme de niveaux de détails permet de filtrer les ridules
quand la caméra est loin du relief. Quelques années plus tard, Beneš et Roat [33] étendent cet
algorithme en intégrant des objets qui feront obstacles au vent. Le sable s’accumule alors devant
ces paravents et, à l’inverse, les ridules n’apparaissent plus dans leur ombre.
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Utilisant un système de particules, Wang et Hu [403] proposent une simulation bien plus
complexe et réaliste des scènes désertiques. Au sein d’un même framework sont gérés les effets
de saltation, de reptation et de suspension. De lamême façon, unmodèle de végétation interagit








Analyse : les phénomènes éoliens sont surtout étudiés dans
le contexte de scènes désertiques (pour la création de ridules de
sable, de dunes, etc). À notre connaissance, aucun travaux ne s’est
par intéressé à simuler les effets du vents sur des volumes (par
exemple pour la sculpture des roches). Les simulations de vent
sont souvent dictées par des champs de vecteurs relativement
simples et il serait intéressant d’avoir des méthodes procédurales
pour construire des écoulements éoliens à grande échelle (voire
à de multiples échelles) ce qui permettrait d’influencer comment
la végétation pousse et quels matériaux sont présents à la surface du terrain. La combinaison
de ces phénomènes avec des paramètres de température ou d’humidité pourrait donner des
résultats d’un intérêt certain sur le plan visuel.
2.3.3.4 Dépôt de neige et de glace
La neige, le froid et la glace ont des effets importants sur le relief en hiver (Fig. 39). L’érosion
provoquée par les glaciers semble être un facteur primordial dans la création de certains types
de vallées, notamment celles dont le profil est en U. Des simulations très coûteuses à destination
des spécialistes (qu’ils soient géologues ou climatologues) existent [287] mais sont difficilement
exploitables dans le cadre de l’informatique graphique.
Les avalanches, qui sont le résultat combiné de chutes de neige et de problèmes de stabilisa-
tion des plaques neigeuses, ont été étudiées parRichard [321], par Laigle et al. [200] et parTsuda
et al. [382]. Ces processus sont souvent reproduits à l’aide de simulations à base de particules
de type SPH.
L’enneigement peut être simulé avec des metaballs [265], avec des particules représentant les
différents flocons [116, 161, 251] ou avec des piles de matières [118, 119]. Ces simulations sont
très coûteuses et ne permettent pas de recouvrir des paysages de grandes tailles.
Foldes et Beneš [120] sont les seuls à proposer une pseudo-simulation capable de gérer de
grands terrains. Se basant sur une procédure approximant l’occlusion locale, ils calculent la
quantité de neige qui tombe en un point, en fonction de la dissipation thermique et de l’illumi-
nation directe. Les changements de température sont également responsables de l’enneigement
et de l’apparition de couches de glaces sur les lacs ou les rivières.Maréchal et al. [226, 227] si-
mulent tous ces effets sur des scènes composées de plusieurs matériaux, en prenant en compte
la diffusion de la chaleur, l’inertie thermique ou encore l’ensoleillement.
Une technique très différente, proposée par Premože et al. [306] cherche à s’appuyer sur des
images panchromatiques (des images en noir et blanc) pour estimer la couverture neigeuse (et la
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Figure 39 : Le froid, la neige et la glace ont des effets visuels déterminants sur les paysages montagneux.
Ces phénomènes n’ont pas seulement un impact sur l’aspect (la texture, les matériaux) mais
aussi sur la géométrie du relief, en particulier quand on les considère sur des périodes de
temps longues.
présence de forêts et de roches) et permettre une reconstruction physiquement et visuellement







Analyse : les simulations de neige sont presque exclusivement
dédiés aux petites scènes à haute résolution (et souvent, ces sc-
ènes sont urbaines ou semi-urbaines). Peu de travaux se sont inté-
ressés à proposer des modèles procéduraux de chutes de neige et
de formation de glaces dans des environnements naturels ouverts
et de grandes tailles. L’animation de l’apparition (et de la dispari-
tion) de la neige tout comme la transformation de son apparence
(mouillée, sèche, propre, sale) n’ont jamais été étudiées dans des
contextes d’applications temps-réel. Enfin, des phénomènes plus
complexes (comme celui des avalanches ou de la formation des stalactites de glace) sont souvent
traités dans des frameworks autonomes.
2.3.3.5 Autres érosions
D’autres phénomènes peuvent agir sur les paysages réels et en modifier le relief (Fig. 40).
Les érosions chimiques ne changent pas simplement l’apparence des roches ; elles peuvent
avoir également un impact sur leur forme. Dorsey et al. [101] cherchent à vieillir des objets au
contact de l’air et proposent d’utiliser une représentation avec une surcouche qui est progressi-
vement dégradée (par un bombardement de particules, par la transmission de l’humidité vers
les couches inférieures ou encore par la dissolution des minéraux).
Les chaos rocheux sont formés par plusieurs phénomènes de météorisation qui lissent pro-
gressivement les roches, dont l’altération sphéroïdale (spheroidal weathering). Utilisant une struc-
ture voxélique pour ses objets, Beardall et al. [21] proposent d’imiter ce phénomène en élimi-
nant itérativement les parties saillantes d’une roche, c’est-à-dire les parties à forte courbure 3D.
Avec ce système, ils arrivent à créer des formes de roches très particulières, appelés cheminées
de fée ou hoodoo. Tychonievich et Jones [385] adaptent l’altération sphéroïdale à des maillages
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Figure 40 : Les érosions chimiques, physiques ou biologiques tendent à sculpter les roches apparentes.
L’altération sphéroïdale, qui en fait partie de ces phénomène, est très simple à modéliser.
deDelaunay déformables. Jones et al. [179] intègrent à ce phénomène, une érosion chimique pro-
voquée par la présence de sels (cavernous weathering) qui permet de créer des formes en creux
arrondies appelées taffoni. En simulant tous les types de liquides ou de gaz dans un environne-
ment 3D, Wojtan et al. [411] arrivent à reproduire des effets d’érosion plus complexes comme
la corrosion.
De nombreux phénomènes ne sont pas encore pris en compte en informatique graphique.
Parmi les plus importants, on peut citer la cryoclastie, c’est-à-dire le changement de température
(saisonnier, voir quotidien en haute montagne) qui crée un cycle de gel et dégel de l’eau, qui, in
fine fait éclater les roches par dilatation au niveau des microsfissures. La thermoclastie peut agir
sur la structure cristalline des minéraux. La desquamation et l’exfoliation sont des processus
résultant de ces variations de température : la roche se dégrade et de petites écailles ou lamelles
se détachent à la surface de la pierre. Des réactions chimiques, comme l’haloclastie en présence
de sel, ou des phénomènes d’hydratation, d’oxydo-réduction, d’hydrolyse, de corrosion ou de
carbonatation peuvent produire des résultats similaires. Sans aucune transformation chimique,
une roche peut également se fracturer en interne à cause d’une variation trop importante de la
température (on parle de choc thermique).
La façon la plus simple de casser une roche en plusieurs morceaux reste la fracturation à
base d’impacts : cette érosion physique est très liée à l’instabilité gravitaire où des éboulements
peuvent provoquer la création de nombreux petits rochers. Une étude récente [189] vient de
mettre en lumière un nouvel agent d’érosion longtemps sous-estimé : la foudre. Chaque fois
qu’elle frappe une surface dure, elle brise une dizaine demètres cubes de roche. L’apport d’éner-
gie est très important et la chaleur peut atteindre entre 8000 et 30000 degrés Celsius au point
d’impact. Sachant qu’une zone montagneuse peut être frappée plusieurs dizaines de fois par
km2 par orage, les quantités de pierres brisées et éjectées sont suffisamment importantes pour
expliquer, en partie du moins, l’aspect déchiqueté de ces zones montagneuses.
2.3.4 Contrôle de l’édition
Depuis une vingtaine d’années, beaucoup de travaux se sont intéressés au contrôle et à l’édi-
tion. Fournir aux infographistes des outils pour créer ou modifier un paysage de manière in-
2
2.3 génération et édition de terrains 59
[211] [421] [276] [132]
Figure 41 : La synthèse par l’exemple permet de créer facilement un paysage d’apparence similaire aux
données d’entrée. Un contrôle plus fin agissant sur le placement ou la structure des reliefs
reste toutefois soit difficile.
tuitive est devenu une priorité pour des questions de temps de développement et de coûts de
production.
2.3.4.1 Construction par l’exemple
Ces dernières années, plusieurs travaux se sont appliqués à utiliser des données réelles pour
synthétiser des terrains ; on parle de synthèse par l’exemple (example-based synthesis). De nom-
breuses techniques de génération procédurale de textures-couleurs existent [107, 135, 145, 146,
157, 211], tout comme existent plusieurs états de l’art récents sur la synthèse de textures 2D [210,
407] et 3D [300].Malheureusement, peu de ces techniques sont utilisables pour générer les cartes
de hauteurs correspondant au relief du terrain : le paysage qui est synthétisé n’offre pas de struc-
ture cohérente et son aspect reste très homogène [211]. Si quelques travaux ont essayé de corriger
ces défauts [84, 85], il est souvent nécessaire de se tourner vers des techniques spécifiquement
dédiées à la génération de paysages (Fig. 41).
Les travaux de Chiang et al. [71, 383] sont parmi les premières techniques à utiliser des don-
nées réelles sous forme de cartes de hauteurs pour synthétiser un terrain. L’utilisateur pose
des structures 3D en forme de prismes sur un terrain : chaque prisme correspond à une partie
d’une chaîne de montagnes et chaque face triangulaire correspond à un profil transversal du
relief. L’algorithme recherche ensuite dans une base de données des sous-parties d’images qui
peuvent correspondre (à une déformation près) à ces prismes.
Brosz et al. [59] s’intéressent à capturer les détails d’un terrain réel pour les reproduire sur
un autre paysage. Si les hautes fréquences extraites sont replacées intelligemment sur des zones
similaires, leur approche ne permet pas d’extraire des grands morceaux de reliefs.
Dachsbacher et al. [88, 89] proposent d’adapter ces techniques en prenant en compte les dif-
férentes dérivées du relief dans le calcul de similarité. Malgré la simplicité de l’approche, les
résultats sont très prometteurs et permettent de combler des morceaux manquants du terrain.
La technique la plus citée quand on parle de synthèse par l’exemple est la méthode de Zhou
et al. [421]. Ils proposent à l’utilisateur de dessiner quelques éléments marquants du relief qu’il
souhaite (des crêtes et des vallées). En analysant une base de données de terrains réels, ils
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cherchent à retrouver des morceaux de terrains qui pourraient remplacer (moyennant une dé-
formation) l’esquisse de l’utilisateur.
Cette technique de synthèse a été utilisée dans plusieurs travaux où l’utilisateur édite un ter-
rain. Si Tasse et al. [369, 372] permet à l’utilisateur d’esquisser les crêtes les plus importantes
de son paysage de manière grossière, elles sont ensuite remplacées par des morceaux de ter-
rains réels ayant la même structure et qui viennent d’une base de données. Le reste du terrain
est, lui, généré procéduralement pour ne pas avoir de reliefs marquants. Dos Passos et al. [102]
analysent un ensemble de morceaux de terrains selon plusieurs points de vue pour en extraire
des silhouettes ; elles sont utilisées pour trouver des reliefs qui correspondront aux esquisses
dessinées par l’utilisateur et les remplaceront. Dans le système proposé par Gain et al. [132], la
synthèse par l’exemple peut être contrôlé par différentes contraintes qui sont esquissées.
Une autre approche possible est d’analyser des terrains existants et d’utiliser certaines carac-
téristiques statistiques pour générer des reliefs similaires. Parberry propose [276] de générer
des terrains à l’aide d’un bruit à valeurs et d’ajuster les élévations pour correspondre à un histo-
gramme d’altitudes réelles. Il fait de même [277, 278] avec un bruit de Perlin et des distributions







Analyse : les méthodes de synthèse par l’exemple sont relati-
vement récentes. Beaucoup de ces techniques s’appuient sur des
algorithmes de synthèse de textures par l’exemple. Cesméthodes
ont pourtant dumal à générer des structures hiérarchiques cohé-
rentes (e. g. les structures arborescentes de vallées). Les résultats
générés dépendent fortement des bases de données de terrains
réels fournies par l’utilisateur ce qui rend impossible la généra-
tion d’un relief qui n’est pas présent dans les exemples. Il est inté-
ressant de noter que les données d’entrées correspondent souvent
à des images d’unemême résolution ; il serait intéressant d’avoir des mécanismes de génération
par l’exemple qui décomposent le relief en plusieurs bandes de fréquences afin de pouvoir faire
du transfert de style (les reliefs du Colorado avec le type de détails de l’Ohio).
2.3.4.2 Techniques d’esquisses et de dessins
Dans le cas d’une vue à la première personne au niveau du sol, la manière la plus simple de
caractériser le relief est de décrire la silhouette de ce dernier. C’est pourquoi la modélisation par
esquisses apparaît intuitive : l’utilisateur dessine la silhouette correspondant au relief souhaité
et l’ordinateur propose un modèle 3D cohérent avec cette vision (Fig. 42).
Les travaux deWhelan et Visvalingam [408] montrent que la notion de silhouettes d’un relief
est plus complexe que prévu. Dans une vue ne comprenant que des esquisses, il est nécessaire
d’améliorer la lisibilité de l’image en ajoutant des détails ou en prolongeant les silhouettes. Ils
proposent un algorithme automatique d’extraction de silhouette qui ne repose pas seulement
sur la notion d’occlusion mais prend en compte les pentes du terrain.
Les premières techniques d’esquisses de terrains remontent au logiciel Harold proposé en
2000, parCohen et al. [75]. Si cette technique permet de créer une crête avec une altitude variable,
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Figure 42 : Que ce soit avec des techniques d’esquisses ou des pinceaux intelligents, la modélisation de
terrains surfaciques ou volumique peut devenir intuitive. Malgré tout, les terrains produits
par les infographistes sont souvent planaires et ont une taille relativement petite.
la montagne qui la porte aura une profondeur fixe. Watanabe et Igarashi [405, 406] étendent
l’algorithme d’Harold en ajustant la profondeur et la forme du profil transversal en fonction
de l’esquisse faite par l’utilisateur. Varley et al. [393] proposent un outil relativement simple et
similaire.
Afin de rendre plus intuitifs et prédictibles les dessins de l’utilisateur, Gain et al. [133] pro-
posent de dessiner à la fois la silhouette des crêtes mais aussi l’empreinte au sol du massif
montagneux. Le terrain est alors déformé automatiquement pour remplir cet espace.Wünsche
et al. [414] manipulent des lignes de contours esquissées par l’utilisateur ; ce dernier indique
également le sens du gradient à l’aide de flèches. Puig-Centelles et al. [309] utilisent deux vues
en parallèles : l’une verticale pour dessiner les empreintes de morceaux de reliefs et pour indi-
quer des plans de coupes temporaires, et une autre qui permet de déformer le plan transversal
actuel.
Les techniques d’esquisses peuvent être combinées avec de la synthèse de relief par l’exemple.
En 2011, Tasse et al. [369, 372] donnent à l’utilisateur le moyen de contrôler la génération à l’aide
d’esquisses. L’infographiste dessine un relief caractéristique (avec les outils proposés par Gain
et al. [133]) et ce morceau de terrain sera analysé et comparé à une base de données de paysages
réels. Le reste du terrain sera généré procéduralement en utilisant [421] de façon à se combiner
avec le morceau de relief dessiné. Dos Passos et Igarashi [102] commencent par dessiner les sil-
houettes du relief, puis laissent leur algorithme trouver dans une base de données desmorceaux
de reliefs dont les crêtes correspondent à l’esquisse faite. Cette base de données est construite
avec un ensemble de morceaux de terrains dont les crêtes sont extraites automatiquement selon
plusieurs points de vue. En 2015, Gain et al. [132] proposent un nouveau système pour mixer
synthèse par l’exemple et définitions de contraintes par l’esquisse.
Tasse et al. [370, 371] continuent leur travaux en 2014 en proposant une méthode d’édition
par esquisses à la première personne. Cette fois-ci, l’utilisateur dessine plusieurs silhouettes
qui seront analysées, triées en profondeur à l’aide d’indices visuels, et mises en correspondance
avec des crêtes du terrain actuel. Le relief est alors déformé de façon optimale pour correspondre
aux nouvelles silhouettes de crêtes.
Rusnell et al. [331] propose de représenter un terrain comme une collection d’esquisses au sol
qui vont propager leur élévation. Chaque point du terrain se voit attribuer une altitude calculée
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grâce à l’esquisse génératrice la plus proche (cette esquisse est trouvée grâce à l’algorithme de
Djikstra qui calcule le chemin le plus cours dans la carte de hauteurs).
Hnaidi et al. [162, 163] s’inspirent des courbes de diffusion (diffusion curves) présentées parOr-
zan et al. [274] pour le dessin vectoriel. Ils adaptent cette approche à la modélisation de terrains
en laissant l’utilisateur dessiner un ensemble de courbes (et des profils d’altitude qui leur sont
associés). Un algorithme de diffusion multi-résolutions implémenté sur GPU construit alors la
carte de hauteurs associée à ces informations. Bernhardt et al. [35, 36] complètent ces travaux
avec une interface facilitant le contrôle de la méthode ; ils utilisent aussi une structure adapta-
tive en quadtree gérée par le CPU pour accélérer les calculs. Takayama et al. [367] proposent les
surfaces de diffusion (diffusion surfaces) qui sont une extensiondes courbes de diffusion pour con-
struire des objets volumiques 3D ; ils donnent plusieurs exemples de résultats dont une scène
naturelle représentant un volcan.
Plusieurs techniques d’esquisses ont également été proposées pour modéliser la structure
géologique interne. En 2012, Natali et al. [259] permettent à l’utilisateur de dessiner sur un
plan des couches géologiques superposées et proposent des outils spécifiques pour modéliser
les failles et les plis ainsi que pour déformer chaque couche du terrain. Dans un premier temps,
ces travaux seront repris par Bendiksen [26, 27] qui adaptera ces techniques d’esquisses pour
construire des morceaux 3D de terrains. Natali et al. [258] étendent à nouveau ce modèle pour
calculer sur GPU et visualiser sous forme d’animations les mouvements géologiques.
Au lieu de dessiner des silhouettes de crêtes, de Carpentier et Bidarra [95, 96] adaptent les
pinceaux virtuels que l’on peut retrouver dans des éditeurs d’images (The GIMP, Photoshop)
pour pouvoir modéliser facilement des terrains. Les brosses qu’ils proposent sont intelligentes :
elles ne changent pas simplement l’élévation (comme quand onmanipule une carte de hauteurs)
mais indiquent quel type de relief l’utilisateur souhaite (il modifie les paramètres locaux de
génération du terrain).
Un framework mixte d’édition de terrain a été proposé par Bradbury et al. [55]. Il combine
plusieurs approches dont des techniques d’esquisses, des outils de dessins avec pinceaux mais
aussi des techniques de décomposition du terrain selon plusieurs bandes de fréquences pour
pouvoir transférer certaines caractéristiques depuis un terrain de référence (les détails d’un ter-
rain réel, ou la structure d’une carte de hauteurs).
Il est possible de visualiser les terrains de façon non réaliste, en particulier dans le cas de la
visualisation de panoramas (virtuels ou réels). Jenny et al. [177] arrivent à améliorer la lisibilité
d’une prise de vue d’un terrain en utilisant certains types de projection de type perspective. Ils
modifient également le relief en exagérant l’altitude (en fonction de la distance à la caméra) et en
appliquant des déformation locales pour agrandir des éléments distinctifs comme des vallées.
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Analyse : les méthodes d’esquisses se sont développées aux
cours des dernières années. Elles ont été rapidement adoptées
dans des logiciels de sculpture car très intuitives pour les utilisa-
teurs (qui ont souvent suivi une formation d’infographie 2D). Ces
méthodes gagneraient à être plus rapides (pour avoir un contrôle
interactif des déformations) et à gérer plusieurs échelles enmême
temps (pour, par exemple, esquisser quelques détails et laisser un
algorithme remplir le reste de la scène avec le même genre de
micro-reliefs). Il serait intéressant d’adapter ces méthodes d’es-
quisses pour pouvoir construire facilement la trajectoire d’une rivière sur le relief, décorer à
l’aide d’instances le paysage ou même définir des textures.
2.3.4.3 Contrôle vectoriel ou sémantique
Il est possible de construire un paysage en utilisant des outils de plus haut niveau. Utiliser
des données vectorielles permet demanipuler des objets sans définir la géométrie finale. Dans le
cadre des systèmes d’informations géographiques, onmanipule souvent plusieurs calques d’in-
formations (le relief, la végétation, les trajectoires de rivières, de routes, ...). Avec des données
vectorielles, on peut également agir au niveau sémantique pour rendre cohérentes les scènes
créées (Fig. 43).
Bruneton et Neyret [60] enrichissent des terrains avec des données vectorielles représentant
des rivières, des routes et des champs. Ils visualisent ensuite les terrains à l’aide de quadtree
adaptatifs. Ces données sont éditables en temps-réel et permettent d’obtenir des maillages fins
sans artefacts graphiques (par exemple, pour visualiser les bords des rivières correctement, ce
qui est impossible avec des données satellites).
Des approches basées sur la modélisation déclarative existent : Smelik et al. [44, 349, 350, 351,
352, 353] permettent à l’artiste de dessiner avec une image bitmap ou de manière vectorielle
des informations sémantiques (l’empreinte au sol d’une ville, la trajectoire d’une rivière) et uti-
lisent une collection de techniques procédurales pour créer géométriquement ces éléments. Ils
proposent également un algorithme pour vérifier la cohérence (consistency) du monde virtuel
et des règles de résolution de conflits (en fonction d’une priorité). Ces travaux, combinés à de
nombreuses méthodes procédurales, sont détaillés dans la thèse de Smelik [354].
Une approche similaire est tentée par Hultquist et al. [168] qui cherchent à créer des scènes
naturelles en laissant l’utilisateur décrire l’atmosphère, et en pondérant avec plusieurs qualifi-
catifs (calme, doux, orageux, humide, ...) qui vont influencer à la fois la génération du relief, la
configuration de l’éclairage, et le type de textures utilisées.
Des représentations abstraites peuvent aussi être utilisées pour représenter des éléments très
spécifiques comme les cascades. Emilien et al. [111, 112] manipulent un graphe représentant
les différents écoulements d’eau que l’utilisateur souhaite obtenir. Après une analyse des flux
et une catégorisation des écoulements, l’algorithme construit automatiquement les rivières et
cascades correspondantes à l’aide de modèles géométriques paramétrés.
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Figure 43 : Lesméthodes s’appuyant sur des données vectorielles ou sémantiques permettent à l’infogra-
phiste demanipuler des objets de plus haut niveau et de s’affranchir du calcul de la géométrie.
Le redimensionnement de scènes intelligentes est également une voie pour la synthèse/réor-
ganisation d’environnements. Le recadrage intelligent (seam carving) [14] est une technique ba-
sée image qui cherche à redimensionner de manière optimale une texture en lui enlevant les
bandes de pixels les moins importantes d’un point de vue visuel. Cruz et al. [86] proposent en
2014 une extension pour agrandir ou réduire des scènes définies de manière vectorielle.
En 2015, Emilien et al. [113] parviennent à réaliser un outil intelligent de peinture basé sur
une modélisation procédurale inverse. En analysant localement un morceau d’une scène com-
plexe crée avec des outils classiques, ils retrouvent les paramètres statistiques qui décrivent les
interactions entre les différents types d’objets. Leur approchemêle techniques de peintures, mo-







Analyse : les techniques à base de données vectorielles ou de
modélisation déclarative permettent à des néophytes de générer
des scènes virtuelles de manière automatique. Ces utilisateurs
n’ont alors pas besoin de s’intéresser aux notions de géométrie
ou de texturing. Cesméthodes fournissent généralement un frame-
work unifié qui permet d’utiliser plusieurs techniques (génération
procédurale, esquisse, description sémantique) pour créer unpay-
sage. Fonctionnant avec des données vectorielles, ces algorithmes
sont capables d’éditer de grands terrains avec différentes couches
d’informations (végétation, trajectoires des rivières, peuplement, etc).
2.3.4.4 Autres techniques de contrôle
D’autres techniques de contrôles existent pour modifier un terrain (Fig. 44). En 2005, Stach-
niak et Stuerzlinger [357] proposent de modifier n’importe quel terrain avec un ensemble de
contraintes (e. g. une courbe 3D par laquelle le terrain doit passer). Leur algorithme va cher-
cher à optimiser le terrain d’entrée pour satisfaire cette contrainte et s’autorisera à contraindre
itérativement des points et à pratiquer de petites déformations locales dans leur voisinage.
Dachsbacher et Stamminger travaillent sur une approche [90] qui cherche à améliorer la vi-
sualisation d’un terrain en ajoutant des détails géométriques procéduraux aumoment du rendu.
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Figure 44 : Quelques techniques de contrôles sont difficiles à classer parce qu’elles agissent sur des élé-
ments précis (le niveau de détails, la déformation du terrain, l’interprétation de données géo-
logiques).
Ces détails sont ajoutés et placés en fonction de la distance de la caméra au sol, de l’orientation
du relief, etc.
Jenny et al. [176] proposent un équivalent aux equalizers qu’on utilise dans les logiciels de trai-
tement du son. Leur logiciel permet d’accentuer ou de diminuer certaines fréquences du terrain
(les reliefs importants ou les détails géométriques) en manipulant une pyramide de cartes de
hauteurs (correspondant aux différents niveaux demipmapping du terrain) et une pyramide des
contours (correspondant aux Laplaciens du terrain).
De nombreuses techniques de contrôle propres aux systèmes de modélisation de géologie
existent. Caumon et al. [66] analysent le workflow nécessaire pour convertir des données géolo-
giques en un maillage visualisable. D’après Lidal [220], créer un outil unique de modélisation
géologique est un problème très complexe – plus ardu que dans d’autres domaines comme
l’architecture – car il y a besoin d’une notion de temporalité, et parce qu’il existe plusieurs
façon de représenter un même objet géologique. Bézin et al. [41] tentent de créer un tel ou-
til et proposent un framework complet pour modéliser des objets géologiques de façon intui-
tive. Certains s’intéressent à modéliser les mouvements géologiques sous la forme d’un histo-
rique d’événements [56, 221] ; d’autres systèmes aident à texturer les différentes couches géolo-
giques [283, 284] ; et certains cherchent à faciliter la création d’animations [212].
2 . 4 Conclusions
Si la modélisation de terrains est un « vieux » sujet d’étude, les axes de recherches ont beau-
coup évolué au cours du temps. Par manque de puissance des ordinateurs pour simuler les phé-
nomènes physiques, les premières techniques proposées étaient principalement des méthodes
procédurales. Avec l’augmentation de la puissance des CPU et la volonté de faire des images
toujours plus réalistes (i. e. un objectif de qualité), beaucoup de travaux se sont intéressés à pro-
poser des simulations physiquesde différents phénomènes (érosion hydrique, changements de
température, etc). Ces travaux ont été confortés par l’avènement des cartes graphiques qui ont
accéléré les calculs de ces simulations. Plus récemment, c’est sur le contrôle que se sont penchés
les chercheurs et les industriels. Le besoin de créer plus d’environnements, plus grands, tout en
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maintenant une qualité graphique homogène (i. e. un objectif de quantité), poussent à dévelop-
per des méthodes de plus haut niveau, plus intuitives (comme les techniques d’esquisses).
L’axe de recherche que nous poursuivons dans cette thèse revient à donner des moyens de
contrôler les méthodes procédurales à la fois en utilisant des représentations adaptées mais
aussi en proposant de nouveaux algorithmes de génération qui cherchent à imiter la nature
sans la simuler.
D’autres manques peuvent se dégager de cet état de l’art. S’il est évidemment possible de
s’intéresser à l’optimisation de telle ou telle méthode, certains phénomènes spécifiques n’ont
que peu été étudiés (l’utilisation de la tectonique ou la modélisation des glaciers) voire pas du
tout (l’érosion des roches par la foudre ou par le vent).
Pour l’instant, deux voies d’études restent largement ouvertes. D’une part, l’interopérabilité
des méthodes et des structures de données reste encore à approfondir. Les simulations (d’éro-
sions hydriques ou éoliennes) travaillent presque uniquement avec des cartes de hauteurs et ne
sont presque jamais implémentées au sein d’un framework unifié. Ces simulations manipulent
généralement des objets (l’eau, le vent) qui ont des propriétés (la température, la vitesse) pou-
vant influencer de nombreux autres éléments de la génération (la végétation, l’apparence).
L’autre voie concerne la notion d’animation ou de modifications liées au temps. Ces modifi-
cations peuvent se produire à différentes échelles : ainsi un débordement de rivière résultant en
une inondation dure quelques jours alors que l’érosion glaciaire va agir sur des milliers d’an-
nées. Gérer la temporalité et pouvoir extraire des modèles qui sont paramétrables (« je veux
obtenir la forme qu’aura cette rivière dans 50 ans ») est un problème encore relativement peu
étudié.
Enfin, la modélisation volumique des terrains n’intéresse pour l’instant que les spécialistes
des géo-sciences mais il est évident que les structures volumiques devraient progressivement
prendre le pas sur les modèles surfaciques pour des raisons de réalisme (les simulations pour-
ront modéliser des écoulements internes, des changements d’état, etc) ou pour des raisons de
gameplay (les joueurs ou les artistes pourront modifier interactivement la structure du monde).
Pour l’instant, il n’existe pas encore de représentation volumique efficace, manipulable et
légère en mémoire. Si on parvient à optimiser davantage les SVO pour l’animation et la simu-
lation, il est possible que dans un futur proche, les voxels – par leur simplicité d’utilisation –





Modé l i sat i on pa r mod e l é s
Sommaire
3.1 Modèle vectoriel de terrains . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.1.1 Structure générale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.1.2 Structure des nœuds . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.1.3 Domaines de définition et continuité . . . . . . . . . . . . . . . . . . 71
3.1.4 Structures hiérarchiques . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.1.5 Évaluation des normales . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.2 Primitives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.2.1 Les primitives ponctuelles . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.2.2 Les primitives à disque . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.2.3 Les primitives courbes . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.2.4 Les primitives quadrangulaires . . . . . . . . . . . . . . . . . . . . . 81
3.2.5 Les primitives à contours . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.3 Opérateurs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.3.1 L’opérateur de mélange . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.3.2 L’opérateur de remplacement . . . . . . . . . . . . . . . . . . . . . . . 84
3.3.3 L’opérateur de dépôt . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.3.4 L’opérateur de déformation . . . . . . . . . . . . . . . . . . . . . . . . 85
3.3.5 L’opérateur de remplissage . . . . . . . . . . . . . . . . . . . . . . . . 86
3.4 Instanciation et opérateurs de transformations . . . . . . . . . . . . . . 86
3.5 Niveaux de détails . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.5.1 Opérateurs de changement de niveaux de détails . . . . . . . . . . 89
3.5.2 Les primitives à niveaux de détails continus . . . . . . . . . . . . . 90
3.6 Gestion multi-couches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3
modélisation par modelés 69
3.7 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
3.7.1 Performances mémoires . . . . . . . . . . . . . . . . . . . . . . . . . . 93
3.7.2 Expressivité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
3.7.3 Édition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
3.8 Limitations et perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.8.1 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.8.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.9 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
Simple things should be simple,
complex things should be possible.
—Alan Key
Dans ce chapitre, nous présentons un modèle de représentation de terrains, s’inspirant
des surfaces implicites et de la CSG (Constructive Solid Geometry). Cette représentation est
adaptée à l’édition de terrains grâce à ses primitives à supports compacts qui permettent
de sculpter le terrain localement. Elle permet de décrire un relief complexe en manipulant
des primitives qui modélisent des parcelles de terrains dont le relief est homogène (landform
features) 1.
Après avoir présenté le modèle de représentation de terrains planaires et continus par
arbres de construction (Section 3.1), nous détaillons les primitives (Section 3.2) et opérateurs
(Section 3.3) utilisables pour construire des scènes naturelles. Nous étendons ensuite notre
modèle en un graphe acyclique orienté pour gérer l’instanciation de morceaux de terrains
(Section 3.4) à l’aide d’opérateurs de transformations spécifiques. Le système comporte un
mécanisme de niveaux de détails (Section 3.5) grâce à des primitives ou des opérateurs spéci-
fiques. Nousmontrons également comment étendre lemodèle pour représenter des terrains
non-planaires et/ou multi-couches (Section 3.6), avant de présenter quelques exemples de
scènes construites avec ce modèle (Section 3.7). Nous abordons ensuite les limitations et les
perspectives de cette représentation (Section 3.8). Enfin, nous concluons ce chapitre (Sec-
tion 3.9) avec un résumé des principaux avantages et inconvénients du modèle de terrains.
Ces travaux ont fait l’objet de deux publications [141, 142].
1. On parle en géographie/géomorphologie de «modelés ».
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Figure 45 : Ce modèle de représentation permet de combiner à la fois des données réelles et des tech-
niques procédurales. La structure repose sur un arbre de construction où chaque feuille cor-
respond à une primitive (qui décrit une landform feature). Une fois l’arbre construit, il est pos-
sible de l’échantillonner afin de visualiser le terrain décrit.
3 . 1 Modèle vectoriel de terrains
Nousproposons de représenter un terrain par un arbre de construction composé de primitives
et d’opérateurs qui sera évalué pour obtenir un relief (Fig. 45). Cette structure est vectorielle :
elle ne stocke pas un ensemble d’échantillons de la surface (comme dans le cas d’une carte de
hauteurs ou d’un TIN) mais utilise des primitives qui décrivent localement le relief. Chaque
arbre représente donc un terrain défini sur un domaine et dont le relief est continu. Les primi-
tives étant définies avec des supports compacts, chaque sous-arbre peut donc être vu comme un
morceau de terrain (qui peut être combiné avec d’autres morceaux pour obtenir le relief final).
3.1.1 Structure générale
Lemodèle de représentation est basé sur un arbre composé deprimitives et d’opérateurs (Fig. 46).
Chaque arbre ou sous-arbre correspond à un terrain défini sur un domaine spatial donné. Un
arbre de construction permet de facilement représenter et construire l’expression algébrique
correspondant à la surface du relief. C’est, intrinsèquement, une représentation procédurale.
L’arbre est composé de deux types de nœuds représentant des éléments de nature différente :
d’une part les feuilles et d’autre part les nœuds internes.
Les feuilles de l’arbre agissent comme des primitives générant chacune un morceau de ter-
rain. Généralement cette portion de terrain correspond une unité de relief homogène qui peut
contenir des éléments géologiques ou géographiques caractéristiques (landform features).
Les nœuds internes de l’arbre représentent des opérateurs qui vont combiner et agréger leurs
sous-arbres (chaque sous-arbre représentant récursivement un morceau de terrain composé in
fine de une ou plusieurs primitives).
Étant donné un arbre, l’élévation d’un point p est calculée en évaluant la combinaison hiérar-
chique de toutes les primitives de l’arbre : ce processus est nommé évaluation de l’arbre.
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Figure 46 : Un arbre de construction simplifié représentant une rivière creusée dans un relief accidenté.
Éditer la scène revient à changer la structure de l’arbre ou à modifier le placement des primi-
tives et à manipuler les paramètres des différentes primitives (bruits, domaines, ...).
3.1.2 Structure des nœuds
Nous définissons deux fonctions f et α pour chaque nœud. L’évaluation de l’arbre calcule et
combine récursivement les contributions de chaque nœud. En pratique, on manipule toujours
simultanément des paires de valeurs ( f (p),α(p)).
La fonction d’élévation f : R2→ R définit l’élévation du terrain. Dans le cas d’une primitive,
ce calcul peut s’appuyer sur des paramètres contenus dans la structure du nœud comme le type
de la fonction de bruit. Dans le cas d’un opérateur, la fonction d’élévation du nœud est calculée
à l’aide d’une combinaison des fonctions d’élévation et des fonctions de poids que l’on retrouve
dans les nœuds enfants.
La fonction de poids α : R2→ R+ définit comment le terrain sera combiné à son environne-
ment (c’est-à-dire avec d’autres morceaux) à l’aide d’un opérateur.
3.1.3 Domaines de définition et continuité
Nous définissons Ω0 comme le support de la fonction de poids α :
Ω0 = {p ∈ R2 | α(p) > 0} .
Le support d’un arbre de construction est compact à partir du moment où toutes les fonctions α
combinées le sont aussi.
La fonction d’élévation f est définie sur le domaine Ω0. Soit T > 0 une valeur de seuil : le
terrain est défini sur le sous-domaine noté ΩT ⊂Ω0 :
ΩT = {p ∈ R2 | α(p) ≥ T > 0} .
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Figure 47 : Caractérisation du domaine :Ω0 correspond au domaine de définition dumorceau de terrain
(c’est-à-dire le support compact de la fonction α). Le terrain que l’on extrait existe dans le do-
maineΩT avecΩT ⊂Ω0. La zone intermédiaireΩ0 \ΩT correspond au domaine d’influence
qui permet de garantir aux fonctions f de bonnes propriétés de continuité.
Un exemple présenté dans la Fig. 47 illustre ce concept et représente à la foisΩ0 etΩT ⊂Ω0. À
noter que les deux domainesΩ0 etΩT peuvent être composés d’une ou plusieurs composantes
connexes. Dans le reste des illustrations, la régionΩ0 ne sera pasmontrée saufmention contraire
explicite.
Dans notre implémentation, nous utilisons T = 1/2. Nous définissons la surface du terrain T
comme l’image de ΩT par la fonction f :
T = { (p , f (p) ) ∈ R3 , p ∈ΩT } .
Cemodèle de représentation par arbres permet d’adapter le calcul de la fonction d’élévation f
pour obtenir un mécanisme de niveau de détails continu. De plus, en construisant progressive-
ment la structure hiérarchique, nous pouvons garantir certaines propriétés mathématiques : la
fonction d’élévation f sera Lipschitzienne pour chaque primitive ou pour chaque opérateur. La
fonction de poids α seraC1. Ces propriétés différentielles nous permettent d’accélérer les calculs
de visualisation des terrains (cf. Section 4).
3.1.4 Structures hiérarchiques
L’arbre de construction intègre nativement un système hiérarchique de boîtes englobantes
(BVH ou Bounding Volume Hierarchy) qui permet facilement de rechercher les nœuds qui contri-
buent au calcul d’élévation d’un point p du terrain. Grâce à cette propriété, nous évaluons les
terrains de manière efficace en élaguant l’arbre dynamiquement et spatialement. En pratique,
l’évaluation d’un point du terrain ne fait intervenir que peu de primitives (seulement celles dont
le support compact recouvre ce point).
Cette propriété permet également de décomposer un arbre de construction en un ensemble
de plusieurs arbres de construction simplifiés selon leur position dans l’espace. Cela corres-
pond à un élagage spatial pré-calculé statiquement. Le découpage se fait généralement selon
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Figure 48 : Si un arbre de construction correspond à l’ensemble du terrain, il est possible de le décou-
per statiquement en plusieurs arbres qui définissent chacun une parcelle du domaine (par
exemple, selon une grille). Les nouveaux arbres sont simplifiés en supprimant les primitives
qui ne contribuent pas au calcul du relief de cette parcelle. Même si certaines primitives sont
dupliquées dans plusieurs arbres (entraînant un coût-mémoire), les performances sont gran-
dement améliorées car l’élagage spatial ne se fera pas dynamiquement à l’exécution (au tra-
vers de tests de boîtes englobantes) mais statiquement au moment de la découpe.
une grille 2D. Pour chaque case, on calcule le sous-arbre (Fig. 48) correspondant à l’ensemble
des primitives qui intersectent la case de la grille. Ce sous-arbre décrit le morceau de terrain
correspondant à la case de la grille avec une continuité au niveau des bords. Chaque sous-arbre
correspond à une simplification : les termes/primitives n’apparaissant jamais dans le calcul du
morceau de domaine sont éliminés. Ce processus permet de diminuer les temps de calculs pour
un coût mémoire relativement faible (la structure sous forme d’arbre étant peu gourmande en
mémoire).
3.1.5 Évaluation des normales
Afin de visualiser les scènes avec un éclairage réaliste, il est nécessaire de calculer la normale
au terrain en un point p donné. Celle-ci peut être calculée soit par l’évaluation du gradient
analytique de l’élévation ∇ f (p), soit par une approximation discrète usuellement réalisée par
un calcul par différences finies.
∇ f (p) ' 1
2ε
(
f (p+ εx)− f (p− εx)
f (p+ εy)− f (p− εy)
)
.
Notre système implémente un calcul analytique du gradient pour certains nœuds (ceux dont
on a trouvé une définition analytique de la normale). Lorsque l’évaluation de f (p), α(p) et du
gradient ∇ f (p) sont nécessaires, nous utilisons une requête optimisée qui, lors d’une évalua-
tion, calcule et renvoie simultanément l’élévation et la normale en un seul appel. Cette optimi-
sation améliore les temps de calculs, non seulement parce que l’arbre est parcouru une seule
fois, mais également parce que de nombreux termes communs sont factorisés.
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3 . 2 Primitives
Nous proposons principalement deux types de primitives : des primitives procédurales et des
primitives construites à partir d’images. Ces deux types permettent un contrôle complémentaire
quant à la gestion du placement des éléments caractéristiques. Les primitives procédurales ont
l’avantage d’être légères en consommation mémoire et rapides à évaluer mais elles nécessitent
de trouver une fonction mathématique qui imite bien le relief du modelé qu’on souhaite re-
présenter. À l’inverse, les primitives à images permettent, en contrepartie d’un coût- mémoire
beaucoup plus important, d’intégrer à l’intérieur d’un terrain, des données réelles ou des reliefs
créés par un artiste de façon plus traditionnelle.
Ces deux modèles de primitives s’appuient sur des squelettes pour définir des domaines
compacts ou être à support infini. Les primitives à squelettes sont inspirées à la fois de la CSG
(Constructive Solid Geometry) et dumodèle du Blob-Tree [415]. Ces primitives sont définies par
un squelette géométrique (e. g.unpoint, un segment, une courbe ou encore un contour) et par un
ensemble de paramètres qui décrivent les fonctions d’élévation et de poids en fonction de la dis-
tance au squelette. Nous utilisons différents types de squelettes adaptés à la représentation des
éléments caractéristiques d’un terrain : disques, courbes, quadrangles, contours polygonaux.
L’utilisation de primitives à supports infinis (c’est-à-dire dont la fonction de poids α n’est
pas à support compact) est tout à fait possible dans ce modèle. On peut par exemple utiliser
des primitives dont le domaine est défini à l’aide d’une fonction de bruit. Toutefois, comme
leur influence n’est pas limitée spatialement, il sera nécessaire de calculer leur contribution (qui
peut être nulle) pour chaque évaluation (ce qui a un impact sur les performances). De la même
manière, ces primitives agissant sur l’ensemble du relief, leur utilisation impactera le calcul
de certaines propriétés mathématiques utilisées pour la visualisation (sur-évaluant la borne de
Lipschitz).
Pour des raisons d’efficacité, les fonctions d’élévation et de poids ne doivent pas nécessiter
des procédures de calculs longues et complexes. Cemodèle de terrains hiérarchique correspond
à une définition fonctionnelle et pure de l’élévation qui permet de renvoyer une valeur en tout
point du domaine en un temps relativement court. De même, l’utilisation de primitives à sup-
port infini ne permettra pas d’élaguer spatialement l’arbre de construction : nous cherchons
donc plutôt à ce que tout point de l’espace ne soit influencé que par un nombre restreint de
primitives 2.
Fonctions d’élévations
Pour chaque primitive, nous utilisons une fonction η qui imite la fonction de relief d’un mo-
delé.Dans la plupart des primitives, η est calculé à l’aide de fonctions de bruitsmulti-harmoniques nH
(qui représentent bien les zones montagneuses). Dans notre implémentation, nous utilisons
ηm (qui correspond à une fonction ridged-multifractal) pour définir des montagnes, ηc (fonc-
tion turbulence) pour définir des collines et ηp (fonction constante) pour définir des plaines.




Soit n(p) : R2→ R la fonction de bruit à une unique harmonique, h le nombre d’harmoniques



















ai |n(p × si) | , ηp(p) = 0 .
De Carpentier et Bidarra [96] proposent de généraliser la formule de somme de bruits pour
y intégrer des transformations non linéaires qui permettent de créer des formes plus complexes.












où Tpre, Tin et Tpost sont des fonctions de transformation paramétrables par l’utilisateur. On rap-
pelle que Tpre : R2 → R2, Tin : R→ R et Tpost : R→ R. Généralement Tpre correspond à une
fonction de déformation (warping) qui utilise une ou plusieurs fonctions de bruit.
Fonctions de poids
Les fonctions de poids α sont définies comme des fonctions continues C1 décroissantes sur
un support compact pour limiter l’influence de la primitive et pour contrôler la manière dont
elles seront combinées par les opérateurs de l’arbre de construction. Soit d(p) la distance entre
le point évalué p et le squelette. Nous définissons la fonction de poids α comme la composition
de la distance avec un filtre lisse décroissant g :
α(p) = g ◦ d(p) .










g0 : (1− x2)1
g1 : (1− x2)2
g2 : (1− x2)3
Figure 49 : Les fonctions de mélange de Wyvill.
Dans notre implémentation, nous utilisons la
fonction gn définie par Wyvill et al. [415] qui
permet un contrôle flexible. Cette fonction per-
met d’obtenir une classe de continuité Cn avec








si x < r ,
0 sinon.
Nousutilisons généralement les fonctions g2 et g3
qui produisent des mélanges lisses.
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Figure 50 : Les squelettes ponctuels ou à disques permettent de générer de petites zones circulaires qui
se combinent pour former un terrain plus grand. Plusieurs fonctions d’élévation peuvent s’at-
tacher au domaine : une fonction constante donnera un morceau de plaine, une turbulence
produira une colline et une fonction de ridge-multifractals imitera le relief d’une montagne.
Fonctions images
Les fonctions construites à partir de données discrètes (commedes images) sont utilisées pour
définir des éléments caractéristiques des terrains spécifiques qui sont difficiles à modéliser par
une fonction analytique, comme des morceaux de rivières détaillés ou des ridules de sables.
Les fonctions d’élévation et de poids sont définies en projetant des cartes de hauteurs et de
poids sur un domaine Ω dont on connaît une paramétrisation (u,v). L’évaluation de f et α se
fait alors en interpolant les données pour garantir que f soit Lipschitzienne et que α soit au
moins de classe C1. Dans notre implémentation, nous utilisons des interpolations bilinéaires ou
bicubiques contraintes.
3.2.1 Les primitives ponctuelles
Ces primitives représentent des petites portions de terrain. Les squelettes ponctuels ont un
centre c = (cx,cy,cz) et un rayon r qui décrivent la zone d’influence de la primitive (Fig. 50).
Nous notons la fonction de relief η(p) : elle est paramétrée pour contrôler la rugosité locale du
terrain. Nous définissons :








si d(p) < r ,
0 sinon.
L’utilisation d’un point 3D permet de définir une petite surface de terrain plate à une altitude
donnée (calcul que l’on retrouvedans l’utilisationde cz). Il est également envisageable de donner
une influence anisotrope à ces primitives, à travers la définition de squelettes ellipsoïdaux.
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3.2.2 Les primitives à disque
Ces primitives représentent également des petites portions de terrain mais comportent une
zone où leur influence est constante. Leurs squelettes sont décrits par un centre c = (cx,cy,cz)
et un rayon r qui décrivent la zone d’influence de la primitive ainsi que par un rayon intérieur
rint.
f (p) = cz + η(p− cxy) . α(p) =







si rint ≤ d(p) < r ,
0 sinon.
Il est possible de modifier la primitive afin que la valeur de poids dans la zone centrale cor-
responde à une valeur précise (différente de 1) en multipliant le résultat de la fonction par cette
valeur.
Ces primitives à disques sont une généralisation des primitives-ponctuelles très utiles lors-
qu’on les combine avec un opérateur de remplacement (cf. Section 3.3). En effet, la primitive-
circulaire va généralement avoir un domaine où sa fonction de poids vaudra 1 qui n’est pas
forcément réduit à un point. Dans le cas d’un opérateur de remplacement ou de dépôt, l’effet
de modification du terrain dans cette zone sera intuitif (il ne correspond pas à une zone de
transition où les résultats sont moins prévisibles).
3.2.3 Les primitives courbes
Ces primitives sont construites à l’aide d’une courbe notée Γ définie par morceaux, et d’un
ensemble de profils {ci} qui décrivent le relief sous forme de coupes transversales (Fig. 51).
Nous stockons chaque plan de coupe comme une fonction mono-dimensionnelle par morceaux
afin d’avoir un calcul rapide d’une élévation unique. Ces plans de coupe peuvent être utilisés
aussi bien pour décrire les profils de la fonction d’élévation que ceux de la fonction de poids
{c_αi}.
L’utilisation de lignes polygonales (c’est-à-dire de degré 1) permet de réaliser les calculs très
rapidement mais seule la continuité C0 est garantie. Il est donc nécessaire d’utiliser des courbes
de plus haut degré qui permettent de représenter des trajectoires complexes.
p 
q 
Généralement, nous décomposons la courbe en un ensemble
de morceaux de quadriques (c’est-à-dire de degré 2). La distance
d’un point à la courbe complète correspond auminimum des dis-
tances à chaquemorceau.De plus, le calcul de la projection q d’un
point p sur une courbe quadratique Γi définie entre les points Γ0i
et Γ1i possède une formulation exacte [233] : cela revient à calcu-
ler la racine d’une équation cubique [232]. Nous avons besoin de
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Figure 51 : Les primitives-courbes permettent de facilement créer des reliefs suivant une trajectoire
comme des routes ou des rivières. Les courbes peuvent être construites par morceaux de seg-
ments ou de splines mais, pour une utilisation pratique, il est important d’avoir une fonction
de distance à ce squelette qui soit rapide à évaluer. Si on souhaiter attacher des profils trans-
versaux non symétriques, il est nécessaire d’avoir une procédure d’orientation (qui renvoie si
on est à gauche ou à droite de la courbe grâce à la distance signée).
connaître l’orientation du point p par rapport à la courbe Γi puisqu’on souhaite utiliser des
profils transversaux asymétriques : une courbe quadratique ne pouvant pas avoir de point d’in-
flexion, pour savoir si le point p est à gauche ou à droite de la courbe, il suffit de tester l’orien-
tation du point p par rapport à la droite définie par Γ0i et q.
L’utilisationde courbes décomposées enmorceauxde cubiques (c’est-à-dire de degré 3) qu’elles
soient des courbes de Bézier ou d’Hermite permet d’obtenir une continuité C2. Ces courbes sont
plus difficile à manipuler : il n’existe pas, par exemple, de formule analytique pour calculer la
distance entre un point et une de ces courbes [304]. Possédant potentiellement un point d’in-
flexion, la procédure pour décider de l’orientation nécessite de calculer la projection d’un point
sur la courbe, de trouver la paramétrisation de cette projection selon l’abscisse curviligne, et de
calculer la tangente au point projeté.
D’autres types de courbes peuvent être utilisées. Il est possible manipuler des arcs de cercles
qui, quand ils sont assemblés, peuvent construire des trajectoires G1. Ces dernières sont très uti-
lisées pour représenter des routes. Les opérations de calcul de distance, d’orientation ou même
de décalage (offset) sont relativement simples à exprimer avec des arcs de cercles. Dans la réalité,
on construit généralement les routes avec des courbes un peu plus complexes dont la courbure
varie linéairement et qui sont nommées clothoïdes. Les trajectoires produites par les courbes
composées d’arc de cercles ou de clothoïdes peuvent paraître artificielles pour construire des
reliefs naturels, mais il est possible de déformer les fonctions de distances par des bruits. Il
existe d’autres types de courbes qui présentent des avantages en terme de calculs et de conti-
nuité comme les Splines Circulaires [356].
Quel que soit le type de courbe, on note d(p) = ||p− q|| la distance signée entre p et la courbe
Γ et q la projection de p sur la courbe Γ. Soit c le profil transversal d’élévation passant par q,



































Figure 52 : Les profils de rivières sont construits de manière asymétrique : la courbe correspondant à
la trajectoire passe par le point q. Le lit majeur (c’est-à-dire le niveau d’eau habituel) peut
être excentré. La zone de raccord (qui correspond au moment où la fonction de poids décroît)
permet de mélanger la rivière avec son environnement.
manière, c_α est le profil de poids correspondant, également construit par interpolation. Nous
définissons :
f (p) = qz + c ◦ d(p) , α(p) = c_α ◦ d(p) .
Plusieurs types de modelés peuvent être modélisés à l’aide de primitives curvilignes. Les
rivières et les routes sont représentées par des squelettes courbes. Ces primitives peuvent égale-
ment être déformées à l’aide de bruits pour représenter des éléments naturels de plus grandes
tailles comme des crêtes et des vallées.
Cas des rivières
Les rivières sont créées à l’aide de profils courbes qui définissent la trajectoire du cours d’eau
Γ. Les profils (Fig. 52) permettent de représenter les plans de coupe de la rivière en fonction de
sa forme. Les rivières ont de nombreux types de profils et de trajectoires. Les coupes transver-
sales les plus complexes peuvent également représenter des profils multiples : on parle alors
de rivières en tresse. Pour plus d’informations sur les types de rivières existant dans la nature,
nous renvoyons à la classification de Rosgen présentée en Section 5.1.2.
Entre deux profils transversaux, le relief est interpolé selon une fonction cubique. Cette in-
terpolation est également utilisée pour calculer la hauteur de l’eau. Les zones de raccords cor-
respondent aux endroits où la fonction de poids diminue progressivement pour permettre à
la rivière de s’intégrer dans un relief. Si la zone de raccord est étroite et que le squelette de la
primitive se trouve en dessous du terrain où l’on souhaite intégrer la rivière, il est possible de
modéliser des canyons Fig. 46.
Les confluences (c’est-à-dire l’endroit où une rivière se jette dans une autre) nécessitent des
profils paramétrés qui sont difficiles à mettre en place. La plupart des jonctions et des tresses
sont modélisées à l’aide de primitives-images qui subissent une déformation géométrique et
dont le relief est enrichi avec des fonctions de bruits. Pour obtenir ces phénomènes complexes,
il est aussi possible d’utiliser des opérateurs adaptés qui mélangent plusieurs rivières existantes
comme expliqué dans la section suivante.
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Figure 53 : Les profils de routes sont plus simples et peuvent être paramétrés par le nombre de voies et la
présence ou non d’un terre-plein. L’angle formé par le talus peut être neutre, positif (la route
sera alors encaissée) ou négatif (la route sera alors surélevée). Le même type de profil peut
être utilisé pour les trajectoires correspondant aux chemins de fer.
Cas des routes
Le design des routes est un domaine qui est très réglementé et que les ingénieurs ont beau-
coup étudié. Les trajectoires et les profils respectent des standards nationaux qui dépendent
souvent des limites de vitesse en vigueur et du relief local du paysage (pente, type de sol) mais
aussi de certains aspects visuels (obstacles qui empêchent une bonne visibilité, qualité des pa-
noramas). Les profils transversaux sont paramétrés par le nombre de voies et par leur taille
individuelle. Les routes sont aussi généralement légèrement inclinées pour permettre l’évacua-
tion de l’eau de pluie. Une présentation générale de ces problématiques peut être trouvée sur
Internet [78].
Les primitives de routes reposent sur le mêmemodèle que les rivières mais avec des plans de
coupe différents (Fig. 53). Le squelette est une fonction continue C1 définissant généralement
des morceaux de clothoïdes ou d’arcs de cercles qui représentent la trajectoire de la route. Les
profils définissent les plans de coupe de la route qui sont paramétrés par la taille de la route et
des débords. Ces primitives définissent aussi l’élévation dans un proche voisinage de la route
pour permettre une intégration propre avec d’autres morceaux de terrain.
La plupart du temps, il est également possible d’approximer des trajectoires courbes avec des
lignes polygonales échantillonnées avec précision. L’ensemble des algorithmes d’orientation, de
distance ou de décalage et qui touchent les segments, les arcs de cercles et les courbes de Bézier
peut être retrouvé dans le cours de Patel [280].
Paramétrisation des courbes
Nous proposons également une paramétrisation le long des courbes qui permet de constru-
ire des rivières et des confluences complexes (Fig. 54). En pratique, cela nous permet de proje-
ter des cartes d’élévation le long de ces courbes. Dans notre implémentation, les rivières, qui
comportent des variations d’élévation le long de leur trajectoire, sont construites en connectant
plusieurs primitives-courbes à images. Les différentes images définissant l’élévation et le poids




Figure 54 : Utilisation de données échantillonnées (Grand Canyon, U.S.A.) le long de courbes. Grâce aux
déformations et à l’environnement immédiat dans lequel va s’intégrer ce relief, un même
morceau de terrain peut être utilisé plusieurs fois sans que l’on aperçoive une répétition de
motif.
3.2.4 Les primitives quadrangulaires
Ces primitives sont créées à partir de quatre points de contrôle définissant un quadrangle
convexe dans lequel le terrain sera généré. Un rayon d’influence r permet de définir la manière
de décroître de la fonction de poids. Ces primitives nous permettent d’intégrer dans nos scènes
des parcelles de terrains obtenus à partir de données réelles comme les montagnes présentées
dans la Fig. 55.
Des versions plus simples permettant de représenter des rectangles et des carrées sont éga-
lement disponibles dans le modèle de représentation. Le champ de distance produit par un
quadrangle produit un quadrangle aux coins arrondis.
Dans notre implémentation, nous utilisons uneparamétrisation sur des quadrangles convexes.
Cette dernière découle d’un calcul d’interpolation bilinéaire inverse (c’est-à-dire étant donné un
point dans le polygone, il s’agit de trouver quelle est sa paramétrisation (u,v)). Le détail de cet
algorithme est disponible sur la page de Quílez [315].
Rectangle Quadrangle 
Figure 55 : Utilisation de données réelles (Mont St. Helens, U.S.A.) et projection sur deux quadrangles
convexes. Pour un point donné dans le quadrangle, nous calculons ses coordonnées (u,v)
permettant d’interpoler l’élévation à partir de la carte d’élévations.
3





Figure 56 : Des formes complexes peuvent être définies à l’aide de ces formes polygonales. Un lac est créé
en définissant un ensemble de profils croissants de manière radiale depuis le centre c de la
forme.
3.2.5 Les primitives à contours
Ces primitives sont créées depuis une courbe γ étoilée autour d’un centre c et avec un ens-
emble de fonctions de profil {ci} associées à des angles θi qui décrivent l’élévation de manière
radiale. Chaque section de coupe est stockée sous la forme d’une fonction uni-dimensionnelle
par morceaux de quadriques (Fig. 56). La fonction d’élévation f est définie comme suit : soit un
point p, nous calculons ses coordonnées polaires c’est-à-dire la distance d(p) et l’angle θ(p) par




L’élévation d’un point c(p) dépend de la section de coupe c. Cette coupe est construite à l’aide
d’un ensemble de sections de coupe stockées explicitement que l’on interpole en fonction du
secteur angulaire. Cela correspond à :
c(d) =
(
1− (3t2 − 2t3)) ci(d) + (3t2 − 2t3) ci+1(d)
Les fonctions d’élévation et de poids de la primitive à contour sont définies par :
f (p) = cz + c ◦ d(p) , α(p) = cα ◦ d(p) .
Ces primitives ressemblent aux fonctions de distance anisotropes des implicit sweep objects
proposées par Crespin et al. [83].
3 . 3 Opérateurs
Les opérateurs sont des nœuds internes qui combinent les fonctions d’élévation et de poids
de leurs sous-arbres pour définir deux nouvelles fonctions f et α. Nous considérons par la suite






Figure 57 : L’opérateur demélange permet d’agréger plusieurs primitives demanière continue. Ce nœud
peut être transformé en un opérateur n-aire pour gérer plusieurs primitives.
3.3.1 L’opérateur de mélange
L’opérateur de mélange est un moyen efficace de créer de grands terrains à l’aide d’un ensem-
ble de patchs. Le mélange de deux nœuds A et B combine les fonctions d’élévations fA et fB en
fonction des poids αA et αB et permet d’agréger deux primitives de terrains (Fig. 57).
f =
αA fA + αB fB
αA + αB
, α = αA + αB .
Quand deux primitives sont suffisamment éloignées (leurs supports ΩA et ΩB ne s’inter-
sectent pas), elles n’ont pas d’influence l’une sur l’autre et le résultat est alors l’union des deux
patchs de terrains produits par les sous-arbres A et B. Quand les primitives se rapprochent, les
régions d’influence s’intersectent et les primitives se mélangent progressivement (Fig. 58). La
zone de transition Ω0 \ΩT n’étant pas toujours visualisée, il est important de savoir qu’elle est
également modifiée par cet opérateur. Il est possible de voir apparaître des zones non-connexes
dans ΩT.
Pas de recouvrement Recouvrement partiel Recouvrement fort 
Figure 58 : Le mélange de deux primitives permet d’étendre le domaine de définition de notre terrain. Si
les deux primitives sont disjointes, l’opérateur correspond à une union. Quand les primitives
se rapprochent, leurs supports et leurs élévations se mélangent de façon continue.
3





Figure 59 : L’opérateur de remplacement permet de sculpter facilement la forme d’un paysage. Il permet
également de représenter une notion de temporalité : ici, le dernier opérande correspond au
cratère le plus récent.
L’opérateur de mélange peut être facilement étendu pour devenir un opérateur n-aire. Cette
propriété est importante et nous permet d’optimiser la structure de l’arbre quand beaucoup de















L’opérateur de mélange étant associatif et commutatif, il est possible de reformuler hiérarchi-
quement un arbre de construction :
B(A,B,C,D) = B(B(A,B),B(C,D))
Cet opérateur, combiné à une grille accélératrice, permet de mélanger plusieurs dizaines de
milliers de primitives de façon rapide et efficace.
3.3.2 L’opérateur de remplacement
Cet opérateur permet de remplacer unmorceau de terrain dans un sous-domaine. On l’utilise
pour placer des lacs, des monts, des rivières ou encore des routes sur un terrain existant. Ce
nœud permet de remplacer de façon continue le sous-arbre gaucheA par le sous-arbre B. Il peut
être utilisé pour placer une forme géométrique précise contenant de l’eau sur un terrain comme
un torrent ou un lac. Il est également facile de sculpter des paysages ayant subi desmodifications
temporellement plus récentes (terrassement d’un paysage naturel le long d’une trajectoire pour
construire une route, impact d’un nouveau cratère sur une surface lunaire) (Fig. 59).
L’opérateur est asymétrique 3 : le nœud A est remplacé par B uniquement là où αB > 0 :
f = (1− αB) fA + αB fB , α = αA .






dans le désert 
Figure 60 : Les dunes de sable ont été rajoutées à un paysage montagneux. Pour que le sable soit présent
dans les basses altitudes sans recouvrir les roches, la fonction de poids αB a été définie à l’aide
de l’élévation fA et du gradient ∇ fA de la montagne.
En général, nous voulons garder le poids de l’opérande gauche ce qui donne α= αA. En fonc-
tion du contexte, nous pouvons également prendre en compte l’influence de la fonction de poids
αB et définir alors :
α = (1− αB)αA + αB2 ,
ce qui remplace progressivement αA par αB.
3.3.3 L’opérateur de dépôt
Cet opérateur asymétrique 4) ajoute localement des variations et des détails sur un terrain
existant A en accord avec la fonction de poids αB du deuxième opérande B (Fig. 60).
f = fA + αB fB , α = αA .
De manière similaire à l’opérateur de remplacement, nous voulons souvent garder le poids
de l’opérande gauche, ce qui revient à définir α = αA. Une autre possibilité est de prendre en
compte l’influence du deuxième argument αB en définissant
α = αA + αB
2 .
Ceci permet d’accroître le poids du résultat aux emplacements où se font les rajouts. Cet opéra-
teur permet de rajouter des monticules ou des dunes sur un terrain relativement plat. Ce nœud
peut se convertir facilement en un opérateur de retrait quand f représente une valeur négative.
3.3.4 L’opérateur de déformation
Cet opérateur permet une distorsion des parcelles de terrain en déformant le domaine spatial
des fonctions d’élévation f et de poids α (Fig. 61). Une déformation est une fonction de classe C2
4. L’opérateur est non commutatif et associatif à gauche.
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Figure 61 : Il est possible de déformer aussi bien les primitives que des morceaux de terrains combinés.
Une déformation permet d’éliminer la répétitivité que l’on peut retrouver quand on utilise
massivement une même primitive.
bijective notée ω(p) : R2→ R2. L’opérateur de déformation d’une primitive est défini comme
un nœud unaire qui peut être évalué ainsi :
f (p) = fA ◦ω−1(p) , α(p) = αA ◦ω−1(p) .
Dans certains cas, nous voulons calculer le gradient de la fonction d’élévation, e.g., pour éva-
luer une normale sur le terrain. Le gradient d’une fonction continue C1 notée f , déformée par
une fonction bijective ω est :
∇ f (p) =∇ fA ◦ω−1(p)× Jω−1(p) .
Afind’optimiser les temps de calcul, nous pré-calculons le Jacobien Jω−1 pour chaque fonction
de déformation ω présente sur le terrain.
3.3.5 L’opérateur de remplissage
L’opérateur de remplissage permet de calculer l’épaisseur nécessaire f (p) pour combler un
terrain fA jusqu’à une hauteur donnée fB. Cet opérateur est très utile pour remplir d’eau le lit
des rivières (Fig. 62). Selon la fonction de poids αB, cette hauteur sera ou non atteinte.
f (p) =
{
0 si fA ≥ fB ,
( fA − fB)×max(1,αB) sinon,
α(p) = αB(p) .
3 . 4 Instanciation et opérateurs de transformations
Chaque morceau de terrain peut être décrit dans le repère du monde. Afin de permettre la
réutilisation d’une parcelle de terrain déjà existante ailleurs, nous proposons de transformer
3
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Figure 62 : L’opérateur de remplissage permet de facilement construire l’épaisseur de la couche d’eau
d’une rivière (pour obtenir une élévation souhaitée), y compris quand cette couche est défini
sur un terrain en pente.
l’arbre de construction en un graphe orienté acyclique. Nous définissons dans le modèle la no-
tion d’instance : c’est unmorceau de terrain défini par une primitive ou un arbre de construction
qui est utilisé plusieurs fois dans une scène. Ces instances nécessitent donc des opérateurs de
placement associés (Fig. 63). Chaque instance peut être elle-même déformée de façon unique.
Dans le cas où une parcelle de terrain est instanciée plusieurs fois sans déformation, elle ne
sculptera pas le terrain de manière identique. En effet, chaque instance sera combinée dans un
environnement différent ce qui créera un résultat unique à chaque fois.
Les transformations affines sont des opérateurs de déformation spécifiques. Bien que le résul-
tat revienne à appliquer les mêmes transformations sur les squelettes des primitives, l’avantage
vient de la possibilité de transformer un morceau de terrain complexe correspondant à tout un
sous-arbre (i. e. plusieurs primitives). Ainsi, chaque primitive est définie dans un repère propre
et avec une orientation et une mise à l’échelle canoniques.
Nous détaillons maintenant les opérations de base qui correspondent à des transformations
affines.
Translations
Un nœud de translation est un opérateur unaire qui stocke un vecteur de transformation t à
la création et qui s’écrit sous la forme :
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Figure 63 : L’instanciation associée aux opérateurs de transformations (translation, rotation, homothétie)
permet de réutiliser une primitive plusieurs fois dans une scène.
Rotations
Un nœud de rotation de centre c est un opérateur unaire qui stocke un angle (en radian) θ à
la création et qui s’écrit sous la forme :








−cx cosθ + cy sinθ + cx




Un nœud demise à l’échelle est un opérateur unaire qui stocke un point de référence c (centre
de l’homothétie) et un scalaire de mise à l’échelle s. Les fonctions correspondantes s’écrivent :








−s · cx + cx
−s · cy + cy
)
.
Quand s = −1, on a une symétrie de centre c. En différenciant le s selon les coordonnées x et y,
il est possible de réaliser une mise à l’échelle non uniforme (pour aplatir une primitive selon un
des deux axes).
3
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Symétries axiales
Un nœud de symétrie axiale est un opérateur unaire qui réalise la réflexion d’un point par
rapport à une droite définie par un point c et un vecteur directeur unitaire a. Les fonctions
correspondantes s’écrivent :
f (p) = fA(Sa · p+ t) , α(p) = αA(Sa · p+ t) ,
Sa =
(
ax2 − ay2 2 · ax · ay




−ax2 cx + ay2 cx − 2 cy ax ay + cx
−ay2 cy + ax2 cy − 2 cx ax ay + cy
)
.
3 . 5 Niveaux de détails
Le modèle d’arbre de construction permet de représenter une fonction d’élévation continue.
Cette fonction d’élévation peut comporter des détails de hautes fréquences qui ne sont visibles
qu’à très courte distance. On cherche à adapter le calcul de f en utilisant un système de niveau
de détails. Ce système repose soit sur des nœuds internes décidant d’un niveau de détails, soit
sur des primitives spécifiques paramétrées par un niveau de détails. Nous notons
κ(p) : R2→ [0,1]
une fonction continue C2 définissant le niveau de détails, voulu à une instant donné, pour tout
point p. Quand κ(p) = 0, on est au niveau de détails minimum et quand κ(p) = 1, on est au
niveau de détails maximum.
3.5.1 Opérateurs de changement de niveaux de détails
Les opérateurs de changement de niveaux de détails sont des nœuds binaires dont les sous-
arbres sont évalués en fonction du niveau de détails voulu en entrée κ(p). Ils s’inspirent des
nœuds de niveaux de détails proposés par Barbier et al. [17]. Ces nœuds sont caractérisés par
deux valeurs faisant office de seuil : kA et kB avec 0 ≤ kA < kB ≤ 1 qui définissent quel sous-




fA si κ(p) ≤ kA ,




kB − kA .
La fonction de poids α est calculée de la même manière.
α(p) =

αA si κ(p) ≤ kA ,
(1− t)αA + tαB si kA < κ(p) ≤ kB ,
αB sinon.
3
90 modélisation par modelés
k(p) 
b (k(p)) 
b 1 b 2 b 3 
Figure 64 : Un exemple de primitive-disque paramétrée par un niveau de détails. Alors que le niveau
de détails global κ augmente, les fonctions bi vont progressivement croître pour ajouter du
détail.
3.5.2 Les primitives à niveaux de détails continus
Ces primitives sont caractérisées par une fonction d’élévation f (p) dont le calcul dépend de la
fonction de niveaux de détails κ(p). Ces primitives à niveaux de détails simplifient automatique-
ment leur évaluation dans l’objectif d’accélérer les calculs quand le niveau de détail diminue.
Notre système implémente plusieurs types de primitives à niveaux de détails continus. Un
exemple est la primitive disque dont la fonction d’élévation correspond à une somme de fonc-
tions de bruits d’amplitudes décroissantes et de fréquences croissantes. Quand cette primitive
est interrogée avec un faible niveau de détails, elle ne somme que les plus basses fréquences.
Entre deux niveaux de détails, elle interpole les élévations afin d’obtenir une transition douce
et continue. Nous définissons f (p) :








bi ◦ κ(p) .
Les fonctions de filtres bi : [0, 1 ] → [0, 1 ] sont définies comme des fonctions augmentant
doucement le niveau de détails κ(p) sur l’intervalle [ k−i , k
+
i ] (Fig. 64). Nous avons toujours
bi(1) = 1 (si on demande le maximum de détails, on somme toutes les harmoniques). De même
b0(0) = 1 : au niveau de détails le plus faible, on calcule tout de même l’harmonique de plus
basse fréquence. Soit κp = κ(p), le niveau de détail global souhaité.
bi(κp) =

0 si κp ≤ k−i ,(
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Leniveaudes détails contenus peut être contrôlé par la définitiondes différents intervalles [ k−i , k
+
i ].
Dans notre implémentation, nous définissons κ(p) de manière à ce que le niveau de détails di-
minue alors que la distance entre la caméra et le point évalué augmente.
3 . 6 Gestion multi-couches
Les modèles multi-couches permettent de représenter des terrains comportant plusieurs ma-
tériaux différents (e. g. l’eau ou le sable). Il est possible de manipuler des morceaux de terrains
qui auront chacun des propriétés visuelles et physiques différentes. L’intérêt est de pouvoir as-
socier des matériaux et des textures propres à chaque type de sol (terre, roche, sable) et de
permettre l’utilisation d’algorithmes qui manipulent la notion de matériaux. Des simulations
montrent que l’érosion hydraulique ou les changements géologiques influencent différemment
le terrain selon sa composition [29, 328]. Ainsi l’écoulement de l’eau affecte davantage les sols
meubles et sédimentaires.
Si les simulations nécessitant des calculs de voisinages (sur des grilles par exemple) ne sont
pas possibles dans le modèle de représentation proposé, il est toutefois possible d’imaginer des
opérateurs (ou des outils) manipulant spécifiquement la notion dematériaux. Ainsi, l’opérateur
de remplissage est particulièrement adapté pour définir l’épaisseur d’eau locale, le long d’une
trajectoire correspondant à une rivière.
Modèle à plusieurs arbres
Pour représenter plusieurs matériaux, nous proposons de réutiliser le modèle de terrain vec-
toriel par arbre de construction pour définir des couches de matériaux homogènes. Nous re-
présentons alors un terrain comme une liste ordonnée de couches, donc une liste d’arbres de
construction (Fig. 65). L’ordre détermine la superposition des résultats.
Un des problèmes de cette représentation est l’apparition de discontinuités sur les bords du
domaine. Si au bord du domaine d’existence d’une des couches supérieures (par exemple, du
sable sur de la roche), l’épaisseur n’est pas nulle, alors, il existera une frontière discontinue.
Pour résoudre ce problème, il est possible d’utiliser un opérateur de raccord spécifique. L’opé-
rateur de lissage multiplie la hauteur par le poids afin d’annuler progressivement l’épaisseur.
Ajouter une couche de matériaux par dessus un terrain existant se fera donc avec un raccord
continu : au bord du domaine de définition de cette couche, l’épaisseur sera nulle.
f (p) = fA αA , α(p) = αA .
Pour certaines couches dematériaux, il est intéressant de pouvoir définir l’épaisseur d’unma-
tériau en fonction de l’altitude d’une autre couche : cela nécessite que les arbres de construction
des couches supérieures puissent être construits en évaluant les arbres de construction des cou-
ches inférieures. Par exemple, une couche de sable peut être définie pour recouvrir les zones
inférieures d’un lac (Fig. 66). De la mêmemanière, on peut faire en sorte que le sable ne soit pas
présent là où la pente du terrain est trop forte.
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Autres informations : Multi-matériaux : 
Figure 65 : Dans la plupart des figures de ce document, c’est la représentationmulti-arbres qui est utilisée.
Celle-ci a plusieurs avantages : elle est contrôlable et générique (tous les arbres utilisent les
mêmes types de nœuds classiques) et permet d’utiliser autant de fonctions que l’on souhaite
(qui peuvent correspondre à des épaisseurs, à des champs d’informations ou encore à des
densités).
Cette représentation est générique et permet de définir un nombre quelconque de couches
(Fig. 67). Il est également possible de représenter des informations supplémentaires comme des
fonctions d’importance (pour la visualisation) ou de densité (pour la végétation). Ce modèle
permet de contrôler chaque couche de matériaux indépendamment des autres. Il est également
efficace puisque chaque arbre de construction maintient sa propre hiérarchie de boîtes englo-
bantes ce qui permet d’éviter de nombreux calculs si la contribution d’une couche dematériaux
est nulle sur de grandes zones. Comme la composition géologique de chaque couche est homo-
gène, les frontières entre les différentes couches sont nettes. La représentation n’est donc pas
adaptée à représenter des mélanges hétérogènes. C’est pourquoi, pour rendre les scènes réa-
listes, on utilise généralement l’élévation ou le gradient de la couche inférieure pour définir la
nouvelle épaisseur.
Figure 66 : Dans cette scène, le sable a été placé sur les pentes faibles, en dessous d’une certaine altitude.
L’eau définit une autre couche de matériaux. Enfin, la densité de végétation est représentée
par un arbre supplémentaire.
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Figure 67 : Une scène de test d’utilisation de plusieurs couches de matériaux. Avec ce système, il est
possible de définir autant de matériaux que l’on souhaite.
3 . 7 Résultats
Nous avons implanté cette représentation dans une bibliothèque écrite en C++. Tous les ter-
rains présents en illustrations dans les chapitres 3, 4 et 5 sont représentés dans notre formalisme.
Le relief a été extrait sous la forme d’un maillage surfacique à l’aide d’un ordinateur de bureau
équipé d’un Intel® Core i7 avec une fréquence de 3GHz et 16Go de RAM. Les images photo-
réalistes avec de la végétation ont été produites en texturant et en décorant chaque relief dans
e-on VUE xStream®. Les scènes complètes ont ensuite été rendues en les important dansMen-
talRay®.
3.7.1 Performances mémoires
Les images vectorielles représentent les objets à l’aide de primitives géométriques (points,
lignes, courbes, polygones) intuitives àmanipuler. Ces structures ne stockent pas d’échantillons
de l’objet (des pixels représentant une couleur ou une élévation). Ces représentations vecto-
rielles permettent également de construire des scènes où les objets ont des résolutions ou des
tailles très différentes. Comme nos primitives fonctionnent avec des supports compacts, nous
pouvons considérer que le modèle de représentation est vectoriel.
Les modèles procéduraux représentent les objets à l’aide de formules mathématiques ou d’al-
gorithmes. Ils sont très légers en mémoire (ils ne stockent pas l’objet, ils ne stockent même pas
une description géométrique exacte de l’objet, mais ils stockent les paramètres de l’algorithme
de construction de l’objet) et sont capables de générer des résultats visuellement complexes.
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Figure 68 : Le modèle permet de représenter des scènes composées d’éléments de taille très variable.
Dans cet exemple, le relief général a été généré en mélangeant plusieurs primitives-disques ;
la montagne plus détaillée, qui borde la mer, provient d’une primitive à image. Enfin, le relief
du lac a été créé par une combinaison de primitives disques et creusé par un opérateur de
remplacement.
Malheureusement, ces représentations sont généralement peu intuitives. Une grande partie des
fonctions d’élévation utilisables dans le modèle sont procédurales.
Le modèle de terrain mixe donc représentations vectorielles et représentations procédurales
(Fig. 68). Chaque arbre de construction peut être stocké de manière compacte par un tableau
de paramètres correspondant aux nœuds et à leurs paramètres. La structure est légère et nos
expérimentations montrent (Tableau 2) que, dans la majorité des cas, une dizaine ou une cen-
taine de primitives par kilomètre carré suffisent pour représenter les différents types de relief
présents dans la nature (collines, montagnes, rivières), les détails au sol étant introduits par des
fonctions de bruit. Des primitives supplémentaires pourraient encore enrichir le sol de détails
avec des empreintes de pas, des traces de véhicules, des ridules sur le sable ou des crevasses.
Le système permet également de gérer de l’instanciation. Ce mécanisme autorise l’utilisation
d’une même primitive, ou d’un même sous-arbre, de multiples fois et ce à plusieurs endroits.
Chaque instance étant transformée de manière unique (mise à l’échelle, rotation), parfois défor-
mée et enfin combinée dans son environnement propre, il n’y a généralement plus de similarité
visuelle apparente. Un exemple de scène construite uniquement avec 3 types de primitives (la
primitive de sable Fig. 60, la primitive de lac Fig. 56 et une trentaine d’instances de la primitive
de montagne Fig. 61) est visible en Fig. 69.
Figure 69 : Cette scène complexe est composée d’environ 30 instances d’une même et unique primitive
de montagne (ce patch de relief est illustré en Fig. 61).
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Tableau 2 : Statistiques mémoire pour la plupart des scènes. Le coût en mémoire est en ko, la superficie
est exprimée en km2. La plupart des scènes ont été créées en 15 à 55minutes, lamajeure partie
de ce temps ayant été utilisée pour placer les détails. Le coût-mémoire des primitives-images
utilisées dans la construction des scènes est inclus dans le calcul (par exemple, la primitive-
image utilisée dans Fig. 68 est environ 61 ko).
Scène Surface Analyse mémoire
(km2) # Primitives # Opérateurs Coût-mémoire (ko)
Fig. 46 1× 1 20 3 3
Fig. 68 200× 200 15 3 81
Fig. 69 x× x x x x
Fig. 70 100× 100 50 25 7
Fig. 71 2× 2 78 10 12
Fig. 75 2× 2 70 9 10
Fig. 87 0.6× 0.6 148 9 19
Fig. 111 31× 31 19826 503 1966
Fig. 114 50× 50 48618 1218 4808
Fig. 115 55× 55 73970 1531 7496
Fig. 116 56× 56 81653 1609 8180
Fig. 117 40× 40 31055 718 3058
Fig. 118 58× 58 72731 1666 7174
Fig. 119 55× 55 65670 1520 6362
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Figure 70 : Notre représentation, combinée avec des textures et un rendu photo-réaliste permet de créer
des reliefs complexes. L’arbre de construction de cette scène n’est composé que de trois types
de primitives : le lac correspond à la Fig. 56, les dunes de sables à la Fig. 60 et les montagnes
sont plusieurs instances de la Fig. 61. L’épaisseur de la couche d’eau est définie à l’aide d’un
arbre de construction supplémentaire.
3.7.2 Expressivité
Avec ce modèle (et la bibliothèque actuelle composée de modelés de collines, de montagnes
ou encore de rivières), nous sommes capables de représenter la plupart des reliefs présents dans
la nature tout en recouvrant la surface du relief de petits détails à l’aide de fonctions de bruit
bien réglées. Nous pouvons également enrichir toutes nos scènes avec des primitives supplé-
mentaires représentant de très petits détails au sol qui ne correspondent pas à du bruit comme
des empreintes de pas ou de véhicules, des ridules sur le sable, la modification du terrain pro-
voquée par les racines d’un arbre ou des crevasses.
Notre approche permet de construire et e manipuler des terrains complexes et variés en com-
posant à la fois des primitives définissant des caractéristiques de grande taille (montagnes,
plaines, plateaux) et des primitives de plus petite taille pour sculpter et éditer des détails de
relief (rivières, dunes, lacs). On peut donc construire et éditer un terrain hiérarchiquement et
de façon à ce qu’il comprenne de nombreux modelés de différentes résolutions (Fig. 70).
Figure 71 : Notre modèle permet de construire des scènes complexes. En utilisant des arbres de construc-
tion supplémentaires, il est possible de représenter plusieurs couches de matériaux (ici, la




Figure 72 : Importation et modifications du relief de Hawaii dans notre formalisme.
Les mécanismes de niveaux de détails permettent de construire des terrains dont le relief
peut se simplifier quand la caméra est éloignée. Ces outils permettent d’extraire des surfaces
plus rapidement en ignorant une partie des calculs. La transition entre deux niveaux de détails
est assurée de manière continue.
Ce modèle permet une représentation multi-matériaux des scènes. Les représentations précé-
dentes [30, 299] (présentées en Section 2.2.3) reposent souvent sur une structure de voxels ou de
piles dematières qui sont très coûteuses enmémoire. La possibilité de construire et d’éditer des
couches de matériaux de façon vectorielle permet de représenter des scènes complexes (Fig. 71).
Le modèle peut s’étendre facilement par l’ajout de nouvelles primitives ou d’opérateurs qui
répondront aux besoins spécifiques d’un utilisateur. En pratique, pour développer un nouveau
nœud dans le modèle hiérarchique, il suffit d’intégrer une nouvelle classe définissant f (p) et
α(p) ce qui consiste à écrire une dizaine de lignes de code.
Notre représentation permet aussi d’utiliser des données réelles sous forme de cartes de hau-
teurs. Leur coût-mémoire est non-négligeable mais elles sont utiles pour représenter certains
reliefs très complexes (comme des tronçons de rivières ou des confluences). Il est relativement
facile d’intégrer des fonctions procédurales pour modifier ces reliefs réels afin de les intégrer
dans une scène (grâce à des déformations) ou pour les enrichir avec des détails procéduraux
(Fig. 72).
3.7.3 Édition
Notre paradigme de modélisation s’appuie sur la notion de modelés (feature modeling). Les
modelés étant des unités de reliefs visuellement homogènes, il est relativement intuitif de les
manipuler. Avec cette représentation, on manipule donc des éléments de plus haut niveau sans
s’intéresser au calcul de la géométrie de manière exacte (Fig. 73). En cela, notre représentation
s’inspire de la Constructive Solid Geometry : chaquemorceau de terrain est paramétré par l’artiste
qui a aussi un contrôle précis sur le placement des primitives.
Les algorithmes de génération procédurale de terrains peuvent s’appuyer sur ce type de mo-
dèle comme le démontre la méthode de génération d’îles présentée dans le Chapitre 5 (et dans
les articles associés [139, 140]) et qui repose sur cemodèle de représentation. Ainsi, pour le déve-
loppement de ces algorithmes, le programmeur se concentre principalement sur la distribution
des primitives et sur leur paramétrage.
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Figure 73 : La modélisation par modelés permet à l’infographiste de placer et de contrôler des éléments
du relief indépendamment les uns des autres.
L’utilisation de primitives procédurales définies sur des domaines compacts et représentant
différents types de structures géologiques/géographiques permet un contrôle à la fois local et
semi-global. Il est facile pour un artiste d’éditer localement le terrain et d’augmenter les détails.
Le modèle permet de construire des scènes de tailles variées (Fig. 68) avec un niveau de détails
élevé (Fig. 71).
Une des principales clés de cette représentation est l’utilisation de fonctions de poids α à sup-
port compactes. Contrairement aux surfaces implicites classiques, chaque primitive différencie
sa forme de son domaine. Comme les opérateursmanipulent à la fois les formes et les domaines,
il est possible de construire des fonctions de combinaisons complexes mais pourtant intuitives.
Les zones de transitions Ω0 \ΩT peuvent être visualisées et permettent un raccord continu du
relief.
L’instanciation permet d’augmenter les performances du modèle, en ne représentant en mé-
moire qu’une seule et unique fois des modelés utilisés plusieurs fois dans la scène. En plus
de cette optimisation en terme de mémoire, l’instanciation permet de proposer à l’utilisateur
un outil de copier/coller très intuitif. Il est possible de sélectionner une sous-partie d’un arbre
définissant un morceau de terrain et de la dupliquer en d’autres endroits.
La visualisation du modèle est également importante (elle est traitée dans le Chapitre 4),
en particulier pour éviter des artefacts visuelles provenant de l’utilisation de fonctions multi-
couches. Comme l’édition d’une scène dépend également de la possibilité d’interagir en temps-
réel avec lemodèle, de nombreuses optimisations sontmises en place pour accélérer l’évaluation
de l’arbre de construction. En général, l’évaluation d’un arbre ne prend que quelques secondes
sur une architecture CPU et seulement quelques millisecondes sur GPU. Le système de niveaux
de détails, la hiérarchie de boîtes englobantes, l’élagage fréquentiel, la décomposition d’arbres
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ou l’utilisation de structures accélératrices classiques (comme les quadtrees) sont autant d’opti-
misations facilement intégrables dans le modèle et qui influencent beaucoup les performances.
3 . 8 Limitations et perspectives
Nous présentons ici certaines limitations et perspectives qui touchent le modèle de représen-
tation de terrains par arbres de construction.
3.8.1 Limitations
Notre modèle ne permet de représenter que des terrains 2D surfaciques sans surplombs, con-
trairement aux méthodes basées sur des piles de matières ou sur des voxels. Cela est dû à la
nature des calculs d’évaluations dans l’arbre. Si cette contrainte empêche la représentation de
terrains réellement 3D et nous fait perdre en expressivité, le modèle gagne en performances
en proposant une évaluation dite pure (i. e. qui ne requiert de calculer la fonction qu’en un seul
point). Il nous est toutefois possible de représenter plusieurs couches déposées les unes sur les
autres à l’aide d’arbres supplémentaires. Le sable et l’eau des figure Fig. 69, Fig. 70 et Fig. 71
sont générés par deux arbres additionnels.
Nous avons proposé quelques primitives et opérateurs pour ce modèle de représentation.
Dans une optique d’utilisation réelle du modèle, il serait nécessaire d’enrichir notre biblio-
thèque avec de nouveaux types de nœuds si l’on souhaite représenter de nouveaux reliefs. Cette
opération est facile à effectuer mais il est tout de même nécessaire d’avoir une définition analy-
tique des modelés que l’on veut représenter. Parmi les modelés que nous aimerions avoir dans
notre bibliothèque figurent par exemple les mesas.
Comme mentionné ci-dessus, la représentation interdit l’utilisation de simulations clas-
siques nécessitant des calculs de voisinage. Ainsi pour utiliser les méthodes d’érosion ou de
weathering décrites dans l’état de l’art, il est nécessaire d’extraire un modèle 3D échantillonné
depuis notre représentation fonctionnelle pure.
Si le modèle permet d’utiliser des données échantillonnées (comme des cartes de hauteurs),
ces primitives-images nécessitent de stocker des données importantes dans l’arbre, ce qui im-
pacte les performances-mémoire. Cette limitation est un défi majeur.
Enfin, nous proposons un nouveau paradigme de modélisation qui s’abstrait (ou en tout cas,
s’éloigne) de la manipulation de la géométrie. Il présente des avantages par rapport aux outils
classiques de modélisation et de subdivision mais un obstacle important à son adoption reste
l’inertie technologique et ergonomique des infographistes et des développeurs.
3.8.2 Perspectives
Cette section présente les perspectives majeures de la représentation des terrains selon le
modèle par arbre de construction.
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Les techniques d’érosion habituelles utilisent principalement des modèles de simulations ex-
trêmement coûteux en temps de calculs. Dans ces simulations, on retrouve une notion de voi-
sinage : il n’est pas possible de simuler l’érosion en un point sans connaître l’état de l’environ-
nement proche. De plus, ces simulations se calculent sur une discrétisation de l’environnement
alors que le modèle par arbre de construction crée une fonction d’élévation continue. Malgré
tout, on peut chercher à modéliser une érosion ontogénétique fonctionnelle (qui s’intéresse
aux résultats visuels mais pas aux processus réels d’érosion). Un modèle d’érosion qui se prête-
rait à cette structure fonctionnelle (dont l’évaluation est pure) est proposée par de Carpentier et
Bidarra [96]. Il repose sur la construction d’une fonction de bruits dont le domaine de définition
est déformé à l’aide de son gradient.
La perspective la plus importante concerne la modélisation procédurale inverse. Si, à partir
de données échantillonnées (un terrain réel ou construit par un artiste) il est possible de retrou-
ver un arbre de construction de primitives qui approxime le relief de départ, alors cemodèle sera
réellement complet et utilisable à une échelle industrielle. Cette perspective ouvre à elle seule
de nombreuses applications : en premier lieu, ce modèle pourrait permettre la compression
mémoire de terrains. Ensuite, il deviendrait possible d’utiliser des algorithmes de simulation
d’érosion dans ce modèle : on passerait par une représentation échantillonnée pour faire les cal-
culs. Enfin, de nombreux outils interactifs seraient utilisables par les infographistes pour éditer
temporairement et localement des morceaux de terrains.
Une autre perspective concerne les textures et les matériaux. Actuellement, seul le relief gros-
sier est modélisé dans la représentation. Pour obtenir un aspect visuel complet, il serait néces-
saire de pouvoir générer, plaquer et paramétrer des textures tenant compte à la fois de la cou-
leur et des micro-reliefs de la surface (au travers de normals maps). L’utilisation de textures pro-
cédurales paramétrables localement est une des solutions envisageables.
Les textures et matériaux en question devront être placés en fonction de la composition des
sols. Actuellement, le modèle gère une notion de multi-matériaux sous forme d’un empilement
de couches géologiquement homogènes. Un défimajeur consiste à gérer plus finement les fron-
tières entre ces matériaux. Une interface peut correspondre à plusieurs cas de figures : nous les
appelons frontièresmarquées (e. g. entre de la terre et de l’asphalte), transitions floues (e. g. entre
des galets et du sable), et enfin transitions hétérogènes (e. g. entre de la terre et du sable).
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Figure 74 : En 2007, le CryEngine 2 propose des ou-
tils pour mêler cartes de hauteurs et re-
présentations non-planaires
La représentations des surplombs constitue
un autre problème. Le formalisme que nous
avons proposé permet de construire des fonc-
tions f (px,py) = z. L’utilisationd’une fonction
de poids associée à chaque nœud, couplée à
la compacité des primitives permet de contrô-
ler facilement la création d’un terrain planaire.
Pour construire des terrains avec des surpl-
ombs, il est possible d’utiliser un formalisme
connu de longue date comme celui des sur-
faces implicites où on construit une isosurface
f (px,py,pz) = 0. Coupler les deuxmodèles est
certainement possible mais il est nécessaire de
définir proprement les interfaces entre les deux types de fonctions (afin de profiter autant que
possible des performances et du contrôle du modèle planaire). L’utilisation de surfaces impli-
cites sur des cartes de hauteurs a déjà été implantée dans certains moteurs graphiques (Fig. 74)
comme le CryEngine 2 (des démonstrations sont disponibles sur Internet [87]) ou dans le sys-
tème Arches [299].
Enfin, l’arbre de construction (ou le graphe acyclique orienté) représente un arbre syntaxique
abstrait (AST) 5. Il est possible d’analyser cet AST pour le simplifier afin de diminuer sa taille et
ainsi optimiser les calculs d’évaluation. La réorganisation des nœuds, l’analyse de l’empreinte
au sol des primitives, ou la vérification de leur validité sont autant de petites optimisations, qui,
cumulées, peuvent augmenter les performances de visualisation (et donc d’interaction) de notre
représentation.
3 . 9 Conclusions
Figure 75 : Une scène représentant un canyon,
construite avec le modèle
Avec ce modèle, nous proposons une repré-
sentation fonctionnelle qui est contrôlable lo-
calement. Cette structure est utilisée pour con-
struire une fonction continued’élévation repré-
sentant un terrain (Fig. 75). La description de
la scène à l’aide d’un arbre de construction et
la manipulation de modelés (unité de reliefs
visuellement homogènes) rend intuitif l’édition
d’une scène.Notre représentation est procédu-
rale : elle ne stocke que peu d’informations (la
structure de l’arbre, les positions des primitives,
les paramètres de chaque nœud) et n’a qu’une
faible empreinte mémoire.
5. Chaque arbre correspond donc à une expression algébrique.
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Il est possible d’étendre les fonctionnalités de ce nouveau modèle dans de nombreuses direc-
tions. Plusieurs pistes d’extensions ont déjà été explorées comme l’intégration d’un système
de niveau de détails, la possibilité de gérer plusieurs couches de matériaux, ou encore la ges-
tion des instances en utilisant des DAGs. D’autres perspectives sont identifiées : intégration
de modèles d’érosions ontogénétiques, représentation des textures, modélisation procédurale
inverse...
Chaque arbre de construction (ou graphe orienté acyclique) représente une fonction d’éléva-
tion continue. Celle-ci peut avoir des variations d’élévation de hautes fréquences pour représen-
ter des détails du relief. La visualisation des contours des domaines de définition de la fonction
ou des couches dematériaux est également un problème difficile. Dans le Chapitre 4, nous nous
intéressons à visualiser le modèle de représentation continue à l’aide de techniques d’extraction
de surfaces ou de lancer de rayons.
Dans le Chapitre 5, nous utilisons ce modèle de représentation comme support pour un al-
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Dans ce chapitre, nous cherchons à visualiser le modèle de terrain par arbres de construc-
tion (décrit Chapitre 3). Cette représentation permet de construire facilement des fonctions
continues en manipulant des primitives qui ont une influence locale sur le relief et qui sont
combinées à l’aide d’opérateurs intuitifs. Même si l’on a une représentation vectorielle qui
définit une fonction d’élévation continue, visualiser sans artefact et de façon efficace cette
fonction est un tâche complexe. Pour rendre une scène 3D, on discrétise généralement les
données pour pouvoir traiter des ensembles de triangles. Le processus de discrétisation est
fortement dépendant de la précision des données à afficher : si l’échantillonnage n’est pas
suffisamment fin, on perd des détails. La précision dumodèle n’est pas le seul critère de qua-
lité : en effet, si le nombre de triangles projetés par pixel est trop important, on se retrouve
vite avec des problèmes d’aliasing géométrique.
Nous proposons deux solutions principales pour le rendu de nos modèles de terrains :
– une méthode d’extraction de maillages (Section 4.1) sur CPU qui utilise l’API OpenGL
pour projeter les triangles à l’écran. L’utilisation demaillages réguliers permet de visua-
liser rapidement la fonction de terrains. Combiné à des techniques de subdivision, il est
possible de découper les frontières entre matériaux et ainsi éviter des artefacts visuels.
– une autre approche (Section 4.2), directe, par lancer de rayons, qui permet de rendre les
modèles de terrains demanière quasi-exacte. Laméthode proposée adapte l’algorithme
du sphere tracing qui est une technique robuste pour visualiser des surfaces implicites
dans l’espace.
Nous présentons une analyse de ces deux méthodes de rendu accompagnée de quelques ré-
sultats sous forme de temps de calcul (Section 4.3). Les limitations actuelles de cesméthodes
de visualisation ainsi que plusieurs perspectives intéressantes sont abordées (Section 4.4)
avant de conclure (Section 4.5).
Ces travaux ont fait l’objet de deux publications [141, 142]. Un mémoire de stage [58], qui
détaille en partie l’architecture GPU du code de visualisation, complète cette section.
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4 . 1 Maillage multi-matériaux
Un arbre de construction représente une fonction qu’il est possible d’évaluer en un point
pour obtenir son altitude. Une technique pour visualiser des terrains revient à construire un
maillage planaire et à élever individuellement chacun des sommets avec l’arbre. Notre système
propose plusieurs outils qui construisent des maillages planaires comme des grilles régulières,
des grilles adaptatives, des maillages paramétrés autour de squelettes (point, courbes) et enfin
une technique plus générique de raffinement de maillages pour la gestion des multi-matériaux.
4.1.1 Maillages planaires non-dépendants de l’arbre
Il est possible d’évaluer l’arbre de construction sur l’ensemble des sommets d’un maillage
quelconque pour visualiser le terrain. Certains maillages sont extrêmement rapides à construire
et leur topologie n’est pas stockée explicitement, alors que d’autres sont plus complexes à gérer
mais permettent d’obtenir des triangles de meilleure qualité.
La grille régulière est un des moyens les plus rapides de visualiser le terrain. Sa topologie
est codée implicitement et ces grilles sont facilement exportables sous la forme d’images 2D.
Cette structure est donc utilisée quand on souhaite calculer une texture à partir d’un arbre de
construction. La grille peut être par la suite subdivisée si l’on souhaite obtenir les frontières
exactes des différentes couches de matériaux ou du domaine de définition.
Il peut être intéressant d’utiliser une grille adaptative. Cette structure permet de représenter
avec une grille plus grossière les éléments qui ne nécessitent pas forcément une grande précision.
Le critère de raffinement est dépendant de la distance à la caméra. Une des structures proposées
est le quadtree adaptatif, inspiré deDupuy et al. [105] et dont le critère de subdivision est amélioré
par Perrier et al. [293]. Cette structure repose sur un codage implicite de la coupe du quadtree (ce
qui permet de savoir quelles sont les cellules qui sont subdivisées) sous la forme d’un code de
Morton. Cette structure peut être directement calculée sur le GPU en quelques millisecondes.
4.1.2 Maillage planaire de Delaunay dépendant de l’arbre
Il est possible d’utiliser des maillages planaires quelconques pour la visualisation. Une des
solutions consiste à utiliser des maillages de Delaunay qui ont la propriété d’avoir des triangles
relativement équilibrés (de formes proches des triangles équilatéraux).
Pour construire un maillage de Delaunay uniforme, il faut un nuage de points qui respecte
une distribution de Poisson (i. e. dont le spectre de puissance correspond à un bruit bleu). En
pratique, un bruit bleu permet d’éviter que deux points soient trop près l’un de l’autre, ce qui
empêchera la formation de triangles trop allongés.
Dans le cas d’unmaillage adaptatif, on souhaite que le nombre d’échantillons soit plus impor-
tant dans certaines zones (par exemple, celles dont le relief est plus escarpé). Ce processus peut
être guidé par une fonction d’échantillonnage préférentiel qui est construite manuellement ou
automatiquement à l’aide d’un arbre de construction.
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Figure 76 : La définition d’une fonction d’importance (elle même représentée par un arbre de construc-
tion) permet de construire des maillages adaptatifs.
Échantillonnage préférentiel
Le but de l’échantillonnage préférentiel (importance sampling) est de guider la fonctiond’échan-
tillonnage qui sert à placer des sommets lors de la construction d’un maillage afin d’obtenir un
maximumd’échantillons dans les zones où cela est nécessaire (Fig. 76). Contrairement à ce qui se
produit lors d’un échantillonnage régulier, l’échantillonnage préférentiel permet d’obtenir une
plus grande densité de triangles dans les zones où le relief comporte des détails géométriques.
La fonction β définissant l’importance peut être construite à l’aide d’un arbre de construction
spécifique (Fig. 77) ; le calcul de l’importance peut donc s’appuyer sur l’élévation ou sur le gra-
dient du relief. Dans notre système, l’échantillonnage préférentiel fonctionne en construisant
un nuage de points respectant une distribution de Poisson maximale, puis, en élaguant cet ens-
emble de points avec un test dépendant de l’importance de chaque échantillon.
Mélange 
Figure 77 : La fonction d’importance permet de définir quelles zones doivent être maillées plus finement.
Cette fonction peut être construite à l’aide d’un arbre de construction.
En pratique, on génère un nombre important de points sur la zone que l’on souhaite visualiser.
Ce tirage cherche à respecter une distribution de Poissonmaximale. Dans notre implémentation,
nous approximons cette distribution en utilisant une technique de lancer de fléchettes (dart thro-
wing) avec laquelle nous échantillonnons itérativement et uniformément la surface et où nous
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invalidons les nouveaux points qui ne sont pas suffisamment éloignés des anciens échantillons.
Une autre technique implantée consiste à faire une relaxation de Lloyd sur un nuage de points.
Une fois le tirage de Poisson construit, on attribue à chaque échantillon un numéro tiré aléatoi-
rement. À partir de ce numéro et du nombre total de points de Poisson présents, nous pouvons
obtenir le rang chaque échantillon, normalisé dans l’intervalle [0;1]. Sur l’ensemble de tous les
échantillons de Poisson, nous ne gardons qu’un nombre limité d’échantillons (par exemple, 70%
des points). Cela correspond à construire l’ensemble des échantillons valides :{
pi | in ≤ β
}
Si β = 1, l’ensemble des points est conservé et si β = 0, seul le premier point d’indice 0 l’est.
Échantillonnage contraint
Certaines primitives géométriques ont besoin d’être échantillonnées précisément (par exemple,
les lignes de crêtes ou les bords d’une rivière). Comme la probabilité de tirer un point sur une
primitive curviligne est nulle, il est nécessaire de passer par des mécanismes plus déterministes
(Fig. 78).
Chaque primitive peut avoir une fonction d’échantillonnage contrainte qui permet de générer
un ensemble de n points paramétrés. Une primitive courbe peut par exemple être échantillonnée
uniformément selon l’abscisse curviligne.
Figure 78 : L’utilisation d’échantillons contraints permet de préserver les éléments saillants (sharp fea-
tures) et d’éviter de nombreux artefacts visuels apparaissant aux frontières entre plusieurs
couches de matériaux.
Dans notre système, nous triangulons l’union de tous ces échantillons contraints avec les
points de Poisson déjà construits. Il est important de noter que ce nouveau nuage de points
ne respecte plus une distribution de Poisson maximale et peut aboutir à la création de triangles
de Delaunay allongés. Un algorithme plus efficace et plus flexible permettant de mêler échan-
tillonnage de Poisson contraint et échantillonnage adaptatif est présenté par Corsini et al. [81].
4
4.1 maillage multi-matériaux 109
C B C B C B C B 
A B A B A B A B 
Figure 79 : Les triangles sont découpés selon 8 motifs distincts pour trouver la frontière d’une fonction
continue (en vert) dont on connaît la valeur aux sommets. Les points marron correspondent
à la frontière (définie par une isovaleur) ; leur position est calculée par une évaluation dicho-
tomique de la fonction à découper le long de l’arête.
4.1.3 Raffinement de maillage
Une autre technique de visualisation consiste à construire unmaillage puis de le raffiner selon
un critère de subdivision ou pour échantillonner une frontière curviligne.
Découpe de frontières
Les terrains que nous créons ont un support compact (correspondant au domaineΩT) : ce sup-
port ne colle pas forcément aux bords du maillages que nous évaluons avec l’arbre de construc-
tion. Pour remédier à ce problème, il est possible de découper le maillage pour trouver le bord
du domaine et ainsi éliminer les triangles se trouvant en dehors du domaine.
La découpe de frontières intervient lorsqu’on est en présence de plusieurs couches de maté-
riaux différents. Ces couches de matériaux ont un bord (la frontière où leur épaisseur devient
nulle). Il est nécessaire de trianguler ces bords pour éliminer des artefacts visuels. Ces artefacts
sont particulièrement visibles sur des grilles régulières. Une couche de matériaux définie sur
une diagonale peut sembler visuellement crénelée. Des problèmes plus complexes peuvent ap-
paraître, par exemple, quand on souhaite représenter les bords d’une rivière. Il y a, en effet, très
peu de chances que les points du maillage que l’on souhaite élever soient parfaitement placés
sur les berges de la rivière (sans utiliser un échantillonnage contraint). Ainsi, il est nécessaire de
raffiner ces triangles pour que le maillage d’eau soit plan et intersecte la berge au bon endroit.
Le marching square s’intéresse à subdiviser des grilles régulières (par exemple des images en
niveaux de gris) pour obtenir des isocontours valides. Dans notre cas, nous adaptons cet algo-
rithmepour découper des triangles (pour pouvoir raffiner n’importe quelmaillage). En pratique,
dans le cas de la fonction de poids et d’une découpe de ΩT, on cherche les triangles possédant
à la fois des sommets dont le poids est inférieur à la valeur T et des sommets dont le poids est
supérieur à cette valeur (Fig. 79). La frontière du domaine intersecte alors au moins deux arêtes
de ce triangle.
Pour trouver le point de passage exact, deux techniques sont possibles : on peut considérer les
valeurs d’épaisseurs des différentes couches de matériaux au niveau des sommets et interpoler
linéairement chaque couche. Cette méthode est très rapide, mais on se base sur une hypothèse
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Figure 80 : La découpe de maillages permet d’obtenir des frontières propres entre les matériaux. Elle est
également utilisée pour découper le bord du domaine ΩT visible sur la Fig. 71.
presque toujours fausse : la fonction dont on cherche un isocontour varierait linéairement, or ce
n’est presque jamais le cas. Dans le cas de fluides, cette interpolation linéaire peut provoquer
des artefacts visuels particuliers.
Une autre technique, plus lente mais beaucoup plus précise, consiste à évaluer la fonction re-
présentée par un arbre de construction sur une série de points le long de l’arête, pour trouver la
valeur-seuil correspondant à la frontière. Pour accélérer ce processus, il est possible de procéder
par une recherche dichotomique.
Si le raffinement du maillage nous permet de retrouver un point correspondant au seuil re-
cherché, c’est-à-dire que nous arrivons à placer un point sur la frontière (Fig. 80), il est possible
que la fonction que l’on souhaite découper présente des variations de plus hautes fréquences.
En effet, la fonction dont on souhaite retrouver une isovaleur peut osciller plusieurs fois au-
tour de cette isovaleur. Même si notre algorithme n’est pas capable de capturer ces multiples
frontières présentes le long du segment, le résultat visuel produit ne présentera pas d’artefacts
visuels. Le corollaire est que toute fonction dont on souhaite retrouver la frontière est impos-
sible à échantillonner si son domaine ne comprend aucun des sommets initiaux du maillage à
découper (i. e. le domaine de la fonction est par exemple contenu dans un triangle).
Subdivisions
En plus de trouver les frontières des fonctions représentant les différentes couches de maté-
riaux, il peut être nécessaire, pour obtenir une visualisation correcte, de subdiviser (ou simpli-
fier) le maillage selon des critères géométriques (Fig. 81).
Dans notre système, les critères de subdivisions peuvent être portés par des arêtes (e. g. un
test sur la taille de l’arête, ou bien sur la différence d’élévation) ou par les triangles (e. g. un test
sur leur aire ou sur leur orientation par rapport à la caméra). Il est également possible de faire
des tests plus compliqués qui peuvent faire intervenir des calculs de simulation, ou la position
de la caméra ou d’un agent par exemple. Avec une structure de maillage plus complexe, comme
des cartes combinatoires, il serait aussi envisageable de faire des insertions de sommets.
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Figure 81 : Les triangles peuvent également être subdivisés avec un critère porté par les arêtes (longueur
trop grande, différence d’altitude trop grande, ...). Les nouveaux points insérés peuvent être
positionnés au milieu de l’arête ou par une procédure dichotomique (par exemple pour créer
deux segments avec le même différentiel en altitude).
4 . 2 Lancer de rayons
Dans cette partie, nous présentons uneméthode de lancer de rayons pour visualiser lemodèle
de terrain décrit dans le Chapitre 3 en tirant parti des propriétés de construction par arbre de
fonctions. Notre approche s’inspire de la méthode de sphere tracing [155] qui est une technique
robuste pour visualiser des surfaces implicites dans l’espace à l’aide d’un lancer de rayons. Con-
trairement aux LG-surfaces [180], il n’est pas nécessaire de disposer d’une fonction de classe C2 :
il suffit d’avoir une fonction-potentiel de classe C0 qui respecte la propriété de Lipschitz. La dé-
rivée n’est pas nécessairement continue, ni même définie sur tout le domaine.
Rappelons qu’une fonction dans l’espace h : R3→ R garantit la propriété de Lipschitz sur le
domaine Ω, si, et seulement si, il existe une constante positive λ telle que :
∀(p,q) ∈Ω×Ω , |h(p)− h(q) | < λ‖p− q‖ .
La constante de Lipschitz λ est la valeur minimale satisfaisant cette équation. Elle correspond
au coefficient de la pente maximale que peut atteindre la fonction h. En pratique, les constantes
de Lipschitz sont sur-estimées par une borne de Lipschitz, en particulier pour les opérateurs
quand les bornes de leurs sous-arbres sont connues.
4.2.1 Algorithmes classiques
Dans cette section, nous présentons les principes du lancer de rayons et des quelques algo-
rithmes utilisés. 1
Il n’est pas toujours possible de trouver une solution exacte (i. e. de manière analytique) au
calcul d’intersection entre un rayon et un objet quelconque. Si le lancer de rayons classique
1. Il est important de ne pas confondre des techniques de rendu avec des méthodes pour calculer l’éclairage [417]
comme le path tracing, le bi-directional path tracing, leMetropolis light transport, ou encore le photon mapping. La plupart
de ces algorithmes de calcul de l’éclairage se basent sur la notion de lancer de rayons classique (ray casting, ou quand
il y a des rebonds, ray tracing) pour calculer le chemin de la lumière.
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Détection d’une intersection
Figure 82 : Le ray marchinbg est utilisé quand il n’est pas possible de calculer une solution analytique car
la primitive visualisée est trop complexe. Avec cet algorithme, on avance le long de chaque
rayon avec un pas constant. Il est possible de rater certaines intersections avec des objets de
la scène.
fonctionne très bien avec des triangles (et par extension, des objets maillés), certaines primitives
implicites complexes (comme les terrains générés par des fonctions de bruits) nécessitent des
méthodes alternatives comme le ray marching ou le sphere tracing pour calculer les intersections
avec les rayons. De la même manière, des algorithmes spécialisés pour le rendu de terrains
existent [137, 160, 313, 377] et on retiendra particulièrement le Grid tracing [252] et le QAEB
tracing [106].
4.2.1.1 Ray marching
Un terrain est défini généralement par une fonction de bruit complexe. Il est difficile, voire
impossible, de calculer une intersection entre l’équation du rayon et la fonction définissant l’al-
titude du terrain. On utilise donc d’autres mécanismes pour pouvoir visualiser le relief. Le plus
simple est celui du ray marching (Fig. 82) qui consiste à avancer le long du rayon avec un incré-
ment (autrement dit, un pas).
Ce pas, s’il est suffisamment petit, permet d’obtenir une image relativement fidèle au terrain
au détriment des performances. À l’inverse, si le pas est très grand, il accélère le temps de rendu
de l’image mais peut introduire des artefacts visuels. En effet, cet incrément peut faire manquer
une intersection à l’algorithme.
Le ray marching permet également de visualiser des effets volumiques : la luminosité émise
par un point peut être atténuée le long du rayon quand on traverse un nuage ou un liquide. Plus
le pas sera fin, plus le rendu volumique sera de bonne qualité.
4.2.1.2 Sphere tracing
Le sphere tracing consiste à marcher le long d’un rayon ∆, depuis une caméra o vers la surface,
avec un incrément adaptatif |h(p) |/λ suffisamment petit pour ne jamais traverser la surface
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Figure 83 : Le sphere tracing permet d’avancer le long de chaque rayon avec un pas qui varie de manière à
garantir qu’on ne rate aucune intersection avec le terrain. À l’inverse, quand l’environnement
est vide, le pas devient grand et on avance très vite. Le sphere tracing fonctionne à partir du
moment où la fonction que l’on souhaite visualiser est Lipschitzienne (c’est-à-dire dont on
peut borner la dérivée). Quand λ = 1, l’algorithme peut se visualiser avec des sphères.
(Fig. 83). On utilise une valeur seuil e à partir de laquelle on décide qu’on est suffisamment
proche de la surface pour considérer une intersection entre le rayon et le terrain. Soit r(t) =
o+ tu l’équation paramétrique du rayon (où u est normalisé). Nous notons h∆(t) = h ◦ r(t) la
fonction-potentiel le long du rayon.
L’algorithme du sphere tracing consiste à :
1. Calculer une borne de Lipschitz λ de la fonction h, et l’intervalle [ t− , t+ ] = ∆ ∩Ω. Initia-
liser t =max(0, t− ).
2. Tant que t < t+, calculer h∆(t).
2.1 Si |h∆(t) | < ε, alors nous considérons qu’il y a intersection.
2.2 Sinon progresser de l’incrément t avec |h∆(t) |/λ et continuer.
Cet algorithme permet de rendre des surfaces implicites. La plupart du temps, les scènes
comportant des surfaces implicites sont simples et définissent les primitives génératrices à l’aide
d’une distance euclidienne. Ainsi, la distance varie de manière linéaire, son gradient est borné
sur l’intégralité de la scène et la constante de Lipschitz est exactement λ= 1 2. Dans le cas d’un
terrain, la constante de Lipschitz décrit un cône (Fig. 84).
Il existe des optimisations pour l’algorithme du sphere tracing qui permettent d’avancer, en
moyenne, plus vite le long de chaque rayon [184]. Il est également possible de s’appuyer sur
d’autres stratégies comme le cone stepping [103, 303] ou le cone marching [364] pour accélérer les
calculs.








Zone garantie sans intersection
Cône bornant la dérivée
Figure 84 : Le calcul de la constante de Lipschitz λ permet de borner la variation du relief défini par la
fonction f . Cela permet de garantir que dans le cas le plus extrême, le terrain sera tangent au
segment rouge. Ainsi, on peut définir un pas le long de la direction du rayon u (représenté
par le segment vert) qui garantit qu’on ne ratera aucune intersection avec le terrain.
4.2.2 Extension du sphere tracing
Soit p un point de R3, on note pxy et pz les coordonnées x, y et z de p ; f (pxy) représentant
l’élévation du terrain en pxy. Nous définissons la surface implicite représentant notre terrain à
l’aide de la fonction potentiel h : R3→ R :
h(p) = pz − f (pxy) .
La fonction f étant construite par une combinaison hiérarchique de primitives définies sur des
supports compacts, on peut chercher des constantes de Lipschitz locales. Ces dernières seront
en général très inférieures à la constante de Lipschitz globale λ. Des bornes plus petites et donc
plus efficaces peuvent être calculées en utilisant des structures de décomposition de l’espace
au prix d’un surcoût-mémoire élevé. Nous proposons un algorithme de sphere tracing adapté
s’appuyant sur une évaluation à la volée d’une borne de Lipschitz locale en tout point du rayon.
L’algorithme consiste à avancer progressivement et de manière adaptative le long du rayon
en calculant une borne de Lipschitz locale (valide au voisinage du point considéré). À chaque
étape, nous essayons d’avancer d’un pas δ et calculons la distance effective que nous allons
parcourir s(t,δ). Cette distance définit un intervalle [ t , t+ δ ] correspondant à un segment [p , q ]
où p correspond au point actuel sur le rayon, et où q = p+ δu est un point placé plus loin sur
le rayon (Fig. 84).
Nous effectuons une requête dans l’arbre pour calculer à la fois f (p) et la borne de Lipschitz
locale λ(t,δ) sur l’intervalle [ t , t+ δ ]. La fonction h∆(t) est développée ainsi :
h∆(t) = oz + tuz − f (oxy + tuxy) .
La dérivée de h∆(t) par rapport à t est :
h∆ ′(t) = uz − ||uxy || f ′(oxy + tuxy) .
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En fonction de la valeur de uz − ||uxy || λ(t,δ) , deux cas peuvent se produire :
1. Si uz − ||uxy || λ(t,δ) ≥ 0, la dérivée de la fonction est positive, ce qui veut dire que la
distance entre le rayon et le terrain augmente. Par conséquent, aucune intersection ne peut
se produire sur l’intervalle [ t , t+ δ ].
s(t,δ) = δ .
2. Si λ(t,δ) ||uxy || − uz ≤ 0, une zone garantie sans intersection est détectée et il est possible
d’avancer de la distance :
s(t,δ) =
h∆(t)
|uz − ||uxy || λ(t,δ) | .
Par conséquent, nous pouvons avancer le long du rayon sans traverser la surface du terrain





|uz − ||uxy || λ(t,δ) |
)
.
Étant donnée une distance de progression initiale δ, l’algorithme procède ainsi :
1. Calculer l’intervalle entre le rayon et le domaine [ t− , t+ ] =∆∩Ω. Initialiser t=max(0, t− ).
2. Tant que t < t+, calculer h∆(t).
2.1 Si h∆(t) < e alors, on considère qu’il y a une intersection en t.
2.2 Sinon, trouver λ(t,δ) et utiliser la borne pour augmenter t avec l’incrément s(t,δ).
2.3 Mettre à jour la distance δ avec 2δ.
L’étape 2.3 de l’algorithme contraint à essayer d’avancer constamment avec un pas de plus en
plus grand. Le calcul de s(t,δ) garantit que ce pas est ajusté de manière à ne jamais traverser la
surface.
4.2.3 Calcul des constantes de Lipschitz
Notremodèle permet d’obtenir une évaluation des constantes de Lipschitz pour tous les types
de nœuds internes (opérateurs) et de feuilles (primitives) de l’arbre. Par conséquent, la constante
de Lipschitz λ de la racine de l’arbre est calculée en traversant la structure de l’arbre de manière
récursive. Pour chaque nœud nous avons besoin de calculer les élévations maximum et mini-
mum et les constantes de Lipschitz des fonctions d’élévation et de poids.
4.2.3.1 Primitives
Pour chaque type de primitive, il est possible de définir une constante de Lipschitz demanière
analytique. Son calcul dépend des paramètres qui interviennent dans la fonction d’élévation
(les paramètres de bruits, d’inclinaison, etc). La constante qui nous intéresse le plus concerne la
borne λ de la dérivée de la fonction d’élévation f . Il est malgré tout nécessaire de calculer une
borne λα de la dérivée de la fonction de poids α (qui est utilisée pour le calcul des bornes λ de
certains opérateurs).
Toutes les primitives ont de bonnes propriétés de continuité et de dérivabilité et respectent
toujours la propriété de Lipschitz.
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Constante de Lipschitz d’une carte de hauteurs
f 00
f nn
Pour les primitives construites à partir d’images, la fonc-
tion d’élévation est calculée par une interpolation bilinéaire
ou par une interpolation bicubique contrainte des données
contenues dans la carte de hauteurs. Considérons le calcul
de la constante de Lipschitz dans le cas de la projection de la
carte de hauteurs sur un domaine carré. Lors d’une projec-
tion le long d’une courbe ou sur un quadrangle quelconque,
cette constante est modifiée par la déformation.
Considérons une carte de hauteurs de taille n× n.
Interpolation bilinéaire
f 00 f 10




Étudions le cas d’une interpolation bilinéaire de l’image.
L’interpolation bilinéaire comme l’interpolation bicubique
contrainte (dont les dérivées première et seconde sont nulles
en chaque point) ne nécessitent pas d’examiner les valeurs
voisines du carreau traité. On en revient donc à l’étude d’un
quadrangle dont on connaît les valeurs aux 4 sommets. On
rappelle que l’interpolation bilinéaire d’un carreau ne pro-
duit pas un planmais bien une surface non linéaire (i. e. une
parabole le long de la diagonale).
Quand elle est réalisée dans un carré-unité, une interpola-
tion bilinéaire peut s’écrire sur le domaine (u,v) ∈ [0,1]2 =
Ω sous la forme :
f (u,v) = f00 (1− u) (1− v) + f10 u (1− v) + f01 (1− u)v + f11 uv
= f00 + ( f10 − f00)u + ( f01 − f00)v + ( f00 − f10 − f01 + f11)uv
Le gradient s’écrit :
∇ f (u,v) =
(
( f10 − f00) + ( f00 − f10 − f01 + f11) v
( f01 − f00) + ( f00 − f10 − f01 + f11) u
)
Oncherche à borner la normedugradient notée ||∇ f (u,v)|| surΩ. On remarque que ||∇ f (u,v)||2
est une fonction positive convexe, donc le maximum est atteint sur le bord du domaine ∂Ω.
De plus ||∇ f ||2 définit un paraboloïde dont l’intersection avec chacun des segments du bord
du domaine définit une parabole. Donc le maximum est atteint sur l’un des 4 points (0,0), (0,1),
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||∇ f (u,v)||2 = (( f10 − f00) + ( f00 − f10 − f01 + f11) v)2
+
(
( f01 − f00) + ( f00 − f10 − f01 + f11) u
)2








( f01 − f00) + ( f00 − f10 − f01 + f11)× 0
)2








( f01 − f00) + ( f00 − f10 − f01 + f11)× 1
)2








( f01 − f00) + ( f00 − f10 − f01 + f11)× 0
)2








( f01 − f00) + ( f00 − f10 − f01 + f11)× 1
)2
= ( f01 − f11)2 + ( f11 − f10)2
Nous obtenons :
λ2 =max(λ002,λ102,λ012,λ112)
Soit δ2 le maximum des différences au carré entre les élévations des points adjacents :
δ2 =max
(
( f10 − f00)2, ( f11 − f10)2, ( f01 − f11)2, ( f00 − f01)2
)
On peut maintenant écrire λ2 ≤ 2 δ2 d’où λ ≤√2 δ avec
δ =max
(




2 δ corresponde à une borne supérieure de la constante de Lipschitz λ, cette valeur
est plus rapide à calculer.
Le calcul de cette borne simplifiée peut être optimisé en regroupant sur toute l’image l’en-





( | fi,j − fi+1,j | , | fi,j − fi,j+1 |) .
On a donc un algorithme simple pour calculer la constante de Lipschitz pour une fonction
construite à partir de l’interpolation bilinéaire d’une carte de hauteurs.
Constante de Lipschitz d’une fonction de bruit
Les fonctions de bruits sont généralement des fonctions C1. Les bruits par valeurs sont intrin-
sèquement construits en interpolant des valeurs discrètes. En pratique, la constante de Lipschitz
va varier selon la fonction d’interpolation, la distance entre deux échantillons et l’amplitude
maximale des valeurs aléatoires.
3. On réordonne les termes grâce à : (a− b)2 = (b− a)2
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Constante de Lipschitz d’une somme de bruits
Dans notre modèle, les primitives à squelettes sont souvent construites par combinaison de
sommes de fonctions de bruit à différentes amplitudes et fréquences. La fonction de bruit de gra-
dient, notée n, respecte intrinsèquement la propriété de Lipschitz, et nous notons λn sa borne.
Quand plusieurs harmoniques de bruits sont sommées comme dans le cas d’une primitive-









Les primitives à niveaux de détails sont similaires aux primitives à squelettes mais elles filtrent
les harmoniques qui décrivent les détails. Moins de détails signifie des bornes de Lipschitz plus
petites et donc des temps de calculs plus rapides.
Le bruit ridged-multifractal n’est pas forcément de classe de continuité C1 mais sa borne de Lip-
schitz est égale à celle d’une somme de bruits classique car l’introduction d’une valeur absolue
dans la formule ne change pas la borne de Lipschitz.
Fonction de poids
Les fonctions de poids α sont définies par α(p) = g ◦ d(p) où d est la distance euclidienne à
un squelette et g la fonction de Wyvill. La constante de Lipschitz de α est le maximum de la
dérivée de g car d a une borne de Lipschitz égale à 1 (la norme du gradient de d est d’ailleurs
égale à 1 partout, sauf sur le squelette où le gradient n’est pas défini).
Fonction de mélange de Wyvill.
Cette fonction est utilisée pour définir les poids α(p) de certaines primitives à squelettes. La








si x < r ,
0 sinon.
Pour x < r, nous avons :
g′2(x) =
−6x (r2 − x2)2
r6
.
Trouver la constante de Lipschitz de g consiste à trouver un extremum de g′2. Pour cela, nous
allons étudier la dérivée seconde :
g′′2 (x) =
−6 (r2 − x2) (r2 − 5x2)
r6
.
La dérivée seconde a deux racines positives en r et r/
√
5. Seule la dernière correspond à un
maximum de g′2(x). La valeur maximum de g′2(x) est alors obtenue en évaluant g′2(r/
√
5), ce
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4.2.3.2 Opérateurs
Pour chaque type d’opérateur, nous pouvons calculer sa borne de Lipschitz en fonction des
bornes des sous-arbres à combiner λA et λB. Par exemple, la constante de Lipschitz λ d’un nœud
de mélange est définie comme suit :
λ ≤max(λ fA , λ fB ) +max(λαA , λαB ) sup | fA − fB | ,
où λ fA , λ fB , λαA , λαB représentent les constantes de Lipschitz des fonctions d’élévation et des
fonctions de poids de chacun des sous-arbres respectivement.
Opérateur de mélange.
Soit A et B les deux sous-nœuds de l’opérateur de mélange. Soit β = αA/ (αA + αB). La fonc-
tion de mélange peut maintenant s’écrire comme suit :
f = β fA + (1− β) fB , α = αA + αB .
Le domaine de définition correspond à Ω0 = {p ∈ R2 | α(p) > 0}.
Soit λA et λB les constantes de Lipschitz de fA et fB. Nous considérons des fonctions fA, fB, αA
et αB de classe C1. La constante de Lipschitz λ de f est définie par λ = supp∈Ω ||∇ f (p)||. Le
gradient ∇ f peut s’écrire comme suit :
∇ f =∇(β fA) +∇((1− β) fB)
=∇(β fA) +∇( fB − fBβ)
=∇(β fA) +∇( fB)−∇( fBβ)
= β∇ fA + fA ∇β+∇ fB − β∇ fB − fB ∇β
= ( fA − fB)∇β+ (1− β)∇ fB + β∇ fA .
On remarque que (1− β)∇ fB + β∇ fA correspond à une interpolation : comme β ∈ [0, 1 ], on
peut en déduire que l’ensemble de cette sous-expression est comprise entre∇ fB et∇ fA, ce qui
revient à la borner par max(λA , λB ). Nous avons donc :
||∇ f || ≤ sup | fA − fB| λβ +max(λA , λB )




(1− β)∇αA − β∇αB
)
.
Comme (1− β)∇αA− β∇αB correspond à une interpolation avec β∈ [0, 1 ], on peut en déduire
que l’ensemble de cette sous-expression est comprise entre∇αA et∇αB ce qui revient à la borner
par max(λαA , λαB ). Nous avons calculé λβ et nous pouvons par conséquent écrire :
λ ≤ sup | fA − fB | max(λαA ,λαB ) +max(λA,λB ) .
La borne λα de la dérivée de la fonction de poids est obtenue directement :




Soit A et B les deux sous-nœuds de l’opérateur de remplacement qui peut s’écrire :
f = (1− αB) fA + αB fB , α = αA .
Le domaine de définition correspond à Ω0 = {p ∈ R2 | αA(p) > 0}.
Soit λA et λB les constantes de Lipschitz de fA et fB. La constante de Lipschitz λ de f est
définie par λ = supp∈Ω ||∇ f (p)||. Le gradient ∇ f peut s’écrire comme suit :
∇ f =∇((1− αB) fA + αB fB)
=∇((1− αB) fA) +∇(αB fB)
=∇( fA − fA αB) +∇(αB fB)
=∇ fA −∇( fA αB) + fB∇αB + αB∇ fB
=∇ fA − αB∇ fA − fA∇αB + fB∇αB + αB∇ fB
= (1− αB)∇ fA + αB∇ fB + ( fB − fA)∇αB .
L’on peut remarquer que (1− αB)∇ fA + αB∇ fB correspond à une interpolation : comme αB ∈
[0, 1 ] (la valeur peut être ramenée dans l’intervalle sans changer la signification de l’opérateur)
on peut en déduire que l’ensemble de cette sous-expression est comprise entre ∇ fA et ∇ fB ce
qui revient à la borner par max(λA , λB ). Nous avons donc :
||∇ f || ≤max(λA , λB ) + sup | fB − fA| λαB
Il est également nécessaire de calculer un borne de Lipschitz pour la fonction de poids. Quand
α = αA, le résultat est trivial, mais dans le cas où α = (1 − αB)αA + αB2, il est nécessaire de
calculer une nouvelle constante. Le gradient ∇α peut s’écrire :
∇α =∇((1− αB)αA + αB2)
=∇(αA − αA αB) +∇(αB2)
=∇αA −∇(αA αB) +∇(αB2)
=∇αA − αA∇αB − αB∇αA + 2αB∇αB
= (1− αB)∇αA + (2αB − αA)∇αB .
La dérivée de la fonction de poids peut alors être bornée par :
||∇α || ≤ sup |(1− αB)|λαA + sup |(2αB − αA)|λαB
Comme on sait que 0≤ αB ≤ 1, on peut simplifier l’inégalité en :




Soit A et B les deux sous-nœuds de l’opérateur de remplacement qui peut s’écrire :
f = fA + αB fB , α = αA .
Le domaine de définition correspond à Ω0 = {p ∈ R2 | αA(p) > 0}.
Soit λA et λB les constantes de Lipschitz de fA et fB. La constante de Lipschitz λ de f est
définie par λ = supp∈Ω ||∇ f (p)||. Le gradient ∇ f peut s’écrire comme suit :
∇ f =∇( fA + αB fB)
=∇ fA +∇(αB fB)
=∇ fA + αB∇ fB + fB∇αB .
L’expression ∇ fA est bornée par λA , alors que αB∇ fB est bornée par sup(αB)λB et que fB∇αB
l’est par sup( fB)λαB . Normalement, αB ∈ [0, 1 ] (la valeur peut être ramenée dans l’intervalle
sans changer la signification de l’opérateur) on peut en déduire que sup(αB) = 1 ce qui simplifie
l’expression :
||∇ f || ≤ λA + λB + sup
p∈Ω
( fB) λαB
Il est également nécessaire de calculer une borne de Lipschitz pour la fonction de poids.
Quand α = αA le résultat est trivial, mais dans le cas où α = αA + αB2 il est nécessaire de cal-
culer une nouvelle constante. Le gradient ∇α peut s’écrire :
∇α =∇(αA + αB2)
=∇αA +∇(αB2)
=∇αA + 2αB∇αB .
La dérivée de la fonction de poids peut alors être bornée par :
||∇α || ≤ λαA + 2 sup
p∈Ω
(αB) λαB .
Comme 0≤ αB ≤ 1, cette expression peut se simplifier en :
||∇α || ≤ λαA + 2λαB .
4 . 3 Résultats
Nous utilisons la bibliothèque écrite en C++ qui permet de manipuler notre modèle de re-
présentation. Deux types de modules de visualisation ont été implémentés : un module CPU
pour générer des maillages quelconques (grilles, grilles non-uniformes, maillages adaptatifs
construits par triangulations de Delaunay) et les raffiner grâce à un système de découpe et de
subdivisons. Il est possible de visualiser les terrains sans shading dans une application ou de les
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Figure 85 : La visualisation par ray marching / sphere tracing est plus lente que la rasterisation. Aucune
gestion de texture ou de décoration n’est prise en compte dans ces images.
exporter dans eon-Vue xStream® pour les décorer avec une bibliothèque de modèles de végéta-
tions et de textures procédurales. Afin d’obtenir des rendus de qualité, nous pouvons importer
ces scènes décorées dansMentalRay®.
Un prototype de visualisation temps-réel codé en C++ avec la bibliothèque OpenGL/GLSL
4.x permet de modifier directement une scène décrite par un arbre de construction. L’ensemble
des images avec un shading simple de couleur brune (Fig. 85, Fig. 86) ont été réalisées par ce
module. Ce dernier permet de visualiser un modèle de terrains par deux moyens : soit par la
création d’un maillage au runtime (c’est-à-dire à chaque frame) dont les altitudes des sommets
sont calculées sur GPU ; soit par un algorithme de lancer de rayons de type ray marching / sphere
tracing, lui aussi couplé à l’évaluation d’un arbre de construction sur GPU. L’ensemble des cal-
culs sur CPU est fait sur un ordinateur de bureau équipé d’un Intel® Core i7 avec une fréquence
de 3GHz et 16Go de RAM et les évaluations GPU ont été réalisées sur GLSL 4.4 sur une nVidia®
GeForce GTX 670.
4.3.1 Analyse qualitative
La visualisation du modèle de représentation de terrains par arbres de construction peut se
faire selon 3 méthodes principales.
Dans le cas d’une visualisation très rapide du relief, sans besoin de décoration, le plus simple
est de générer les maillages sur GPU au runtime et de calculer l’altitude de chacun des som-
mets par une évaluation GPU de l’arbre de construction. Cette méthode permet de visualiser en
temps-réel un terrain et autorise une modification interactive du relief (construction de l’arbre,
changement des paramètres de nœuds).
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Figure 86 : Exemples de terrains rendus en temps-réel sur GPU avec l’algorithme de sphere tracing. Cette
méthode permet de visualiser rapidement et sans artéfact des géométries fines et saillantes
comme les crêtes des dunes de sables.
Dans le cas d’une visualisation de type production, il est préférable de calculer un maillage
raffiné sur CPU. Ce maillage peut être obtenu par des procédures simples (grilles, primitives
géométriques simples) ou par la construction d’un nuage de points adaptatif guidé par des
fonctions d’importances et donnant au final une triangulation de Delaunay. Ce processus de
visualisation est plus lent, mais permet d’extraire des maillages de qualité dont les bords sont
bien découpés et de l’importer dans un logiciel de décoration de scènes naturelles comme eon-
Vue xStream®. La scène complète peut ensuite être rendue dans unmoteur de jeux-vidéo temps-
réel (comme Unity® ou l’Unreal Engine®) ou à travers un logiciel spécialisé dans le rendu de
haute qualité par lancer de rayons, commeMentalRay®.
Enfin, une perspective intéressante consiste à visualiser le modèle de représentation de ter-
rains par arbre à l’aide d’un lancer de rayons sur GPU. Contrairement à la génération de ma-
illages réguliers ou adaptatifs sur GPU, qui fait intervenir deux discrétisations de la fonction
continue représentée par le modèle d’arbre (une selon le plan 2DOxy, puis une durant la raste-
risation), les méthodes à base de lancer de rayons ne font qu’une seule approximation (l’échan-
tillonnage selon l’espace écran). On visualise d’une façon plus exacte la fonction continue re-
présentant le terrain. En particulier, les reliefs discontinus non C1 (e. g. les crêtes ou les dunes
de sables) sont bien mieux échantillonnés quelle que soit la position de la caméra. Notre proto-
type de visualisation peut se faire en temps interactif sur des scènes de petites tailles, à l’aide
d’un algorithme de type ray marching / sphere tracing ; de nombreuses optimisations sont encore
possible pour pouvoir gérer des scènes plus complexes.
4.3.2 Performances
Notre modèle repose sur un nombre de primitives et d’opérateurs génériques relativement
réduit. Les fonctions d’élévation f (p) et de poids α(p) sont suffisamment simples pour que leur
calcul soit transposable dans un shader program. Les paramètres caractéristiques d’un arbre de
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Tableau 3 : L’algorithme de sphere tracing produit des images à la résolution FullHD (1920× 1080). Les
terrains provenant du Chapitre 5 n’ont pas été rendus avec les techniques GPU.
Scène Maillage raffiné (CPU) Sphere tracing (GPU) Maillage régulier (GPU)
# f (p) (ms) # f (p) (ms) # f (p) (ms)
Fig. 46 – – 55 M 36 5 M 6
Fig. 68 – – 50 M 60 20 M 25
Fig. 70 – – 79 M 561 20 M 150
Fig. 71 – – 66 M 280 80 M 320
Fig. 75 – – 60 M 182 5 M 14
Fig. 87 – – 52 M 361 80 M 560
Fig. 115 1 M 1000 – – – –
Fig. 117 1 M 600 – – – –
Fig. 118 1 M 1000 – – – –
Fig. 119 1 M 800 – – – –
construction et les paramètres des différents nœuds de l’arbre sont stockés dans deux shader
storage buffers objects (SSBO). L’évaluation d’une fonction se fait en analysant le premier SSBO
contenant la structure de l’arbre et en appelant les fonctions génériques avec leurs données
correspondantes.
Nous avons implémenté deux techniques différentes de visualisation de nos terrains surGPU :
un algorithme de sphere tracing (Section 4.2) et une tesselation adaptative basée sur un quadtree
comme présenté parDupuy et al. [105]. Les deuxméthodes utilisent le GPU pour évaluer l’arbre
de construction représentant le terrain et permettent de générer des images en un temps inter-
actif (Fig. 85).
La tesselation adaptative basée sur un quadtree permet de visualiser le terrain avec une ré-
solution multi-échelles et sans trous apparents en utilisant un critère de niveau de détails qui
dépend de la distance à la caméra. Cette technique tire avantage de la tesselation matérielle et
des capacités de culling du GPU.
Il est préférable d’utiliser un algorithme de tessellation parce qu’il est rapide, simple à com-
prendre, et nécessite un nombre prévisible d’évaluations. Le temps de rendu est alors dépen-
dant de la complexité de l’arbre de construction. A l’inverse, le sphere tracing génère des images
de meilleure qualité en particulier sur les géométries saillantes et fines. La méthode peut éga-
lement inclure facilement un calcul des ombres. Si le nombre de pixels est constant, le nombre
d’évaluations de l’arbre (par rayon) peut être élevé et dépend fortement du placement et de
l’orientation de la caméra.
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Dans la plupart des cas, l’évaluation d’un arbre de construction pour visualiser un terrain
prend quelques secondes sur CPU. Le modèle de représentation étant hautement parallèle (em-
barrassingly parallel), l’utilisation du GPU permet de descendre les temps de calculs à quelques
millisecondes ce qui autorise une exploration/édition interactive des scènes. Le Tableau 3 pré-
sente quelques statistiques sur la visualisation des différentes scènes illustrant l’ensemble du
chapitre. Pour les scènes composées de plusieurs centaines de primitives, l’élagage spatial de
l’évaluation (grâce à une hiérarchie de boîtes englobantes) s’avère très utile pour diminuer le
nombre de calculs à faire. L’élagage fréquentiel permet d’éviter encore plus de calculs et accélère
l’algorithme de sphere tracing en augmentant les pas et en diminuant les constantes de Lipschitz.
4 . 4 Limitations et perspectives
Nous présentons certaines limitations et perspectives qui touchent à la visualisation du mo-
dèle de représentation de terrains par arbres de construction.
4.4.1 Limitations
La visualisation du modèle est réalisée selon plusieurs méthodes différentes. Actuellement,
la visualisation GPU a été réalisée au sein d’un prototype qui permet à la fois de rasteriser un
terrain en temps-réel et de calculer une image avec un lancer de rayons. Dans tous les cas, il
serait nécessaire de découpler l’évaluation d’un arbre de construction sur les sommets d’un
maillage, de la visualisation proprement-dite de ce même maillage. Pour l’instant, ces deux
étapes sont intrinsèquement liées au sein d’une architecture conçue avec OpenGL qui empêche
d’utiliser le GPU simplement comme un processeur hyper-parallèle.
Le modèle GPU est également limité techniquement par les capacités matérielles d’une carte
graphique : jusqu’à aujourd’hui il est encore difficile de gérer efficacement des très grandes
scènes (comme dans les îles générées dans le Chapitre 5).
Certaines des étapes CPU sont également difficile à paralléliser sur GPU : la construction d’un
maillage adaptatif par un algorithme deDelaunay ou le raffinement précis des triangles sont des
étapes complexes à écrire de manière parallèle. Il est donc impossible pour l’instant d’avoir des
mécanismes de visualisation temps-réel sur GPU de terrains multi-matériaux quand on utilise
un pipeline centré sur la rasterisation (Fig. 87).
Enfin, une limitation intrinsèque du modèle provient de la difficulté à représenter les surpl-
ombs. Lemodèle permet tout demême de représenter des couches dematériaux superposées et
il est possible de considérer certaines de ces couches comme du vide ou de l’air. Malgré tout, il
est difficile de visualiser ces couches : pour extraire un maillage il faudrait générer les maillages
fermés (orientés et sans bord) de chaque couche de matériaux. Pour visualiser en temps-réel, il




Figure 87 : Exemple de route serpentant à travers lamontagne. L’artiste a esquissé la scène enmélangeant
une centaine de primitives disques pour définir le relief. La trajectoire de la route a été définie
à l’aide d’une vingtaine de courbes quadriques et l’opérateur de remplacement a effectué le
terrassement. La couche d’asphalte de la route est modélisée avec un arbre de construction et
le bord du domaine est découpé proprement avec l’algorithme de raffinage de triangles.
4.4.2 Perspectives
Il serait intéressant dans un premier temps de découpler la visualisation de l’évaluation de
l’arbre. La conception d’un programme GPGPU capable d’évaluer un arbre de construction sur
un tableau de données (correspondant à un ensemble de points du plan Oxy) permettrait un
calcul rapide et efficace quel que soit le pipeline de visualisation du terrain.
Actuellement, les arbres de construction sont évalués en profondeur d’abord (depth first) ;
la parallélisation se faisant alors sur n évaluations d’un même arbre de construction. Comme
chaque arbre possède automatiquement une hiérarchie de boîtes englobantes, les n évaluations
correspondent potentiellement à différents chemins dans l’arbre. Une perspective intéressante
serait de tester un mode de calcul en largeur d’abord (breadth first) qui permettrait de calculer
chaque primitive instanciée une seule fois avec un mécanisme de cache. La parallélisation s’ef-
fectuerait en calculant à chaque fois les n valeurs correspondant à un unique nœud (il n’y aurait
qu’un seul parcours d’arbre et tous les processeurs feraient la même opération).
Le modèle de représentation ne permet pas non plus de gérer une notion de texture. Si le
stockage de la paramétrisation des textures dépend du modèle, une alternative serait d’utiliser
des textures volumiques qui seraient calculer à la visualisation. Comme les textures peuvent
aussi représenter des détails à la surface (normal maps, displacement maps), il serait nécessaire
d’avoir des garanties sur la géométrie finale (pas de morceaux de surfaces flottantes).
Nous avons proposé un système de niveaux de détails (Section 3.5), et un système de raf-
finement de maillage (Section 4.1) : il serait intéressant de coupler de façon efficace les deux
pour obtenir un mécanisme de raffinement et de dé-raffinement dépendant de la position de la
caméra.
Enfin, le modèle de relief devrait être filtrable. Cela permettrait d’observer le modèle, quelle
que soit la distance et quel que soit l’angle de vue, et de pouvoir obtenir une projection fidèle
à l’écran de la fonction continue encodée par l’arbre de construction. Filtrer revient à calculer
l’intégrale des contributions visuelles du relief dans un pixel donné ; ce calcul dépend non seule-
ment de la géométrie (et de l’éclairage) mais aussi des textures plaquées sur le modèle.
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4 . 5 Conclusions
Nous avons proposé plusieurs méthodes de visualisation du modèle de représentation de
terrains par arbres de construction. Chaque méthode possède des avantages et des défauts : les
évaluations GPU (par rasterisation ou par lancer de rayons) permettent une interaction temps-
réel avec le terrain mais n’autorisent pas la conception de très grandes scènes ni leur décora-
tion. Les propriétés mathématiques des bornes de Lipschitz que nous pouvons calculer sur l’en-
semble de nos terrains, permettent l’utilisation d’un algorithme de sphere tracing qui garantit de
trouver correctement les intersections entre un rayon et le terrain. À contrario, la visualisation
CPU permet d’exporter des maillages pour les décorer et les visualiser avec un rendu de très
bonne qualité.
Il est possible d’étendre les fonctionnalités de notremodèle pour permettre une visualisation
demeilleure qualité et plus rapide. En particulier, un systèmededécoupe et de raffinement/dé-
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Science, like art, is not a copy of nature
but a re-creation of her.
— Jacob Bronowski
Dans ce chapitre, nous présentons un algorithme de génération procédurale de terrains.
Cet algorithme cherche à créer des îles réalistes en générant leur réseau hydrographique.
Ces réseaux hiérarchiques structurent le terrain en créant des vallées et des lignes de crêtes.
L’algorithme s’appuie sur les travaux réalisés en géomorphologie, en s’inspirant en particu-
lier de la notion de nombre de Horton-Strahler et de la classification de Rosgen. À l’aide de
plusieurs méthodes ad hoc, nous générons des informations de haut niveau sur la forme des
cours d’eau, leur débit ou leur trajectoire. Ces données sémantiques sont converties dans
un arbre de construction correspondant au formalisme présenté Chapitre 3 et qui repré-
sente la fonction continue d’élévation décrivant le relief. Des informations supplémentaires
concernant la distribution de la végétation ou l’épaisseur de la couche d’eau sont également
calculées. Le modèle 3D généré est finalement extrait et importé dans un logiciel de rendu.
Après avoir rappelé quelques principes de géomorphologie (Section 5.1), nous présentons
le pipeline général de l’algorithme de génération procédurale d’îles (Section 5.2). Cette mé-
thode peut être décomposée en trois grandes étapes qui seront, chacune, décrites en détails :
la génération du réseau hydrographique (Section 5.3), la génération d’informations séman-
tiques (Section 5.4) et enfin la génération automatique du modèle de terrain représenté par
un arbre de construction décrivant le relief du terrain (Section 5.5). Après avoir présenté
plusieurs exemples d’îles générées et analysé les temps de génération (Section 5.6), nous dé-
taillons les principales limitations et perspectives (Section 5.7) de ce travail avant de conclure
ce chapitre (Section 5.8).
Ces travaux ont fait l’objet de deux publications [139, 140].
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5 . 1 Bases d’hydrologie
L’eau a un impact majeur sur la formation des reliefs. Le cycle de l’eau structure le terrain à
l’échelle régionale et forme un réseau de vallées qui permet un écoulement de l’eau jusqu’à la
mer. Les mouvements de l’eau creusent également directement les sols (plus ou moins facile-
ment selon leur composition) ce qui engendre la création de rivières.
Onparle d’hydrologie («hydro» venant étymologiquement dugrec «hudôr » c’est-à-dire « eau»)
quand on étudie le cycle de l’eau et ses échanges avec la surface terrestre ou l’atmosphère. Les
notions de réseau hydraulique (combinaison de la racine « hydr- » et dumot grec « aulos » c’est-à-
dire « tuyau ») et de réseau hydrographique font référence au transport de l’eau sur une surface
ou en sous-sol. Enfin, l’érosion hydrique est l’ensemble des effets que provoque le transport de
l’eau sur un relief.
Nous présentons trois notions importantes que nous avons pris en compte pour la conception
de l’algorithme de génération procédurale d’île avec écoulement et sans simulation. Les bassins-
versants (Section 5.1.1) permettent de structurer le terrain à grande échelle. L’algorithme de
Horton-Strahler (Section 5.1.2) permet demesurer la complexité d’un réseau hydrographique en
observant la topologie de l’arbre d’écoulement. Enfin, la classification de Rosgen (Section 5.1.3)
décrit visuellement les cours d’eau et permet de définir un ensemble d’archétypes de rivières.
En complémenter de cette section, nous invitons le lecteur à consulter plusieurs cours d’hy-
drologie disponibles sur Internet [114, 149, 169].
5.1.1 Bassins-versants
Un bassin-versant, noté W, est un territoire qui draine l’ensemble de ses eaux (provenant
généralement de précipitations ou de fontes de neiges) vers un exutoire commun. On calcule
généralement le bassin-versant correspondant à une embouchure ou à un point se situant sur
une rivière. Les bords d’un bassin-versant sont appelés des lignes de partage des eaux : deux
gouttes de pluie qui tombent de part et d’autre de cette ligne n’emprunteront pas la même
trajectoire et ne s’écouleront pas vers le même exutoire. En ignorant la perméabilité des sols
et en admettant que le chemin d’une goutte est calculé de manière déterministe (subissant la
gravité et guidé par les pentes du relief), les lignes de partage des eaux correspondent aux lignes
de crêtes.
Chaque bassin est généralement composé d’une infinité de sous-bassins (une fois l’eau écou-
lée jusqu’à ces sous-exutoires, elle continue son chemin jusqu’à l’exutoire du bassin principal).
Ainsi, le bassin-versant d’un point p contient le bassin-versant d’un point q si celui-ci est situé
en amont de p (Fig. 88). Si on établie un lien entre bassin-versant et rivière, on peut en déduire
cette propriété : si un petit cours d’eau Rj se jette dans un fleuve Ri, alors le bassin-versant du
cours d’eau en amontW(Rj) est contenu dans le bassin-versant du fleuveW(Ri).
Ri
est en aval←−−−−− Rj⇒W(Ri) ⊃W(Rj)
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Figure 88 : Les bassins-versants structurent le paysage ; ils sont généralement orientés vers les talwegs
et leurs frontières correspondent souvent à des lignes de crêtes. La notion de bassin-versants
propres (rattachés à une rivière ou à une crête) permet de partitionner l’espace.
Cette définition pose tout demême problème : lesminima locaux du terrains (par exemple, un
affaissement de quelques centimètres) créent des bassins-versants qui ne sont pas reliés dans
la hiérarchie. Il est possible de prendre en compte ces dépressions internes en simulant leur
« remplissage » [144], méthode très utile pour calculer l’ensemble des écoulements sur un terrain
comme dans les algorithmes D8 [269] et D-inf [368].
Quand on manipule un graphe correspondant au réseau hydrographique, Vimont [395] pro-
pose de définir la notion de bassin-versant propre à une rivière, notéWP (Ri), comme la zone de
terrain où les eaux de pluie vont directement s’écouler dans le cours d’eau en question sans pas-
ser au préalable par un aﬄuent de cette rivière (Fig. 88 centre). Cette définition permet de con-
struire un partitionnement du domaine : le bassin-versant d’un fleuve correspondra à l’union
de son bassin-versant propre et des bassins-versants de ses aﬄuents (et ceci récursivement).
En réalité, comme il n’y a pas forcément d’écoulement d’eaupermanent, l’ensemble des points
dont l’altitude est la plus basse (i. e. le fond d’une vallée) est appelé talweg. Ce réseau hiérar-
chique de talwegs structure l’ensemble du relief. Le dual de ce réseau correspond au réseau des
crêtes. Une ligne de crête séparant deux talweg est appelé interfluve. Par conséquent, le parti-
tionnement en bassins-versants propres proposé parVimont peut être étendu sur le réseau dual
(Fig. 88 droite). Ces bassins-versants propres de crêtes sont notésW−1P (Ci).
5.1.2 Nombre de Horton-Strahler
Pour structurer un réseau hydrographique, les nombres de Horton-Strahler (Horton-Strahler
number ou Strahler stream order, proposé par Strahler en 1952 [358]) permettent de définir une
hiérarchie d’aﬄuents dans un réseau hydraulique. Ce nombre est calculé par un algorithme rela-
tivement simple. Prenons le cas d’un arbre représentant un réseau hydrographique ; le nombre
de Horton-Strahler d’une arête de cet arbre correspond au nombre du nœud en amont :
– le nombre d’Horton-Strahler d’une feuille est toujours s = 1 ;
– si un nœud interne (i. e. une confluence) a un enfant dont le nombre de Horton-Strahler est
si et que tous ses autres enfants ont un nombre de Horton-Strahler sj tel que sj < si, alors le
nombre de Horton-Strahler de la confluence reste s = si ;
5



























































































Figure 89 : De nombreuses méthodes existent pour mesurer la complexité d’un réseau hydrographique.
La méthode de Horton-Strahler permet de faire ressortir des jonctions symétriques et des
jonctions asymétriques.
– si un nœud interne (i. e. une confluence) a aumoins deux enfants dont le nombre deHorton-
Strahler est si et que tous ses autres enfants ont des nombres deHorton-Strahler sj ≤ si, alors
le nombre de Horton-Strahler de la confluence augmente tel que s = si + 1.
Cet algorithme différencie deux types de jonctions : celles qui augmentent l’indice de Horton-
Strahler et que nous appelons jonctions symétriques, et les autres que nous appelons jonctions
asymétriques. Un nœud de complexité i a forcément au moins deux descendants de complexité
i− 1 qui ont eux même récursivement chacun deux enfants (donc 4 nœuds) de complexité i− 2,
... Un arbre qui contient n nœuds peut avoir au plus une complexité de Horton-Strahler de
log2 n (cas d’un arbre binaire complet). On considère généralement que le nombre de Horton-
Strahler d’un arbre correspond au nombre contenu à la racine. Sur Terre, le plus grand nombre
de Horton-Strahler est 12 et correspond à l’Amazonie mais la très grande majorité (près de 80%)
des cours d’eau ont un indice de complexité entre 1 et 3 [57].
Le nombre de Horton-Strahler peut servir à d’autres fins que l’hydrologie : il est par exemple
utile pour calculer le nombre de registre minimal pour effectuer une opération arithmétique
(ce calcul est utilisé incidemment dans l’évaluation GPU du modèle d’arbre de construction
présenté Chapitre 4).
D’autresmoyens demesurer la complexité d’un réseau hydrographique existent. Laméthode
originelle de Horton attribue un indice de complexité à l’ensemble de la rivière (et pas seule-
ment à un segment de la rivière) : le nombre de Horton pour le Rhône est de 10 depuis sa
source près de Genève jusqu’à son embouchure alors que le nombre de Horton-Strahler est de
10 uniquement sur le segment entre Lyon et l’embouchure. La méthode originelle de Horton
a été abandonnée au profit des nombres de Horton-Strahler pour éviter de choisir – de ma-
nière souvent subjective – une rivière principale. Un autre algorithme très utilisé, proposé par
Shreve, consiste à additionner les complexités à chaque jonction. Il existe de nombreuses autres
méthodes pour mesurer la complexité d’un réseau (Fig. 89) ; des algorithmes plus classiques
comme la mesure de la profondeur topologique d’une rivière dans un réseau sont également
utilisables.
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Figure 90 : La classification de Rosgen permet de décrire visuellement les cours d’eau et en particulier
leur trajectoire, leur profil transversal, et la composition géologique de leur sol.
5.1.3 Classification de Rosgen
La classification de Rosgen [326], proposée publiquement en 1994 dans le prestigieux journal
Catenapuis développée dans le livreApplied RiverMorphology [327] en 1996, définit 9 archétypes
de cours d’eau. Ce modèle permet de classer les rivières selon des critères presque exclusive-
ment visuels (i. e. sans beaucoup de références à des données physiques). Chaque archétype –
identifié par une lettre – correspond à un type de trajectoire et de profil transversal clairement
identifiables (Fig. 90). Ainsi, les typesA+,A, B sont des cours d’eau demontagnes dont la pente
est forte. Le typeG correspond à des rivières encaissées alors que les rivières de type F sont très
larges et très peu profondes. Les rivières de type C et E sont très sinueuses avec de nombreux
méandres. Enfin, les types D et DA représentent les rivières en forme de tresses. La classifica-
tion intègre également le contexte géologique de chaque type de rivière (présence de roches, de
pierres et galets, de gravier, sable, limon ou encore argile). Les transitions entre deux types de
Rosgen sont relativement peu étudiées (Fig. 91).
Pour définir ou construire un type de cours d’eau précis, les ingénieurs utilisent un graphe
de décision qui fait intervenir plusieurs critères décisifs : la topologie de la rivière (simple ou
en tresse), son coefficient d’encaissement dans le sol, le ratio entre sa largueur et sa profondeur
moyenne, sa sinuosité, et son coefficient de pente. Certains de ces critères sont liés (il n’existe
Figure 91 : Les transitions entre les types sont encore peu étudiées (ici, passage d’un type E vers D).
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Figure 92 : La classification de Rosgen définit une relation d’ordre partiel de quel type de cours d’eau
peut se jeter dans quel type. Ainsi, certains types (A+, A, B) sont majoritairement localisées
aux niveaux des sources montagneuses alors que d’autres (D, DA) sont proches des embou-
chures de fleuves.
par exemple aucune rivière en tresse avec une pente à 10%) sans que l’on puisse pour autant
connaître toutes leurs interdépendances. Il est relativement aisé de trouver ces matrices de dé-
cision sur Internet [325].
Rosgen ne propose à priori aucun ordre d’écoulement pour ces différents types de rivières
(e. g. tel type de cours d’eau est forcément en aval de tel autre type) ; on peut pourtant conjectu-
rer qu’il existe un ordre partiel naturel (Fig. 92). Les sources des rivières ayant tendance à être
placées dans les zones montagneuses, les ruissellements sont généralement les plus forts en
amont. Il existe certainement des exceptions, par exemple sur les hauts plateaux. Dans le cadre
de l’utilisation de nos algorithmes de génération procédurale, nous simplifions la classification
de Rosgen pour utiliser l’ordre partiel indiqué Fig. 92.
La classification de Rosgen a été critiquée notamment parce qu’elle ne prend pas en compte
les caractéristiques physiques de taille des rivières. Il est difficile de prévoir le nouveau état
d’équilibre dans lequel se trouvera un cours d’eau ayant subi un changement important et qui
sortirait ainsi de sa catégorie de départ. Pour notre part, comme nous nous intéressons avant
tout à une génération phénoménologique et que nous ne faisons pas intervenir de simulations
d’érosion, les défauts de la classification de Rosgen nous apparaissent suffisamment minimes
pour les ignorer dans un premier temps.
5 . 2 Vue générale de l’algorithme
L’algorithme de génération procédurale de terrains repose sur un constat : il n’existe pas de
méthode de génération ex-nihilo de terrains érodés (c’est-à-dire comprenant des vallées et des
lignes de crêtes). La solution usuelle consiste à générer procéduralement un terrain fractal puis à
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Figure 93 : Vue générale du pipeline de l’algorithme de génération de terrains. Le système génère auto-
matiquement un réseau hydrographique à partir d’un contour dessiné par l’utilisateur. Une
fois le graphe du réseau construit, on génère des informations sémantiques supplémentaires
(bassins-versants, débits, trajectoires précises, ...). Finalement, un arbre de construction est gé-
néré en plaçant un ensemble de primitives paramétrées selon la nature du terrain. Le modèle
de terrain peut alors être visualisé.
appliquer des simulations d’érosions. Cette solution, déjà coûteuse en temps de calcul, ne donne
pas entière satisfaction, car si elle améliore localement le réalisme du relief, elle ne crée aucune
structure (e. g. un terrain fractal érodé donne une série de lacs demontagne se ressemblant tous).
Dans un paysage réel, les phénomènes d’érosion structurent le terrain en bassins-versants et
c’est cette structuration qui est absente à la fois dans les méthodes de génération à base de frac-
tales, dans celles à base de subdivision, et dans les simulations d’érosion. Pour obtenir une telle
structuration, il est possible demodéliser les résultats de ces érosions (par exemple à l’aide d’ou-
tils d’esquisse). Nous proposons de générer automatiquement cette structuration sans esquisse,
ni aucune simulation physique. Nous souhaitons également donner un contrôle de haut niveau
aux utilisateurs de la méthode qui permette de guider la structuration des paysages. Enfin, un
autre objectif est de rendre les cours d’eau visuellement riches et complexes au moment de la
construction de leur géométrie.
Le pipeline de l’algorithme est articulé autour de trois étapes distinctes (Fig. 93).
Au cours de la première étape (Section 5.3), nous cherchons à générer un réseau hydrograph-
ique. Pour commencer, l’utilisateur dessine interactivement un contour définissant un domaine
dont il souhaite générer le terrain. Il peut également placer manuellement des embouchures de
fleuves sur ce contour, esquisser des rivières qui apparaîtront sur le terrain final et contrôler
certains des paramètres globaux de génération en fournissant des cartes de contrôles qui vont
contraindre la génération du réseau et du relief. À partir de ces entrées, le système va générer un
réseau hydrologique. Ce réseau, qui couvre l’ensemble du domaine que l’utilisateur veut géné-
rer, est représenté par un graphe topologique plongé géométriquement dans un espace à deux
dimensions. L’algorithme d’expansion représentant la conquête du réseau hydrographique, est
codé sous la forme d’une grammaire s’inspirant de l’algorithme de Horton-Strahler qui permet
de quantifier la complexité d’une structure arborescente. Au fur et à mesure que le graphe est
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construit, les nœuds représentant les rivières se voient attribuer une altitude qui garantit un
écoulement depuis les sources d’eau jusqu’aux embouchures.
La seconde étape (Section 5.4) consiste – une fois le réseau hydrographique complément défini
– à générer des informations sémantiques qui décrivent la nature du terrain et des cours d’eau.
Pour cela, on va extraire la topologie et la géométrie du graphe pour pouvoir décomposer le
domaine en un ensemble de cellules de Voronoï. Cette décomposition hiérarchique correspond
aux bassins-versants et sous-bassins-versants et permet de calculer de nouvelles informations
très précieuses comme le débit en tout point du réseau hydrographique. Durant cette étape,
nous étiquetons également chaque cours d’eau selon la classification de Rosgen. Une fois ces
labels attribués, nous pouvons raffiner les trajectoires de ces rivières et travailler spécifiquement
sur les jonctions, les sources ou encore les deltas. Au cours de cette étape, une élévation est
également attribuée aux points de crêtes (correspondant aux sommets des cellules de Voronoï).
Celle-ci est calculée à partir d’une carte de contrôle donnée par l’utilisateur qui pourra agir en
indiquant si une zone est montagneuse ou plutôt plate.
Enfin, au cours de la troisième et dernière étape du processus (Section 5.5), nous cherchons à
générer un modèle de terrain représenté par un arbre de construction décrivant le relief. Cette
structure représente la fonction continue, sans surplomb, d’élévation de l’intégralité de l’île
générée ; cette fonction permet d’encoder le relief de l’île avec une faible empreinte mémoire.
Un fois le modèle d’arbre construit, il suffit d’extraire un maillage ou de visualiser la fonction
directement.
5 . 3 Génération du réseau hydrographique
Le réseau hydrographique qui couvre le domaine donné par l’utilisateur en entrée est un
graphe géométrique qui est généré lui-même en deux étapes. Une première étape d’amorce
consiste à distribuer des nœuds de rivières sur le contour du domaine au niveau des embou-
chures (Section 5.3.1). D’autres nœuds sont placés sur les rivières construites préalablement
par l’utilisateur. Dans un deuxième temps, les rivières sont générées par une colonisation pro-
gressive du domaine (Section 5.3.2).
Contrôle utilisateur
Pour amorcer l’algorithme, l’utilisateur peut fournir plusieurs données d’entrée. Un contour
polygonal Γ dessiné à la main ou généré automatiquement va délimiter le domaine où l’algo-
rithme génère le réseau. Ce contour décrit généralement un iso-contour du terrain dont l’alti-
tude est nulle, ce qui revient à dire que ce contour délimite les côtes et les plages. L’utilisateur
peut également esquisser plusieurs morceaux du réseau hydrographique qui apparaîtront une
fois le graphe des rivières construit. Les nœuds que l’utilisateur place (sur la côte ou dans les
terres) n’ont pas d’élévation et seront potentiellement connectés à chaque expansion.
Deux cartes de contrôles guidant l’algorithme peuvent également être données par l’utilisa-
teur. L’une d’elles va déterminer l’emplacement des zones montagneuses et des zones plates,
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l’autre va guider la construction du réseau hydrographique en agissant sur la pente des cours
d’eau. L’utilisateur peut construire ces cartes de contrôle manuellement, ou les générer à l’aide
d’une fonction procédurale.
Enfin, les paramètres globaux (e. g. influant sur la probabilité d’appliquer une règle de la
grammaire plutôt qu’une autre) peuvent être définis par l’utilisateur au début de l’algorithme.
1. 2. 3. 
Nœud rivière Embouchure Généré Esquissé 
Figure 94 : À partir d’un contour initial Γ et d’une esquisse partielle du réseau hydrographiqueG (étape
1), le graphe des rivières est complété par conquêtes géométriques successives jusqu’à avoir
recouvert le domaine Ω (étapes 2 et 3).
Notations
Soit Ω le domaine où l’algorithme va générer un réseau et Γ son contour défini par un po-
lygone de contrôle 2D. L’algorithme va créer un ensemble d’arbres noté G recouvrant Ω. Un
arbre est défini par son ensemble de nœuds-rivière R et son ensemble d’arêtes droites E qui
ont une taille constante e définie au début du processus. Chaque nœud Ri = (pi, si,ρi,φi) a une
position pi, un indice de priorité si, un type de rivière ρi en accord avec la classification de Ros-
gen [326], et un débit φi. Certaines de ces informations seront attribuées lors de la prochaine
étape de l’algorithme.
5.3.1 Création initiale des candidats
La première étape consiste en la création des nœuds candidats initiaux qui seront étendus par
la suite. Les nœuds candidats sont placés sur le contour Γ au niveau des futures embouchures.
Si l’utilisateur a esquissé des morceaux de rivières, des nœuds sont également placés aux extré-
mités et le long des trajectoires de façon régulière commemontré sur la Fig. 94. Chaque nœud se
voit assigné un indice de priorité qui va définir son importance. Ce sont aussi bien les positions
que les priorités qui vont donner l’apparence finale du réseau hydrographique construit.
Le placement des nœuds initiaux peut être contrôlé manuellement par l’utilisateur ou généré
automatiquement à l’aide d’un ensemble d’heuristiques. Nous intégrons deux conditions ad
hoc : les embouchures de fleuves importants doivent généralement être séparées et les fleuves
ont tendance à se jeter dans la mer au niveau des parties concaves du contour.
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5.3.2 Colonisation du domaine
Cette étape de colonisation du domaine Ω permet de construire le réseau hydrographique
de façon incrémentale. Au fur et à mesure que le graphe G s’étend (en suivant un algorithme
probabiliste), ces nouvelles extensions géométriques prennent de l’altitude. Le graphe représen-
tant le réseau possède un ensemble noté X de nœuds-candidats à l’expansion qui seront choisi
à l’aide d’un algorithme de tri-sélection et qui seront étendus à l’aide de plusieurs règles. Trois
étapes sont répétées jusqu’à coloniser l’ensemble du domaine :
1. Sélection d’un nœud : on choisit un nœud noté RX de l’ensemble des nœuds-candidats X
qui sera étendu.
2. Choix de l’expansion : on étend le nœud sélectionné RX à l’aide d’une grammaire dont
les règles de subdivision s’inspirent de l’algorithme de Horton-Strahler.
3. Expansion géométrique : une fois une règle d’expansion choisie, on place virtuellement
les nouveaux nœuds N et on vérifie que la nouvelle configuration est compatible avec le
graphe déjà créé puis – si le placement est valide – on met à jour la liste des candidats X
avec les nouveaux nœuds :
X← (X \ {RX}) ∪N.
Le graphe G est également mis à jour pour intégrer les nouveaux nœuds N. Si un des
nouveaux nœuds n’est pas compatible avec les nœuds déjà présents, il est supprimé du
graphe.
Bien que l’algorithme de colonisation s’appuie sur un processus de subdivision défini par
une grammaire et s’inspirant de l’algorithme de Horton-Strahler, la méthode de génération de
terrains est suffisamment modulable pour remplacer cette étape de création des réseaux hydro-
graphiques par d’autres techniques n’utilisant pas forcément des grammaires (subdivision de
polygones [395], subdivisions sur grille [131]).
5.3.2.1 Sélection du nœud
Le nœud qui doit être étendu est sélectionné parmi une liste de nœuds-candidats (ou nœuds
fertiles) en utilisant une heuristique qui prend en compte à la fois l’élévation et l’indice de prio-
rité. En combinant ces deux critères, on permet la création simultanée de plusieurs réseaux de
drainage hiérarchiques qui se partageront l’espace disponible. De plus, la possibilité de modi-
fier l’importance de l’un des deux critères (l’élévation ou la priorité) donne à l’utilisateur un
contrôle sur la forme des réseaux créés. Si l’indice de priorité est favorisé, l’algorithme va favo-
riser certaines rivières dès le début du processus. À l’inverse si on sélectionne les nœuds dont
l’élévation est minimale, l’algorithme va générer des bassins de drainage en priorité dans les
plaines.
Rappelons que X ⊂ R symbolise l’ensemble des nœuds-candidats créés dans le graphe G au
cours d’une étape de colonisation. La méthode suit ces trois étapes (Fig. 95) :
1. on cherche l’élévation minimale z parmi tous les candidats
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Figure 95 : L’algorithme de sélection d’un nœud est paramétré par une fonction qui combine l’élévation
de ce nœud et sa priorité. L’algorithme sélectionne d’abord l’ensemble des nœuds-candidats
dans un intervalle d’altitude [z,z+ ζ] ( z étant l’altitude minimale parmi l’ensemble de tous
les candidats) puis la procédure filtre uniquement les nœuds dont la priorité est la plus élevée
et enfin, parmi ces derniers, renvoie celui dont l’altitude est la plus basse.
2. on considère le sous-ensemble Xζ ⊂ X de tous les nœuds admissibles dont les élévations
sont suffisamment proches [z,z+ ζ] ;
3. on choisit dans ce sous-ensemble de nœuds-candidats Xζ le nœud RX qui a la priorité la
plus importante. Si plusieurs nœuds respectent ce critère, on sélectionne celui d’altitude
la plus basse.
Le paramètre ζ ∈ [0;+∞[ contrôle la longueur du réseau hydrographique en limitant la portée
de l’élévation entre deux nœuds Xζ . Quand ζ ≈ 0, l’algorithme correspond à une sélection du
nœud le plus bas et tend à combler les zones plates avec de nombreuses ramifications. Quand
ζ augmente, le nœud sélectionné est le candidat avec la priorité la plus grande, construisant
ainsi des réseaux hydrologiques fortement structurés autour de quelques fleuves. Ces deux cas
limites de la stratégie de sélection – qui ne sont pas utilisés en pratique – sont illustrés Fig. 96.
Il peut également être intéressant de faire évoluer le paramètre ζ au cours du temps pour
favoriser la création de certains bassins-versants très structurants au début de l’algorithme. L’at-
tributiondes priorités à l’initialisationdes embouchures (aumoment du seeding) peut également
être contrainte afin d’attribuer les priorités les plus élevées aux nœuds se trouvant dans les par-
ties concaves du contour. De plus, des tests supplémentaires peuvent interdire à deux rivières
de hautes priorités d’être trop proches l’une de l’autre.
5.3.2.2 Choix de l’expansion
Les nœuds du graphe sont construits en appliquant les règles décrites dans le Tableau 4. Nous
utilisons un processus de réécriture similaire à une grammaire qui fait intervenir deux sym-
boles non-terminaux notés α et β. Ces non-terminaux représentent respectivement les nœuds-
candidats et les nœuds instanciés. Le seul symbole terminal, noté τ, représente un nœud qui a
été ajouté au graphe et qui ne peut plus être étendu.
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Figure 96 : Deux réseaux de drainage construits en suivant les cas-limites de l’algorithme de sélection.
Quand ζ = 0, des bassins-versants de taille comparable apparaissent sur le domaine. A l’in-
verse, quand ζ→∞, seuls deux bassins-versants prioritaires sont construits.
Indice de priorité et nombre de Horton-Strahler
Les symboles non-terminaux dans le Tableau 4 sont paramétrés par un entier représentant
l’indice de priorité s. Cela correspond au nombre de Horton-Strahler[165] souhaité, qui est une
métrique de la complexité des embranchements d’un graphe géométrique représentant un ré-
seau hydrographique. Cet algorithme est présenté en détail en Section 5.1.2.
On rappelle que le nombre d’Horton-Strahler d’une feuille est toujours s= 1 et que le nombre
d’Horton-Strahler s d’un nœud est égal au maximum de ses enfants k sauf dans le cas où au
moins deux enfants sont mesurés à k, alors s = k+ 1.
On retrouve le principe du nombre de Horton-Strahler dans les règles (2.2) et (2.3) qui en-
codent le principe de branchement symétrique et asymétrique. Comme l’indice de priorité dé-
croît potentiellement à chaque embranchement, il se peut, à une étape, que tous les nœuds-
candidats restants aient un indice de priorité égal à un. Quand ce cas se produit, la grammaire
utilise la première règle de production pour que le graphe puisse continuer à s’étendre. Cette
règle ne correspond pas à l’algorithme d’origine de Horton-Strahler mais permet de recouvrir
le domaine Ω. D’autres stratégies sont possibles : il est possible par exemple d’augmenter les
indices de priorité de tous les nœuds de façon aléatoire ou en fonction de zones géographiques
afin de re-privilégier le développement de certaines régions.
À la fin de l’algorithme, les indices de priorité du réseau hydrographique construit ne cor-
respondent pas forcément au calcul des nombres d’Horton-Strahler (à cause de la règle de rem-
plissage ou si un fleuve d’indice élevé voit sa croissance bloquée). On procède alors à un calcul
exact de l’algorithme qui servira dans la suite de la génération (e. g. au moment de la création
des confluences).
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Tableau 4 : Grammaire permettant de créer des bassins-versants. Ces règles sont inspirées de la notion de
jonctions symétriques et jonctions asymétriques décrites par l’algorithme deHorton-Strahler.
No Règle de production Action supplémentaire
0. axiome−→ α1(s1) . . .αn(sn)
1.1 α(n) Pc−→ τ(n)β(n) Placer nouveau nœud
1.2 Pa−→ τ(n)β(n)β(m) où m < n Placer nouveaux nœuds
1.3 Ps−→ τ(n)β(n− 1)β(n− 1) Placer nouveaux nœuds
2. α(1) −→ τ(1)βp(1) avec p ∈ [1;5] Placer nouveau(x) nœud(s)
3.1 β(n) si valide−→ α(n) X← (X \ {RX}) ∪N
3.2 sinon−→ ε X← X \ {RX}
Application des règles
Les probabilités d’application des règles Pc, Pa, Ps, avec Pc + Pa + Ps = 1 sont définies par
l’utilisateur et influencent le nombre relatif de branchements qu’il y aura dans le graphe final.
Les nombres Pa et Ps font référence à la probabilité d’occurrence d’un branchement de type
asymétrique (respectivement symétrique) alors quePc correspond à la probabilité d’une simple
extension sans branchement d’une rivière.
La règle 0 correspond à l’axiome de base. Les règles 1.2 et 1.3 s’inspirent de l’algorithme
de Horton-Strahler et permettent de créer des jonctions respectivement asymétriques et symé-
triques. La règle 1.1 correspond à une extension simple sans confluence. Enfin la règle 2 permet
– dans le cas où l’algorithme de génération ne ré-attribue pas de nouveaux indices de priorité
– de remplir le domaine avec des jonctions multiples (qui correspondent au dernier niveau de
subdivision). Les règles 3.1 et 3.2, bien qu’incluses dans la grammaire, testent la validité géomé-
trique des nouveaux nœuds et rendent le nœud sélectionné à l’extension stérile (qu’il ait ou non
développé une extension).
La colonisation s’arrête quand il n’est plus possible d’ajouter de nouveaux nœuds. Les règles
d’expansion de la grammaire permettent d’indiquer quels sont les cours d’eau qui devraient
s’étendre ; c’est l’étape suivante de création des nœuds et de validation géométrique de l’exten-
sion qui conditionne réellement la colonisation du domaine. Si un nœud sélectionné (grâce à
son indice de priorité élevé ou par son altitude suffisamment basse) ne peut s’étendre à cause
de contraintes géométriques (i. e. trop peu d’espace) alors, il est rendu stérile et ne pourra plus
s’étendre. Des alternatives algorithmique existent : par exemple, le nœud empêchant l’extension
peut être « capturé » (il change de parent topologique).
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5.3.2.3 Expansion géométrique
Si un nouveau nœud doit être ajouté (une des règles 1.1-1.3 est utilisée), sa compatibilité avec
le graphe géométrique déjà construit doit être vérifiée (cela correspond aux règles 3.1-3.2). Les
nœuds invalides sont enlevés de la grammaire en appliquant l’epsilon production (règle 3.2).
Soit RX ∈ R le nœud sélectionné à l’extension. Soit N = (p, s,ρ,φ) un des nœuds que nous
voulons rajouter au graphe et E la nouvelle arête (N,RX). La longueur d’une arête géométrique
est définie par la constante e. On note Ri = (pi, si,ρi,φi) les différents nœuds de l’ensemble R.
Placement
Une fois que l’extension a été choisie (par exemple, la règle 2.1), on va procéder à la création
de un ou plusieurs nouveaux nœuds (également appelés nœuds virtuels). Toutes les arêtes géo-
métriques créées étant de longueur e (constante choisie par l’utilisateur de l’algorithme), on sait
que le nouveau nœud N sera placé sur un cercle de centre RX et de rayon e.
Tout nœud déjà créé du grapheG possède un vecteur de direction privilégié qui influence son
extension. Ce vecteur v est généralement choisi en combinant deux données : une direction pri-
vilégiée tirée aléatoirement (ou définie par un champ de vecteurs) et une direction dépendante
des ancêtres du nœud (qui pousse une rivière à continuer de s’étendre dans la même direction).
Bien que le vecteur v indique une direction d’extension, nous utilisons également une distribu-
tion normale (centrée en 0, avec un écart défini pour donner une valeur d’angle comprise dans
l’intervalle [−330˚ ;+330˚ ]) pour calculer des déviations.
Validité du placement
La position p doit être à l’intérieur du domaine et suffisamment loin du contour Γ (Fig. 97
gauche), c’est à dire au moins à η (nous utilisons par défaut η = 3/4× e = 1500[m]).
p ∈Ω ∧ d(p,Γ) > η.
Nous calculons la distance entre l’arête E et les autres arêtes du graphe pour éviter toute
collision entre la nouvelle arête et le graphe déjà construit (Fig. 97 droite) : cette distance doit
être supérieure à un paramètre σ défini par l’utilisateur (on utilise généralement σ= 3/4× e=
1500[m]). La fonction σ · f (s) dépend du nombre de Horton-Strahler afin de maintenir deux
fleuves importants suffisamment loin l’un de l’autre.
∀Ei ∈ E : d(E,Ei) > σ · f (s).5
5.3 génération du réseau hydrographique 143
Nouveau nœud Nœuds existants Positions  invalides Nœud parent 
d (E,Ei ) >s d (p,G) >h 
Figure 97 : Deux des conditions que nous testons lors de l’ajout d’un nœud : est-ce que le nœud est suffi-
samment loin du contour ? est-ce que le nœud n’est pas trop proche du graphe déjà construit ?
Validité des élévations
Durant la colonisation, les élévations des nouveaux nœuds doivent être strictement supé-
rieures à leurs ancêtres afin de garantir un écoulement consistant depuis les sources jusqu’aux
embouchures. Cette élévation est calculée à l’aide d’un coefficient de pente (non lié à la direc-
tion) qui est soit généré procéduralement, soit donné par l’utilisateur.
Dans les deux cas, cette pente des rivières (qui n’est qu’une valeur scalaire) définit unique-
ment la variation d’altitude et ne guide pas la direction de la colonisation. Projeté sur l’ensemble
du terrain, cette carte des pentes fluviales permet de décrire intuitivement comment le réseau
hydrographique va s’étendre (Fig. 98).
Figure 98 : La carte des pentes fluviales permet de contrôler intuitivement la forme que va prendre le
réseau hydrographique.
Dans le cas où l’élévationdu réseauhydrographique est calculée alorsmêmequ’il est construit,
l’élévation de p doit également être compatible avec l’élévation des autres nœuds du graphe. De
plus p doit être à une altitude supérieure par rapport à son ancêtre RX. Nous contraignons la
génération du terrain afin que la pente maximale du graphe soit inférieure à une borne κ qui
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dépend de la position du point. La constante κ représente une borne supérieur de la fonction de
pente fluviale. Ainsi, nous pouvons être certains que le nouveau point p satisfait la condition
de Lipchitz suivante :
pz − pzi < κ(p) · d(p,pi).
Cette contrainte permet d’éviter la création de falaises trop abruptes (Fig. 99).
Le nouveau nœud virtuel doit 
permettre à la rivière de s’écouler 
Cône de pente autorisé à la génération Cône de pente maximum 
Figure 99 : Des tests d’élévation permettent de garantir un écoulement des rivières jusqu’aux embou-
chures et évitent la création de trop grands dénivelés.
Contrôle de la colonisation
Faire varier les paramètres de la génération procédurale de rivières permet d’obtenir des ré-
sultats aux effets différents comme il est montré sur les images Fig. 100. L’ensemble de para-
mètres (Pc = 0.2,Ps = 0.7,Pa = 0.1) produit des bassins-versants relativement déformés (image
de gauche) avec peu de fleuves importants et beaucoup (> 75%) de petits cours d’eau ayant
un nombre de Horton-Strahler égal à 1 (Fig. 100 gauche). À l’inverse, l’ensemble de paramètres
(Pc = 0.2,Ps = 0.1,Pa = 0.7) produit des réseaux de drainage avec des bassins-versants de tailles
équivalentes (Fig. 100 droite). Dans le second cas, les rivières importantes sont plus grandes car
leur indice de priorité a été gardé plus longtemps durant la génération du réseau hydrographi-
que. Ces bassins-versants sont donc structurés autour de ce grand fleuve.
Nous quantifions la différence entre ces deux graphes en évaluant le nombre d’arêtes pour
chaque nombre de Horton-Strahler et en comparant leur distribution statistique. Si la probabi-
lité Ps est élevée, l’indice de priorité aura tendance a décroître rapidement alors que si Pa est
important, les fleuves importants vont grandir longtemps et auront une influence plus impor-
tante sur la forme des bassins. Si nous montrons que ces paramètres ont bien une influence sur
la construction du réseau, ils sont moins intuitifs pour l’utilisateur et impactent globalement le
système.
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Figure 100 : Deux réseaux de drainage construits avec la même carte de pente et le même paramétrage
de l’algorithme de sélection mais où les valeurs de probabilité d’embranchement sont diffé-
rentes. On remarque que la probabilité de jonctions symétriques fait rapidement baisser la
priorité de nombreux cours d’eau.
5 . 4 Génération des informations sémantiques
Maintenant que le réseau hydrographique a été créé, nous cherchons à générer un maximum
d’informations sémantiques qui décrivent le relief. Certaines de ces informations sont générées
sur l’ensemble du domaine, d’autres à l’intérieur d’une cellule correspondant à un morceau du
domaine.
5.4.1 Génération des informations régionales
Il est possible de partitionner le domaine Ω en un ensemble de cellules. Cette segmentation
va permettre de générer les lignes de crêtes du domaine. Elle structure également le terrain
en un ensemble de bassins-versants. Enfin, les étapes restantes de l’algorithme (raffinement des
trajectoires, construction des jonctions, génération dumodèle de terrain) vont pouvoir être effec-
tuées sur chaque cellule indépendamment : cela permet une parallélisation des opérations mais
également un contrôle utilisateur (par exemple, en ne générant qu’une partie du domaine Ω).
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5.4.1.1 Segmentation
Le réseau hydrographique est représenté par un graphe ; chaque nœud de ce graphe possède
une position pi. Il est possible de segmenter le domaine en calculant un diagramme de Voronoï
sur l’ensemble de ces positions. Le domaine Ω est alors décomposé en un ensemble de cellules
V = {Vi} (Fig. 101 gauche).
Cette segmentation donne généralement des cellules de forme et de taille relativement homo-
gènes (sauf les cellules « de mer »).
Rappelons que dans le grapheG, toutes les arêtes reliant des nœuds ont une même longueur
e. Rappelons également qu’un nouveau nœud de rivière ne peut pas être placé trop près du




Figure 101 : (Gauche) La segmentation de Voronoï nous permet d’obtenir un ensemble de cellules
convexes dont les bords approximeront les crêtes des montagnes.
(Droite) À partir dumoment où le test de placement vérifie σ> e/
√
2, les cellules construites
ont la propriété de n’intersecter aucun cours d’eau voisin.




Cette propriété mathématique est nécessaire car elle garantit qu’une cellule de Voronoï qui est
construite autour d’un nœud de rivière (souvent correspondant à une confluence) délimite une
zone qui ne dépend que de ce cours d’eau (i. e. quand deux nœuds de rivières sont reliés par
une arête, cette dernière ne traverse que les deux cellules correspondantes (Fig. 101 droite).5
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5.4.1.2 Regroupement des bassins-versants
On rappelle qu’un bassin-versant est défini comme l’ensemble du territoire sur lequel chaque
goutte de pluie s’écoulera vers un unique exutoire.
Après avoir segmenté le domaine Ω en un ensemble de cellule de Voronoï Vi, il est possible
de calculer un bassin-versant pour chaque exutoire s de chaque cellule. Le bassin-versant as-
socié est défini comme l’ensemble des cellules connectées en aval Vk ∈ V à cette sortie d’eau
(Fig. 102). En pratique, on traverse chaque cours d’eau depuis une source jusqu’à l’embouchure





Figure 102 : Les bassins-versants sont construits pour chaque cellule en parcourant l’ensemble des cel-
lules en amont du cours d’eau. On maintient une hiérarchie de sous-bassins-versants pour
les cours d’eau comprenant des confluences.
Construire des bassins-versants nous permet d’estimer l’écoulement fluvial qui contribue à la
définition de la géométrie des rivières. Le calcul exact du débit est un problème complexe qui dé-
pend de nombreux paramètres comme le climat (pour déterminer l’intensité des précipitations
ou de l’évaporation) ou la composition des sols (pour intégrer les calculs d’infiltration).
Nous utilisons unmodèle plus simple basé sur une loi de puissance observée empiriquement
en géomorphologie [104]. Définissons l’aire du bassin-versant comme A [m2]. Le débit moyen
φ de la rivière [m3 s−1] est donné par la formule suivante :
φ = 0.42 · A0.69.
L’aire des bassins-versants A est approximée par la somme des aires des cellules connectées à
la sortie d’eau s. Il est alors possible de calculer le débit sortant φ de n’importe quelle cellule
V (Fig. 103). Cette équation prend en compte l’évaporation et l’infiltration : c’est pourquoi la
relation n’est pas linéaire et le volume total n’est pas préservé. Cette formule, utilisée en chaque
exutoire, donne néanmoins une approximation plus réaliste du débit qu’en sommant les débits
provenant des entrées d’eau en amont d’une cellule.
5.4.1.3 Génération des crêtes
5
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𝐬 
A (𝑤(𝐬)) 
Figure 103 : À l’exutoire s correspond le bassin-versantWs (en bleu) dont l’aire est notéeA(Ws). Ce calcul

















Figure 104 : Notations dépendant
d’une cellule.
La segmentation du domaine Ω en un ensemble de cel-
lules de Voronoï permet également de construire de ma-
nière automatique un réseau de crêtes dual. Ces crêtes vont
permettre de délimiter les différents bassins-versants. Le
graphe dual du réseau hydrographique produit un ensem-
ble de segments (les arêtes délimitant chaque cellule po-
lygonale) mais tous ne seront pas considérés comme des
crêtes.
Pour chaque cellule de Voronoï, on distingue deux types
d’arêtes : celles qui n’intersectent pas le graphe hydrogra-
phiquedéfinissent des crêtes, et les autres (Fig. 104). Sur ces
dernières se trouve soit une entrée fluviale (i. e. un point de
rivière en amont) notée ek, soit une sortie (i. e. un point de
rivière en aval) correspondant à un exutoire, notée s.
Le calcul de l’élévation des crêtes est primordial puisqu’il permet de garantir un écoulement
cohérent. Chaque point de crête C est positionné à égale distance d des centres a, b, c qui sont
les points de rivières du graphe. Cette crête C doit donc avoir une élévation supérieure à a, b et
c afin que l’écoulement soit cohérent sur l’ensemble du domaine Ω.
5
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Figure 105 : Chaque point de crête C est équi-
distant (sur le plan Oxy) de 3
nœuds de rivières.
Nous calculons l’élévation Cz avec la formule
suivante :
Cz =max(az,bz,cz) + λ(C) · d
où λ ∈ [0;0.25] est une autre fonction de pente qui
décrit si le terrain est montagneux ou plat, et d est
la distance entre la crête et le nœud de rivière le
plus proche (Fig. 105). Cette carte, appelée cartes
des pentesmontagneuses (slopemap), décrit quelles
parties du terrain donneront des plaines, des pla-
teaux, des vallées ou des montagnes (Fig. 106). En
pratique, la fonction λ fait généralement interve-
nir soit une fonction de bruits, soit une carte de
valeurs esquissée par l’utilisateur. De plus, cette
fonction peut être modifiée en fonction de la dis-
tance à la côte ou de l’élévation des nœuds de rivières afin de générer des vallées plus douces
ou des éléments plus abruptes, comme des falaises.
5.4.2 Génération des informations locales
Il est maintenant nécessaire de générer des informations plus précises dans chaque cellule
de Voronoï. Les cours d’eau extraits du graphe représentant le réseau hydrographique ne sont
matérialisés que par des segments droits. La création des bassins-versants a permis de connaître
le débit d’eau à l’exutoire de chaque cellule. On a également pu calculer pendant la création du
réseau hydrographique, un nouveau nombre de Horton-Strahler avec l’algorithme traditionnel
utilisé en hydrologie.
On va maintenant décomposer les segments de rivières et leur attribuer un type. Notre mé-
thode s’inspire de la classification de Rosgen [326] qui définit neuf catégories de rivières en
fonction de leurs trajectoires et de leurs pentes. Chaque classe de rivière a un type de trajectoire
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(A+, A, B, C, D, DA, E, F, ou G) et un profil décrivant le lit du cours d’eau. Cette classification
inclut la composition géologique du lit (roches, pierres, gravier, sable, vase, argiles) dans les
descripteurs utilisés.
L’attribution du type est effectuée à l’aide d’un algorithme ad hoc qui respecte certaines contr-
aintes. Il est également possible de construire un ordre partiel des types de Rosgen. Nous assi-
gnons à chaque nœud de rivière une classe en nous basant sur la pente de la rivière et la distance
à l’embouchure. Les rivières qui sont proches de la côte (en utilisant une distance géodésique
le long de la courbe) sont étiquetées comme des rivières tressées (des rivières ayant plusieurs
lits séparés par des bancs de sables et correspondant aux types D ou DA). De façon similaire,
les embouchures de rivières avec un débit suffisamment important sont marquées comme des
deltas, cas particulier des rivières à tresses.
Le type de chaque arête de rivière est déduit des types de ses deux sommets. Les transitions
entre deux types sont déterminées à l’aide d’une table de correspondance.
Un cas particulier à gérer consiste à créer l’ensemble des confluences. Ces jonctions sont
construites itérativement dans chaque cellule V. Chaque jonction est connectée à une jonction
voisine. Dans une cellule de Voronoï, se trouve au plus une sortie fluviale (zéro dans le cas d’une
cellule représentant une embouchure) et entre 0 et n entrées en amont.
Première confluence
créée à partir de 2 affluents























Figure 107 : (Gauche) Pour chaque cellule, on crée les confluences qui vont relier les entrées d’eau en
amont. (Droite) L’algorithme fonctionne en reliant de manière incrémentale des cours d’eau
voisins. Un exemple avec 4 confluences montre qu’il est nécessaire de faire un tri angulaire
des entrées.
Le réseau hydrographique est créé en formant incrémentalement n− 1 confluences à l’inté-
rieur de chaque celluleV (chaque confluence est noté k sur la Fig. 107). Ce processus commence
avec deux entrées d’eau en aval sur le contour de la celluleV. On note la première confluence k0.
Chaque autre entrée en aval est connectée de manière incrémentale avec la dernière confluence
créée. L’angle de connexion est calculé pour chaque jonction, en prenant en compte la position
et le débit relatif des deux rivières. Quand la jonction fait intervenir deux cours d’eau ayant des
débits très différents (donc ayant des nombres de Horton-Strahler différents), l’angle de jonc-
tion tend à être perpendiculaire . À l’inverse, une confluence entre deux rivières de même taille
5
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correspondra à un faible angle de jonction. On parlera respectivement de jonctions en T et de
jonctions en Y.
Une fois les jonctions construites, on raccorde les cours d’eau aux confluences et on raffine les
trajectoires en fonction de leur type deRosgen. Chaque courbe est décomposée récursivement en
un ensemble de morceaux de cubiques de taille à peu près égale (cette longueur est définie par
l’utilisateur et dépend également du type de Rosgen). Pour une plus grande facilité d’utilisation,
on utilise une représentation par courbe de Hermite (2 points de contrôles avec 2 tangentes).
Figure 108 : Différentes trajectoires raffinées en fonction de leur type de Rosgen. Les courbes montrées
sont de types B (bleu clair), G (bleu moyen) et D (bleu foncé).
Les points de contrôle sont perturbés en fonction du type de cours d’eau. En particulier,
les types A+, A, B gardent une trajectoire relativement droite alors que les types E et G sont
construites en créant itérativement des lacets ou méandres (Fig. 108). Pour cela, les trajectoires
droites sont raffinées sans perturber les points de passage de la rivière (qui restent proches du
trajet original) mais en faisant varier les tangentes pour qu’elles pointent dans la direction per-
pendiculaire (et ce de manière alternative gauche/droite).
La construction des méandres s’inspire des méthodes proposées par Teoh [375, 376] et de
celles proposées par Kurowski [195, 196]. Les paramètres qui définissent la géométrie des cours
d’eau dépendent également des débits au niveau de chaque arête.
5 . 5 Génération du modèle de terrain
Nous avons maintenant l’ensemble des informations nécessaires (graphe du réseau hydrau-
lique, informations de débit φ, type de Rosgen des nœuds ρ, trajectoires précises) pour générer
la géométrie du terrain. Lemodèle de représentation de terrains continus par arbres de construc-
tion, présenté dans Chapitre 3, est utilisé pour représenter le relief.
L’arbre de représentation est construit en combinant des primitives de terrains (Section 5.5.1)
et des primitives de rivières (Section 5.5.2). L’arbre regroupe un ensemble de petits morceaux
de reliefs correspondant aux différentes cellules :
TV = B({Di}) .
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Les rivières sont intégrées par remplacement :
T =R(B({TVi}),B({Ri})) .
Cet arbre peut être complété en rajoutant des primitives pour gérer plus finement les embou-
chures et les reliefs sous-marins.
5.5.1 Placement des primitives du terrain
Avant de générer la géométrie des rivières, il est nécessaire de construire l’ensemble des pri-
mitives de terrains qui doivent décrire le relief du domaineΩ. Pour ce faire, nous allons générer
le relief de chaque cellule de Voronoï indépendamment en créant de petits arbres de construc-
tion. L’ensemble de ces cellules sera ensuite mélangé pour obtenir le terrain correspondant au
domaine.
Pour créer le terrain nous avons besoin d’un ensemble de primitives D couvrant chaque cel-
lule V et de leurs paramètres associés. Chaque primitive est principalement définie par une













Figure 109 : (Gauche) La distribution des primitives de terrains doit couvrir le domaine de la cellule
ΩV . (Droite) L’altitude de chaque primitive dépend à la fois des élévations des crêtes et des
rivières.
Les positions sont générées par un échantillonnage semi-stochastique en utilisant une distri-
bution de Poisson [197] qui permet de construire des tuiles apériodiques (Fig. 109 gauche). Les
rayons des disques sont augmentés itérativement demanière à ce que l’ensemble des primitives
D couvre le domaine de la cellule ΩV . Nous utilisons environ 50 échantillons par cellule. Utili-
ser moins d’échantillons (i. e. des disques de plus grands rayons) permet de calculer le terrain
plus rapidement avec moins de coût-mémoire, mais produit des terrains plus grossiers.
Au cours de l’étape suivante, l’élévation des primitives (c’est-à-dire l’altitude au point c) est
calculée comme une combinaison des élévations des crêtes et des rivières (que nous avons cal-
culées à l’étape précédente) pondérées par leurs distances relatives à la primitive.
5
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Confluence en Y 
(6 sous-primitives) 
Confluence en T 
(1 sous-primitive) 
Géométrie des cours d’eau 
(rivières + confluences) 
Figure 110 : La création de cours d’eau complexes (profils de rivières en tresses gérés par des cartes de
hauteurs) nécessite parfois la décomposition des confluences en plusieurs sous-primitives.
En pratique, nous utilisons deux points caractéristiques : le projeté (noté a) de c sur l’ensemble
des rivières et le projeté (noté b) de c sur les lignes de crêtes de la cellule de Voronoï (Fig. 109
droite). L’altitude de chaque primitive est donc calculée en fonction des altitudes des crêtes et
des rivières qui sont elles-mêmes dérivées des cartes de pentes fluviales et des crêtes.
La forme du terrain peut être modulée par un bruit aléatoire. Les attributs du bruit (l’ampli-
tude et la fréquence) qui sont associés à chaque primitive sont calculés en fonction de la distance
à la rivière la plus proche da et de la différence d’élévation entre la rivière az et la crête bz. Mo-
difier les attributs du bruit nous permet de produire des montagnes plus rugueuses ou, au
contraire, des vallées plus douces. L’utilisation d’un bruit peut créer quelques minima locaux
(qui devraient être considérés comme des bassins-versants) mais ils sont suffisamment petits
pour ne pas modifier le contexte général d’hydrologie.
De plus, on déforme généralement la fonction d’interpolation des élévations (entre c et a ou c
et b) pour que son profil transversal varie de région en région : un profil de type logarithmique
sera adapté pour la création de vallées de collines, un profil linéaire sera adapté aux régions
montagneuses et un profil de type exponentiel imitera les formes de vallées en U.
5.5.2 Placement des primitives de rivières
Les primitives de rivières sont générées avec des morceaux de courbes quadriques (Fig. 110
centre). Pour cela, on décompose les trajectoires de rivières raffinées qui ont été préalablement
définies avec des courbes cubiques.
En plus des primitives de rivières analytiques présentées dans la Section 3.2, il est possible
d’utiliser une bibliothèque de morceaux de rivières détaillés sous forme de cartes de hauteurs.
Ces données ont été fabriquées par des outils d’infographie 2D/3D. Cette bibliothèque nous
permet de placer des modèles très détaillés (par exemple des rivières en tresses). Les cartes de
hauteurs sont projetées sur le terrain à l’aide de la paramétrisation en coordonnées (u,v) des
morceaux de quadriques.
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Chaque primitive de rivière est définie pour raccorder deux types de Rosgen (par exempleA-
A ouD-A) afin de garantir une continuité géométrique. Pour les primitives-images, les raccords
sont définis manuellement et grossièrement par des calques standardisés définissant le profil
des rivières, l’opérateur de mélange masquant les défauts géométriques éventuels.
L’ensemble de ces primitives de rivières est paramétré par le débit d’eau (enm3 s−1). La rela-
tion entre le débit et la section transversale est donnée par la loi suivante :
φ = V · P
avec V la vitesse (enms−1) et S la section transversale (enm2). Cette section s’approxime par la
multiplication l · h où l représente la largeur et h la profondeur. Le type de Rosgen impose un
ratio l/h. Il est donc possible, à partir d’un débit (et d’une vitesse moyenne estimée à partir de
la pente) de retrouver les valeurs l et h.
Le cas des jonctions est particulier. On distingue deux types de confluences en fonction de
leur nombre de Strahler ou de leur ratio de débit : les confluences pseudo-symétriques et les
confluences asymétriques qui donnent deux types de jonctions géométriques : les jonctions en
Y (Fig. 110 gauche) et les jonctions en T (Fig. 110 droite). Un moyen de réaliser des confluences
en Y est d’avoir une primitive particulière construite à l’aide de 3 sous-primitives. Ces dernières
correspondent à 3 quadrangles qui décomposent la jonction. Les jonctions en T sont construites
à l’aide d’un unique quadrangle.
Toutes les primitives de rivières, provenant de l’ensemble des cellules dudomaine, sont jointes
par un opérateur de mélange.
5 . 6 Résultats
Nous avons implanté cette méthode dans une bibliothèque écrite en C++. Tous les terrains
présents en illustrations dans le Chapitre 5 ont été générés avec notre algorithme. Le relief a
été extrait d’un modèle de représentation sous forme d’arbre de construction. Les îles ont été
générées à l’aide d’un ordinateur de bureau équipé d’un Intel® Core i7 avec une fréquence
de 3GHz et 16Go de RAM. Les images photoréalistes avec de la végétation ont été produites
en texturant et en décorant chaque relief dans e-on VUE xStream®. Les scènes complètes ont
ensuite été rendues en les important dansMentalRay®.
5.6.1 Analyse qualitative
L’algorithme de génération procédurale permet de créer des îles de très grandes tailles. Les
reliefs générés respectent les règles fondamentales en hydromorphologie (Fig. 111), i. e. toute
goutte d’eau qui tombe en quelque partie que ce soit du domaine s’écoulera le long des pentes
et finira par rejoindre la mer ou un lac interne.
En comparaison, les techniques de génération procédurales traditionnelles – qu’elles s’ap-
puient sur la synthèse de bruit, sur des méthodes de subdivision, sur la modélisation fractale
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Figure 111 : Exemple d’unmorceau de terrain généré par l’algorithme. Le relief est bien structuré autour
de différentes vallées. L’écoulement est garanti sur l’ensemble du domaine.
ou encore sur le faulting – ne permettent pas de générer des réseaux hydrographiques structu-
rant hiérarchiquement le terrain en vallées. Cesméthodes produisent généralement des terrains
ressemblant à des reliefs artificiels ou extraterrestres (i. e. où se lisent peu de phénomènes d’éro-
sion) ; on parle parfois de reliefs géologiquement jeunes (fresh terrains).
Les seules techniques arrivant à modéliser plus ou moins des reliefs visuellement plausibles
sont les algorithmes de simulation d’érosion mais ces derniers sont lents et nécessitent beau-
coup de temps de calculs. De plus, ces algorithmes sont souvent utilisés sur des terrains issus
de méthodes de génération fractale : il en résulte des terrains de qualité moindre qui n’ont au-
cune structure de haut niveau (vallées, bassins-versants). En pratique, ces simulations génèrent
souvent le même type de relief consistant en un ensemble de lacs entourés de chaînes de mon-
tagnes déstructurées mais à l’apparence érodée.
Notre approche est phénoménologique et ontogénétique : nous nous intéressons prioritaire-
ment à l’aspect visuel final du terrain, sans forcément simuler tous les effets physiques qui ont
contribué à la sculpter. Cette approche tient compte de toute une série d’observations faites en
hydrologie. L’algorithme présenté permet de générer des terrains qui ont une structure hiérar-
chique grâce à la création du réseau hydrographique avant la génération du relief. Ce réseau est
généré grâce à une grammaire permettant une colonisation du domaine, s’inspirant de l’algo-
FBM Réel Nous Sketch + Simu. 
Figure 112 : Quatre morceaux de terrain issus de différentes méthodes : des données réelles d’élévation,
un terrain produit par notre algorithme, un paysage créé en combinant esquisses grossières
et simulation d’érosion hydrique, et enfin un relief généré par une fonction de bruit.
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FBM Réel Nous Sketch + Simu. 
Figure 113 : La deuxième étude consiste à classer des terrains provenant de différentes méthodes selon
4 critères (réalisme des vallées, des rivières, des crêtes, de l’érosion). Le plus petit rang cor-
respond à la méthode la mieux classée. Les moustaches indiquent l’écart-type à la moyenne
des méthodes.
rithme de Horton-Strahler qui mesure la complexité d’un cours d’eau. Pour générer des cours
d’eau avec une géométrie complexe, on s’appuie sur la classification de Rosgen, très utilisée
en hydrologie et qui permet de décrire précisément l’apparence d’une rivière. Ainsi, à notre
connaissance, cet algorithme est également un des rares capables de générer des cours d’eau
avec une géométrie précise sans recourir à des simulations.
Études-utilisateurs
Nous avons réalisé deux études-utilisateurs où un échantillon homogène de 28 personnes
(des étudiants compétents en informatique graphique ou en infographie) a pu comparer des
terrains générés selon des méthodes différentes. Une comparaison visuelle de terrains issues de
plusieurs approches en génération procédurale est proposée Fig. 112.
La première étude-utilisateurs consistait à noter (entre 0 et 5 selon que l’utilisateur est en
accord ou en désaccord avec l’énoncé) les terrains selon 4 critères (« ce terrain est réaliste », « ce
terrain est érodé », « il y a des vallées sur ce terrain », « il y a des rivières sur ce terrain »). Les
résultats de cette première étude n’ont pas été significatifs car difficiles à interpréter en raison
de plusieurs biais dans le protocole d’expérimentation.
Une deuxième étude-utilisateurs a été réalisée, où nous avons pu corriger les biais et où les
utilisateurs doivent, cette fois-ci, classer des terrains les uns par rapports autres (afin d’obliger
les utilisateurs a faire un choix).
Une étape consiste à demander à l’utilisateur d’observer 4morceaux de terrain (10km× 10km)
issus des 4méthodes. Chaque terrain doit nécessairement être observé en plein-écran selon deux
modalités : une fois avec un rendu non-texturé sans décoration (i. e. avec de l’ambient occlusion)
et une fois avec un rendu texturé avec de la végétation (pour donner un repère d’échelle). Les
rendus que voit chaque utilisateur correspondent à des prises de vues aériennes fixes. Une fois
qu’un utilisateur a observé ces 4 terrains (i. e. 8 images en plein écran), il doit réaliser 4 classe-
ments distincts (« classer les 4 terrains selon le réalisme des vallées », « (...) selon le réalisme des
rivières », « (...) selon le réalisme des crêtes », « (...) selon le réalisme de l’érosion »).
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Carte des pentes 
Carte des rivières 
A B C D
Figure 114 : (A) L’utilisateur esquisse les cartes de pentes qui vont contraindre la génération en une ou
deuxminutes. Le système complète le domaine en générant un réseau hydrographique (B) et
un relief topographique cohérent (C). Si laméthode arrive à approximer la structure générale
d’un relief réel (D), les détails, eux, ne sont pas rendues de manière fidèle.
Chaque utilisateur doit compléter 16 étapes : cela lui prend aux alentours de 20 minutes. À
chaque étape, l’ordre d’apparition des types de terrains change (pour éviter les biais de classe-
ment). L’analyse de ces résultats semblent indiquer une corrélation significative 1 (Fig. 113).
Reproduction de la réalité
Enfin, un dernier moyen de valider l’algorithme est d’essayer de reproduire un terrain réel
(Fig. 114). Après avoir approximé le contour de l’île de Man (une île située en mer d’Irlande),
nous utilisons deux cartes de contrôles qui imitent grossièrement la forme du réseau hydrogra-
phique et des chaînes de montagnes de l’île. Le réseau et le terrain générés procéduralement
confèrent à « notre » île un aspect général proche de celui de l’île de Man réelle, mais échouent
pour ce qui est de la reproduction exacte des chaînes demontagnes. Une des limitations de notre
algorithme vient du fait qu’il génère un réseau hydrographique à une seule et unique échelle,
donnée par l’utilisateur (i. e. la taille des arêtes du graphe est constante). De plus, les profils des
vallées sont difficiles à paramétrer ; or ce sont eux qui influencent l’aspect visuel dans les zones
montagneuses. Le terrain a été généré en utilisant les paramètres par défaut de la grammaire, et
à l’aide de deux cartes de contrôles. Ces dernières ont été esquissées manuellement, l’opération
ne prenant que quelques minutes.
5.6.2 Contrôle
Le système de génération procédurale que nous proposons est facilement contrôlable. La re-
lative simplicité de la méthode fait qu’un utilisateur non-initié comprendra rapidement le pro-
cessus de génération. Des outils de contrôles sont disponibles à chaque étape. Tout d’abord,
1. La conception du protocole et l’analyse préliminaire des résultats ont été réalisés avec Manuel Veit (Holo3),
Antonio Capobianco et Jérôme Grosjean (laboratoire ICube, équipe IGG) à Strasbourg.
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Pentes du terrain 
Pentes des rivières 
Figure 115 : Il est possible de contrôler intuitivement la création du réseau hydrographique. La spirale
décrite dans les contraintes se retrouve bien dans le réseau final.
l’utilisateur choisit le domaine Ω en dessinant un ou plusieurs contours polygonaux. Il peut
aussi esquisser manuellement une partie du réseau hydrographique (la position des embou-
chures, certaines rivières, la priorité de certains fleuves) qui se retrouvera dans l’île générée par
l’algorithme.
L’utilisateur bénéficie également d’un contrôle de plus haut niveau. Il peut modifier les pa-
ramètres de génération (de la grammaire ou des algorithmes ad hoc de raffinements de trajec-
toires) ce qui a un impact sur les trajectoires de rivières construites. L’algorithme s’appuie sur
deux cartes de contrôles : la carte des pentes des rivières et la carte des pentes des crêtes qui
contrôle de façon grossière mais intuitive la génération du relief en indiquant où sont les zones
montagneuses et où sont les plaines. Aussi complexes que soient les contraintes, la grammaire
construit toujours un réseau hydrographique compatible et le terrain résultant respecte bien la
contrainte physique d’écoulement des eaux (Fig. 115 et Fig. 116).
Notre système est également modulable. Chaque composant de l’algorithme peut être rem-
placé. En particulier, la phase de création du réseau hydrographique peut être remplacée par
un algorithme de subdivision de polygones [395] ou de grilles régulières [131]. L’extension du
modèle de représentation par arbres de construction impacte également la création du relief en
proposant de nouveaux modelés (crêtes linéaires, fonctions de pentes érodées localement, ...).
Pentes du terrain 
Pentes des rivières 
Figure 116 : Même dans des cas où les contraintes sont très complexes, l’algorithme réussit à construire
un réseau hydrographique valide et un relief cohérent.
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Tableau 5 : L’algorithme est capable de générer de grands terrains en quelques secondes. L’utilisation de
cartes de contraintes complexes ralentit beaucoup la construction du réseau hydrographique.
Scène Superficie Hydro. Étapes (s) Total (s)
(km2) (km) Réseau Infos. sup. Arbre
Fig. 111 31× 31 2106 5.3 1.1 4.9 11.3
Fig. 114 50× 50 399 0.1 0.1 1.8 2.0
Fig. 115 55× 55 1787 4.6 0.7 3.8 9.1
Fig. 116 56× 56 1978 4.0 0.9 4.7 9.6
Fig. 117 40× 40 1515 0.5 0.4 4.8 5.7
Fig. 118 58× 58 973 0.2 0.2 4.2 4.6
Fig. 119 55× 55 1686 0.6 0.4 4.6 5.6
5.6.3 Performances
L’algorithme de génération est relativement rapide (de l’ordre de quelques secondes) et per-
met de construire des îles de très grande taille (leur superficie peut atteindre plusieurs centaines
de kilomètres carrés) et avec une structure hydrologique réaliste. La méthode ne repose sur au-
cun calcul d’érosion, calculs souvent coûteux en temps. Le terrain généré est représenté sous
la forme d’un arbre de construction (le modèle de représentation présenté Chapitre 3). C’est
donc une description vectorielle peu gourmande en mémoire : en effet, la description de la plu-
part des îles générées et présentées ne nécessite que quelques kiloctets de données alors que
les îles peuvent faire plusieurs dizaines de kilomètres de diamètre (Fig. 117). Chaque arbre de
construction peut être visualisé en temps-réel grâce aux techniques présentées Chapitre 4.
L’algorithme s’articulant en 3 grandes étapes, nous pouvons restreindre la génération du ter-
rain pour ne générer qu’une région en fonction de la position de la caméra ou des ressources de
l’ordinateur. En effet, si le réseau hydrographique est construit sur l’ensemble du domaine, il est
possible de ne raffiner qu’une partie des cellules de Voronoï. De la mêmemanière, le placement
de primitives de terrains et de rivières peut être effectué sur un sous-domaine sans impacter la
qualité finale du terrain aux alentours de la caméra. On peut noter que l’île Fig. 116 a une su-
perficie de 3387 km2 et qu’elle est composée de 35188 primitives occupant en mémoire environ
4180 ko. La description vectorielle d’une partie du terrain correspondant à 30 km2 ne représente
que 1068 primitives et n’occupe que 125 ko.
Chaque île est représentée par des dizaines de milliers de primitives. Pour gérer des arbres
de construction de cette taille, il est nécessaire de recourir à des opérateurs n-aires pour limiter
la profondeur de l’arbre et la taille mémoire. Pour évaluer l’arbre et obtenir un maillage de
5
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Figure 117 : Les îles générées ont un niveau important de détails et la structure du réseau hydrographi-
que a un impact sur l’ensemble du domaine.
façon efficace (Tableau 5), l’utilisation seule des boites englobantes n’est pas suffisante et il est
nécessaire de recourir à des structures accélératrices (quadtrees ou loose grids).
5 . 7 Limitations et perspectives
Nous présentons certaines limitations et perspectives de l’algorithme de génération procédu-
rale de terrains.
5.7.1 Limitations
La principale limitation de notre approche est que l’algorithme a été spécifiquement conçu
pour générer des terrains structurés autour de l’érosion hydraulique à grande échelle. Un
terrain dans un climat sec peut être simulé si on ne creuse pas les rivières. Un terrain endoréique
(qui est structuré autour d’un bassin-versant qui ne possède pas d’embouchure vers la mer
et où l’ensemble des eaux de pluies ne peuvent quitter le bassin que par évaporation ou par
infiltration) ne peut être construit qu’à partir d’un unique patch.
Une autre limitation vient du fait que les rivières se contentent de se rejoindre progressive-
ment en aval. Des phénomènes plus complexes qui nécessitent que les rivières puissent se
Figure 118 : Si le réseau hydrographique influence le relief global du terrain, la géométrie des cours d’eau
est également importante pour donner vie au paysage quand on l’observe depuis un point
de vue proche du sol.
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Figure 119 : Diffentes vues d’une rivière en tresse à plusieurs échelles. La végétation peut être directe-
ment corrélée aux placements de primitives de rivières.
diviser pour donner naissance à des deltas, à des tresses complexes, ou à des bras morts (oxbow
lakes) sont impossibles à gérer au niveau de la grammaire et du graphe hydrographique. Il est
toutefois envisageable de créer de tels cours d’eau en utilisant des primitives, analytiques ou à
base d’images spécifiquement conçues, pour modéliser ces phénomènes (Fig. 118).
L’algorithme de construction de graphe de rivière et de propagation d’élévation peut engen-
drer des différentiels d’altitudes importants ce qui résulte en des paysages d’aspect non-naturel.
La condition de Lipschitz sur le calcul des altitudes des nœuds de rivière réduit ce problème
mais les transitions entre zones de plaines et zones montagneuses sont encore imparfaites.
En outre, le réseau hydrographique généré n’étant pas multi-résolution, il n’arrive pas à créer
des montagnes de très grande taille dont les pentes seraient parcourues de petits cours d’eau
(contrairement à des vallées proprement dites). Si les deux cartes de pentes (pour influencent les
fleuves et les crêtes) sont fortement différentes, des fleuves relativement plats peuvent couper à
travers des chaînes de montagnes. La méthode risque aussi de générer des paysages à l’aspect
artificiel en faisant varier à l’extrême certains des paramètres de génération. L’équilibre entre le
contrôle-utilisateur et la génération automatique devrait être étudié plus en détail.
5.7.2 Perspectives
L’algorithme étant modulable, chaque étape de la génération peut être amélioré ou remplacé.
En particulier, l’amélioration de la génération du réseau hydrographique nous paraît être
la principale perspective de ces travaux. Plusieurs étudiants de Master (en informatique) ont
essayé, dans le cadre de leur travail, de créer des réseaux hydrographiques multi-échelles, que
ce soit par un algorithme de subdivision sur des domaines polygonaux [395] ou sur des grilles
régulières [131].
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Figure 120 : Colonisation par
Rapidly-exploring
Random Trees.
D’autres pistes sont envisageables, en particulier la généra-
tion du réseau sur des grilles hexagonales. Il n’est pas interdit
de penser que le processus de colonisation pourrait s’appuyer
sur d’autresmécanismes comme les RRT [208, 237, 238] (Rapidly-
exploring Random Trees) ou la DLA [54, 410] (Diffusion-limited ag-
gregation).
L’amélioration de l’algorithme pourrait également concerner
le contrôle. En particulier, la carte des pentes de rivières pourrait
être complétée par un champ de vecteurs permettant de guider
plus précisément la forme du réseau hydrographique. D’autres
outils de contrôle capables d’améliorer la définition des profils
de vallées et le placement de différents biomes permettraient de
construire des paysages de façon plus intuitive.
Une autre piste à explorer serait d’inclure à l’algorithme une génération procédurale de la
végétation, afin d’obtenir de manière automatique une description et une distribution des es-
pèces végétales adaptées aux différents types de terrains, notamment le long des cours d’eau.
Un prototype d’une version très simplifiée de ce système ainsi enrichi a déjà été utilisé pour
plusieurs de ces images (Fig. 119 haut), la distribution des herbes, par exemple, étant liée à la
distance aux rivières.
5 . 8 Conclusions
Figure 121 : La végétation permet de rendre les bords des
rivières beaucoup plus riches visuellement.
Nous avons proposé un algorithme
de génération procédurale de terrains
capable de construire automatiquement
des terrains dont le relief est structuré
autour de vallées. Un réseau hydrogra-
phique, créé à l’aide d’une grammaire,
permet de garantir que toute goutte fi-
nira bien par s’écouler vers la mer. Met-
tant à profit les connaissances issues de
différentes études du domaine de l’hy-
drologie (nombres de Horton-Strahler,
classification de Rosgen), la modélisa-
tion des cours d’eau aboutit à des résul-
tats au rendu réaliste (Fig. 119 et Fig. 121).
Ce travail témoigne aussi de la possibilité d’utiliser le modèle de terrains par arbres de
construction (présenté Chapitre 3) comme représentation intermédiaire (i. e. gérant la géomé-
trie) dans le contexte d’un algorithme de génération procédurale. Le processus de création auto-
matique de terrains que nous proposons se concentre sur la génération d’informations séman-
tiques et vectorielles (où se trouvent les rivières, quelles sont leurs trajectoires, etc) plutôt que
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sur la géométrie. Cette dernière est gérée au travers du modèle de représentation des terrains
par arbre de fonctions.
Comme le pipeline repose sur des étapes facilement compréhensibles par l’utilisateur, il est
aisé à reproduire. Une belle preuve en est qu’un étudiant de Master de l’université de Wedel
(Allemagne) a refait une implémentation Python [248] des étapes 1 et 2 de l’algorithme et a
obtenu en quelques semaines des résultats proches des nôtres (Fig. 122 haut). La modularité du
code a également permis d’expérimenter d’autresmoyens de générer le réseau hydrographique,
par exemple, avec une subdivision de polygones [395] (Fig. 122 bas).
A B
C D
Figure 122 : (A,B) L’algorithme de génération est suffisamment intuitif pour être facilement reproduit.
(C,D) Chaque étape de l’algorithme peut être remplacée ; ici, le réseau hydrographique est
généré par une subdivision hiérarchique de bassins-versants polygonaux.
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Conc lu s i on
Now this is not the end.
It is not even the beginning of the end.
But it is, perhaps, the end of the beginning.
—Winston Churchill
Tout au long de nos travaux, nous avons exploré plusieurs aspects de la création numérique
de scènes naturelles. Nous avons proposé unmodèle de données pour représenter des terrains
continus (Chapitre 3),des algorithmes pour visualiser cemodèle (Chapitre 4) et un algorithme
de génération procédurale qui s’appuie sur ce formalisme (Chapitre 5). L’ensemble de ces tra-
vaux ont donné lieu à deux publications internationales [140, 141] ainsi que deux publications




Dans le Chapitre 2, nous avons proposé un système de notation sous forme de diagramme
radar, qui permet d’évaluer des méthodes et des représentations selon 6 critères (Mémoire,
Vitesse, Intuitivité, eXpressivité, Réalisme, Échelles de taille et résolution) : nous allons donc
l’appliquer au modèle de terrain par arbre de construction et à l’algorithme de génération de
terrains.







Analyse : l’objectif de nos travaux a été de proposer une repré-
sentation à base de fonctions procédurales qui soit contrôlable.
L’utilisation d’un arbre de construction, similaire à la CSG ou aux
BlobTrees, combiné à des primitives dont le support est compact,
permet un contrôle (oudumoins une interprétation) relativement
intuitive de ce que l’on construit.
L’utilisation de fonctions procédurales (i. e. construites à partir
de fonctions de bruits) et vectorielles (i. e. des fonctions attachées
à des objets géométriques comme des courbes ou des polygones)
permet de construire le relief des terrains avec un niveau de détails important. Le modèle pro-
pose aussi demélanger des primitives de plusieurs échelles et de plusieurs résolutions enmême
temps. La possibilité d’utiliser des données rasters (i. e. des cartes d’élévations) autorise les info-
graphistes à importer des morceaux de reliefs très travaillés (par exemple, avec des algorithmes
de simulation d’érosion).
Cemodèle est très efficace en termedemémoire : chaquepetite scène ne nécessite que quelques
centaines de kilo-octets et les plus grands terrains, capables de modéliser plusieurs dizaines de
kilomètres carrées, pèsent plusieurs mega-octets. Le modèle est relativement rapide à évaluer :
il suffit de quelques secondes sur CPU pour extraire un maillage. Une implémentation GPU
permet d’accélérer ce processus pour créer des maillages en temps interactif. L’on peut ainsi
envisager la conception d’un outil temps-réel de création, de paramétrage et de placement de
primitives. Notre prototype de sphere tracer amélioré a également montré que le modèle de re-
présentation s’adapte à des algorithmes de rendu sans maillage.
Malheureusement, comme cette représentation est fonctionnellement pure, il n’est pas envi-
sageable de faire des calculs qui nécessitent des voisinages. Il n’est donc pas possible d’implé-
menter des simulations d’érosion dans ce modèle. Seul le placement à la main et le paramétrage
précis de chaque primitive permet d’obtenir des paysages réalistes. De même, aucun outil n’est
proposé pour construire des méta-primitives afin de définir des paysages complexes et non-
homogènes (par exemple, une zone de montagne possédant une structure interne, des lacs, etc).
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Analyse : la méthode de génération de terrains permet de com-
pléter certaines des lacunes du modèle de base. Elle permet de
construire avec une relative facilité des paysages de très grandes
tailles (plusieurs dizaines de kilomètres de côté). La création au
préalable d’un réseauhydrographiquepermet d’obtenir une struc-
ture du relief sous la forme d’un ensemble hiérarchique de val-
lées et de crêtes. Avec cet algorithme, on peut donc obtenir un
relief érodé, sans devoir recourir à des simulations d’érosion
coûteuses en temps de calculs.
Notre algorithme est également capable d’assembler de façon réalistes des primitives de ri-
vières. C’est la première fois qu’un algorithme de génération essaye de modéliser des cours
d’eau à très haut niveau de détails.
L’algorithme de génération procédurale nécessite quelques secondes de calculs pour générer
un arbre de construction. Une fois cette arbre obtenu, il est envisageable de modifier localement
l’arbre pour obtenir tel ou tel relief particulier.
Perspectives
Cette thèse ouvre de nombreux axes de recherche. Certaines de ces perspectives concernent
le modèle de données, d’autres la visualisation, et d’autres encore l’algorithme de génération.
Extensions du modèle
Figure 123 : Falaise visuellement convaincante générée par
un bug dans le placement des primitives.
Les perspectives les plus prometteu-
ses sont offerts par la possibilité d’ex-
tension dumodèle. Actuellement, celui-
ci se borne à la représentation d’un re-
lief sous forme de multiples couches de
matériaux superposées. Cela ne permet
de construire que des terrains planaires
(même si il est possible de générer des
falaises visuellement plausibles comme
montré dans la Fig. ?? ). Une des pre-
mières extensions envisageables serait
d’intégrer la gestion des surplombs, en
combinant cemodèle avec le formalisme
des surfaces implicites. Ceci engendre des problèmes qui touchent le contrôle (comment rendre
intuitif l’utilisation des fonctions de poids en 3 dimensions ?) mais aussi sur l’efficacité de la re-
présentation (il est alors nécessaire d’extraire une isosurface pour visualiser le terrain). D’autres6
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Figure 124 : Le systèmede décorations fantômes semble être parfaitement adapté pour enrichir les scènes
virtuelles avec de nombreux détails géométriques.
extensions permettraient la gestion de fonctions de distributions (pour la végétation, les objets
naturels, etc).
La gestion des textures et des matériaux constitue une autre piste intéressante. Ces textures
peuvent correspondre à des déformations de la surfaces (réelles ou simulées à l’éclairage), à
la couleur de l’objet ou à des textures permettant d’indiquer le type de matériaux de surface
utilisés. Toutes ces informations peuvent être gérées de deuxmanières sur unmaillage : soit par
un placagemanuel (qui demande une paramétrisation de la surface) soit par un positionnement
absolu et souvent procédural. Le modèle d’arbre actuel ne prend pas en compte de notion de
textures et les matériaux sont visualisés sous la forme d’un champ de couleur uni.
Enfin la gestion des transitions apparaît également comme un défi à relever. En effet, un ter-
rain réel est composé de nombreux éléments hétérogènes, très différents par leur taille et leur
nature. La possibilité d’opérer des transitions en douceur mais sans sacrifier le réalisme visuel,
permettrait de détailler le sol des terrains avec des branches, des feuilles et des pierres. Une so-
lution que nous avons commencé à étudier consiste en un système de décoration fantôme par
pavage (Fig. 124). Ce système peut être associé à la représentation vectorielle d’un monde sous
forme d’arbre de construction (l’arbre décrit le monde, le système de décoration le réalise).
Toutes ces améliorations aurait pour effet de renforcer l’expressivité et le réalisme de ce mo-
dèle de représentation de terrains par arbres de construction.
Contrôle du modèle
Permettre un contrôle intuitif et de haut-niveau est devenu un objectif de recherche ce dont té-
moignent de nombreuses publications récentes enmodélisation géométrique. Certainsmodèles,
qui ont parfois des défauts (e. g. les voxels et leur mauvaise efficacité mémoire ou les effets pro-
céduraux de nature très chaotique et peu intuitifs à manipuler) deviennent populaires grâce à
des logiciels qui proposent de très bons outils d’interaction (e. g. ZBrush [302] pour les voxels
ouHoudini [355] pour les effets procéduraux). Une des conditions nécessaire à un bon contrôle 6
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est d’avoir la possibilité de manipuler le modèle en temps-réel. C’est pourquoi, optimiser les
calculs d’évaluation du modèle d’arbre (et donc l’extraction du relief) est une priorité.
Figure 125 : « Bac-à-sable » augmenté [320].
Le contrôle peut être apporté par différents outils :
pour le modèle de terrains par arbre de construction,
un éditeur interactif et conçu pour le placement et
l’édition de primitives offrirait une base solide aux in-
fographistes pour tester le modèle. Le prototype que
nous avons mis en place montre qu’il y a un gain de
temps conséquent quand on crée une scène de petite
taille. À terme, il serait même envisageable d’utiliser
un modèle de primitives très simples pour réaliser
une application ludique en réalité virtuelle (Fig. 125).
L’utilisation d’outils de plus hauts niveaux, pour créer des environnements plus vastes, se-
rait un bon moyen de combiner génération procédurale et contrôle utilisateur. La possibilité de
peindre des zones de plaines et de montagnes, avec une procédure de placement de primitives
automatiques et de raccord (pour les rivières par exemple) réduirait le temps d’édition d’un
ordre de grandeur.
Notre algorithme de génération procédurale de terrains aurait tout à gagner d’une améliora-
tion du contrôle. Ainsi, la création du réseau hydrographique pourrait être davantage guidée,
et le raffinement des trajectoires, au lieu d’être largement automatique, pourrait être contrôlé
plus finement de manière manuelle par l’infographiste.
Modélisation procédurale inverse
Enfin, le défi majeur à relever concerne la modélisation inverse. Ce problème est extrême-
ment compliqué : il n’existe que quelques rares modèles d’analyse d’objets pour retrouver les
paramètres de génération (en particulier dans les cas où on utilise des grammaires ou des L-
systèmes). Ce verrou limite encore l’utilisation de notre modèle. Mais si nous parvenons à trans-
former un modèle de terrains échantillonné en un arbre de construction relativement efficace,
nous ouvrons la voie à de nombreuses autres perspectives.
La possibilité de passer d’un type de modèle à un autre autoriserait l’utilisation de procé-
dures complexes ne fonctionnant qu’avec une discrétisation du terrain, comme les simulations
d’érosion. L’utilisateur n’aurait qu’à sélectionner une région à échantillonner puis utiliserait des
outils d’érosion ou de sculpture manuelle avant de reconvertir sa parcelle de terrain et de la ré-
intégrer dans une scène plus complexe.
L’utilisation de procédures inverses aurait également des impacts sur la compression des don-
nées. Un terrain de plusieurs dizaines de giga-octets serait converti en un arbre contenant sa
description vectorielle qui ne pèserait que quelques centaines de mega-octets. On peut même
espérer utiliser ce modèle pour représenter des planètes entières.
Ainsi, la mise au point d’un processus de modélisation procédurale inverse pourrait avoir un
impact important dans plusieurs domaines de la génération procédurale, en particulier pour6
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les méthodes se basant sur des constructions par morceaux ou sur de la sémantique. Au bout
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[50]
Tu as sans doute été une excellente disciple, Oroshi Melicerte : sobre, avide d’apprendre, intelligente.
Mais les meilleurs disciples sont ceux qui trahissent. Toi, tu n’as encore trahi rien ni personne.
Tu apprends encore des livres, c’est dire.
La Horde du Contrevent —Alain Damasio
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