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Abstract
We use the Fourier based Gabetta-Toscani-Wennberg (GTW) metric d2 to study the rate of convergence to equilibrium
for the Kac model in 1 dimension. We take the initial velocity distribution of the particles to be a Borel probability
measure µ on Rn that is symmetric in all its variables, has mean ~0 and finite second moment. Let µt(dv) denote the
Kac-evolved distribution at time t, and let Rµ be the angular average of µ. We give an upper bound to d2(µt, Rµ) of the
form min{Be−
4λ1
n+3
t
, d2(µ,Rµ)}, where λ1 =
n+2
2(n−1)
is the gap of the Kac model in L2 and B depends only on the second
moment of µ. We also construct a family of Schwartz probability densities {f
(n)
0 : R
n → R} with finite second moments
that shows practically no decrease in d2(f0(t),Rf0) for time at least
1
2λ
with λ the rate of the Kac operator. We also
present a propagation of chaos result for the partially thermostated Kac model in [14].
1 Introduction
In [12] Kac introduced a linear n particle model with the goal of deriving the Boltzmann equation with Maxwellian molecules.
He derived a space homogeneous Boltzmann-type equation using the notion of propagation of chaos, which he called the
“propagation of the Boltzmann property”. A sequence of densities {fn ∈ L1(Sn−1(
√
nE)), σ) → R}n on the spheres Sn−1
where each fn invariant under the exchange of the variables is called chaotic with limit h if
lim
n→∞
∫
Sn−1
(√
(nE)
) fn(v1, . . . , vn)φ(v1, . . . , vk)σ(dv) =
∫
Rk
k∏
i=1
h(vi)φ(v)dv
k .
for all k and all φ ∈ L∞ that depends only on v1, . . . , vk. Here E is the average energy per particle and is independent of n.
Kac showed for his model that if {fn(t = 0, .)}n is a chaotic sequence with limit f0, then so is the time evolved {fn(t, .)}n
for any time t ≥ 0 and the chaotic limit h(t, v) of the {fn(t, .)}n satisfies the Kac-Boltzmann equation
∂h
∂t
(t, v) =
∫
R
−
∫ 2π
0
(h(t, v∗)h(t, w∗)− h(t, v)h(t, w)) dθ dw (1)
with initial condition h(0, v) = f0(v). Here v
∗(θ) and w∗(θ) are given by the equation:
(v∗(θ), w∗(θ)) = (v cos θ − w sin θ, v sin θ + w cos θ). (2)
The dynamical variables in Kac’s model are the 1 dimensional velocities of n identical particles. The particles are assumed
to be uniformly distributed in space and only their velocities evolve. Let ~v = (v1, . . . , vn) denote the velocities of the particles,
and f(t, ~v) denote the distribution of the velocities. A binary collision takes place at a sequence of random times {ti} with
{ti+1 − ti} i.i.d. with law exp(nλ), for some parameter λ independent of n as follows. At ti, pair of particles (k, l) is chosen
randomly and uniformly among the
(
n
2
)
pairs to collide. Let vk and vl be their velocities prior to the collision. After the
collision their velocities become v∗k(θ) and v
∗
l (θ) given by equation (2) with v and w replaced by vk and vl, and where θ is
chosen randomly and uniformly in [0, 2π]. These collisions preserve energy.
We represent the effect of rotating particles k and l on a probability density f by the operator Qi,j . Qi,j is given by:
Qk,lf = −
∫ 2π
0
f(v1, . . . , vk−1, v∗k(θ), . . . , v
∗
l (θ), . . . , vn) dθ, (3)
1
and the collision operator Q is given by Q =
(
n
2
)−1∑
i<j
Qi,j .
The Fokker-Planck equation of this process is known as the Kac master equation and is given by
∂f(t, ~v)
∂t
= nλ(Q − I)f := −Lf. (4)
Here −L is the generator of the Kac process. Kac worked on the sphere ∑ni=1 v2i = nE and took the initial distributions
to be a symmetric under the exchange of its variables. L2
(
Sn−1(
√
nE)
)
. This symmetry, which is preserved by the Kac
evolution, is the physically interesting case. The restriction to a sphere is possible because Kac’s evolution preserves the
energy v21 + · · · + v2n and therefore preserves the property of being supported on a sphere too. It is well known (see the
introduction of [4]) that on each sphere the only stationary solutions are the constants and that the Kac process is ergodic.
On Rn, i.e. when the energy at t = 0 is not fixed, the equilibria are the radial functions.
In the following, let
• σr ( or σ if r is clear from the context) denote the normalized uniform probability measure on Sn−1(r) for any r > 0;
• |h|pLp(r) be
∫
Sn−1(r)
|h(w)|pσr(dw) for 1 ≤ p <∞,
• |h|L∞(r) = ess sup{|h(w)| : |w| = r}, and
• Rh denote the angular average of h: Rh(v) =
∫
Sn−1(|v|) h(w)σ
r(dw). Rµ can be defined similarly for Borel probability
measures µ. (Rh was called the radial average of h in [2] and [14].)
• Qi,j(θ) map (v1, . . . , vn) to (v1, . . . , vi cos θ − vj sin θ, vi+1, . . . , vi sin θ − vj cos θ, vj+1, . . . , vn).
The aim of this paper is to study the Gabetta-Toscani-Wennberg metric d2 in relation with the Kac evolution, and to
give a propagation of chaos result for the partially thermostated Kac model in [14]. The speed of approach to equilibrium is
one of the central questions in this field. Kac in [12] conjectured that there is a spectral gap for the generator of the master
equation on L2(Sn−1(r)) that is independent of the number of particles. Kac’s conjecture was proved by Janvresse in [11]
and the gap was computed explicitly in [4], where the authors show if f : L2(Sn−1(r)) → R is symmetric in its variables
with integral 1, then the following inequality holds:
||e−Ltf − 1||L2(r) ≤ e−λ
n+2
2(n−1)
t||f − 1||L2(r). (5)
The L2 gap requires time of order n to show fast convergence to equilibrium because the initial norm ||f − 1||L2(r) can
grow exponentially in n if f =
∏
f1(vi)/Z is a normalized product on S
n−1(r).
The (negative) of the relative entropy S(f(t)|1) = ∫ f ln( f1) dσr was studied as a distance to equilibrium because it is
an extensive quantity. We have S(f |1) ≥ 0 and S(f |1) = 0 if and only if f = 1 a.e. Villani showed in [15] that
S(f(t)|1) ≤ e− 2λn−1 tS(f |1), (6)
using entropy production techniques. The initial entropy production is defined by − 1S(f(t)|1) ddtS(f(t)|1)
∣∣∣
t=0+
. Einav showed
in [8] that the rate in (6) is essentially sharp in the n behavior at t = 0, disproving Cercignani’s conjecture in the context of
the Kac model which states that there is a positive lower bound on the entropy production that is independent of n for the
class of L1 functions with finite entropy and finite second moment (see [7] and Section 6 in [15].)
Exponentially fast decay with rate independent of the number of particles was established in [2] for the Kac model
coupled to a thermostat. In this model, the particles in addition to colliding among themselves, collide at a rate η with
particles from a Maxwellian thermostat at a fixed temperature β−1. The energy of the system is no longer conserved since
the thermostats can pump in or drain out energy from the system. So, in this model, the solution f(t, .) is supported on all
of Rn. Equilibrium is reached when all the (non-thermostat) particles are independent and have the Gaussian distribution
at the same temperature as the thermostat.
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Motivated by the result in [2], Vaidyanathan and I worked in [14] with the Kac model where we thermostated m of the
particles, m < n using a stronger thermostat at temperature β−1. Let Pi be the operator representing the action of the
strong thermostat on the ith particle. Pi is given by
Pi[f ](v1, . . . , vn) = gβ(vi)
∫
R
f(v1, . . . , vi−1, w, vi+1, . . . , vn) dw, (7)
where gβ(v) the Gaussian at temperature
1
β :
gβ(x) =
√
β
2
e−
β
2 x
2
. (8)
The generator of the partially thermostated Kac model in [14] is given by
− Ln,m = nλ(Q− I) + η
m∑
i=1
(Pi − I). (9)
The minus sign is there to make Ln,m positive definite in L
2(Rn).
A propagation of chaos result for the partially thermostated Kac model will be presented below, where the fn-s are
supported on all of Rn instead of the only on the spheres Sn−1(
√
nE).
The Fourier based GTW metric d2 was used in [3] to show that the infinite thermostat model in [2] can be approximated
uniformly in time by the Kac model with a finite reservoir having n+N particles. Here N >> n and the initial conditions
are taken to have the special form f(~v) = l0(v1, . . . , vn)
∏n+N
n+1 gβ(vi). The last N particles are the reservoir particles. This
approximation was proven under a technical finite fourth moment assumption.
Let µ and ν be Borel probability measures on Rn. The GTW metrics dα are given by
dα(µ, ν) = sup
ξ 6=~0
|µˆ(ξ)− νˆ(ξ)|
|ξ|α . (10)
Here we use the convention that the Fourier transform of φ is φˆ(ξ) =
∫
Rn
φ(v)e−2πiξ.v dv. We will use only d2 even though
analogs of Theorems 1 and 2 are valid for any dα with α > 0.
The GTW metrics {dα}α>0 were introduced in [10] in the context of the space homogeneous Kac-Boltzmann equation
(1) where they helped in showing exponentially fast convergence to equilibrium for the initial data with finite 2 + ǫ moment
for some ǫ > 0. d1 and d2 were used in [6] to show exponential convergence to steady states for the Kac Boltzmann system
coupled to multiple Maxwellian thermostats at different temperatures. Similarly, d1 and d2 were used by J. Evans in [9] to
show existence and ergodicity of non-equilibrium steady states in the Kac model coupled to multiple thermostats.
An interesting feature of the d2 metric that we will elaborate in Sections 2 and 3 is its intensivity property given in [3]:
Let f1, . . . , fn and g1, . . . , gn be probability densities on R with finite second moments and 0 first moment. Then
d2(
n∏
i=1
fi(vi),
n∏
j=1
gj(vj)) = max
i≤n
d2(fi, gi). (11)
We take our initial distribution µ to be a Borel probability measure µ on Rn. A special case is a density on Sn−1(
√
nE).
We adapt equation (4) to measures and study the Kac-evolved µ, e−tLµ using the GTW distance d2. In Section 3 we give
the “almost” intensivity properties of the d2 metric. Proposition 1 shows that, after time of O(lnn), a good quantity to
compare d2(µ,Rµ) with is
∫ |v|2
n µ(dv). While at t = 0, there are states for which d2(µ,Rµ) is as big as
∫ |v|2µ(dv) which is
of order n. The function d2(e
−tLµ,Rµ) is not guaranteed to be differentiable with respect to t due to the supremum taken
in the definition of d2. So Cercignani’s conjecture cannot be formulated in the same way as in the relative entropy. But one
could formulate the following conditional statement:
“(C) Let µ be a Borel probability measure on Rn with finite second moment and zero first moment. If d2(µ,Rµ) > 0 and
d2(e
−tLµ,Rµ) is differentiable at t = 0 then
d
dt
(d2(e
−tLµ,Rµ))|
t=0
d2(µ,Rµ)
≥ a for some a > 0 independent of µ or n.” We will disprove
3
this conjecture in Theorem 2.
In Section 4 we give the first main theorem: Theorem 1, a convergence result that provides an upper bound for
d2(e
−tLµ,Rµ) when µ has zero mean and finite second moment, and is symmetric under the exchange of its variables.
This upper bound has the form min{Be− 4λ1n+3 t, d2(µ,Rµ)} with B depending only on the second moment of µ. This shows
that d2(e
−tLµ,Rµ) goes to zero. It is curious that the proof uses the L2 gap of the Kac evolution in equation (5) in an
unexpected context. We show in Proposition 1 that our bound has the correct order of magnitude at t = 0. This upper
bound gives decay after time of order n, in agreement with the upper bounds using the L2 and relative entropy metrics.
Next, in Section 5, we use the L∞ nature of the d2 metric to construct a family of functions fn ∈ L1(Rn) having O(tn−1)
decay in d2 when 0 ≤ t ≤ 1/(2λ). This disproves the Cercignani-type conjecture (C) for the Kac evolution in the d2 metric.
We give the construction in Theorem 2. In Section 6, we give a propagation of chaos result for the partially thermostated
Kac model in [14] by adapting McKean’s proof of propagation of chaos for the regular Kac model in [13]. In Section 7 we
give some concluding remarks. All the results are stated in Section 2.
2 Results
We first give Proposition 1that generalizes equation (11). It says that
∫ |v|2
n µ(dv) essentially gives the order of magnitude
of the d2(e
−tLµ,Rµ), distance between a measure and its angular average.
Proposition 1 (d2-energy comparison) Let µ and ν be Borel probability measures on R
n with n ≥ 2. Let ∫ ~vµ(dv) =
~0,
∫
~vν(dv) = ~0, and
∫ |v|2(µ(dv) + ν(dv)) <∞. Let −L = n(I −Q) (λ = 1) be the generator of the Kac evolution (λ = 1).
Then
d2(e
−tLµ,Rµ) ≤ (2π)
2
2
[(
2− e− nn−1 t) ∫ |v|2
n
µ(dv)+
e−
n
n−1 tmax
i
∫
v2i µ(dv) + (n− 1)e−
4n−6
n−1 tmax
i6=j
|
∫
vi vj µ(dv)|
]
, (12)
d2(e
−tLµ, e−tLν) ≤ (2π)
2
2
((n− 1)e−t + 1)
∫
Rn
|µ(dv) − ν(dv)| |v|
2
n
. (13)
Remark 1 If µ has mean ~m 6= ~0. Then d2(µ,Rµ) = ∞ because the angular average Rµ has mean ~0. One way around this
is to use a centered GTW distance d′2 as in [6] and [9]. This handles the
1
|ξ| divergence as
~ξ → ~0 in the definition of d2. We
will omit this case.
With the help of this proposition, the statement of Theorem 1 becomes more natural.
Theorem 1 Let µ be a Borel probability measure on Rn that is invariant under permutation of coordinates. Let∫ |v|2µ(dv) <∞ and ∫ ~vµ(dv) = ~0. And let λ in (4) be 1. Then
d2(e
−tLµ,Rµ) ≤ min
{
K
(
e−
4λ1
n−1 t
)[
2
∫
v21 |µ|(dv) + (n− 1)e−
4n−6
n−1 t
∣∣∣∣
∫
Rn
v1v2µ(dv)
∣∣∣∣
]
, d2(µ,Rµ)
}
. (14)
K = 6.64(2π)2 and λ1 is the gap in (5).
Theorem 1 implies that d2(e
−tLµ,Rµ) ≤ K(ne−t + 1)
∫ |v|2
n µ(dv)
(
e−
4λ1
n+3 t
)
for all t, and that if µ has zero correlations
between the vi (e.g. µ =
∏
i µ0(dvi) and µ0 centered at 0), then (ne
−t+1) can be replaced by 1. The important information
in this theorem is the exponential rate of decay 4λ1n+3 for large time. The constant K is not optimal at t = 0. It would be
desirable to have a bound of the form d2(e
−tLµ,Rµ) ≤ 1e−ct/nd2(µ,Rµ). But Theorem 2 implies that no such bound exists
at least on [0, 1/2] even if µ has a Schwartz density with respect to the Lebesgue measure. Theorem 2 also implies that,
for some Schwartz densities f , ddtd2(e
−tLf,Rf )
∣∣
t=0
exists and equals 0. The conjecture that “ the best constant Kbest in
equation (14) satisfies
Kbest(n) ≥ H
(∫
v21µ(dv),
∫
v1 v2µ(dv)
)(
1 +
c
n
)
(15)
for some optimal H that is at most linear in its arguments.” is consistent with Proposition 1 and Theorem 2 because there
is decay in equation (15) only after time of order 1 (since (1 + cn )e
− t
n ≤ 1 when t ≥ n ln(1 + cn ) ≈ c).
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Theorem 2 Let n ≥ 2 and let L be as in equation (4) with λ = 1. There is a Schwartz probability density fn on Rn that
satisfies
d2(e
−tLf0, Rf0) ≥ max
{
d2(f0, Rf0)
(
1− e
n
(2t)n−1
)
, 0
}
for all t ≥ 0. (16)
The lower bound in Theorem 2 endures for t ∈ [0, 1/2]. We will give the fn explicitly in Lemma 3 up to two parameters
A¯(n) and B(n) that are shown to be finite but are not computed. The functions fn will be perturbations of the Gaussians∏n
i=1 Γα(n)(vi) at high temperature by Schwartz functions that have small L
1 norms.
Finally, we give the propagation of chaos result for the partially thermostated Kac model in [14]. This result is independent
of the previous Theorems. As mentioned in the introduction, the energy of the system of particles is no longer conserved.
Thus our functions will be in L1(Rn) for various n instead of L1(Sn−1(
√
nE)). Let n0,m0 < n0 be such that α =
m0
n0
is the
fraction of particles that are thermostated. Let Lm,n be given by (9). Then we have the following theorem.
Theorem 3 Propagation of Chaos for the Partially thermostated Kac Model
Let A = {i : i ≥ 1, and (i mod n0) ∈ {1, 2, . . . ,m0} } and B = N−A. Let {fk ∈ L1(Rkn0 )}∞k=1 be a family of probability
distributions that are symmetric under the exchange of particles with indices in A and under the exchange of particles with
indices in B. If
lim
k→∞
∫
Rkn0
fk(v1, . . . , vkn0 )φ(v1, . . . , vl) dv =
∫
Rkn0
∏
i∈A,i≤l
f¯0(vi)
∏
j∈B,j≤l
f¯0(vj)φ(v1, . . . , vl)dv,
for every φ in L∞(Rl), then
lim
k→∞
∫
Rkn0
e−tLkm0,kn0 [fk](v1, . . . , vkn0 )φ(v1, . . . , vl) dv =
∫
Rkn0
∏
i∈A,i≤l
f¯(t, vi)
∏
j∈B,j≤l
f¯(t, vj)φ(v1, . . . , vl) dv,
for every φ in L∞(Rl) where (f¯ , f¯) satisfy the following system of Boltzmann-Kac equations:

∂f¯
∂t (t, v) = 2λ
[∫
R
−
∫ 2π
0 f¯(t, v
∗)(αf¯ (t, w∗) + (1 − α)f¯(t, w∗)) dθ dw − f¯(t, v)
]
+ η(P1 − I)f¯
∂f¯
∂t (t, v) = 2λ
[∫
R
−
∫ 2π
0
f¯(t, v∗)(αf¯ (t, w∗) + (1 − α)f¯(t, w∗)) dθ dw − f¯(t, v)
] , (17)
together with the initial conditions (f¯(t = 0), f¯(t = 0)) = (f¯0, f¯0).
This roughly says that a given particle collides with a thermostated particle a fraction α of the time, and with non-
thermostated particles: the fraction 1− α of the time.
3 Proof of Proposition 1
The proof of Proposition 1 relies on the action of the Kac evolution on quadratic polynomials. The following lemma says
that after time of order ln(n), (v.ξ)2 is effectively |v|
2
n |ξ|2.
Lemma 1 (Kac action on Quadratic Polynomials) Let n ≥ 2 and let L be as the operator in (4) with λ = 1. For any
v, ξ ∈ Rn, we have
e−tL(v.ξ)2 =
(
1− e− nn−1 t) |v|2|ξ|2
n
+ e−
n
n−1 t
n∑
i=1
ξ2i v
2
i + e
− 4n−6
n−1 t
∑
i6=j
ξiξjvivj (18)
It follows that for all n ≥ 2 and t ≥ 0 we have∣∣∣∣e−tL(v.ξ)2 − |v|2|ξ|2n
∣∣∣∣ ≤ e−t
(
1− 1
n
)
|v|2|ξ|2. (19)
Proof ( of Lemma 1) We will look at the action of Q on v1v2 and on v
2
1 separately. First,
Qi,jv1v2 =
{
0, {i, j} ∩ {1, 2} 6= φ
v1v2, otherwise
5
It follows that e−tLv1v2 = e
−n(1− (
n−2
2 )
(n2)
)t
v1v2 . Similarly, Qv
2
1 = (1− 1n−1 )v21 + 1n−1 |v|
2
n . Thus
n(Q − I)
(
v21
|v|2
n
)
=
(
− nn−1 nn−1
0 0
)(
v21
|v|2
n
)
And since exp
(
t
(
− nn−1 nn−1
0 0
))
=
(
e−t
n
n−1 1− e−t nn−1
0 1
)
, we obtain:
e−tLv21 = e
− n
n−1 tv21 + (1− e−
n
n−1 t)
|v|2
n
.
From these two identities equation (18) follows.
Next we prove equation (19). Let a = n
(
1− (
n−2
2 )
(n2)
)
= 4n−6n−1 and let b =
n
n−1 . We have a ≥ 2b when n ≥ 2. The
right-hand side of (19) can be written as
e−at(v.ξ)2 + (e−bt − e−at)
n∑
i=1
ξ2i v
2
i −
|ξ|2|v|2
n
e−bt.
This is bounded above by e−bt
(
1− 1n
) |v|2|ξ|2 because ξ2i ≤ |ξ|2. Similarly, e−tL(v.ξ)2− |v|2|ξ|2n ≥ −|v|
2|ξ|2
n
. Taking absolute
values and using the observation that 1− 1n ≥ 1n completes the proof. 
We are now ready to prove Proposition 1.
Proof (of Proposition 1) We start with the definition of d2(e
−tLµ,Rµ).
d2(e
−tLµ,Rµ) = sup
ξ 6=0
1
|ξ|2
∣∣∣∣
∫
Rn
(
e−tLµ(dv)−Rµ
)
e−2πiv.ξ
∣∣∣∣
= sup
ξ 6=0
1
|ξ|2
∣∣∣∣
∫
Rn
e−tLµ(dv)
(
e−2πiv.ξ −Re−2piiv.ξ (v)
)∣∣∣∣
Here we used the self-adjointness of taking the angular average and the fact that e−tLµ and µ have the same angular average.
Here Re−2piiv.ξ is the angular average of exp(−2πiv.ξ) which we study next. For brevity, let R denote Re−2piiv.ξ . Then R is
also the angular average of cos(2πv.ξ) and we have
R(v) = −
∫
|y|=|v|
cos(2πyn|ξ|) dy =
∣∣Sn−1∣∣−1 ∫
Sn−1
cos(2π|v||ξ| cos θ1) dσn
=
|Sn−2|
|Sn−1|
∫ π
θ1=0
cos(2π|v| |ξ| cos θ1) sin(θ1)n−2 dθ1
=
∫ π
θ1=0
cos(2π|v| |ξ| cos θ1) sin(θ1)n−2 dθ1∫ π
θ1=0
sin(θ1)n−2 dθ1
.
We won’t need this fact, but R(v) =0 F1(
n
2 ,− (2π|v||ξ|)
2
4 ). Here 0F1 is the hypergeometric function given by 0F1(a, x) =
1 +
∑∞
k=1
1
a(1+a)(2+a)...(k−1+a)
xk
k! . Going back to d2(e
−tLµ,Rµ), we can use the fact that
∫
viµ(dv) = 0 for every index i to
write
d2(e
−tLµ,Rµ) = sup
ξ 6=0
1
|ξ|2
∣∣∣∣
∫
Rn
e−tLµ(dv)
(
e−2πiv.ξ − 1 + 2πiv.ξ + 1−Re−2piiv.ξ (v)
)∣∣∣∣ ,
thus d2(e
−tLµ,Rµ) ≤ sup
ξ 6=0
∫
Rn
e−tLµ(dv)
∣∣e−2πiv.ξ − 1 + 2πiv.ξ∣∣
|ξ|2 +
∫
Rn
e−tLµ(dv)
1 −R(v)
|ξ|2 dv.
Taylor’s theorem gives |eix − 1− ix| ≤ 12x2 for all x ∈ R. We thus have
6
sup
ξ 6=0
∫
Rn
e−tLµ(dv)
∣∣e−2πiv.ξ − 1 + 2πiv.ξ∣∣
|ξ|2 ≤
(2π)2
2
∫
Rn
e−tL[µ(dv)]
(v.ξ)2
|ξ|2 dv. (20)
This is of order 1 after time of O(ln(n)) by Lemma 1. We now study the second term (1−R(v))/|ξ|2. It equals
1
|ξ|2
∫
[1− cos(2π|v||ξ| cos θ1)](sin θ1)n−2 dθ1∫ π
0
(sin θ1)n−2 dθ1
=
1
|~ξ|2
∫
2 sin2(π|v||ξ| cos θ1)(sin θ1)n−2 dθ1∫ π
0
(sin θ1)n−2 dθ1
≤ 2π
2|v|2|ξ|2
|~ξ|2
∫ π
0 cos θ
2
1 sin θ
n−2
1 dθ1∫ π
0 sin θ
n−2
1 dθ1
=
(2π)2|v|2
2n
.
This, together with Lemma 1, proves the inequality in (12).
To prove the inequality in (13), we need a way to “liberate” e−tL so that Lemma 1 can be used. For d2(e−tLµ, e−tLν),
we can write
|ξ|−2 ∣∣e−tLµˆ(ξ) − e−tLνˆ(ξ)∣∣ = |ξ|−2 ∣∣∣∣
∫
Rn
e2πiv.ξ
(
e−tLµ(dv)− e−tLν(dv))∣∣∣∣
= |ξ|−2
∣∣∣∣
∫
Rn
[(e2πiv.ξ − 1 + 2πiv.ξ)] (e−tLµ(dv)− e−tLν(dv))∣∣∣∣
≤ (2π)
2
2
|ξ|−2
∫
Rn
(v.ξ)2
∣∣e−tL[µ(dv) − ν(dv)]∣∣ ,
as in inequality (20). We now look at the term
∣∣e−tL[µ(dv) − ν(dv)]∣∣. Let A be a measurable set. Recall that Qi,j(θ)[A] =
{v : Qi,j(θ)[v] ∈ A}; Qi,j(θ) can act on measures by the adjoint action [Qi,j(θ)µ](A) := µ[Qi,j(−θ)[A]]. We have
|[Qi,jµ](A)− [Qi,jν](A)| =
∣∣∣∣−
∫ 2π
0
([Qi,j(θ)µ](A) − [Qi,j(θ)ν](A)) dθ
∣∣∣∣
=
∣∣∣∣−
∫ 2π
0
(µ[Qi,j(−θ)(A)] − ν[Qi,j(−θ)(A)]) dθ
∣∣∣∣
≤ −
∫ 2π
0
|µ− ν| (Qi,j(−θ)[A]) dθ
= Qi,j |µ− ν|[A]
From the convexity of s 7→ |s| it follows that |e−tL[µ(dv)−ν(dv)]| ≤ e−tL|µ(dv)−ν(dv)|. Thus, we can use the self adjointness
of L and let e−tL act on (v.ξ)2. This allows us to apply Lemma 1 and obtain the desired upper bounds related to the second
moment as follows.
|~ξ|−2 ∣∣e−tLµˆ(ξ)− e−tLνˆ(ξ)∣∣ ≤ (2π)2
2
|~ξ|−2
∫
Rn
e−tL(v.ξ)2 |µ(dv) − ν(dv)|
≤ (2π)
2
2
((n− 1)e−t + 1)
∫
Rn
|v|2
n
|µ(dv) − ν(dv)|
We cannot rule out the possibility that d2(µ,Rµ) can be of order n at t = 0. In fact, if µ is a measure which is even,
symmetric in its variables, and satisfies
∫
~vµ(dv) = ~0,
∫ |v|2µ(dv) <∞, but ∫
Rn
v1v2µ(dv) 6= 0, then we have
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d2(µ,Rµ) ≥ lim
s→0
lim
~ξ=s(1,1,...,1)
|ξ|−2
∣∣∣∣
∫
cos(2πv.ξ)[µ(dv) −Rµ(dv)]
∣∣∣∣
= lim
s→0
lim
~ξ=s(1,1,...,1)
|ξ|−2
∣∣∣∣
∫
(cos(2πv.ξ) − 1)[µ(dv)−Rµ(dv)]
∣∣∣∣
=
(2π)2
2
lim
s→0
lim
~ξ=s(1,1,...,1)
|ξ|−2
∣∣∣∣
∫
(v.ξ)2[µ(dv)−Rµ(dv)]
∣∣∣∣
=
(2π)2
2
lim
s→0
lim
~ξ=s(1,1,...,1)
|ξ|−2
∣∣∣∣
∫ [
(v.ξ)2 − |v|
2|ξ|2
n
]
µ(dv)
∣∣∣∣
=
(2π)2
2
∣∣∣∣
∫
v1v2 µ(dv)
∣∣∣∣ lim |ξ|−2|∑
i6=j
ξiξj | = (n− 1)(2π
2)
2
∣∣∣∣
∫
v1v2µ(dv)
∣∣∣∣ .
and if µ is a even measure concentrated on the line v1=v2= . . .=vn, then
∫
v1v2µ(dv) =
∫
v21µ(dv) and d2(µ,Rµ) is a multiple
of the total energy. Proposition 1 says that this condition won’t last for time longer than O(ln(n)). Also, if µ has mean zero
and has all correlations zero (as in equation (11)) then d2(e
−tLµ,Rµ) never becomes of order n as shown by equation (12).
4 Proof of Theorem 1
Let µ be a probability measure with mean zero and finite second moment and let −L = n(Q− I). We use the fact that the
Fourier transform commutes with the Kac evolution to take the problem into Fourier space. Because the second moment of
µ is finite, µˆ has bounded second derivatives. This will allow us to control |µˆ−Rµˆ|L∞(r) by |µˆ−Rµˆ|
2
n
L2(r) on each sphere. The
fact that the L2 gap of the Kac operator in [4] gives an exponential decay in L2(r) for each r leads to a decay in d2(e
−tLµ,Rµ)
after carefully obtaining order r2 decay in
∣∣∣e−tLµˆ− Rˆµ∣∣∣
L∞(r)
as r → 0+ and combining the decay results on each sphere.
Proof(of Equation (14)) Let u(t, ξ) be µˆ(t, ξ)− Rˆµ(ξ). From equation (13) we have that
∣∣∣∣∣∣
∑
i,j
ηiηj∂i∂ju(t, ξ)
∣∣∣∣∣∣ =
∣∣∣∣−(2π)2
∫
(~η.~v)2e−2πiv.ξe−tL(µ−Rµ)
∣∣∣∣
= (2π)2
∣∣∣∣
∫
Rn
(~η.~v)2e−2πiv.ξe−tL {(I −R)[µ]} (dv)
∣∣∣∣
= (2π)2
∣∣∣∣
∫
Rn
(~η.~v)2e−2πiv.ξ(I −R)[e−tL(µ)](dv)
∣∣∣∣
= (2π)2
∣∣∣∣
∫
Rn
(I −R){(~η.~v)2e−2πiv.ξ} [e−tL(µ)](dv)∣∣∣∣
≤ (2π)2
∫
(I +R)(~η.~v)2e−tL[µ](dv) = (2π)2
∫
e−tL(~η.~v)2µ(dv) + (2π)2
|v|2|η|2
n
µ(dv)
= (2π)2|~η|2
{
2
∫
v21µ(dv) + (n− 1)e−
4n−6
n−1 t
∣∣∣∣
∫
v1v2µ(dv)
∣∣∣∣
}
=: Lp(t)|~η|2 (21)
for all ξ, η and all t ≥ 0.
Fix t and r > 0. Let S = Sn−1(r) and choose ξ0 ∈ S and θ0 so that e−iθ0u(ξ0) = |u|L∞(S). Let
B = S ∩
{
|ξ − ξ0| ≤
√
|u(ξ0)|
3Lp(t)
}
.
All of u, ξ0, and B depend on t, but we will suppress this dependence in many places. Our first task is to show that |u|L∞(r)
is of order r2 as r → 0, for d2 to be bounded. We will accomplish this in equation (25) which shows that |u(ξ0)| − |u(ξ)| is
actually quadratic in |ξ − ξ0| for ξ ∈ B.
Let us first show that |u(ξ)| ≥ |u(ξ0)|/2 on B. Let η be any point in Rn. By Taylor’s theorem we have:
8
u(η) = u(ξ0) + (∇u)(ξ0).(η − ξ0) + 1
2
∑
i,j
∂i∂ju(ξ
∗)(η − ξ0)i(η − ξ0)j . (22)
Equation (21) bounds the term 12
∑
i,j ∂i∂ju(ξ
∗)(η − η0)i(η − η0)j in absolute value by 12Lp(t)|η − ξ0|2. We next study
the linear term in equation (22) when η = ξ ∈ B.
Since |u(ξ)|2 has a maximum on S at ξ0, we have either u(ξ0) = 0 or ∇|u(ξ0)| is perpendicular to S at ξ0, and thus ∇u(ξ0)
is parallel to ξ0. Without loss of generality we can take u(ξ0) 6= 0 for otherwise u ≡ 0 on S and S does not contribute to d2.
If follows from our assumptions, including the assumption that u(ξ0) 6= 0, that we have
|∇u(ξ0)| ≤ Lp(t)|ξ0|, (23)
which might be false at other points on B.
Equation (23) follows from the following observations. First, the fact that ∇u(ξ0) is parallel to ξ0, thus |ξ0.∇u(ξ0)| =
|ξ0||∇(ξ0)|. Second,
|ξ0.∇u(ξ0)| =
∣∣∣∣∑(ξ0)i
∫ 1
0
∂s(∂iu)(sξ0) ds
∣∣∣∣ =
∣∣∣∣∣∣
∑
i
∑
j
(ξ0)i(ξ0)j
∫ 1
0
∂j∂iu(sξ0) ds
∣∣∣∣∣∣ ≤ |ξ0|2Lp(t)
by (21). These observations prove equation (23).
Note that equation (22) with ξ0 replaced by zero imples that
|u(η, t)| ≤ Lp(t)
2
|η|2 for any η and t, (24)
since u(t, 0) =
∫
µ(dv)− ∫ Rµ(dv) = 0 and ∇u(t, 0) = −2πi ∫ ~ve−tLµ(dv) − ~0 = ∫ e−nt~vµ(dv) = ~0 for all t.
In particular, we have
√|u(ξ0)| ≤√Lp(t)2 |ξ0| and thus, for all ξ ∈ B we have |ξ − ξ0| ≤ 1√6 |ξ0|. Hence ξ.ξ0 > 0 on B.
We now find an upper bound for |∇u(ξ0).(ξ − ξ0)| on S. We choose a coordinate system in which ξ0 = (0, . . . , 0, 0, r) and
ξ = (0, . . . , w,
√
r2 − w2). Here we’re using the fact that ~ξ.~ξ0 > 0 on B. Set the nth coordinate direction ~en to ξ0/r. Then
|(ξ − ξ0).en| = |r −
√
r2 − w2| = w2
r+
√
r2−w2 ≤ w
2
r . Similarly, |ξ − ξ0|2 = w2 + (r −
√
r2 − w2)2 = 2r2(1 −
√
1− w2r2 ) ≥ w2,
which together with equation (23), gives the inequality
|(∇u)(ξ0).(ξ − ξ0)| ≤ Lp(t)r × w
2
r
≤ Lp(t)|ξ − ξ0|2.
In summary, we have shown that the for all ξ ∈ B the following inequality holds.
|u(ξ0)− u(ξ)| ≤ 3
2
Lp(t)|ξ − ξ0|2. (25)
This implies that we have |u(ξ)| ≥ |u(ξ0)| − 32Lp(r)|ξ − ξ0|2 ≥ |u(ξ0)|2 on B.
We complete the proof of equation (14) by a simple computation. We choose a coordinate system in which ξ0 points
towards the North Pole and we denote by θ the angle from the ξ0 axis. The largest value θmax of θ on B satisfies the equation
|ξ − ξ0|max = 2r sin(1
2
θmax).
By integrating out the rest of the angular variables in σr, we obtain
σr(B) =
∫ 2 sin−1(√ |u(ξ0)|12r2 Lp(t))
0 sin(θ)
n−2 dθ∫ π
0
sin(θ)n−2 dθ
≥
∫
sin(θ)n−2 cos(θ) dθ∫ π
0
sin(θ)n−2 dθ
=
(
4 |u(ξ0)|12r2Lp(t)
(
1− |u(ξ0)|12r2Lp(t)
))(n−1)/2
(n− 1) ∫ π
0
sin(θ)n−2 dθ
≥
(
23
72
|u(ξ0)|
Lp(t)r2
)(n−1)/2
(n− 1) ∫ π
0
sin(θ)n−2 dθ
.
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This gives us the lower bound ||u(t, ξ)||2L2(r) ≥
|u(t, ξ0)|2
4
σr(B). Letting b(t, r) = |u(t,ξ0)|r2Lp(t) , we obtain b ≤ 12 for all t and have
the following upper bound.
||u(t, .)||2L2(r)
(Lp(t)r2)2
≤ e−2λ1t
||u(0, .)||2L2(r)
(Lp(t)r2)2
≤ e−2λ1t
||u(0, .)||2L∞(r)
(Lp(t)r2)2
≤
(
Lp(0)
Lp(t)
)2
e−2λ1t
4
. (26)
At the same time we have the following lower bound.
||u(t, .)||2L2(r)
(Lp(t)r2)2
≥ |u(t, ξ0)|
2
4(Lp(t)r2)2
σr(B) ≥ b(t, r)
2
4
(
23
72b(t, r)
)(n−1)/2
(n− 1) ∫ π
0
sin(θ)n−2 dθ
(27)
Equations (26) and (27) give the following inequality:
b(t, r) ≤ 72
23
e−
4λ1
n+3 t
(
(n− 1)
(
n+ 1
ne−t + 1
)2 ∫ π
0
sin(θ)n−2 dθ ×
(
72
23
)n−1
2
)2/(n+3)
.
Finally, since n ≥ 2 and we have
sup
k≥2
(
232
722
(k − 1)(k + 1)2
(ke−t + 1)2
∫ π
0
sin θk−2 dθ
) 2
k+3
≤ 2.1207
(its the value when k = 6 and t =∞), we have b(t, r) is less than or equal to 7223 × 2.1207e−
4λ1
n+3 and d2(e
−tLµ,Rµ) is at most
6.64Lp(t)e−
4λ1
n+3 t. 
Remark 2 The proof of Theorem 1 relies on equations (26) and (27) which can be seen as the norm L∞ being interpolated
between (L2)
1
n and W 2,∞ . Lp(t) got through intact which potentially saves a factor n compared to Lp(0). It would be
interesting function-analytically to see if more information than just Lp(t) can be incorporated in this interpolation inequality
using the exact form of u.
5 Construction of f0
In this section, for each n ≥ 2 we construct a probability density fn on Rn that is symmetric in its variables and has the
property that
d2(e
−tLfn, Rfn)
d2(fn, Rfn)
≥ max{1− e
n
(2λt)n−1, 0}.
This says that no matter how large n is, d2(e
−tLfn, Rfn) is practically unchanged for time at least
1
2λ . Although this
result provides no information about the decay after time of order 1, it does rule out bounds of the form d2(f(t), Rf ) ≤
e−ctd2(f(0), Rf ) for any c. Let us rescale the time so that λ = 1.
In Lemmas 1−3 we will construct a Schwartz function ψ(v) for which
d2(Q
kψ,Rψ) = d2(ψ,Rψ) for k = 0, 1, . . . , n− 2. (28)
We will scale ψ and add to it a positive Gaussian at large enough temperature to obtain a non-negative function fn. The
existence of ψ satisfying equation (28) is not very surprising and follows from the L∞ nature of the d2 metric and the fact
that it takes n − 1 Kac rotations Q of a vector ~v to cover the whole sphere |~w| = |~v|. This is analogous to the result in [1]
where it is shown that the total the variation distance between an initial permutation of a deck of cards and the uniform
distribution is not affected by O(ln(n)) riffle-shuffles. The reason for this invariance is because there are permutations that
cannot be reached in less than O(ln(n)) riffle-shuffles.
Since d2 deals with the Fourier transforms, we will use the fact that the Fourier transform commutes with rotations, and
thus with the Kac rotations Qi,j . We will directly construct the Fourier transform of the fn-s and only afterwards ensure
that the inverse Fourier transform is non-negative and in L1. As a first step we will construct a one parameter family of
functions φ(ξ;α) ≥ 0 such that Qkφ((z, 0, 0, . . . , 0);α) = 0 for all z, α and all k ≤ n− 2.
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Let h(x;α) = (1 − e−αx2) and set φ(ξ;α) =∏ni=1 h(ξ;α) (We will drop the parameter α in φ below.). Then we have the
following lemmas.
Lemma 1 Properties of φ
Fix |ξ| = r, and let z1 = (r, 0, 0, . . . , 0). Then for all l ≤ n− 2 we have
1. [Qlφ](z1) = φ(z1) = 0.
2. Rφ(z1) >
1
2 |φ|L∞(r); provided α ≥ α(r) is large enough.
3.
[
(nt)n−1
(n−1)! Q
n−1φ
]
(z1) ≤ en (2t)n−1|φ|L∞(r).
4. |φ|L∞(r) = (1− e−αr2/n)n.
Remark 3 Properties (1) and (3) are easier to prove for the function
∏n
i=1 ξ
2
i . We use h(x;α) instead of x
2 in φ to satisfy
property (2). Properties (2) and (1) tell us that the maximum of
|φ(ξ) −Rφ|
on Sn−1(r) is at (±z1, 0, . . . , 0) because we know that
Rφ(r) − |φ|L∞(r) ≤ Rφ(ξ)− φ(ξ) ≤ Rφ(r),
and thus, on Sn−1(r), we have
|φ(ξ) −Rφ| ≤ max
{
Rφ(r),
∣∣Rφ(r) − |φ|L∞(r)∣∣} = Rφ(r)
by property (2).
Remark 4 The coefficient of Qn−1[φ](z1) in property (3) comes from the Taylor expansion of e−ntQφ.
Proof
1. Given a sequence of Kac rotations Qi1,j1(θ1), . . . , Qik,jk(θk), we can define a sequence of trigonometric polynomials
{P (k)1 , . . . , P (k)n }∞k=1 as follows. Let


P
(0)
1
P
(0)
2
. . .
P
(0)
n

 =


1
0
. . .
0

 .
Once {P (s)i }ni=1 are defined, define P s+1i (θ1, . . . , θk) using the equality
P
(s+1)
i =


P
(s)
i (θ1, . . . , θk), i 6∈ {is+1, js+1}
P
(s)
i (θ1, . . . , θk) cos(θs+1)− P (s)js+1(θ1, . . . , θk) sin(θs+1), i = is+1
P
(s)
i (θ1, . . . , θk) sin(θs+1) + P
(s)
is+1
(θ1, . . . , θk) cos(θs+1), j = js+1
.
We are interested in these polynomials since they determine the velocity of particle 1 after the k Kac collisions above
in the relation:
v1( after ) =
n∑
i=1
P
(k)
i (θ1, . . . , θk)vi(initial).
We now show that if i ≥ 2 is an index for which the “edges” {(i1, j1), . . . , (ik, jk)} do not connect “vertex” i to vertex
1, then Pi(θ1, . . . , θk) = 0. Let G denote the graph on (v1, . . . , vn) with edges {(i1, j1), . . . , (ik, jk)}. Let C be the
connected component of vi. An easy inductive argument shows that {P (l)j : j ∈ C} depends only on {P (0)j : j ∈ C},
for l = 0, 1, . . . , k. In particular, P
(k)
i is obtained from {P (0)j (θ1, . . . , θk) : j ∈ C} after possibly multiplying them by
cos θ-s and sin θ-s, and adding them up. Since P
(0)
j ≡ 0 for j ∈ C, we have P (k)i (θ1, . . . , θk) ≡ 0.
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As a conclusion, it follows that if [Qik,jk . . . Qi1,j1h] (z1;α) 6= 0, then we have
Qik,jk . . . Qi1,j1
∏(
1− e−αξ2i
)∣∣∣
z1
=
1
(2π)k
∫ n∏
i=1
(
1− e−αr2(P (k)i ({cos(θl),sin(θl)})2
) k∏
j=1
dθj 6= 0.
Thus the connected component C of i must contain 1 for each i. So G is a connected graph which means that k ≥ n−1.
Property (1) follows from the hypothesis that k ≤ n− 2.
2. For r > 0 and n ≥ 2 fixed,
φ
|φ|L∞(r) =
∏
(1 − e−αξ2i )
(1− e−αr2/n)n → 1
almost everywhere on Sn−1(r) as αr2 →∞. Thus, by the dominated convergence theorem, there exists an A¯(n) <∞
such that if αr2 ≥ A¯(n) then ∫
Sn−1(r)
φ(w)σr(dw) ≥ 12 |φ|L∞(r). Let
α(r, n) =
A¯(n)
r2
. (29)
Note that the property of having an L1(r) norm greater than or equal to 12 the L
∞(r) norm is preserved in time under
the Kac evolution e−tL. This is because for positive functions, the Kac evolution does not change the L1 norm, but it
can only decrease the L∞ norm. This observation is also true when we replace e−tL by Qk.
3. By Cayley’s theorem there are nn−2 distinct trees on n vertices, and for each tree we can order its edges in (n−1)! ways.
Each order of presentation of the edges in the tree comes with a weight
(
n
2
)−(n−1)
. The terms Qin−1,jn−1 . . . Qi1,j1 [φ](z1)
where the edges {(i1, j1), . . . , (in−1, jn−1)} do not connect all the vertices (v1, . . . , vn) evaluate to zero. The rest of the
terms are non-negative and bounded above by |φ|L∞(r). Thus,
(nt)n−1
(n− 1)! (Q
n−1φ)(z1) ≤ (nt)
n−1
(n− 1)!
(n− 1)!nn−2(
n
2
)n−1 |φ|L∞(r) ≤ en (2t)n−1|φ|L∞(r), (30)
proving property (3).
4. This property follows from an application of the method of Lagrange multipliers. 
Since α(r, n) in the above lemma is proportional to r−2, we need a way of keeping r = |ξ| strictly away from zero when d2 is
being evaluated. We do this in Lemma 2 by multiplying. Let ψ(ξ) = φ(ξ)A(ξ), where A(ξ) = |ξ|4e−|ξ|2 . Then we have the
following Lemma.
Lemma 2 Let A(ξ) = |ξ|4e−|ξ|2 and let b be smallest solution to (xe−x = 12e−1) (b ≈ 0.23196). Let α = α(
√
b, n) be as in
equation (29). If ψ = A(ξ)φ(ξ). Then
|ψ−Rψ|
|ξ|2 has a maximum on R
n − {~0} at a point (x, 0, 0, . . . , 0) with x2 ≥ b.
Proof Choose α as in the hypothesis. Then Rφ(ξ) ≥ 12 when |ξ| ≥
√
b by property 2 of Lemma 1. In particular:
|ψ(1,0,...,0)−Rψ(1)|
|1|2 = e
−b Rφ(1,0,0,...,0)
1 ≥ 12e−b ≥ 12e−1. So if |ξ|2 < b, then |ψ(ξ)−Rψ(ξ)||ξ|2 < be−b < 12e−1. So we know that
themaximummax
|ψ−Rψ|
|ξ|2 is attained at a point ~ξ with norm at least
√
b. So, for our choice of α, we have Rφ ≥ 12 |φ|L∞(r)
and property 1 in Lemma 1 shows that ξ can be taken to be (x, 0, . . . , 0) for some x ≥ √b. 
We now give an explicit formula for f0.
Lemma 3 Let b, α = α(
√
b, n) be as in Lemma 2 and equation (29). Set
f0(v) =
(
0.9π
1 + α
)n
2
e
−
(
0.9pi2
1+α
)
|v|2
+
1
B(2π)4
△2
n∏
i=1
(√
πe−π
2v2i −
√
π
1 + α
e−
pi2
1+α v
2
i
)
.
If B > 0 is large enough, then f0 is a probability density and equation (16) holds for f0.
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Proof Notice that f0(v) is the sum of a Gaussian and
1
B ψˇ. The Gaussian is radial at a high temperature since α is
large. For large |vi|, ψˇ is bounded by polynomial of degree 4 times exp(− π21+α |v|2), so we can find a B = B(n) that makes
|ψˇ| ≤ B
(
0.9π
1+α
)n
2
e
−
(
0.9pi2
1+α
)
|v|2
. This shows that when B ≥ B(n) we have f0 ≥ 0. Since ψ is a Schwartz function, its Fourier
transform is in L1 and we have
∫
ψˇ(v) dv = ψ(0) = 0. This shows that f0 integrates to 1.
We now prove equation (16) for f0. Note that
|e−tL fˆ0(ξ)−Rˆf0 (ξ)|
|ξ|2 =
|e−tLψ(ξ)−Rψ|
B|ξ|2 . We showed in Proposition 2 that when
t = 0, this term is maximized at a point z1 = (z0, 0, 0, . . . , 0) for some z0 ≥
√
b. Fix k ≤ n− 2. Then
0 ≥ d2(e
−tLf0, Rf0)− d2(f0, Rf0)
tk
=
d2(e
−tLf0, Rf0)− Rψ(z1)B |z1|2
tk
≥ 1
Btk
(Rψ(z1)− e−tLψ)(z1))−Rψ(z1)
z20
= −e
−tLψ(z1)
Btkz20
= −z
2
0e
−z20
Btk
e−tLφ(z1) (31)
Here we used the fact that e−tLψ and ψ have the same radial parts.
Recall from Lemma 1 that Qlφ(z1) = φ(z1) = 0 for l = 0, 1, 2, . . . , n−2. Hence, the same is true for their linear combinations[
nk(I −Q)kφ] (z1). Thus, by Taylor’s theorem, the right hand side in equation (31) converges to − 1z20
(
nk
n! (I −Q)k(φ)(z1)
)
as t→ 0+, which is zero if k ≤ n− 2. So (etnQφ) (z1) = nn−1tn−1(n−1)! et∗nQQn−1(φ)(z1) for some t∗ in (0, t) and we have:
0 ≥ d2(e
−tLf,Rf )− d2(f,Rf )
tn−1
=
d2(e
−tLf,Rf )− Rψ(z1)B z20
tn−1
≥ −z
2
0e
−z20
Btn−1
e−tLφ(z1) = −z
2
0e
−z20
B
nn−1
(n− 1)!
e−ntet
∗nQQn−1φ(z1)
tn−1
.
Since
(
et
∗nQQn−1φ
)
(z1) is less than |Qn−1φ|L∞(z0)etn, we conclude that
d2(e
−tLf,Rf )− d2(f,Rf )
tn−1
≥ − n
n−1
(n− 1)!z
2
0e
−z20 |Q
n−1φ|L∞(z0)
B
.
Combining this with property (3) in Lemma 1 gives equation (16). 
6 Proof of the Propagation of Chaos
McKean gave in [13] a short algebraic proof of propagation of chaos for Kac’s original model on Sn−1. This proof was adapted
in [2] to give a propagation of chaos result for the fully thermostated Kac model. This section describes how McKean’s proof
can be further modified to give a propagation of chaos result for the partially thermostated Kac model in [14].
Let Z = Z(R∞, symm ) be the space of bounded and continuous functions depending on an arbitrary but finite but
number of variables, endowed with the product
f ⊗ g(v1, . . . , va, va+1, . . . , va+b) = 1
(a+ b)!
∑
σ
f(vσ(1), . . . , vσ(a))g(vσ(a+1), . . . , vσ(a+b))
and identify functions which have the same symmetrization:
∫
R∞
f φ dv =
∫
R∞
g φ dv for all φ ∈ L1(R∞) that is symmetric
in its variables. McKean observed that nλ(Q − I) can be approximated by 2λΓ. Here Γ is the operator given by
Γ[φ(v1, . . . , vk)] =
∑
i≤k
−
∫ 2π
0
φ(v1, . . . , vi cos θ − vk+1 sin θ, vi+1, . . . , vk))− φ) dθ,
that takes functions depending on k variables to functions depending on k + 1 variables. Note that Γ is a derivation. That
is, Γ[f ⊗ g] = Γ[f ] ⊗ g + f ⊗ Γ[g]. McKean demonstrated that propagation of chaos holds for {etDfn}n whenever D is a
derivation. McKean then showed the terms in the Taylor expansion of
∫
Sn−1 e
tλn(Q−I)fnφdσ converged to the corresponding
terms in
∫
Sn−1
e2λΓfnφdσ as n → ∞. Since both series converge absolutely when t ∝ 1λ is small enough, propagation of
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chaos follows.
The same proof was used in [2] to show that there is propagation of chaos for the fully thermostated Kac model. The
observation there is that the generator −L = η∑ni=1(Mi − I) + nλ(Q − I) can be approximated by η∑∞i=1(Mi − I) + 2λΓ
which is a derivation. Here Mi is the weaker Maxwellian thermostat acting on the i
th particle:
Mi[f ] =
∫
R
−
∫ 2π
0
f(v1, . . . , vi cos θ − w sin θ, vi+1, . . . , vn)g(vi sin θ + w cos θ) dθ dw
We will tweak this proof, which works on both {L (Sn−1)}n and {L1 (Rn)}n, for the partially thermostated Kac model.
Suppose α = m0n0 is the fraction of thermostated particles. Thermostating part of the particles divides the indices 1, . . . , n
into two groups An (the thermostated) and Bn (the rest). Our initial condition fn(0, .) should be symmetric under the
exchange of particles in An and under the exchange of particles in Bn. We want to have a space similar to Z and a derivation
similar to Γ that adapt to the fact that a new particle introduced in the system is not always thermostated.
One approach is to let the underlying space be Z¯ = Z¯((Rn0)∞) and to let f , g all depend on kn0 , ln0 variables. We can
let every particle with index i ≡ 1, 2, . . . ,m0(modn0) to be thermostated. We can define f ⊗ g analogously by
f⊗g(v1, . . . , vkn0 , vkn0+1, . . . , v(k+l)n0) =
1
((k + l)m0)!((k + l)(n0 −m0))!
∑
σ
f(vσ(1), . . . , vσ(kn0))g(vσ(kn0+1), . . . , vσ((k+l)n0)).
Here σ runs over all permutations leaving An (and also Bn) invariant. Our generator becomes −Lk given by the equation
−Lk = kn0λ(Q− I) + η
kn0∑
i=1
1[1,...,m0](i mod n0)(Pi − I).
We replace Γ by Γ¯ : Z¯ 7→ Z¯ that takes functions depending on kn0 variables to functions on (k + 1)n0 variables. Γ¯ is
given by
Γ¯[φ](v1, . . . , v(k+1)n0 ) =
∑
i≤kn0
(k+1)n0∑
l=kn0+1
−
∫ 2π
0
φ(v1, . . . , vi cos θ − vk+1 sin θ, vi+1, . . . , vk))− φ) dθ.
We see that Γ¯ = 2λΓ + η
kn0∑
i=1
1[1,...,m0](i mod n0)(Pi − I). Hence Γ¯ is a derivation. Note that we have the inequality∣∣∣∣∣
∣∣∣∣∣Lkφ− 2λΓ¯[φ]− η
kn0∑
i=1
1[1,...,m0](i mod n0)(Pi − I)[φ]
∣∣∣∣∣
∣∣∣∣∣ ≤ l
2n0
k
4
(
ln0
2
)
||φ||+ 2λ ln0
kn0 + 1
||Γ¯φ||,
whenever φ depends only on ln0 variables with l < k. This goes to 0 when l is fixed and k →∞.
Finally, for every k, l ≥ 0, we have the following bound
||Lk+l ◦ Lk+l−1 ◦ · · · ◦ Lk+1 ◦ Lkf ||∞ ≤ (4λ+ 2η)(l+1)k(k + 1) . . . (k + l − 1)||f ||∞.
This makes
∑
l
tl
l! ||Lk+l−1 ◦ · · · ◦ Lk+1 ◦ Lkf ||∞ converge for all k when t < 14λ+2η . McKean’s proof can be used step by step
from this point on (see also Lemma 19 in [2]) to give propagation of chaos for time t = 0.94λ+2η . Iterating this process j-times
shows propagation of chaos for time up to 0.9j4λ+2η , and hence for all t > 0 since j is arbitrary.
7 Conclusion
We saw in Theorem 1 that under the Kac evolution a Borel measure µ approaches its angular average Rµ in the GTW metric
d2 exponentially with rate at least O
(
1
n
)
and saw in Theorem 2 that the initial decay in d2 can be very slow at least for
time 1/(2λ) which is a macroscopic quantity. We also saw that the average energy per particle also controls d2(µ,Rµ) after
time of order ln(n). Proposition 1 suggests that the constant K in Theorem 1 is not optimal. This raises the question of
what is the optimal K(n)? And whether our conjecture in (15) is correct. The proof of Theorem 1 gives an application of
the L2 gap to initial states that are not necessarily in L1(Rn) ∩ L2(Rn) and can be generalized to other evolutions which
have gaps in L2 provided their generators commute with the Fourier transform. For example: the Kac model in 1 dimension
with an initial state not symmetric in its variables; the Kac model in 1 dimension with symmetric collision rules for which
θ in (3) has weight ρ(θ) where ρ is not necessarily constant but satisfies ρ(2π − θ) = ρ(θ). It would be interesting to check
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if decay rates for Fourier based metrics can be obtained for non-Maxwellian molecules, where the collision rate between
particles i and j is proportional to |v2i +v2j |
γ
2 for some γ in (0, 2]; or for the momentum conserving Kac model in 3 dimensions
with Maxwellian molecules whose gap was computed in [5]. The functions {fn} suggest a set of questions such as: can
there be a sequence of distributions µn similar to the {fn}-s except that they are supported on the sphere? and, since
the fn are small L
1-perturbations of Gaussians by Schwartz functions with a very particular algebraic structure , is there
a physical interpretation to these structures? or, can we find functions f˜n similar to the fn for which there is a physical
interpretation? Our lower bound in Theorem 2 is effective only when t ≤ 12λ . It should be possible to make this bound
effective for a longer time interval by improving the upper bound in property (3) of Lemma 1. If we improve the bound∣∣Qin−1,jn−1 . . . Qi2,j2Qi1,j1φ](z1)]∣∣ ≤ |φ|L∞(r) in equation (30), we will have a larger lower bound for d2(e−tLµ,Rµ).
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