We propose a general approach for determining the entropy and free energy of complex systems as a function of temperature and pressure. In this method the Fourier transform of the velocity autocorrelation function, obtained from a short ͑20 ps͒ molecular dynamics trajectory is used to obtain the vibrational density of states ͑DoS͒ which is then used to calculate the thermodynamic properties by applying quantum statistics assuming each mode is a harmonic oscillator. This approach is quite accurate for solids, but leads to significant errors for liquids where the DoS at zero frequency, S(0), remains finite. We show that this problem can be resolved for liquids by using a two phase model consisting of a solid phase for which the DoS goes to zero smoothly at zero frequency, as in a Debye solid; and a gas phase ͑highly fluidic͒, described as a gas of hard spheres. The gas phase component has a DoS that decreases monotonically from S(0) and can be characterized with two parameters: S(0) and 3N g , the total number of gas phase modes ͓3N g →0 for a solid and 3N g →3(NϪ1) for temperatures and pressures for which the system is a gas͔. To validate this two phase model for the thermodynamics of liquids, we applied it to pure Lennard-Jones systems for a range of reduced temperatures from 0.9 to 1.8 and reduced densities from 0.05 to 1.10. These conditions cover the gas, liquid, crystal, metastable, and unstable states in the phase diagram. Our results compare quite well with accurate Monte Carlo calculations of the phase diagram for classical Lennard-Jones particles throughout the entire phase diagram. Thus the two-phase thermodynamics approach provides an efficient means for extracting thermodynamic properties of liquids ͑and gases and solids͒.
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I. INTRODUCTION
Entropy and free energy as a function of temperature and pressure are essential in describing the phase diagram of liquids of materials. It would be most valuable to extract this information from atomistic classical and quantum simulations. However, the need for extensive sampling of the available energy states makes it a challenge to determine these quantities accurately. Techniques that extend the Widom particle insertion or thermodynamic integration methods to efficiently and accurately determine the phase equilibria of a wide variety of systems include the Gibbs ensemble, multiple histograms, configuration biased samplings. 1 In principle, these techniques provide rigorous thermodynamic quantities of complex systems; however, the large amount of sampling needed makes such methods impractical for many systems of interest. Thus, it is highly desirable to find ways to obtain fast and accurate estimates of the entropy and free energy from simple molecular dynamics simulations.
One possibility is to apply quantum statistics to the normal vibrational modes of a system, e.g., the Debye theory of crystals. 2 For crystals, the vibrational modes can be considered as harmonic and the thermodynamic properties can be expressed as integrals of functionals over the vibrational density of states. This method requires knowledge only of the vibrational density of state ͑DoS͒; however, the extension to fluids is nontrivial. Figure 1 shows the typical density of state distribution, S(), for a gas, a liquid, and a solid as a function of frequency . For a solid ͓Fig. 1͑a͔͒ the general form has S(0)ϭ0 with S() going through a maximum at finite , and then decaying for higher frequencies. For a gas ͓Fig. 1͑b͔͒, S(0)Ͼ0 and decays monotonically. The DoS of liquids ͓Fig. 1͑c͔͒ also has S(0)Ͼ0, and generally leads to a local minimum at low frequency and a solidlike maximum at higher frequency followed by decay for higher frequencies interspersed with broadened peaks due to local vibrations. As discussed below, the zero frequency intensity S(0) corresponds to the diffusive modes of the system. Since the harmonic oscillator has infinite entropy at ϭ0, the direct application of quantum statistics to gases and liquids would result in an infinite entropy because of the nonzero value S(0). Furthermore, the low frequency vibrations are usually quite anharmonic and the use of the simple harmonic approximation breaks down at this limit. These properties of fluids ͓nonzero S(0) and anharmonicities͔ will be referred to as fluidic effects hereafter.
Despite these problems, the vibrational density of states has been used to study the thermodynamic properties of some important systems. Berens et al. 3 applied both quantum and classical statistics of a harmonic oscillator ͑HO͒ to the a͒ Author to whom correspondence should be addressed. Electronic mail: wag@wag.caltech.edu vibrational density of state ͑determined from the Fourier transform of the velocity autocorrelation function͒ and determined the quantum corrections to the thermodynamics of water. They showed that the method is useful because quantum effects are small at low frequencies where anharmonic effects are large, and are significant at high frequencies where anharmonicities are negligible.
Karplus and Kushick 4 proposed a quasiharmonic method that uses the covariance matrix of atomic position fluctuations to determine the vibrational frequencies, and argued that the relative configurational entropy differences of a flexible macromolecule in two different conformations can be determined from the logarithm of the ratio of the determinant of the covariance ͑Hessian͒ in the two conformations. Since anharmonic effects are not explicitly considered, the success of their method may largely be a result of cancellation of errors, due to anharmonicities, in the two conformations. More recently, Schlitter 5 proposed to apply a modified quantum statistical harmonic oscillator model to the quasiharmonic frequencies from the covariance matrix to obtain absolute entropies. Although the modified formula is an approximation to the exact quantum statistics of HO, 6 Schä-fer and co-workers have used Schlitter's method to explain the entropic driving force in protein folding. 7, 8 Schäfer et al. 7 performed limited tests of the Schlitter's method for the anharmonic effects and found 17% error in entropy for an ideal gas and only 5% error for Lennard-Jones ͑LJ͒ gases. They concluded that anharmonic effects are small in most cases. Andricioaei and Karplus 6 later re-examined the LJ calculation and found that the entropy obtained by Schäfer et al. 7 was not converged and the error increased with the simulation time. Since the fluidic effects ͑anharmonicity and diffusion͒ are not properly handled, we do not expect to obtain an accurate entropy value from Schlitter's method.
In this paper, we address this problem by proposing a two-phase model in which the DoS is decomposed into a gas phase component ͑described in terms of a hard sphere model͒ and a solid phase, whose density of states goes to zero at zero frequency. This is motivated by the observation that the shape of the DoS of a liquid is a simple supposition of that of a gas and a solid ͓Fig. 1͑d͔͒. The gas component mostly contributes in the low frequency regime and contains all the fluidic effects, whereas the solid component, located at higher frequencies, has no fluidicity but can possess strong quantum effects. To test this two-phase thermodynamic ͑2PT͒ model, we calculated the thermodynamic properties of Lennard-Jones systems over a range of temperatures and pressures that includes gas, liquid, crystal, metastable, and unstable phases. We show that the standard one-phase model overestimates the entropy for dilute gases and underestimates the entropy for liquids due to fluidic effects. In 2PT, the gas phase component is characterized with two parameters, the fraction of the modes in the gas phase and S(0), both of which are determined from the same molecular dynamics simulation. Applying the proper statistical weighting functions for each component leads to accurate thermodynamic properties. The time scale necessary for accurate thermodynamic properties is ϳ20 ps ͑assuming that the system is equilibrated͒, making this a practical approach for complex systems. We find that 2PT leads to results in good agreement with Monte Carlo calculations for the thermodynamic properties of LJ fluids over a range of conditions including gas, liquid, solid, and metastable regions.
FIG. 1. Typical density of state distribution ͑DoS͒ of a solid ͑a͒, gas ͑b͒, and liquid ͑c͒. ͑d͒ shows that the liquid phase DoS can be a supposition of a gas and a solid DoS.
II. THEORY

A. The density of state function
The density of state ͑DoS͒ function S() is defined as the distribution of vibrational normal modes of a system. 3 The number of modes, i.e., effective vibration intensity, of a system at some frequency is calculated as the sum of contributions from all atoms in the system,
where m j is the mass of atom j. The spectral density s j k () of atom j in the kth coordinate (kϭx, y, and z in the Cartesian coordinate͒ is determined from the square of the Fourier transform of the velocities as
where v j k (t) is the kth velocity component of atom j at time t, and
The density of state function can also be obtained from the Fourier transform of the velocity autocorrelation function ͑VAC͒. The total velocity autocorrelation function C(t) is defined as the mass weighted sum of the atom velocity autocorrelation functions
where c j k (t) is the velocity autocorrelation of atom j in the k direction
Applying the Wiener-Khintchine theorem, 2 the atomic spectrum density s j k () is simply the Fourier transform of c j k (t),
Therefore, S() defined in Eq. ͑1͒ can also be obtained from the Fourier transform of C(t),
B. Properties of the density of state function
It is useful to outline the important properties of the density of state function, most of which have been previously discussed by Berens et al. 3 First of all, the value of S() represents the density of normal modes at frequency ,
where i n are the normal mode frequencies of the system. Equation ͑8͒ can be shown to be true by substituting in Eqs. ͑4͒, ͑5͒, and ͑7͒ the normal mode velocities from the time derivative of the normal coordinates q i , e.g., q i ϭA i sin(2 i n ϩ i ), with A i and i being the amplitude and phase of the ith degree of freedom. 3 Furthermore, the integration of S() over positive frequencies gives the total number of degrees of freedom (3N) of the system,
where the Parseval's theorem
2 dt͔ is used to relate the integration of s j k () to the average of the square of the velocity,
The last equality in Eq. ͑10͒ is a result of the equipartition theorem in the classical limit, i.e., m j v j k (t) 2 ϭkT. The density of states at zero frequency S(0) is related to the self-diffusion coefficient D in pure fluids. The diffusion coefficient is related to the velocity autocorrelation function as
where N is the number of particles and m is the mass of the particles. By setting the frequency to zero in Eq. ͑7͒ we have
Finally, any properties derived from S() can be easily broken down to atomic contributions since the total S() is determined from the sum of the atomic spectral densities ͓Eq. ͑1͔͒. For example, one can study the diffusion of each individual atom or for a subcollection of atoms in the system. This property of S() also provides a natural way of partitioning the thermodynamic properties, such as entropy ͑de-tailed in Secs. II C and II D͒ into atom or atomic group contributions, an intriguing prospect for molecular analysis of significantly higher detail than any prior efforts.
C. Thermodynamic properties and quantum corrections from the density of state function: The one-phase model
Assuming that all the vibrations are independent ͑uncor-related͒ harmonic motions, the partition function Q of the system can be calculated from the partition function q HO () of a harmonic oscillator as the following:
The energy E, entropy S, and Helmholtz free energy A of the system can then be determined as
Substituting in these equations the quantum harmonic partition function
gives the quantum weighting functions,
where ␤ϭ1/kT and h is the Planck's constant. These weighting functions constitute the quantum-corrected one-phase thermodynamic model, 1PT͑Q͒. If instead we use a classical harmonic oscillator with q HO C ()ϭ1/␤h, the weighting functions would take the following form:
The use of these classical weighting functions in Eq. ͑14͒ gives the classical one-phase thermodynamic model, 1PT͑C͒. The reference energy V 0 ͓in Eqs. ͑14a͒ and ͑14c͔͒ is the potential energy of the system when all the ''oscillators'' are at standing still. This energy is determined by equating the total energy E MD from a MD simulation to the energy E C of a set of classical harmonic oscillators ͓Eqs. ͑14a͒ and ͑16a͔͒,
͑17͒
The quantum effects ͑or quantum corrections͒ of a system can be determined from the differences between the quantum and classical properties, i.e.,
Therefore, the quantum effects can be completely determined for a given density of state distribution. The quantum corrections are zero at zero frequency and increase with increasing frequency 3 making them most important for system containing high frequency vibrations.
D. Density of states decomposition for the correction of fluidicity effects: The two-phase model
The harmonic approximation described above has been widely used in the study of thermodynamic properties of crystals because the harmonic assumption is reasonable in the solid phase. However, a direct extension to amorphous liquids and gases may be inappropriate since the entropy is dominated by low frequency modes where the effects of fluidicity are important. In particular, the entropy of a harmonic oscillator has a singularity ͑positive infinity͒ at zero frequency, which corresponds to the diffusion mode in fluids ͓Eq. ͑12͔͒.
To resolve this problem, we propose a Two-Phase Thermodynamic "2PT… model in which the density of state S() of the system with 3N degrees of freedom are partitioned into a gas and a solid like component
where the gaslike diffusive component S g () corresponds to 3N g ϭ3 f N degrees of freedom with f being the gas fraction and the remainder, S s (), describes a solidlike component ͑non-diffusive͒ in which S(0)ϭ0 ͑that is no diffusion͒. Thus there are 3N s ϭ3NϪ3N g ϭ3N(1Ϫ f ) ''solidlike'' degrees of freedom. The thermodynamic properties P of the system are determined from weighting the individual density of state ͑DoS͒ component with proper functions
where W P HO () is the weighting function of a harmonic oscillator ͓Eq. ͑14͒ or ͑15͔͒ and W P g () is the weighting function corresponding to the choice of the gas component.
The 2PT model is uniquely specified by the form of S g (), which by subtracting determines the form of S s (). We find that a particularly suitable form for S g () is to describe the gaslike component as a hard sphere fluid. The velocity autocorrelation function c HS (t) of a hard sphere gas decays exponentially
where ␣ is the Enskog friction constant related to the collisions between hard spheres. The DoS distribution is derived from the Fourier cosine transform of Eq. ͑21͒,
where N g ϭ f N is the number of effective hard sphere particles in the system and f is the fraction of hard sphere component in the overall system. This fraction factor is a measure of the ''fluidicity'' of the system and should depend on both the temperature and density. Using the zero frequency value, i.e.,
Eq. ͑22͒ can be rewritten as
Therefore, the DoS for the gas component is completely determined with two parameters: s 0 and f. It is straightforward to determine s 0 since it is just the zero frequency DoS value for the total system S(0). This guarantees that the solid component has no contribution to the diffusivity,
The only remaining question in defining 2PT theory is how to define the exact value of ''fluidicity'' factor f that determines the conceptual partition of the whole system between solid and gas components. We want f to satisfy two limiting conditions: ͑1͒ In the high temperature and/or low density limit, the system behaves like hard spheres, therefore f ϭ1, i.e., no solid component. ͑2͒ In the high density limit where the system is a solid, we expect f ϭ0, i.e., no gas component.
Thus we propose to define f as proportional to the diffusivity, which automatically satisfies the two above conditions. Thus we find it convenient to write
where D is the self-diffusivity of the system determined from Eq. ͑12͒, and D 0 HS is the hard sphere diffusivity determined in the zero pressure limit ͑the Chapman-Enskog result͒
. ͑27͒
Tying our theory to hard sphere theory might seem limiting, but we show below that all parameters can be fully derived from the actual interatomic potentials describing the real atom of our system. From Eq. ͑27͒ to completely determine f, we need only define the hard sphere diameter HS . We do this by requiring the diffusivity of the gas component ͑at temperature T and density f ) to agree with that predicted by the Enskog theory, 2 which we believe gives the best transport properties for dense hard sphere fluids. The diffusivity of the gas component is determined from the VAC defined in Eq. ͑21͒,
where Eq. ͑23͒ is used for ␣. The Enskog theory predicts the deviation of diffusivity for a dense hard sphere fluid from its zero pressure limit as
where z is the compressibility, which can be obtained from the accurate Carnahan-Starling equation of state 9 for hard spheres z͑ y ͒ϭ 1ϩyϩy 2 Ϫy
and y is the hard sphere packing fraction defined as y ϭ(/6)
. For a given value of f, Eqs. ͑28͒ and ͑29͒ can be used to solve for y, and thus HS . However, since f in Eq. ͑26͒ is also a function of HS , Eqs. ͑26͒, ͑28͒, and ͑29͒ must be solved simultaneously for both f and HS . We use the following procedure to solve for f. First we combine Eqs. ͑12͒, ͑23͒, and ͑28͒, to obtain D HS (T, f ) ϭD(T,)/ f . That is, the diffusivity of the gas component is 1/f times larger than the real system. Further, according to Eq. ͑27͒ we know that in the zero pressure limit D 0 HS (T, f )ϭD 0 HS (T,)/ f . Using these two identities and Eqs. ͑26͒, ͑29͒, and ͑30͒, we obtain a cubic equation for f in terms of y,
Thus Eq. ͑31͒, which is system independent determines the fluidicity f solely from the hard sphere packing fraction y for any system. Equation ͑31͒ leads immediately to f →1 ͑no solid component͒ as y→0, f →0 ͑no gas component͒ as y→ϱ, and f decreases monotonically with increasing y. Another useful relationship is obtained by substituting Eq. ͑27͒ in Eq. ͑26͒ and rewriting the resultant equation in terms of y, f ϭ⌬͑T,,m,s 0 ͒y
where the normalized diffusivity constant ⌬ is unitless and is a function of material properties
.
͑33͒
The ⌬ is proportional to the system diffusivity, which underlies many transport properties of the system. It includes effects of temperature, density, and different material characteristics ͑mass and diffusivity͒. Substituting Eq. ͑32͒ into Eq. ͑31͒, we obtain a universal expression for f in terms of ⌬,
ϩ2 f Ϫ2ϭ0. ͑34͒ Figure 2 shows the fluidicity factor f ͑solid curve͒ as a function of the normalized diffusivity ⌬, where we see that f →0 as ⌬→0 and f →1 as ⌬→ϱ. Thus for a given value of ⌬, Eq. ͑34͒ gives a unique value of f within 0 and 1. Figure  2 also shows the changes of the hard sphere packing fraction fy of the gas component ͑dotted curve͒ as a function of ⌬. For large ⌬ ͑high temperature, low density, or highly diffusive͒ fy approaches 0, indicating that the whole system can be represented as a dilute gas. At small ⌬ values ͑low temperature, high density, or nondiffusive͒ fy approaches 1, which means that small fraction of the hard sphere gas component is very dense. Therefore the normalized diffusivity ⌬, which contains only the state condition ͑T,V,N͒ and the result from MD simulations (s 0 ), uniquely determines the fluidicity factor f of a system and is the key parameter that determines the gas-solid partition.
To complete the 2PT model, we need to determine the weighting functions for the gas phase component ͑hard sphere diffusive fluid͒
The excess entropy for a hard sphere fluid is determined from the packing fraction y as expressed by the CarnahanStarling equation of state, 9 which in our model becomes
where S IG is the ideal gas contribution calculated at the same temperature and density. Finally the reference energy from Eq. ͑17͒ is modified as
where we used Eq. ͑35a͒. The simplicity of the above expressions arises from the frequency independence of the weighting functions for hard spheres. This allows us to obtain analytic expressions for the various quantities, showing the advantage of our definition of the gas phase as a hard sphere system. Quantum effects in 2PT are included through the use of proper weighting function for the solid component in Eq. ͑20͒. Using classical statistics of a harmonic oscillator ͓Eq. ͑16͔͒ for W P HO () leads to classical thermodynamic properties, the 2PT͑C͒ model, whereas quantum statistics ͓Eq. ͑15͔͒ gives the quantum-corrected properties, 2PT͑Q͒. We show later that quantum effects are small for LJ systems ͑Ͻ4%͒ but could be important for more complex molecular systems such as hydrocarbons and DNA.
In this paper, we develop and validate the approach for decomposing the DoS for pure Lennard-Jones fluids. Later work will extend the 2PT to mixtures and polyatomic systems.
III. COMPUTATIONAL DETAILS
The thermodynamic properties of Lennard-Jones ͑LJ͒ gas, liquid, and solid are used to examine the two-phase thermodynamic ͑2PT͒ model described in Sec. II D. The interaction potential V between two LJ particles is described through the standard LJ-12-6 equation
Dependence of the fluidicity factory f and the packing fraction fy for the gas component on normalized diffusivity ⌬ ͓defined in Eq. ͑33͔͒.
where r is the separation distance between two particles, and and are two parameters characterizing the strength of interaction and the size of the LJ particles. In this work, the parameters of argon (ϭ0.238 kcal/mol, ϭ3.405 Å 3 , and mass mϭ39.948 g/mol) are used in the actual MD simulations. To remain general the results are then presented in reduced units: density *ϭ 3 , temperature T*ϭkT/, pressure P*ϭ P 3 /, energy E*ϭE/, entropy S*ϭS/k, Helmholtz free energy A*ϭA/, Gibbs free energy G* ϭG/, and diffusivity D*ϭD(m/) 1/2 /). We consider a range of 5 densities and 4 temperatures ͑Fig. 3͒ including: ͑1͒ 3 stable solid phases; ͑2͒ 3 stable liquid phases; ͑3͒ 1 stable gas phase; ͑4͒ 8 supercritical fluid phases; ͑5͒ 1 metastable solid phase; ͑6͒ 1 metastable liquid phase; ͑7͒ 1 metastable gas phase; ͑8͒ 2 unstable fluid phases; for a total of 20 state points to cover the phase diagram. CERIUS2 ͑Ref. 10͒ was used for all MD simulations. Constant volume, temperature, and number of particle ͑NVT͒ simulations are performed at each state point. Table I lists the details of the MD runs which ranged from a total of 160 ps ͑solids͒ to 640 ps ͑gas͒. ͓We will show later ͑Table IV͒ that it would have been possible to achieve similar accuracy with MD runs ͑after equilibration͒ of only 20 ps ͑gas͒ to 5 ps ͑solid and liquid͒.͔ Long-range interactions are included using the Ewald sum method ͑Accuracy Bounded Convergence 11 with accuracy parameter 0.001͒ and the Nosé -Hoover thermostat ͑time constant of 0.05 ps͒ is used to control the temperature.
The simulation results are analyzed by calculating the velocity autocorrelation function and its Fourier transform to obtain the density of state distribution function S(). The zero frequency value S(0) leads to self-diffusion coefficient D via Eq. ͑12͒. To determine thermodynamic properties using the 2PT model, the constant ⌬ is first calculated from Eq. ͑33͒ ͓where s 0 ϭS(0)] with the results for the 20 state points studied here listed in Table II . The fluidicity factor f is then solved from Eq. ͑34͒ ͑using Newton's method, results listed in Table II͒ . Having S(0) and f, the DoS of gas component S g () is completely determined ͓Eq. ͑24͔͒. The solid component S s () is obtained by subtracting S g () from the S() of the real system. The thermodynamic properties are then determined from Eq. ͑20͒ with the gas and harmonic weighting functions given in Eqs. ͑15͒, ͑16͒, and ͑35͒.
IV. RESULTS AND DISCUSSIONS
A. Pressure, energy, and quantum effects
The pressure and energy for Lennard-Jones systems from our MD simulations are compared to the literature 12, 13 equation of state ͑EOS͒ predictions in Table III ϭ1.10, T*ϭ1.8) no obvious phase segregation was observed and we find good agreement with the literature EOS.
The quantum effects in the LJ systems can be determined from the difference between the quantum statistical energy ͓2PT͑Q͒ in Table III͔ and the MD energy. ͓Note that MD energy is equivalent to the classical energy, i.e., 2PT͑C͒.͔ Quantum effects are in general small: essentially zero for LJ gases, about 1% in energy for the liquids, and 2% for the crystals studied here.
B. Velocity autocorrelation and density of state distribution
The velocity autocorrelation ͑VAC͒ as a function of time for LJ particles at temperature T*ϭ1.1 and different densities is shown in Fig. 5 and some of the corresponding vibrational density-of-state ͑DoS͒ distributions ͑representatives for gas, liquid, and solid͒ are presented in Fig. 6 . For a gas, the VAC ͑Fig. 5, *ϭ0.05) decays slowly and monotonically with time, resulting in a rapid and monotonic decay of S() with frequency ͓Fig. 6͑a͔͒. This is expected since the mean free path is much larger then the particle diameter for a LJ gas, leading to a collision probability that decreases rapidly with the number of collisions per unit time, proportional to the vibrational frequency. ͓For a true ideal gas, i.e., no collisions, the VAC would remain constant and the DoS would be a delta function at ϭ0.] For a crystal, the VAC ͑Fig. 5, *ϭ1.10) oscillates around zero with the amplitudes decreasing with time. The oscillation of the VAC is a result of the incoherent vibration of the particles at their equilibrium positions. ͑For a single particle vibrating in a harmonic potential, the VAC is a cosine function and the DoS is a delta function.͒ The corresponding DoS has zero intensity at ϭ0 and increases gradually with frequency ͑as 2 according to Debye theory͒ ͓Fig. 6͑c͔͒. The DoS of a LJ crystal has several peaks, reflecting the structured nature of crystals. For an amorphous solid ͑or glass͒, the distribution of S() is expected to be smooth. The VAC ͑Fig. 5, *ϭ0.85) and DoS ͓Fig. 6͑b͔͒ of a LJ liquid have characteristic of both gas phase and amorphous solids: The VAC oscillates around zero, and the S() is finite at ϭ0 and goes through a maximum before it monotonically decays to zero. This special characteristic shape of the liquid state DoS provides the foundation of the DoS decomposition described in Sec. II D.
The decomposition of S() based on the DoS distribution of a hard sphere gas is also presented in Fig. 6 . In the low density and high temperature limit ͓Fig. 6͑a͔͒, the exponential decay of the velocity autocorrelation function for a hard-sphere gas results in a S g () closely resembling that of the true LJ gas. This is reasonable since the effects of the attractive part of LJ potential decays with increasing temperature. Consequently the repulsive part dominates at high temperatures and a LJ gas behaves much like a hard-sphere gas. In the case of a crystal ͓Fig. 6͑c͔͒, there is an insignificant amount of diffusive motion and S g () is essentially zero. For LJ liquids ͓Fig. 6͑b͔͒ the proposed decomposition scheme nicely partitions the overall S() into a gaslike and a solidlike component. The integrated area underneath each DoS distribution is equal to the number of degrees of freedom ͓Eq. ͑9͔͒. Therefore, the ratio of the areas from the diffusive modes and the overall system leads to the factor f, i.e.,
From Fig. 6 and Table II the percentage of S g () increases with decreasing densities and increasing temperatures. In other words, there is more gaslike component in a system as the temperature increases and/or as the density decreases. Since the factor f increases monotonically with the normalized diffusivity ⌬ ͑Fig. 2͒, both parameters are a good measure of the ''fluidicity'' of a system. The proposed decomposition is not only reliable and stable, but is also physically meaningful.
C. Entropy and free energies: Fluidicity and quantum effects
The usefulness of the DoS decomposition method introduced here depends on the accuracy in calculating the thermodynamic properties. Figure 7͑a͒ shows the entropy determined from the one-phase model with quantum statistics, 1PT͑Q͒. For the crystalline phase (*ϭ1.10) the entropy is calculated quite accurately, but for low-density fluids (* ϭ0.05,0.40) it is overestimated while for high-density fluids (*ϭ0.70,0.85) it is underestimated. In contrast, the 2PT method leads to a much more accurate entropy for all densities ͓Fig. 7͑b͔͒ regardless of the use of classical ͓2PT͑C͔͒ or quantum ͓2PT͑Q͔͒ statistics for the solid component. Table III lists the numerical values of the calculated entropy from different methods. The problem with applying the harmonic approximation to the whole DoS, i.e., 1PT method, can be understood by examining the S() in Fig. 6 and the weighting function in Fig. 8 . At low densities, e.g., T* ϭ1.1 and *ϭ0.05 ͑hard sphere packing fraction f y ϭ0.036), most vibrational modes are located below ϭ4 cm Ϫ1 ͓Fig. 6͑a͔͒. In this region, the HO weighting function ͑either quantum or classical͒ is much higher than that of the hard sphere ͑HS͒. Since in this condition the LJ gas behaves like a HS gas, the HO description overestimates the entropy.
The situation is somewhat different for liquids. The distribution of S() is broadened: For example, at T*ϭ1.1 and *ϭ0.85 ( f yϭ0.309) the S() extends to more than 100 cm Ϫ1 and has a maximum at around 20 cm Ϫ1 ͓Fig. 6͑b͔͒. The HO description underestimates the entropy for this liquid case because the HO weighting is too small in the range between 4 -100 cm Ϫ1 . This is also evidence for anharmonic effects in the liquid phase. The decomposition of the DoS, 2PT, allows us to separate the harmonic S s () and fluidic S g () components in the system to provide appropriate weights to each contributions. This leads to accurate values of entropy.
The quantum corrections to the entropy can be obtained by comparing the quantum and the classical entropies ͓open and closed circles in Fig. 7͑b͔͒ . Similar to the energy, the quantum effects are generally small and increase with increasing density or decreasing temperature. Roughly, quantum corrections in entropy are essentially zero for LJ gas, 0.5% for LJ liquid and, 1.8% for LJ crystals. The small quantum corrections in LJ systems can be understood as small differences between the entropy weighting functions of FIG. 6 . The density of state distribution of LJ ͑a͒ gas (*ϭ0.05,T* ϭ1.1), ͑b͒ liquid (*ϭ0.85,T*ϭ1.1), and ͑c͒ fcc crystal (*ϭ1.10,T* ϭ1.1). The total density of state distribution S() is shown in black line, the gas component S g () determined with a hard sphere fluid in dot-dashed line, and the nondiffusive, solidlike component S s () in the dotted line.
quantum and classical HO ͑Fig. 8͒ within the range of Ͻ150 cm Ϫ1 . For molecular system with strong interactions, e.g., covalent and hydrogen bonds, quantum effects will be more significant.
Figures 9 and 10 and Table III compare the calculated Helmholtz (A*ϭE*ϪT*S*) and Gibbs (G*ϭA* ϩ P*/*) free energies. Due to the inaccuracy in determining the entropy, the 1PT method underestimates the free energies at low densities and overestimates them at high densities. The 2PT method overall gives very good agreement with the EOS values. It is interesting to note that the calculated properties in the metastable regime also agree well with EOS. Consequently the 2PT method should be useful for studying the thermodynamic driving forces for nucleation and the viscosity of metallic glasses. It should also be useful for dynamical systems involving time scales and transport coefficients, including in phase transitions, that may not be accessible to Monte Carlo methods. 
D. Self-diffusion coefficient
We compare in Fig. 11 
E. Convergence efficiency
A particularly attractive feature of the 2PT model developed here is that it is quite efficient for obtaining converged thermodynamic properties, especially for liquids. Figure 12 compares the entropy values calculated from MD trajectories of different lengths ͑from 2.5 ps to 2.5 ns͒ for a LJ gas (*ϭ0.05,T*ϭ1.8) and a liquid (*ϭ0.85,T*ϭ0.9). The numerical values are listed in Table IV . The entropy for the gas phase system converges to within 0.2% with 2500 MD steps ͑20 ps͒ and for the liquid phases converges to within 1.5% with 2500 MD steps ͑20 ps͒. Thus the 2PT method is much more computationally efficient than test particle ͑TP͒ or thermodynamic integration ͑TI͒ techniques, where millions of samplings are usually necessary to obtain good statistics. The reason for the efficiency of 2PT is the very efficient use of trajectory information. In 2PT, the evolution of velocities from all the particles are used to establish the DoS, which is later used to determine the thermodynamic properties. In contrast, other methods ͑TP, TI, etc.͒ usually use only one probe particle to build up the statistics at each simulation step. Therefore, we expect the 2PT method to be N times ͑N being the number of particles in the system͒ more efficient than other methods. This makes 2PT an attractive method to study thermodynamic properties for complex systems. FIG. 12. Calculated entropy from the 2PT method with trajectory of different lengths for a LJ gas (*ϭ0.05,T*ϭ1.8) and liquid (*ϭ0.85,T* ϭ0.9). One MD step corresponds to 8 fs (10 Ϫ15 s).
V. CONCLUSIONS AND OUTLOOK
This work develops the 2 phase thermodynamics ͑2PT͒ approach for calculating the thermodynamic properties of fluids from single molecular dynamics simulation trajectories. The 2PT method makes use of the vibrational density of states extracted from MD trajectories. Other approaches have been suggested for determining thermodynamic properties from the MD derived vibrational density of states or from the normal modes of the system. The 2PT method is unique in that explicit consideration of fluidicity effects at low frequencies is made together with quantum corrections. The 2PT DoS decomposition scheme provides an analytic separation of the diffusive, fluidic component in the DoS. This allows a separate treatment of harmonic, fluidic, and quantum effects, resulting in an accurate description of the thermodynamic properties.
Attractive features of the 2PT method for calculating entropy and free energy include:
͑1͒ Thermodynamic and transport properties are determined simultaneously. ͑2͒ Only short simulation times ͑20 ps͒ are needed to obtain high accuracy. For a system with N particles, we expect 2PT to be N times faster than methods such as particle insertion and thermodynamic integration. ͑3͒ The efficiency of 2PT does not deteriorate with increasing density ͑a severe limitation in most other techniques͒. ͑4͒ The properties are obtained under fully equilibrated conditions ͑no perturbation in the simulation itself͒. ͑5͒ Zero point energy and corrections for quantum effects are included. ͑6͒ 2PT can be used to determine the properties in metastable and unstable regimes. ͑7͒ 2PT could also be used for nonequilibrium systems to estimate effects of transient effects, reaction, and phase transitions, since it is only necessary to have stabilities over time scales of ϳ20 ps.
In this paper we validated the 2PT method for pure LJ fluids, but the method applies with no modification to general force fields. We expect that the 2PT method provides the necessary information for calculating such other transport properties as viscosity and thermal conductivity. 
