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If H is a Hilbert space (not necessarily separable) and Q! is a 
von Neuman algebra in a(H), then for A in ad let C’(A) be the convex 
hull of the set 
(UAW : U is a unitary in G!}. 
It was shown by Dixmier ([3]; also see [4], p. 269) that C”(A), the norm 
closure of C’(A), always intersects the center of 0. In particular, if ed 
is a finite factor and @ is the complex numbers, then 
C”(A) n @ = {t(A)), 
where t is the unique normal faithful finite trace on a. The question 
arises: what is C”(A) n @ if GZ is an infinite factor ? We do not answer 
this question but we do give a complete answer to a related problem. 
Let C”‘(A) be the closure of C’(A) in the weak operator topology 
and put C(A) = C”‘(A) n @. In this note we determine C(A) for any 
infinite factor GY. If ad is type III, then C(A) is exactly the closed 
numerical range of A. If fl is semifinite, then C(A) is the essential 
numerical range; that is, the closed numerical range of A + X in the 
C*-algebra GZ/Z where Z is the ideal of compact operators in CJ!. 
Generally speaking we will use the terminology and results of 
Dixmier’s book [4]. One exception is that we will not make a notational 
distinction between a closed linear subspace of H and the orthogonal 
projection of H onto it. A net {A,} in GY converges in the weak operator 
topology (WOT) to A if, and only if, {(A;x 1 y)) converges to (Ax 1 y) 
for all x and y in H. 
* The author thanks the National Science Foundation for support during the 
preparation of this paper. 
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The following result is undoubtedly well-known but no reference 
can be found. We therefore state it with only a sketch of the proof. 
PROPOSITION 1. If Q C 93(H) is an infinite factor then there is a 
collection {E,] of infinite coinfinite projections in 6Y such that: 
(a) Ei 1 Ei for i # j and Z’,Ei = I; 
(b) Ei - Ej for all i and j; 
(c) if F is any inJinite projection in OL then Ei 2 F. 
Proof. If G’ is of denumerable type and E is any infinite coinfinite 
projection, then let E, = E and E, = El. By ([4], p. 320) {El, E,) 
satisfies all the conditions. If cpl is not of denumberable type, for any 
nonzero vector x E H and for 07 the cornmutant of a, let 
E = (Rx)- = the closure of (A’x : A’ E a’>; then E is a projection 
in a. If E is finite consider the sum of a countable number of pairwise 
orthogonal copies of E. In either case we arrive at an infinite projection 
E in a such that Q!, is of denumerable type; hence El is also infinite. 
By Zorn’s lemma, we can find a family of projections {EJ in 6Y satis- 
fying (a) and (b) with E rv Ei for all i. By ([4], p. 320), the family also 
satisfies (c), completing the proof. 
As was seen above we will need some information on the numerical 
range. Some general references are [l], [5], and [g]. For T in 23(H) 
W(T) = ((TX 1 x) : jj s I! = 1) 
is the numerical range of T and forms a convex subset of C. If od is any 
C*-algebra with unit and v and # are any faithful representations of 67 
then W(q(A))- = ?+‘(#(A))-. Hence, W(A)- = W(F(A))- is well 
defined (Ul, PI) moreover, if JY is the set of normalized states on G?, 
then [I, 51 
W(A)- = Z(A) = {f(,4) : f E 2). 
If G! is an infinite semifinite factor, let t be the faithful normal 
semifinite trace on a. Let J? be the norm closure of 
{A E a : t((A*A)l/2) < co]. 
Then X is a two sided ideal ([4], p. 80) and a/X is a C*-algebra (if 
02 = 99(H), then S? is the ideal of compact operators). The essential 
states, Zesz , are all f in X such that f(K) = 0 for all K in X. 
We call Z,,,(A) the essential numerical range. 
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Throughout the remainder of this paper G?! is assumed to be an 
infinite factor, X is as above if a is semifinite and $5 = (0) if Cl? is 
type III. This will simplify the statements of our results. 
The following was inspired by a theorem of F. Wolf [9], p. 212. 
THEOREM 2. If A is in 01 then the following are equivalent: 
(a) A + LX? has a left inverse in Ol/Y; 
(b) there does not exist a sequence of infinite projections {E,) in GL’ 
with lim (1 AE, (1 = 0; 
(c) there is a 6 > 0 such that (x E H : 11 Ax 1) < 6 1) x II> contains 
no injkite projection of Oz. 
Proof. (a) implies (b): Let B E CZ be such that BA = I + K for 
some K E Z. If (b) is false and {E,} is a sequence of projections 
satisfying the conditions of part (b), then 
so that lim ]I E, + X 1) = 0. But E, is an infinite projection in 
62 implies E, + S? is a nonzero projection in a/X. Thus 
I] E,, + X (1 = 1, giving a contradiction. 
(c) implies (a): Let 6 > 0 be as in (c) and let 
(A*Ay = jr x d&l) 
be the spectral decomposition of (A*A)lj2. If x is in E = ,u([O, S]), then 
1) Ax 112 = (A*Ax 1 x) 
= 
I* [o *, A2 444x I 4 
d a2 II x l12. 
Hence E < {x : (1 Ax II < 6 II x II} so that E is a finite projection; that is, 
E is in S. If A = U(A*A)li2 is the polar decomposition of A, then 
U*U = G = the support of A = [(A*A)‘12 (#)I-. Let 
B= 
.m 
)x-l w] lJ*. 
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Then 
BA = 
[S (s.mo) 
A-’ +(A)] G(A*A)lI* 
= Cl (6&Q) X-l +(A)] (,4*A)‘12 
= P@, 00) 
=1-E. 
Therefore B + s#? is a left inverse of A + 3 in @I/X. This completes 
the proof since (b) and (c) are clearly equivalent. 
For A in GY let o,‘(A) denote the set of all X in C such that for every 
s>o 
{x E H : li(A - h)x [j < 6 /[ x Ii) 
contains an infinite projection of Q?. Also let 
o,(A) = a,‘(A) u (X E C : x E ae’(A*)}. 
From Theorem 2 it follows that h $ se(A) iff A - X and A* - ,! have 
a left inverse modulo X. That is, o,(A) is the spectrum of A + X in 
n/S”. For this reason we call it the essential spectrum of A. 
Note that if G? is type III then u,(A) = u(A), the spectrum of A. 
If @I = g(H), u,(A) is th e ( smallest) essential spectrum of A ([6], [9]). 
For 6I? a type II, factor, u,(A) does not seem to have received much 
attention although Breuer [2] has defined an index for “Fredholm” 
operators in 6??. 
The main theorem of this paper is the following. 
THEOREM 3. Let GZ C B(H) b e an injnite factor and let A E GZ. Then: 
(a) If 6I! is type III then C(A) is the closed numerical range of A. 
(b) If Ol is semifinite, then C(A) is the essential numerical range. 
The proof of Theorem 3 needs several lemmas, of which the 
following is central 
LEMMA 4. If A E 6Y and 0 E u,‘(A), then there is u net of unitaries 
(Urn} in Q! such that 
WOTlimUAU*=O. 01 a 
Proof. Let {Ei : i E I> be a family of projections in 62 as in 
Proposition I ; we may suppose that I is infinite. Let ~‘7 be an ortho- 
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normal basis for H such that each x in d is in some Ei . To prove the 
lemma it is sufficient to show that for each 6 > 0 and for every finite 
set .9 C 6, there is a unitary U in a with 
I(uAu*x IY>l -=c 6 
for each x and y in 9. 
Let i1 ,..., i,, be indices in I such that each x in $ is in some Ei, , 
1 < k < n. Then, since 0 E o,‘(A), there is an infinite projection G, 
under (X : )I Ax (1 < 6 I( x /I}. By part (c) of Proposition 1 we have 
By use of Zorn’s lemma and the properties of {Ei> we can get a 
maximal set J C I such that 
Z(E,:jE J}-F ,< G1 
But the maximality of J implies that Gl - F must be finite. Hence 
F N Gl yielding 
G1-Z{Ej:j~J}. 
Furthermore this relation will hold if we delete a finite number of 
indices from J; so we assume that il ,..., i, & J. Thus 
I=G+Gl -E+Z{E*:jE J} 
-Z{E3:j~ J} 
N GL. 
Since I N El we have that El - GL as well as E - G. 
Therefore we can find partial isometries V and W in 6Z such that 
V*V=G,VV*=E,W*W=G~,WW*=E~.LetU=Y+W; 
then U is a unitary which takes G onto E (and Gl onto El). If x and y 
are in 9 C E, then 
This complete the proof of Lemma 4. 
The proof of the next Lemma is similar to the proof of Lemma 5 of 
[7] and will not be given here. 
LEMMA 5. Given h in C(A) there is a functional f in Z with 
f(A) = h. 
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Let C be the set of allf in Z such thatf(d) E C(A). It is easily seen 
that C is a weak * compact convex subset of Z(C@*). Hence C(A) is 
contained in the closed numerical range of A. 
LEMMA 6. If A is in X then C(A) = (0); he-me C C L’,,, . 
Proof. Let E be a finite projection; for any n > 1 let E, ,..., En be 
pairwise orthogonal projections in a such that E - E, , 1 < k < n. 
Then there exist unitaries U, ,..., U, such that LI,EU,,.* = E, for 
1 < k < n. Hence 
Thus, 0 E C(E). If h E C(E) is arbitrary, then there is a net (T,) in 
C’(E) such that h = WOT - lim T, . For S in G! and for every 01 let 
fats) = C=‘a), h w ere t is the normal faithful semifinite trace on G! 
(if Q! is type III, then .% = (0) and the lemma is trivial). Then 
fa E 0?.+ , the pre-dual of 01, and each fa is positive since each T, >, 0. 
Thus Ilfo:jI = t(T,) = t(E) and so {fa) is a bounded net in 
@* c @PI* = (@I*) **. Let g E: &?* be any weak * cluster point of UJ; we 
have g >, 0. If F is any finite projection in (2, AF = WOT - lim TJJ 
so that At(F) = lim t(T$) = lim fa(F). Therefore g(F) = At(F) for 
any finite projection F. But since t(F) can be made arbitrarily big and 
g is bounded we must have h = 0. Thus C(E) = (O}, for any finite 
projection E. 
If A E 27 then for any E > 0 there are finite projections E, ,..., E, 
and scalars A, ,..., A, such that 11 A - ~~~~Ei 11 < E. If f is in C then 
If (A)\ < If(A) - Zhif(Ei)l + I 2&f (EJI < 6. Therefore C(A) = (0) 
by the preceding lemma. 
LEMMA 7. For every A in @‘, a,(A) C C(A). 
Proof. If X E a,(A), then either X E a,‘(A) or 1 E a,‘(A*); alternately; 
either 0 E ae’(A - A) or 0 E a,‘(A * - A). By Lemma 4 it follows that 
0 E C(A - A) or 0 E C(A * - A). Hence we can find an f in C with 
0 =f(A -A) =f(A) -A 
or 
0 =f(A* -3) =f(A) --A. 
Either way we get h = f (A) E C(A). 
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LEMMA 8. If A is Hermitian then C(A) is the closed convex hull of 
o,(A) = ZkseW 
This last equality is a known fact [8], but we feel the following 
proof is of interest. 
Proof. By Lemma 7 we have that the closed convex hull of 
o,(A) C C(A) and by Lemma 6, C(A) C Z,,,(A). If E > 0 and 
A = fi h dp(A) is the spectral decomposition of A, then we can find 
a = ho < h, < a.- < An = b, h,-r < or < hj for 1 <j < 12 such that 
if El = p([a, Q, Ei = p((h+r , Aj]) for 2 \< j < tt then 
If E, is an infinite projection then choose oj in a,(A). Hence 
where zlf (Ei) = f(I) = 1. Al SO, if uj $ u,(A) then f (Ej) = 0; that is, 
Zf(Ej) uj is in the convex null of u,(A). Since c > 0 is arbitrary we 
have the result. 
Proof of Theorem 3. We accomplish the proof of Theorem 3 by 
showing that C = C,,, . To do this we consider Zes8 as a subset of the 
dual of S, the real Banach space of self adjoint elements of GY. Since C 
is weak* closed in S*, if there is a F in Ze,, which is not in C then the 
Hahn Banach separation theorem gives the existence of an A E S with 
f(A) -Q&W or each f E C. But this contradicts the preceding lemma 
and gives us the proof. 
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