Brain connectomics is a developing field in neurosciences which strives to understand cognitive processes and psychiatric diseases through the analysis of interactions between brain regions. However, in the high-dimensional, low-sample, and noisy regimes that typically characterize fMRI data, the recovery of such interactions remains an ongoing challenge: how can we discover patterns of co-activity between brain regions that could then be associated to cognitive processes or psychiatric disorders? In this paper, we investigate a constrained Bayesian ICA approach which, in comparison to current methods, simultaneously allows (a) the flexible integration of multiple sources of information (fMRI, DWI, anatomical, etc.), (b) an automatic and parameter-free selection of the appropriate sparsity level and number of connected submodules and (c) the provision of estimates on the uncertainty of the recovered interactions. Our experiments, both on synthetic and real-life data, validate the flexibility of our method and highlight the benefits of integrating anatomical information for connectome inference.
Introduction
Motivation. Over the recent years, the study of brain connectomics (Bullmore and Sporns, 2009; Fornito and Bullmore, 2015; Fornito et al., 2016) has gained increased interest amidst the neuroscience and cognitive psychology communities. In this framework, the brain is modeled as a graph in which nodes denote voxels or regions of interest (ROIs), while edges represent some notion of functional connectivity, typically inferred from fMRI scans. Examples of such connectivity measures include Pearson correlations, partial correlations or mutual information between the Blood Oxygenation Level Dependent (BOLD) signals of each region of interest. The driving hypothesis behind brain connectomics is that the identification of interactions between modules of nodes is crucial to our understanding of cognitive processes and psychological diseases. Central to the field is the analysis of resting-state functional MRI (rs-fMRI), believed to capture the brain's default activity (Fornito and Bullmore, 2010; Greicius et al., 2003; Raichle et al., 2001; Raichle and Snyder, 2007) and the diverse functional interactions between ROIs.
Mathematically speaking, the recovery of these interactions boils down to an estimation of the correlation (or precision) matrix between brain regions. Yet, in addition to the intensive pre-processing that fMRI data typically requires (denoising, unringing, motion correction, transformation to a standard template space, etc), in most studies, the number of potential edges is significantly greater than the number of time points in the BOLD time series-thus compelling a heavy filtering of the sample correlation matrix to get rid of spurious correlations. The variability between sessions and individuals further hinders the generalizability of the analysis and complicates the recovery of precise estimates of these interactions.
Meanwhile, structural connectivity has been a subject of increased interest in the brain connectomics literature over the past few years. Structural connectivity reflects the physical wiring of the brain by inferring white matter tracts from Diffusion Weighted Images (DWI). Since structural connectivity is widely believed to restrict functional connectivity (Damoiseaux and Greicius, 2009; Honey et al., 2009; Ombao et al., 2016; Sui et al., 2012; Uludag and Roebroeck, 2014) , the incorporation of DWI data as supplementary information seems like an appealing way of making the estimation of functional connectivity more robust. However, structural data does not come without its fair share of caveats-thus perhaps explaining why more emphasis has been given to structural connectivity to guide (rather than strictly constrain) functional analysis. In particular, several studies have shown that, while structural connectomes typically did not contain many false negative edges (Honey et al., 2009; Rubinov and Sporns, 2010 )-in other words, we can assume that all the long-range anatomical connections are recovered,-they might however contain many phantom tracts. Moreover, by design of the recovery process, longer-range connection weights are typically inflated compared to their shorter counterparts, thus yielding additional uncertainty in the actual significance of the strength of the recovered structural connections. In spite of these drawbacks, the joint use of different imaging modalities could nonetheless allow an increased prediction accuracy in the study of clinical or behavioral outcomes, as well as a deeper understanding of the interplay between neurophysiological signals and cognitive processes. This new multimodal setting calls for the development of new statistical methods (Ombao et al., 2016) tailored to the integration of these sources of information.
Prior Work: Single-modality methods. There is an extremely rich literature on single modality methods for the estimation of functional connectivity and subsequent network analyses. In this setting, only fMRI BOLD time series are considered, and the inference boils down to a filtering of the sample correlation matrix to detect significant interactions between brain regions and limit the number of false discoveries -a setting which thus transcends the field of brain connectomics. In this broader setting, in order to "filter" the correlation matrix, practioners have typically chosen one of three mutually exclusive paths. Shrinkage-based methods. When it comes to correlation estimation, the first of these paths consists in using shrinkage methods Couillet and McKay, 2014; Efron et al., 1976; Kourtis et al., 2012; Ledoit et al., 2012; Schäfer and Strimmer, 2005) and Random Matrix Theory (Bai and Silverstein, 2010; Yao et al., 2015) to correct for the spectrum deviations due to the data's high dimensional regime. However, these approaches are typically completely agnostic to either anatomical constraints or sparsity assumptions -perhaps explaining why such approaches are seldom used in fMRI studies. Threshold-based methods. Another popular branch of analysis uses thresholding as a way to constrain and recover estimates of the inverse covariance matrix (Bickel et al., 2008; Bien and Tibshirani, 2011; Cai and Liu, 2011; Friedman et al., 2008; Scheinberg et al., 2010; Zhang et al., 2018) . Such estimates are typically more organically aligned with our prior assumptions on structural connectivity, as we only expect a subset of regions to be actively involved in a given cognitive process. Yet, while the regularization and inclusion of a prior on the sparsity in the estimation of the connectome is a useful -if not necessary-starting point, all of these methods remain agnostic to the underlying anatomy of the brain. When applied to brain connectomics, such threshold-based approaches exhibit several deficiencies:
1. They rely on an arbitrary definition of the cutoff threshold. This is usually achieved by controlling for the level of sparsity of the recovered graph, which has itself to be selected-thus introducing additional sources of variability in the analysis. 2. They provide no way of accommodating for the uncertainty of the edge weights. 3. Mainly, these methods do not allow the inclusion of complementary sources of information, such as DWI data. Factor Analysis The last popular pipeline for filtering the sample correlation matrix in spite of the high-dimensionality of the data consists in using a flavor of factor analysis. Broadly speaking, factor analysis has been suggested as a useful way to "clean up" correlation matrices in a number of of applications ranging from neuroscience to empirical finance, where it has been shown to accurately and efficiently recover precision matrix (Bun et al., 2017) . However, in the case of brain connectomics, we have no a priori model for the factors, and K must thus be inferred from the data. In neuroscience in particular, Independent Component Analysis (ICA) has been a long-time favorite amongst factor methods, as it allows the discovery of sparse interacting regions of the brain (Daubechies et al., 2009) . In its most widely adopted form, "Vanilla" ICA (Hyvarinen, 1999; Hyvärinen and Oja, 2000; MacKay, 1996) is a matrix decomposition technique which utilizes the non-Gaussianity of the distribution of the multivariate time series Y ∈ R T ×N to decompose it as a linear combination of non-Gaussian sources: Y = SA (1) where S ∈ R T ×K denotes the time series associated to each independent component (assumed to be centered and non-Gaussian, such that E[ S T S T ] = I) and A ∈ R K×N , their corresponding loadings. Each loading A k· can thus be associated to a subnetwork of co-activated nodes. In other words, this assumes that the time series observed at each node i is a linear combination of independent cognitive processes (each associated to a given source). The coefficient |A ki | thus quantify how much node i responds to the activation of source k, so that when |A ki | is high, we say that node i is activated by source k. The study of the components thus allows to identify regions of the graph that are "co-activated" by the same source and that thus potentially contribute to the same cognitive process. Bayesian models for ICA have been proposed in the past, but to the best of our knowledge (Chan et al., 2003; Choudrey and Roberts, 2003; Valpola and Pajunen, 2000) , such models have seldom been used in conjunction with structural information to analyze resting-state fMRI data (Beckmann and Smith, 2004; Groves, 2009; Groves et al., 2011; Kim et al., 2008; Li et al., 2011) .
Prior work: Multimodal methods. Recently, there has been a surge of "multi-modal" methods (Ombao et al., 2016; Xue et al., 2015) for analyzing fMRI data. Most of these methods define probability models that allow the integration of the anatomical information to guide connectome inference. Another set of methods favors joint ICA (Franco et al., 2008; Ombao et al., 2016; Sui et al., 2011) , where a traditional ICA model is fit on horizontally concatenated structural and functional data. However, to the best of our knowledge, these methods make at most one assumption for the prior of the data (i.e, selects from either structural or sparsity constraints), and none of these methods enforce the recovery of connected components.
Objectives of the paper. We propose a Bayesian Independent Component Analysis-based model (Eq. 1) of the covariance matrix that leads to the inference robust functional connectomes. Using DWI structural information to build the prior on the ICA components, we devise a sparse Bayesian hierarchical model that permits the automatic selection of the appropriate number of components and sparsity level through the use of an Automatic Relevance Determination (ARD) prior. In contrast to existing methods, our approach simultaneously leverages the following natural assumptions on the data:
• Hypothesis 1: The loadings are assumed to be sparse: ||A|| 0 ≤ s, where s denotes a sparsity level. From a biological perspective, this is equivalent to assuming that only a few processes over a subset of brain regions are involved in the activity captured by each fMRI scan. • Hypothesis 2: Each loading (or component) A k· is assumed to correspond to an anatomically-connected subset of nodes.
Under these constraints, our formulation of Bayesian ICA simultaneously achieves (a) the flexible integration of multiple sources of information (fMRI, DWI, anatomical, etc.), (b) an automatic and parameter-free selection of the appropriate sparsity level and number of connected submodules and (c) the provision of estimates on the uncertainty of the recovered interactions.
A Bayesian ICA model
To fulfill these objectives, we build upon the standard Bayesian ICA model (Beckmann and Smith, 2004; Choudrey and Roberts, 2001; Roberts and Choudrey, 2004) . We assume that Y comes from a noisy mixture of independent components, that is:
Note that we assume here that, following standard ICA procedure, the data Y has been centered and scaled. This is also consistent with the bulk of the connectome literature, which typically focuses on studying correlations -rather than covariances -between Regions of Interest (ROIs). Eq. 1 induces the following correlation structure on the time series:
Let us now turn to the connectedness and sparsity assumptions which constitute the bulk of our contribution. These additional modelling assumptions are closely aligned with the biology and guide the selection of our priors on A:
1. Sparsity: each component A k should be non-zero on a small subset of nodes. Indeed, as explained in the introduction, A k· can be interpreted as a "cognitive" subnetwork, as the magnitude of the coefficients in A k· indicate which node is activated by source k. From a biological perspective, we expect specific cognitive processes to involve only a fraction of the brain. From a mathematical viewpoint, ICA relies on the non-Gaussianity of the timeseries Y . Since the number of components K here can be arbitrarily large and since each timepoint Y ti is a mixture of coefficients with finite fourth moment, by virtue of the central limit theorem, our non-Gaussian mixture can only involve a few components. 2. Connectedness: each component A k should span a subset of anatomically connected nodes. The connectedness assumption also stems from biogical considerations: the activation of the different ROIs originates from neurophysiological signals which travel along the white-matter tracts in the brain. As such, it is natural to assume that cognitive processes activate pathways, rather than disconnected sets of nodes. 3. Non-negativity: The components A are assumed to be non-negative.
From a biological viewpoint, this assumes that we are only considering positive excitation mechanisms (and discarding inhibitory ones). From a modeling perspective, this also alleviates some of identifiability issue of the traditional ICA components, which are only determined up to a sign flip.
To meet criteria (1-3), we model the components A k as independent multivariate Gaussians with a carefully selected precision matrix. Let L = D − W be the graph's combinatorial Laplacian (where D is a diagonal matrix in which each diagonal entry D ii is the degree of node i, and W is the graph's adjacency matrix). We define the regularized Laplacian L α as: L α = L + αI. Here, α is a small regularization coefficient which ensures L α to be positive semi definite. With these notations, we propose the following generative mechanism for the components:
where Σ −1 α = Ω α = L α . Under these assumptions, the negative log-likelihood of our model thus includes a penalty on a term of the form:
This effectively pushes the values of the activations of neighboring nodes to be close and thus enforces the connectivity constraint of assumption (2). While the underlying motivation behind this model is clearly explained with the graph combinatorial Laplacian, we also note in passing that, under this model, any version of the Laplacian (normalized, etc.) can be used in lieu of L, with similar effects: the only difference lies in the value of the penalty ω ij in Eq. 5.
The multivariate normal model creates components that are smooth and dense over the graph. To enforce localization, we convolve these components with binary mask D, such that:
whereÃ ∼ N 0, Σ are our multivariate Gaussian components and D is roughly {0, 1}-valued and effectively creates a localization effect. Let us now turn to the value of the coefficients D and the selection of the number of components. The latter can be inferred using automatic relevance determination if we further decomposing the loadings A as:
where the rows ofÃ are the convolved multivariate Gaussians of Eq. 2 and each λ k roughly comes from a mixture with point mass at 0 so as to effectively "switch on" or "off" the different components. In this model, the component A k is activated if λ k is significantly greater than 0.
Before going any further in our selection of a prior for D, let us consider the identifiability of our Bayesian model. As underlined in Choudrey and Roberts (2001) , the Bayesian ICA model in Eq. 2 is not identifiable as such, as it is invariant to row and column permutations, as well as rotations. To get rid of this permutation invariability, we order the λ k s by increasing order. The additional sparsity assumption on the components A also alleviates some of the rotational identifiability issues of our model. In our current formulation of the problem, there remains the problem of the coupling of D and Λ: a scenario in which λ k is almost 0 amounts the same model if we had instead λ k > δ but ∀i, D ki ≈ 0. We thus constrain the columns of the mask D to have fixed norm equal to 1 in order to avoid any such scaling issues. This motivates modelling D 2 ·i as a Dirichlet distribution:
Indeed, from the modelling perspective, D ki can be regarded as an indicator variable which selects which component node i is responsive to: D ki = 0 if node i is in the component, and 0 everywhere else. By independently switching "on" and "off" the coefficients A ki within each component k, we allow the component to be localized on the graph. Since we are considering voxels' scaled time series, by design, we must have:
This implies that the variance of each node must be such that:
Each entry λ 2 k D 2 ki can thus be understood as a measure of the proportion of the variance attributed to component k in node i.
The full model is summarized in the plate model in Figure 1 .
Solving the problem. In order to solve model 1, we propose two different methods:
• Exact inference: We use the Stan programming suite to perform MCMC sampling and get both modes and posterior confidence intervals for the distributions (Gelman et al., 2015) 1 . Stan uses Hamiltonian Monte Carlo to solve for the different components. This is particularly suited to our problem, which, with a total of roughly K × (2 × N + T + 1) parameters to be estimated, is high-dimensional and thus difficult to solve using standard Monte Carlo methods. Despite its high-dimensionality, we underline that Bayesian ICA still represents an efficient compression of the original time series as long as K << T and K << N . • Numerical Approximation: The MCMC-based procedure is unfortunately difficult to scale up to more than a few hundred nodes. For larger-scale problems, we thus resort to a numerical approximation to Model 1. This approximation solves directly for the subnetworks A and is well-suited for fast approximations of numerical point estimates consistent with model 1.
The full derivation of this method is provided in Appendix A.
Finally, further stability and faster convergence of the algorithm are also achieved by warm-starting it in a region of plausible solutions, obtained via numerical optimization.
Synthetic Experiments
As a proof of concept, we begin by checking the ability of our method to recover signals over synthetic graphs: the goal of this subsection is to show (a) the ability of our method to recover sparse, localized, connected components, and (b) to show that the recovered components are indeed more reliable than for any other method.
In order to mimic our underlying assumptions on cognitive brain mechanisms, we generate the data according to the following process:
Step 1: Backbone graph generation: we begin by creating the structural graph which will dictate the partial correlations between the different parts of the brain. To do so:
(a) We generate 5 random structural graphs (i.e, white matter pathways), each representing a separate component (i.,e, a set of co-activated nodes). that is, the partial correlations -corresponding to each submodule.
(c) The full graph is created by patching together the adjacency matrices of these subgraphs (some nodes are shared across components, in order to ensure that the final graph is truly fully connected).
2.
Step 2: Creating the loadings: We sample each component from a folded multivariate normal distribution, where the precision matrix is the partial correlation of each of the submodules from Step 1. 3.
Step 3: Sampling the sources: we then sample S from a Laplace distribution, with scale parameter 1 √ 2 (each entry is identically distributed, there is no temporal auto-correlation in the data).
An illustration of one of such synthetic graph and its corresponding five different components is shown in Fig. 2 . Note that in this setting, the components can overlap and some nodes can be involved in several processes. Model Analysis. We begin by testing the ability of our model to recover five different components which are consistent with the desired specifications (hypotheses 1-3): sparse, localized and connected. Fig. 4 displays the graphs that are recovered for a low-noise level (σ = 0.01), which we use to start our discussion.
. 
Correlation between ground-truth components and vanilla ICA components. A20,1 A20,2 A20,3 A20,4 A20,5 A20,6 A20,7 A20,8 A20,9 A20,10 A20,11 A20,12 A20,13 A20,14 A20,15 A20,16 A20,17 A20,18 A20,19 A20,20 We see that the model correctly identifies 5 distinct components (Fig.3c ). The norm for the different components (blue dots in Fig. 3d ) show indeed that only 5 of those are above 0. By contrast, for the regular ICA model (green diamonds in Fig. 3d ) show many of these components being distinct from 0, thus highlighting the difficulty of assessing the correct number of components in the traditional ICA setting. In particular, the correlation with the Bayesian components with the ground truth components is almost perfect (Fig.4b ), while substantially more diffuse for the traditional ICA model (Fig.4a ). We also see that our model's recovered coefficients are both sparse and localized, as most of the coefficients of the loadings matrix ΛA D are around 0. (Fig. 3c,3d, Fig.5 ). Finally, the correlation between the Bayesian ICA components and the ground-truth ( Fig  4b) is extremely high, highlighting an accurate recover of the components. By comparison, the standard ICA model (Fig 4a) fails to capture the appropriate number of components and to accurately recover them.
Assessing the impact of the different assumptions. Building upon the previous visual inspection of the results, we quantify the performance of the method by running this experiment multiple times with the same setting. We also quantify how much our recovered coefficients abide with our structural assumptions:
• spatial localization: to quantify the spatial localization of the different subgraphs, we evaluate two quantities:
-The average spread of the components, defined as s
. The smaller the contrast, the smoother the component. ||A I\I k || 2 ||A I k || 2 . Thus, the smaller the coefficient, the more localized the component.
• sparsity: We measure the sparsity of the recovered components by assessing:
the 1 -norm of the components, s = ||A|| 1 the number of recovered components, which we define as the number of components that have correlation above 0.8 with the ground-truth components. For perfect recovery, we expect this number to be 5.
Higher number indicate redundancy in the components that are recovered, whereas lower number indicate that too few components were actually recovered.
• accuracy: finally, we assess the accuracy of the recovered components by comparing the correlation of the ground-truth loadings with the recovered ones. We quantify this accuracy by providing the mean of the top-5 correlations: the higher the mean, the more accurately each component is recovered.
We display the results in Tables 1 and 2 , by providing the average and standard deviation of these metrics over 55 independent trials. In particular, these tables highlight the performance of the Bayesian algorithm: a higher number of factors are recovered compared to the vanilla counterpart. 5.07 ± 0.13 1.28 ± 0.09 1.00 ± 0.001 Table 2 Comparison of the different algorithms on synthetic problem: Evaluation of the different components
We observe that the accuracy of the recovery is perfect for the Bayesian ICA model (both in the number of recovered factors and in their accuracy). On the other hand, the recovery of these factors is much noisier with traditional ICA, with an average best top-5 correlation hovering around 0.76. Similarly, the BICA components are 2.5 times more sparse and 1.56 more spread than ICA, thus varying more smoothly over the graph. Robustness to Noise. We also evaluate the performance of the different models under varying levels of noise (the in Eq. 2). The results are displayed in Figure  6 . In particular, this setting, we see that, up to reasonable amounts of noise, the Bayesian ICA model is far more accurate that the Vanilla ICA: the top-5 Recovered/GT pairs have a correlation that is up to 20% bigger than the Vanilla ICA model, indicating an extremely accurate detection of the underlying factors. We also see that the inclusion of structural priors (red and purple curves) yield components that are overall more accurate under varying levels of noise. The inclusion of both localization and structural priors (red curve) yields increased mean and max accuracies.
Results on fMRI study
Our method having shown good promise on controlled synthetic examples, the goal of this section is to assess its behavior on real data, and if it can be used to process and produce interesting results for time series on graphs. We focus here on one particular test/retest fMRI study: the The Hangzhou Normal University (HNU1) dataset (Zuo et al., 2014) . The Hangzhou Normal University dataset. (Zuo et al., 2014) This dataset was gathered as part of a one-month Test-Retest Reliability and Dynamical Resting-State study. It consists of the fMRI of 30 healthy patients taken every 3 days across one month (each patient thus has roughly a total of ten scans). Five modalities (EPI/ASL/T1/DTI/T2) of brain images were acquired for all subjects. As per the dataset's website 2 , "during functional scanning, subjects were presented with a fixation cross and were instructed to keep their eyes open, relax and move as little as possible while observing the fixation cross. Subjects were also instructed not to engage in breath counting or meditation.". For the purpose of this study, we chose to use the Craddock 200-node atlas, which provides a manageable, yet relatively fine-scale representation of the brain. More details on the properties of this dataset, the study, the parameters of the scan as well as the fMRI pre-processing can be found in Appendix B.1. The structural matrices were obtained using pre-processed connectomes using NeuroData's MR graphs package, NDMG (Kiar et al., 2017b,a) 3 . More details can also be found in Appendix B.2. This dataset provides an extremely convenient framework to test the validity of our model: not only do we have functional and structural information for each scan, we can test for subject effects and robustness across subjetcs and sessions. First results. Fig. 7 shows an example of the components that can be extracted from a given scan (session 1 for the subject 24527, the first of the cohort). As can be seen on Fig. 7a and 7g , our Bayesian model manages to capture components that are localized: only a few coefficients are non-zero within each component. By way of comparison, the Vanilla ICA components are much more scattered over the brain (Fig.7e ). The Bayesian model also allows us to quantify the uncertainty associated to each coefficient, as displayed in Fig.7b : we see that the right Superior Frontal Gyrus for Subject 24527 is significantly involved in 8 components. In this particular case, the BICA model allows the incorporation of up to 18 components. Our method also allows a characterization of the uncertainty estimates for each node (Fig 7b) : the Right Superior Frontal Gyrus for instance is only significantly activated in 8 components. All in all, this first visual inspection allows us to check that our method does indeed recover components that are aligned with our original hypotheses: sparse, connected and localized. Robustness of the model. We further quantify the model's performance by evaluating its capacity to identify robust components across scans. To do so, we concatenate all components (as ordered by the λs) extracted from all 270 scans-thus yielding a total matrix of size 5400-, and we compute their crosscorrelations. Subject effects. The first step is to establish the existence (or lackthereof) of subject effects: it seems natural to assume that scans from the same subject should yield components that are generally closer together than across subjects. With this aim in mind, for each component, we find at its k-closest neighbors (where k is taken to vary from 1 to 10). We denote as E k the set of all such selected pairwise correlations. To create a test statistic, we then compute the cumulative sum of the correlations over all pairs (i, j) ∈ E k belonging to the same subjects:
where G i is the grouping induced by subject i. To compare this against a null distribution, we propose a Friedman-Rafsky test: we permute the labels, and compute the test statistic s (π) k for the permuted data. In this scenario, a high value for s k would be indicative of a strong subject effect, since s k increases with both the strength of the correlation and the inherent number of such pairwise interactions. For k = 1 (nearest-neighbor test), we observe that:
• There exists a strong subject effect: with s k = 1072.31 and an average correlation of 0.78 between nearest neighbor pairs belonging to the same subject (compared to 0.68 for pairs corresponding to different subject), the Friedman-Rafsky test is overwhelmingly significant: nearest neighbor-pairs are much closer if they belong to the same subject than across subject ( Fig.8a . We note that this effect is also present-even if less overwhelmingfor the Vanilla ICA model (average correlation of 0.60 for within-subject pairs, and 0.56 across pairs, Fig. 8b ). Note that the number itself of within-subject correlation edges does not come out as significant in either model. • The most correlated components are from a different session:
given a set of "same subject" pairwise correlations, we want to establish of these correlations are from the same scan or if they come from different sessions. The later indeed indicates that the model is able to identify robust subject-specific components. We thus permute the labels of the scans for each of these "within-subject" pairwise correlations. Interestingly, we note that the test is significant for our Bayesian ICA model, but not for the Vanilla ICA.
Robustness across scans. Finally, we wish to evaluate the model's ability to detect components that are robust across scans and across individuals. To do so, we consider the cross-correlations across components. For a given set of thresholds η ∈ [0.45, 0.95], we create a binary similarity matrix between components by setting all correlations above η to 1, and below to 0. We investigate the size of the connected components that this binary similarity yields. We first draw a TSNE plot of the different loadings (Fig. 9b) , where each color denotes a subject. We do not observe a clustering by subject, which is reassuring, as the goal of the method is to extract components that generalize across subjects and sessions. The results are displayed in Fig. 9. Figure 9a shows in particular that the largest connected component for very high correlations is big (304 components at threshold 0.8, vs 3 for the Vanilla ICA). This shows that the Bayesian model has successfully identified robust components across scans and subjects. We represent each of these connected communities of loadings by its mean: the average top-5 connected components at threshold 0.8 are displayed in Fig.10-13 . Interestingly, we notice that these average most robust loadings are extremely localized: the first one is located in the pre-frontal cortex, the second in the sensory motor cortex. Interestingly, the fifth component defines a network that appears to be in line with the robust connectome findings in Tozzi et al. (2019) . 
Conclusion
We have proposed here a version of Bayesian ICA that allows the recovery of biologically interpretable, connected subcomponents from time series that lie on a graph, with automatic self-tuning and minimal user input while providing uncertainty estimates on the recovered loadings. We have also provided a fast numerical approximation of point estimates. Our experiments on synthetic graphs validate the theoretical framework and show that submodules of co-activated nodes can be accurately recovered. The application of our method to real-life data seems to indicate that such an approach does indeed promote reliability and reproducibility among different connectomes, as well as biologically connected components-a necessary ingredient in brain connectome studies, where the main objective is to relate such subnetworks to cognitive processes.
Appendices
Appendix A: Numerical approximation
We begin by providing a numerical approximation to the constrained ICA approach. While this approach does not allow us to get confidence intervals for the parameters that we are estimating, it will nonetheless produce ICA components that are consistent with our 3 hypotheses of section 2: non-negative, sparse and localized. This method can be used either for warm-starting the Bayesian HMC algotihm, or by itself if point estimates are sufficient to the analysis.
To do so, we take a step back from the Bayesian model, which requires to estimate both S and A, while only A is of true importance in the subnetwork discovery problem. Since by assumption, 1 T E[S T S] = I, we propose integrating S out of the model altogether, and focusing on finding a solution for A that reconstructs the correlation of the observed time series:
This leads us to consider the Stein loss associated to the matrix A T A. Following Naul and Taylor (2017) , the Stein loss between two Positive Definite Symmetric (PDS) matrices Σ andΣ ∈ R N ×N is defined as:
the sample correlation matrix, andΣ = A T A + diag(γ 2 i ), we want to minimize:
Formulated as such, this problem amounts to finding an optimal low-rank decomposition under Stein loss that is also aligned with our original sparsity and localization assumptions. However, this loss is convex as a function ofΣ but not a a function of A. To solve this new problem, following Fletcher and Watson (1980) , we use a composite algorithm (Fletcher, 1982; Duchi and Ruan, 2018) , which linearizes the previous loss and provides a series of convex objectives to sequentially optimize:
Each iteration in Eq. 11 is now convex and we thus know that there exists a global optimal solution. Note that while each iteration is convex, the overall problem remains non-convex, and the solution might thus heavily depend on global initialization. We suggest use as warm start the absolute value of the Vanilla ICA loadings, as these can typically be very efficiently computed and provide good starting points 4 .
The algorithm operates as follows:
1. Optimize Eq. 11 with respect to X and γ 2 2. Solve for A (k+1) 3. Iterate until convergence (A) Accurate resolution of the problem using CVXPY. As a proof of concept, we solve the previous problem using CVXPY (Diamond and Boyd, 2016) . CVXPY allows to find accurate solutions to the previous problem, and we use it here to check if the algorithm works efficiently on our synthetic example of section 3. Fig. 14 allows us to validate the method: we see that, as the number of iteration increases, the recovered components become sparser and sparser. In particular, it is interesting to note that after only 10 iterations, the Ground-Truth components are recovered (the colored blocks in 14b match the localized ground truth components that we expect to see). However, the components are redundant. As the number of iteration increases, redundant components fade away and the algorithm recovers both the number of ground truth components (5, in this case) and the ground truth components themselves accurately ( Fig.  14c and 14d 2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  19 18 17 16 15 14 13 12 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  19 18 17 16 15 14 13 12 (B) Scalable resolution of the problem. While, for smaller problems, this can accurately be solved using numerical solvers such as CVXPY, for large problems, we need to find more efficient solvers, and potentially compromise between accuracy and scalability. The previous paragraph has highlighted the potential of the algorithm to extract accurate components, and we now turn to a more scalable derivation of the updates of our two-step algorithm.
Step 1: Gradient descent to solve for X and γ 2 .The first step focuses on solving the following objective:
We solve the previous problem using a gradient descent method. In particular, here, we propose using FISTA (Beck and Teboulle, 2009 ) updates, which provide an optimal step size (thus foregoing the need for the practioner to select it) and are typically fast to converge. Derivations of the sequential steps are provided in the subsequent paragraphs.
Computing the gradient with respect to X. The objective in Eq. 12 are convex with respect to X, and each column of X is in the ball of radius δ. All we need to show now if that the gradients are Lipschitz in order to apply the FISTA updates.
We begin by deriving the gradients and updates for X and γ in Eq. 12
Thus, noting that M is symmetric:
and the full gradient with respect to X is thus given by:
Now, defining K = A T A + Diag(γ), we also have:
Hence:
Thus the gradient of the loss in Eq. 12 is Lipschitz with a constant upper-bounded by L X = √ 8(||AK −1 || × ||K −1 | × ||A||). Computing the gradient with respect to γ. Similarly:
The gradient of the loss with respect to γ is thus also Lipschitz, with constant upper-bounded by L γ = max{Diag(K −1 2 )} 2 :
The FISTA update for X are summarized in Alg.
1.
Result: Updated X (k) while not converged do
; end Algorithm 2: FISTA Updates for γ
Step 2: Updating A (k+1) .
Step 2 can be easily solved by introducing the augmented Lagrangian of the problem and solving:
We propose to solve this problem using FISTA updates, and projecting onto the subspace ∆ = {M ∈ R N ×N : ∀i, M ii = 1} of matrices with diagonal equal to 1. The gradient here is given by:
which is thus Lipschtiz with constant L A = ||I + ρ * L|| The FISTA updates for solving Eq. 11, combined with those for X and γ are summarized in Algorithm 3. This sample includes 30 healthy adults, aged 20 to 30. Each participant received ten scans across one month, one scan every three days. Five modalities (EPI/ASL/T1/DTI/T2) of brain images were acquired for all subjects. During functional scanning, subjects were presented with a fixation cross and were instructed to keep their eyes open, relax and move as little as possible while observing the fixation cross. Subjects were also instructed not to engage in breath counting or meditation. All imaging data was collected on 3T GE Discovery MR 75 using an 8-channel head coil (Kong et al., 2018) .
B.1. Functional fMRI Pre-processing
The fMRI data used in this paper is the time series corresponding to the Craddock-200 atlas. Functional parcellation was accomplished using a two-stage spatially-constrained functional procedure applied to preprocessed and unfiltered resting state data corresponding to 41 individuals from an independent dataset 5 All the information in this subsection was gathered on the study's website.
(age: 1855; mean 31.2; std. dev. 7.8; 19 females). A grey matter mask was constructed by averaging individual-level grey matter masks derived by automated segmentation. Individual-level connectivity graphs were constructed by treating each within-gm-mask voxel as a node and edges corresponding to super-threshold temporal correlations to the voxels 3D (27 voxel) neighborhood. Each graph was partitioned into 200 regions using normalized cut spectral clustering. Association matrices were constructed from the clustering results by setting the connectivity between voxels to 1 if they are in the same ROI and 0 otherwise. A group-level correspondence matrix was constructed by averaging the individual level association matrices and subsequently partitioned into 200 regions using normalized cut clustering. The resulting group-level analysis was fractionated into functional resolution using nearest-neighbor interpolation.
The pre-processing was done according to the Congurable Pipeline for the Analysis of Connectomes (C-PAC). This python-based pipeline tool makes use of AFNI, ANTs, FSL, and custom python code.
As per the ABIDE's detailed explanations, this pipeline includes:
• Structual Preprocessing 3. Skull-strip using AFNIs 3dAutomask 4. Global mean intensity normalization to 10,000 5. Nuisance signal regression was applied including motion parameters:
-6 head motion parameters, 6 head motion parameters, and the 12 corresponding squared items top 5 principal components from the signal in the white-matter and cerebro-spinal fluid derived from the prior tissue segmentations transformed from anatomical to functional space linear and quadratic trends 6. Band-pass filtering (0.01-0.1Hz) was applied for only for one set of strategies 7. Functional images were registered to anatomical space with a linear transformation and then a white-matter boundary based transformation using FSLs FLIRT and the prior white-matter tissue segmentation from FAST 8. The previous anatomical to standard space registration was applied to the functional data in order to transform them to standard space. Fig. 16 shows the raw fMRI time series of the data, as well as the distance matrix between a few adjacency matrices. As indicated by the block diagonal structure in Fig. 17b , adjacency matrices corresponding to the anatomical white matter connections between brain regions exhibit a strong subject effect: structural connectomes are much similar within each subject. 9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48 Fig. 17 also highlights some of the properties of the graphs that we have at hand. In particular, the structural sparsity in this dataset (that is, the number of edges in the graph over the total number of possible edges) is 0.113. The structures that we work with are thus relatively sparse. The structural connectomes that we use in this paper were obtained from the neurodata's website and have been processed through NDMG. As per the package's website, the Python pipeline NDMG (Kiar et al., 2017a) provides end-to-end "robust and reliable estimates of MRI connectivity at 1mm resolution [..] from 48 to 72,000 nodes, all in MNI152 standard space." The details can be found in the associated paper (Kiar et al., 2017a) , but, for the sake of clarity and completeness, we summarize here the four key components of this pipeline.
(1) Registration. NDMG begins by using FSL to perform a series of linear "standard" registrations on minimally preprocessed DWI and T1W images and aligns them to the MNI152 atlas.
(2) Tensor Estimation. As per Kiar et al. (2017a) , the MNI152-aligned "diffusion volumes and b-values/b-vectors files are transformed into a 6-dimensional tensor volume. A fractional anisotropy map of the tensors is provided for QA, again using multiple depths in each of the three canonical image planes."
(3) Tractography. As per Kiar et al. (2017a) , a deterministic tractography algorithm (Dipys EuDX (Garyfallidis et al., 2012) ) is used to generate streamlines. Each voxel at the boundary of the brain mask "is used as a seed-point in EuDX and fibers are produced and then pruned based on their length".
(4) Graph Generation. Fibers are traced through predefined parcellations and "an undirected edge is added to the graph for every pair of regions along the path, where the weight of the edge is the cumulative number of fibers between two regions" (Kiar et al., 2017a) .
Here, consistently with the choice of the parcellation for the fMRI preprocessing, we have chosen the structural connectomes for the Craddock 200 atlas. 
