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Introduction
Numerous methods exist to learn from data the best predictor of a given outcome. A few examples include decision trees, neural networks, support vector regression, least angle regression, logic regression, and the Deletion/Substitution/Addition (D/S/A) algorithm. Such algorithms, or learners, can be characterized by the mechanism used to search the parameter space. For example, the D/S/A algorithm (Sinisi and van der Laan, 2004 ) uses polynomial basis functions, while logic regression (Ruczinski et al., 2003) constructs Boolean expressions of binary covariates. The relative performance of a given learner depends on how extensively each learner must search over subspaces of the parameter space (reflected in the variance) in order for the mechanism employed to achieve a comparable approximation of the truth (reflected in the bias). Thus, the relative performance of various learners will depend on the true data-generating distribution. In practice, it is generally impossible to know a priori which learner will perform best for a given prediction problem and data set.
The framework for unified loss-based estimation (van der Laan and Dudoit, 2003) suggests a solution to this problem in the form of a new estimator, which we call the "super learner." This estimator is itself a prediction algorithm, which applies a set of candidate learners to the observed data, and chooses the optimal learner for a given prediction problem based on crossvalidated risk. Theoretical results show that such a super learner will perform asymptotically as well or better than any of the candidate learners (van der Laan and Dudoit, 2003; van der Laan et al., 2004) . We present the super learner in the context of unified loss-based estimation in Section 2, and illustrate its performance in the context of a known data-generating distribution and varying sample sizes using a simulated example in Section 3.
In Section 4, we apply the super learner to research drawn from the treatment of Human Immunodeficiency Virus Type 1 (HIV-1). HIV frequently develops resistance to the antiretroviral drugs being used to treat it, resulting in loss of viral suppression and therapeutic failure. While over 15 licensed antiretroviral drugs exist, the majority fall into three classes: protease inhibitors (PIs), nucleoside reverse transcriptase inhibitors (NRTIs), and non-nucleoside reverse transcriptase inhibitors (NNRTIs). There is a high-level of cross-resistance within drug classes; a virus that has developed resistance to one drug in a class may also be resistant to other drugs in the same class. Thus, selecting a new "salvage" drug regimen for an individual who has developed resistance to his or her current regimen is not straightforward. Improved understanding of the genetic basis of resistance to specific antiretroviral drugs has the potential to guide selection of an effective salvage regimen.
In the data example presented in this paper, the goal is to relate mutations in the genes encoding the HIV-1 enzyme protease to changes in in vitro susceptibility to a specific antiretroviral drug of the protease inhibitor class, nelfinavir (NFV). The outcome of interest is phenotypic drug susceptibility, and the predictors consist of protease mutations. In previous work, Rhee et al. (2006) applied six different learning methods to predict phenotypic drug susceptibility based on viral genotype (the presence or absence of mutations):
(1) decision trees, (2) neural networks, (3) support vector regression, (4) linear regression, and (5) least angle regression. Here, we apply the super learner to the dataset used by Rhee et al. (2006) , using least angle regression, linear regression, the D/S/A algorithm, logic regression, ridge regression, and classification and regression trees as candidate learners. Some of these algorithms were chosen for inclusion due to their popularity for prediction applications (e.g. linear regression), while others were chosen based on their compatibility with the use of a large set of binary predictors (e.g. logic regression). We aimed to pick a set of learners ranging from the simple (e.g. main term linear regression) to learners which themselves are dataadaptive and can be fine-tuned using cross-validation (e.g. the D/S/A). We also propose convex combinations of the candidate learners. We note, however, that this is just a sample of the types of learning algorithms which could be applied.
Methods

Loss-Based Estimation
Super learning is based on unified loss-based estimation theory, as introduced in van der Laan and Dudoit (2003) . We provide a brief description of this estimation road map before introducing the super learner. Van der Laan and Dudoit (2003) provide a general framework for parameter estimation problems. The data consist of n i.i.d. realizations of random variables, X 1 , . . . , X n , from an unknown data generating distribution, P 0 . The goal is to use the data to estimate a parameter ψ 0 of the distribution 2 Statistical Applications in Genetics and Molecular Biology, Vol. 6 [2007 ], Iss. 1, Art. 7 DOI: 10.2202 /1544 -6115.1240 ψ P 0 , where ψ 0 is defined as some function of P 0 . That is, we wish to obtain an estimator, or function of the data,ˆ, that is close (in risk distance) to the parameter ψ 0 . For example, in our HIV-1 data example, Y denotes a continuous measurement of viral drug susceptibility, and W is a d-dimensional vector of binary variables, each indicating the presence or absence of a mutation. X i consists of the pair X i = (W i , Y i ), measured for a viral sequence i. The parameter of interest ψ 0 corresponds to the conditional expected value of drug susceptibility Y given the mutation profile W .
The general strategy for loss-based estimation is driven by the choice of a loss function and relies on cross-validation for estimator selection and performance assessment. The proposed estimation road map can be stated in terms of the following three main steps (van der Laan and Dudoit, 2003) .
1. Definition of the parameter of interest in terms of a loss function. For the full data structure, define the parameter of interest as the minimizer of the expected loss, or risk, for a loss function chosen to represent the desired measure of performance (e.g., mean squared error in regression).
2. Construction of candidate estimators based on a loss function. Define a finite collection of candidate estimators for the parameter of interest.
3. Cross-validation for estimator selection and performance assessment. Use cross-validation to estimate risk based on the observed data loss function and to select an optimal estimator among the candidates in
Step 2.
In the regression setting, our parameter of interest is E(Y |W ), which we denote ψ (W ). The loss function for our parameter of interest is the squared error loss function, (Y −ψ(W )) 2 . More generally, one can define a loss function L : (X, ψ) → L(X, ψ) ∈ R as any function which maps a candidate parameter value ψand observation X into a real number, and whose expected value (i.e., risk) is minimized at the parameter value ψ 0 = Ψ(P 0 ) corresponding to the data generating distribution P 0 .
We will use various learning methods to construct candidate estimators needed for Step 2, and then use cross-validation as described in Step 3 to choose the optimal estimator among the candidates. We propose a super learner to perform Steps 2 and 3.
Candidate Learning Algorithms
Least Angle Regression (LARS) (Efron et al., 2004 ) is a model selection algorithm available in the lars() package of R (http://www.r-project.org). Logic Regression (Ruczinski et al., 2003) is an adaptive regression methodology that attempts to construct predictors as Boolean combinations of binary covariates available in the LogicReg() package of R. The Deletion/Substitution/Addition (D/S/A) algorithm (D/S/A) (Sinisi and van der Laan, 2004) for polynomial regression data-adaptively generates candidate predictors as polynomial combinations of continuous and/or binary covariates. It is available as an R package at http://www.stat.berkeley.edu/users/laan/Software/. Classification and Regression Trees (CART) (Breiman et al., 1984) is available in the rpart() package of R. Ridge Regression (Hoerl and Kennard, 1970) is available in the MASS package of R. All of these methods have the option to carry out selection using v-fold cross-validation. The selected finetuning parameter(s) can include the ratio of the L1 norm of the coefficient vector in LARS; the number of logic trees and leaves in Logic Regression; and the number of terms and a complexity measure on each of the terms in D/S/A.
The Cross-Validation Selector
Cross-validation divides the available learning set into a training set and a validation set. Observations in the training set are used to construct (or train) the estimators, and observations in the validation set are used to assess the performance of (or validate) these estimators. The cross-validation selector selects the learner with the best performance on the validation sets. In v-fold cross-validation, the learning set is divided into v mutually exclusive and exhaustive sets of as nearly equal size as possible. Each set and its complement play the role of the validation and training sample, respectively, giving v splits of the learning sample into a training and corresponding validation sample. For each of the v splits, the estimator is applied to the training set, and its risk is estimated with the corresponding validation set. For each estimator/learner the v risks over the v validation sets are averaged resulting in the so-called cross-validated risk. The estimator with the minimal cross-validated risk is selected.
Super Learner
It is helpful to consider each learner as an algorithm applied to empirical distributions. Thus, if we index a particular learner with an index k, then this learner can be represented as a function P n →ˆΨ k (P n ) from empirical probability distributions P n to functions of the covariates. Consider a collection of K(n) learnersˆΨ k , k = 1, . . . , K(n)., in parameter space Ψ. The super learner is a new estimator defined aŝ
whereˆK(P n ) denotes the cross-validation selector described above, which simply selects the learner which performed best in terms of cross-validated risk. Specifically,
where B n ∈ {0, 1} n denotes a random binary vector whose realizations define a split of the learning sample into a training sample {i : B n (i) = 0} and validation sample {i : B n (i) = 1}. Here P 1 n,Bn and P 0 n,Bn are the empirical probability distributions of the validation and training sample, respectively.
Under the Assumption A1 that the loss function is uniformly bounded, and the Assumption A2 that the variance of the ψ 0 -centered loss function L(X, ψ)−L(X, ψ 0 ) can be bounded by its expectation uniformly in ψ, van der Laan et al. (2004) (Theorem 2) establish the following finite sample inequality:
be the comparable oracle selector.Then, under assumptions A1 and A2, one has the following finite sample inequality for any λ>0 (where C(λ) is a constant, defined in van der Laan et al. (2004)
Note that the oracle selector is defined in Theorem 1 as the estimator, among the K(n) learners considered, which minimizes risk under the true data-generating distribution. In other words, the oracle selector is the best possible estimator given the set of candidates considered; however, it depends on both the observed data and P 0 , and thus is unknown.
Applied to the super learner, Theorem 1 shows us that the the super learner performs as well (in terms of expected risk difference) as the oracle selector, up to a typically second order term. Thus, as long as the number of learners considered (K(n)) is polynomial in sample size, we conclude that the super learner is the optimal learner in the following sense:
• If, as is typical, none of the candidate learners (nor, as a result, the oracle selector) converge at a parametric rate, the super learner performs asymptotically as well (in the risk difference sense) as the oracle selector, which chooses the best of the candidate learners.
• If one of the candidate learners happens to search among a subspace that contains the truth, and thus achieves a parametric rate of convergence, then the super learner achieves the almost parametric rate of convergence log n/n.
We refer the interested reader to technical reports by van der Laan and Dudoit (2003) and van der Laan et al. (2004) , as well as a more recent publication by van der Vaart et al. (2006) , for an extended development of these theoretical results.
In our applications of the super learner, we use a collection of six candidate learners based on the following algorithms: LARS; D/S/A; Logic Regression; CART; linear regression; and Ridge Regression. The super learner is used to select the learner from among these candidates which performs best in terms of cross-validated risk. Figure 1 shows a depiction of the super learner estimation process.
Simulation
We applied the super learner to a simulated data set with a known data generating distribution. The following model was used to generate 500 observations (i = 1, . . . , 500): y i = 2w 1 w 10 + 4w 2 w 7 + 3w 4 w 5 − 5w 6 w 10 + 3w 8 w 9 + N(0, 1), where w j ∼ Bin(0.4), j = 1, . . . , 10. The data for a given observation thus consist of a 10-dimensional vector of covariates W , and an outcome Y . These 500 observations constitute the learning set.
We applied the super learner with 10-fold cross-validation to the learning set to estimate E(Y |W ). This involved partitioning the learning set into 10 parts. Each part in turn served as the validation set, while the other 9/10ths of the data served as the training set. The super learner applied the following set of candidate learners to each of the 10 training sets: LARS, linear regression, D/S/A, Logic Regression, CART, and Ridge Regression. For linear regression and LARS, two sets of input variables were used. One consisted of all main terms, and the other consisted of all main terms w 1 , . . . , w 10 and all two-way interactions w 1 , . . . , w 10 , w 1 w 2 , . . . , w 9 w 10 . Internal (10-fold) crossvalidation was used to select the optimal fraction in LARS. Internal 10-fold cross-validation was also used to select the fine-tuning parameters for each candidate Logic Regression and D/S/A learner:
Application of each candidate learner to the 10 training sets yielded a set of 10 estimators for each candidate learner; in the case of Logic Regression, LARS, and D/S/A these optimal estimators were indexed by fine-tuning parameters selected using internal cross-validation. The cross-validated risk for each of these candidate estimators was estimated by evaluating each estimator applied to the corresponding validation set. The resulting cross-validated risks for each estimator averaged across validation sets are displayed in Table 1.
Based on the table of cross-validated risks, D/S/A and Logic Regression were identified as the top learners. Table 2 shows a more detailed comparison of these two learners, illustrating variation (in the case of Logic Regression) in the selection of fine-tuning parameters within distinct partitions of the learning set and the associated cross-validated risks. 10-fold cross-validation within each of the 10 training sets consistently selected 5 trees for Logic Regression. However, the number of leaves selected for Logic Regression and the number of terms selected by D/S/A varied across the 10 training sets. The winning learner between these two competitors also varied across partitions of the learning set, with the lowest-cross validated risk achieved sometimes by D/S/A and sometimes by Logic Regression. On average, however, Logic Regression outperformed D/S/A (average cross-validated risk of 1.043 versus 1.055, respectively). Thus, the super learner selected Logic Regression as the optimal learner. As the winning learner, Logic Regression was then applied to the entire learning sample. The final logic tree is displayed in Figure 2 and can be written as: -3.09 * ((not w9) or (not w8)) +4.58 * ((not w10) or (not w6)) +4.17* (((not w6) and w6) or (w7 and w2)) -3.09 * ((not w5) or (not w4)) +0.839 * w1
This fit has an R 2 of 0.874. Even though the super learner did not select D/S/A as the optimal learner, given the close competition between Logic Regression and D/S/A, we also applied D/S/A to the learning sample. The final D/S/A fit had nine This can be compared to the true model which had 5 two-way interaction terms. All 5 of these interaction terms were included in the final 9 term D/S/A fit, with coefficients extremely comparable to those of the true model.
To assess the performance of the two estimators, we simulated 5000 observations from the true model to generate an independent test set. We evaluated the performance of the candidate estimators ( Figure 2 for the final Logic Regression fit and Equation 2 for the final D/S/A fit) on this set of 5000 observations. The Logic Regression fit yielded a mean squared prediction error (MSPE) of 1.37 with an R 2 of 0.84 while the D/S/A fit yielded a MSPE of 1.05 with an R 2 of 0.88. Next, we applied the super learner to a dataset of increasing sample size. Specifically, we used the same data-generating experiment to generate 3 additional samples, of sizes n=100, n=1000, and n=10,000. The super learner, based on the same candidate learners, was applied to each of these datasets. The resulting estimated cross-validated risks are presented in Tables (3) -(5). As anticipated, the estimated cross-validated risks of the candidate learners vary less as sample size increases. Clearly, variability in estimated cross-validated risk can affect the candidate learner selected when the super learner is applied to finite samples. Also, both D/S/A and Logic regression are converging at a parametric rate to the true model.
Finally, we applied the super leaner to a different data generating distribution where each candidate learner would not be converging at a parametric rate to the true model. The following model was used to generate 500 observations (i = 1, . . . , 500): y i = 2w 1 w 10 + 4w 2 w 7 + 3w 4 w 5 − 5w 6 w 10 + 3w 8 w 9 + w 1 w 2 w 4 (3) − 2w 7 (1 − w 6 )w 9 − 4(1 − w 10 )w 1 (1 − w 4 ) + N(0, 1), where w j ∼ Bin(0.4), j = 1, . . . , 10. The superleaner was applied using the same candidates and parameters as the first simulation. We focus our attention on the logic regression and D/S/A candidate learners. Genetics and Molecular Biology, Vol. 6 [2007] , Iss. 1, Art. 7 DOI: 10.2202 /1544 -6115.1240 We applied this convex learner using a large set of αvalues, each representing a new candidate learner. The final D/S/A model had 13 terms and the final Logic Regression model had 5 trees and 19 leaves. As we expected, none of the candidate learners found the true model. Table 6 contains the cross-validated risks for the candidate learners. Here we see D/S/A outperform Logic Regression in terms of lowest cross-validated risk, but that the convex combination of the two models outperforms both. The super learner selected the convex combination of Logic Regression and D/S/A with α= 0.8316.
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Statistical Applications in
We also simulated a new data set with 1 million observations to calculate the true risk on the 3 candidate learners (Logic Regression, D/S/A, and the convex combination of the two). Table 7 contains the true risk for the models selected based on cross-validated risk above. We see that the convex model has the smallest true risk.
Data Analysis
A description of the data used in our analysis is available in Rhee et al. (2006) . The HIV-1 sequences were obtained from publicly available isolates in the Stanford HIV Reverse Transcriptase and Protease Sequence Database. We focus on predicting viral susceptibility to protease inhibitors (PIs) based on mutations in the protease region of the viral strand.
Mutations were defined as amino acid differences from the subtype B consensus wild type sequence at positions 1-99 in protease. We used a subset of these mutations, the non-polymorphic treatment-selected mutations (TSMs), as predictors. The TSMs were previously identified as those significantly associated with antiretroviral therapy in persons infected with subtype B viruses (Rhee et al., 2005 (Rhee et al., , 2006 . The association of these mutations with previous treatment is thought to result from selection due to their contributions to resistance, suggesting that this is a promising set of candidate predictor variables. The 58 TSMs used, occurring at 34 positions in protease, are listed in Table 8 . Mutations are referred to by position followed by amino acid substitution; for example, 90M refers to the occurrence of methionine at position 90.
The outcome of interest was standardized log fold change in drug susceptibility, where fold change was defined as the ratio of IC 50 of an isolate to IC 50 of a standard wildtype control isolate. IC 50 is the concentration of a drug needed to inhibit viral replication by 50% where IC stands for inhibitory concentration. We applied our super learner to predicting susceptibility to a single PI, nelfinavir (NFV). A mutation profile and corresponding NFV susceptibility was available for 740 viral isolates; this constituted the learning sample.
Super Learner Results
We applied the super learner with 10-fold cross-validation to select the optimal learner given the following set of candidates: LARS, Logic Regression, D/S/A, CART, Ridge Regression, and a linear regression fit including all 58 mutations as main terms. We found no difference in risk when using D/S/A to search over 1-way or 2-way interactions. Similarly, Rhee et al. (2006) found that including all two-way interactions among the mutations as input variables did not improve the prediction accuracy. Therefore, D/S/A did not consider interactions and used 10-fold cross-validation to select between 9  30N  38  73T  10  32I  39  74A  11  33F  40  74P  12  34Q  41  74S  13  35G  42  76V  14  43T  43  79A  15  46I  44  82A  16  46L  45  82F  17  46V  46  82S  18  47V  47  82T  19  48M  48  84A  20  48V  49  84C  21  50L  50  84V  22  50V  51  85V  23  53L  52  88D  24  54A  53  88S  25  54L  54  88T  26  54M  55  89V  27  54S  56  90M  28  54T  57  92R  29  54V  58  95F 1 and 50 main terms. Table 9 shows the estimated cross-validated risks of the candidate learners. The main term linear regression fit yielded estimators with the lowest average risk, 0.187, although the average cross-validated risk for D/S/A was comparable at 0.188. Based on these risk estimates, main term linear regression was selected as the optimal learner, and a main term linear regression model was fit using all 740 observations. Tables 10 and 11 display the super learner estimator, in this case the linear regression model of all main terms, fit on the entire learning sample.
Due to the similarity in cross-validated risk of linear regression and D/S/A, we also applied D/S/A to the learning sample. Cross-validation selected a final D/S/A estimator with 40 main terms. This can be contrasted to the super learner estimator, corresponding to the linear regression estimator with 58 main terms. The similarity in cross-validated risk between these two estimators suggests that prediction is only marginally improved by including the other 18 mutations in the prediction model.
We investigated the size of the mutation set needed to achieve a predictor with comparable cross-validated risk by examining the cross-validated risks for the best main term model of each size (as fit by D/S/A). The resulting plot, shown in Figure 3 , illustrates that the decline in cross-validated risk flattens sharply as the regression models reach approximately 20 main terms. This suggests that while the truly optimal predictor may use all 58 treatmentselected mutations as main terms, the majority of the predictive information can be captured by much smaller models of around 20 main terms.
We examined the best model of each size selected by D/S/A in order to investigate which mutations provide the most predictive information. The best models of each size selected by D/S/A happened to be nested. For example, the best model of size 1 contained the mutation 90M, the best model of size 2 contained the mutations 90M and 30N, the best model of size 3 contained the mutations 90M, 30N, and 54V, etc. The best models of size 1-20 are summarized in Table 12 .
The p-values for the coefficients from the linear regression fit (Tables  10,11 ) and the list of the best D/S/A models of each size (Table 12) provide alternative rankings of the importance of each candidate mutation for resistance to NFV. The two approaches produce quite comparable insight into the set of mutations key to predicting susceptibility to NFV; 18 of the 20 mutations selected in the D/S/A models of size 1-20 were among the top 20 mutations as ranked by p-value in the linear regression model. Both rankings agreed relatively well with existing understanding of the effect of protease mutations on phenotypic susceptibility to NFV; the website of the Stanford HIV Drug Resistance Database (hivdb.stanford.efu) provides a review of the relevant literature, as well as drug-specific resistance scores for each mutation intended to summarize this literature. Our analysis found that the top 20 predictors in both the D/S/A and linear regression models included the majority of mutations known to contribute significantly to NFV resistance, including the mutations 90M, 30N, 88S, and 84A. Only 2 of the mutations which were our top predictors are not currently recognized as NFV resistance mutations (50L and 74S). In contrast, of the 38 mutations not included in our top 20, 17 are not considered to be associated with resistance to NFV, while the majority of the remainder are believed associated with only minor resistance. Examples of this group include mutations not currently known to be associated with resistance to any of the PI drugs (e.g. 79A and 58E) and mutations known to contribute to resistance to other PI drugs, but not thought to contribute to NFV resistance (e.g, 50V and 32I).
Examination of the mutations selected by the super learner estimator provides some insight into the role of individual mutations in affecting phenotypic drug resistance. However, we wish to emphasize that the goal of the current data analysis is to learn the optimal predictor of phenotypic resistance based on genotype, rather than to estimate the effect or to rank the contribution of each of a set of candidate mutations on phenotypic resistance. If our primary goal was to rank the importance of each of the candidate mutations, a better approach would be to apply, e.g., variable importance measures, as presented in (van der Laan (2006) ) and applied in Birkner and van der Laan (2005) . Such variable importance analysis would require examination of the pairwise correlations between mutations. However, while perhaps interesting in their own right, such correlations are not directly relevant to the goal of learning an optimal predictor, and thus are not examined here. Specifically, the inclusion of two highly correlated mutations in, for example, the linear regression model, can result in instability in and difficulty interpreting the corresponding coefficients, but will not affect the overall performance of the predictor. 
Discussion
We have presented a super learner that uses cross-validation to select an optimal learner from among a set of candidate learners. Theoretical results show that the super learner will asymptotically outperform any of the candidate estimators it employs as long as the number of candidate learners is polynomial in sample size (or, if one of the candidate estimators it employs achieves a parametric rate of convergence, the super learner will converge at an almost parametric rate). These results suggest that the investigator pays a very small price for considering multiple alternative learners. Currently, most researchers employ one, or at most a handful, of learning algorithms to answer prediction questions. A better approach would be to apply as many candidate learners as are feasible given time and computing limitations, and choose among them using the super learner. While recognizing that computing time does pose a real constraint on the learners considered, as the simulation and data analysis results presented suggest, we have found it feasible to apply several learners, some of which, such as the D/S/A and Logic Regression, made use of an additional layer of cross-validation when selecting fine tuning parameters. The use of convex combinations of candidate learners did not add to the computational burden, since the results from each candidate learner were already available. We demonstrated in the second simulation the benefit of using convex combinations as additional candidate
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Of course, in practical applications using finite samples, there is no guarantee that the super learner will always select the optimal learner for a given data application. Our first simulation results illustrate this point well. Logic Regression was selected by the super learner as optimal (based on sample size n=500), with a slightly lower average cross-validated risk than the D/S/A algorithm. However, when the performance of the two estimators was evaluated on an independent test set, D/S/A slightly outperformed the Logic Regression estimator. Further, variability in the estimates of cross-validated risk for each of the candidate learners clearly depends on the size of the dataset. As a result, demonstrated in this article using simulations, the candidate learner selected can shift with increasing sample size. These results suggest that when employing the super learner, it is worthwhile to evaluate not only the final estimator provided by the winning learner but also competitive estimators. The results of the data example further reinforce the utility of considering alternative learners with risks comparable to that of the optimal learner to provide additional insight into the data.
