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Abstract. In this paper, we present a new method for obtaining lower bounds of the
strict invariance entropy by combining an approach from the theory of escape rates and
geometric methods used in the dimension theory of dynamical systems. For uniformly
expanding systems and for inhomogeneous bilinear systems we can describe the lower
bounds in terms of certain uniform volume growth rates. In particular, we obtain
criteria for positive entropy.
AMS classification scheme numbers: 93C15, 34C40, 94A17
1. Introduction
Invariance entropy for continuous-time control systems was introduced in [2] to measure
how often open-loop control functions have to be updated in order to achieve invariance
of a given compact and controlled invariant subset Q of the state space for a fixed set
of initial states K ⊂ Q. For K = Q it is shown in [9] that the (strict) invariance
entropy h∗inv(Q) equals the minimal data rate in a feedback loop necessary to render the
set Q invariant by a causal coding and control law. General upper and lower bounds
were established in [8]. In [10], we derived an upper estimate for the strict invariance
entropy of a control set in terms of the Lyapunov exponents of a periodic solution.
In the present paper, we use a new approach to derive sharper lower bounds for the
strict invariance entropy h∗inv(K,Q), which is based on the observation that h
∗
inv(K,Q)
is bounded from below by a quantity that is very similar to the escape rates of dynamical
systems, studied, e.g., in [13, 14]. For a dynamical system, given by a map f : X 	 on
a compact metric space (X, d), the (upper) escape rate from a set Q ⊂ X is defined by
λ = λ(f,m,Q) := lim sup
n→∞
1
n
logm
(n−1⋂
i=0
f−i(Q)
)
,
where m denotes a reference measure on X. By covering the sets
⋂n−1
i=0 f
−i(Q) with
Bowen-balls
Bn(x, ε) = {y ∈ X : d(f i(x), f i(y)) < ε, i = 0, 1, . . . , n− 1},
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centred at the elements x of maximal (n, ε, f)-separated subsets, and applying standard
arguments from the proof of the variational principle for pressure, one obtains an f -
invariant measure µ supported on Q such that
λ ≤ Pµ(f,−ϕ) = hµ(f)−
∫
ϕdµ (1)
holds for any continuous function ϕ : X → R that satisfies
m(Bn(x, ε)) ≤ Ce−
∑n−1
i=0 ϕ(f
i(x)).
For a control system x˙ = F (x, u), u ∈ U , on a smooth manifold M with solution maps
ϕt,u : M →M it follows easily from the definition of h∗inv(K,Q) that
h∗inv(K,Q) ≥ − lim sup
τ→∞
1
τ
ln sup
u∈U
m
(
K ∩
⋂
t∈[0,τ ]
ϕ−1t,u(Q)
)
for any Borel measure m on M such that 0 < m(K) < ∞. Since the control system
induces nonautonomous dynamical systems (ϕt,u)t∈R (u ∈ U) on M , the concept of
invariant measures does not apply here. Instead, we use a technique from the dimension
theory of dynamical systems which allows to estimate the volumes of Bowen-balls by
singular value functions of the tangent mappings of the given dynamical systems. Here
we use a result of Katrin Gelfert [6, 7], which can be generalized from the autonomous to
the nonautonomous context very easily. We end up with a lower bound for h∗inv(K,Q),
which splits into two additive parts that resemble the summands of the right-hand side
in (1). One of them describes in some sense the “escape behavior” of the system from
the set Q, the other one describes the minimal exponential growth rate of n-dimensional
volumes on a given (n-dimensional) subbundle of the extended state space.
The paper is structured as follows: In the second section, we recall basic facts on
Hausdorff and capacitive measure, nonlinear control systems, singular value functions
and ellipsoids in Euclidean space. We also introduce the notion of strict invariance
entropy and some new quantities related to invariance entropy, which will be used for
the proof of our main theorem. In Section 3, we adapt Katrin Gelfert’s lemma on
estimating the Hausdorff measure of Bowen-balls to control systems. The main result,
Theorem 4.1, is proved in Section 4. Finally, in Sections 5 and 6, we apply our estimate
to uniformly expanding systems and to inhomogeneous bilinear systems, respectively.
In both cases, our general lower bound reduces to a uniform volume growth rate. In
particular, we are able to show that under the assumption of K having positive volume,
the strict invariance entropy h∗inv(K,Q) is positive for a system which is uniformly
expanding on Q. For an inhomogeneous bilinear system, the same can be shown under
the assumption that the associated homogeneous system is expanding on a nontrivial
invariant subbundle for the corresponding control flow.
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2. Preliminaries
2.1. Notation
The term “smooth” always stands for C∞. By a smooth manifold we mean a connected,
second-countable, topological Hausdorff manifold endowed with a smooth atlas. If M is
a smooth manifold, we write TxM for the tangent space at x ∈M . The zero element of
TxM is denoted by 0x. We write TQM for the tangent bundle over a subset Q of M and
TM for TMM . The derivative of a C
1-mapping φ : M → N at x ∈ M is denoted by
Dφ(x) : TxM → Tφ(x)N . A diffeomorphism φ : M → N is a smooth invertible mapping
such that also φ−1 : N → M is smooth. A Riemannian metric on a smooth manifold
M is a smooth function g which assigns to each x ∈ M an inner product gx on TxM .
The norm induced by gx is denoted by ‖ · ‖TxM . For a Riemannian manifold (M, g),
the Riemannian exponential map at x ∈M is denoted by expx. We write Bε(x) for the
open ball of radius ε centred at x ∈M . By Nε(A) we denote the open ε-neighbourhood
of a set A.
By bdc we denote the greatest integer strictly smaller than d ∈ R. For the number
of elements in a finite set A we write #A.
2.2. Hausdorff and capacitive measure
Let (X, %) be a metric space, Z ⊂ X, and d ≥ 0, ε > 0. Define
µH(Z, d, ε) = µH(Z, d, ε; %) := inf
{∑
j≥1
rdj : rj ≤ ε, Z ⊂
⋃
j≥1
Brj
}
,
where the infimum is taken over all countable covers of Z by balls Brj of radii rj ≤ ε.
The function µH(·, d, ε) is an outer measure on X. For fixed Z and d the function
µH(Z, d, ·) does not decrease with decreasing ε and hence the limit
µH(Z, d) = µH(Z, d; %) := lim
ε↘0
µH(Z, d, ε) = sup
ε>0
µH(Z, d, ε)
exists (it may be ∞). µH(Z, d) is called the d-dimensional outer Hausdorff measure of
Z. The function µH(·, d) is a metric outer measure on X (i.e., the restriction of µH(·, d)
to the Borel-σ-algebra of X is a measure).
For Z ⊂ X, d ≥ 0 and ε > 0 we also introduce the quantity
µC(Z, d, ε) = µC(Z, d, ε; %) := ε
dNε(Z),
where Nε(Z) is the minimal number of ε-balls necessary to cover Z (cp. also [1, Ch. III,
Sec. 2.2])). It is easy to see that µH(Z, d, ε) ≤ µC(Z, d, ε). We define
µC(Z, d) = µC(K, d; %) := lim sup
ε↘0
µC(Z, d, ε).
The properties of µC(Z, d) are similar to those of µH(Z, d). In particular, µC(·, d, ε) and
µC(·, d) are outer measures on X.
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2.3. Control systems
Let (M, g) be a d-dimensional Riemannian manifold and
x˙(t) = F (x(t), u(t)), u ∈ U , (2)
a control system on M with continuous right-hand side F : M × Rm → TM satisfying
F (x, u) ∈ TxM , smooth in the first argument. The set of admissible control functions
is given by
U = {u : R→ Rm : u measurable with u(t) ∈ U a.e.} ,
where U ⊂ Rm is compact. By these assumptions, for every control function u ∈ U and
every initial value x ∈ M a unique solution ϕ(t, x, u) satisfying ϕ(0, x, u) = x exists.
Additionally, we assume that this solution is defined for all t ∈ R. If we want to view
the solution as a function of the initial value, we write ϕt,u(x) instead of ϕ(t, x, u). By
smoothness of F in the first argument, the maps ϕt,u : M → M are diffeomorphisms.
For each u ∈ U , the vector field x 7→ F (x, u) will also be denoted by Fu. On U we
introduce the shift flow
Θ : R× U → U , (Θtu)(s) ≡ u(t+ s).
Note that we do not need continuity of Θ with respect to any topology on U in order
to prove our main result. In Section 6, we will endow U with a weak∗-topology which
makes it a compact metrizable space and the shift flow a continuous dynamical system,
which works for control-affine systems with compact and convex control range. The
mapping ϕ : R×M × U →M satisfies the cocycle property
ϕ(t, ϕ(s, x, u),Θsu) ≡ ϕ(t+ s, x, u) for all t, s ∈ R, (u, x) ∈ U ×M.
Let Q ⊂ M be a compact controlled invariant set, i.e., for every x ∈ Q there is
u ∈ U with ϕ(R+0 , x, u) ⊂ Q. Then for each compact set K ⊂ Q the strict invariance
entropy h∗inv(K,Q) is defined as follows: A set S∗ ⊂ U is called (τ,K,Q)-spanning if for
every x ∈ K there is u ∈ S∗ such that ϕ(t, x, u) ∈ Q for all t ∈ [0, τ ]. By r∗inv(τ,K,Q)
we denote the minimal cardinality of such a set and we define
h∗inv(K,Q) := lim sup
τ→∞
1
τ
ln r∗inv(τ,K,Q).
We further define the lift of Q to U ×M by
Q := {(u, x) ∈ U ×M : ϕ(R+0 , x, u) ⊂ Q} .
With the set Q we can associate a vector bundle of rank d = dimM :
piQ :
⋃
(u,x)∈Q
{u} × TxM → Q, piQ(u, v) = (u, x) if v ∈ TxM. (3)
On U we may consider the natural topology from L∞(R,Rm), which makes Q ⊂ U ×M
a metrizable space. The vector space structure on the fibres {u} × TxM = pi−1Q (u, x) is
the natural one induced by the vector space structure of TxM .
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By piU : U ×M → U we denote the projection onto the first factor, piU(u, x) = u.
For each compact set K ⊂ Q we define
KQ := {(u, x) ∈ Q : x ∈ K} .
Moreover, for each u ∈ piUKQ we introduce the nonempty compact sets
K(u, τ) := {x ∈ K : ϕ(t, x, u) ∈ Q for all t ∈ [0, τ ]} , τ > 0. (4)
Let % denote the geodesic distance induced by the Riemannian metric g. Then for each
u ∈ U and τ > 0 we define the Bowen-metric
%u,τ (x, y) := max
t∈[0,τ ]
% (ϕ(t, x, u), ϕ(t, y, u)) . (5)
It is easy to see that %u,τ indeed is a metric on M which is topologically equivalent to
%. (See also [11], where topological entropy is defined for nonautonomous dynamical
systems.) For each (u, x) ∈ U ×M , τ > 0, and ε > 0 we define the Bowen-ball
Bτε (u, x) := {y ∈M : %u,τ (x, y) < ε} . (6)
A set S ⊂ M is called (u, τ, ε)-separated if for all x1, x2 ∈ S with x1 6= x2 one has
%u,τ (x1, x2) ≥ ε. By rsep(u, τ, ε,K,Q) we denote the maximal cardinality of a (u, τ, ε)-
separated subset of K(u, τ). We say that a set F ⊂M (u, τ, ε)-spans another set G ⊂M
if for every x ∈ G there is y ∈ F such that %u,τ (x, y) < ε. By rspan(u, τ, ε,K,Q) we
denote the minimal cardinality of a set which (u, τ, ε)-spans K(u, τ). It is easy to see
that a maximal (u, τ, ε)-separated subset S of K(u, τ) also (u, τ, ε)-spans K(u, τ) (cp.
proof of Prop. 2.1 (i)) and hence it holds that
K(u, τ) ⊂
⋃
x∈S
Bτε (u, x).
In addition, we call a set S ⊂ M ε-separated if %(x1, x2) ≥ ε holds for each pair of
distinct points x1, x2 ∈ S. We define
rsep(τ, ε,K,Q) := sup
u∈piUKQ
εdrsep(u, τ, ε,K,Q),
rsep(τ,K,Q) := lim sup
ε↘0
rsep(τ, ε,K,Q),
hesc(K,Q) = hesc(K,Q; g) := lim sup
τ→∞
1
τ
ln rsep(τ,K,Q).
By definition, hesc(K,Q) is an element of the extended real line [−∞,∞], and it might
depend on the Riemannian metric g. As for the topological entropy, one obtains an
alternative definition of hesc(K,Q) by replacing maximal (u, τ, ε)-separated subsets of
K(u, τ) by minimal (u, τ, ε)-spanning sets (cp. Prop. 2.1 (ii)). We define
rspan(τ, ε,K,Q) := sup
u∈piUKQ
εdrspan(u, τ, ε,K,Q),
rspan(τ,K,Q) := lim sup
ε↘0
rspan(τ, ε,K,Q).
Then we can prove the following statements:
Proposition 2.1
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(i) rspan(u, τ, ε,K,Q) ≤ rsep(u, τ, ε,K,Q) ≤ rspan(u, τ, ε/2, K,Q) <∞.
(ii) hesc(K,Q) = lim supτ→∞(1/τ) ln rspan(τ,K,Q).
(iii) If g and g˜ are complete Riemannian metrics on M , then
hesc(K,Q; g) = hesc(K,Q; g˜).
(iv) hesc(K,Q) <∞.
(v) If h∗inv(Q) <∞ and µC(K, d; %) > 0, then hesc(K,Q) > −∞.
Proof.
(i) Let S ⊂ K(u, τ) be a (u, τ, ε)-separated set of maximal cardinality. Assume to
the contrary that there is y ∈ K(u, τ) with %u,τ (x, y) ≥ ε for all x ∈ S. Then
also S ∪ {y} is (u, τ, ε)-separated, in contradiction to the maximality of S. Hence,
S also (u, τ, ε)-spans K(u, τ) implying that rspan(u, τ, ε,K,Q) ≤ rsep(u, τ, ε,K,Q).
Now, let S ⊂ K(u, τ) be any (u, τ, ε)-separated set and F ⊂ M any set which
(u, τ, ε/2)-spans K(u, τ). Define a map α : S → F by assigning to each x ∈ S
one α(x) ∈ F such that %u,τ (x, α(x)) < ε/2. Assume that α(x1) = α(x2) for some
x1, x2 ∈ S. Then
%u,τ (x1, x2) ≤ %u,τ (x1, α(x1)) + %u,τ (α(x2), x2) < ε.
Hence, x1 = x2, which shows that α is injective. Therefore, #S ≤ #F implying
rsep(u, τ, ε,K,Q) ≤ rspan(u, τ, ε2 , K,Q). By compactness of K(u, τ), it is clear that
minimal (u, τ, ε)-spanning sets are finite.
(ii) From the first statement it follows that
εdrspan(u, τ, ε,K,Q) ≤ εdrsep(u, τ, ε,K,Q)
≤ 2d
(ε
2
)d
rspan
(
u, τ,
ε
2
, K,Q
)
,
which implies the assertion.
(iii) Let % and %˜ denote the distance functions induced by g and g˜, respectively. Then
% is equivalent to %˜ on the compact set Q, which is shown as follows: For every
x ∈ M the norms induced by gx and g˜x on TxM are equivalent, so in particular
there is L(x) > 0 such that gx(v, v)
1/2 ≤ L(x)g˜x(v, v)1/2 for all v ∈ TxM . Since
gx and g˜x depend continuously on x, we can assume the same for L(x). Now, let
x, y ∈ Q and let γ : [0, 1] → M be a shortest geodesic from x to y with respect to
g˜, which exists by completeness. Then
%(x, y) ≤
∫ 1
0
gγ(s) (γ˙(s), γ˙(s))
1/2 ds
≤
∫ 1
0
L(γ(s))g˜γ(s) (γ˙(s), γ˙(s))
1/2 ds
≤ max
s∈[0,1]
L(γ(s))
∫ 1
0
g˜γ(s) (γ˙(s), γ˙(s))
1/2 ds
= max
s∈[0,1]
L(γ(s))%˜(x, y).
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Let A ⊂ M be the set defined as the union of the images of all shortest geodesics
with respect to g˜ joining points in Q. This set is obviously bounded, and hence for
all x, y ∈ Q we have
%(x, y) ≤ L%˜(x, y) with L := max
x∈clA
L(x).
Changing the roles of g and g˜ yields the claim. Now, let S ⊂ K(u, τ) be a maximal
(u, τ, ε)-separated set with respect to the metric %. Then for all distinct x, y ∈ S
we have
ε ≤ %u,τ (x, y) = max
t∈[0,τ ]
%(ϕ(t, x, u), ϕ(t, y, u))
≤ L max
t∈[0,τ ]
%˜(ϕ(t, x, u), ϕ(t, y, u)) = L%˜u,τ (x, y).
Hence, S is (u, τ, ε/L)-separated with respect to %˜ implying that
Ld
( ε
L
)d
rsep
(
u, τ,
ε
L
,K,Q; g˜
)
≥ εdrsep (u, τ, ε,K,Q; g) ,
which yields hesc(K,Q; g˜) ≥ hesc(K,Q; g). By changing the roles of g and g˜ the
converse inequality follows.
(iv) Let c, a > 0 be constants such that
%(ϕ(t, x, u), ϕ(t, y, u)) ≤ ceat%(x, y)
holds on a compact neighbourhood of Q, for x, y ∈ Q with %(x, y) < ε for some
sufficiently small ε > 0, t ≥ 0, and u ∈ U (cp. proof of [8, Theorem 12]). Then
%(x, y) < e−aτε implies
%(ϕ(t, x, u), ϕ(t, y, u)) ≤ ceat%(x, y) < cea(t−τ)ε ≤ cε for all t ∈ [0, τ ].
For fixed u ∈ piUKQ, τ > 0, and ε > 0 let N(u, τ, ε) be the minimal number of balls
of radius e−aτε necessary to cover the compact set K(u, τ). We have shown that
every such ball Be−aτ ε(x) is contained in the Bowen-ball B
τ
cε(u, x), which implies
rspan(u, τ, cε,K,Q) ≤ N(u, τ, ε).
Hence, we obtain
rspan(τ,K,Q) ≤ lim sup
ε↘0
sup
u
(cε)dN(u, τ, ε)
= cd lim sup
ε↘0
sup
u
eadτµC
(
K(u, τ), d, e−aτε
)
≤ cdeadτ lim sup
ε↘0
µC
(
K, d, e−aτε
)
= cdeadτµC(K, d).
This implies hesc(K,Q) ≤ ad <∞.
(v) It holds that εdrspan(u, τ, ε,K,Q) = µC (K(u, τ), d, ε; %u,τ ) and hence
rspan(τ,K,Q) = lim sup
ε↘0
sup
u∈piUKQ
µC (K(u, τ), d, ε; %u,τ ) .
Since Bτε (u, x) ⊂ Bε(x) for all ε > 0, τ > 0, and (u, x) ∈ U ×M , we have
µC (K(u, τ), d, ε; %u,τ ) ≥ µC (K(u, τ), d, ε; %) .
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The assumption h∗inv(Q) < ∞ guarantees finiteness of minimal (τ,K,Q)-spanning
sets (cp. [2, Rem. 3.2]). If S is such a set, then K ⊂ ⋃u∈S K(u, τ) and hence
µC (K, d, ε; %) ≤
∑
u∈S
µC (K(u, τ), d, ε; %)
≤ r∗inv(τ,K,Q) sup
u∈piUKQ
µC (K(u, τ), d, ε; %) .
Altogether, we obtain
rspan(τ,K,Q) ≥ lim sup
ε↘0
µC(K, d, ε; %)
r∗inv(τ,K,Q)
=
µC(K, d; %)
r∗inv(τ,K,Q)
.
Using (ii) and the assumptions, we can conclude that
hesc(K,Q) ≥ −h∗inv(K,Q) ≥ −h∗inv(Q) > −∞,
which finishes the proof.

Remark 2.2 The quantity hesc(K,Q) can be interpreted as a measure for the difference
in the exponential growth rate of vol(K(u, τ)) and vol(Bτε (u, x)) for τ →∞. Indeed, if
S is a maximal (u, τ, ε)-separated subset of K(u, τ), then
vol(K(u, τ)) ≤
∑
x∈S
vol(Bτε (u, x)) ≤ rsep(u, τ, ε,K,Q) sup
x∈K(u,τ)
vol(Bτε (u, x))
implying that
rsep(u, τ, ε,K,Q) ≥ vol(K(u, τ))
supx∈K(u,τ) vol(Bτε (u, x))
.
On the other hand, the sets Bτε/2(u, x), x ∈ S, are disjoint and contained in the ε/2-
neighbourhood of K(u, τ). Hence,
vol(Nε/2(K(u, τ))) ≥
∑
x∈S
vol(Bτε/2(u, x))
≥ rsep(u, τ, ε,K,Q) inf
x∈K(u,τ)
vol(Bτε/2(u, x)),
which implies
rsep(u, τ, ε,K,Q) ≤ vol(Nε/2(K(u, τ)))
infx∈K(u,τ) vol(Bτε/2(u, x))
.
2.4. Singular values and tensor analysis
Let (V, 〈·, ·〉V ) and (W, 〈·, ·〉W ) be d-dimensional Euclidean spaces and L : V → W a
linear mapping. Then we write
σ1(L) ≥ · · · ≥ σd(L) ≥ 0
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for the singular values of L, i.e., for the eigenvalues of the self-adjoint positive semi-
definite operator
√
L∗L : V → V . For r ∈ {0, 1, . . . , d} we define the singular value
function of L of order r by
ωr(L) :=
r∏
i=1
σi(L).
In particular, we will use the following basic properties of the singular values:
(i) If L is an isomorphism between d-dimensional Euclidean spaces, then the singular
values of L are positive and σi(L)
−1, i = 1, . . . , d, are the singular values of L−1.
(ii) For every linear mapping L between d-dimensional Euclidean spaces it holds that
| detL| = ωd(L).
Let (V, 〈·, ·〉) be a d-dimensional Euclidean space and k ∈ {1, . . . , d}. Then∧k V denotes
the k-th exterior power of V . A linear mapping L : V → V induces a linear mapping
Lk :
∧k V → ∧k V by
Lk(v1 ∧ . . . ∧ vk) := Lv1 ∧ . . . ∧ vk + v1 ∧ Lv2 ∧ . . . ∧ vk + . . .
+ v1 ∧ . . . ∧ Lvk.
The Euclidean scalar product 〈·, ·〉 on V induces a scalar product on ∧k V by
〈v1 ∧ . . . ∧ vk, w1 ∧ . . . ∧ wk〉∧k V := det (〈vi, wj〉)ki,j=1
with associated norm ‖ · ‖∧k V . We will use the following lemma which can be found in
[12, Lem. 1.2]:
Lemma 2.3 Let (V, 〈·, ·〉) be a d-dimensional Euclidean space and L : V → V a linear
mapping. Then for all k ∈ {1, . . . , d} and all v1, . . . , vk ∈ V it holds that
〈Lk(v1 ∧ . . . ∧ vk), v1 ∧ . . . ∧ vk〉∧k V = ‖v1 ∧ . . . ∧ vk‖2∧k V tr(L ◦Q),
where Q = Q(v1, . . . , vk) denotes the orthogonal projection in V onto the linear subspace
spanned by v1, . . . , vk.
Now, consider control system (2) and let Q ⊂M be a compact controlled invariant
set. Let E → Q, E = ⋃(u,x)∈Q{u} × Eu,x, be a subbundle of (3) of rank n, 0 < n ≤ d.
Then for (u, x) ∈ Q, τ ∈ R, and i = 1, . . . , n we define
σEi (u, x, τ) := σi
(
Dϕτ,u(x)|Eu,x
)
.
For r ∈ {0, 1, . . . , n} we write
ωEr (u, x, τ) := ωr
(
Dϕτ,u(x)|Eu,x
)
. (7)
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2.5. Ellipsoids in Euclidean space
Let E be an ellipsoid in a d-dimensional Euclidean space V . Then the lengths of the
half-axes of E are denoted by
σ1(E) ≥ · · · ≥ σd(E) ≥ 0.
Analogously to the definition of the singular value function, we set
ωr(E) :=
r∏
i=1
σi(E).
The following lemma on covering ellipsoids by balls can be found in [4] or [6, Lem. 4.2.2]:
Lemma 2.4 Let E be an ellipsoid in a d-dimensional Euclidean space V and ζ > 0.
Then E can be covered by b2r ωr(E)
ζr
c balls of radii ζ√r + 1, where
r =

0 for ζ > σ1(E),
l for σl+1(E) ≤ ζ ≤ σl(E), l ∈ {1, . . . , d− 1},
d for ζ ≤ σd(E).
3. The Hausdorff measure of bowen-balls
In this section, we generalize a result of Katrin Gelfert for estimating the outer Hausdorff
measure of Bowen-balls (see [7, Lem. 1] or [6, Lem. 5.2.2]). Similar techniques are used
in [5] for estimating the Hausdorff dimension of invariant sets of diffeomorphisms.
For the proof we will use another lemma which can be found in [6, Lem. 5.2.1]:
Lemma 3.1 Let (M, g) be a Riemannian manifold, U ⊂ M an open set, φ : U → M
a C1-mapping and Q ⊂ U a compact set with infx∈Q | detDφ(x)| > 0. Then there is
ε0 > 0 such that for all x ∈ Q and y ∈ Bε0(x) with φ(y) ∈ Bε0(φ(x)) the mapping
Dφ(y) : TyM → Tφ(y)M is invertible and the inequality∥∥∥exp−1x (y)−Dφ(x)−1 exp−1φ(x)(φ(y))∥∥∥
TxM
≤ η(x) · ε0
holds with
η(x) := sup
y: φ(y)∈Bε0 (φ(x))
∥∥∥τxy ◦Dφ(y)−1 ◦ τφ(y)φ(x) −Dφ(x)−1∥∥∥ ,
where τxy is the isometric operator defined by parallel transport along the shortest geodesic
from y to x. Hence, for every y ∈ Bε0(x) it holds that
y = expx
(
0x +Dφ(x)
−1 exp−1φ(x)(φ(y)) + w(y)
)
for a vector w(y) with ‖w(y)‖TxM ≤ η(x).
Now we can formulate and prove our main lemma. We like to emphasize that the
proof is just a very slight modification of that given by Katrin Gelfert in [6] for the
situation of a single (autonomous) dynamical system.
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Lemma 3.2 Consider control system (2) and let Q ⊂ M be a compact controlled
invariant set. Let E be a subbundle of (3) of rank n, 0 < n ≤ d. Furthermore, let
u ∈ piUQ and τ > 0 such that
inf
x∈Q: (u,x)∈Q
ωEn (u, x, τ) > 1.
Then there is ε˜ = ε˜(u, τ) > 0 such that for all x ∈ Q with (u, x) ∈ Q and for all
ε ∈ (0, ε˜) it holds that
µH
(
Bτε (u, x), d, 8
√
dε
)
≤
(
24
√
dε
)d
ωEn (u, x, τ)
−1. (8)
Proof. Let E1 := E. If n < d, then we choose another subbundle E0 of rank
d − n, which is complementary to E1, i.e., E0 ⊕ E1 = ⋃(u,x)∈Q{u} × TxM . If n = d,
then E1 =
⋃
(u,x)∈Q{u} × TxM and it is not necessary to consider another subbundle.
The projections onto E0 and E1 are denoted by
pii :
⋃
(u,x)∈Q
{u} × TxM → Ei, (u, v) 7→ pii(u)v, i = 0, 1.
We consider the map φ := ϕτ,u. Since φ is smooth and infx∈Q | detDφ(x)| > 0 (φ is a
diffeomorphism), there are θ, η > 0 such that the inequalities
θ ≥
(
inf
x∈Q
σd(Dφ(x))
)−1
, η ≤
(
sup
x∈Q
σ1(Dφ(x))
)−1
hold. (Note that | detDφ(x)| = ∏di=1 σi(Dφ(x)).) Since
sup
x∈Q
σ1
(
Dφ(x)−1
)
= sup
x∈Q
1
σd(Dφ(x))
,
inf
x∈Q
σd
(
Dφ(x)−1
)
= inf
x∈Q
1
σ1(Dφ(x))
,
we have
sup
x∈Q
σ1(Dφ(x)
−1) ≤ θ and η ≤ inf
x∈Q
σd(Dφ(x)
−1). (9)
From the assumptions of the lemma and elementary transformations we obtain
inf
x∈Q: (u,x)∈Q
ωE
1
n (u, x, τ) > 1
⇔ sup
x∈Q: (u,x)∈Q
ωn
(
Dφ(x)−1|Dφ(x)E1u,x
)
< 1
and therefore
inf
x∈Q: (u,x)∈Q
σE
1
1 (u, x, τ) > 1
⇔ sup
x∈Q: (u,x)∈Q
σn
(
Dφ(x)−1|Dφ(x)E1u,x
)
< 1.
(10)
(Note that ωE
1
n (u, x, τ) = σ
E1
1 (u, x, τ) · . . . · σE1n (u, x, τ) and σ1(·) is the greatest singular
value.) We choose ε˜ > 0 small enough such that the following conditions hold:
(i) ε˜ is smaller than ε0 from Lemma 3.1 applied to φ and the compact set Q.
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(ii) For any x ∈ Q we have∥∥∥τxy ◦Dφ(y)−1 ◦ τφ(y)φ(x) −Dφ(x)−1∥∥∥ ≤ η (11)
for all y ∈ Bε˜(x) with φ(y) ∈ Bε˜(φ(x)).
(iii) The inequality
%
(
expy(v1), expy(v2)
) ≤ 2‖v1 − v2‖TyM (12)
holds for all y ∈ Q and v1, v2 ∈ Bε˜(0y) with ‖v1 − v2‖TyM ≤ (θ + η)(2
√
d+ 1)ε˜.
Now we fix a point x ∈ Q with (u, x) ∈ Q and a number ε ∈ (0, ε˜). Obviously, we have
Bτε (u, x) ⊂ Bε(x). By applying Lemma 3.1 to φ = ϕτ,u, with (11) we get
exp−1x (B
τ
ε (u, x)) ⊂ Dφ(x)−1Bε(0φ(x)) +Bηε(0x). (13)
With the chosen splitting of
⋃
(u,x)∈Q{u} × TxM we obtain
exp−1x (B
τ
ε (u, x)) ⊂ pi1(u)Dφ(x)−1Bε(0φ(x))⊕ pi0(u)Bε(0x) +Bηε(0x). (14)
The set E1 := (pi1(u) ◦Dφ(x)−1)Bε(0φ(x)) is an ellipsoid in E1u,x with half-axes of lengths
σi(E1) = σi
(
Dφ(x)−1|Dφ(x)E1u,x
)
ε, i = 1, . . . , n. (15)
The set E0 := pi0(u)(exp−1x (Bε(x))) is an ε-ball in E0u,x and hence an ellipsoid with half-
axes of lengths σ1(E0) = · · · = σd−n(E0) = ε. The set E1 +Bηε(0x) is obviously contained
in an ellipsoid E ′1 with half-axes of lengths
σi(E ′1) =
(
1 +
ηε
σn(E1)
)
σi(E1), i = 1, . . . , n. (16)
From (10) and (15) we conclude that
σn(E1) < ε.
With ε+ηε = (1+ ηε
ε
)ε it follows that E0 +Bηε(0x) is contained in an ellipsoid E ′0 ⊂ E0u,x
with half-axes of lengths
σi(E ′0) =
(
1 +
ηε
σn(E1)
)
ε, i = 1, . . . , d− n.
We set
ζ :=
(
1 +
ηε
σn(E1)
)
σn(E1).
By Lemma 2.4 we can cover E ′1 with N1 :=
⌊
2n
ωn(E ′1)
ζn
⌋
balls of radii ζ
√
n+ 1 and E ′0 with
N0 :=
⌊
2d−n ωd−n(E
′
0)
ζd−n
⌋
balls of radii ζ
√
d− n+ 1. From (14) it follows that
exp−1x (B
τ
ε (u, x)) ⊂ E1 ⊕ E0 +Bηε(0x) ⊂ E ′1 ⊕ E ′0,
and hence the set exp−1x (B
τ
ε (u, x)) can be covered with N1N0 balls of radii 2ζ
√
d. (The
product of a Euclidean ball of radius ζ
√
n+ 1 and one of radius ζ
√
d− n+ 1 is contained
in a ball of radius ((ζ
√
n+ 1)2 + (ζ
√
d− n+ 1)2)1/2 = ζ√d+ 2 ≤ 2ζ√d.) From (9) and
(13) it follows that each of these balls lies in the ball of radius (θ + η)(2
√
d + 1)ε and
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centre 0x ∈ TxM . This is shown as follows: By (13) each v ∈ exp−1x (Bτε (u, x)) can be
written as v = w1 + w2 with ‖w1‖ ≤ σ1(Dφ(x)−1)ε, ‖w2‖ ≤ ηε. Hence, ‖v‖ ≤ ε(θ + η).
Now consider a ball with radius 2ζ
√
d around v. Since 2ζ
√
d = 2
√
d(σn(E1) + ηε) ≤
2
√
dε(σ1(Dφ(x)
−1) + η) ≤ 2√dε(θ + η), we obtain that the norm of such a vector is
bounded by ε(θ + η) + 2
√
dε(θ + η) = (θ + η)(2
√
d + 1)ε. If one maps this cover with
expx down to the manifold, then, by (12), B
τ
ε (u, x) is covered by N1N0 balls of radii
4ζ
√
d. Hence, we obtain
µH
(
Bτε (u, x), d, 4ζ
√
d
)
≤ N1N0
(
4ζ
√
d
)d
.
This implies
µH
(
Bτε (u, x), d, 4ζ
√
d
)
≤ 2
nωn(E ′1)
ζn
2d−nωd−n(E ′0)
ζd−n
(
4ζ
√
d
)d
≤ 2d
(
1 + ηε
σn(E1)
)d
ωn(E1)ωd−n(E0)(
1 + ηε
σn(E1)
)d
σn(E1)d
(
4ζ
√
d
)d
=
(
23
√
d
)d
ωn
(
Dφ(x)−1|Dφ(x)E1u,x
) ζ
σn
(
Dφ(x)−1|Dφ(x)E1u,x
)
d
=
(
23
√
dε
)d
ωE
1
n (u, x, τ)
−1
σn
(
Dφ(x)−1|Dφ(x)E1u,x
)
+ η
σn
(
Dφ(x)−1|Dφ(x)E1u,x
)
d .
By choice of η we have
η ≤ inf
y∈Q
σd
(
Dφ(y)−1
) ≤ σd (Dφ(x)−1) ≤ σn (Dφ(x)−1|Dφ(x)E1u,x) .
Hence,
µH
(
Bτε (u, x), d, 4ζ
√
d
)
≤
(
24
√
dε
)d
ωE
1
n (u, x, τ)
−1.
We can assume that η ≤ 1 and hence, with (10), we have
ζ = ε
(
σn
(
Dφ(x)−1|Dφ(x)E1u,x
)
+ η
)
< 2ε.
This gives
µH
(
Bτε (u, x), d, 8
√
dε
)
≤ µH
(
Bτε (u, x), d, 4ζ
√
d
)
,
which implies the result. 
4. The main result
Now we are in position to prove our main theorem:
Theorem 4.1 Consider control system (2) and let Q ⊂ M be a compact controlled
invariant set with h∗inv(Q) <∞. Let K ⊂ Q be a compact set of positive d-dimensional
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Hausdorff measure and let E be a subbundle of (3) of rank n. Assume that there is
τ0 > 0 such that for all u ∈ piUQ and τ ≥ τ0
inf
x∈Q: (u,x)∈Q
ωEn (u, x, τ) > 1. (17)
Then it holds that
h∗inv(K,Q) ≥ lim sup
τ→∞
1
τ
inf
(u,x)∈KQ
lnωEn (u, x, τ)− hesc(K,Q). (18)
Proof. Fix an arbitrary τ ≥ τ0 and a minimal (τ,K,Q)-spanning set S∗. Since
h∗inv(Q) < ∞ by assumption, S∗ is finite (cp. [2, Rem. 3.2]). Moreover, we can assume
that S∗ ⊂ piUKQ ⊂ piUQ. For each u ∈ S∗ Lemma 3.2 yields an ε˜(u) > 0 such that for
all x ∈ Q with (u, x) ∈ Q and ε ∈ (0, ε˜(u)) the estimate
µH
(
Bτε (u, x), d, 8
√
dε
)
≤
(
24
√
dε
)d
ωEn (u, x, τ)
−1 (19)
holds. Let ε˜ := minu∈S∗ ε˜(u). For each ε ∈ (0, ε˜) and u ∈ S∗ let Su,τ,ε be a
maximal (u, τ, ε)-separated subset of K(u, τ). Then, since K =
⋃
u∈S∗ K(u, τ) and
K(u, τ) ⊂ ⋃x∈Su,τ,ε Bτε (u, x), for each ε ∈ (0, ε˜) we obtain
µH
(
K, d, 8
√
dε
)
≤
∑
u∈S∗
µH
(
K(u, τ), d, 8
√
dε
)
≤ r∗inv(τ,K,Q) max
u∈S∗
µH
(
K(u, τ), d, 8
√
dε
)
≤ r∗inv(τ,K,Q) max
u∈S∗
∑
x∈Su,τ,ε
µH
(
Bτε (u, x), d, 8
√
dε
)
(19)
≤ r∗inv(τ,K,Q) max
u∈S∗
∑
x∈Su,τ,ε
(
24
√
dε
)d
ωEn (u, x, τ)
−1
and
max
u∈S∗
∑
x∈Su,τ,ε
εdωEn (u, x, τ)
−1 ≤ max
u∈S∗
(
εdrsep(u, τ, ε,K,Q) sup
x∈K(u,τ)
ωEn (u, x, τ)
−1
)
≤
(
sup
u∈piUKQ
εdrsep(u, τ, ε,K,Q)
)(
sup
(u,x)∈KQ
ωEn (u, x, τ)
−1
)
.
With γ := (24
√
d)−d this implies the estimate
r∗inv(τ,K,Q) ≥ γµH
(
K, d, 8
√
dε
)
rsep(τ, ε,K,Q)
−1 inf
(u,x)∈KQ
ωEn (u, x, τ).
Applying the logarithm to this inequality yields
ln r∗inv(τ,K,Q) ≥ ln
(
γµH
(
K, d, 8
√
dε
))
− ln rsep(τ, ε,K,Q) + inf
(u,x)∈KQ
lnωEn (u, x, τ).
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Since this holds for all ε ∈ (0, ε˜), we also get
ln r∗inv(τ,K,Q) ≥ lim
ε↘0
ln
(
γµH
(
K, d, 8
√
dε
))
− lim sup
ε↘0
ln rsep(τ, ε,K,Q) + inf
(u,x)∈KQ
lnωEn (u, x, τ)
= ln (γµH (K, d))− ln rsep(τ,K,Q) + inf
(u,x)∈KQ
lnωEn (u, x, τ).
Dividing by τ and letting τ go to infinity yields
h∗inv(K,Q) ≥ lim sup
τ→∞
[
−1
τ
ln rsep(τ,K,Q) +
1
τ
inf
(u,x)∈KQ
lnωEn (u, x, τ)
]
≥ lim sup
τ→∞
1
τ
inf
(u,x)∈KQ
lnωEn (u, x, τ)− lim sup
τ→∞
1
τ
ln rsep(τ,K,Q).
This finishes the proof. 
Corollary 4.2 Assume that the subbundle E in Theorem 4.1 is invariant under the
cocycle ϕ, i.e.,
Dϕt,uEu,x = EΘtu,ϕt,u(x) for all t ≥ 0, (u, x) ∈ Q. (20)
Then
h∗inv(K,Q) ≥ lim sup
τ→∞
1
τ
inf
(u,x)∈KQ
∫ τ
0
tr
[∇Fu(s)(ϕs,u(x)) ◦Q(Θsu, ϕs,u(x))] ds− hesc(K,Q),
where Q(u, x) : TxM → Eu,x is the orthogonal projection.
Proof. We have
ωEn (u, x, τ) = ωn
(
Dϕτ,u(x)|Eu,x
)
=
∣∣detDϕτ,u(x)|Eu,x∣∣ .
We fix (u, x) ∈ KQ and write
L(τ) := Dϕτ,u(x)|Eu,x : Eu,x → EΘτu,ϕτ,u(x), τ ≥ 0.
Let (v1, . . . , vn) be an orthonormal basis of Eu,x. Then
(detL(τ))2 = det(L(τ)∗L(τ)) = det (〈L(τ)∗L(τ)vi, vj〉)ni,j=1
= det (〈L(τ)vi, L(τ)vj〉)ni,j=1 .
Using that vi(τ) := L(τ)vi solves the Riemannian variational equation for each i ∈
{1, . . . , n} (cp. [8, Prop. 9]), we obtain for almost all τ ≥ 0 that
1
2
d
dτ
(detL(τ))2 =
1
2
d
dτ
〈v1(τ) ∧ . . . ∧ vn(τ), v1(τ) ∧ . . . ∧ vn(τ)〉∧n Tϕ(τ,x,u)M
=
〈
Dv1
dτ
(τ) ∧ . . . ∧ vn(τ), v1(τ) ∧ . . . ∧ vn(τ)
〉
∧n Tϕ(τ,x,u)M
+ . . .+〈
v1(τ) ∧ . . . ∧ Dvn
dτ
(τ), v1(τ) ∧ . . . ∧ vn(τ)
〉
∧n Tϕ(τ,x,u)M
=
〈∇Fu(τ)(ϕτ,u(x))v1(τ) ∧ . . . ∧ vn(τ), v1(τ) ∧ . . . ∧ vn(τ)〉∧n Tϕ(τ,x,u)M
+ . . .+〈
v1(τ) ∧ . . . ∧∇Fu(τ)(ϕτ,u(x))vn(τ), v1(τ) ∧ . . . ∧ vn(τ)
〉∧n Tϕ(τ,x,u)M .
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With Lemma 2.3 and assumption (20) we thus obtain that detL(τ) satisfies the scalar
linear differential equation
d
dτ
detL(τ) =
d
dτ
(detL(τ))2
2 detL(τ)
= tr
[∇Fu(τ)(ϕτ,u(x)) ◦Q(Θτu, ϕτ,u(x))] detL(τ).
This gives
| detL(τ)| = detL(τ)
= exp
(∫ τ
0
tr
[∇Fu(s)(ϕs,u(x)) ◦Q(Θsu, ϕs,u(x))] ds) ,
since detL(0) = det idEu,x = 1. 
5. Uniformly expanding systems
We call the control system (2) uniformly expanding on a set A ⊂M with respect to the
Riemannian metric g if there are constants C, λ > 0 such that for all u ∈ U , x1, x2 ∈ A,
and τ > 0 with ϕ([0, τ ], xi, u) ⊂ A (i = 1, 2) it holds that
%(ϕ(τ, x1, u), ϕ(τ, x2, u)) ≥ Ceλτ%(x1, x2). (21)
By [9, Prop. 3.2.8] a sufficient condition for uniform expansiveness is the existence of a
constant β > 0 such that
λmin (S∇Fu(x)) ≥ β
for all (x, u) in a sufficiently large superset of Q × U . Here S∇Fu(x) denotes the
symmetrized covariant derivative of the vector field Fu at x and λmin(·) is the minimal
eigenvalue.
Proposition 5.1 If system (2) is uniformly expanding on the compact controlled
invariant set Q, then hesc(K,Q) ≤ 0 for every compact set K ⊂ Q.
Proof. For arbitrary u ∈ piUKQ, τ > 0, and ε > 0 let S be a (u, τ, ε)-separated
subset of K(u, τ). Choose distinct points x1, x2 ∈ S and let s = s(x1, x2) ∈ [0, τ ] such
that %(ϕ(s, x1, u), ϕ(s, x2, u)) = %u,τ (x1, x2). Then, by the cocycle property, it holds that
% (ϕ(τ, x1, u), ϕ(τ, x2, u)) = % (ϕ(τ − s, ϕ(s, x1, u),Θsu), ϕ(τ − s, ϕ(s, x2, u),Θsu))
≥ Ceλ(τ−s)% (ϕ(s, x1, u), ϕ(s, x2, u))
≥ Ceλ(τ−s)ε ≥ Cε.
Hence, ϕτ,u(S) is a Cε-separated subset of Q, which has the same cardinality as S
(since ϕτ,u is injective). By compactness we can cover Q with finitely many balls
Bδ(x1), . . . , Bδ(xn) of a fixed radius δ > 0 such that exp
−1
xi
(Bδ(xi)) = Bδ(0xi) and
%
(
expxi(v), expxi(w)
) ≤ 2‖v − w‖ for all v, w ∈ Bδ(0xi) (22)
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for i = 1, . . . , n. The latter is possible since D expx(0x) = idTxM for all x ∈ M . Then
we have
#ϕτ,u(S) ≤
n∑
i=1
# (ϕτ,u(S) ∩Bδ(xi))
≤ n nmax
i=1
# exp−1xi (ϕτ,u(S) ∩Bδ(xi))︸ ︷︷ ︸
=:Ni
.
By (22), the set exp−1xi (ϕτ,u(S) ∩Bδ(xi)) is a (Cε)/2-separated subset of Bδ(0xi). Hence,
Bδ+(Cε)/4(0xi) contains Ni disjoint balls of radii (Cε)/4. This implies(
δ +
Cε
4
)d
≥ Ni
(
Cε
4
)d
⇒ Ni ≤
(
4δ + Cε
Cε
)d
.
Hence, we get
#S = #ϕτ,u(S) ≤ n
(
4δ + Cε
Cε
)d
.
Therefore, we obtain
rsep(τ,K,Q) = lim sup
ε↘0
rsep(τ, ε,K,Q)
≤ lim sup
ε↘0
n
(
4δ + Cε
C
)d
= n
(
4δ
C
)d
,
which implies the assertion. 
Corollary 5.2 Assume that control system (2) is uniformly expanding on a compact
controlled invariant set Q with h∗inv(Q) < ∞. Then for every compact set K ⊂ Q of
positive volume we have
h∗inv(K,Q) ≥ lim sup
τ→∞
1
τ
inf
(u,x)∈KQ
∫ τ
0
divFu(s)(ϕs,u(x))ds. (23)
In particular, this implies h∗inv(K,Q) > 0.
Proof. Combine Corollary 4.2 with E =
⋃
(u,x)∈Q{u} × TxM and Proposition 5.1.
In order to show that assumption (17) of Corollary 4.2 holds, note that (21) implies
‖Dϕτ,u(x)v‖ ≥ Ceλτ‖v‖ (24)
for all τ ≥ 0, x ∈ Q, u ∈ U , and v ∈ TxM , since for x1, x2 ∈ Q with small distance
δ = %(x1, x2) we can choose a shortest geodesic γ : [0, δ] → M from x1 to x2 and with
v := γ˙(0) we obtain
Ceλτδ = Ceλτ%(x1, x2) ≤ %(ϕ(τ, x1, u), ϕ(τ, x2, u))
≤
∫ δ
0
∥∥∥∥ dds(ϕτ,u ◦ γ(s))
∥∥∥∥ ds = ∫ δ
0
‖Dϕτ,u(γ(s))γ˙(s)‖ ds.
Hence,
Ceλτ ≤ 1
δ
∫ δ
0
‖Dϕτ,u(γ(s))γ˙(s)‖ ds ≤ sup
s∈[0,δ]
‖Dϕτ,u(γ(s))γ˙(s)‖ .
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For δ ↘ 0 this implies ‖Dϕτ,u(x1)v‖ ≥ Ceλτ = Ceλτ‖v‖. Therefore, we obtain
inf
x∈Q
ωEn (u, x, τ) = inf
x∈Q
detDϕτ,u(x) ≥
(
Ceλτ
)m →∞.
This proves the claim. The right-hand side of (23) is positive, which is shown as follows
(using the Liouville formula and (24)):
lim sup
τ→∞
1
τ
inf
(u,x)∈KQ
∫ τ
0
divFu(s)(ϕs,u(x))ds = lim sup
τ→∞
1
τ
inf
(u,x)∈KQ
ln detDϕτ,u(x)
≥ lim sup
τ→∞
1
τ
ln(Ceλτ )d = dλ > 0.
This finishes the proof. 
Remark 5.3 By replacing the integrand in (23) by min(x,u)∈Q×U divFu(x) we recover
the earlier estimate
h∗inv(K,Q) ≥ min
(x,u)∈Q×U
divFu(x),
which also holds for hinv(K,Q) and without the assumption of uniform expansiveness.
6. Inhomogeneous bilinear systems
Consider the inhomogeneous bilinear system
x˙(t) =
[
A0 +
m1∑
i=1
ui(t)Ai
]
x(t) +Bv(t), (u, v) ∈ U × V , (25)
on Rd. Assume that the control range is the product of two compact and convex sets
U ⊂ Rm1 and V ⊂ Rm2 (m1 + m2 = m). For each u ∈ U let Λu(t, s) be the evolution
operator of the homogeneous equation
x˙(t) =
[
A0 +
m1∑
i=1
ui(t)Ai
]
x(t).
We also write A(u) := A0 +
∑m1
i=1 uiAi. By the variation of constants formula, the
solution of (25) can be written as
ϕ(t, x, (u, v)) = Λu(t, 0)x+
∫ t
0
Λu(t, s)Bv(s)ds. (26)
Recall that for a control-affine system (so in particular for an inhomogeneous bilinear
system) with compact and convex control range the set of admissible control functions
becomes a compact metrizable space when endowed with the weak∗-topology of
L∞(R,Rm) = L1(R,Rm)∗, and that both the shift flow and the cocycle ϕ(t, x, u) are
continuous mappings with respect to this topology. The mappings Φt = (Θt, ϕ(t, ·, ·)),
t ∈ R, define a continuous skew-product flow, the so-called control flow of the system.
Lower bounds for the strict invariance entropy 19
Proposition 6.1 Let Q be a compact controlled invariant set for system (25) and let
K ⊂ Q be compact. Assume that there exists a vector bundle decomposition
U × Rd =W+ ⊕W−, d± := RankW±,
into subbundles W+ and W−, respectively, both invariant under the control flow of the
homogeneous bilinear control system corresponding to (25) such that the following holds:
There are constants C, λ > 0 with
‖Λu(t, 0)x‖ ≥ Ceλt‖x‖ for all t ≥ 0, (u, x) ∈ W+, (27)
and for every δ > 0 there is D > 0 with
‖Λu(t, 0)x‖ ≤ Deδt‖x‖ for all t ≥ 0, (u, x) ∈ W−. (28)
Then hesc(K,Q) ≤ 0.
Proof. Let pi+(u) and pi−(u) denote the corresponding projections onto W+(u)
and W−(u) (u ∈ U). Then
pi±(Θtu)Λu(t, 0) = Λu(t, 0)pi±(u) for all t ∈ R, u ∈ U . (29)
For arbitrary (u, v) ∈ piU×VKQ, τ > 0, and ε > 0 let S be a ((u, v), τ, ε)-separated subset
of K((u, v), τ). From the solution formula (26) it follows that
ϕ(t, x, (u, v))− ϕ(t, y, (u, v)) ≡ Λu(t, 0)(x− y),
and hence for each pair of distinct elements x, y ∈ S we obtain
ε ≤ max
t∈[0,τ ]
‖Λu(t, 0)(x− y)‖
= max
t∈[0,τ ]
∥∥pi+(Θtu)Λu(t, 0)(x− y) + pi−(Θtu)Λu(t, 0)(x− y)∥∥
≤ max
t∈[0,τ ]
(∥∥pi+(Θtu)Λu(t, 0)(x− y)∥∥+ ∥∥pi−(Θtu)Λu(t, 0)(x− y)∥∥)
≤ max
t∈[0,τ ]
∥∥pi+(Θtu)Λu(t, 0)(x− y)∥∥+ max
t∈[0,τ ]
∥∥pi−(Θtu)Λu(t, 0)(x− y)∥∥
(29)
= max
t∈[0,τ ]
∥∥Λu(t, 0)pi+(u)(x− y)∥∥+ max
t∈[0,τ ]
∥∥Λu(t, 0)pi−(u)(x− y)∥∥ .
Assume that the first maximum in the last term is attained at s+ ∈ [0, τ ] and the second
one at s− ∈ [0, τ ]. Then, using the cocycle property of the solution, we get∥∥Λu(τ, 0)pi+(u)(x− y)∥∥ = ∥∥ΛΘs+u(τ − s+, 0)Λu(s+, 0)pi+(u)(x− y)∥∥
(27)
≥ Ceλ(τ−s+) ∥∥Λu(s+, 0)pi+(u)(x− y)∥∥
≥ C max
t∈[0,τ ]
∥∥Λu(t, 0)pi+(u)(x− y)∥∥
and
max
t∈[0,τ ]
∥∥Λu(t, 0)pi−(u)(x− y)∥∥ = ∥∥Λu(s−, 0)pi−(u)(x− y)∥∥
(28)
≤ Deδs− ∥∥pi−(u)(x− y)∥∥
≤ Deδτ ∥∥pi−(u)(x− y)∥∥ .
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Hence, altogether we obtain
ε ≤ C−1 ∥∥Λu(τ, 0)pi+(u)(x− y)∥∥+Deδτ ∥∥pi−(u)(x− y)∥∥ .
With γ = γ(τ) := min{C,D−1e−δτ} this gives∥∥Λu(τ, 0)pi+(u)(x− y)∥∥+ ∥∥pi−(u)(x− y)∥∥ ≥ γε,
which implies ∥∥Λu(τ, 0)pi+(u)(x− y)∥∥ ≥ γε
2
or
∥∥pi−(u)(x− y)∥∥ ≥ γε
2
.
Now we cover Q with sets Q1, . . . , Qn such that for each i ∈ {1, . . . , n} and x, y ∈ S∩Qi
it holds that ‖pi−(u)(x− y)‖ < (γε)/2. The sets Q1, . . . , Qn can be defined as follows:
First cover pi−(u)Q with a minimal collection of d−-dimensional balls of radii (γε)/2,
say B1, . . . , Bn, n = n(u, ε, τ), and then define
Qi := pi
+(u)Q⊕Bi, i = 1, . . . , n.
Then for each distinct x, y ∈ S ∩Qi it must hold that ‖Λu(τ, 0)pi+(u)(x− y)‖ ≥ (γε)/2,
so in particular pi+(u)x 6= pi+(u)y. Hence, the set Λu(τ, 0)pi+(u)(S ∩ Qi) is (γε)/2-
separated and has the same cardinality as S ∩Qi. Using that S ⊂ K(u, τ) we obtain
Λu(τ, 0)pi
+(u)(S ∩Qi) = pi+(Θτu)Λu(τ, 0)(S ∩Qi)
(26)⊂ pi+(Θτu)
[
ϕ(τ, S ∩Qi, (u, v))−
∫ τ
0
Λu(t, s)Bv(s)ds
]
⊂ pi+(Θτu)Q− pi+(Θτu)
∫ τ
0
Λu(t, s)Bv(s)ds︸ ︷︷ ︸
=:b(u,v,τ)
.
Since pi+(·) is continuous and U is compact in the weak∗-topology, there is R > 0
such that each of the sets pi+(Θτu)Q − b(u, v, τ) is contained in a d+-dimensional ball
with radius R contained in W+(u). Using a volume argument, one easily sees that the
maximal cardinality of a (γε)/2-separated set contained in such a ball is approximately
((2R)/(γε))d
+
. Also pi−(·) is continuous and hence there is r > 0 such that pi−(u)Q is
contained in a d−-dimensional ball with radius r centred at 0 ∈ W−(u), which implies
that n is approximately ((2r)/(γε))d− . We thus obtain
#S ≤
n∑
i=1
#(S ∩Qi) =
n∑
i=1
#Λu(τ, 0)pi
+(u)(S ∩Qi)
≤
(
2r
γε
)d− (
2R
γε
)d+
=
const
γ(τ)dεd
.
This implies rsep(τ,K,Q) ≤ const · γ(τ)−d = const ·min{C,D−1e−δτ}−d and hence
hesc(K,Q) ≤ lim sup
τ→∞
1
τ
ln
(
Ddeδdτ
)
= δd.
Since δ can be chosen arbitrarily small, we obtain hesc(K,Q) ≤ 0. 
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Corollary 6.2 In addition to the assumptions of the preceding proposition, suppose
that K has positive Lebesgue measure and h∗inv(Q) <∞. Then
h∗inv(K,Q) ≥ lim sup
τ→∞
1
τ
inf
u∈piUKQ
∫ τ
0
tr [A(u(s)) ◦Q(Θsu)] ds, (30)
where Q(u) : Rd → W+(u) is the orthogonal projection, and piU : U × V × Rm → U ,
(u, v, x) 7→ u. In particular, if the subbundle W+ is nontrivial, then h∗inv(K,Q) > 0.
Proof. Define a subbundle E of
⋃
((u,v),x)∈Q{(u, v)} × TxM by E(u,v),x := W+(u)
for all ((u, v), x) ∈ Q. Then combine Corollary 4.2 and Proposition 6.1. To show that
h∗inv(K,Q) > 0 if d
+ > 0, note that
lim sup
τ→∞
1
τ
inf
u
∫ τ
0
tr [A(u(s)) ◦Q(Θsu)] ds = lim sup
τ→∞
1
τ
inf
u
ln det Λu(τ, 0)|W+(u)
≥ lim sup
τ→∞
1
τ
ln(Ceλτ )d+ = λd+ > 0.
This finishes the proof. 
The following theorem shows that the estimate (30) also holds without the
assumption on the subbundles in Proposition 6.1, which in general is a restrictive
condition. The proof is not based on our main theorem, Theorem 4.1, but uses similar
techniques. In particular, it uses the following lemma which can be found in [9, Lem.
4.1.8]:
Lemma 6.3 Let k ∈ N, K ⊂ Rd a compact set with positive Lebesgue measure and
P ⊂ Rd×d a compact set of projections with k-dimensional image. For all P ∈ P let
λkP denote the k-dimensional Lebesgue measure in im(P ). Then there exists α > 0 such
that for every finite open covering {K1, . . . , Kr} of the set K (i.e., K =
⋃r
j=1Kj and
the sets Kj are open relative to K) and for all P1, . . . , Pr ∈ P we have
r∑
j=1
λkPj(Pj(Kj)) ≥ α.
Theorem 6.4 Consider the inhomogeneous bilinear system (25). Let Q ⊂ Rd be
a compact controlled invariant set with h∗inv(Q) < ∞, and K ⊂ Q a compact set
with positive Lebesgue measure. Then there exists a maximal invariant subbundle
W+ ⊂ U × Rd on which the system is uniformly expanding such that the estimate
h∗inv(K,Q) ≥ lim sup
τ→∞
inf
u∈piUKQ
1
τ
∫ τ
0
tr [A(u(s)) ◦Q(Θsu)] ds (31)
holds with Q(u) and piU as in Corollary 6.2.
Proof. We prove the theorem in two steps.
Step 1: Selgrade’s Theorem (see, e.g, [3, Theo. 5.2.5]) yields a decomposition
U × Rd = W1 ⊕ · · · ⊕ Wr into subbundles, which are invariant under the control flow
of the homogeneous system corresponding to (25). We can define W+ as the Whitney
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sum of all those subbundles on which the system is uniformly expanding. Then there
are C, λ > 0 such that
‖Λu(t, 0)x‖ ≥ Ceλt‖x‖ for all t ≥ 0, (u, x) ∈ W+. (32)
LetW− be the sum of the remaining subbundles. For each u ∈ U , let pi+u : Rd → W+(u)
be the projection onto W+(u) with respect to the decomposition U ×Rd =W+ ⊕W−,
and let d+ be the rank ofW+. By md+ we denote the d+-dimensional Lebesgue measure
on any of the fibres W+(u), u ∈ U . Let S ⊂ piU×VKQ be a minimal (τ,K,Q)-spanning
set. From the assumption h∗inv(Q) <∞ finiteness of S follows. Moreover,
K =
⋃
(u,v)∈S
K((u, v), τ).
By Lemma 6.3 there is a constant α > 0 (only depending on K) with
α ≤
∑
(u,v)∈S
md+
(
pi+u (K((u, v), τ))
)
≤ #S · sup
(u,v)∈piU×VKQ
md+
(
pi+u (K((u, v), τ))
)
.
Since #S = r∗inv(τ,K,Q), this implies
h∗inv(K,Q) ≥ lim sup
τ→∞
1
τ
ln
α
sup(u,v) m
d+(pi+u (K((u, v), τ)))
= lim sup
τ→∞
[
−1
τ
ln sup
(u,v)∈piU×VKQ
md+(pi+u (K((u, v), τ)))
]
.
Step 2: Fix an arbitrary ε > 0. For each τ > 0 and (u, v) ∈ piU×VKQ select a
maximal ((u, v), τ, ε)-separated set S(u,v),τ ⊂ pi+u (K((u, v), τ)) ⊂ W+(u). Then for all
distinct x1, x2 ∈ S(u,v),τ it holds that
max
t∈[0,τ ]
‖Λu(t, 0)(x1 − x2)‖ = max
t∈[0,τ ]
‖ϕ(t, x1, (u, v))− ϕ(t, x2, (u, v))‖ ≥ ε.
Since x1 − x2 ∈ W+(u), from (32) we obtain (with the same arguments as in the proof
of Proposition 5.1)
‖Λu(τ, 0)(x1 − x2)‖ ≥ Cε.
The set Λu(τ, 0)S(u,v),τ has the same cardinality as S(u,v),τ and
S(u,v),τ ⊂
{
pi+u x : ϕ(τ, x, (u, v)) ∈ Q
}
=
{
pi+u x : Λu(τ, 0)x ∈ Q− ϕs(τ, u, v)
}
.
Hence,
Λu(τ, 0)S(u,v),τ ⊂
{
Λu(τ, 0)pi
+
u x : Λu(τ, 0)x ∈ Q− ϕs(τ, u, v)
}
=
{
pi+ΘτuΛu(τ, 0)x : Λu(τ, 0)x ∈ Q− ϕs(τ, u, v)
}
=
{
pi+Θτuy : y ∈ Q− ϕs(τ, u, v)
}
= pi+ΘτuQ− pi+Θτuϕs(τ, u, v).
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The projection pi+u depends continuously on u in the weak
∗-topology and hence, by
compactness of U , there is R > 0 such that each of the sets pi+uQ, u ∈ U , is contained
in a ball in W+(u) of radius R centred at the origin. Therefore,
Λu(τ, 0)S(u,v),τ + pi
+
Θτu
ϕs(τ, u, v) ⊂ BR(0) ⊂ W+(u).
The set on the left-hand side has the same cardinality as S(u,v),τ and each two distinct
points in this set have distance ≥ Cε. This implies that there is a global bound N ∈ N
on #S(u,v),τ , i.e.,
#S(u,v),τ ≤ N for all (u, v) ∈ piU×V , τ > 0. (33)
Since S(u,v),τ is maximal ((u, v), τ, ε)-separated in pi
+
u (K((u, v), τ)), we have
pi+u (K((u, v), τ)) ⊂
⋃
x∈S(u,v),τ
Bτ,+ε ((u, v), x),
where
Bτ,+ε ((u, v), x) := B
τ
ε ((u, v), x) ∩W+(u).
Hence,
md+(pi+u (K((u, v), τ))) ≤
∑
x∈S(u,v),τ
md+
(
Bτ,+ε ((u, v), x)
)
≤ #S(u,v),τ ·max
x
md+
(
Bτ,+ε ((u, v), x)
)
(33)
≤ N ·max
x
md+
(
Bτ,+ε ((u, v), x)
)
.
We have
Bτ,+ε ((u, v), x) =
{
y ∈ W+(u) : max
t∈[0,τ ]
‖Λu(t, 0)(x− y)‖ < ε
}
⊂ {y ∈ W+(u) : ‖Λu(τ, 0)(x− y)‖ < ε} .
Since Lebesgue measure is invariant under translations, this implies
md+
(
Bτ,+ε ((u, v), x)
) ≤ md+ ({y ∈ W+(u) : ‖Λu(τ, 0)y‖ < ε})
≤ md+ (Λu(τ, 0)−1 (Bε(0) ∩W+(Θτu)))
= C(ε)
(
det Λu(τ, 0)|W+(u)
)−1
,
where C(ε) is the volume of the d+-dimensional Euclidean ε-ball. Thus, with Step 1 we
obtain
h∗inv(K,Q) ≥ lim sup
τ→∞
[
−1
τ
ln sup
(u,v)∈piU×VKQ
md+(pi+u (K((u, v), τ)))
]
≥ lim sup
τ→∞
[
−1
τ
ln sup
(u,v)∈piU×VKQ
N ·max
x
md+
(
Bτ,+ε ((u, v), x)
)]
≥ lim sup
τ→∞
[
−1
τ
ln sup
(u,v)∈piU×VKQ
NC(ε)
(
det Λu(τ, 0)|W+(u)
)−1]
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= lim sup
τ→∞
[
−1
τ
ln sup
u∈piUKQ
(
det Λu(τ, 0)|W+(u)
)−1]
= lim sup
τ→∞
inf
u∈piUKQ
1
τ
ln det Λu(τ, 0)|W+(u) .
From invariance of W+ it follows as in the proof of Corollary 4.2 that
det Λu(τ, 0)|W+(u)= exp
(∫ τ
0
tr [A(u(s)) ◦Q(Θsu)] ds
)
.
This finishes the proof. 
Remark 6.5 For a linear control system
x˙(t) = Ax(t) +Bu(t), u ∈ U ,
estimate (31) yields
h∗inv(K,Q) ≥
∑
λ∈σ(A)
max{0,Re(λ)},
when we define the subbundle W+ by W+(u) :≡ Eu(A) (the unstable subspace
associated with A) and W− by W−(u) :≡ Esc(A) (the centre-stable subspace). This
is the exact value of hinv(K,Q) (not necessarily h
∗
inv(K,Q)), as was proved in [2, Theo.
5.1].
7. Open questions and future directions
We end with some conjectures and remarks.
Remark 7.1
(i) We conjecture that hesc(K,Q) ≥ 0 if µC(K, d; %) > 0.
(ii) One could try to drop the assumption of K having positive d-dimensional Hausdorff
measure in Theorem 4.1. We conjecture that the estimate (18) then still holds in a
slightly modified version.
(iii) We conjecture that in general hesc(K,Q) is completely determined by the behaviour
of the systems (ϕt,u)t∈R, u ∈ piUKQ, on the sets
K∞(u) =
{
x ∈ K : ϕ(R+0 , x, u) ⊂ Q
}
.
(iv) Certainly, similar lower estimates for hinv(K,Q) can be derived, whereas things get
technically more complicated here. In fact, that is the reason why we considered
the quantity h∗inv(K,Q) rather than hinv(K,Q).
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