During the past two decades, the field of medical imaging has achieved dramatic improvements in imaging system capability with accompanying increases in system complexity. Much of this progress has been fueled by advances in computing technology and the widespread adoption of digital techniques for data acquisition, processing and display. Although every branch of medical imaging has been significantly affected, the most striking examples of this revolution are x-ray computed tomography and magnetic resonance imaging. An overview of these and other major medical diagnostic imaging modalities is given in Appendix A. The pace of change in this field has presented an enormous challenge to the process of technology assessment. Questions of comparative efficacy between modalities and system optimization within each modality require timely resolution, but it is frequently unclear as how best to address them. Clinical trials are an obvious way to test the effectiveness of new techniques. Such studies are both expensive and time consuming, however, and the technologies they seek to monitor present moving targets; by the time the studies have been completed, the technologies have taken evolutionary steps forward. Alternatives to clinical trials have been offered by laboratory investigators in the form of physical measurements, such as spatial resolution and noise level, on imaging systems or components, but these approaches are challenged by the issue of how to relate these measures to the clinical performance of the systems.
Fortunately, a consensus on quantitative measurement methodology for assessing diagnostic imaging technologies has been gradually emerging. It has grown out of the recognition of common features among imaging modalities that allows their limitations to be understood within the framework of statistical decision analysis.
The Problem of Defining the Quality of the Image
A medical image is a representation of the distribution of some property of the human body which shows the structure and! or function of organs and tissues under investigation. The diversity of possible structures and functions relevant to clinical diagnosis places a wide variety of requirements on any imaging system. For example, the detection of microcalcifications in mammography requires that very fine detail be preserved, so high contrast and high spatial resolution are needed. On the other hand, the identification of hemorrhage in x-ray computed tomography (CT) of the head requires sensitivity to small contrast differences, but is frequently not demanding of fine spatial reso~ution. Thus, any general definition of image quahty must address the effectiveness with which the image can be used for its intended task.
Imaging systems are often described in terms of physical quantities that characterize various aspects of their performance. These include measures of contrast in the image between different tissues [or tissue substitutes (lCRU,1988) ], the detailed nature of system spatial resolution (lCRU,1986) and the quantity and character of the image noise. A taskbased measure of system performance will depend on these physical parameters, as well as on the detailed ~atur~ ~f the diagnostic task, including the complexi-tIes arIsmg from the variability and overlap of tissues and anatomical structures, and the degree to which in~ormation provided by the imaging system is per-ceIved by the clinician.
The complexity of the diagnostic task and the physical design of the imaging system impose limitations on the fundamental quality of the detected image data. Even so, the ability of the human observer to utilize a displayed version of the data can frequently be the limiting factor affecting diagnostic outco~.e. Although, in principle, digital image display capabIhty should lead to optimal extraction of detected information by the reader, in practice it can just as well impede this process. For example, it is not too difficult to manipulate a displayed image, by contrast enhancement and gray-level thresholding, in such a way that relevant clinical details are no longer perceptible in the image. Thus, it cannot always be assumed that the quality of the displayed image reflects the quality of the data acquired by the imaging device. For this reason the imaging process is conceived of as taking place in two stages: data is first detected or captured from a stream of radiation' the detected image is then processed and displayed. This dichotomy, which was subtle to appreciate before the computer came to play a crucial role in imaging systems, is now quite obvious in the case of digital systems. Each stage of the imaging system can be evaluated by the measurement or calculation of a given observer's ability to perform a particular task. This Report will offer a methodology for the separate assessment of these two stages in the imaging process.
The Decision-Making Paradigm
A straightforward paradigm from the theory of statistical decision making is used as the foundation for much of this Report. This paradigm provides the framework for quantitative, task-based image assessment of both the detection stage and display stage of an imaging system. To assess an imaging system in this manner a task must first be specified, and then the ability of some observer (decision maker), such as a radiologist, to perform the task using the image data, either as detected or as finally displayed by the system, must be determined.
The tasks considered in this Report can be categorized as classification and estimation. Classification involves assigning an image to one of a limited number of possible groups or classes. In its simplest form, classification becomes the task of detection, the classification being into one of two classes: either the image shows a deviation from the normal structure or it is normal. Thus, detection is the clinical problem of identifying that, e.g., there is a metastasis present in a radionuclide bone scan or a lung nodule in a chest radiograph. On the other hand, estimation involves measuring the value of some (continuously variable) parameter calculable from information in the image, e.g., the degree of renal stenosis demonstrated in a renal arteriogram. The problem of estimation will be further considered in Section 3.8 and Appendix H, but as there is currently no clear agreement on how it should be evaluated, only classification will be dealt with in detail in this Report.
For a binary diagnostic decision, e.g., classification of an image as either normal or abnormal, the statistical decision theory approach assumes that an observer determines a decision variable that is used to classify each image. For example, blood sugar content or serum cholesterol level are simple decision variables used in laboratory diagnostic testing, providing the basis for decisions on the presence or absence of abnormal conditions. The much more complex judgements by a radiologist of the amount of unusual darkening, lightening or texture in a region in a radiograph represent decision variables in medical imaging.
The decision paradigm presupposes the existence of an actually normal and an actually abnormal population, both of which generate a spread (or distribution) of decision variable outcomes, or readings, as shown in Figure 1 .1. Thus, as the task is to classify an image as either normal or abnormal, image quality is determined by the degree of overlap of these two populations. As the readings for the two populations commonly overlap, as shown in the figure, a statistical approach is required to assess image quality. Image quality may not be judged adequately on the basis of a single image; information derived from a set of images is required to determine the usefulness of the imaging system in separating the underlying populations.
To classify an image, the observer or decision maker adopts some value of the decision variable as a threshold; readings on one side of this threshold are reported as abnormal, those on the other side as normal. This threshold will lead to a particular
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False Positive Fraction proportion of actually abnormal images being correctly reported as abnormal -the true positive fraction (TPF) (sensitivity) -and a certain proportion of actually normal images being incorrectly classified as abnormal -the false positive fraction (FPF) (one minus specificity). As the decision threshold is varied, the TPFs and FPFs will also change.
The curve showing the TPF as a function of the FPF is known as the receiver operating characteristic (ROC) curve. This curve translates the overlap of the two populations into a quantitative measure of image quality.
The detailed motivation and practical implementation of the ROC methodology is the subject of Section 4. Several summary measures of performance derived from the ROC curve are presented there. One of these, d a , has the general form of a signal to noise ratio (SNR) for the detection of an abnormality (or discrimination between types of abnormalities). It expresses the separation of the two distributions, for the normal and abnormal populations (the signal), in units of the noise defined as the average spread (root-mean-square standard deviation) of the two populations. This SNR is potentially a very useful concept for providing a summary measure of image quality.
There are several factors contributing to the spread of the decision variables and it is, in principle, possible to separate their contribution to an overall signal-to-noise ratio. The major contributions to the spread are shown in Figure 1 .2: the random fluctuations that naturally occur in the process of data acquisition (e.g., photon noise); biological variations both within the patient and among the patients in the population; artifacts due to the inadequacy of the data that remain during the process of image formation; and intra-and inter-observer variability. Estimates of the separate contributions of these factors to overall imaging performance may be achieved by defining several categories of decision makers that
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Decision variable distributions depend upon the type of observer, or decision maker, who formulates them and the stage of the imaging system at which they are applied. The imaging process is conceived as taking place in two stages: data are first detected or captured from a stream of radiation; the detected image is then processed and displayed. To evaluate the quality of the detection stage, where the image may not be a recognizable picture of the human body [as in CT and magnetic resonance imaging (MRI)] , certain mathematical model observers are defined and the system is assessed on the ability of these observers to perform specific tasks using the raw data. The display stage is evaluated with human observers.
The Ideal Decision Maker
The detection stage of the imaging process can be assessed by invoking the ideal observer from Bayesian decision theory who forms an optimal decision function (see Appendix C) and makes a decision based on the detected image data. This decision maker yields the best possible discrimination between data classes and sometimes can be implemented by techniques involving various matched filters derived from communications theory. This is discussed further in Section 3.
The assessment of ideal-observer performance generally addresses the spread in the two populations due to the random variations -so-called stochastic noise -that occur in the process of image detection. This performance is usually calculated for simple idealized phantoms (Section 4.4). The evaluation Decision Axis ~ Fig. 1.2 . The various factors contributing to the spread of the decision variables: spread from random noise fluctuations (----), that from noise and biological variability (----), that from noise, biological variability, artifacts and observer variability (--J. requires measurements of the intrinsic contrast of the feature, such as a lesion, being detected (i.e., the signal), the contrast transfer function of the imaging system, and the noise power spectrum (NPS) at a given imaging condition. These fundamental measurements and their normalization for portability between laboratories will be described in Section 3.2. These measurements are the ingredients required to calculate the SNR that determines the intrinsic detectability of a lesion in a simple phantom, the so-called ideal observer signal-to-noise ratio.
Quasi-Ideal Observers
While the strength of the ideal observer model is that it indicates the best possible performance, its application is usually limited to simple phantoms and decision tasks because of the difficulty of specifying it for more complicated tasks. While sacrificing the ideal nature of the analysis it is possible to modify this observer to give model decision makers which are applicable to a wider range of tasks and which may, in principle, more closely approximate the performance of human observers. Several such models are reviewed in Section 3.5. A method is also presented for directly measuring the SNRs of these observers without requiring the full set of physical measurements needed to calculate the ideal-observer performance. These observers are based on matched filters and various discriminant functions (e.g., Hotelling/ Fisher). They can be used to assess the contributions to the separation of image classes from the combination of random or stochastic noise and the deterministic artifacts that arise in the detection and formation of images. Work is also presented to show how well these models correlate with the performance of a human observer.
Human Observers
While model observers are useful for providing a rapid assessment of performance, they are still limited to relatively simple tasks. To incorporate the complete realm of clinical complexity it is necessary to present images to a human observer and analyze performance by psychophysical techniques. The most rigorous of these, the only one allowing performance to be separated from the observer's bias, is the application of the ROC methodology. This is described in detail in Section 4. In such studies, the observer is asked to perform some visual task, and, through training, develops a decision strategy for doing so. An important aspect of psychophysical studies of image quality is that they can use real clinical images of patients, incorporating the naturally occurring biological variability to arrive at a realistic task.
Image Quality and the Diagnostic Process
Image assessment is defined here in terms of the performance of well-defined signal detection tasks. Physical performance assessment is often specified in terms of the detection or discrimination of simulated lesions while clinical performance assessment is specified in terms of the detection or discrimination of clinical lesions or other disease states. These tasks are only part of the larger clinical task, or process, that involves the management of the patient and the determination of the patient outcome and its effect on society. These issues come under the broader heading referred to as efficacy.
Fryback and Thornbury (1991) have proposed a six-level model of efficacy and this is summarized in Table 1 .1. The two lowest levels are the concern of this Report, namely technical efficacy (i.e., physical image performance assessment) and diagnostic accuracy (i.e., clinical image performance assessment). A major purpose of this Report is to present consensus methodology so that these levels of efficacy may be characterized quantitatively. It is to be expected, furthermore, that the quantification at the first level will serve as a specification of the state of technology that can be used to label or normalize studies at the second level, and ultimately to understand their ranking of imaging systems. Similarly, quantification at both of these lower levels can serve to label or normalize studies at higher levels and contribute toward the understanding of their results. Work at all of these levels, then, represents major efforts towards a quantitative science of medical decision making.
Outline of the Report
The intention of this Report is to present a framework within which the diagnostic quality of images produced by a variety of clinical imaging devices can be evaluated. It is not proposed to deal with the detail of how this framework can be applied to each modality; although examples are given in Appendix D, this task will be tackled in subsequent reports. It is suggested that, using the paradigm of statistical decision theory, the quality can be measured for both the displayed image, as viewed by the human observer, and for the acquired data, that is, the image data prior to display. In both cases, a SNR may be calculated which, for the acquired data, may, in certain circumstances, be the optimum or maximum value achievable. It will be suggested that this general approach provides comprehensive measures of image quality.
For the benefit of the reader who is not conversant with medical imaging, an introduction to the basic principles of commonly used medical imaging techniques is given in Appendix A together with comments on the applicability of the proposed process for measuring quality. Also, in Appendix B, there is a general discussion of the various types of image degradation.
The currently used measures of image quality will be reviewed in Section 2 and the approaches to be recommended in this Report will be given in Sections 3 and 4.
Section 3 describes how the performance of the imaging device may be assessed by measuring the SNR achieved when an ideal or quasi-ideal observer analyzes the acquired data. The mathematical concepts underlying this ideal or Bayesian observer are given in Sections 3.2 and 3.3, and presented more rigorously in Appendix C. Section 3.4 outlines the potential value ofthe quantity noise equivalent quanta (NEQ) for describing imaging system performance.
In Section 3.5, two non-ideal observer models are outlined which may be useful in circumstances where the ideal observer model is not readily calculable, or where a model is required which approximates more closely to human performance. These concepts are developed in mathematical detail in appendices E, F and G. Finally, in Section 3.8 and Appendix H, a brief consideration is given to the problem of estimation.
Section 4 deals with the assessment of the displayed image by the human observer. Section 4.2.2 describes how ROC curves are generated and Section 4.2.3 defines various indices of performance which can be derived from them. A discussion of different types of test patterns for visual assessment is given in Section 4.4.
General guidance on the practical implementation of these techniques, in a form which can be adopted by the potential user, is given in Section 5.
The concluding section emphasizes how the techniques may be developed so as to apply to more sophisticated problems of clinical diagnosis.
An alphabetic glossary is provided in Appendix I.
The point has been made that a measure of image quality is meaningful only when related to a particular task. It is the intention of this Report to suggest a framework within which the diagnostic quality of images produced by a variety of clinical imaging devices can be evaluated; any proposals for judging quality must fit into the wider process of clinical efficacy assessment (Fryback and Thornbury, 1991; Thornbury, 1994) .
