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L’utilisation des ondes e´lectromagne´tiques dans le quotidien, connaˆıt un essor important
depuis le de´but du XX e`me sie`cle et cette tendance ne fait que s’accentuer avec le de´ve-
loppement actuel de nombreuses technologies sans fil. Il est alors devenu important de bien
connaˆıtre ces phe´nome`nes e´lectromagne´tiques, puisque la multiplication de leur utilisation
peut avoir des effets inde´sirables sur le fonctionnement des dispositifs e´lectroniques (compati-
bilite´ e´lectromagne´tique) ou plus grave, des effets ne´fastes sur la sante´. Aussi, actuellement,
une part importante des e´tudes et simulations des phe´nome`nes physiques concernent des
proble`mes d’e´lectromagne´tisme. Il existe notamment aujourd’hui des me´thodes tre`s efficaces
tant sur le plan des mode`les physiques que sur le plan des sche´mas nume´riques pour la re´solu-
tion de proble`mes e´lectromagne´tiques dans des domaines d’application tre`s varie´s comme les
te´le´communications, la compatibilite´ e´lectromagne´tique, la biologie, la physique des plasmas,
...
Par ailleurs les progre`s de l’informatique et l’utilisation de machines de plus en plus perfor-
mantes permettent d’envisager des traitements de plus en plus pre´cis sur des environnements
de plus en plus complexes et re´alistes. On utilise notamment beaucoup de simulations pour
de´finir ou caracte´riser des syste`mes radio-fre´quence comme par exemple, la mise au point de
dispositifs de protection foudre sur des sites de lancement ou bien la conception d’antennes.
La plupart de ces e´tudes consistent a` mode´liser un domaine de l’espace en faisant des hy-
pothe`ses sur certains parame`tres physiques et, a` ve´rifier a` poste´riori a` l’aide de mesures que
ces hypothe`ses sont correctes ou pas. Bien que ce type d’e´tude soit ne´cessaire pour connaˆıtre
par exemple la re´partition des champs e´lectromagne´tiques (EM), sur des proble`mes ou` les
parame`tres physiques utilise´s sont de´terministes, il est de plus en plus demande´ de de´finir
ceux-ci de fac¸on optimale a` partir de mesures ou de contraintes suivant un proble`me inverse.
A ce titre, il existe de´ja` une large litte´rature dans ce domaine qui passe de l’imagerie radar
ou EM par me´thode SAR jusqu’a` la de´finition d’objets par des me´thodes d’optimisation
nume´rique. Dernie`rement, un essor de l’utilisation de me´thodes e´lectromagne´tiques dans des
domaines comme la de´tection de mines, de tumeurs ou bien de personnes sur sites a mis
encore plus en avant l’importance de l’e´tude du proble`me inverse en e´lectromagne´tisme.
L’objectif de cette the`se est d’e´tudier et de proposer des me´thodes d’inversion e´lectro-
magne´tique qui permettent a` la fois de de´tecter/localiser rapidement des cibles dans des
milieux, mais aussi de caracte´riser les constantes die´lectriques de celles-ci, le cas e´che´ant.
Pour cela, apre`s injection d’une onde dans le milieu, en supposant que nous connaissons le
champ sur un ensemble de capteurs de mesures, nous allons proposer et e´tudier des me´thodes
d’inversion adapte´es aux diffe´rents types de proble`mes que l’on souhaite re´soudre. Dans cette
optique, le document se de´compose en trois chapitres. Dans un premier chapitre, on de´crit
les proble`mes e´lectromagne´tiques inverses qui nous inte´ressent, on pose les e´quations de
Maxwell qui de´crivent le mode`le e´lectromagne´tique et on propose un ensemble de me´thodes
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nume´riques pour re´soudre celles-ci. Dans un deuxie`me chapitre, on e´tudie des me´thodes
d’inversion qui permettent de de´tecter et de localiser tre`s rapidement des cibles dans un
milieu approximativement connu. On parlera pour celles-ci, de me´thodes d’imagerie, bien
que celles-ci restent de nature qualitative. Enfin, dans le troisie`me chapitre, on s’inte´resse
aux me´thodes d’inversion qui permettent d’e´valuer les parame`tres die´lectriques de cibles dont
on connait avec exactitude la position dans le milieu. On parlera pour celles-ci de me´thodes de
caracte´risation. Les aspects localisation et caracte´risation de parame`tres e´tudie´s dans cette
the`se, pourront aussi avantageusement permettre de traiter des proble`mes d’idenfication de
cibles ou` l’on cherche a` la fois la forme mais aussi la nature des objets. Pour cela, on pourra
proce´der en deux e´tapes ou`, avec les me´thodes d’imagerie, on localise les cibles et ensuite avec
les me´thodes de caracte´risation, on affine la forme de celles-ci, tout en de´terminant leur nature
die´lectrique. Par ce proce´de´, on apporte au proble`me d’identification, une connaissance a




Dans ce chapitre, nous pre´sentons, tout d’abord, les diffe´rentes applications qui ont mo-
tive´es les travaux de cette the`se et pour lesquelles nous allons essayer de proposer des me´-
thodes. Nous donnons ensuite quelques ge´ne´ralite´s sur les proble`mes inverses, en particulier,
sur la de´finition d’un proble`me bien pose´ au sens de Hadamard et sur les techniques de re´-
gularisation pour le cas de proble`mes mal pose´s. Ge´ne´ralement, pour re´soudre un proble`me
inverse, il est aussi important de bien savoir re´soudre le proble`me direct. C’est pourquoi,
apre`s avoir pose´ les e´quations de Maxwell qui mode´lisent le proble`me e´lectromagne´tique di-
rect, nous pre´sentons aussi dans ce chapitre diffe´rentes me´thodes de re´solution de celles-ci.
Notamment, nous mettrons en avant les avantages et inconve´nients a` utiliser chacune d’elles
dans une approche inverse.
1.1 Proble`mes aborde´s
Dans le proble`me ge´ne´ral repre´sente´ par la figure 1.1, nous supposons que nous avons un
domaine Ω dans lequel est enfoui un certain nombre de cibles (inclusions dans le milieu).
Nous faisons l’hypothe`se que le milieu ambiant du domaine Ω est constitue´ par un mate´riau
faiblement he´te´roge`ne. On place ensuite a` la pe´riphe´rie de celui-ci, un certain nombre d’an-
tennes pour lesquelles on fait l’hypothe`se qu’une meˆme antenne peut eˆtre a` la fois e´mettrice
et re´ceptrice. On e´claire alors Ω par diffe´rentes antennes e´mettrices et le champ diffracte´ est
mesure´ sur les antennes re´ceptrices. Le proble`me inverse que l’on cherche a` re´soudre consiste
alors a` de´terminer la position et/ou les caracte´ristiques die´lectriques des cibles potentielles
a` partir du champ mesure´. Une des difficulte´s de ce proble`me re´side dans le nombre et la
position des antennes autour du domaine Ω. En effet, a` cause du couˆt, de l’encombrement et
du proble`me physique pose´, on aura des limitations sur le nombre et la position des antennes.
Ceci entrainera en particulier des difficulte´s pour retrouver les cibles.
Parmi l’ensemble des applications e´lectromagne´tiques, nous nous inte´ressons, dans cette
the`se, plus particulie`rement, aux applications suivantes :
– la de´tection et localisation de mines dans les sols ;
– la de´tection et localisation de tumeurs dans un organe ;
– la de´tection de corrosion des be´tons ;
– la de´tection de personnes a` travers les murs.
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Fig. 1.1 – Configuration du proble`me ge´ne´ral.
Chacune de ces applications posse`de des spe´cificite´s propres que nous allons de´tailler mainte-
nant, afin de de´finir quelles sont les me´thodes inverses les plus approprie´es a` leur re´solution.
1.1.1 La de´tection de mines
La dispersion massive de mines lors de conflits est responsable d’un nombre important
de victimes innocentes. Par exemple, en Colombie, ce nombre est estime´ a` une toutes les 10
heures. Ces mines ont aussi un impact e´conomique important en rendant par exemple, impos-
sible la reprise de l’agriculture. Divers moyens de de´tection sont employe´s ou expe´rimente´s,
les plus utilise´s e´tant les animaux dresse´s pour la recherche d’explosifs et les de´tecteurs de
me´taux. Ces derniers fonctionnent selon le principe d’induction e´lectromagne´tique. Ils sont
e´quipe´s d’une bobine e´mettrice traverse´e par un courant et d’une bobine re´ceptrice re´cu-
pe´rant un courant induit par la cible. On analyse alors le de´phasage entre le courant de
re´fe´rence parcourant la bobine e´mettrice et le courant rec¸u. Un objet fortement conducteur
induira un de´phasage important et sera donc tre´s facilement de´tectable, alors que pour un
objet faiblement conducteur, on aura un de´phasage faible et donc des difficulte´s pour de´tec-
ter celui-ci. Les mines se composant de moins en moins de me´tal au profit de l’utilisation
de plastique ou meˆme d’explosif moule´ sont alors de plus en plus invisibles au de´tecteur
de me´taux. Avec les moyens actuels, on estime pour certains pays la dure´e de de´minage a`
plusieurs milliers d’anne´es et pour un couˆt financier estime´ entre 300 et 1000 dollars par
mine alors que le couˆt de fabrication d’une mine est d’environ 3 dollars. Il apparaˆıt alors
inte´ressant de pouvoir de´finir de nouvelles me´thodes de de´tection plus fiables et plus efficaces
que le classique de´tecteur actuel.
Afin de voir quel type de me´thode pourrait s’appliquer a` ce proble`me de de´tection, il
apparait ne´cessaire tout d’abord de de´finir les parame´tres connus pour celui-ci. Dans cette
application, on ne peut e´mettre et recevoir d’ondes EM qu’au dessus du sol, donc les antennes
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ne peuvent eˆtre positionne´es que d’un seul coˆte´ du milieu ou` sont cache´s les objets. Une
autre grande difficulte´ est la me´connaissance du milieu puisque le sol peut eˆtre constitue´
de plusieurs objets (cailloux, herbe, agre´gats,... ) qui peuvent se substituer aux mines. Il
est en effet difficile de connaˆıtre avec pre´cision la constitution exacte d’un sol, mais on
peut connaˆıtre e´ventuellement sa nature (argileux, sableux,...) et son taux d’humidite´ qui va
plus ou moins faire e´cran a` la pe´ne´tration des ondes dans celui-ci. Dans ces conditions, on
repre´sente au mieux le sol par un milieu homoge`ne ou homoge`ne par strates dans lequel les
parame´tres die´lectriques sont fixe´s en fonction de la nature et du taux d’humidite´ de celui-ci.
Il sera alors parfois difficile de localiser avec pre´cision un objet enfoui, voire dans certains
cas impossible lorsque l’humidite´ du sol sera trop forte par exemple.
A l’heure actuelle, le de´fi est donc de proposer des me´thodes de de´tection/localisation
qui permettraient de de´tecter les mines dans n’importe quel type de sol, tout en limitant
le nombre de fausses alarmes (de´tection d’un objet qui n’est pas une mine). De plus, pour
des raisons d’efficacite´, on souhaite des me´thodes quasi temps re´el. Dans cette optique, les
me´thodes d’inversion actuelles sont plutoˆt base´es sur des techniques SAR [Mil02], mais il
serait aussi inte´ressant de voir ce que d’autres me´thodes comme, par exemple, le gradient
topologique pourraient apporter au proble`me. Ceci nous entrainera donc dans la suite de cette
the`se a` e´tudier des me´thodes de de´tection/localisation rapide ou d’imagerie pour pouvoir
re´pondre a` ce proble`me.
1.1.2 La de´tection de tumeurs
En France, le cancer du sein touche a` peu pre`s une femme sur 10. On recense plus
de 40000 nouveaux cas par an et celui-ci est responsable de plus de 11000 de´ce`s par an.
Son de´pistage pre´coce permet l’utilisation efficace de traitements moins lourds et augmente
conside´rablement les chances de gue´rison. Aujourd’hui les principales me´thodes de diagnostic
sont :
- la palpation qui requiert un savoir faire du praticien et le fait que les nodules aient une
certaine taille et/ou soient suffisamment en surface pour pouvoir eˆtre de´tecte´s ;
- la mammographie qui est un examen radiographique adapte´ a` l’imagerie du sein, plutoˆt
inconfortable pour la patiente, et qui permet la de´tection de nodules dont la taille est
de l’ordre de quelques millime`tres, encore inde´celables a` la palpation. Cependant, cet
examen utilisant des rayons X, n’est pas sans risques et peut en lui-meˆme augmenter le
risque de cancer. De plus, des e´tudes statistiques ont montre´ que le de´pistage syste´ma-
tique par mammographie entraˆıne une augmentation non ne´gligeable du surdiagnostic
(faux positifs).
La recherche de nouvelles me´thodes de de´tection pre´coce de type quasi temps re´el et plus
e´conomiques, serait donc un comple´ment inte´ressant dans le de´pistage fiable de cette maladie.
Le sein est compose´ essentiellement de tissus conjonctif adipeux dont les proprie´te´s die´lec-
triques sont variables. De plus, a` l’inte´rieur de celui-ci, on trouve tout un re´seau vasculaire,
des canaux galactophores, ..., dont la position ne peut eˆtre connue avec exactitude. En effet,
celle-ci de´pend de la personne et meˆme de la position de la personne. On ne peut donc
mode´liser le sein que comme un milieu plus ou moins dispersif, homoge`ne ou he´te´roge`ne
par zones. La formation d’une tumeur s’accompagne de la calcification de tissus et donc
de la modification des proprie´te´s die´lectriques de ceux-ci. Il est montre´ que le contraste di-
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e´lectrique d’une tumeur avec le reste des tissus constituants le sein est important. Dans ce
contexte, l’utilisation des techniques d’imagerie e´lectromagne´tique peut alors s’ave´rer tre`s
inte´ressante et de´ja`, divers dispositifs fonde´s sur l’imagerie radar commencent a` faire leur
apparition. Ne´anmoins, ce type de dispositif n’est pas encore comple´tement ope´rationnel et
de nombreuses recherches continuent a` eˆtre effectue´es pour rechercher le meilleur instrument
de mesure. En particulier, certains instruments envisagent de faire une cartographie du sein,
coupe par coupe. Dans ces conditions, on entoure le domaine de de´tection de micro-capteurs
e´metteurs-re´cepteurs et on a typiquement affaire a` un proble`me de tomographie dans lequel
le milieu n’est cependant pas bien connu. On applique alors des me´thodes de type SAR (ou de
re´troprojection) pour reconstruire une image. Dans cette optique, des recherches sont aussi
effectue´es sur l’utilisation de la me´thode de retournement temporel. Toutefois dans la plupart
des travaux re´alise´s, la repre´sentation de l’interface air/peau reste une difficulte´ a` cause du
fort contraste de la peau avec l’air et le reste des tissus qui entraine une forte re´flexion des
ondes e´mises. Sur ce the`me, dans la the`se nous nous sommes plus particulie`rement inte´resse´
a` la me´thode de retournement temporel vue comme une me´thode d’imagerie.
1.1.3 La de´tection de zones die´lectriquement contraste´es a` l’inte´-
rieur des be´tons
Un autre proble`me d’inversion EM qui nous pre´occupe se rattache au domaine du ge´nie
civil. Dans ce domaine, le suivi du vieillissement des baˆtiments est une priorite´. En effet, en
vieillissant, les sels et l’humidite´ peuvent corroder les ferrailles composant leurs armatures.
Les be´tons se trouvent alors fragilise´s et peuvent devenir dangereux. Il existe de nombreux
exemples au Canada de ponts qui se sont rompus suite aux sallages re´pe´titifs en pe´riode hi-
vernale, qui de´truisent la structure me´tallique les constituant. Dans les travaux de recherche,
des chercheurs ont mis en e´vidence que la corrosion cre´e des zones ayant des caracte´ristiques
die´lectriques diffe´rentes de celles du be´ton sain. Le phe´nome`ne de corrosion se situe sur une
e´paisseur proche de la surface. On va donc chercher a` caracte´riser cette e´paisseur de be´ton
d’un point de vue die´lectrique pour localiser ces zones. Pour cela, l’utilisation de capteurs de
type radar est tre`s approprie´e puisque ces capteurs sont portables, permettent la visualisa-
tion d’objets a` l’inte´rieur de milieux et sont susceptibles de remonter a` une permittivite´ du
milieu. En ce qui nous concerne, suite a` une demande en ge´nie civil pour la caracte´risation
de mate´riaux, en collaboration avec le LMDC de l’INSA nous avons e´tudie´ des e´chantillons
de be´ton. A partir de mesures radar, les travaux ont consiste´ a` revenir aux caracte´ristiques
die´lectriques du milieu. Dans ce cadre, on ne dispose que de capteurs d’un coˆte´ de l’e´chan-
tillon et les mesures ont e´te´ effectue´es avec un radar SIR 2000 GSSI a` impulsions courtes
(figure 1.2). Le premier travail a e´te´ de valider un mode`le d’antenne a` partir des mesures et
apre`s une comparaison 3D/2D nume´rique, on a conclu que le choix d’un mode`le 2D serait
suffisamment re´aliste pour le mode`le d’inversion e´lectromagne´tique que l’on a de´veloppe´ dans
cette the`se. On de´veloppera cette e´tude dans le chapitre 3 de la the`se.
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Fig. 1.2 – Dispositif expe´rimental a` partir du GSSI.
1.1.4 La de´tection de personnes a` travers les murs
Une nouvelle proble´matique a re´cemment vu un reagain d’inte´reˆt. Il s’agit de l’appli-
cation du radar a` la recherche de victimes emprisonne´es sous les de´combres a` la suite de
tremblements de terre ou, la de´tection de personnes suspectes lors de prises d’otages (se´cu-
rite´ civile, GIGN, ...). Dans ce type d’application, on ne dispose que de peu de capteurs, voire
un seul, et de peu de choix quant a` la disposition de ceux-ci autour du baˆtiment concerne´.
De plus, on cherche a` posse´der des dispositifs portatifs et un processus de de´tection temps
re´el, en raison de la mobilite´ des cibles. Pour cette proble´matique, de par ses compe´tences
en radar et mode´lisation, l’ONERA est sollicite´ sur l’aspect mode´lisation EM mais aussi sur
la de´finition d’un dispositif expe´rimental efficace. Des e´tudes communes avec le LEAT sont
notamment pre´vues. La figure 1.3 pre´sente un dispositif expe´rimental re´alise´ au LEAT. Ici
la cible est une bouteille d’eau sale´e, et, a` partir de 8 antennes e´qui-re´parties sur une ligne,
on cherche a` localiser la cible par une approche de type RT. Les travaux mene´s dans cette
the`se sur les me´thodes de retournement temporel et gradient toplogique peuvent eˆtre aussi
utilise´s pour cette application. Cependant, dans le cadre de cette the`se, on n’effectuera pas
directement de simulations sur ce type de proble`me puisqu’il fait aussi l’objet de travaux
plus approfondis dans le cadre d’une autre the`se.
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Fig. 1.3 – Dispositif expe´rimental
1.2 Ge´ne´ralite´s sur les proble`mes inverses
Dans ce paragraphe, nous introduisons la notion de proble`mes inverses, leurs spe´cificite´s
et les principales difficulte´s pour les re´soudre. Pour cela, nous rappelons quelques re´sultats
ge´ne´raux de A. Kirsch [Kir96].
1.2.1 Notions sur les proble`mes inverses
On conside`re des couples de proble`mes dont l’un est appele´ proble`me direct et l’autre
proble`me inverse. Ces proble`mes sont couple´s dans la mesure ou` la formulation du proble`me
inverse fait intervenir la solution du proble`me direct. Soit le proble`me note´ :
Kx = y (1.1)
avec x ∈ X, y ∈ Y , K un ope´rateur de X dans Y et X et Y deux espaces de Hilbert. Il
est important de spe´cifier le triplet (K,X, Y ) et leurs normes, car l’existence et l’unicite´ de
solutions au proble`me (1.1) de´pendent de la nature alge´brique des espaces et des ope´rateurs,
notamment si l’ope´rateur K est bijectif ou non. La stabilite´ de´pend aussi de la topologie des
espaces, c’est a` dire si l’ope´rateur inverse K−1 : Y → X est continu ou non. La re´solution
du proble`me direct consiste, connaissant K et x, a` calculer y alors que le proble`me inverse
consiste, connaissant K et y, a` rechercher x. Dans ce paragraphe et dans cette the`se, les
proble`mes inverses que nous conside´rons sont tels que le proble`me direct est bien pose´,
alors que le proble`me inverse, quant a` lui, est mal pose´. Mathe´matiquement, on de´finit les
proble`mes bien pose´s au sens de Hadamard par :
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Definition 1 (Proble`me bien pose´). Soient X et Y des espaces norme´s, K : X → Y
une application (line´aire ou non). L’e´quation Kx = y est dite bien pose´e si les hypothe`ses
suivantes sont ve´rifie´es :
1. Existence : Pour tout y ∈ Y il existe (au moins un) x ∈ X tel que Kx = y.
2. Unicite´ : Pour tout y ∈ Y il y a au plus un x ∈ X tel que Kx = y.
3. Stabilite´ : La solution x de´pend continuˆment de la donne´e y, i.e., pour toute suite
(xn) ⊂ X avec Kxn → Kx, alors xn → x pour n →∞.
Le choix des espaces norme´s X et Y est ainsi primordial pour de´terminer le caracte`re bien
pose´ du proble`me. L’existence peut eˆtre restaure´e en e´largissant l’espace de recherche de la
solution. La perte de l’unicite´ est la conse´quence d’un manque d’information sur le mode`le
qu’il faut alors enrichir en apportant des informations telles que, par exemple, le signe de la
solution, ... La proprie´te´ qui a` nos yeux semble la plus importante pour l’e´tude de proble`mes
inverses est la stabilite´. En effet lorsque le proble`me posse`de la proprie´te´ de stabilite´, une
petite erreur sur les donne´es entraˆınera une solution proche de celle qui est recherche´e.
Lorsque cette proprie´te´ est perdue, la moindre erreur sur les donne´es peut entraˆıner une
erreur incontroˆle´e sur la solution et donc a` avoir des difficulte´s pour obtenir des processus
nume´riques convergents.
Historiquement, on s’est d’abord inte´resse´ aux proble`mes directs. En effet, les proble`mes
inverses peuvent eˆtre vus comme une application de leur proble`me direct associe´ puisque la
formulation du proble`me inverse fait intervenir la solution du proble`me direct. Donc, sans la
re´solution correcte du proble`me direct, il est illusoire de vouloir aborder le proble`me inverse.
Aussi, beaucoup de travail a e´te´ fourni pour construire des cadres de travail approprie´s a`
la re´solution des proble`mes directs. C’est par exemple le cas pour notre proble`me d’e´lectro-
magne´tisme, ou` dans le cadre donne´ au paragraphe 1.3(K e´tant l’ope´rateur de Maxwell), le
proble`me direct consiste a` partir de la connaissance du milieu (perme´abilite´ ε, permittivite´ μ
et conductivite´ σ) note´e formellement x, a` calculer le champ e´lectromagne´tique note´ y. C’est
seulement apre`s la maˆıtrise de techniques directes de calcul de champs e´lectromagne´tiques,
que l’on a pu envisager des applications telles que l’inversion, remplac¸ant ainsi la recherche
de solutions de proble`mes inverses par essais successifs, par des me´thodes d’inversion.
La plupart du temps, et c’est le cas pour le proble`me de Maxwell dont la re´solvante
est compacte, un proble`me dont l’ope´rateur K est compact ne me`ne jamais a` un proble`me
inverse bien pose´, comme le montre le the´ore`me suivant :
The´ore`me 1. Soient X et Y des espaces norme´s et K : X → Y un ope´rateur line´aire
compact de noyau N (K) := {x ∈ X, Kx = 0}. Supposons que la dimension de l’espace
quotient X/N (K) soit infini. Alors il existe une suite (xn) dans X telle que Kxn → 0 mais
(xn) diverge. On peut meˆme choisir la suite (xn) telle que ‖xn‖ → ∞. En particulier, si K
est bijectif, son inverse K−1 : Y ⊃ K(X) → X est non borne´e.
Une conse´quence de la compacite´ de l’ope´rateur K est la de´croissance rapide des valeurs
propres vers 0 rendant l’inversion de l’ope´rateur, c’est-a`-dire la re´solution du proble`me inverse
tre`s mal conditionne´.
Afin d’e´tudier les proble`mes inverses plus en de´tail, on de´finit la notion de ”pire erreur”
par l’erreur maximale que l’on peut commettre sur la solution lorsqu’on connait l’erreur
maximale que l’on a commise sur les mesures. Une de´finition plus formelle de cette erreur
est donne´e dans [Kir96].
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Ainsi, afin de controˆler cette erreur dans la re´solution inverse, on va chercher a` approcher
l’ope´rateur inverse par un ope´rateur continu. Ce sera l’objet du prochain paragraphe dans
lequel on montrera la construction de sche´mas de re´gularisation.
1.2.2 Construction de sche´mas de re´gularisation
Connaissant la donne´e de y a` une erreur δ pre`s, note´e yδ, on s’inte´resse a` la re´solution de
Kxδ = yδ. Par ailleurs, l’e´cart entre la solution x du proble`me exact Kx = y et la solution
xδ est suppose´e majore´e par une constante η > 0, appele´e constante de ”pire erreur” [Kir96].
La re´solution de Kxδ = yδ pre´sente des difficulte´s de stabilite´ lie´es a` l’ope´rateur K−1. Pour
palier a` ceci, une approximation Rα de K
−1 est alors introduite telle que xα,δ = Rαy
δ soit
une valeur approche´e de xδ avec une pre´cision comparable a` η. Nous allons dans la suite,
nous inte´resser a` la recherche de ce type d’ope´rateur Rα.
Definition 2 (Strate´gie de re´gularisation). Une strate´gie de re´gularisation est une famille
d’ope´rateurs line´aires borne´s




RαKx = x pour tout x ∈ X,
c’est-a`-dire RαK converge point a` point vers l’identite´.
Pour les ope´rateurs compacts, la de´finition de la compacite´ de K permet de montrer le
re´sultat suivant :
The´ore`me 2. Soit Rα une strate´gie de re´gularisation pour un ope´rateur compact K : X → Y
ou` dimX = ∞. Alors, on a que :
– Les ope´rateurs Rα sont non uniforme´ment borne´s, c’est-a`-dire qu’il existe une suite
(αj) telle que ‖Rαj‖ → ∞ pour j →∞,
– La suite (RαKx) ne converge pas uniforme´ment sur des sous-ensembles borne´s de X,
c’est-a`-dire qu’il n’y a pas de convergence de RαK vers l’identite´ I au sens de la norme
des ope´rateurs.
Soient X et Y deux espaces de Hilbert munis respectivement des normes ‖.‖X et ‖.‖Y ,
x ∈ X et y ∈ Y tels que y = Kx. Soit yδ ∈ Y une donne´e mesure´e telle que ‖y − yδ‖Y ≤ δ,
on de´finit xα,δ tel que :
xα,δ := Rαy
δ,
comme e´tant l’approximation de la solution x au proble`me y = Kx.
On peut alors e´crire
‖xα,δ − x‖X ≤ ‖Rαy
δ − Rαy‖X + ‖Rαy − x‖X
≤ ‖Rα‖‖y
δ − y‖Y + ‖RαKx− x‖X
≤ δ‖Rα‖+ ‖RαKx− x‖X .






Le terme δ‖Rα‖ repre´sente l’erreur dans les donne´es multiplie´e par le conditionnement ‖Rα‖
et le terme ‖RαKx− x‖X , l’erreur d’approximation.
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Ainsi α quantifie la re´gularisation : l’augmentation de α fait baisser le conditionnement de
Rα mais le choix d’une re´gularisation trop importante entraˆıne le choix d’un mode`le approche´
de l’inverse de l’ope´rateur pas assez proche du mode`le original entraˆınant une augmentation
de l’erreur sur la solution. Il existe ainsi une valeur α∗ offrant le meilleur compromis entre
les deux termes d’erreur pre´ce´dents et minimisant la majoration de l’erreur commise sur
la solution, comme le montre la figure 1.4. Cependant cette valeur α∗ ne correspond pas
force´ment a` la valeur α qui donnerait l’erreur minimale sur la solution. Dans le cadre des
Fig. 1.4 – Evolution de l’erreur en fonction du parame`tre de re´gularisation α. La courbe en
trait plein repre´sente le terme de majoration de l’erreur sur la solution.
syste`mes line´aires sur-de´termine´s Kx = y, ou` l’ope´rateur K : X → Y est un ope´rateur
line´aire et borne´, une me´thode de re´gularisation classique consiste en la minimisation de
‖Kx − y‖2Y par rapport a` x. Si X est de dimension infinie et K compact, le proble`me de
minimisation est aussi mal pose´ d’apre`s le lemme suivant :
Lemme 1. Soit X et Y des espaces de Hilbert, K : X → Y un ope´rateur line´aire et borne´
et y ∈ Y . Alors il existe xˆ ∈ X tel que ‖Kxˆ − y‖Y ≤ ‖Kx − y‖Y pour tout x ∈ X si
et seulement si xˆ ∈ X re´sout l’e´quation normale K∗Kxˆ = K∗y, ou` K∗ : Y → X de´signe
l’ope´rateur adjoint de K.
La re´gularisation de l’ope´rateur K me`ne alors a` la de´termination de xα ∈ X minimisant
la fonctionnelle de Tikhonov de´finie par :
Jα(x) := ‖Kx− y‖
2
Y + α ‖x‖
2
X , ∀x ∈ X.
On a alors le the´ore`me :
The´ore`me 3. Soit K : X → Y un ope´rateur line´aire borne´, X et Y des espaces de Hilbert
et α > 0. Alors la fonctionnelle de Tikhonov a un minimum unique xα ∈ X. Ce minimum
xα est la solution de l’e´quation normale :
αxα + K∗Kxα = K∗y. (1.2)
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La solution de (1.2) peut eˆtre e´crite sous la forme xα = Rαy, avec Rα := (αI + K
∗K)−1 K∗.
Le choix de la re´gularisation de Tikhonov est faite a priori, c’est-a`-dire avant l’approximation
de xα. Des crite`res tels que le principe de Morozov, ont aussi e´te´ propose´s pour effectuer ce
choix lors du calcul et donc a poste´riori.
Concernant la de´pendance de α et y, on a le the´roe`me suivant :
The´ore`me 4. Soit y ∈ Y , α > 0, et xα la solution unique de l’e´quation
αxα + K∗Kxα = K∗y.
Alors :
– xα de´pend continuˆment de y et α ;
– l’application α 
→ ‖xα‖X est monotone de´croissante et limα→∞(‖xα‖X) = 0 ;
– l’application α 
→ ‖Kxα − y‖Y est monotone croissante et limα→0(Kx
α) = y.
Si de plus, K∗y = 0, alors les deux applications pre´ce´dentes sont strictement monotones.
Soit yδ tel que ‖yδ − y‖Y ≤ δ et soit xα,δ ve´rifiant
αxα,δ + K∗Kxα,δ = K∗yδ,





Le principe de Morozov consiste a` choisir dans un processus ite´ratif une valeur α pour l’e´tape
suivante qui va de´pendre de xα,δ en satisfaisant l’e´quation :
Kxα,δ − yδ = δ (1.3)
Ce choix de α permet ainsi de choisir α raisonnablement “pas trop petit” et tel que le re´sidu
soit e´gal a` δ. Sous les hypothe`ses du the´ore`me (4) et sous l’hypothe`se que ‖yδ − y‖ ≤
δ ≤ ‖yδ‖, on peut montrer que l’e´quation (1.3) a une solution unique et que la fonction
f : α 
→
∥∥Kxα,δ − yδ∥∥ est continue et strictement croissante [Kir96]. On a donc un processus
d’optimisation bien de´fini a` chaque e´tape.
1.3 Le mode`le physique : les e´quations de Maxwell
Dans les diffe´rents proble`mes inverses que l’on cherche a` re´soudre, on mesure des quantite´s
relatives a` des champs e´lectromagne´tiques. Il apparaˆıt alors ne´cessaire de de´crire le syste`me
d’e´quation de´finissant ces champs et de poser le cadre fonctionnel dans lequel celui-ci est
re´solu. Ceci est l’objectif de ce paragraphe. Dans le cadre des applications vise´es dans cette




− rot H + σ E = J s,
μ∂H
∂t
+ rot E = 0
(1.4)
Dans ces e´quations, E et H repre´sentent les champs e´lectrique et magne´tique, ε, σ et μ
sont respectivement la permittivite´, la perme´abilite´ et la conductivite´ qui repre´sentent les
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parame`tres die´lectriques du mate´riau. Le terme J s de´finit les termes sources. Pour poser
correctement le proble`me e´lectromagne´tique, on ajoute au syste`me (1.4) la condition initiale :
∀x ∈ Ω, E(t = 0, x) = 0, H(t = 0, x) = 0
et des conditions aux limites sur la frontie`re ∂Ω du domaine de calcul qui peuvent eˆtre de
deux types :
∀x ∈ ∂Ω, ∀t, n× E(t, x) = 0 (condition de me´tal parfait)
ou bien





de´finit l’impe´dance du milieu.
Pour l’e´tude mathe´matique de ce proble`me, on introduit l’espace fonctionnel
H(rot,Ω) =
{









H(rot,Ω) est un espace de Hilbert pour le produit scalaire :
(u, v)rot,Ω = (u, v)0,Ω + (∇× u,∇× v)0,Ω,
(., .)0,Ω e´tant le produit scalaire dans L
2.
Si Ω est un domaine borne´ lipschitzien, on peut de´finir, dans un espace de distributions, la
trace tangentielle de toute fonction v de H(rot,Ω) :
γτ : H(rot,Ω) → H
−1/2(∂Ω),
v 
→ γτv = v × n,
γτ est une application line´aire continue de H(rot,Ω) dans H
−1/2(∂Ω). On a alors le the´ore`me
de Green :
Soient v ∈ H(rot,Ω) et φ ∈ H1(Ω) alors on a :
(∇× v, φ)0,Ω − (v,∇× φ)0,Ω = (v × n, φ)0,Ω.
On suppose que les valeurs ε, μ et σ sont des quantite´s borne´es et positives sur Ω. Alors
dans ces conditions, en utilisant le the´ore`me de Hille-Yosida [Bre´99], on a :
The´ore`me 5. Si Js ∈ C0([0, T ],L2(Ω)), alors il existe une solution unique E, H au proble`me
de Maxwell ve´rifiant :
E,H ∈ C1([0, T ];L2(Ω)) ∩ C0([0, T ];H(rot,Ω)).
Mode´lisation des domaines non borne´s : conditions limites
Dans le cas de simulations en espace libre, afin de limiter le domaine de calcul, on peut
utiliser des conditions limites absorbantes ou bien des couches absorbantes pour borner celui-
ci.
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Une condition aux limites absorbante consiste a` entourer le domaine de calcul d’une fron-
tie`re fictive ayant pour roˆle de simuler l’espace libre. Pour cela, on impose sur cette frontie`re
une condition de non re´flexion des ondes dans le domaine de calcul. Le proble`me de ce type
de conditions aux limites est qu’elles ne sont pas locales et doivent eˆtre approche´es pour
pouvoir eˆtre efficacement utilise´es. L’approximation de celles-ci entraˆıne alors la re´flexion
d’une partie des ondes a` l’inte´rieur du domaine de calcul. Par exemple, la condition de Mur
[Mur81] traduit la condition ∂nEt +
1
c
∂tEt = 0 ou` Et est le champ tangentiel au bord du
domaine de calcul et n est la normale a` ce bord. Avec cette condition, les ondes arrivant
perpendiculairement a` la frontie`re sont entie`rement transmises alors que les autres ont une
partie re´fle´chie dans le domaine de calcul. Ainsi, dans ce cas, pour obtenir des re´sultats
satisfaisants, on choisit de limiter le domaine de calcul par une frontie`re sphe´rique qui doit
eˆtre suffisamment e´loigne´e de la sce`ne, afin qu’au niveau de la frontie`re l’onde se rapproche
d’une onde sphe´rique. Cette contrainte impose alors une augmentation non ne´gligeable du
nombre de mailles dans le domaine de calcul et donc des besoins importants en me´moire.
Les couches absorbantes peuvent eˆtre vues, quant a` elles, comme un e´quivalent nume´-
rique aux reveˆtements tapissant les chambres ane´cho¨ıques. En effet, on entoure le domaine
de calcul d’une couche de mate´riaux, de faible e´paisseur (quelques mailles) tel qu’a` l’inte´-
rieur de celui-ci le champ se propage sans re´flexion vers l’inte´rieur du domaine de calcul et
de´croit progressivement. Le premier mode`le de couches, ML (matched layer) propose´ par
J.P. Berenger, permettait l’absorption des ondes qui arrivaient en incidence normale sur les
couches. Ce type de couches avait donc une efficacite´ tre`s similaire aux conditions limites
propose´es alors. Dans les anne´es 90, Berenger proposa l’approche PML [Be´r94] qui permet-
tait l’absorption des ondes quelles que soient leur direction d’arrive´e sur la couche. Cette
avance´e rendit les couches absorbantes tre`s populaires et arreˆta les recherches sur les condi-
tions absorbantes, si bien qu’aujourd’hui, pour simuler l’espace infini par un domaine borne´,
on n’utilise pratiquement plus que des couches absorbantes de type PML.
Par la suite, l’approche PML de Be´renger a e´te´ e´tudie´e et reformule´e mathe´matiquement
par de nombreuses personnes qui l’ont aussi adapte´e a` d’autres proble`mes que les e´quations de
Maxwell. En particulier, une ge´ne´ralisation du formalisme PML initial par un changement
de variable dans le plan complexe a e´te´ propose´e par P.Mazet [PP98], [P.M98] puis par
S.Gedney [Ged96]. Ceci a permis notamment d’e´tablir des proprie´tes mathe´matiques sur
les PML et de de´montrer que le proble`me de Maxwell sur un domaine borne´ par ce type
de conditions aux limites posse`de une solution unique. Pour plus de de´tail sur ce sujet, on
pourra voir la the`se de Dah [Dah01].
1.4 Re´solution nume´rique du proble`me direct : me´-
thodes temporelles
Apre`s avoir de´fini le mode`le e´lectromagne´tique, nous pre´sentons dans ce paragraphe de
fac¸on non exhaustive, diffe´rentes me´thodes de re´solution nume´rique des e´quations de Maxwell
dans le domaine temporel. Le choix de ne pre´senter que des me´thodes nume´riques dans le
domaine temporel dans ce paragraphe, est lie´ aux donne´es disponibles dans nos proble`mes.
En effet, la plupart des mesures ou donne´es que l’on est suppose´ avoir sont sur une large
bande de fre´quence, c’est pourquoi, dans cette the`se on a choisi de se limiter a` des me´thodes
de re´solution temporelles des e´quations de Maxwell. Pour ces diffe´rentes me´thodes, nous
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donnerons leur principe, avantages et inconve´nients afin d’identifier quelle serait la meilleure
me´thode a` utiliser pour e´valuer les champs dans une perspective de proble`mes inverses. En
particulier, certains crite`res comme l’aspect pratique de la me´thode (type de maillage, facilite´
d’effectuer des raffinements) ou le temps de calcul et les besoins me´moire sont des crite`res
primordiaux. En effet, en ge´ne´ral, la re´solution du proble`me inverse demande a` e´valuer les
champs a` chaque e´tape du processus d’optimisation et donc, ses performances de´pendent
tre`s fortement de celles du solveur direct.
1.4.1 Me´thode des diffe´rences finies ou sche´ma de Yee (FDTD)
Parmi les me´thodes nume´riques de re´solution des e´quations de Maxwell, la me´thode des
diffe´rences finies, plus connue aussi sous le nom de sche´ma de Yee [Yee66], est celle qui est
la plus utilise´e. Le sche´ma nume´rique est base´ sur un sche´ma explicite de type ”leap frog”
en temps et en espace. Malgre´ ses avantages de robustesse, rapidite´ et simplicite´, ce sche´ma
posse`de deux inconve´nients majeurs qui sont :
- l’erreur de dispersion nume´rique qui rend le sche´ma relativement peu pre´cis pour les
calculs dans les cavite´s ou sur des temps d’observation longs ;
- l’utilisation d’une grille carte´sienne qui rend difficile la prise en compte d’objets courbes
et les raffinements locaux du maillage.
Dans son principe, a` partir d’un maillage du domaine de calcul de´fini sous forme d’une
grille carte´sienne, le sche´ma de Yee consiste a` positionner les inconnues lie´es au champ
e´lectrique E au centre des areˆtes du maillage et celles lie´es au champ magne´tique H , au
centre des faces du maillage. Pour une maille de coˆte´s Δx,Δy,Δz, on de´finit alors les six
inconnues de champ suivantes :



















Hy,i,j,k = Hy((i +
1
2











Ce choix de localisation conduit a` une approche ”leap frog” ou ”saute mouton” en espace.
La localisation temporelle suit un sche´ma identique : le champ e´lectrique E est e´value´ aux
instants nΔt alors que le champ magne´tique H est e´value´ aux instants (n + 1)Δt/2. Dans
chaque cellule (i, j, k) du maillage, on de´finit en plus des composantes de champ, 3 compo-
santes pour la permittivite´ et la conductivite´ qui sont donne´es, a` titre d’exemple pour la
permittivite´, par :
εx,i,j,k = ε((i + 1/2)Δx, jΔy, kΔz),
εy,i,j,k = ε(iΔx, (j + 1/2)Δy, kΔz),
εz,i,j,k = ε(iΔx, jΔy, (k + 1/2)Δz).
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Les composantes de la conductivite´ dans la cellule se de´finissent de manie`re analogue.











ou` Ex|ni,j,k de´finit la composante Ex prise au point (iΔx, jΔy, kΔz) et au temps nΔt, on



















































































































































Pour conclure sur la pre´sentation de cette me´thode, le sche´ma de Yee est un sche´ma d’ordre

















ou` c est la vitesse de propagation des ondes dans le milieu.
Pour plus de de´tails sur les mode`les physiques introduits dans le sche´ma de Yee ou sur
son utilisation, il existe une importante documentation dans ce domaine et on pourra par
exemple se re´ferrer au livre de A. Taflove [TH00] qui pre´sente une bonne synthe`se sur la
me´thode diffe´rences finies.
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1.4.2 Me´thodes des volumes finis (FVTD)
Afin de palier aux contraintes des diffe´rences finies (maillage carte´sien, dispersivite´ de la
me´thode), d’autres me´thodes ont e´te´ propose´es et e´tudie´es dans la litte´rature. Parmi celles-
ci, la me´thode des volumes finis qui repose sur une formulation conservative des e´quations
de Maxwell, connait un certain inte´reˆt.
Pour la mise en oeuvre de la me´thode, on de´compose le domaine de calcul Ω en un en-
semble de cellules K qui forment une partition Th de celui-ci. On re´e´crit ensuite les e´quations




+ div F (U) = 0,













































div F (U) dV = 0.
En utilisant la formule d’Ostrogradski, on transforme une inte´grale de volume en une inte´grale




























de´finit un terme de
flux.
Soit une cellule volumique Ki, on de´compose sa frontie`re ∂Ki sous la forme ∂Ki =∑mi
k=1 Sik, telle qu’il existe une cellule Kk voisine a` la cellule Ki qui ve´rifie Sik = Ki ∪ Kk.











F (U∗).n dS = 0,
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On approxime ensuite l’inte´grale volumique par la valeur de Ui au barycentre de Ki multiplie´e
par le volume note´ |Ki| et les inte´grales de surface par la valeur de U∗ik prise au barycentre












Une des difficulte´s re´side maintenant dans l’approximation des valeurs U∗ik qui peuvent
eˆtre calcule´es en approchant celles-ci par la demi-somme Ui+Uk
2
ou bien en utilisant les e´qua-
tions caracte´ristiques de l’e´quation des ondes. Dans le premier cas, on obtient des sche´mas
centre´s en espace pour lesquels on utilise une discre´tisation leap-frog en temps comme pour
le sche´ma de Yee. Ce type de sche´ma a fait l’objet de nombreuses e´tudes effectue´es par
l’INRIA. On pourra notamment se re´fe´rer aux travaux de M. Remacki [Rem99] pour avoir
plus de de´tails. En ce qui concerne le deuxie`me type de sche´ma, on obtient une formulation
de´centre´e en espace, pour laquelle un sche´ma de type Runge-Kutta est utilise´ pour la dis-
cre´tisation en temps. Ce type de sche´ma a e´te´ beaucoup e´tudie´ par l’ONERA et on peut
aussi se re´fe´rer aux travaux de P. Bonnet [Bon98] pour avoir plus de de´tails sur la me´thode.
En ce qui concerne l’imple´mentation des conditions aux limites, en e´lectromagne´tisme, la
plupart font e´tat d’une relation reliant les champs tangents de part et d’autre de la face
conside`re´e. Il est alors assez aise´ de prendre en compte celles-ci au travers des termes de flux
du sche´ma. Pour simuler l’espace infini, les conditions aux limites absorbantes ne posent pas
de difficulte´s mais l’imple´mentation des PML peut cependant eˆtre difficile. En effet, dans
ces couches, on perd, le caracte`re hyperbolique du syste`me et la de´composition en flux pose
alors proble`me. On doit alors e´crire un nouveau syste`me de PML comme dans [PP98] ou
[P.M98] ou bien utiliser un couplage avec les diffe´rences-finies comme dans [Per04].











avec c e´tant la vitesse dans le milieu, le sche´ma est stable.
La me´thode des volumes finis permet donc l’utilisation de maillages non structure´s plus
conformes a` la ge´ome´trie, mais, en ce qui concerne les performances nume´riques, la me´thode
s’ave`re plus lourde que les diffe´rences finies en stockage et temps de calcul a` cause, en parti-
culier, d’une condition CFL plus restrictive. Dans le cas d’un sche´ma volumes finis de´centre´,
des e´tudes nume´riques montrent que la dispersion nume´rique est largement diminue´e par rap-
port aux sche´ma de Yee, par contre les erreurs de dissipation ne sont pas ne´gligeables. En ce
qui concerne son application, on aura un avantage a` utiliser une telle me´thode, par exemple,
dans les proble`mes de CEM ou` on cherche a` e´valuer les champs proches des structures.
Dans une approche centre´e, les erreurs lie´es a` la dissipation n’existent pas, mais les erreurs
de dispersion sont plus importante que pour le sche´ma de Yee. Dans ce cas, le seul avantage
de l’approche volumes finis est son maillage. En particulier, on aura avantage a` utiliser
cette approche dans une strate´gie d’hybridation avec le sche´ma de Yee, afin d’approcher
correctement les parois des objets courbes.
1.4.3 Me´thodes d’e´le´ments finis (FEM)
Nous passons maintenant en revue des me´thodes plus re´centes base´es sur des approches
e´le´ments finis et Galerkin discontinus qui utilisent des approximations spatiales de degre´s e´le-
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ve´s, permettant ainsi de re´duire les proble`mes de dispersion et de dissipation nume´riques. Ces
me´thodes, de part la possibilite´ des ordres d’approximation e´leve´s, permettent une augmen-
tation de la pre´cision de la solution, sans raffinement du maillage de calcul. Nous de´crivons
dans ce paragraphe, quelques e´tapes cle´ de la mise en oeuvre de la me´thode e´le´ments finis
mixte spectrale de´veloppe´e a` l’ONERA, en collaboration avec l’INRIA. Nous renvoyons a`
[Per04] pour plus de de´tails.
Pour la re´solution des ´´equations de Maxwell dans le domaine temporel, la mise en oeuvre
d’une me´thode d’e´le´ments finis n’est pas aise´e. En effet, bien qu’il existe d’importants travaux
re´alise´s sur le choix des espaces d’approximations et des fonctions de bases (e´le´ments finis
de Nedelec), la grande difficulte´ de ces me´thodes est l’apparition d’une matrice de masse
creuse mais sans structure bien de´finie. Malgre´ ses bonnes proprie´te´s (matrice syme´trique
de´finie positive), l’inversion et le stockage de cette matrice alourdit trop conside´rablement
les couˆts nume´riques sur un proble`me 3D pour pouvoir ge´ne´ralement utiliser une me´thode
e´le´ments finis. Il existe cependant des solutions a` ce proble`me comme les techniques de ”Mass-
Lumping”. Dans ce cas, l’espace d’approximation H0(rot,Ω) × H(rot,Ω), habituellement
choisi, n’est plus force´ment celui que l’on utilise. En particulier, dans la me´thode e´le´ments
finis de´veloppe´ a` l’ONERA, le choix de l’espace H0(rot,Ω) × L2(Ω) pour lequel, on a la
formulation variationnelle suivante :























rot E.ψ dx = 0
conduit a` une importante condensation de masse, puisqu’on re´duit la matrice de masse a`
une matrice diagonale par blocs, dont la dimension des blocs est 3× 3.
Dans cette approche, le domaine de calcul Ω est de´compose´ en un ensemble de cellules
he´xahe´driques non carte´siennes qui forment une partition du domaine. On de´finit ensuite
pour chaque cellule Ki de Ω, un isomorphisme FKi entre celle-ci et l’e´le´ment de re´fe´rence ou
unite´ Kˆ = [0, 1]. On note DFKi(x) la matrice jacobienne au point x de cette transformation.
Sur l’e´le´ment de re´fe´rence, on de´finit ensuite (r + 1)3 points de Gauss-Lobatto en chacun
desquels on associe une fonction de base vectorielle ϕˆ telle que, celle-ci soit e´gale a` 1 au point
ou` elle est associe´e, et 0 sur tous les autres points de Gauss-Lobatto (voir Figure1.5). On
de´finit a` partir de ces points et de ces fonctions de bases, les degre´s de liberte´ et les fonctions
de bases ϕ sur l’e´le´ment Ki par ϕ ◦ FKi(xˆ) = (DF
∗
Ki
(xˆ))−1ϕˆ(xˆ). Dans l’approximation, les
champs e´lectriques sont cherche´s dans l’espace U rh,0 et les champs magne´tiques dans l’espace
V rh tels que :
U rh,0 =
{












avec Qr(Kˆ) e´tant l’espace des polynoˆmes a` coefficients dans R sur Kˆ dont chaque variable
est de degre´ infe´rieur ou e´gal a` r + 1.
En utilisant des formules de quadrature de Gauss-lobatto pour e´valuer les inte´grales dans
la formulation variationnelle discre´tise´e, on obtient finalement le proble`me semi-discre´tise´




Fig. 1.5 – Localisation des degre´s de liberte´ et fonctions de bases sur Kˆ pour un ordre spatial
r = 3.









+ R∗hE = 0,
avec les choix des espaces d’approximation et des fonctions de base pre´ce´dents, les matrices
de masse M sont diagonales par blocs dont la dimension est 3 × 3. Pour le discre´tisation
temporelle, un sche´ma de type leap-frog comme pour le sche´ma de Yee est choisi et un crite`re
de stabilite´ est e´tabli [Per04].
L’e´tude nume´rique de ce sche´ma sur des cas tests demandant le calcul de champs a`
l’inte´rieur de cavite´s ou bien sur des temps d’observation longs, montre, a` pre´cision e´gale,
les avantages de celui-ci en termes de stockage et de temps calcul par rapport aux me´thodes
de diffe´rences finies et volumes finis. De plus, cette me´thode d’e´le´ments finis est d’autant
plus avantage´e que la taille du proble`me augmente du fait de pouvoir utiliser des ordres
de discre´tisation spatiale plus e´leve´s. Cependant il apparaˆıt, dans le cas de maillages tre`s
irre´guliers, des ondes parasites qui de´te´riorent la pre´cision de la solution et donc l’inte´reˆt
de la me´thode. Pour palier ce type de proble`me et conserver l’inte´reˆt de la me´thode en
termes de stockage et temps calcul, d’autres me´thodes ont aussi e´te´ e´tudie´es dans l’optique
de la monte´e en ordre. Il s’agit des me´thodes Galerkin discontinu qui semblent offrir plus
d’avantages que les me´thodes e´le´ments finis (en raison de la localite´ de l’approximation) et
qui a` l’heure actuelle connaissent un essor important en e´lectromagne´tisme.
1.4.4 Me´thodes Galerkin discontinu (GD)
Ces me´thodes sont apparues dans les anne´es 1970 pour la re´solution de l’e´quation scalaire
du transport des neutrons et une des premie`res analyses mathe´matiques a` e´te´ faite dans
[LR74]. On trouvera dans [CKS00] une bibliographie exhaustive sur ces me´thodes depuis
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leurs de´buts. L’utilisation de ces me´thodes dans la re´solution des e´quations de Maxwell dans
le domaine temporel est toutefois re´cente.
Le principe de la me´thode consiste a` de´couper le proble`me de Maxwell de´crit sur tout
le domaine de calcul en un proble`me de´crit sur chaque cellule du domaine de calcul. Pour
cela, on rajoute a` chaque proble`me de´crit sur chaque cellule, des conditions aux frontie`res
garantissant par exemple la continuite´ des champs tangents avec les cellules adjacentes. On
remplace ensuite sur chaque cellule le proble`me avec conditions aux limites par un proble`me
sans conditions aux limites, en prenant celles-ci faiblement en compte, comme termes de pe´-
nalisation dans les e´quations. Ces termes rajoute´s de´finissent des termes de saut imposant ou
non la continuite´ des champs tangents. On va ensuite approcher localement et inde´pendam-
ment les champs a` l’inte´rieur de chaque cellule et par projection sur chacune des fonctions
de base, on obtient un syste`me line´aire permettant le calcul des degre´s de liberte´. Cette
approche permet d’avoir des matrices de masse diagonales par blocs facilement inversibles
et demandant peu de place me´moire contrairement aux me´thodes d’e´le´ments finis. On peut
enfin noter que l’approche Galerkin discontinu est une ge´ne´ralisation des approches volumes
finis ou e´le´ments finis dans lesquelles, respectivement, on se limite a` une approximation
d’ordre 0 ou bien on ne garantit pas la continuite´ des champs entre cellules.
Dans la me´thode Galerkin Discontinu, le domaine de calcul Ω est subdivise´ en un ensemble
Th de Ne cellules Ki. Soit
Ω = ∪Nei=1Ki,
tel que
K˙i ∩ K˙k = ∅ ∀i, j ∈ 1, Ne tel que i = j.
On note :
– F ih, l’ensemble des faces internes :
Γ ∈ F ih, ssi ∃i, j tel que Γ = Ki ∩Kj .
– F bh, l’ensemble des faces externes :
Γ ∈ F bh, ssi ∃i, j tel que Γ = Ki ∩ ∂Ω.
– Pour un e´le´ment K, on note nK la normale exte´rieure a` K.
– Pour s ≥ 0, l’espace Hs par morceaux sur Th de´fini par
Hs(Th) =
{











– Pour s > 1/2, on de´finit vKΓ le saut au sens des distributions de v ∈ H
s(Th) au travers
d’une face Γ ∈ Fh par :
– si Γ ∈ F ih tel que Γ = K ∩K
′ pour K,K ′ ∈ Th alors
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– si Γ ∈ F bh tel que Γ = K ∩ ∂Ω pour K ∈ Th, alors v
K
Γ = −(v|K)|Γ.
– Hs(Th), l’espace vectoriel [Hs(Th)]










On remplace sur chaque cellule le proble`me de Maxwell par le syste`me suivant :








rot HK .φ1K dx +
∫
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σEK .ϕ1K dx =∫
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HK .φ2K dx +
∫
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∂K .φ2K dσ +
∫
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Γ sont de´finis de manie`re a`
garantir :
- une e´quivalence avec le proble`me de Maxwell en conside´rant les conditions aux limites
(continuite´ des champs, condition me´tallique, conditions absorbantes,...) ;
- le caracte`re bien pose´ du proble`me (conservation ou dissipation de l’e´nergie) :


























La proposition suivante [Per04] garantit l’e´quivalence avec le proble`me d’e´volution 1.5 :
Proposition 1. Si α, β, γ, δ ve´rifient
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Γ = 0 ∀Γ ⊂ ∂K ∈ F
b
h,
alors on a e´quivalence des proble`mes 1.5 et du proble`me d’e´volution.
























The´ore`me 6. Si α, β, γ, δ ve´rifient les proprie´te´s suivantes :
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– ∀Γ ⊂ ∂K ∈ F bh, β
K
Γ = 0, δ
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Γ = 0, γ
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Γ = 1 et α
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De plus, si on suppose σ, Js = 0 et α = δ = 0, on a la conservation de l’e´nergie, c’est
a` dire :
E(t) ≤ E(0).
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A partir de la formulation (1.5), on de´finit des espaces d’approximation et des fonctions
de base pour re´soudre nume´riquement le proble`me. Une me´thode Galerkin Discontinu ba-
se´e sur les espaces d’approximations particuliers de´crit dans le paragraphe pre´ce´dent pour
la me´thode e´le´ments finis de´veloppe´e a` l’ONERA, a aussi fait l’objet d’une the`se [Per04].
Outre les meˆmes avantages que ceux obtenus pour la me´thode e´le´ments finis, cette me´thode
e´vite l’apparition importante des ondes parasites sur des maillages tre`s de´forme´s. On pourra
notamment se re´fe´rer sur ce point aux derniers travaux publie´s sur cette me´thode [MPFC08].
En termes d’utilisation, cette me´thode apporte un plus sur les aspets de la pre´cision. Elle
est notamment tre`s efficace pour le calcul de champs a` l’inte´rieur d’objet ou` la re´ponse peut
eˆtre longue en temps a` cause des re´flexions multiples. On trouve notamment ce proble`me
en CEM ou` le calcul des champs a` l’inte´rieur des syste`mes est important pour connaˆıtre les
perturbations induites sur ceux-ci.
1.4.5 Conclusion sur les me´thodes directes : choix d’une approche
pour le proble`me inverse
Parmi l’ensemble des me´thodes de re´solution des e´quations de Maxwell dans le domaine
temporel pre´sente´es dans ce paragraphe, on a montre´ qu’il existe aujourd’hui une large
cate´gorie de me´thodes qui sont plus ou moins efficaces suivant le type de proble`me a` traiter.
En effet, certaines me´thodes de calcul sont plus adapte´es pour le calcul de champ diffracte´
sur de grandes sce`nes (FDTD), alors que d’autres le seront pour le calcul a` proximite´ de
structures (FVTD), ou encore sur des temps d’observation long ou` a` l’inte´rieur de cavite´s
(GD). Pour la re´solution d’un proble`me inverse toutes sont utilisables en fonction de la
connaissance du proble`me a` traiter. Toutefois, lorsqu’aucune information n’est connue, on
opte souvent pour la me´thode la plus rapide en prenant des maillages plutoˆt carte´siens, dans
lesquels on essaie de de´terminer une cartographie de caracte´ristiques die´lectriques. Dans ce
cas, la me´thode FDTD semble, de part sa simplicite´ et ses performances la plus approprie´e.
Ceci n’est malheureusement pas force´ment le cas, lorsqu’on cherche a` localiser des objets
ou`, dans ce cas, la phase joue un roˆle tre`s important. Il est alors plus opportun d’avoir des
sche´mas qui sont plus dissipatifs (FVTD ou GD) que dispersifs (FDTD). Toutefois, dans le
cadre de cette the`se, sur les exemples choisis, pour simplifier les diffe´rentes e´tudes effectue´es,
nous avons essentiellement mis l’accent sur le sche´ma FDTD en re´alisant des maillages avec
des tailles de mailles suffisamment assez petite pour limiter les erreurs de dispersion.
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Chapitre 2
Me´thodes de localisation
Nous nous inte´ressons dans ce chapitre a` des proble`mes de de´tection/localisation ou` il faut
de´terminer rapidement la pre´sence de cibles dans un milieu. Ceci est notamment le cas dans
le cadre de la de´tection de mines, de tumeurs ou de personnes a` travers les murs. La rapidite´
des me´thodes utilise´es pour ces proble`mes, est cruciale pour e´viter tout danger et prendre
rapidement des de´cisions. Dans ces proble`mes, la de´finition exacte des cibles n’est pas une
finalite´, mais il est indispensable de de´celer et localiser la pre´sence d’anomalies. Pour cela,
on va donc s’inte´resser plus particulie`rement, a` des me´thodes d’inversion permettant d’avoir
rapidement la distribution spatiale ou l’image des constrastes die´lectriques, dans une zone
a` l’inte´rieur d’un milieu suppose´ approximativement connu. Dans le cadre de cette the`se,
on se limitera essentiellement a` des cibles de formes simples pouvant eˆtre me´talliques ou
die´lectriques homoge`nes. Parmi les me´thodes d’inversion permettant une localisation rapide,
on a principalement oriente´ notre choix vers :
– la me´thode SAR, dite aussi ”Kirchhoff migration”, he´rite´e de techniques radar, et qui
a e´te´ applique´e dans le cadre de la recherche de mines enfouies ;
– la me´thode de retournement temporel issue de l’acoustique, et qui a prouve´ son effica-
cite´ dans ce domaine ;
– la me´thode du gradient topologique, issue de l’optimisation de formes.
Pour chacune de ces me´thodes, on expose son principe et son application a` l’e´lectroma-
gne´tisme dans le cadre d’exemples plus ou moins complexes. On propose ensuite un pre´-
traitement a` ces me´thodes, base´ sur l’approche DORT (De´composition de l’Ope´rateur de
Retournement Temporel), pour ame´liorer la rapidite´ et la pre´cision de celles-ci. Ensuite, on
montre sur un ensemble de comparaisons entre ces diffe´rentes me´thodes les avantages et in-
conve´nients de chacune d’elle suivant le proble`me a` traiter. A ce titre, on essaiera de pre´ciser
le contexte d’utilisation de chaque approche. Enfin, on e´tudie la possibilite´ d’utiliser une
me´thode de type Gauss-Newton pour les proble`mes de de´tection/localisation.
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2.1 Formalisation du proble`me
Soit Ω le domaine d’e´tude dans lequel on cherche une distribution d’objets me´talliques










+ A(cinc)U(x, t) = f(x, t) dans Ω\ω × [0, T ],
U(x, t) = 0 sur ∂ω × [0, T ],
U(x, 0) = U0(x) dans Ω\ω,
ou` ω est une distribution d’objets me´talliques connue dans le milieu et l’ope´rateur A(c) =⎛⎜⎝ σε I −1ε∇×1
μ
∇× 0
⎞⎟⎠ avec c =
⎛⎝ εμ
σ
⎞⎠ de´finissant les parame´tres die´lectriques du milieu et
des objets. En particulier, pour les objets die´lectriques ωi, on a :
c =
{
cmilieu sur Ω\ ∪ ωi,
ci sur ωi,
ou` cmilieu est le parame`tre die´lectrique de´crivant le milieu qui est suppose´ approximativement
connu.
On injecte ensuite dans le milieu une onde et on rele`ve les champs diffracte´s par celui-ci,
au moyen d’antennes, ou plus ge´ne´ralement de capteurs, situe´s tout autour, ou partiellement
autour, de celui-ci. On note Xi la position du capteur i et mi(t) la mesure du champ effectue´e
sur celui-ci. Le proble`me d’e´valuation d’une cartographie de la constante die´lectrique dans le
milieu consiste alors en un proble`me inverse, ou` on cherche a` minimiser au sens des moindres
carre´s la diffe´rence entre le champ calcule´ et le champ mesure´ sur les N capteurs, c’est-a`-dire,








Dans ce proble`me, une difficulte´ va eˆtre de mesurer sur les capteurs uniquement le champ
diffracte´ par les cibles. En effet, le fait d’utiliser un des capteurs comme source va avoir des
re´percutions sur les mesures. Il y a une possibilite´ de rayonnement direct de la source sur
les capteurs de mesures. Ceci va fausser le proble`me et la solution recherche´e risque d’eˆtre le
capteur source. Pour e´viter cela, il est donc ne´cessaire d’e´talonner les mesures en faisant une
mesure a` vide du dispositif et en enlevant le champ mesure´ sur les capteurs, aux mesures
effectue´es en pre´sence des cibles. Dans les simulations, il est aussi ne´cessaire d’effectuer cette
premie`re mesure de re´fe´rence pour n’avoir effectivement que le champ diffracte´ par les cibles
sur les points de mesures.
2.2 Me´thodes SAR
Par le terme SAR, on peut sous-entendre deux choses diffe´rentes qui sont :
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- un dispositif radar permettant d’imager des cibles dans une zone d’espace donne´e. Dans
ce dispositif, on va utiliser un ensemble de sources et de re´cepteurs localise´s a` diffe´rentes
positions de l’espace, afin de mieux discriminer les cibles recherche´es. On parle alors
pour ce type de dispositif, de radar a` synthe`se d’ouverture. Parmi ces dispositifs, on
peut citer le dispositif ae´roporte´ RAMSES de´veloppe´ a` l’ONERA pour la cartographie
2D de zones sur la surface de la terre. Dans ce cas particulier, on dispose de deux
antennes radar embarque´es sur deux avions. Du fait du de´placement des antennes
dans l’espace, on peut alors simuler un nombre important de sources et de re´cepteurs
permettant de faire des images tre`s pre´cises des zones a` e´tudier ;
- le traitement des donne´es obtenues par le dispositif radar pre´ce´demment de´crit. Pour
formaliser celui-ci, il existe plusieurs approches qui consistent soit a` poser un proble`me
de minimisation ou bien encore a` partir de la notion de filtre adapte´. Dans notre pre´-
sentation, on va choisir d’exprimer le SAR comme la solution approche´e d’un proble`me
inverse donne´.
2.2.1 Principe de la me´thode SAR
Supposons une source e et un ensemble nr de re´cepteurs ri, i = 1, nr. Pour un ensemble
de fre´quences donne´, on emet un signal en e et on rec¸oit sur chaque re´cepteur ri un signal
Ei(f) correspondant au champ diffracte´ par d’e´ventuelles cibles localise´es dans une zone Ω
donne´e. On fait les hypothe`ses suivantes :
– on se place dans une optique de champ lointain. Dans ce cadre, le champ que rec¸oivent
les cibles et les re´cepteurs peut eˆtre de´crit par une approche de type onde plane.
Supposons qu’un champ d’amplitude 1 soit envoye´ par la source. Si une cible est
positionne´e a` la position x dans Ω, le champ que recevra cette cible sera alors donne´
par e−jk‖x−xe‖ ou` xe est la position de la source et k =
2πf
c
avec f la fre´quence d’e´mission
et c la vitesse des ondes dans le milieu ;
– les cibles, sont positionne´es suffisamment assez loin pour que leur interactions soit
ne´gligeables. En fait, ce que l’on veut c’est que dans le signal rec¸u par les re´cepteurs,
le champ re´sultant de la multi-diffraction entre les diffe´rentes cibles soit ne´gligeable.







Dans cette expression, on de´compose le domaine Ω en un ensemble de Nx point xl sur lesquels
il peut y avoir une cible potentielle. Le terme Rl de´finit le terme de diffraction d’une cible au
point xl. Si ce terme est nul, alors il n’y a pas de cible, s’il est non nul alors il y a une cible. En
fait, on cherche une cartographie de ces termes dans laquelle on fixe un seuil pour l’exsitence
ou pas de cibles. Le proble`me se pose alors comme un proble`me de minimisation sur un
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sachant que k = 2πf
c
et en posant Tl =
‖xl−xe‖+‖xl−xi‖
c
le proble`me de minimisation se rame`ne








Dans cette expression, le second terme de´crit une transforme´e de Fourier de la distribution R.
On peut alors e´crire que la distribution R solution de (2.3) sera donne´e par une transforme´e














Lorsque on a plusieurs sources, il suffit de sommer sur l’ensemble des sources.
Par ce petit raisonnement, on peut montrer que le SAR n’est autre que la solution du pro-
ble`me inverse pose´ dans le premier paragraphe de ce chapitre, pour lequel on fait certaines
hypothe`ses sur la propagation du champ e´lectromagne´tique.
2.2.2 Application de la me´thode SAR a` la de´tection de mines
Dans le cadre de la de´tection de mines, l’utilisation du GPR est tre`s connue et, actuel-
lement tre`s utilise´e sur le terrain. Cette me´thode repose sur l’emission et la re´ception d’un
signal e´lectromagne´tique, par un capteur que l’on de´place en surface du sol. Par l’analyse
temps re´el du signal rec¸u, on de´tecte, ou on ne de´tecte pas, un echo de re´flexion signalant
la pre´sence d’un corps. Ce type de de´tection est quasi-limite´ a` la verticale du capteur et ne
permet pas d’avoir des images tre`s pre´cises de la cible trouve´e. La me´thode SAR, en plus
de la possibilite´ de travailler sur des signaux large bande comme le GPR, permet aussi une
large excursion en incidence et en re´ception (position des antennes). On a donc la possibilite´
de re´aliser des images de re´solution beaucoup plus fine que le GPR, et c’est pourquoi, on a
applique´ naturellement cette me´thode a` la de´tection de mines. De fac¸on a` illuster cet avan-
tage, on montre ici, sur 2 figures une comparaison entre les deux me´thodes. Sur un proble`me
2D, pour un ensemble de mesures donne´, l’image 2.1 a e´te´ obtenue en mode ”GPR”, alors
que l’image 2.2 a e´te´ obtenue en mode ”SAR”. Les mesures utilise´es pour l’obtention des
deux images ont e´te´ effectue´es sur une plage de fre´quences allant de 0.5GHz a` 5GHz. On
voit nettement apparaitre sur la figure 2.2, lie´e au SAR, le contour du plateau supe´rieur de
la mine ainsi que sa forme caracte´ristique contrairement a` la figure 2.1 lie´e au GPR.
Le traitement SAR, initialement e´tudie´ en 2D sur les applications lie´es a` la de´tection des
mines, a aussi e´te´ e´tendu au domaine 3D. Ceci a une importance capitale, puisque, graˆce a`
l’ajout d’une troisie`me coordonne´e, on peut donner du volume aux objets et donc, arriver
plus facilement a` isoler en termes d’image chacun d’eux. La reconnaissance d’une mine ou de
tout autre objet est alors plus efficace et, par voie de conse´quence, le nombre de mauvaises
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Fig. 2.1 – Image obtenue par GPR.
Fig. 2.2 – Image obtenue par SAR.
interpre´tations devient faible. Dans ce contexte, l’ONERA a mis au point un banc 3D (voir
figure 2.3) permettant de faire des mesures en laboratoire. On peut alors par traitement SAR
obtenir des images de coupe dans les trois directions de l’espace.
La figure 2.4 repre´sente un re´sultat SAR 3D pour une mine anti-personnelle de 2cm
enfouie a` une profondeur de 5cm dans du sable humide. On note sur cette figure que l’on
arrive a` de´terminer correctement l’objet. Toutefois, dans les expe´riences mene´es avec le
banc, on note que la me´thode SAR pre´sente des difficulte´s pour appre´cier correctement les
cibles dont la dimension est infe´rieure a` 5cm. De plus le couˆt calcul de la me´thode SAR
3D n’est plus ne´gligeable du fait d’avoir a` effectuer une sommation 3D en chaque point
de l’espace et pour chaque fre´quence. La re´solution d’un proble`me de Maxwell 3D par une
e´quation aux de´rive´es partielles peut alors eˆtre tout aussi rapide pour e´valuer, par exemple
un gradient topologique spatial, ou bien des valeurs d’e´nergie e´lectromagne´tique dans le
cadre de la technique de retournement temporel. On peut alors apporter des informations
supple´mentaires sur le milieu par ces deux nouvelles approches qui devrait permettre d’avoir
au final, une image de meilleure de´finition. Des essais de comparaisons ont e´te´ mene´s dans
un sens, dans le cadre d’un proble`me 2D, et seront de´crit par la suite.
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Fig. 2.3 – Banc de positionnement SAR 3D.
Fig. 2.4 – Images SAR 3D sous forme d’une succession de coupes en profondeur.
2.3 La me´thode du retournement temporel
Dans ce paragraphe, nous rappelons d’abord brie`vement le principe de la me´thode en
acoustique avant de l’appliquer a` l’e´lectromagne´tisme. Nous donnons ensuite un certain
nombre d’exemples, afin de montrer la pertinence de la me´thode employe´e en tant que
me´thode de de´tection/localisation dans le cadre de l’e´lectromagne´tisme.
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2.3.1 Principe de la me´thode de retournement temporel
Introduction dans le cadre de l’acoustique
Cette me´thode a e´te´ introduite en acoustique pour la focalisation d’un signal sur une cible
[Fin92] cache´e dans un milieu he´te´roge`ne. Le principe de la me´thode repose sur l’invariance
de l’ope´rateur du proble`me acoustique par inversion du temps (t en −t). On ne cherche pas
alors a` minimiser exactement un proble`me comme de´crit dans le premier paragraphe, mais
en partant des mesures effectue´es, et, en utilisant la proprie´te´ d’invariance de l’ope´rateur,
on peut en inversant le temps refocaliser le signal sur les diffracteurs qui ont cre´e le champ
mesure´. Cette technique, facilement applicable ne demande pas a` priori la connaissance
du milieu. Ceci, tre`s pratique dans des proble`mes de te´le´communications ou` on cherche a`
focaliser sur une source re´ceptrice sans force´ment connaˆıtre sa position, n’est pas toujours
satisfaisant. En effet dans le cas, ou` on de´sire connaˆıtre la position de la source ou, avoir une
cartographie des cibles, il est ne´cessaire de connaˆıtre le milieu. Dans ces conditions, on peut
remarquer que cette me´thode peut eˆtre identifie´e uniquement a` la re´solution d’un proble`me
direct, dans lequel, les sources sont positionne´es sur les mesures. On a alors une me´thode
d’inversion rapide qui peut tenir compte pre´cisemment de toute la connaissance que l’on a
du milieu.
Dans le cadre de l’acoustique line´aire, le champ u est solution de l’e´quation :
∂2u
∂t
− c2Δu = 0,
il est alors aise´ de voir que la solution retourne´e temporellement sur l’intervalle t ∈ [0, tf ],
de´finie par u˜(x, t) = u(x, tf − t), ve´rifie la meˆme e´quation que u. On peut alors appliquer
la me´thode de retournement temporel, et, a` partir de mesures effectue´es sur une surface
entourant les objets cibles, prises comme sources dans le proble`me retourne´, remonter aux
cibles qui de´finissent les sources dans le proble`me initial. Toutefois, dans la pratique, il est
impossible d’avoir tout le champ sur une surface entourant la sce`ne e´tudie´e et donc on ne
peut garantir la reconstruction parfaite des cibles. Deux configurations sont alors envisage´es :
- celle ou` on peut entourer la sce`ne de capteurs (cavite´ a` retournement temporel) et
pour laquelle, on arrive a` refocaliser globalement sur l’ensemble des cibles du milieu,
cela en fonction du pas d’e´chantillonnage des positions des capteurs ;
- celle ou` on a des capteurs que sur une face de la sce`ne (miroir a` retournement temporel)[WTF92],
et ou`, on remonte ge´ne´ralement a` une information partielle sur la position des cibles.
Toutefois, dans certaines configurations comme les cavite´s re´verbe´rantes, le fait de
n’avoir que des mesures localise´es sur les ouvertures de la cavite´, n’est pas un handi-
cap, puisque la cavite´ permet d’e´clairer les objets a` l’inte´rieur de celle-ci, suivant toutes
les directions [CF92]. On obtient donc des mesures qui tiennent compte de toutes les
positions possibles dans la cavite´.
La me´thode de retournement temporel peut eˆtre aussi conside´re´e comme la technique du
filtre adapte´e, plus connue dans le domaine de l’imagerie SAR [Fin92].
Sachant que le retournement temporel devrait conduire a` retrouver la solution initiale,
afin de localiser les objets diffractants, il suffirait de faire une cartographie de l’e´nergie des
champs e´lectromagne´tiques, lorsqu’on aurait atteint t = 0 dans le proble`me de retournement
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temporel. En fait ce n’est pas aussi simple, du fait que l’on mesure les champs diffracte´s par
les objets a` retrouver et non le champs total. On n’a plus alors aucune re´fe´rence de temps.
En effet, lorsqu’on illumine le milieu, suivant la position de chaque objet, celui-ci sera e´claire´
a` des temps diffe´rents. C’est a` partir de ces temps que l’on peut conside´rer que les objets
se comportent comme une source qui irradie les capteurs de mesures. Cela veut dire, que
lorsqu’on remonte le temps, l’e´nergie maximale sur chaque objet n’est pas au meˆme temps
et surtout pas au temps t = 0. Elle de´pend de la position de l’objet que nous ne connaissons
pas. Dans ces conditions, nous proposons d’e´valuer l’e´nergie au fur et mesure du temps et
de garder une trace des pics d’e´nergie dans le domaine de calcul. Nous proposons alors deux
crite`res, le premier consiste a` calculer la norme l∞ en fonction du temps en chaque point
du domaine de calcul et le deuxie`me consiste a` calculer la norme l2 en fonction du temps
en chaque point du domaine de calcul. Dans [KR06a], un autre crite`re, base´ sur un principe
d’entropie du signal, est propose´. On trace alors en chaque point du domaine de calcul une















Afin d’ame´liorer la de´finition des cibles trouve´es par le processus de retournement tem-
porel, on peut ite´rer celui-ci sur plusieurs e´tapes. Chaque ite´ration se de´compose en deux
e´tapes ou` on e´met un signal source et on mesure le champ diffracte´, puis, ou` on retourne
le champ mesure´ et on e´met celui-ci comme terme source. On peut de´crire ces deux e´tapes
plus pre´cisemment par :
Etape 1 : Emission d’un terme source
Fig. 2.5 – Emission
On e´met sur l’ensemble des capteurs, dans le milieu, un signal source note´ s0 ou ŝ0 en
fre´quentiel, et on mesure sur les capteurs un signal u1 ou û1 en fre´quentiel. En raison de la
line´arite´ des e´quations de Maxwell, on peut alors e´crire formellement pour chaque fre´quence
f que :
û1(ω) = K(ω)ŝ0(ω),
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ou` ω = 2π f .
Etape 2 : Retournement temporel
Fig. 2.6 – Retournement temporel
Apre`s avoir retourne´ le signal mesure´ u1, on ree´met celui-ci dans le milieu. On mesure alors
sur les capteurs un nouveau signal note´ s1 qui servirait de terme source dans la prochaine
e´tape du processus d’ite´ration du retournement temporel. Comme pour la premie`re e´tape,




ou` K∗ est l’ope´rateur adjoint de K. Apre`s n ite´ration du processus, on obtient alors pour
le signal rec¸u sur les capteurs, dans le domaine fre´quentiel ŝn−1 = (K
∗K)nŝ0. On note que
ce processus est e´quivalent a` la me´thode de la puissance ite´re´e qui permet de de´terminer la
valeur propre maximale d’une matrice. Dans notre cas, si l’on conside´re que la matrice K
correspond a` la re´flexion du signal source sur les diffracteurs, par le proce´de´ de retournement
temporel ite´ratif, on recherche le diffracteur le plus fort. Dans le cas d’objets ”ide´alement
re´solus”, c’est-a`-dire, dans une configuration ou` on peut ne´gliger les interactions entre chaque
objet, on peut de´terminer par cette me´thode les m objets les plus diffractants[PMSF96],
ou` m est le nombre de capteurs. Cette me´thode est aussi connue sous le nom de DORT
(De´composition de l’Ope´rateur de Retournement Temporel). En fait dans la me´thode DORT,
l’obtention des valeurs propres est diffe´rente de celle du retournement temporel ite´re´. Pour
cela, on travaille dans le domaine fre´quentiel, et on de´termine la matrice K en e´mettant tour
a` tour une source sur chaque antenne e´mettrice i. On re´cupe`re ensuite, la mesure du signal
diffracte´ par le milieu sur l’ensemble des antennes re´ceptrices, et on obtient ainsi colonne par
colonne la matrice K a` une fre´quence donne´e. La de´composition en valeurs propres de K∗K
se fait ensuite a` l’aide d’une me´thode de type SVD.
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Application dans le cadre des e´quations de Maxwell





−∇×H + σE = 0,
∂H
∂t
+∇× E = 0,
E(t = 0, x) = 0,
H(t = 0, x) = 0.





+∇× H˜ − σE˜ = 0,
∂H˜
∂t
−∇× E˜ = 0,
E˜(t = tf , x) = E(t = tf , x),
H˜(t = tf , x) = H(t = tf , x).
Dans le cas ou` σ = 0, on retrouve alors que le champ retourne´ (E˜, H˜) obe´it au meˆmes
e´quations que le champ (E,H), et donc comme pour le cas de l’acoustique, l’application
de la me´thode de retournement temporel permettra de remonter aux cibles dans un milieu,
a` partir de champs mesure´s sur une surface entourant celles-ci. Dans le cas ou` le milieu
posse`de une conductivite´ σ = 0, on perd la proprie´te´ d’invariance de l’ope´rateur de Maxwell
par inversion du temps. Dans de telles conditions, la me´thode de retournement temporel
n’est pas applicable. Toutefois, certains auteurs utilisent quand meˆme le proce´de´ soit en
conside`rant un σ ne´gatif dans le proble`me retourne´, mais on obtient alors un proble`me mal
pose´ qui peut conduire a` des instabilite´s au niveau de la re´solution nume´rique, ou, bien en
conside´rant σ = 0 dans le proble`me retourne´, mais au risque alors de de´localiser les cibles,
si le milieu est tre`s he´te´roge`ne.
Nous avons imple´mente´ cette me´thode a` l’aide d’un sche´ma diffe´rences finies et nous
avons teste´ celle-ci sur un exemple. Dans un domaine 3D, nous avons positionne´ deux objets
me´talliques tels que de´crit par la figure 2.7. On a ensuite illumine´ le domaine a` l’aide d’une
source ponctuelle positionne´e sur une des faces du domaine (z = 40) et on a ensuite releve´
le champ sur 8 × 8 antennes localise´es sur chaque face. A l’aide de ces mesures, nous avons
ensuite reconstruit les cibles par le processus de retournement temporel. Le processus de
reconstruction est relativement rapide par rapport a` un SAR 3D et l’image obtenue est
donne´e par la figure 2.8. Dans cette image, on note que l’on a bien refocalise´ sur les cibles
avec toutefois des tailles de cibles plus importantes. Ceci vient en partie du fait que l’on
affiche les valeurs maximales de champs dans le domaine et donc qu’il faut choisir un seuil
arbitraire, en dessous duquel on conside`re qu’il n’y a rien. En conse´quence, suivant le seuil,
la taille correspondant aux objets peut augmenter ou diminuer. Le proble`me du choix d’une
valeur seuil n’est pas limite´ au cas du retournement temporel, mais s’applique aussi au SAR
ainsi qu’a` la me´thode du gradient topologique.
A la suite de ce test 3D, on peut dire que les performances lie´es a` la me´thode de re-
tournement temporel sont tout a` fait comparables a` celles d’un SAR 3D et donc que cette
me´thode est inte´ressante pour les applications que l’on souhaite e´tudier dans cette the`se.















Fig. 2.8 – Image du milieu obtenue par retournement temporel.
2.3.2 Application du retournement temporel a` un proble`me de
de´tection de tumeurs
Nous pre´sentons dans ce paragraphe l’application de la me´thode du retournement tem-
porel a` la de´tection pre´coce de tumeurs dans le cancer du sein. Les donne´es initiales dans le
processus de reconstruction ont e´te´ fournies sur fantoˆme par un partenaire exte´rieur excluant
ainsi, dans le processus d’inversion, le ”crime d’inversion”. Le dispositif e´tudie´ pour effectuer
les mesures, consiste a` positionner le sein dans une coque die´lectrique de diame`tre 90mm, a`
l’inte´rieur de laquelle, 5 antennes e´mettrices et 80 antennes re´ceptrices sont positionne´es sur
toute la circonfe´rence. Pour chaque e´metteur, un ensemble de mesures sera effectue´ sur les
re´cepteurs, pour une plage de fre´quences donne´e entre 500mhz et 2.5ghz.
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A partir de ces mesures, par retournement temporel, nous allons essayer de de´terminer et
localiser le nombre de tumeurs pouvant eˆtre dans l’organe. Ceci est possible du fait qu’une
tumeur pre´sente en ge´ne´ral un contraste die´lectrique important par rapport au milieu sain.
Le sein est un milieu die´lectrique tre`s complexe, et il est difficile dans ces conditions
de simuler re´ellement le dispositif de mesures. C’est pourquoi, dans cette e´tude, on pro-
pose de travailler sur diffe´rents jeux de mesures simule´es a` partir de mode`les e´lectroma-
gne´tiques du sein, de plus en plus complexes, afin de de´terminer une me´thode efficace de
de´tection/localisation de tumeurs. Une possibilite´ est la me´thode du retournement temporel
que l’on va tester sur les diffe´rentes donne´es propose´es. Dans ce paragraphe, nous donnons
les diffe´rents re´sultats obtenus par cette me´thode.
Dans une premie`re e´tape, pour l’obtention des mesures, on conside`re le sein et la coque
die´lectrique du dispositif de mesure comme e´tant un milieu homoge`ne identique. Pour cela, on
prend un mate´riau de permittivite´ εr = 9 qui se rapproche du milieu biologique e´tudie´, c’est-
a`-dire du milieu graisseux du sein. Le domaine de recherche est alors de´fini en 2D par un cercle
de rayon 90mm. Sous cette hypothe`se, une premie`re configuration a e´te´ teste´e en plac¸ant une
bille me´tallique d’un diame`tre de 10mm au centre du cercle. L’image obtenue par le processus
de retournement temporel est donne´e par la figure 2.9. Une deuxie`me configuration a consiste´
a` positionner la bille me´tallique aux coordonne´es (21mm, 21mm) du centre du cercle. L’image
obtenue par le processus de retournement temporel est donne´e par la figure 2.10.
Fig. 2.9 – Image obtenue par retournement temporel dans le cas de la bille place´e au centre
du cercle.
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Fig. 2.10 – Image obtenue par retournement temporel dans le cas de la bille de´cale´e par
rapport au centre du cercle.
Sur l’ensemble des deux configurations e´tudie´es, la me´thode de retournement temporel
fournit des images de localisation des cibles tout a` fait correctes. On peut dire qu’en ge´ne´ral
pour ce type de configurations ou` on connaˆıt bien le milieu et, ou` la cible pre´sente un fort
contraste avec celui-ci, qu’il n’y a aucune difficulte´ pour retrouver celle-ci.
Dans une deuxie`me e´tape, pour obtenir les donne´es de mesures, on complexifie la sce`ne en
prenant un milieu die´lectrique homoge`ne diffe´rent pour le sein (r = 6.6) et pour la coque du
dispositif expe´rimental (εr = 9). Toutefois dans le processus de reconstruction, on va utiliser
un milieu identique comme pre´ce´demment sur l’ensemble de la zone de de´tection. En effet
dans la re´alite´, il sera tre`s difficile de connaˆıtre parfaitement la position du sein ainsi que sa
nature die´lectrique. Il est donc souhaitable dans une simulation inverse de ne pas se donner
cette information. Dans ces conditions, on perd aussi l’inte´reˆt d’une connaissance a` priori
de la ge´ome´trie et donc un peu de l’inte´reˆt de l’utilisation de la me´thode de retournement
temporel. L’image obtenue par le processus de retournement temporel est alors donne´e par
la figure 2.11. On note sur cette figure, que la tumeur est bien localise´e, et dans ce cas encore,
la me´thode de retournement temporel donne de bons re´sultats.
La troisie`me e´tape consiste a` complexifier le milieu du sein en prenant en compte la
peau et les tissus graisseux, dans le processus d’obtention des mesures. La peau est simule´e
par un milieu die´lectrique de fort contraste (2 fois plus petit que celui de la tumeur) et
d’une e´paisseur de quelques millime`tres. Les tissus graisseux sont conside´re´s comme des
mate´riaux die´lectriques a` pertes. En proce´dant de manie`re analogue dans le processus de
reconstruction, c’est-a`-dire en conside´rant la zone de recherche comme un milieu homoge`ne
de permittivite´ εr = 9, on obtient alors l’image donne´e par la figure 2.12. Dans celle-ci, il est
impossible de retrouver la cible. En fait dans ce cas, la couche de peau suppose´e inexistante
dans ce processus d’imagerie joue le roˆle d’une barrie`re et a` cause de son fort contraste,
elle apparaˆıt comme une cible potentielle. De plus la me´connaissance du milieu va entraˆıner
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aussi, certainement une de´focalisation du signal retourne´ sur les cibles et donc une mauvaise
localisation de celles-ci, dans le meilleur des cas. Dans ce dernier exemple, la me´thode de
retournement temporel ne fonctionne pas telle quelle, a` cause d’une me´connaissance trop
importante du milieu que l’on a conside´re´ pour les simulations inverses. Il faut donc pour
ce cas, appliquer un pre´-traitement aux donne´es, afin de faire ressortir des informations
supple´mentaires sur le milieu. Ceci fait l’objet d’une e´tude en cours.
Fig. 2.11 – Tumeur de´centre´e : Image RT par sommation pour un milieu de permittivite´
εr = 9 et un sein de permittivite´ εr = 6.6.
Fig. 2.12 – Mate´riau die´lectrique (εr = 6) avec peau : Tumeur de diame`tre 10mn de´cale´e
par rapport au centre de 21mm dans chaque direction.
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En conclusion, dans cette pre´-e´tude sur l’application de la me´thode de retournement tem-
porel, a` la de´tection de tumeurs pour le cancer du sein, nous pouvons dire que, l’application
de cette me´thode, telle que nous l’avons de´crite dans le pragraphe pre´ce´dent, s’ave`re rapide
et inte´ressante, a` condition de supposer le sein homoge`ne, ou a` faible he´te´roge´nite´. Dans le
cas, ou` on introduit dans le mode`le du sein, une peau d’un contraste assez important avec
le reste des tissus, il est difficile de de ne pas focaliser sur cette frontie`re, si on ne la prend
pas en compte dans le processus inverse. Ceci n’est pas chose aise´e puisque la frontie`re du
sein et de la coque ou meˆme l’e´paisseur de la peau ne peut eˆtre pas parfaitement de´finie a`
l’avance. Des e´tudes actuelles sont ainsi mene´es pour essayer de trouver un pre´-traitement
adapte´ pour supprimer cette frontie`re.
2.4 La me´thode du gradient topologique
Le gradient topologique a e´te´ introduit par A.Schumacher [Sch95] pour l’optimisation de
formes sans connaissances a` priori de la topologie de la ge´ome´trie optimale. On cre´e ainsi une
structure optimale en partant d’une structure pleine et on s’approche de la structure optimale
en cre´ant des trous ou` le gradient topologique est le plus ne´gatif. Cette me´thode a e´te´ adap-
te´e a` l’e´lectromagne´tisme par S.Amstutz [Ams03] pour l’optimisation de guides d’onde et
par J.Pommier [Pom02] pour la de´tection d’objets enfouis et la de´finition de cavite´s en CEM.
2.4.1 Principe de la me´thode
obtention d’un crite`re e´valuant la variation de la fonction couˆt
Dans son principe, on cherche a` minimiser une fonction couˆt, de´finie comme au para-
graphe 1 de ce chapitre, par rapport a` une distribution d’objet die´lectriques. La variable
d’optimisation n’est plus un objet, mais une distribution d’objet. On note alors la fonction
couˆt
j(D(Ω)) = J(uD(Ω)),
ainsi la fonction couˆt de´pend de la distributions des objets D(Ω) a` travers la solution des
e´quations de´crivant le mode`le physique. On e´tudie alors la variation de la fonction couˆt par
rapport a` l’insertion ou a` la destruction d’un objet canonique ω connu dans cette distribu-
tion. On cherche alors a` obtenir une expression de la variation de la fonction couˆt, appele´e
asymptotique topologique, s’e´crivant sous la forme
j(D(Ω)\ω)− j(D(Ω)) = f(ε)g(x) + o(f(ε)),
j(D(Ω)\ω) e´tant la fonction couˆt pour le domaine Ω auquel on a enleve´ ou ajoute´ ω dans le
cadre de l’optimisation de forme. Dans notre contexte e´lectromagne´tique, D(Ω)\ω repre´sente
aussi le domaine dans lequel on a inse´re´ l’objet canonique ω. Dans l’approche que l’on utilise,
on choisit d’e´tudier la variation de la fonction couˆt par rapport a` l’insertion d’une boule de
centre x et de rayon ε
j(D(Ω)\B(x, ε))− j(D(Ω)) = f(ε)g(x) + o(f(ε)),
ou` f(ε) est une fonction positive qui tend vers 0 lorsque ε tend vers 0. Cette fonction donne
le comportement de l’asymptotique topologique ou gradient topologique, lorsque ε tend vers
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0 et de´pend de la dimension dans laquelle le proble`me est e´tudie´ ainsi que de la ge´ome´trie
de l’objet inse´re´. On voit alors bien, l’analogie entre l’asymptotique topologique et un de´-
veloppement limite´ a` l’ordre 1. Afin de faire de´croˆıtre la fonction couˆt, il faut alors ajouter
du mate´riau aux endroits ou` le gradient topologique a les valeurs les plus ne´gatives. Dans le
cadre de la de´tection d’objet, on part d’un milieu vide, la minimisation de la fonction couˆt
consiste alors, a` placer des objets la` ou` le gradient topologique est le plus ne´gatif. Comme
on le verra par la suite, le calcul du gradient topologique g(x) ne demande que la re´solution
d’un e´tat direct et d’un e´tat adjoint, son calcul est donc quasi temps re´el.
Le calcul du gradient topologique est base´ sur l’utilisation de deux outils mathe´matiques
qui sont :
– le lagrangien ge´ne´ralise´ qui e´tablit sous certaines hypothe`ses que la variation de la
fonction couˆt j est e´gale a` celle du lagrangien,
– la troncature du domaine qui permet de mettre en place les hypothe`ses ne´cessaires a`
l’application du the´ore`me principal donnant la variation de la fonction couˆt.
Soit V un espace de Hilbert complexe fixe. Pour ε ≥ 0, soit aε(., .) une forme sesquiline´aire
continue sur V et lε une forme semiline´aire et continue sur V. On pose les hypothe`ses sui-
vantes :
Hypothe`se 1. Il existe une forme sesquiline´aire et continue δa, une forme semiline´aire
continue δl, et une fonction re´elle f(ε) ≥ 0 de´finies sur R∗+ telles que
lim
ε→0
f(ε) = 0, (2.6)
‖aε − a0 − f(ε)δa‖L2(V) = o(f(ε)), (2.7)
‖lε − l0 − f(ε)δl‖L(V) = o(f(ε)), (2.8)
ou` L (respectivement L2) de´signe l’espace des formes semiline´aires (respectivement sesquili-
ne´aires) sur V








On dit que a0 satisfait la condition inf-sup.







≥ β, ∀ε ≥ 0.
Pour ε ≥ 0, on suppose que le proble`me suivant a une solution unique : trouver uε ∈ V tel
que
aε(uε,v) = lε(v) ∀v ∈ V. (2.9)
Cette solution est unique d’apre`s l’hypothe`se (1) Soit une fonction couˆt j(ε) = J(uε), telle
que
J(u + h) = J(u) + Re(Lu(h)) + o(‖h‖V) ∀u, h ∈ V.
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Lu est une forme line´aire et continue sur V. On suppose que le proble`me trouver p0 ∈ V tel
que
a0(v, p0) = −Lu0(v) ∀v ∈ V, (2.10)
a une solution unique p0 appele´ e´tat adjoint. Pour ε ≥ 0, on de´finit un ope´rateur, le lagrangien
Lε par
Lε(u, v) = J(u) + aε(u, v)− lε(v) ∀u, v ∈ V.
Le the´ore`me suivant donne l’expression de l’asymptotique topologique si les deux conditions
pre´ce´dentes sont ve´rifie´es.
The´ore`me 7. Si les hypothe`ses (1) et (2) sont ve´rifie´es, alors
j(ε)− j(0) = f(ε)Re(δL(u0,p0)) + o(f(ε)), (2.11)
ou` u0 est solution de l’e´quation (2.9) avec ε = 0, p0 est l’e´tat adjoint, solution de (2.10) et
δL(u, v) = δa(u, v)− δl(v), ∀u, v ∈ V.
Le the´ore`me 7 est fondamental dans l’e´tablissement de l’asymptotique topologique des
mode`les que l’on va calculer. La principale difficulte´ dans l’utilisation de celui-ci est qu’il
est pose´ sur un espace fixe alors que notre proble`me est pose´ sur un espace variable. On se
rame`ne alors a` un espace fixe en utilisant une me´thode de troncature de domaine afin de
travailler sur un espace fonctionnel inde´pendant de ε.
Si on cre´e un trou dans le domaine de calcul, alors celui-ci, note´ Ωε sera de´pendant de
ε et donc les espaces fonctionnels ou` on cherche la solution du proble`me pose´ sur Ωε sera
de´pendant de ε. Pour obtenir un espace fonctionnel inde´pendant de ε, on va tronquer Ωε en
de´finissant un domaine ΩR = Ω\B(x,R) ou` R > ε est fixe´. On de´finit alors sur ce domaine
un espace fonctionnel inde´pendant de ε et une forme sesquiline´aire et semi-line´aire continue
telle que la solution du proble`me sur le domaine tronque´ soit la restriction de la solution sur
Ωε. Pour cela on ajoute au proble`me du domaine tronque´ une condition limite particulie`re,
ramenant la variation de la solution suivant un domaine variable Ωε a` une variation de la
condition aux limites en fonction de ε sur un domaine fixe. Le proble`me est alors pose´ sur
ΩR, l’espace fixe sur lequel la variation de Ω est re´percute´e sur la condition limite applique´e
sur la frontie`re R.
A titre d’exemple, en utilisant les concepts mathe´matiques de lagrangien ge´ne´ralise´ et de
troncature du domaine, nous donnons en annexe l’e´valuation de l’asymptotique topologique
dans le cadre de l’e´quation de Helmholtz 2D.
La me´thode du gradient topologique en 3D
L’expression de l’asymptotique topologique pour les e´quations de Maxwell en 3D a e´te´
obtenue par J.Pommier [Pom02] en fre´quentiel en utilisant une me´thode de troncature de
domaine similaire a` celle utilise´e dans le cadre acoustique adapte´e au contexte e´lectroma-
gne´tique.
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Soit le proble`me mode`le ou` le champ total satisfait l’e´quation de Maxwell en re´gime fre´quen-
tiel : ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∇×∇× E− k2E = 0 dans R3ω,
div E = 0 dans R3ω,
E ∧ n = 0 sur Γ,
E = Ei + Es,
lim|x|→∞∇× E
s ∧ n− ik|x|Es = 0,
ou` Γ de´signe les parois me´talliques et le champ incident Ei est suppose´ eˆtre une solution
re´gulie`re du proble`me {
∇×∇× E− k2E = 0 dans R3,
div E = 0 dans R3.
On a alors le the´ore`me suivant :
The´ore`me 8. L’asymptotique topologique des e´quations de Maxwell, pour l’insertion d’une
bille de me´tal parfait au point x, est donne´e par





ou` E est la solution du proble`me direct et P est la solution du proble`me adjoint.
A partir de cette formulation obtenue en fre´quentiel, on peut e´crire la formule de l’asymp-
totique topologique en re´gime temporel :



















ou` E∗ et H∗ de´finissent respectivement les e´tats adjoints de E et H .
Extensions de la me´thode de gradient topologique
La me´thode lie´e au gradient topologique est en fait une me´thode ite´rative qui permet de
reconstruire des topologies suivant un crite`re d’optimisation donne´. Dans notre utilisation,
nous ne faisons qu’une ite´ration du processus. Ceci, comme le montre nos exemples nume´-
riques, donne un processus rapide et suffisamment pre´cis pour pouvoir localiser les cibles
dans nos proble`mes. Cependant, outre le fait de pouvoir ite´rer la me´thode pour ame´liorer
la pre´cision de la solution, il existe d’autres possibilie´s inte´ressantes de la me´thode dont on
pourrait se servir :
– la formulation du gradient topologique que l’on a choisi est base´e sur l’utilisation de
boules centre´es en x et de rayon ε, pour son e´valuation. La formulation de gradients
topologiques pour des objets canoniques ayant d’autres formes peut aussi eˆtre envisage´e
et, a` e´te´, notamment faite pour des objets ellipso¨ıdaux. Ceux-ci permettent, entre autre,
par passage a` la limite, d’obtenir des gradients topologiques pour des fissures. En ce
qui concerne la localisation d’objets volumiques, on pourrait utiliser cette possibilite´
pour tenir compte dans notre recherche d’une connaissance a` priori de la forme des
objets cherche´s, comme un type de mines bien de´fini par exemple ;
– l’asymptotique topologique est similaire a` un de´veloppement limite´ a` l’ordre 1 et a`
l’instar des me´thodes d’optimisation, on peut envisager l’utilisation du gradient topo-
logique comme direction de descente dans des me´thodes d’optimisation plus e´labore´es.
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– dans nos pre´ce´dents calculs, l’asymptotique topologique est obtenue lorsque ε tend
vers 0. Pour les proble`mes discre´tise´s, la taille des trous correspond au minimun a` la
taille d’une cellule. Si l’insertion d’un trou infinite´simal peut faire de´croˆıtre la fonction
couˆt, il est pas force´ment de meˆme pour des trous dont la taille est de l’ordre de la
taille des cellules du maillage. C’est pourquoi, la notion de sensibilite´ topologique a
e´te´ introduite [Pom02]. Cet homologue au gradient topologique, pour les proble`mes
discrets s’inte´resse a` la variation de la fonction couˆt lorsqu’on inse´re dans le domaine
des trous e´quivalents a` la taille des cellules et non infiniment petits.
2.4.2 Application de la me´thode du gradient topologique a` la lo-
calisation d’objet
On conside`re un proble`me transverse e´lectrique 2D dans lequel on cherche a` localiser
3 cibles me´talliques dans une zone de 20cm × 20cm. Pour cela on positionne un ensemble
d’antennes e´mettrices sur une face du domaine de calcul et un ensemble d’antennes re´cep-
trices tout autour de celui-ci comme de´crit sur la figure 2.13. On illumine le domaine de
calcul en illuminant simultane´ment celui-ci par toutes les antennes e´mettrices et on rele`ve
le champ Ez sur toutes les antennes re´ceptrices pour une plage de 100 fre´quences allant de
500MHz a` 5GHz. A partir de ces mesures fre´quentielles, on e´value les sources temporelles
que l’on applique pour calculer le champ du proble`me adjoint. Le champ dans le domaine de
calcul, sans la pre´sence des objets est suppose´ connu. On e´tablit ensuite a` l’aide du champ
sans objet et de l’e´tat adjoint, une cartographie du gradient topologique dans le domaine de
calcul qui est donne´e par la figure 2.14. On note sur cette figure que l’on bien localise´ les
objets. Le processus d’obtention est tout aussi rapide que celui de retournement temporel a`
condition toutefois que l’on connaisse le champ initial dans le domaine sans objets.
Il faut tout de meˆme signaler que dans l’exemple choisi, les donne´es ont e´te´ entie`rement
simule´es par le meˆme code, mais sur des grilles diffe´rentes pour e´viter autant que possible
le crime inverse. On conside´re donc que ces re´sultats ne servent essentiellement qu’a` valider
nos de´veloppements, mais aussi le concept de l’application du gradient topologique a` la
localisation d’objets.
Fig. 2.13 – Configuration e´tudie´e et dispositions des objets a` rechercher.
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Fig. 2.14 – Cartographie du gradient topologique.
2.5 Comparaison des me´thodes de SAR, Retournement
temporel et Gradient Topologique dans le cadre de
la localisation.
Dans ce paragraphe, nous allons comparer les trois me´thodes propose´es pour localiser
des cibles dans un milieu die´lectrique, sur un ensemble d’exemples. Nous essayerons ensuite,
en reprenant le principe de chacune de ces me´thode, de donner les diffe´rences fondamentales
de chacune d’elles.
2.5.1 Comparaisons du retournement temporel avec le gradient
topologique
Dans cette comparaison, on reprend l’exemple nume´rique propose´ pour l’application du
gradient topologique a` la localisation. Cet exemple acade´mique, a e´te´ propose´ dans un but
de voir la pertinence du positionnement des antennes d’e´mission et de re´ception autour d’un
milieu, pour retrouver les cibles a` l’inte´rieur de celui-ci. Ceci peut s’ave´rer tre`s utile, lorsque
par exemple, on cherche a` de´finir un dispositif de de´tection a` travers les murs, ou bien de
de´tection de tumeurs (ce qui e´tait plus notre cas). Dans cette petite e´tude, nous avons de´fini
un milieu ou`, nous avons place´ trois cibles, comme de´crit dans l’application pre´ce´dente pour le
gradient topologique. Nous avons ensuite e´tudie´ diffe´rentes configurations pour les antennes
e´mettrices et re´ceptrices, dont nous pre´sentons ici que quelques exemple. Cette e´tude a e´te´
effectue´e en utilisant a` la fois la me´thode de retournement temporel et la me´thode du gradient
topologique pour localiser les cibles.
Tout d’abord, nous avons pris un dispositif dans lequel, on a une antenne e´mettrice
et plusieurs antennes re´ceptrices positionne´es que d’un coˆte´ du domaine a` e´tudier, comme
indique´ sur la figure 2.15. La figure de gauche de 2.16 montre une carte du champ incident, le
faisceau est tre`s concentre´ sur le centre du domaine. Sur la carte du champ diffracte´ pre´sente´e
sur la figure de droite de 2.16, on peut distinguer les 3 cibles que l’on cherche a` localiser.
On note sur cette figure que celle qui est place´e le plus au centre rec¸oit le plus d’e´nergie.
Les deux autres, plus excentre´s par rapport au faisceau, sont moins irradie´es. La figure 2.17
pre´sentent les re´sultats obtenus par retournement temporel (figure de gauche) et par gradient
topologique (figure de droite). On n’arrive a` localiser pre´cise´ment que la premie`re cible, qui
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recepteurs
emetteur
Fig. 2.15 – Configuration de test.
Fig. 2.16 – Gauche : champ incident, droite : champ diffracte´.
Fig. 2.17 – Gauche : retournement temporel, droite : gradient topologique.
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correspond aussi, a` celle qui rec¸oit le plus d’e´nergie. Dans une deuxie`me configuration, on
ajoute alors plus de sources ponctuelles 2.18 afin d’e´largir le faisceau d’illumination est
d’envoyer suffisamment d’e´nergie a` toutes les cibles potentielles. La figure 2.19 montre sur
des re´sultats obtenus avec le retournement temporel, que la me´thode ne permet pas de
localiser les deux cibles excentre´es.
Fig. 2.18 – Gauche : configuration e´tudie´e, droite : champ incident.
Fig. 2.19 – Retournement temporel.
Nous ajoutons ensuite une range´e de re´cepteurs sur la face infe´rieure du domaine comme
de´crit sur la figure 2.20. La figure 2.21 donne les re´sultats obtenus par retournement temporel
(figure de gauche) et par gradient topologique (figure de droite). Dans cette configuration la
cible la plus a` droite est maintenant clairement localise´e. Cette meilleure localisation est duˆe
a` la range´e de re´cepteurs supple´mentaires situe´s a` proximite´ de cette cible diffractant. En
revanche l’objet le plus a` gauche est toujours mal localise´ quoique le´ge`rement plus visible.
Dans la dernie`re configuration, on entoure le domaine d’antennes re´ceptrices, comme
de´crit sur la figure 2.22. On localise alors, avec pre´cision toutes les cibles comme le montre
la figure 2.23.
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Fig. 2.20 – Gauche : configuration e´tudie´e, droite : champ incident.
Fig. 2.21 – Gauche : retournement temporel, droite : gradient topologique.
Fig. 2.22 – Configuration e´tudie´e.
56 Chapitre 2. Me´thodes de localisation
Fig. 2.23 – Gauche : retournement temporel, droite : gradient topologique.
Dans cet exemple, ou`, on conclut sur l’importance d’avoir des recepteurs place´s tout
autour du domaine de calcul pour localiser l’ensemble des cibles (conclusion assez attendue
dans ce type de configuration), il est inte´ressant de comparer les solutions obtenues par
le retournement temporel et le gradient topologique. Dans ce cas, on peut noter que les
solutions sont quasiment identiques, pour un coup supple´mentaire dans le cas du gradiant
topologique, puisqu’il faut e´valuer la solution a` vide dans tout le domaine, pour calculer
celui-ci.
2.5.2 Comparaison SAR et gradient Topologique
A titre de comparaison SAR/Gradient Topologique, nous pre´sentons un exemple pour
lequel, la technique SAR et la me´thode du gradient topologique ont e´te´ utilise´es afin de loca-
liser des objets dans un milieu donne´. Cet exemple a e´te´ traite´ dans le cadre de la de´tection
de mines. Pour cela, on a conside´re´ un proble`me 2D dans lequel un ensemble de mines repre´-
sente´es par des pave´s me´talliques, avaient e´te´ dispose´es dans un sol de permittivite´ moyenne
εr = 2.3. L’ensemble des mesures e´tait obtenu, sur une plage de fre´quences allant de 500MHz
a` 2GHz, par le de´placement d’un capteur d’e´mission et de re´ception suppose´ ponctuel. La
figure 2.24 montre la configuration e´tudie´e, avec le milieu, la position des mines, ainsi que
les positions successives du dispositif ponctuel d’e´mission/mesure. Dans cet exemple, on a
conside´re´ plusieurs formes et tailles de mines afin de voir la de´finition obtenue, sur les objets
retrouve´s, par chaque me´thode.
La figure 2.25 montre la solution obtenue pour chaque me´thode, pour des temps de calculs
tout a` fait acceptables dans une proble´matique quasi-temps re´el (de quelques dizaines de
secondes a` la minute). Dans cette figure, les 3 premie`res images correspondent a` :
- un traitement purement GPR ;
- un traitement SAR dans lequel on a conside´re´ le sol comme e´tant de permittivite´
similaire au milieu vide ;
- un traitement SAR dans lequel on a conside´re´ le milieu du sol en prenant en compte
sa permittivite´ re´elle.
La dernie`re image correspond a` la re´partition du gradient toplogique sur le domaine d’ob-
servation, en conside´rant un e´tat initial de´fini par un milieu sans objet mais, ou` le sol e´st
repre´sente´ par sa permittivite´ re´elle.
Sur l’ensemble de ces images, on note, sur cet exemple, que le gradient topologique
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Fig. 2.24 – Configuration des cibles a` rechercher.
permet une le´ge`re meilleure de´finition de la localisation des objets dans le sol, par rapport
au SAR. Notamment, on observe moins d’echos, ce qui ame´liore la de´finition des objets. En
ce qui concerne la technique GPR, on n’arrive pas a` remonter correctement a` la disposition
des objets a` cause d’un proble`me de manque de pre´cision de de´finition de la me´thode. En
conclusion, des re´sultats obtenus sur cet exemple, on peut dire que les me´thodes SAR et
Gradient Topologique sont a` peu pre`s e´quivalentes puisqu’on arrive a` retrouver les objets
dans les 2 cas, avec cependant, une meilleure de´finition pour le gradient Topologique et un
temps de re´solution plus court pour l’approche SAR.
2.5.3 Discussion sur les diffe´rences fondamentales entre chaque
me´thodes
Apre`s avoir donne´ ces quelques exemples de comparaison entre les diffe´rentes me´thodes,
il apparaˆıt bien difficile de pouvoir dire laquelle est la plus efficace. En effet, on a vu dans le
premier exemple que la me´thode de Gradient Topologique est plus efficace que la me´thode
SAR et que dans le deuxie`me exemple, la me´thode de Retournement Temporel est plus
efficace que le Gradient Topologique. Cependant, dans le cadre du proble`me de la de´tection
de tumeurs, l’e´tude que nous avons mene´e montre que la me´thode SAR donne de meilleurs
re´sultats que la me´thode de Retournement Temporel. On voit donc qu’il est difficile de
statuer sur le choix d’une me´thode particulie`re pour traiter l’ensemble des proble`mes de
localisation. C’est pourquoi, dans ce paragraphe, nous allons essayer de donner pour chaque
me´thode, le contexte dans lequel celle-ci est la plus adapte´e.
Si nous recherchons pour les trois me´thodes de localisation pre´ce´demment e´tudie´es les
points communs, nous pouvons dire que l’on construit pour chacune, une carte donnant
en chaque point du domaine e´tudie´, un indice quantifiant la pre´sence ou non d’un objet
diffractant. Cet indice est lie´ au caracte`re die´lectrique de l’objet et plus l’objet se rapproche
du me´tal, plus il est e´leve´. Un autre point commun de ces me´thodes est le fait que pour cre´er
la cartographie, on ne tient compte que des diffractions du signal source par chaque objet et
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Fig. 2.25 – Comparaison des localisations de cibles obtenues par GPR, SAR et gradient
topologique.
non des multiples diffractions qu’il peut y avoir entre objets.
En ce qui concerne la me´thode SAR, on remonte aux objets diffractants en prenant une
approximation de type onde plane pour e´valuer les champs. On obtient alors un processus
tre`s rapide et robuste, ou` la solution est donne´e par le calcul de tranforme´es de Fourier
inverse. Dans la me´thode de retournement temporel, les objets diffractants sont de´termine´s
par le calcul d’un proble`me e´lectromagne´tique e´quivalent retourne´ dans le temps, en relevant
en chaque point du domaine, l’e´nergie du champ retourne´ en norme L2 ou L∞. Dans ce
cadre, on peut prendre en compte certaines particularite´s du proble`me (ge´ome´tries connues,
...) et utiliser une approche plus pre´cise qu’une approximation en onde plane pour calculer
le champ. La me´thode du gradient topologique, base´e sur une formule obtenue pour un
type d’objet, permet de visualiser la variation de la fonction couˆt dans le domaine e´tudie´,
lorsqu’on ajoute ou enle`ve un objet a` une position donne´e du domaine. Pour cela, le gradient
topologique est obtenu a` partir de la solution du proble`me direct et du proble`me adjoint
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sans la pre´sence d’objets dans le domaine e´tudie´. Le proble`me adjoint a` re´soudre est en
fait un proble`me de retournement temporel dans lequel les sources sont diffe´rentes. En ce
sens la me´thode de Gradient Topologique est assez similaire a` la me´thode de Retournement
Temporel.
En fait, dans ces me´thodes, la me´thode SAR et la me´thode de Retournement ne sont pas
fondamentalemment tre`s diffe´rentes. En effet, si on prend un mode`le de type onde plane pour
mode´liser le champ, on obtient dans le processus inverse, exactement les meˆmes formules pour
les deux me´thodes, a` condition toutefois de travailler en champ diffracte´ par les objets vus
comme sources dans la me´thode de Retournement Temporel. Dans ce cas, on fait une sorte de
corre´lation entre le champ incident et les champs retourne´s dans la me´thode de retournement
temporel qui est exactement e´quivalente au SAR. En ce qui concerne le gradient topologique,
meˆme si son obtention est relie´e a` un calcul d’un e´tat adjoint, similaire a` un retournement
temporel, on de´termine une variation de la fonction couˆt et non des sources diffractantes.
On n’a donc pas le meˆme corre´lateur entre l’e´tat adjoint et le champ incident que pour les
me´thodes SAR et Retournement Temporel. Ceci dit, les re´sultats de ces diffe´rents corre´lateurs
entre e´tat adjoint et champ incident conduisent a` des solutions tre´s similaires.
De ce fait, dans l’e´tat actuel, sans pre´tendre que ceci soit une re`gle a` tous nos proble`mes,
on peut dire que :
- lorqu’on ne connait aucune information sur le proble`me a` e´tudier, comme une ge´o-
me´trie particulie`re, la me´thode SAR fournit ge´ne´ralement le meilleur compromis couˆt
calcul/pre´cision de la solution ;
- dans le cas ou` le proble`me a` e´tudier posse`de une ge´ome´trie particulie`re, il peut eˆtre
alors inte´ressant de prendre en compte celle-ci pour gagner en pre´cision et la me´thode
de retournement temporel est tout indique´e ;
- enfin, lorsqu’on a en plus d’une ge´ome´trie connue pour le proble`me inverse, une ide´e
sur la ge´ome´trie des objets a` rechercher, le gradient topologique peut alors permettre
d’introduire cet aspect dans le processus de reconstruction d’image et e´liminer donc
un certain nombre de solutions non de´sire´es.
2.6 Acce´le´ration avec la me´thode DORT
Dans une majorite´ de proble`mes qui nous inteˆressent, le milieu dans lequel se trouvent les
cibles est entoure´ d’antennes qui e´mettent les unes apre`s les autres a` tour de roˆle. Le champ
diffracte´ est alors collecte´ pour chaque e´metteur, sur un ensemble d’antennes re´ceptrices
et pour une plage de fre´quences donne´es. Dans ces conditions, jusqu’a` pre´sent, nous avons
conside´re´ que les donne´es d’entre´e du proble`me d’inversion sont directement les champs
mesure´s. Dans ce paragraphe, on propose, de pre´-traiter les donne´es mesure´es afin d’obtenir
un proble`me d’optimisation mieux ”conditionne´”.
2.6.1 Proposition d’un processus de pre´-traitement
Dans le proble`me d’optimisation que l’on se pose, on cherche une distribution de constantes
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soit minimale par rapport a` cd.
Dans cette fonction couˆt, ns, nr et nf de´finissent respectivement le nombre de sources, le




quant a` eux, respectivement, aux champs calcule´s et mesure´s, a` la fre´quence k, sur l’antenne
ir, lorsqu’on e´met sur l’antenne is.
Dans la me´thode DORT, pre´ce´demment de´crite, on montre que par diagonalisation de
l’ope´rateur de retournement temporel, on peut associer une valeur propre et un vecteur
propre a` une cible dans le milieu. Ceci est vrai, a` condition toutefois que l’on ait un pro-
ble`me ou` l’interaction entre les objets est faible. On va supposer ceci ve´rifie´ dans la suite de
notre raisonnement. Dans un tel cas, si on e´met le vecteur propre comme une combinaison
line´aire d’impulsions sur les antennes e´mettrices, on obtient un champ diffracte´ qui corres-
pond uniquement a` la cible lie´e a` ce vecteur propre. La valeur propre associe´e a` ce vecteur
propre particulier donne l’amplitude du champ diffracte´. Plus celle-ci est e´leve´e, plus l’objet
est diffractant et plus on le de´tecte. L’ide´e de pre´-traitement consiste alors, a` de´terminer
les diffe´rents vecteurs propres lie´s a` l’ope´rateur de retournement temporel, puis a` conside´rer
ceux-ci comme sources et a` ree´crire la fonction couˆt a` partir de ces sources. Du fait de la
line´arite´ du proble`me de Maxwell, si l’on connait pour chaque antenne e´mettrice les champs
diffracte´s sur les antennes re´ceptrices, il n’est pas difficile de connaitre ceux-ci pour une
combinaison d’antennes e´mettrices, c’est-a`-dire pour une source correspondant a` un vecteur
propre. L’inte´reˆt de re´crire le proble`me de minimisation en cet autre proble`me permet d’avoir
pour chaque nouvelle source, des proble`mes quasiment inde´pendant les uns des autres, mais
aussi de limiter le nombre de sources. En effet, on peut tre`s bien trouver que, par exemple, 3
valeurs propres de l’ope´rateur de retournement temporel sont pre´dominantes, alors que l’on
a plus d’une dizaine d’antennes e´mettrices. Dans ce cas, pour le proble`me inverse, on se limi-
tera a` 3 sources a` la place du nombre d’antennes utilise´es pour les mesures. Ceci permettra
donc, un gain en temps. Par ailleurs, de part ”l’inde´pendance” de chaque proble`me inverse
lie´ a` chaque nouvelle source, on peut aussi espe´rer ame´liorer la convergence du processus
d’optimisation.
Le prix a` payer pour appliquer ce pre´traitement, est le calcul des valeurs et des vecteurs
propres de l’ope´rateur de retournement temporel, sachant que l’on a de´ja` les donne´es et donc
la matrice de cet ope´rateur.
Dans ce calcul, le choix du nombre de valeur propres n’est pas chose aise´e a` cause de
la pre´sence de bruit. Si dans le cas acoustique avec des diffracteurs ide´alement re´solus, une
valeur propre correspond a` un diffracteur, il n’en est pas de meˆme pour le cas e´lectroma-
gne´tique 2D suivant la polarisation de la source [Mic01] ou suivant le bruit. Aussi, dans
ces conditions, on choisit un nombre de valeurs propres restituant la plus grande partie de
l’e´nergie du signal mesure´ (typiquement 90% ou 80% pour des cas tre`s bruite´s).
Dans le cas ide´al, une valeur propre correspond a` un diffracteur. On peut alors, jouer
sur la ponde´ration associe´e a` chacune des nouvelles sources de´finies par le pre´-traitement,
afin d’en faire varier l’importance. Dans la mesure ou`, la me´thode favorise naturellement
les objets les plus diffracteurs, nous pouvons, via une ponde´ration au niveau de la source,
augmenter l’importance des objets moins diffractants. Pour cela, on ponde`re chaque source
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Ceci permet de donner une ponde´ration maximale a` la plus petite valeur propre non nulle
et minimale a` la plus grande valeur propre, donc, de donner une importance similaires aux
diffe´rentes cibles.
Nous avons applique´ cette me´thode sur un exemple en utilisant le gradient topologique
comme me´thode d’inversion. Les re´sultats obtenus sont de´crits dans le prochain paragraphe.
On observe en particulier un gain sur les performances de la me´thode d’optimisation.
2.6.2 Utilisation de la me´thode DORT avec la me´thode du gra-
dient topologique
Conside´rons le proble`me de´fini par la figure 2.26 dans lequel 2 objets sont a` localiser.
Pour cela, nous effectuons des mesures de champ pour une plage de fre´quences donne´es sur
20 antennes e´qui-re´parties sur la face gauche du domaine de calcul. Diffe´rentes configurations
de mesures plus ou moins bruite´es seront e´tudie´es afin de tester l’efficacite´ et la robustesse
de la me´thode.























Fig. 2.26 – Configuration e´tudie´e.
Premie`re configuration
On ajoute sur les mesures fournies par simulation un bruit nume´rique de l’ordre de 5% sur
les mesures et 5% sur le milieu. Nous choisissons ici 4 fre´quences, f = 2.5, 3.8, 4.7, 5.7ghz ou
k = 60, 80, 100, 120. La figure 2.27 donne le gradient topologique d’un domaine d’observation.
On localise bien les deux objets, les valeurs des gradients topologiques au centre de chacun
des objets sont respectivement d’environ -160 et -93, la localisation est donc effectue´e avec
un contraste important.
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Fig. 2.27 – Gradient topologique.
On effectue maintenant une diagonalisation de l’ope´rateur de retournement temporel afin
d’utiliser la me´thode DORT en tant que me´thode de localisation. La figure 2.28 donne les
cartographies de champs en utilisant le premier et le deuxie`me vecteur propre de l’ope´rateur
de retournement temporel comme sources. On constate que pour les fre´quences faibles, la
localisation est mauvaise, voire meˆme impossible pour k = 60. Pour k = 80, le premier
vecteur propre permet de localiser tre`s approximativement le premier objet diffractant. Au
dela`, la localisation est encore tre`s approximative mais plus pre´cise. Cependant, dans les
cartographies de champ, on voit que meˆme si l’on ne localise pas correctement les objets
avec cette approche, la focalisation en direction de ceux-ci semble exister.
La figure 2.29 donne le gradient topologique acce´le´re´ en prenant en compte les sources
donne´es par DORT. Dans l’e´tape de pre´-traitement DORT, nous choisissons un nombre de
valeurs propres tel que le signal restitue´ repre´sente plus de 80% de l’e´nergie des mesures,
ce qui nous ame`ne a` ne conside´rer que les deux premie`res valeurs propres de l’ope´rateur de
retournement temporel. La localisation est comparable a` celle de la me´thode non acce´le´re´e
comme en te´moignent les valeurs de gradient topologique prises aux centres des objets qui
sont de -156 et -93. Cette me´thode permet donc une localisation correcte mais avec un gain
important en temps de calcul (facteur 10), puisqu’on utilise 2 sources a` la place de 20 dans
la fonction couˆt. On peut aussi noter que la diagonalisation de l’ope´rateur de retournement
temporel est tre`s rapide et n’est pas significatif dans le temps de calcul final.
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Fig. 2.28 – Focalisation avec DORT.
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Fig. 2.29 – Gradient topologique acce´le´re´ par DORT.
Dans les re´sultats obtenus avec le gradient topologique acce´le´re´ ou non (figures 2.29 et
2.27), on obtient un meilleur contraste pour l’objet le plus diffracteur. En effet, le contraste
avec le reste de la sce`ne est deux fois plus e´leve´ pour cet objet que pour l’autre. Il apparaˆıt
alors inte´ressant d’essayer d’avoir le meˆme type de contraste sur les 2 objets pour e´viter
que l’un des objets ne masque les autres. En utilisant les valeurs propres de l’ope´rateur de
retournement temporel et en supposant qu’une valeur propre est lie´e a` un objet [PMSF96],
on peut alors ponde´rer les vecteurs propres a` l’aide d’une ponde´ration choisie a` l’aide des
valeurs propres de l’ope´rateur de retournement temporel comme de´crit au paragraphe 2.6.






































































Fig. 2.30 – Gradient topologique ponde´re´ pour le choix de 3 valeurs propres (gauche), pour
le choix de 4 valeurs propres (droite).
La figure 2.30 (gauche) donne les re´sultats obtenus en choisissant la ponde´ration de´crite
pre´ce´demment. On donne ainsi plus d’importance a` la deuxie`me valeur propre qui focalise
sur le deuxie`me objet. Les deux objets sont toujours bien localise´s, mais cette fois-ci la
valeur du gradient topologique au centre de chaque objet est la meˆme (-57). Par conse´quent
dans l’image chaque objet apparait avec le meˆme contraste par rapport au milieu. Toutefois,
On note aussi l’apparition de zones de bruits. En effet, cette me´thode permet d’accentuer
des objets moins visibles et donc des zones de bruits plus faibles. Elle pourrait donc aussi
engendrer des faux-positifs. En effet, un mauvais choix du nombre de valeurs propres pourrait
favoriser artificiellement des valeurs propres associe´es a` du bruit. Par exemple en choisissant
respectivement 3 puis 4 valeurs propres dans notre exemple, nous obtenons des cibles de
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moins en moins contraste´es et des zones de bruits de plus en plus fortes. Les re´sultats sont
donne´s a` la figure 2.30 (milieu et droite). Nous obtenons une localisation de moins en moins
bonne, avec une valeur de gradient topologique e´gale a` environ -20 au centre de chacun
des objets dans le cas de 3 valeurs propres et e´gale a` -12 dans le cas de 4 valeurs propres.
Toutefois, dans ces re´sultats, la ponde´ration utilise´e n’est pas alte´re´e et il n’y a pas d’objet
pre´dominant sur l’autre.
Deuxie`me configuration : on augmente le bruit nume´rique
Dans cette deuxie`me configuration, nous prenons un niveau de bruit plus e´leve´ a` la fois
sur les mesures et sur le milieu. On choisit ainsi de rajouter de 10% de bruit sur les mesures
et 10 % sur le milieu. Sur la figure 2.31 et le tableau 2.1, nous comparons les trois approches
pre´ce´dentes. Comme dans le cadre de la premie`re configuration, le gradient topologique
seul permet de retrouver les objets avec un fort contraste, cependant, on peut aussi voir
sur la figure 2.31, l’apparition d’artefacts pouvant faire penser a` la pre´sence d’un objet. Le
gradient topologique acce´le´re´ par DORT permet de re´duire ces artefacts mais la localisation
du deuxie`me objet par rapport au premier est moins bonne en termes de contraste que
pour le gradient topologique seul. En ajoutant la ponde´ration favorisant les objets moins
diffracteurs, on retrouve pour le deuxie`me objet un niveau de contraste avec le milieu plus
comparable avec le premier, tout en e´vitant les artefacts du gradient topologique seul.

































































Fig. 2.31 – Gauche : gradient topologique classique, milieu : gradient topologique - DORT,
droite : gradient topologique - DORT ponde´re´e.
Premier objet Deuxie`me objet
GT classique -136 -77
GT DORT -216 -63
GT DORT ponde´re´e -85 -34
Tab. 2.1 – Valeurs de gradient topologique au centre des objets
Troisie`me configuration : augmentation du nombre de fre´quences teste´es
Nous augmentons a` pre´sent le nombre de fre´quences e´tudie´es, passant a` 8 fre´quences,
(k = 60, 70, .., 120). La figure 2.32 et le tableau 2.2 donne une comparaison des 3 approches
pre´ce´dentes dans cette nouvelle configuration. Ici, la me´thode du gradient topologique seule
localise bien les objets et les niveaux des valeurs de gradient topologique prises aux centres
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des objets sont le double que pour le cas a` quatre fre´quences. Pour les deux me´thodes
acce´le´re´es on retrouve encore le meˆme comportement que pour le cas a` 4 fre´quences mais
avec des niveaux de gradient plus importants. On teste ensuite, les me´thodes acce´le´re´es en






























































Fig. 2.32 – Gauche : gradient topologique classique, milieu : gradient topologique - DORT,
droite : gradient topologique - DORT ponde´re´e.
Premier objet Deuxie`me objet
GT classique -250 -136
GT DORT -209 -67
GT DORT ponde´re´e -82 -36
Tab. 2.2 – Valeurs de gradient topologique au centre des objets
prenant en compte 3 valeurs propres a` la place de 2, restituant ainsi plus de 90% de l’e´nergie
des mesures. Les re´sultats sont donne´s sur la figure 2.33 et le tableau 2.3. On note alors sur
ce tableau que le niveau de contraste du deuxie`me objet est plus e´leve´ que lorsqu’on utilisait
2 valeurs propres. Ceci montre que la troisie`me valeur propre contient des composantes
focalisant principalement sur le deuxie`me objet.
















































Fig. 2.33 – Gradient topologique acce´le´re´s pour 3 valeurs propres.
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Premier objet Deuxie`me objet
GT DORT -222 - 89
GT DORT ponde´re´e -52 -30
Tab. 2.3 – Valeurs de gradient topologique au centre des objets
Quatrie`me configuration
On e´tudie maintenant une configuration comportant davantage de bruit. On ajoute dans
cette configuration 20% de bruit sur les mesures et 20% de bruit sur le milieu. Le nombre
de fre´quences teste´es reste a` 8. La figure 2.34 et le tableau 2.4 donnent les re´sultats obtenus
pour les trois me´thodes de calculs. Sur ces essais, seule la me´thode de gradient toplogique
sans pre´-traitement DORT permet d’obtenir une localisation correcte des deux objets. Pour
les deux autres me´thodes, la me´thode DORT ne fournit pas une focalisation des objets
suffisamment pre´cise et handicape la me´thode du gradient topologique.


































































Fig. 2.34 – Gauche : gradient topologique classique, milieu : gradient topologique - DORT,
droite : gradient topologique - DORT ponde´re´e.
Premier objet Deuxie`me objet
GT classique -153 -59
GT DORT -29 -6
GT DORT ponde´re´e -14 -3
Tab. 2.4 – Valeurs de gradient topologique au centre des objets
Conclusion sur la me´thode de pre´-traitement DORT applique´e au gradient to-
pologique
Nous avons e´tudie´ la me´thode du gradient topologique dans un contexte fre´quentiel sur
plusieurs configurations. Graˆce au contexte fre´quentiel, la me´thode a pu eˆtre acce´le´re´e par une
me´thode DORT permettant potentiellement un fort gain en temps de calcul. La me´thode
du gradient topologique ainsi modifie´e, s’est re´ve´le´e robuste, localisant les cibles jusqu’a`
un niveau de bruit de l’ordre de 10% sur les mesures et sur le milieu. Sur la plupart des
configurations, les localisations obtenues avec cette me´thode se sont re´ve´le´es aussi pre´cises
que celles obtenues par la me´thode de gradient topologique non modifie´e, mais avec un
facteur de 10 sur le gain en temps calcul. Cependant, une augmentation trop importante
du bruit entraˆıne une baisse de la qualite´ de focalisation obtenue par la me´thode DORT
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qui handicape fortement la me´thode de gradient topologique acce´le´re´e. La localisation des
cibles s’en retrouve alors tre`s de´grade´e au point que la me´thode de gradient topologique
sans acce´le´ration soit meilleure. En conse´quence, la me´thode de pre´-traitement propose´e
s’ave`re tre`s efficace que sur des configurations qui ne soient pas tre`s bruite´es, ce qui n’est
pas comple´tement re´dibitoire.
2.7 La me´thode de Gauss Newton
Dans le cadre de notre stage de DEA [Ia04], nous avions aborde´ la possibilite´ de traiter
la recherche de cibles a` l’aide de la me´thode de Gauss-Newton. Dans cette approche, le
domaine de recherche est de´compose´ en un ensemble de cellules sur chacune desquelles, on
affecte une, ou plusieurs constantes die´lectriques. Le proble`me de localisation consiste alors
a` rechercher via un proble`me de minimisation l’ensemble des constantes die´lectriques du
domaine d’observation. En fait, le proble`me ainsi pose´ est un peu plus qu’un proble`me de
localisation d’objets puisqu’on cherche aussi a` caracte´riser ceux-ci. On a donc plutoˆt un
proble`me d’identification qui est ge´ne´ralement tre`s complique´ a` re´soudre.
De part notre expe´rience sur plusieurs exemples, on a pu aussi constater que de`s quelques
ite´rations de la me´thode de Gauss-Newton, on obtenait des solutions qui fournissaient une
bonne repre´sentation de la localisation des objets ayant des contrastes suffisamment assez
fort avec le reste du milieu. Fort de cette expe´rience, on a donc naturellement pense´ utiliser
la me´thode de Gauss-Newton, tronque´e aux premie`res ite´rations, pour traiter les proble`mes
de localisation.
Dans ce paragraphe, on rappelle le principe de la me´thode Gauss-Newton et son adap-
tation a` la localisation d’objets die´lectriques dans un contexte 2D, puis on donne une ap-
plication nume´rique afin de quantifier les performances de la me´thodes. On montre ensuite
comment ame´liorer les performances obtenues par l’utilisation d’un pre´-traitement des me-
sures par la me´thode DORT comme pre´ce´demment dans le cas de la me´thode du gradient
topologique.
2.7.1 Principe de base de la me´thode de Gauss-Newton
La me´thode de Gauss-Newton est une me´thode de type quasi-Newton qui consiste a`





ou` c, F (c) et Mes de´finissent respectivement le parame`tre a` optimiser, une application de
c et un ensemble de mesures donne´es sur un ensemble de points. Partant d’un point c0
dans le domaine de recherche des solutions, l’ite´ration k + 1 de la me´thode de Newton
consiste a` de´terminer ck+1 en fonction de ck par l’e´valuation de dk = ck+1 − ck en e´crivant
matriciellement :
D2j(ck)dk = −Dj(ck)j(ck).
ou` D2j(ck) et Dj(ck) de´finissent la matrice Hessienne et la matrice jacobienne de la fonction
j au point ck. En utilisant la de´finition de la fonction couˆt j, on obtient
Dj(ck) = DF (ck)
t(F (ck)−Mes)
D2j(ck) = D
2F (ck)(F (ck)−Mes) + DF (ck)
TDF (ck)
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Dans la me´thode de Gauss-Newton on ne´glige le terme D2F (ck)(F (ck) − Mes) dans la
Hessie`nne de j pour le calcul de dk. Une ite´ration k de la me´thode de Gauss-Newton consiste
donc a` chercher dk solution de :
(DF (ck)
tDF (ck))dk = −(DF (ck)
t(F (ck)−Mes)
La principale difficulte´ lie´e a` l’utilisation de cette me´thode, pour notre application, est le
couˆt de calcul de l’inversion et du stockage de la matrice DF tDF , sachant que la dimension
de cette matrice est e´gale au nombre de cellules constituant l’espace d’observation.
Pour e´viter cela, une ide´e consiste alors a` chercher dk par une me´thode ite´rative qui
ne requiert pas, a` priori, la connaissance explicite de la matrice DF tDF . En effet dans un
processus de type gradient conjuge´, on doit seulement savoir calculer pour un vecteur d
donne´, le produit matrice-vecteur DF tDFd, que l’on peut de´composer sous la forme d1 =
DFd et DF td1.
Le point primordial de la me´thode est alors l’e´valuation de la matrice jacobienne DF (ck),
a` chaque e´tape du processus d’optimisation, qui doit eˆtre la moins couˆteuse possible.
2.7.2 Calcul des gradients
Dans le cas de me´thodes de type quasi-Newton, on peut e´valuer le gradient de la fonction
couˆt j a` l’aide de l’e´tat adjoint. Pour l’approche Gauss-Newton, ce n’est pas le gradient de
j dont on a besoin, mais le gradient de la fonction F comme de´finie dans le paragraphe
pre´ce´dent. La me´thode base´e sur l’e´tat adjoint ne nous est alors d’aucun secours. On revient
alors a` une e´valuation du gradient par diffe´rentiation des e´quations de Maxwell. En faisant
l’hypothe`se que F correspond au champ e´lectrique E et que les variables de permittivite´ ε
et de conductivite´ σ sont des fonctions de parame`tres (εi)i=1,n et (σi)i=1,n, on obtient pour






























(ε, σ) et Eσi =
∂E
∂σi
(ε, σ). On a les meˆmes notations pour Hεi et Hσi .
On a donc a` re´soudre pour chaque parame´tre εi et σi une e´quation aux de´rive´es partielles
dont seul le second membre change et de´pend du champ e´value´ a` l’e´tape pre´ce´dente dans le
processus d’optimisation. Ceci semble donc tre`s couteux.
En fait, l’utilisation d’une approche de type gradient conjuge´ pour re´soudre le syste`me li-
ne´aire du processus de Gauss-Newton va simplifier le calcul des de´rive´es. En effet, le terme



















Δεi + E Δσi)
μ∂αH
∂t
+∇× αE = 0
(2.15)
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Donc pour e´valuer le terme αE , seule une re´solution supple´mentaire d’une e´quation aux de´-
rive´es partielles est ne´cessaire.
Le deuxie`me terme DF td1 de´fini dans le paragraphe suivant va eˆtre e´value´ en conside´rant











ou` m de´finit le nombre de points de mesures et n, comme pre´ce´demment le nombre de va-
riables. Soit j = Etd1 =
∑m
l=1 Eld1l et L de´finie par :
L = j +
∫ T
0













































































Donc pour e´valuer le produit DF td1, il suffit de connaitre l’e´tat adjoint qui ve´rifie une e´qua-
tion aux de´rive´es partielles.
Au total, pour e´valuer les produits matrice vecteur dans la me´thode de Gauss-Newton pour
une re´solution du syste`me line´aire a` chaque e´tape par un processus de gradient conjuge´, il
suffit, a` chaque e´tape de la me´thode de Gauss-Newton de calculer 2 syste`mes aux de´rive´es
partielles supple´mentaires. Ceci est relativement peu couˆteux compare´ a` un calcul de chacune
des de´rive´es.
2.7.3 Me´thode de Levenberg-Marquardt
La me´thode de Gauss-Newton posse`de une convergence quadratique lorsqu’on est dans un
domaine d’attraction de la solution. Toutefois, pre`s de la solution, le gradient de la fonction
couˆt tend vers 0 et la matrice DF TDF peut eˆtre singulie`re. Dans ces conditions la me´thode
diverge et il faut alors pe´naliser celle-ci par un terme correcteur qui re´gularisera la matrice
DF TDF .
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Parmi les me´thodes d’optimisation, il existe une famille de me´thodes qui consiste a` chercher,
a` chaque e´tape, une solution ck+1 = ck + μkpk, telle que la fonction couˆt j ve´rifie
j(ck+1) ≤ j(ck)
Dans ces me´thodes, pk de´finit la direction de descente de la me´thode et μk le facteur de
descente. En reprenant la de´finition de ck+1, on peut e´crire j(ck+1) = j(ck) + μkp
T
k ∂cj(ck).
On note alors que le choix de pk = −∂cj(ck) assure la de´croissance de la fonction couˆt pour
un μk positif. Ce choix de direction de descente de´finit les me´thodes dites de gradient. Parmi
ces me´thodes, la me´thode de la plus forte pente consiste, a` chaque ite´ration k, a` choisir le
pas de descente μk de manie`re a` faire de´croˆıtre au maximum la fonction couˆt. Pour cela, on
choisit μk comme e´tant la solution du proble`me d’optimisation 1D suivant :
μk = argmin
μ
F (ck − μDF (ck)) .
Cette me´thode, utilisant une approximation a` l’ordre 1, converge ge´ne´ralement tre`s lente-
ment, mais ne pre´sente pas de singularite´ particulie`re a` proximite´ de la solution. La me´thode
de Levenberg-Marquardt consiste alors a` combiner l’approche Gauss-Newton avec une ap-
proche de plus forte pente, en introduisant un parame`tre λ dans la matrice a` inverser a`
chaque ite´ration de Gauss-Newton. On cherche ainsi, a` chaque ite´ration, dk = ck+1 − ck tel
que : (




Lorsque λ est petit, ce processus s’approche d’une me´thode de Gauss-Newton alors que pour
le choix d’un λ grand, on s’approche d’une me´thode de plus forte pente. Le choix de λ peut
eˆtre alors effectue´ a` chaque ite´ration, de telle fac¸on que, si a` l’ite´ration k la fonction couˆt
de´croˆıt, on choisit λk+1 < λk sinon, on choisit λk+1 > λk.
Cette technique permet d’ame´liorer la convergence de la me´thode de Gauss-Newton et,
quelque soit le point de de´part, de pouvoir e´viter de converger vers des minimuns locaux en
utilisant plus ou moins, l’une des deux approches combine´es par l’approche de Levenberg-
Marquardt. Dans cette optique, on classe parfois la me´thode de Levenberg-Marquardt comme
une me´thode dite de globalisation [SAN05].
2.7.4 Application de la me´thode de Gauss-Newton a` la localisa-
tion d’objets die´lectriques dans une proble´matique 2d
Dans ce paragraphe, nous pre´senterons diffe´rentes configurations pour lesquelles la me´-
thode de Gauss-Newton sera applique´e. Dans ces diffe´rentes configurations, nous conside´rons
un domaine d’investigation de forme rectangulaire de 60cm sur 60cm pour lequel nous po-
sitionnons re´gulie`rement sur l’axe y, 20 capteurs a` l’abscisse x = 0. Chaque capteur joue
le roˆle a` la fois de source et de re´cepteur. Dans chaque configuration, on simule un jeu de
mesure en positionnant tour a` tour, la source sur chaque capteur et en relevant le champ
diffracte´ sur l’ensemble des capteurs. L’ensemble de ces mesures sera faite dans le domaine
fre´quentiel pour une plage de fre´quence donne´e. Nous proposons 4 configurations afin de
valider et d’e´tudier la robustesse de la me´thode, dans lesquelles, on augmente de plus en
plus le bruit nume´rique.
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Premier test
Dans cette configuration les mesures sont suppose´es sans bruit, les objets a` de´tecter sont
deux objets die´lectriques dont les vitesses recherche´es dans chacun des objets sont donne´s
par c1 = 0.2 et c2 = 0.4. La figure 2.35 repre´sente la disposition des deux cibles dans le
domaine de recherche que l’on s’est fixe´.













Fig. 2.35 – Configuration e´tudie´e.
On repre´sente sur la figure 2.36, la solution obtenue a` la premie`re ite´ration de la me´thode
de Gauss-Newton, ainsi que la solution obtenue a` la deuxie`me ite´ration.
Nous notons sur cette figure que de`s la premie`re ite´ration du processus de Gauss-Newton,
nous localisons relativement bien les cibles recherche´es. Contre toute attente, la deuxie`me
ite´ration du processus d’optimisation n’ame´liore pas cette localisation ; bien au contraire, on
semble perdre en qualite´ de localisation. On a aussi effectue´ cette constation dans d’autres
exemples [Ia04]. Pour la localisation de cibles, dans une approche de type Gauss-Newton, il
semblerait donc qu’une ite´ration du processus soit suffissante pour arriver a` positionner assez
correctement les objets recherche´s. Dans cet exemple, une ite´ration de la me´thode demande
environ une vingtaine de minutes sur un PC de bureau de type pentium 4, ce qui est de´ja`
important en termes de temps calcul pour une approche qui se veut quasi temps-re´el.
Sur cet exemple, nous avons ensuite voulu appliquer la me´thode DORT telle que de´crite
pre´ce´demment, a` titre de comparaison, pour de´terminer les cibles. Pour cela, on diagonalise
une matrice a` chaque fre´quence. Ceci est tre´s rapide compare´ a` une ite´ration de Gauss-
Newton. Il ressort alors globalement sur l’ensemble des fre´quences, sur cet exemple, 2 va-
leurs propres qui repre´sentent plus de 80% de l’e´nergie du signal mesure´. En conside´rant les
vecteurs propres associe´s a` ces valeurs propres comme source, on devrait, dans un processus
de retournement temporel, avoir un champ maximal au niveau des objets. En fait, selon la
fre´quence, on obtient une localisation tre`s grossie`re et plus ou moins pre´cise. La me´thode
DORT applique´e telle quelle n’apporte pas de solutions au proble`me et est beaucoup moins
efficace en termes de localisation que l’approche Gauss-Newton de´crite ici. Toutefois, comme
nous l’avons de´ja sugge´re´ sur la me´thode du gradient topologique, cette me´thode pourrait
servir comme pre´-traitement a` la me´thode de Gauss-Newton. En effet, on peut modifier la
configuration de mesures en envoyant uniquement qu’un certain nombre de sources corres-
pondant aux 2 valeurs propres de´tecte´es dans notre cas. Ceci aura pour premier avantage,
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de diminuer les temps de calcul dans le processus de Gauss-Newton. Les re´sultats obtenus
en appliquant ce pre´-traitement sont repe´sente´s sur la figure 2.37. On montre en particu-
lier sur cette figure, la solution obtenue par l’approche Gauss-Newton pour les 2 premie`res
ite´rations du processus. Comme pre´ce´demment, on note dans ce cas, qu’une deuxie`me ite´-
ration du processus n’apporte rien quand a` la localisation des cibles. Du point de vue de
la qualite´ de la localisation, on ne note pas d’ame´lioration spectaculaire du fait d’utiliser le
pre´-traitement DORT, si ce n’est que l’on ait diminue´ tre`s largement les temps calculs. En
effet, la me´thode GN-DORT (Gauss-Newton avec pre´-traitement des donne´es par DORT) a
ne´cessite´ 4 minutes de calcul alors que la me´thode GN (Gauss-Newton sans pre´traitement)
a ne´cessite´ 20 minutes sur un meˆme PC de bureau de type pentium 4. Dans ces conditions,
l’approche GN-DORT correspond plus aux attentes fixe´es ; c’est-a`-dire avoir des me´thodes
quasi temps re´el.
Ne´anmois, la difficulte´ du pre´traitement, comme nous l’avions de´ja souligne´ pour l’ap-
proche gradient topologique reste dans le choix du nombre de valeurs propres suppose´es non
nulles. Le fait de prendre plus de valeurs propres que ce qui est ne´cessaire dans l’approche
GN-DORT ne nuit pas a` la qualite´ de la localisation des objets. Seules, les performances en
temps de calcul sont de´grade´es. En effet, par exemple, en choisissant 3 valeurs propres (res-
tituant ainsi plus de 95% du signal mesure´) a` la place de 2 dans notre cas test, on retrouve,
comme le montre la figure 2.38, une bonne qualite´ de localisation, avec une augmentation
le´ge`re du temps de calcul. En fait, le seul risque qu’il peut y avoir a` prendre plus de valeurs
propres que ne´cessaire est une augmentation importante du temps de calcul. A l’inverse, si
l’on ne conside`re pas assez de valeurs propres non nulles, on risque de ne pas retrouver les
cibles. On peut arriver a` quantifier ce nombre de valeurs propres non nulles en e´valuant la
restitution du signal mesure´. En effet, trop peu de valeurs propres restitueront que peu de
signal mesure´ et trop de valeurs propre restitueront pratiquement la quasi-totalite´ du signal
mesure´. Dans nos expe´riences nume´riques, on a vu que le choix d’un nombre de valeurs
propres permettant de restituer environ 80% du signal mesure´ semble eˆtre la solution la plus
satisfaisante.


























Fig. 2.36 – Solution obtenue apre`s une ite´ration (gauche) et deux ite´rations (droite) de la
me´thode Gauss-Newton.
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Fig. 2.37 – Re´sultats obtenus avec l’approche GN-DORT (2 valeurs propres) pour la premie`re
(gauche) et la deuxie`me (droite) ite´ration du processus d’optimisation.


























Fig. 2.38 – Re´sultats obtenus avec l’approche GN-DORT (3 valeurs propres) pour la premie`re
(gauche) et la deuxie`me (droite) ite´ration du processus d’optimisation.
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Deuxie`me test
Dans cet exemple, la configuration choisie pour les objets est la meˆme que pour l’exemple
pre´ce´dent, en conside´rant cette fois-ci, des objets me´talliques a` la place des objets die´lec-
triques. De plus, on rajoute 5% de bruit sur les donne´es simulant les erreurs de mesures et
5% de bruit sur le milieu simulant la me´connaissance de celui-ci. Le bruit est ajoute´ sur les
donne´es de mesures, en multipliant celles-ci par un nombre ale´atoire variant entre 0.95 et
1.05 et sur le milieu, en multipliant la constante die´lectrique c de chaque point de l’espace
par un nombre ale´atoire variant aussi entre 0.95 et 1.05. En utilisant l’approche GN-DORT
de´veloppe´e dans l’exemple pre´ce´dent, et en conside´rant deux valeurs propres utiles, on trouve
les re´sultats donne´s par la figure 2.39. On obtient des re´sultats similaires a` ceux obtenus avec













Fig. 2.39 – Solution obtenue apre`s une ite´ration de la me´thode GN-DORT sur des donne´es
bruite´es a` 5%.
l’utilisation de la me´thode Gauss-Newton sans pre´-traitement des mesures, et avec le meˆme
gain en temps que celui obtenu dans l’exemple pre´ce´dent, c’est-a`-dire de l’ordre de 5. On
note donc sur cet exemple, que l’ajout d’un peu de bruit dans les donne´es et sur le milieu,
ne de´truit pas les performances de la me´thode GN-DORT.
Troisie`me test
On utilise la meˆme configuration que pre´ce´demment en prenant cette fois-ci 10% de bruit
sur les donne´es simulant les mesures et 10% de bruit sur le milieu. La figure 2.40 montre
les re´sultats obtenus avec la me´thode GN-DORT. On note que l’on retrouve bien les objets,
meˆme avec un ajout de 10% de bruit sur les donne´es. Toutefois, dans cet exemple, les objet
ne sont pas identifie´s avec la meˆme amplitude. En effet, l’objet le plus e´loigne´ des sources
est le´ge`rement un peu moins amplifie´ en termes de contraste sur la figure. Ceci e´tait moins
perceptible dans les cas pre´ce´dent. Le bruit rajoute´ semble donc finir par influencer la qualite´
de localisation de chaque objet.
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Fig. 2.40 – Solution obtenue apre`s une ite´ration de la me´thode GN-DORT sur des donne´es
bruite´es a` 10%.
Quatrie`me test
Dans ce dernier exemple, on va encore augmenter l’erreur introduite sur les donne´es du
proble`me, afin de voir jusqu’ou` la me´thode GN-DORT propose´e peut fournir une solution
correcte. Afin d’e´viter d’avoir un objet plus ou moins e´claire´ que l’autre, nous avons modifie´
la configuration comme indique´ sur la figure 2.7.4, tout en gardant des objets me´talliques.
Nous modifions les donne´es du proble`me en rajoutant 20% de bruit sur les mesures et 20%
sur le milieu. La figure 2.42 montre la solution obtenue apre`s une ite´ration de la me´thode
de GN-DORT. On voit sur cette figure que l’on n’est alors plus capable de localiser les deux
cibles par cette approche. Dans ce cas, l’ajout d’un terme de re´gularisation approprie´ a` la
fonction couˆt, pourrait peut-eˆtre ame´liorer le re´sultat obtenu sur cet exemple, toutefois, ceci
n’a pas e´te´ approfondi.























Fig. 2.41 – Configuration teste´e.
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Fig. 2.42 – Solution obtenue apre`s une ite´ration de la me´thode GN-DORT sur des donne´es
bruite´es a` 20%.
Conclusion sur l’utilisation de la me´thode Gauss-Newton pour localiser des cibles
En conclusion sur les divers exemples traite´s, nous pouvons dire que dans une proble´-
matique 2D, la me´thode de Gauss-Newton peut s’appliquer a` la localisation de cibles, si
celle-ci est utilise´e avec le pre´-traitement DORT, sinon son couˆt calcul est trop important
pour pouvoir rivaliser avec les autres me´thodes de´veloppe´es dans ce chapitre. dans ces condi-
tions, on retrouve un comportement analogue a` celui de la me´thode GN-DORT, a` savoir
une utilisation efficace jusqu’a` un certain niveau de bruit. Cependant, en ce qui concerne
les proble`mes 3D, malgre´ l’utilisation du pre´-conditionnement par DORT, les couˆts calcul
relatifs a` l’e´valuation des de´rive´es semblent trop importants pour que cette me´thode puisse
efficacement rivaliser avec les me´thodes SAR, Gradient Topologique ou Retournement Tem-
porels. On a donc pas persiste´ davantage sur le de´veloppement d’une telle approche pour
l’aspect localisation d’objets.




Le deuxie`me volet de cette the`se consiste en la caracte´risation de milieux die´lectriques a`
partir de mesures. Dans ce chapitre nous allons e´tudier et appliquer sur des exemples, une
me´thode permettant d’identifier les constantes die´lectriques de zones ou d’objets localise´s
dans un milieu connu et, en supposant que les positions de ceux-ci sont aussi parfaitement
connues dans le milieu.
Ce besoin correspond a` des proble`mes de caracte´risation de mate´riaux ou` la ge´ome´trie
est ge´ne´ralement parfaitement connue, ou bien a` la deuxie`me phase d’une strate´gie de loca-
lisation/caracte´risation dans laquelle la localisation des objets a e´te´ effectue´e, par exemple,
a` l’aide des me´thodes e´tudie´es dans le pre´ce´dent chapitre.
Dans ce type de proble`me on n’impose pas de contrainte sur le temps de calcul ne´cessaire
pour obtenir la solution. En effet, les applications vise´es demandent en ge´ne´ral une premie`re
localisation/de´tection rapide permettant de statuer d’un e´tat possible (par exemple, possibi-
lite´ de tumeurs), puis dans une deuxie`me phase suivant la nature des objets trouve´s de ve´rifier
ou non l’e´tat possible (par exemple, nature die´lectrique des objets e´tant de caracte`re tumeur
maligne ou pas). Le proble`me de caracte´risation die´lectrique de cibles s’e´crit alors sous forme
d’un proble`me inverse pour lequel, nous adapterons une me´thode de quasi-Newton.
Dans un premier paragraphe, nous de´crirons le proble`me mathe´matique a` re´soudre et
la me´thode utilise´e pour sa re´solution. Dans un deuxie`me et troisie`me paragraphe, nous
pre´senterons l’application de cette me´thode a` la caracte´risation de mate´riaux a` partir de
mesures SAR pour les be´tons et EMIR pour des mate´riaux de type radoˆmes. Enfin dans
un quatrie`me paragraphe, nous ferons une e´tude d’une re´gularisation de type BV pour des
proble`mes en 2D.
3.2 Formulation du proble`me inverse
Dans ce paragraphe, nous formalisons le proble`me e´lectromagne´tique inverse que nous
devons re´soudre et nous pre´cisons la me´thode utilise´e pour sa re´solution.
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3.2.1 Formulation mathe´matique du proble`me d’identification








EDP (E(ε, σ), H(ε, σ)) = 0,
ou` EDP de´finit l’e´quation de Maxwell dans le domaine temporel ou fre´quentiel, fc est une
fonction de mesure du champ suppose´e au moins C1 par rapport aux variables ε et σ, fmes
de´signe un ensemble de valeurs mesure´es en diffe´rents points de mesure de l’espace. La
notation ‖.‖ correspondra a` la norme L2 dans l’ensemble des formules mathe´matiques de ce
chapitre.
Pour re´soudre ce proble`me nous avons utilise´ une me´thode de Gauss-Newton pour la
minimisation de la fonction couˆt, pour cela, on e´crit
fc(εk+1, σk+1) = fc(εk, σk) +∇fc(εk, σk),
ou` Δεk = εk+1 − εk et Δσk = σk+1 − σk, (εk, σk) et (εk+1, σk+1) repre´sentent deux e´tats
successifs des valeurs recherche´es dans l’e´tape de minimisation. Partant d’un point (ε0, σ0),






EDP (E(εk+1, σk+1), H(εk+1, σk+1)) = 0,






‖fc((εk, σk)) + (∇fc(εk, σk, (Δεk,Δσk))− fmes‖
2 .
sous la contrainte
EDP (E(εk+1, σk+1), H(εk+1, σk+1)) = 0.
Le proble`me de minimisation est donc un proble`me de moindre carre´ ou` la matrice A du
syste`me line´aire conside´re´ est de´finie par la matrice jacobienne de fc :
A = ∇fc(εk, σk),
et le second membre par :
b = fc(εk, σk)− fmes.
La solution ve´rifiant la norme l2 minimale de (Δεk,Δσk) est donne´e par
(Δεk,Δσk) = −A
†b,
ou` A† de´finit la pseudo-inverse. Si nous choisissons comme ope´rateur, l’ope´rateur de Maxwell
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ou`
Ek+1 = E(εk+1, σk+1),
et,
Hk+1 = H(εk+1, σk+1).
Le processus d’optimisation consistera alors a` partir d’un point initial (ε0, σ0), a` l’e´tape k+1 :
1. Evaluer les de´rive´es de fc par rapport a` ε et σ,
2. Evaluer par me´thode de Gauss-Newton les valeurs de εk+1, σk+1 en fonction de εk, σk
et fck ,
3. Evaluer fck+1 en re´solvant les e´quations de Maxwell,
4. Arreˆter le processus si ‖fck+1‖
2 ou si ‖Δεk,Δσk‖ < ε2. ou` nbiter>nbitermax avec ε1,
ε2, nbiter donne´s.
Dans ce processus, on doit a` chaque e´tape e´valuer la fonction couˆt en re´solvant les e´quations
de Maxwell sur le domaine conside´re´. Ceci a un couˆt non ne´gligeable et on ne peut pas a`
priori conside´rer que le processus soit un processus temps re´el d’autant plus que le nombre
d’e´valuation du proble`me de Maxwell n’est pas de´termine´ a` l’avance comme c’est le cas dans
le cadre des me´thodes de localisation que nous avons e´tudie´es. Pour que ce processus soit
parfaitement de´fini, il faut calculer les de´rive´es a` chaque e´tape. Pour cela il existe plusieurs
solutions pour e´valuer les de´rive´es de la fonction j et de fc qui sont :
– l’approche nume´rique de la de´rive´e,
– la diffe´rentiation des e´quations d’e´tat,
– l’utilisation de l’e´tat adjoint.
Approche nume´rique pour l’e´valuation des de´rive´es
Le calcul des de´rive´es par mode`le nume´rique consiste a` e´valuer le gradient de fac¸on appro-
che´e en utilisant les valeurs de la fonction fc aux e´tapes pre´ce´dentes. Pour cela, on utilisera
des me´thodes nume´riques de type me´thode de la se´cante dans le cas d’une optimisation
unidimensionnelle ou me´thode de Broyden dans le cas d’une optimisation multidimension-
nelle. Pour le cas unidimensionnel, le gradient ∇fc(xk) de fc(xk) a` l’e´tape k du processus
d’optimisation ite´ratif est donne´ en fonction des valeurs fc(xk) et fc(xk−1) respectivement a`





Dans le cas multidimensionnel, par un de´veloppement de Taylor a` l’etape k du processus
d’optimisation, on e´crit que :
fc(xk)− fc(xk−1) = ∇fc(xk).(xk − xk−1), (3.1)
ou` fc(x) de´finit ge´ne´ralement une application de R
n → Rm ou` n < m. Une solution a`
l’e´quation 3.1 serait :
∇fc(xk) = (fc(xk)− fc(xk−1).(xk − xk−1)
+ =
(fc(xk)− fc(xk−1)).(xk − xk−1)T
(xk − xk−1)T .(xk − xk−1)
.
Cette solution ne tient pas compte du gradient pre´ce´dent et permet d’avoir entre les gradients
de deux e´tapes conse´cutives trop de diffe´rences et donc des directions de descente diffe´rentes.
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C’est pourquoi, on impose pour la de´termination du gradient de fc a` l’e´tape k, la contrainte








ij de´finit la norme de Frobenius au carre´.
Le proble`me de minimisation 3.2 sous la contrainte 3.1 conduit alors a` la solution pour
le gradient de fc a` l’e´tape k suivante :





ou` Δfc = fc(xk)− fc(xk−1) et Δx = xk − xk−1.
Cette relation constitue la premie`re formule de Broyden. Il existe d’autres formules de
Broyden [Eye96] qui sont base´es sur le meˆme principe que nous n’aborderons pas ici.
Me´thode utilisant la diffe´rentiation des e´quations d’e´tat
Afin d’avoir une meilleure qualite´ sur le gradient calcule´ on peut utiliser les e´quations




























ou` les de´rive´es de f par rapport a` E et H sont facilement calculables. Dans ces conditions il
reste a` calculer les de´rive´es de champ E et H par rapport aux variables ε et σ. En de´rivant
























Connaissant E et H , ces deux syste`mes permettent de calculer les de´rive´es des champs E et













Dans le processus d’optimisation de´taille´ pre´ce´demment, a` chaque e´tape, on connaˆıt les
champs Ek−1 et Hk−1 on peut alors de´duire en re´solvant les 2 syste`mes pre´ce´dents les de´rive´es
de ces champs en k − 1 par rapport a` ε et σ.
Cette me´thode pour calculer la de´rive´e peut eˆtre tre`s inte´ressante lorsqu’on a tre`s peu
de variables a` chercher. Dans le cas ou` on augmente ce nombre, la me´thode devient tre`s
lourde en temps de calcul puisqu’elle demande la re´solution d’un syste`me d’EDP e´quivalent
a` Maxwell a` chaque ite´ration et pour chaque variable d’optimisation.
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Me´thode utilisant l’e´tat adjoint
Avec cette me´thode, on cherche a` calculer les de´rive´es de j sans avoir un important couˆt
de calcul par la re´solution d’un grand nombre de syste`mes d’EDP en plus. Ce n’est donc une
me´thode que l’on va appliquer dans le cadre de la me´thode de Gauss-Newton, mais plutoˆt
dans un processus de quasi-Newton ou` le Hessien est approche´ par une formule de gradient
comme par exemple dans l’approche BFGS. Il apparait toutefois inte´ressant de connaitre le
proce´de´ ; c’est pourquoi, nous allons ici pre´senter le principe de la me´thode.
Par cette approche, on obtient quelque soit le nombre de variables d’optimisation, un
surcouˆt e´quivalent a` la re´solution du syste`me adjoint des e´quations de Maxwell, pour e´valuer









sous la contrainte des e´quations de Maxwell,{
ε∂E
∂t






avec ε = ε0εr pour simplifier les notations. On peut alors de´finir le lagrangien par
























Pour (E,H) obtenus tels qu’ils ve´rifient les e´quations de Maxwell (3.3), on a :
L ((E,H), (E∗, H∗)) = j(ε, σ) ∀(E∗, H∗).








































+∇× E = 0.
Puisque E et H ont e´te´ choisis ve´rifiant (3.3).
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Cette me´thode d’e´valuation des gradients va donc consister a` re´soudre, a` chaque ite´ration
du processus d’optimisation, en plus des e´quations de Maxwell, les e´quations adjointes de










Tous les gradients seront ensuite e´value´s simplement par les formules (3.5) qui ne demandent
pas de calculs supple´mentaires importants.
3.3 Caracte´risation de be´tons
Depuis maintenant quelques anne´es, l’ONERA travaille sur l’e´tude des be´tons avec le la-
boratoire LMDC de ge´nie civil de l’INSA. L’apport de ce partenariat consiste essentiellement
sur les aspects mode´lisation e´lectromagne´tique autour d’un moyen de mesure de type SAR
dont dispose le LMDC. En effet, pour la surveillance des ouvrages et plus particulie`rement
de la corrosion des be´tons arme´s, le LMDC s’est dote´ d’un syste`me radar lui permettant
de faire des diagnostics sans de´te´rioration de l’ouvrage. Ce dispositif permet aussi bien la
visualisation des ferrailles dans le be´ton que la mesure de constante de vitesse dans celui-ci.
A partir de ces mesures de vitesse on peut connaˆıtre la nature die´lectrique du be´ton et donc
sa concentration en eau et en sel. Ceci donne alors une cartographie de zones a` risques de
corrosion dans le be´ton. Le syste`me de mesure est constitue´ de deux antennes GSSI (e´met-
trice et re´ceptrice) pose´es sur l’ouvrage pour diminuer les proble`mes de re´flexion. Durant
une mesure de vitesse des ondes dans le milieu, on fait glisser l’antenne re´ceptrice sur le
corps d’ouvrage pour relever des valeurs de champs temporelles en plusieurs points, alors
que l’antenne e´mettrice reste fixe.
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Une premie`re e´tude dans le cadre du projet RGCU et du travail de the`se de Gilles
Klysz[Kly04] nous avait permis de proposer un mode`le nume´rique de l’antenne et de l’expe´-
rience en accord avec les mesures effectue´es. A partir de ce mode`le, le LMDC a pu affiner
ses connaissances sur la propagation des ondes a` travers le be´ton et commencer a` caracte´ri-
ser des be´tons homoge`nes par comparaison mesures/simulations avec diffe´rentes valeurs de
permittivite´ et de conductivite´ e´lectriques. Dans cette nouvelle e´tude propose´e dans le cadre
du projet SENSO, nous e´tudions la mise en place d’un outil d’inversion permettant de de´-
terminer les valeurs die´lectriques du be´ton de manie`re plus efficace que par essais successifs.
On propose pour cela de formaliser le proble`me de caracte´risation sous forme d’un proble`me
inverse pour lequel un processus d’optimisation sera e´tudie´ et mis en place, tout d’abord sur
des e´chantillons de be´ton suppose´s homoge`nes, puis sur des e´chantillons dont la permittivite´
et la conductivite´ varieront en fonction de la profondeur.
On pre´sente les mode`les nume´riques 3D et 2D propose´s pour approcher les donne´es ex-
pe´rimentales. Ensuite, on formalise le proble`me inverse et on donne un ensemble de re´sultats
obtenus sur diffe´rents e´chantillons de be´ton avec donne´es mesure´es. Enfin, une troisie`me par-
tie met en jeu un troisie`me parame`tre d’optimisation qui est le temps t0 de de´clenchement
de l’impulsion sur l’e´lectronique. Ce temps correspond au temps initial d’enregistrement des
donne´es mesure´es et n’est pas facilement accessible dans l’expe´rience. On propose donc de
conside´rer ce parame`tre comme une inconnue supple´mentaire au proble`me. Dans cette der-
nie`re partie, un mode`le sera propose´ pour tenir compte de ce nouveau parame`tre et des
premiers re´sultats d’optimisation seront donne´s.
3.3.1 Mode`les nume´riques
La premie`re e´tape dans la mode´lisation a e´te´ de proposer un mode`le nume´rique qui puisse
repre´senter les mesures effectue´es. Pour cela, on ne disposait pas de plan de l’antenne SAR
ni des circuits ou composants constituant celle-ci. La ge´ome´trie de l’antenne a d’abord e´te´
repre´sente´e a` partir de donne´es visuelles [Kly04]. Par taˆtonnement, la source et les mate´riaux
die´lectriques constituant le mode`le nume´rique de l’antenne a ensuite e´te´ de´fini, en fonction
des diagrammes de rayonnement mesure´s et simule´s en espace libre. Le mode`le final d’antenne
propose´ de´finit alors un mode`le virtuel qui donne des re´sultats analogues aux mesures dans
le secteur angulaire qui nous inte´resse. L’approche nume´rique a e´te´ re´alise´e par un mode`le
FDTD [TH00] que l’on a pre´ce´demment de´crit.
Approche 3D
L’expe´rience mene´e sur un e´chantillon de be´ton (figure 3.1) a tout d’abord e´te´ mode´lise´e
en trois dimensions par un code de calcul diffe´rences finies dans le domaine temporel durant
l’e´tude RGCU [Fer03] et la the`se de G. Klysz [Kly04].
Cela nous a conduit a proposer le mode`le d’antenne repre´sente´ sur la figure 3.2. Dans ce
mode`le, le ge´ne´rateur source est repre´sente´ par un ge´ne´rateur de tension de forme gaussienne
positionne´ entre les deux papillons de l’antenne e´mettrice sur une maille avec une re´sistance
prise a` 80Ω. La cavite´ me´tallique de l’antenne est ensuite remplie de 2 mousses absorbantes
dont les valeurs sont donne´es par :
- mousse colle´e aux parois de la cavite´ : εr = 1., σ = 1.
- mousse sous l’antenne : εr = 1., σ = 0.1
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Fig. 3.2 – Mode`le nume´rique de l’antenne
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A l’aide de ce mode`le, plusieurs configurations ont e´te´ simule´es [Kly04] sur be´ton sec
et humide permettant de valider celui-ci [KFBL06]. A titre d’exemple, la figure 3.3 montre
une comparaison entre mesures et calculs en 1 point localise´ sur une ligne passant par les
centres des antennes, a` 15.9cm de l’antenne d’e´mission, comme indique´ sur la figure. Cette
comparaison de calcul a` e´te´ effectue´e en conside´rant un e´chantillon de be´ton sec. On note sur







Fig. 3.3 – Comparaison mesures/calculs en utilisant un mode`le 3D
Approche 2D
Le mode`le nume´rique 3D propose´ fournit une bonne repre´sentation des mesures et permet
de mode´liser la propagation de l’onde dans le be´ton a` partir du dispositif de mesure. On
peut entre-autre analyser cette propagation suivant la nature du be´ton (teneur en eau et
sel). Cependant, une telle mode´lisation est plutoˆt couˆteuse en temps (de l’ordre de quelques
heures sur un PC (pentium 4)) et en me´moire (taille des mailles du maillage de quelques
millime`tres pour un e´chantillon de 1m). Dans le contexte d’une inversion, cela va entraˆıner
un couˆt tre`s important. Dans cette optique, on a donc propose´ un mode`le nume´rique 2D
simplifie´ de l’antenne et du proble`me physique.
En ne conside´rant que des mesures effectue´es dans un plan vertical traversant l’axe de
l’antenne, on propose de choisir un mode`le 2D ou` l’antenne dipoˆle e´pais sera remplace´e
par un point source. Les diffe´rentes mousses absorbantes situe´es a` l’inte´rieur de l’antenne
sont conserve´es avec les meˆmes caracte´ristiques die´lectriques. La figure 3.4 repre´sente le
mode`le 2D propose´. Du point de vue du formalisme, on prend le mode TM des e´quations
de Maxwell ou` la composante Ez du champ e´lectrique correspond a` la source injecte´e et aux


























Ez(t = 0) = 0
Hx(t = 0) = Hy(t = 0) = 0
(3.7)




Fig. 3.4 – Mode`le nume´rique 2D de l’antenne
Apre`s comparaison avec des re´sultats de simulation 3D et des mesures, on obtient un
mode`le nume´rique 2D rendant bien compte de l’expe´rience sur les premiers temps d’obser-
vation. Par la suite, un de´calage se produit sur les signaux. Ceci n’est en aucun cas geˆnant
pour le proble`me d’inversion puisqu’on retrouve dans ces premiers temps la partie propa-
gative de l’onde dans le mate´riau depuis la source aux points de mesure. On a donc dans
cette information les parame`tres de vitesse (permittivite´) et d’amortissement (conductivite´)
des signaux dans le milieu et dans le processus d’inversion on se limite donc a` une plage de
temps plus restreinte. La figure 3.5 repre´sente une comparaison 2D/3D sur donne´es simule´es
en utilisant un e´chantillon avec les meˆmes caracte´ristiques die´lectriques dans les deux simu-
lations. On note sur cette figure la bonne corre´lation des re´sultats et donc la pertinence du
mode`le 2D par rapport au mode`le 3D a` simuler le proble`me physique.












comparaison 2D/3D (point  15.9cm)
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Fig. 3.5 – Comparaison 2D/3D de simulation
Apre`s avoir conforte´ ce mode`le 2D par rapport a` d’autres donne´es expe´rimentales que
l’on avait a` disposition, on a conclu que l’on pouvait commencer a` travailler pour le proble`me
inverse sur une approche 2D qui est suffisamment proche de la re´alite´.
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3.3.2 Formulation du proble`me inverse
Formulation mathe´matique
A partir de l’approche 2D pre´ce´dente, pour de´terminer les valeurs de permittivite´ et de
































Ez(t = 0) = 0,
Hx(t = 0) = Hy(t = 0) = 0.
(3.9)
Dans ce proble`me, fc de´finit une fonction de E et de H suppose´e continue et de´rivable par
rapport aux variables ε et σ et fmes de´finit un ensemble de n valeurs mesure´es en diffe´rents
points de l’espace.
Me´thode d’optimisation : me´thode de Gauss-Newton
Pour re´soudre le proble`me inverse (3.8-3.9) que l’on se pose, on va utiliser une approche
de type Gauss-Newton, comme de´crite pre´ce´demment dans le premier paragraphe. Dans le
processus ite´ratif d’optimisation de Gauss-Newton, on a choisi d’e´valuer les gradients de
manie`re nume´rique pour en limiter les couˆts. En effet, ce calcul est moins pre´cis mais ne
demande pas la re´solution supple´mentaire d’autres syste`mes de Maxwell.
Adaptation des donne´es mesure´es au processus d’optimisation
Les donne´es obtenues dans l’expe´rience correspondent aux champs pris en une quinzaine
de points (localise´s de 15.9cm a` 25.9cm de la source) sur un e´chantillon temporel de 5ns.





ou` Ez de´finit la composante z du champs e´lectrique prise aux points de mesures pour tous
les temps.
Le calcul des champs e´lectrique E et magne´tique H s’effectuera a` l’aide des e´quations de
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Les inconnues ε et σ seront limite´es respectivement sur les intervalles [1, 15] et [0, 0.1] qui
correspondent a` la plage possible des valeurs die´lectriques d’un be´ton.
Comme on l’a signale´ au paragraphe 3.2.1, l’e´valuation des gradients de fac¸on directe
en de´rivant le syste`me pre´ce´dent conduirait a` la re´solution de 2 syste`mes d’e´quations aux
















































































a` chaque instant, pour pouvoir ite´rer dans le
temps par un sche´ma de re´solution explicite donc couˆteux en me´moire. La solution est aussi
couˆteuse en temps car il faut re´soudre inde´pendamment chaque syste`me d’e´quations lie´ a`
chaque de´rive´e. Dans un premier temps, on a donc pre´fe´re´ choisir, pour e´valuer les gradients,
d’approximer ceux-ci a` l’aide de la me´thode de Broyden comme indique´ au paragraphe 2,
qui donne comme valeur approche´e du gradient jk+1 a` l’e´tape k+1, en fonction du gradient
Jk a` l’e´tape k :
Jk+1 = Jk +
ΔFk.Δx
T











Diffe´rents calculs ont ensuite e´te´ mene´s en utilisant les de´rive´es par diffe´rentiation et par
formule de Broyden. Ces calculs n’ont pas montre´ d’avantages significatifs dans le processus
de convergence a` prendre des de´rive´es exactes. On a donc opte´ dans l’approche Gauss-Newton
pour les formules de Broyden.
Si on re´sume le proce´de´ ite´ratif de re´solution du proble`me inverse pose´, on a :
1) Choix d’un ε et σ de de´part.
2) Evaluation des champs E et H en re´solvant les e´quations de Maxwell par un code
diffe´rences finies temporel et e´valuation de la fonction e´cart Fc = ‖Ez(ε, σ)− Emes‖2
3) Si Fc = 0 alors arreˆt.
Sinon
3-1) Evaluation des gradients en utilisant la formule de Broyden.
3-2) Evaluation des nouveaux ε et σ en re´solvant le syste`me aux moindres carre´s.
3-3) Incre´menter le nombre d’ite´rations et, si ce nombre est infe´rieur a` une limite,
rede´marrer le processus a` partir de l’e´valuation des champs et de la fonction e´cart Fc, c’est-
a`-dire au point 2) avec les nouvelles valeurs de ε et de σ.
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Re´sultats obtenus et ame´liorations
La me´thode de´finie pre´ce´demment a tout d’abord e´te´ e´tudie´e sur des donne´es simule´es
puis sur des donne´es mesure´es. De l’ensemble des tests effectue´s, on a pu en de´duire que la
convergence de la me´thode vers un optimum global de´pendait fortement du choix du point
initial. Le puits de convergence semblait aussi eˆtre peu large. Pour essayer de comprendre
ce qui se passait, nous avons trace´ les courbes de variations de la fonction couˆt en fonction
de la conductivite´ σ et de la permittivite´ ε pour, respectivement, une valeur de permittivite´
et de conductivite´ fixe´e. Les figures 3.6 et 3.7 representent ces deux variations.
















Variation de la fonction cout  pour sigma fixe a 0.05
Fig. 3.6 – Variation de la fonction couˆt en fonction de la permittivite´ pour une valeur de
conductivite´ fixe´e












variation de la fonction pour epsilon=7 fixe
Fig. 3.7 – Variation de la fonction couˆt en fonction de la conductivite´ pour une valeur de
permittivite´ fixe´e
On note sur ces figures que la variation de la fonction couˆt en fonction de la conductivite´
est tre`s lisse quelque soit le point initial choisi, il n’y aura pas de proble`mes de convergence.
Par contre, la variation de la fonction couˆt en fonction de la permittivite´ est non line´aire,
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on note en particulier plusieurs minimas locaux. Il est alors difficile d’obtenir le minimum
global si on part de n’importe quelle valeur de de´part. De plus nous retrouvons le fait que le
puits d’attraction est assez e´troit.
A la vue de ces deux courbes, nous nous sommes alors inte´resse´s aux me´thodes d’optimi-
sation dites globales. Ces me´thodes permettent une recherche plus approprie´e de l’optimum
global, mais sont beaucoup plus couˆteuses et ne garantissent pas force´ment une convergence.
Plus particulie`rement, sur notre proble`me, on a utilise´ la me´thode dite de la cible en raison
de domaines d’admissibilite´ pour les solutions relativement restreints.
3.3.3 Me´thode d’optimisation globale : me´thode de la cible
Le proble`me consiste a` chercher un couple d’inconnue dans un intervalle de valeurs donne´.
Pour cela, l’algorithme de la me´thode consiste a` :
1. de´finir une grille carte´sienne sur chaque intervalle lie´ aux inconnues en se fixant un pas
de discre´tisation arbitraire ;
2. e´valuer en chaque point ainsi de´fini la valeur de la fonction couˆt ;
3. de´terminer le point ou` la fonction couˆt est minimale ;
4. si la fonction couˆt est nulle ou constante par rapport au point minimal pre´ce´dent alors
arreˆt sur ce point
5. sinon, prendre les points autour du point minimal et rede´finir un nouvel intervalle de
recherche, puis aller en 3.
Cet algorithme est tre`s couˆteux en temps car il ne´cessite beaucoup d’e´valuations de la
fonction couˆt. De plus, suivant le pas de discre´tisation choisi, on peut comple`tement manquer
le minimum global et choisir un intervalle sur lequel il ne se trouve pas. En utilisant une
grille suffisamment fine, on a cherche´ les variations de la fonctions couˆt en conside´rant les
deux parame`tres variant a` la fois pour plusieurs configurations d’e´chantillons. On obtient
alors des courbes analogues en termes de forme a` la figure 3.8.
Fig. 3.8 – Variations de la fonction couˆt en fonction de (ε, σ)
Sur cette figure, on peut constater que les deux variables sont quasiment inde´pendantes
en ce qui concerne la forme de la courbe. On pourrait donc envisager d’optimiser sur l’une
puis sur l’autre. En fait, on a plutoˆt pense´ faire une recherche ”semi-globale” sur ε, puis
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en utilisant la me´thode de Gauss-Newton, faire une optimisation sur les deux variables.
La premie`re recherche s’effectue pour une valeur moyenne de σ = 0.05. On e´value dans
cette approche environ une quinzaine de fois la fonction couˆt (on cherche ε ∈ [1, 15]. En
prenant un pas de 1, on s’aperc¸oit que cela est ge´ne´ralement suffisant) afin de de´terminer
une valeur initiale pour ε. En ce qui concerne la valeur initiale de σ, on peut choisir une
valeur quelconque dans [0, 0.1].
En utilisant cette strate´gie, a` moindre couˆt, on obtient un bon point initial pour la
me´thode de Gauss-Newton qui converge ensuite en peu d’ite´rations. La figure 3.9 repre´sente
les courbes de convergence pour une configuration avec donne´es mesure´es.
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Variation de la conductivite












Fig. 3.9 – Courbes de convergence
D’autres tests ont aussi e´te´ effectue´s sur d’autres e´chantillons avec donne´es mesure´es.
Les tableaux 3.1 et ?? re´capitulent les re´sultats obtenus. Nous n’avons pas dans ce cas les
donne´es exactes pour chaque e´chantillon car il est tre`s difficile de les mesurer. Toutefois, on a
pu caracte´riser ces e´chantillons grossie`rement la permittivite´ de ces e´chantillons en mesurant
des coefficients de re´flexions sur chacun. On obtient alors pour ce parame`tre des valeurs tout
a` fait comparables a` celles obtenues par le processus d’inversion. trouve alors
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Echantillon Eps Sig fonction couˆt
ix2 7.45 5.16e-2 12.184
ixAncien 7.97 9.06e-2 9.7
viii2 5.86 4.01e-2 15.8
viiiAncien 7.99 5.43e-2 11.6
x2 7.01 5.06e-2 12.6
xi2 6.84 5.1e-2 12.1
xiAncien 7.63 6.06e-2 8.8
xiii2 5.9 4.1e-2 15
xiv2 6.72 4.92e-2 14.7
xvi2 6.41 3.66e-2 16.2
Tab. 3.1 – Valeurs optimise´es
sample ε computed measured ε σ computed σ measured
B40-1 6.41 5.15 3.e-2 2.8e-2
B40-2 7.01 6.38 5.e-2 5.e-2
B40-3 7.45 6.57 6.e-2 5.5e-2
B40-4 7.97 7.97 8.e-2 7.8e-2
B25-1 5.9 4.94 2.e-2 2.5e-2
B25-2 6.72 5.71 4.e-2 4.1e-2
B25-3 6.84 6.59 5.e-2 5.2e-2
B25-4 7.99 7.88 9.e-2 7.6e-2
B25-5 8.3 8.39 10.e-2 8.5e-2
Tab. 3.2 – simulations versus measurements.
Conclusion
La me´thode de Gauss-Newton propose´e pour e´valuer les parame`tres de permittivite´ et
de conductivite´ a` partir de mesures s’ave`re eˆtre un outil efficace lorsque celui-ci part d’un
point initial se trouvant dans le domaine d’attraction du minimum. Cependant, on a pu
remarquer qu’il e´tait difficile de de´finir un bon point de de´part a` cause de la non line´arite´
de la fonction couˆt par rapport au parame`tre de permittivite´. Le fait que l’on cherche des
parame`tres dans des intervalles de valeurs borne´s nous a alors permis de proposer, pour
de´terminer une valeur initiale de permittivite´, un de´coupage en une quinzaine de valeurs
de l’intervalle lie´ aux permittivite´s afin d’obtenir une variation grossie`re de la fonction et
donc de choisir la valeur de permittivite´ approprie´e. Graˆce a` ce pre´-traitement raisonnable
en temps de calcul, la me´thode de Gauss-Newton converge alors rapidement vers la solution.
Une difficulte´ supple´mentaire dans l’utilisation de donne´es mesure´es, dans les donne´es
mesure´es, nous ne connaissons pas exactement le temps initial t0 de la mesure ni le coefficient
d’amplitude des signaux mesure´s. Ces deux parame`tres ont e´te´ dans cette premie`re partie
pre´-traite´s et suppose´s connus. Mais si le coefficient d’amplitude peut eˆtre assez facilement
e´value´ sans perturber les valeurs de conductivite´ et de permittivite´ cherche´es (puisqu’il s’agit
d’un coefficient line´aire sur toute la plage de temps du signal mesure´), il n’en est pas de meˆme
pour le temps t0. En effet, suivant la valeur prise pour celui-ci, on aura une modification
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notable des coefficients recherche´s et en particulier celui lie´ a` la permittivite´. On a donc
envisage´ la possibilite´ d’introduire celui-ci comme inconnue supple´mentaire dans le processus
d’optimisation.
3.3.4 Prise en compte du temps initial t0 lie´ a` la mesure
Dans ce chapitre, on de´crit le mode`le mathe´matique utilise´ pour prendre en compte le
temps initial de la mesure, puis on applique un processus de Gauss-Newton pour re´soudre le
proble`me d’optimisation conside´re´. Afin de de´finir un bon point initial, on de´finit une strate´-
gie, puis on donne sur un exemple les courbes de convergence pour les diffe´rents parame`tres
obtenus.
Mode`le mathe´matique
La prise en compte du temps initial de mesure t0 dans le proble`me inverse que l’on s’est





‖Ez(x, t + t0)−Emes(x, t)‖
2, (3.12)
sous la contrainte de ve´rification des e´quations de Maxwell pour les champs e´lectromagne´-
tiques.
Dans ce formalisme on suppose que le temps t0 ∈ [0, tmax] ou` tmax de´finit le temps de
retard maximum et est estime´ de l’ordre de 3.10−10s dans nos applications.
En ce qui concerne le processus d’optimisation, on adapte l’algorithme de Gauss-Newton
pre´ce´demment utilise´ pour prendre en compte une troisie`me variable. Notamment, on peut
e´valuer la de´rive´e de la fonction par rapport a` t0 avec la meˆme approche que pour les autres :
c’est-a`-dire par une formule de type Broyden ou bien par diffe´rences divise´es puisque la
variation en t0 correspond a` un de´calage dans le temps et ne ne´cessite pas une re´-e´valuation














L’application de la me´thode de Gauss-Newton a` partir de n’importe quel point initial
pris sur l’intervalle des solutions admissibles ne converge pas vers la solution optimale. On a
en effet les meˆmes proble`mes que dans le cas des deux parame`tres (ε, σ). On trace alors une
cartographie de la fonction couˆt par rapport aux diffe´rents parame`tres et on obtient pour
tous les e´chantillons teste´s des courbes similaires a` celle de la figure 3.10 donne´es pour un
e´chantillon.
Dans ces figures ou` chaque courbe repre´sente la variation de la fonction couˆt par rapport
a` (t0, ε) pour un σ fixe´, on note qu’il y a de´pendance entre t0 et ε alors que par rapport a`
σ on peut conside´rer que l’on a inde´pendance. Dans ces conditions, on cherche tout d’abord
a` optimiser sur (ε, t0) pour une valeur de σ fixe´e (0.05 par exemple) puis a` l’aide du point
trouve´, on initialisera le processus d’optimisation a` trois variables. En ce qui concerne la
recherche d’un point initial pour le couple (t0, ε), on note que par un processus de type
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Fig. 3.10 – Variation de la fonction couˆt suivant les diffe´rents parame`tres (t0, ε) pour trois
σ diffe´rents.
Gauss-Newton, on arrive assez facilement a` trouver une solution optimale pour un σ fixe´.
La figure 3.11 montre les courbes de convergence obtenues pour un e´chantillon. Ces courbes
sont assez repre´sentatives des autres e´chantillons dont on dispose.
A l’aide des valeurs de´termine´es pour (ε, t0) et d’une valeur σ = 0, on peut initialiser le
processus d’optimisation sur les 3 parame`tres. La figure 3.12 pre´sente pour le meˆme e´chan-
tillon que l’exemple pre´ce´dent, les courbes de convergence de la me´thode. On peut noter
que l’on trouve, par rapport a` une optimisation uniquement sur (ε, σ), des valeurs un peu
diffe´rentes, mais avec une fonction couˆt qui est infe´rieure. Les variations les plus importantes
sont naturellement sur la variable ε. On note en particulier sur cet exemple l’importance du
temps t0. En traitant d’autres exemples, malgre´ la de´termination d’un point initial dans un
domaine d’attraction, il faut noter que le processus de Gauss-Newton mis au point pre´sente
encore dans certains cas des difficulte´s de convergence. Nous pensons que ceci peut provenir
du fait que le Hessien soit mal pris en compte dans le processus et que celui-ci, trop global,
peut sortir du domaine d’attraction. On envisage dans la suite d’imple´menter une me´thode
de type quasi-Newton dans laquelle le gradient sera calcule´ de fac¸on exacte (diffe´rentiation
des e´quation ou e´tat adjoint) et le Hessien approche´ par une formule de type Broyden.
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Fig. 3.11 – Convergence en nombre d’ite´rations de ε, t0 et de la fonction couˆt.
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Fig. 3.12 – Convergence en nombre d’ite´rations de ε, t0, σ et de la fonction couˆt dans le
processus d’inversion a` 3 parame`tres.
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3.4 Caracte´risation d’e´chantillon de mate´riaux die´lec-
triques par me´thode EMIR
Depuis maintenant plusieurs anne´es, le laboratoire L3C de l’ONERA a mis au point
une me´thode de mesure de champs e´lectromagne´tiques base´e sur une technique de thermo-
graphie infrarouge, de´signe´e par me´thode EMIR (ElectroMagne´tique InfraRouge) [LBD92].
L’utilisation de cette me´thode en controˆle non destructif consiste a` illuminer par une onde
monochromatique un objet et a` relever, sous forme de cartographies en diffe´rents points de
l’espace, un ensemble de valeurs proportionnelles a` l’amplitude du champ e´lectrique total en
pre´sence de l’objet. Pour effectuer ces mesures, on utilise des films photo-thermiques et une
came´ra infrarouge. Pour l’instant les films utilise´s sont isotropes et ne permettent pas de
diffe´rencier les composantes de champs mesure´es : on obtient une amplitude proportionnelle
au carre´ des composantes des champs tangentielles au film, ce dernier n’e´tant pas sensible
a` la composante normale. Un des avantages de cette me´thode dans le cadre de la re´solution
de proble`mes inverses est la possibilite´ d’effectuer en une seule fois un nombre important
de mesures. Ne´anmoins, l’inconve´nient majeur actuel de la me´thode est duˆ au fait qu’on ne
dispose pas d’une mesure de la phase.
Dans ce paragraphe, on va appliquer et adapter la me´thode d’inversion propose´e au
paragraphe 2.7 a` la caracte´risation de mate´riaux a` partir de donne´es EMIR. Pour cela on
pre´sentera tout d’abord la me´thode EMIR et la prise en compte des mesures EMIR dans
le processus d’optimisation, puis on appliquera le processus d’inversion sur des e´chantillons
ou` la localisation des de´fauts a` quantifier est connue au pre´alable. Nous donnerons aussi un
exemple ou` on ne connaˆıt rien sur la localisation du de´part.
3.4.1 Me´thode Emir
Dans ce paragraphe, on pre´sente la me´thode EMIR et on montre aussi comment a` partir
d’une cartographie de mesures riches en nombres de points (128×256), on e´chantillonne
celle-ci, pour obtenir sur une grille, un sous-ensemble restreint de valeurs compatibles avec
le processus d’optimisation et dont le nombre reste important (30×30). Une premie`re prise
en compte de ces mesures dans le processus d’optimisation est alors propose´e ainsi qu’un
certain nombre de voies d’investigation possibles pour ame´liorer cette prise en compte.
3.4.2 Rappel du principe de la me´thode EMIR
Rappelons pour me´moire que la thermographie infrarouge est une technique radiome´-
trique permettant d’analyser le rayonnement propre infrarouge d’une sce`ne. Ce rayonnement,
pour peu que l’e´missivite´ des objets constituant la sce`ne soit connue, permet de connaˆıtre
la tempe´rature en chaque point. Les avantages de la technique sont qu’elle est sans contact,
que l’on peut travailler a` grandes distances et tre`s rapidement, et qu’elle fournit un grand
nombre de mesures.
La thermographie photothermique, ou stimule´e, consiste a` observer avec une came´ra in-
frarouge un objet recevant des photons et sie`ge d’une conversion photon-chaleur. La mesure
de la distribution de tempe´rature superficielle de l’objet par thermographie infrarouge per-
met alors, et sous certaines conditions, d’identifier la re´partition des photons incidents. Ces
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photons peuvent en particulier se situer dans le domaine des micro-ondes (cas de la me´thode
EMIR). On a alors une mesure de la distribution spatiale de l’intensite´ du champ e´lectro-
magne´tique.
Pour effectuer une me´trologie simple du champ e´lectromagne´tique, on dispose d’un cap-
teur consistant en un film mince dont les proprie´te´s e´lectriques (ou magne´tiques) ont e´te´
choisies de fac¸on a` transformer une partie du champ incident en chaleur. L’e´paisseur du film
est tre`s faible (quelques dizaines de microns), de fac¸on a` limiter la conduction late´rale de la
chaleur dans le film re´cepteur, ce qui ame´liore la re´solution spatiale et le temps de re´ponse.
Son e´missivite´ est choisie de fac¸on a` maximiser l’e´nergie infrarouge rec¸ue par la came´ra in-
frarouge.
L’application de la me´thode EMIR en e´lectromagne´tisme est base´e sur le fait qu’un
mate´riau absorbant un champ e´lectromagne´tique (E, H) produit un e´chauffement lie´ a` la
puissance absorbe´e par l’e´chantillon. La densite´ volumique de puissance absorbe´e par l’e´chan-








2 + ωμ′′H2), (3.14)
σ de´finit la conductivite´ du mate´riau, ε = ε′− iε′′ sa permittivite´ complexe et μ = μ′− iμ′′ sa
perme´abilite´ complexe. E2 et H2 repre´sentent les modules au carre´ des champs e´lectromagne´-
tiques absorbe´s par le mate´riau. L’e´chauffement de´pend de cette puissance mais e´galement
des proprie´te´s thermiques du mate´riau et des transferts de chaleur avec le milieu exte´rieur
(effets de conduction et de convection).
Dans la me´thode EMIR, on associe a` l’objet, un film photothermique de faible e´paisseur
(< 50μm) ou` l’on mesure a` l’aide d’une came´ra infrarouge, un e´chauffement, afin de mini-
miser les effets thermiques parasites. Dans le cas du film, le milieu ne posse`de pas de terme
en μ′′ et donc la puissance ne de´pend que du module du champ e´lectrique.
Les diffe´rentes possibilite´s de conditions expe´rimentales pour effectuer les mesures sont :
- la me´thode directe (figure 3.13) dans laquelle on illumine directement l’e´chantillon et
l’on mesure la puissance directement absorbe´e par l’e´chantillon sans film photother-
mique, a` l’aide d’une came´ra place´e dans la direction oppose´e a` la source par rapport
a` l’e´chantillon. Cette me´thode n’est pas tre`s efficace car l’e´chauffement mesure´ de´pend
davantage des proprie´te´s thermiques du mate´riau que des champs e´lectromagne´tiques
absorbe´s par celui-ci. Cette me´thode n’a donc pas e´te´ exploite´e ;
- la me´thode du film par transmission (figure 3.14) dans laquelle les conditions d’illumi-
nation et de localisation de la came´ra sont les meˆmes que pour la me´thode directe, mais
cette fois, l’e´chauffement est releve´ au niveau d’un film photothermique de faible e´pais-
seur. En utilisant un film, on adapte celui-ci de fac¸on a` minimiser les effets thermiques
parasites. Contrairement a` la me´thode directe, l’image thermographique reproduit cette
fois-ci le champ total en pre´sence de l’e´chantillon ;
- la me´thode du film par re´flexion (figure 3.15) dans laquelle la came´ra est place´e non
plus du coˆte´ oppose´ a` la source mais du meˆme coˆte´. Pour le reste les conditions expe´-
rimentales sont identiques a` la me´thode du film par transmission ;
- la me´thode interfe´rome´trique (figure 3.16) dans laquelle on place deux sources dia-
me´tralement oppose´es par rapport a` l’objet permettant de mesurer sur un film pho-
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tothermique, une amplitude mais aussi une pseudo phase scalaire du champ total en
pre´sence de l’objet. Cette me´thode est base´e sur la mesure de l’intensite´ I du champ
e´lectromagne´tique produit par l’interfe´rence de deux champs E1 et E2 en phase et a`
polarisation rectiligne. Dans le cas ou` ceux-ci pre´sentent deux composantes (E1x, E1y)
et (E2x, E2y) dans le plan (x, y) perpendiculaire a` l’axe de propagation z, l’intensite´ I
est donne´e par :
I = ‖E1‖
2 + ‖E2‖
2 + 2.(E1xE2x + E1yE2y).cos(φ),
ou` φ est la phase.
De cette e´quation, on tire l’expression :
cos(φ) =
I − ‖E1‖2 − ‖E2‖2
2.(E1xE2x + E1yE2y)
.
Dans le cas ou` les ondes sources ne comportent qu’une seule composante, par exemple,
suivant l’axe x, l’expression pre´ce´dente s’e´crit :
cos(φ) =
I − ‖E1‖2 − ‖E2‖2
2.E1xE2x
,
avec ‖E1‖2 = E21x et ‖E2‖
2 = E22x.
Il est alors possible de connaˆıtre, en mesurant I, ‖E1‖2 et ‖E2‖2, la valeur de cos(φ)
et d’en de´terminer la valeur exacte de la phase φ. Ce n’est pas le cas lorsque les deux
champs posse`dent deux composantes. En effet ce dernier cas ne´cessite la connaissance







Fig. 3.13 – Me´thode de mesure directe
Pour ces diffe´rentes configurations expe´rimentales, plusieurs types de fonctionnement sont
possibles :
- en re´gime continu de la source, la tempe´rature d’e´quilibre du film re´cepteur est propor-
tionnelle a` l’intensite´ du champ e´lectromagne´tique a` mesurer, entache´e des phe´nome`nes
thermiques parasites tels que la convection et la conduction ;
- en re´gime module´, on module l’amplitude du champ incident et l’on effectue une ima-
gerie avec de´tection synchrone nume´rique par rapport a` cette modulation. Cette tech-
nique permet de s’affranchir des phe´nome`nes parasites du re´gime continu et ame´liore

























Fig. 3.16 – Me´thode interfe´rome´trique
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la re´solution spatiale. L’amplitude locale mesure´e est ainsi plus fide`le a` l’intensite´ du
champ e´lectromagne´tique a` mesurer ;
- en re´gime impulsionnel, il est e´galement possible de relier l’e´chauffement local du film
a` la densite´ d’e´nergie de´pose´e pendant l’impulsion par le champ e´lectromagne´tique et a`
son intensite´ moyenne durant l’impulsion. Les avantages de ce type de fonctionnement
sont identiques a` ceux de la me´thode module´e. Cette technique n’a pas encore e´te´ mise
en pratique.
3.4.3 Banc de mesure EMIR
La figure 3.17 pre´sente le banc de mesure EMIR.
            
Fig. 3.17 – Banc de mesure EMIR.
Le banc est constitue´ de deux antennes, d’un film photothermique et d’une came´ra infra-
rouge. Un support permet de tenir me´caniquement le film photothermique. L’alignement des
antennes et du film se fait a` l’aide d’un faisceau laser permettant ainsi une grande pre´cision.
Ce banc peut-eˆtre utilise´ avec une ou deux antennes ellipso¨ıdales permettant une zone
d’onde quasi plane de diame`tre 8 cm telle que le montrent les profils verticaux des cartogra-
phies infrarouges obtenues par la me´thode EMIR (figure 3.18). Il est destine´ a` des mesures
de champ pre´cises sur des objets relativement petits en vue de proble`mes de controˆle non
destructif ou de recherche de valeurs de die´lectriques par proble`mes inverses. Pour des objets
de dimensions plus grandes (radoˆmes par exemple), les mesures devront eˆtre re´alise´es en
chambre ane´cho¨ıque. Le banc est aussi pourvu d’une table de de´placement (x, y), visible sur
la figure 3.17, qui permet le positionnement des objets par rapport a` la tache quasi plane de
champ incident.
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Fig. 3.18 – Diagramme de rayonnement d’une antenne ellipso¨ıdale utilise´e sur le banc EMIR,
en amplitude et en phase
3.4.4 Films photothermiques
L’effort concernant les films photothermiques [LLrs] porte sur deux points qui sont :
- la re´alisation d’un film isotrope, c’est-a`-dire sensible aux composantes de champs tan-
gentes a` son plan, de grandes dimensions ;
- l’e´tude de faisabilite´ de films anisotropes sensibles a` une seule composante.
En ce qui concerne le film isotrope, il a e´te´ re´alise´ un film d’e´paisseur 25μm, de largeur
1m sur une longueur de 40m en rouleau. Ce film est constitue´ d’un support kapton sur lequel
on de´pose sous vide une couche me´tallique dont les proprie´te´s sont telles que le film puisse
absorber 20% de la puissance incidente, ne re´fle´chir que 2% de celle-ci et en transmettre 78%.
L’uniformite´ du film a e´te´ e´tudie´e dans la gamme de 8-12GHz. Pour cela, quatre e´chantillons
ont e´te´ pre´leve´s sur la largeur du film et teste´s dans un guide d’onde Bande X pour la
plage de fre´quence 8-12GHz. Les re´sultats sont pre´sente´s sur les figures 3.19 et 3.20. La
            
Fig. 3.19 – Permittivite´ du film isotrope.
figure 3.19 montre l’e´volution de la permittivite´ du film dont la valeur re´elle est de 4 et la
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Fig. 3.20 – Conductivite´ du film isotrope.
valeur ε′′ = σeq
ωε0
e´volue ici en fonction de la fre´quence en 1
f
; ce qui montre que les pertes du
films sont essentiellement lie´es a` sa conductivite´ σ. Pour juger de l’uniformite´ du film nous
avons trace´ sur la figure 3.20, la conductivite´ e´quivalente pour les diffe´rents e´chantillons.
Cette valeur de conductivite´ est le seul parame`tre du film qui entre dans l’expression de la
puissance absorbe´e donc de l’e´chauffement et donc de la mesure ; elle est donc bien repre´-
sentative de l’uniformite´ du film. Sur la figure 3.20, on constate que la valeur moyenne de
cette conductivite´ dans la gamme de fre´quences 8-12GHz est de 22.3Ω−1m−1 et pre´sente un
e´cart type de ±0.71. Ces dernie`res valeurs montrent donc que le film posse`de une conduc-
tivite´ homoge`ne satisfaisante pour son utilisation comme capteur de champ e´lectrique [LLrs].
Pour essayer de distinguer les diffe´rentes composantes de champs, la de´marche suivie a
consiste´ a` de´velopper des films anisotropes afin de valider leur principe. Les films anisotropes
propose´s sont des films photothermiques agence´s en re´seaux pe´riodiques, de manie`re a` eˆtre
plus sensible a` une polarisation plutoˆt qu’a` une autre, un peu a` la manie`re des polarisateurs
optiques. On a recherche´, pour ces films, une bonne transmittivite´ en puissance de l’onde
incidente (≥ 80%) pour deux polarisations de l’onde et un contraste d’absorption e´leve´ entre
ces deux polarisations afin de pouvoir facilement les distinguer au niveau de la mesure.
Les deux polarisations de champ incident choisies dans cette e´tude sont :
- une polarisation verticale note´e E//, dans laquelle la composante de champ e´lectrique
du champ incident est paralle`le a` la gravure du film ;
- une polarisation horizontale note´e H//, dans laquelle la composante de champ e´lec-
trique du champ incident est perpendiculaire a` la gravure du film.
Le re´seau grave´ sur un film figure 3.21 peut eˆtre de´fini par son pas note´ p et son facteur
de remplissage note´ fr. Le pas p est de´fini par l’e´cartement entre 2 gravures comme indique´
sur la figure 3.21 et le facteur de remplissage fr par le rapport
e
p
ou` e sur la figure 3.21 de´finit
la largeur de la gravure.
Un premier film a e´te´ re´alise´ en prenant un pas de 1 mm et un taux de remplissage de
50%. Ce film a ensuite e´te´ e´claire´ avec une onde issue d’un guide d’onde a` 12 GHz et place´
a` une distance telle que l’on puisse obtenir une structure d’onde quasiment plane a` l’e´chelle
du film. De manie`re inattendue le film est plus sensible (facteur 4) a` l’onde incidente de
polarisation horizontale (H//) que verticale (E//).





Fig. 3.21 – Re´seau sur film anisotrope.
Pour expliquer ce phe´nome`ne, les facteurs de transmission et d’absorption d’un tel re´seau
ont e´te´ e´value´s en faisant un certain nombre d’approximations. Parmi les approximations
faites, on a suppose´ σ →∞, d → 0 et σd constant, avec σ de´finissant la conductivite´ e´quiva-
lente du de´poˆt et d son e´paisseur. Les re´sultats pre´sente´s dans le tableau 3.2 ont e´te´ effectue´s
avec une valeur de ε′′d e´gale a` 10−3. La variable ε′′ est de´finie par σ+ωε
ωε0
ou` ε0 correspond
a` la constante die´lectrique du vide, ε a` la partie imaginaire de la constante die´lectrique du
milieu et ω a` la pulsation. Dans ce tableau, on pre´sente pour deux polarisations du champ
incident les coefficients de transmission, d’absorption et de re´flection de´finis par les rapports
des modules des champs e´lectriques transmis, absorbe´s et re´fle´chis sur le module du champ
e´lectrique incident au carre´.
polarisations transmission re´flexion absorption
E// 0.885 0.0035 0.112
H// 0.963 0.001 0.036
Tab. 3.3 – Efficacite´ du film
On constate que l’absorption obtenue est plus importante pour la polarisation verti-
cale (E//) que pour la polarisation horizontale (H//) ; ce qui va a` l’encontre des re´sultats
expe´rimentaux. On notera cependant que le facteur d’absorption obtenu par le calcul est
faible et que le moindre e´cart de verticalite´ du film peut affecter voire inverser les valeurs
expe´rimentales d’absorption ; ce qui peut expliquer cette contradiction.
Les figures 3.22 et 3.23 repre´sentent les mesures des deux polarisations pour un film ani-
sotrope avec un pas de 1mm et un taux de remplissage de 50%.
Apre`s ces premiers essais, on a essaye´ de rechercher des re´seaux mieux adapte´s au pro-
ble`me de de´tection anisotrope du champ. Un calcul a permis de montrer que pour un pas de
re´seau de 1 mm, le meilleur taux de remplissage, compatible a` une transmission en e´nergie
supe´rieure a` 0.9, e´tait de 5%. Le tableau 3.3 donne les re´sultats pour un σ = 10−4 pour
diffe´rentes valeurs de d allant de 0.8 a` 0.2μm, d repre´sentant l’e´paisseur du de´poˆt pour la
gravure et σ la conductivite´ du de´poˆt.
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Fig. 3.22 – Polarisation E//
Fig. 3.23 – Polarisation H//
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d en transmission % re´flexion % absorption %
μm E// H// E// H// E// H//
0.8 90.71 99.96 0.23 0.01 9.06 0.03
0.4 95.17 99.96 0.06 0.01 4.77 0.03
0.2 97.53 99.96 0.02 0.01 2.45 0.03
Tab. 3.4 – Efficacite´ du film
Cette premie`re optimisation conduit a` des rapports d’absorption allant d’un facteur 80
a` un facteur 300 suivant l’e´paisseur du de´poˆt. Les re´sultats obtenus pour un pas de 3mm et
un taux de remplissage de 5% montrent que les optima de´gage´s dans le tableau 3.3 restent
globalement les meˆmes. Les qualite´s d’absorption du film semblent donc relie´es au taux de
remplissage et non au pas. Ne pouvant, d’un point de vue technique, faire re´aliser un de´poˆt
de pas 1mm et avec un taux de remplissage de 5%, ce qui conduirait a` des largeurs de de´poˆt
de 50μm, nous avons utilise´ un pas de 3mm avec un taux de remplissage de 5%, ce qui
conduit a` une largeur de de´poˆt de 150μm. Les re´sultats expe´rimentaux sont re´unis dans le





Tab. 3.5 – Efficacite´ d’absorption du film
On observe sur les re´sultats, une bonne concordance entre le calcul et l’expe´rience qui
fournit un rapport d’absorption entre les deux polarisations de 250. On notera que ce rap-
port peut-eˆtre plus grand que ce que la dynamique de mesure a permis de diffe´rencier avec la
came´ra a` balayage utilise´e pour ces expe´riences. L’emploi d’une came´ra a` matrices permettra
de s’approcher davantage de ce rapport de diffe´rentiation.
En ce qui concerne les films anisotropes, la suite des travaux pourra consister a` diminuer
la valeur du pas a` p = 1mm en augmentant le taux de remplissage, au de´triment bien suˆr,
du rapport des absorptions suivant les polarisations E// et H// et de la transmission. Un
rapport entre les deux polarisations de 100 pour les coefficients d’absorption et un coefficient
de transmission de l’ordre de 80% pour les deux polarisations semblent un bon compromis.
3.4.5 Adaptation des donne´es mesure´es au processus d’optimisa-
tion
Les donne´es obtenues par la me´thode EMIR correspondent a` un ensemble de valeurs
e´chantillonne´es comprises entre 0 et 4095 sur une zone de 256 × 128 pixels. Au niveau
du processus d’optimisation, on a besoin de pre´ciser un ensemble de valeurs de champ en
diffe´rents points positionne´s au centre de gravite´ de chacune des mailles du plan de sortie.
Le maillage pour le calcul est constitue´ de mailles beaucoup plus grandes que la dimension
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du pixel ; on a donc un sur-e´chantillonnage de valeurs mesure´es par rapport aux valeurs
prises dans le processus d’optimisation. Il faut donc trouver une me´thode permettant de
transposer les mesures effectue´es aux donne´es ne´cessaires pour le calcul. Pour cela, on propose
de projeter la grille de pixels sur la grille du maillage de calcul, en prenant comme valeur
de champs sur chaque cellule du maillage de calcul, la moyenne des valeurs des pixels e´tant
incluse dans celle-ci. Les figures 3.24 et 3.25 montrent respectivement les plans de mesure
EMIR et la projection sur la grille du maillage de calcul par la me´thode propose´e.
Fig. 3.24 – Cartographie de mesures EMIR
Fig. 3.25 – Projection des mesures EMIR sur la grille de calcul
Apre`s avoir projete´ les valeurs mesure´es sur la grille de maillage de calcul, il reste main-
tenant a` concilier les valeurs mesure´es avec les valeurs des champs exacts. Normalement,
en utilisant le code ALICE (me´thode FDTD) sur l’e´chantillon avec les bonnes valeurs de
constante die´lectrique ε et de conductivite´ σ de l’e´chantillon, on doit retrouver une constante
de proportionnalite´ entre les champs calcule´s et les valeurs mesure´es. D’une part, ceci n’est
pas le cas notamment sur les valeurs minimales et maximales des champs et d’autre part, il
n’y a pas toujours concordance du lieu de ces minima ou maxima entre le calcul et la mesure.
Ceci peut s’expliquer par le fait qu’expe´rimentalement, l’onde incidente n’est pas parfaite-
ment plane comme le confirme la figure 3.26. Sur cette figure, on peut voir notamment que
l’amplitude des champs incidents, sur un plan d’onde varie plutoˆt comme une gaussienne
entre une valeur minimale et maximale, alors que dans le calcul l’onde est suppose´e eˆtre
parfaitement plane donc d’amplitude constante sur un plan d’onde. Il faut cependant noter
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que sur la figure 3.26, la diffe´rence entre les valeurs minimale et maximale est de l’ordre de
9% au niveau des amplitudes de champ, ce qui ne garantit pas une phase constante dans le
meˆme plan pour l’onde incidente. L’interaction d’une telle onde avec le mate´riau peut en-
traˆıner une diffe´rence importante par rapport a` celle que cre´erait une onde rigoureusement
plane au niveau des champs mesure´s.
                        
Fig. 3.26 – Onde incidente meure´e par EMIR
Les solutions que l’on peut envisager a` ce proble`me, consistent alors a` augmenter la
zone d’onde plane dans l’expe´rience mais au de´triment de la puissance donc de la pre´cision
des mesures, soit, ce qui semble plus judicieux, de prendre en compte cette contrainte sur
l’onde plane dans la mode´lisation nume´rique. Ceci pourrait tre`s bien se faire en multipliant
les amplitudes de l’onde par une fonction gaussienne par exemple. On peut aussi prendre
une surface de mesure re´duite de fac¸on a` s’affranchir au mieux de ce proble`me, bien que
ceci ne soit pas une solution ide´ale. En effet les points conside´re´s, bien qu’e´tant dans une
zone ou` l’onde incidente est plane sont influence´s par le reste du volume. Une autre solution
expe´rimentale, pour des e´chantillons de petites dimensions, serait de travailler dans un guide ;
on mode´liserait alors correctement la source et les conditions expe´rimentales.
Dans des travaux futurs, on pourra travailler a` la mise en place de ces diffe´rentes ide´es,
dans le but d’essayer d’avoir une meilleure mode´lisation de la mesure.
3.4.6 Application de la me´thode sur plusieurs configurations
Dans ce paragraphe, on va appliquer la me´thode d’optimisation de´crite dans le premier
paragraphe de ce chapitre, en utilisant comme pour le cas de la caracte´risation du be´ton une
approche nume´rique pour le calcul de la de´rive´e sur un certain nombre de cas qui sont :
- la de´termination des constantes die´lectriques et conductives pour un mate´riau homo-
ge`ne [GFL+97] ;
- la de´termination de constantes die´lectriques et conductives pour un mate´riau he´te´ro-
ge`ne ayant des zones bien de´termine´es. Dans ce cas on a plusieurs mate´riaux dont on
veut de´terminer uniquement leurs valeurs. La localisation de ceux-ci e´tant connue ;
- la de´termination de constantes die´lectriques et conductives pour un mate´riau he´te´ro-
ge`ne. Dans ce cas on veut de´terminer les zones et la valeur des constantes dans ces
zones. Un exemple de ce type de proble`me est la recherche de de´fauts dans un mate´riau.
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Pour chacun des cas traite´s, on donne le comportement de convergence de la me´thode a`
l’aide de courbes exprimant la valeurs des inconnues en fonction du nombre d’ite´rations
du processus d’optimisation. Au fur et a` mesure des cas traite´s, on donne aussi un certain
nombre d’ame´liorations mises en place dans le processus d’optimisation.
3.4.7 Echantillons homoge`nes
Les premiers essais effectue´s ont consiste´ a` retrouver par optimisation les caracte´ristiques
de diffe´rents e´chantillons homoge`nes en partant de mesures simule´es exactes releve´es sur
un plan. Par mesures simule´es, c’est-a`-dire synthe´tiques, on entend des valeurs d’amplitude
de champs calcule´es dans les meˆmes conditions que pour le processus d’optimisation, par
le logiciel diffe´rences finies pour des valeurs de ε et σ donne´es. Dans nos simulations, la
source de´finie par une onde monochromatique est re´alise´e par l’envoi d’une onde sinuso¨ıdale
a` la fre´quence de´sire´e. Apre`s un certain nombres d’ite´rations temporelles correspondant au
temps de stabilisation du re´gime sinuso¨ıdal, on rele`ve l’amplitude maximale des champs























Fig. 3.28 – Variations de ε avec le nombre d’ite´rations.
La figure 3.27 repre´sente l’e´chantillon homoge`ne utilise´ (LS30), l’onde injecte´e est une
onde plane monochromatique de fre´quence 12GHz. Sur les figures 3.28 et 3.29, on peut voir

















Fig. 3.29 – Variations de σ avec le nombre d’ite´rations.
le comportement des variations de ε et σ en fonction du nombre d’ite´rations du processus
ite´ratif. On remarque notamment une bonne convergence de la solution en partant de ε = 5
et σ = 3 pour atteindre les valeurs ε = 2.4 et σ = 10 avec lesquelles les points de mesure
avaient e´te´ calcule´s. Dans cette simulation, le plan de points de mesure comportait 625 points
au total.
Valeurs Initiales ε = 1, σ = 1 ε = 10, σ = 10 ε = 1, σ = 0 ε = 5, σ = 3
Nombre d’ite´rations 26 18 19 27
Tab. 3.6 – Variations du nombre d’ite´rations par rapport au choix des valeurs initiales
Avec cette meˆme configuration, on a ensuite effectue´ d’autres simulations en prenant dif-
fe´rents points de de´part pour le processus. Le tableau 3.5 permet de montrer que le processus
semble converger quelque soit le point de de´part, du moins lorsque celui-ci reste raisonnable-
ment proche de la solution. On remarque aussi que, dans ce cas, le nombre d’ite´rations pour
aboutir a` une convergence du processus d’optimisation ne semble pas trop varier en fonction
du point de de´part. Il faut cependant noter que dans toutes ces simulations le nombre de
points de mesures utilise´s dans la fonction couˆt n’a pas change´.
Dans un deuxie`me temps, fort de l’expe´rience acquise sur des mesures simule´es exactes,
on a essaye´ de de´terminer ε et σ sur le meˆme e´chantillon homoge`ne, mais cette fois-ci, en
prenant dans la fonction couˆt des mesures expe´rimentales d’amplitude de champ. La figure
3.30 montre la cartographie d’amplitude de champ tangent a` un film positionne´ a` 10cm de
l’objet. Le nombre de valeurs releve´es sur le plan de mesure est de 625.
Les valeurs the´oriques ε = 2.4 et σ = 10 de l’e´chantillon sont connues avec une pre´cision
de 5% d’apre`s le constructeur. Par re´solution du proble`me inverse, en prenant comme valeurs
initiales ε = 1 et σ = 0, on obtient, apre`s convergence au bout de 50 ite´rations, la solution
ε = 2.3 et σ = 11.9. La figure 3.31 montre l’e´volution de la cartographie des amplitudes de
champ calcule´es a` diffe´rentes ite´rations du processus d’optimisation. La fonction couˆt, c’est-
a`-dire la somme de toutes les erreurs pour chaque point de mesure, est de 7. Par rapport
aux autres exemples ou` les fonctions couˆt e´taient quasiment nulles, on a pour ce cas une
fonction couˆt e´leve´e ; ceci est duˆ principalement au fait qu’il n’existe pas de solution exacte
au proble`me, en partie a` cause du bruit de la mesure. Pour ce cas pre´cis, il faut aussi noter
3.4. Caracte´risation d’e´chantillon de mate´riaux die´lectriques par me´thode EMIR 113
Mesures
Fig. 3.30 – Cartographie de l’amplitudes des champs mesure´s par la me´thode EMIR
la difficulte´ de convergence de l’algorithme et la le´ge`re fluctuation des valeurs trouve´es par
rapport aux valeurs recherche´es.
Apre`s cet exemple, on a voulu essayer de quantifier les fluctuations des valeurs ε et σ
cherche´es en fonction des erreurs lie´es au bruit de la mesure. Pour cela, on est parti de
mesures exactes calcule´es pour une valeur de ε = 2.4 et une valeur de σ = 10, puis on
a ajoute´ un bruit ale´atoire a` ces mesures d’une amplitude maximale donne´e. Ceci nous a
permis de cre´er diffe´rents exemples avec une fonction couˆt variant de 0. (mesures exactes) a` 7
(s’approchant de l’erreur de la mesure expe´rimentale). Le tableau 3.6 re´capitule les diffe´rents
cas.
F1 F2 ε σ
0.1448135823 (5%) 0.1447785646 2.39 10.
0.5680347681 (7%) 0.56766142573 2.343 9.87
3.630738974 (17%) 3.630634785 2.6 10.24
7.077877998 (25%) 7.071244797 1.1842 8.226
Tab. 3.7 – Variation de ε et de σ en fonction du bruit sur la fonction couˆt
Dans ce tableau, F1 repre´sente la somme au carre´ des erreurs rajoute´es aux mesures
des champs pour des valeurs d’e´chantillon ε = 2.4 et σ = 10. F2 est l’erreur obtenue entre
la mesure et les valeurs calcule´es pour les constantes de die´lectrique ε et de σ optimales
provenant de l’optimisation sur les mesures entache´es des erreurs rajoute´es. On a rajoute´
dans le tableau, ce a` quoi correspond cette erreur en termes de pourcentage par rapport aux
mesures. On voit notamment sur ces re´sultats que plus l’erreur rajoute´e est grande, plus la
solution s’e´carte de (2.4,10). Cela montre aussi que la sensibilite´ de la solution par rapport
aux erreurs de mesures, n’est pas ne´gligeable. Il faudra, donc, apporter un grand soin aux
mesures en proposant des solutions pour minimiser le bruit, notamment celui provenant de
la source qui n’est pas parfaitement plane dans les mesures.
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Initial step Step 3 Step 4 Step 12
Final step
Fig. 3.31 – Reconstruction du champ e´lectrique a` diffe´rentes ite´rations
3.4.8 Mate´riau he´te´roge`ne, avec connaissance de la localisation
des zones
Nous avons ensuite augmente´ le nombre d’inconnues du proble`me a` re´soudre en prenant
















Fig. 3.32 – Echantillon LS20LS30 e´tudie´
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Fig. 3.33 – Variation de ε et de σ
La figure 3.33 montre les courbes de convergence des valeurs de ε et σ sur les deux zones,
en fonction du nombre d’ite´rations. L’e´chantillon utilise´ pour la simulation est repre´sente´ par
la figure 3.32. Le plan de mesures des champs est place´ a` 6mm derrie`re l’e´chantillon comme
indique´ sur la figure. Les mesures prises pour effectuer l’essai sont rigoureusement exactes,
c’est-a`-dire obtenues par calcul. Le nombre de ces mesures est de 625. Dans cette simulation,
les valeurs initiales prises pour re´soudre le proble`me inverse ont e´te´ choisies e´gales a` celles
du vide, c’est-a`-dire ε = 1 et σ = 0, pour chaque zone. Les valeurs exactes du proble`me
sont pour les deux zones (ε=1.5,σ =0.383) et (ε =2.9,σ =8.33). Le tableau 3.7 repre´sente
plusieurs simulations en prenant dans le processus d’optimisation un point de de´part diffe´rent
pour chacune. Dans ce tableau, on fournit le nombre d’ite´rations ne´cessaire a` la convergence
du processus ainsi que les valeurs trouve´es.
Valeurs (1,0) (2,0) (2,1) (3,3)
initiales (1,0) (3,9) (2,1) (3,3)
Nb ite´rations 22 20 18 30
Solutions (1.499,0.3829) (1.499,0.3829) (1.5,0.383) (1.5,0.3829)
trouve´es (2.899,8.33) (2.9,8.33) (2.899 8.329) (2.9,8.329)
Ecart 3.e-5 3.e-5 2.e-5 4.e-5
Tab. 3.8 – Variations du nombre d’ite´rations par rapport au choix des valeurs initiales
On remarque sur ce tableau qu’en partant de points pas trop e´loigne´s de celui recherche´
le processus semble converger vers le point solution.
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3.4.9 Echantillons he´te´roge`nes dont on ne connaˆıt ni la nature des
mate´riaux le constituant, ni leur localisation
Dans ces derniers tests, on essaie de localiser un certain nombre de de´fauts dans des
e´chantillons de forme simple en utilisant la me´thode d’optimisation de´crite dans le premier
paragraphe de ce chapitre, afin de voir le comportement de l’algorithme d’optimisation en
fonction du nombre d’inconnues du proble`me. Pour cela, on a essaye´ sur un certain nombre
d’e´chantillons allant de 2 × 2 × 1 a` 5 × 5 × 1 mailles, de de´terminer les valeurs de ε et σ
pour chaque maille ; la maille e´le´mentaire e´tant conside´re´e comme homoge`ne. Les valeurs de
mesures utilise´es sont des valeurs simule´es exactes.
Des essais effectue´s, on a conclu qu’il e´tait pre´fe´rable d’utiliser la deuxie`me formule de
Broyden donnant une formule ite´rative pour l’e´valuation du gradient inverse plutoˆt que la
premie`re. Cette formule est plus efficace au niveau de la convergence du processus et e´vite le
calcul de la pseudo-inverse par une de´composition en valeurs singulie`res de la matrice. Par
cette formule, l’inverse du gradient Gk+1 a` l’e´tape k + 1 en fonction de l’inverse du gradient
Gk a` l’e´tape k est donne´ par :








ou` Δxk est la diffe´rence entre l’e´tape k et k + 1 de la solution et ΔFk la diffe´rence entre
l’e´tape k et k + 1 de la fonction couˆt.






















Fig. 3.34 – Variations de ε et σ
Sur la figure 3.34, on montre la convergence des diffe´rentes valeurs de ε et σ vers la
solution en fonction du nombre d’ite´rations pour un e´chantillon de 2×2×1 mailles. Chaque
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cellule e´le´mentaire a une valeur de ε et σ diffe´rente et correspondant a` la solution obtenue
par le processus d’optimisation. Au de´part, on choisit comme valeur initiale ε = 1 et σ = 0
pour chaque cellule. Le nombre d’inconnues a` de´terminer dans ce cas est de 8 et on prend













Fig. 3.35 – Echantillon 3× 3× 1 mailles
















Fig. 3.36 – Variation de ε et σ
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On a ensuite utilise´ un e´chantillon de 3× 3× 1 mailles comme indique´ sur la figure 3.35.
L’e´chantillon suppose´ homoge`ne de valeur ε = 2 et σ = 1 posse`de un de´faut comme indique´e
sur la figure 3.35 dont les valeurs de ε et σ sont respectivement 1 et 0. Le but du proble`me
inverse sera, partant de mesures rigoureusement exactes et de valeurs initiales a` ε = 2 et
σ = 1, de localiser et de quantifier le de´faut dans l’e´chantillon. Le nombre d’inconnues pour
ce proble`me est de 18. La figure 3.36 montre la convergence des diffe´rentes valeurs de ε et
σ sur l’ensemble de l’e´chantillon. On voit notamment que l’on a re´ussi a` localiser le de´faut,
mais en plus a` le quantifier. Le nombre de mesures prises sur le plan dans cet exemple est
de 169.
La figure 3.37 pre´sente l’exemple suivant ou` on a un e´chantillon de 5× 5× 1 mailles ; ce
qui conduit a` 50 inconnues pour le proble`me inverse. Le de´faut est positionne´ comme indique´
sur la figure 3.37 Les valeurs de l’e´chantillon suppose´ homoge`ne sont ε = 2 et σ = 1, et pour












Fig. 3.37 – Echantillon 5× 5× 1 mailles
En prenant comme valeurs initiales de ε et de σ respectivement 2 et 1 sur tout l’e´chan-
tillon, la figure 3.38 montre les convergences en fonction du nombre d’ite´rations des diffe´rentes
valeurs de ε et σ. Dans ce cas, on remarque de nouveau la bonne de´termination du de´faut
sur l’e´chantillon malgre´ un nombre d’ite´rations assez e´leve´.
Pour les derniers exemples, on a essaye´ de prendre d’autres valeurs initiales pour le
processus d’optimisation que celles du mate´riau suppose´ homoge`ne ; toutes n’ont pas donne´
lieu a` une convergence du processus et on peut dire que la convergence devient donc tre`s
difficile. Il paraˆıt difficile de vouloir identifier et localiser a` la fois.
3.4.10 Ame´lioration de la me´thode d’optimisation : me´thodes de
minimisation utilise´es
Dans ce paragraphe, on va e´noncer d’autres me´thodes d’optimisation qui ont e´te´ teste´es
a` la suite des essais pre´ce´dents dans un but d’ame´lioration de la convergence du processus
3.4. Caracte´risation d’e´chantillon de mate´riaux die´lectriques par me´thode EMIR 119


















Fig. 3.38 – Variation de ε et σ
d’optimisation sur des valeurs mesure´es. L’ensemble des me´thodes d’optimisation utilise´es
dans ce chapitre appartient cependant toujours a` la classe des me´thodes dites “me´thodes de
quasi-Newton”.
Me´thode de Newton modifie´e
La me´thode de Newton, tre`s connue en optimisation, consiste a` optimiser la fonction g(x)
en approchant localement celle-ci par une fonction quadratique, a` l’aide d’un de´veloppement
de Taylor.
g(xk+1) = g(xk) +
∂g(xk)
∂x







On cherche alors a` minimiser cette fonctionnelle en cherchant un ze´ro de la de´rive´e. On
obtient alors le processus d’optimisation suivant








Dans le cas ou` g(x) = ‖f(x)− fmes‖2 le processus de Newton devient
















ou` f = f(xk). Dans cette formule la de´rive´e seconde de la fonction f doit eˆtre e´value´e ; c’est
la difficulte´ de la me´thode.
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Dans la formule pre´ce´dente, on remarque que si on ne´glige le terme en de´rive´e seconde,
alors dans le cas d’un gradient de rang maximal, la pseudo-inverse d’une matrice A peut
s’e´crire sous la forme A+ = (ATA)−1AT et on retrouve le processus de Gauss-Newton. On
voit bien ici que ceci peut eˆtre fait si la fonction a` minimiser est lisse. Dans l’autre cas, le
terme en de´rive´e seconde peut eˆtre important.
Dans notre utilisation de la me´thode de Newton, on n’a pas exactement pris la forme




de la fonction f est approche´ par une diffe´rentiation nume´rique. Pour cela,
on utilisera une me´thode dite “me´thode de la se´cante” ou` la de´rive´e d’une fonction g(x) au








Dans cette me´thode, on essaie de minimiser ‖f(x)−fmes‖
2 tout en imposant une solution
qui, a` chaque e´tape, ne soit pas trop e´loigne´e de la pre´ce´dente. Pour cela, on e´crit a` l’e´tape





‖xk+1 − xk‖2 ≤ ε.
Pour re´soudre un tel proble`me d’optimisation avec contraintes, on cherche un point de selle
du Lagrangien de´fini par







que l’on e´crit en utilisant un de´veloppement de Taylor a` l’ordre 1 de la fonction f
L (xk+1, α) =
∥∥∥∥f(xk)− fmes + ∂f(xk)∂x
∥∥∥∥2 + α (‖xk+1 − xk‖2 − ε) ,








(f(xk)− fmes) = xk+1 − xk.
Dans cette me´thode le choix de α doit eˆtre fait tel que
‖xk+1 − xk‖
2 = ε.
En fait, il existe plusieurs strate´gies pour choisir α, et la me´thode de Levenberg-Marquardt
peut eˆtre vue comme une me´thode de pe´nalisation. Le terme α choisi est tel que lorsque











ou` p = 2, 3.
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≤ ‖xk+1 − xk‖ − ‖xk − xk−1‖ ≤
‖xk+1 − xk‖
10
alors β = β
2
si ‖xk+1 − xk‖ − ‖xk − xk−1‖ >
‖xk+1 − xk‖
10
alors β = 2 β
Au de´part, on choisit une valeur de β = 1.
Comparaison des me´thodes sur des mesures
L’objet utilise´ est un cylindre homoge`ne de rayon 1cm et de hauteur 3cm. Dans le dis-
positif expe´rimental la source est ge´ne´re´e a` l’aide d’un guide place´ suffisamment assez loin
de l’objet pour simuler une onde plane sur celui-ci. Le film photothermique est place´ a` une
distance de 1cm perpendiculairement a` la direction de l’onde et derrie`re le cylindre comme
indique´ sur la figure (3.39).
Fig. 3.39 – Maillage du cylindre
Dans les simulations effectue´es, l’objet a e´te´ maille´ avec des mailles de 1mm, ce qui permet
un e´chantillonnage au niveau mesure de 5550 valeurs. La fre´quence d’agression utilise´e est
de 12GHz. Les valeurs mesure´es de permittivite´ relative εr et de conductivite´ σ du mate´riau
constituant le cylindre sont donne´es par le constructeur a` cette fre´quence par εr = 3.01 et
σ = 0.002506S/m.
Les figures 3.40 et 3.41 montrent les valeurs d’amplitude des champs e´lectriques mesure´es
sur le plan en l’absence et en pre´sence du cylindre.
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Fig. 3.40 – Champ incident mesure´ au niveau du cylindre
Fig. 3.41 – Champ diffracte´ mesure´ au niveau du cylindre
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On peut notamment voir sur la figure 3.40 que si on restreint le champ incident dans
une zone autour de l’objet, on peut conside´rer celui-ci comme une onde presque plane. Les
valeurs de mesure prises dans le processus d’optimisation sont donne´es par le rapport du
champ diffracte´ sur le champ incident aux points de calcul pre´leve´s dans les mesures 3.42.
Cela permet d’imposer alors au niveau de la simulation une onde plane dont l’amplitude
maximale est de 1V/m pour la composante e´lectrique.
Fig. 3.42 – Mesures EMIR prises dans la simulation
Les figures 3.43, 3.44 et 3.45 repre´sentent une comparaison sur les valeurs de permittivite´s
relatives, de conductivite´s et la fonction couˆt entre les diffe´rentes me´thodes d’optimisation. Le
tableau (3.8) de´crit les re´sultats obtenus pour chaque processus d’optimisation. On remarque
sur ce tableau et sur les figures pre´ce´dentes que l’on obtient des solutions identiques suivant
les diffe´rents processus et que cette solution est voisine des valeurs fixe´es par le constructeur.
Il faut noter que pour ces valeurs constructeur, on obtient une fonction couˆt par rapport aux
mesures qui est supe´rieure a` celle des minima obtenus.
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Fig. 3.43 – Variation des valeurs de permittivite´ relative dans les processus d’optimisation

















Fig. 3.44 – Variation des valeurs de conductivite´s dans les processus d’optimisation
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Gauss-Newton Newton Levenberg-Marquardt
valeurs initiales (1.,0.) (1.,0.) (1.,0.)
fonction couˆt 16.84 16.34 16.34
nb ite´rations 24 41 22
valeurs optimales (2.75,0.0706) (2.36,0.0557) (2.63, 0.0557)
Tab. 3.9 – Re´sultats d’optimisation

















Fig. 3.45 – Variation de la fonction couˆt dans les processus d’optimisation
3.4.11 Conclusion
Dans ce paragraphe, nous avons pre´sente´ la me´thode EMIR et pose´ un proble`me inverse
de caracte´riser des zones a` partir de mesures de modules. On arrive en effet, avec cette
me´thode a` retrouver les valeurs des mate´riaux ou bien a` localiser des zones de mate´riaux
diffe´rents dans un e´chantillon donne´.
La me´thode de prise en compte des mesures EMIR dans le processus d’optimisation, uti-
lise´e dans ce rapport, a donne´ des re´sultats satisfaisants dans le cas du mate´riaux homoge`ne
tel que le LS30. Cependant, il est important de mode´liser correctement la source.
L’exploration d’autres me´thodes d’optimisation pouvant ame´liorer la rapidite´ de conver-
gence du processus de recherche des valeurs optimales a aussi e´te´ aborde´.
Dans ce chapitre, nous nous sommes attache´ a` re´soudre des proble`mes de caracte´risation
die´lectrique de de´fauts ou` de zones dans un milieu dont la localisation est connue. Des essais
sur des configurations ou` la position des objets n’est pas connue ont e´te´ effectue´. Dans ce cas
le processus d’optimisation mis en place pre´sente des difficulte´s de convergence. Il apparaˆıt
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difficile de vouloir par le meˆme processus localiser et caracte´riser les objets.
3.5 Conclusion
Dans ce chapitre, nous avons propose´ une solution de type Gauss-Newton adapte´ au
proble`me de caracte´risation e´lectromagne´tique. Apre`s avoir pose´ le proble`me inverse, et
de´taille´ le processus d’inversion, nous avons pre´sente´ deux d’application de la me´thode a`
des proble`mes re´els avec mesures. Le premier exemple est lie´ a` un proble`me de ge´nie civil
et consiste en la caracte´risation du be´ton d’enrobage. Le deuxie`me proble`me quant a` lui
consiste en la caracte´risation de de´faut dans des e´chantillons de mate´riaux a` l’aide d’une
technique de mesure assez particulie`re, conduisant a` des mesures incomple`tes.
Les re´sultats obtenus dans les deux applications propose´es sont tout a` fait acceptables,
meˆme si des ame´liorations du processus d’optimisation restent encore a` faire. Les exemples
e´tudie´s ont permis de retrouver des valeurs de mate´riaux tout a` fait convenables dans les deux
cas. Toutefois, dans le cadre ou` les zones a` caracte´riser ne sont pas totalement connues et bien
de´finies ge´ome´triquement, la me´thode d’optimisation propose´e dans ce chapitre converge
difficilement vers la solution. Ceci permet d’affirmer encore plus le choix d’un processus
d’inversion en deux e´tapes dans le cas ge´ne´ral :
– une premie`re e´tape de de´tection/localisation par des processus de type SAR, RT ou
GT, comme de´crits dans le deuxie`me chapitre ;
– une deuxie`me e´tape de caracte´risatioin des zones localise´es par une me´thode de type
Gauss-Newton, comme de´crite dans ce chapitre.
Conclusion et perspectives
Dans cette the`se, nous avons pre´sente´ et e´tudie´ un certain nombre de proble`mes inverses
actuels en e´lectromagne´tisme. Apre`s avoir de´fini quelques proble`mes actuels qui nous inte´-
ressent dans ce travail de the`se, nous avons montre´ l’inte´reˆt d’un processus en deux e´tapes.
En effet, l’utilisation d’une me´thode d’optimisation re´gularise´e afin de minimiser la fonction
couˆt peut eˆtre tre`s couˆteux nume´riquement et dans certains cas, le manque de donne´es peut
eˆtre pre´judiciable a` la convergence de ce type de me´thodes. Le processus en deux e´tapes
consiste alors en une phase de localisation rapide puis une deuxie`me phase d’identification
des parame`tres die´lectriques des objets diffractants.
Si mathe´matiquement, on e´crit le proble`me de localisation sous la forme de la minimi-
sation d’une fonction couˆt, on privile´gie en particulier davantage la physique du proble`me
d’optimisation que la de´croissance stricte de la fonction couˆt. Nous avons ainsi e´tudie´ la me´-
thode de retournement temporel. Les me´thode SAR et du gradient topologique, quant a` elles
consistent en la minimisation de la fonction couˆt. Nous avons alors vu que ces me´thodes dont
le principe peut sembler tre`s diffe´rent ont une forme finale tre`s proche. Cependant les exten-
sions possibles de chacune d’elles sont tributaires de l’approche adopte´e. Ainsi l’extension
naturelle du gradient topologique consiste en son utilisation comme direction de descente
dans des me´thodes d’optimisation alors que le retournement temporel ite´ratif a un principe
qui reste plus axe´ sur la physique du proble`me. L’e´tude d’exemples nume´riques nous a permis
de valider l’efficacite´ de ces me´thodes. Ainsi nous avons pu mettre en avant le fait qu’une
me´thode d’apparence plus simple comme la me´thode SAR qui n’utilise pas la reconstruction
approche´e du champ diffracte´ peut se montrer plus efficace que les me´thodes plus e´labore´es
de retournement temporel et du gradient topologique. On voit alors l’importance de cette
reconstruction du champ diffracte´ dans ces dernie`res me´thodes : il vaut mieux ne pas pas-
ser par une phase de reconstruction approche´e du champ diffracte´ lorsqu’il y a tre`s peu de
donne´es disponibles.
Dans une deuxie`me partie nous avons e´tudie´ des me´thodes d’identification des parame`tres
die´lectriques des mate´riaux constituant les objets diffractants pre´ce´demment localise´s. La
premie`re phase, de localisation, a permis de re´duire de fac¸on significative le nombre d’in-
connues du proble`me d’optimisation. En outre, comme pour la me´thode de Gauss-Newton-
DORT, e´tudie´e dans le cadre fre´quentiel, on peut envisager l’apport des re´sultats de la
solution du proble`me de localisation au proble`me d’identification comme un pre´-traitement.
Les me´thodes e´tudie´es sont base´es sur des ame´liorations de la me´thode de Gauss-Newton.
Celles-ci doivent eˆtre utilise´es avec une me´thode de re´gularisation ade´quate. En effet, le choix
de cette re´gularisation est primordiale afin d’obtenir un processus convergent efficace. Une
autre difficulte´ de ces me´thodes est la convergence vers le minimum que nous avons qualifie´
de global pour les proble`mes inverses. En effet il est courant d’eˆtre pie´ge´ par des minimums
locaux. Ces minimums n’ont aucun sens pour les proble`mes d’identification. On peut alors
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s’inte´resser a` des me´thodes de globalisation (me´thodes de re´gularisation) ou a` des me´thodes
d’optimisation globale.
Des ame´liorations des me´thodes de localisation e´tudie´es sont envisageables. Nous en
avons pre´sente´ quelques unes : le retournement temporel ite´ratif et l’utilisation du gradient
topologique pour les me´thodes de localisation et les me´thodes de re´gularisation dans le cadre
de l’identification. L’ame´liorations de ces me´thodes a bien suˆr pour but une localisation plus
pre´cise, mais aussi e´ventuellement de retrouver la forme des objets diffractants. On peut
aussi envisager l’utilisation d’un algorithme spe´cifique lors d’une phase de recherche de la
forme des objets diffractants.
D’un point de vue nume´rique, nous avons choisi comme me´thode de calcul des champs
la me´thode la plus simple, le sche´ma diffe´rences finies de Yee (FDTD), puisque le choix d’un
maillage carte´sien nous a semble´ suffisant pour la localisation d’objets inconnus. Cependant
l’utilisation d’un maillage carte´sien sera pe´nalisant pour l’obtention de re´sultats plus pre´cis
puisqu’il est difficile d’obtenir une ge´ome´trie complexe avec ce type de maillage. De plus le
sche´ma FDTD souffre d’une erreur de dispersion importante de´gradant la phase ce qui peut
eˆtre nuisible pour la localisation. L’utilisation de me´thodes moins dispersives semble eˆtre
plus pertinente, en effet l’erreur de dissipation semble quant a` elle semble moins pe´nalisante
pour la localisation.
En ce qui concerne l’identification, le couplage Gauss-Newton-DORT en fre´quentiel nous
a semble´ tre`s naturel et apporte de bonnes ame´liorations nume´riques. Un e´quivalent temporel
serait inte´ressant.
Annexe A
De´rivation du mode`le 2D temporel
Dans cette annexe, nous donnons la de´rivation des mode`les 2D des e´quations de Maxwell.
On de´compose les e´quations de Maxwell :⎧⎨⎩
ε∂tEx − ∂yHz + ∂zHy = σEx,
ε∂tEy − ∂zHx + ∂xHz = σEy,
ε∂tEz − ∂xHy + ∂yHx = σEz,⎧⎨⎩
μ∂tHx − ∂yEz + ∂zEy = 0,
μ∂tHy − ∂zEx + ∂xEz = 0,
μ∂tHz − ∂xEy + ∂yEx = 0.
Le mode`le 2d est obtenu en supposant le proble`me invariant par translation dans une direc-
tion par exemple ici par translation dans la direction z, on peut alors annuler les de´rive´es en
z. Les syste`mes se simplifient alors en :
(TE)
⎧⎨⎩
ε∂tEx − ∂yHz = σEx,
ε∂tEy + ∂xHz = σEy,




μ∂tHx − ∂yEz = 0,
μ∂tHy + ∂xEz = 0,
μ∂tHz − ∂xEy + ∂yEx = 0.
On peut alors calculer (Ex, Ey, Hz) et (Hx, Hy, Ez) se´pare´ment. Le proble`me en (Ex, Ey, Hz)
est appele´ transverse e´lectrique alors que le proble`me en (Hx, Hy, Ez) est appele´ transverse
magne´tique.
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Annexe B
Discre´tisation du proble`me de
Helmholtz 2D
Contrairement aux e´quations temporelles, la me´thode des e´le´ments finis est tre`s utilise´e
dans le cadre fre´quentiel. Nous de´crivons ici la mise en œuvre d’une me´thode d’e´le´ments finis
pour l’e´quation de Helmholtz 2D.
Definition 3 (Proble`me direct en 2d). On note (P) le proble`me suivant,
(P)
{
div (c∇u) + k2u = 0 Ω,
∂nu− iku = ∂nue − ikue Γ,
on note
Supp(ue) = Γe,
la partie de la frontie`re sur laquelle est applique´e l’onde.
Definition 4. On de´finit la formulation variationnelle de (P) de la manie`re suivante,
(FV )
{
Trouver u ∈ H1 tel que,
a(c, u, v) = l(v) ∀v ∈ H1,
ou`













c (∂nue − ikue) v.
B.1 Discre´tisation du proble`me direct
Proposition 2. Le proble`me discre´tise´ est
R(c)u = b(c),
ou`,
R(c) = A(c)− k2M − ikMΓ(c),
b(c) = M ′Γ(c)ue − ikMΓ(c)ue.
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De´monstration. On part de la formulation variationnelle, soit V h un sous espace de H1 de
dimension finie M , soit (ϕj)j∈{1..M} la base canonique de V
h, on e´crit uN dans cette base et





– Discre´tisation de a :
Soit l ∈ {1..M}









































RN(c) := a(c, u, v) = A(c)− k2M − ikMΓ(c).























bN (c) = M ′Γ(c)ue − ikMΓ(c)ue.
Nous conside´rons un domaine Ω rectangulaire maille´ a` l’aide de carre´s de coˆte´ h.
Definition 5 (Ele´ment fini Q1-quadrangulaire). L’e´le´ment fini Q1-quadrangulaire est le
triplet (K,Σ,Q1) ou` :
– K est le rectangle de sommets a1, a2, a3, a4 de longueur a et de largeur b,
– Σ est l’ensemble des formes line´aires {φi}
4
i=1 tel que : ∀v ∈ C(Ω), φi(v) = v(ai),
– Q1 = {p/p(x, y) = αx + βy + γxy + δ}, α, β, γ, δ ∈ R.
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2 −1 0 −1
−1 2 −1 0
0 −1 2 −1






1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎞⎟⎟⎠ .
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Annexe C
Evaluation de l’asymptotique
topologique pour l’e´quation de
Helmholtz 2D
L’expression de l’asymptotique topologique pour le mode`le Helmholtz 2D a e´te´ obtenue
par S.Amstutz [Ams03] pour le proble`me suivant⎧⎨⎩
ΔuΩ + k
2uΩ = 0 dans Ω,
uΩ = 0 sur Γ0,
∂nuΩ − ikuΩ = hj sur Γj, j = 1, 2, ..., N,
∂nuΩ est la de´rive´e normale de Ω, k ∈ {k ∈ C
∗/Imk ≥ 0} et hj ∈ H
1/2
00 (Γj)
′. Lorsque hj est
nul, on approche une condition aux limites absorbante, lorsque hj = 0 on a une condition
de transmission.
Soit x ∈ Ω, on conside`re le domaine perfore´ Ωε = Ω\B(x, ε), B(x, ε) e´tant une boule de
centre x et de rayon ε⎧⎨⎩
ΔuΩε + k
2uΩε = 0 dans Ωε,
uΩε = 0 sur Γ0,
∂nuΩε − ikuΩε = hj sur Γj, j = 1, 2, ..., N.
Soit ψ ∈ H1/2(σR), on note uεψ solution sur la couronne Dε = B(x,R)\B(x, ε),⎧⎨⎩
Δuεψ + k
2uεψ = 0 Dε,
uεψ = ψ ΣR,




→ T εψ = ∇uεψ.n|ΣR.⎧⎪⎪⎨⎪⎪⎩
Δuε + k
2uε = 0 ΩR,
uε = 0 sur Γ0,
∂nuε+ T
εuε = 0 ΣR,
∂nuε − ikuε = hj Γj, j = 1, . . . , N.
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Le domaine variable est un domaine perfore´, c’est a` dire un domaine dont on enle`ve une boule
de rayon ε variable et destine´ a` tendre vers 0. L’ide´e de la me´thode de troncature du domaine
est de remplacer ce trou variable par un trou de rayon supe´rieur R. Il faut cependant que
la solution dans le domaine Ω\B(x,R) soit e´gale a` la restriction de la solution de Ω\B(x, ε)
sur Ω\B(x,R). Ceci est assure´ par l’utilisation de la condition aux limite impose´e sur ΣR,
on reporte l’effet de la variation de ε sur la fonction impose´e sur ΣR. On a alors la variation
de la forme sesquiline´aire a,
aε(u, v)− a0(u, v) =
∫
ΣR
((T ε − T 0)u)v dγ(x).
On peut calculer uεψ, T
ε, u0ψ et T
















vpΩdγ(x) = −LuΩ(v) ∀v ∈ VΩ.
Ce proble`me a une solution unique. Si LuΩ ∈ H
3/2
00 (Γm)
′, m ∈ {1, 2, ..., N}, la formulation
forte du proble`me est :⎧⎪⎨⎪⎪⎩
ΔpΩ + k
2
pΩ = 0 in Ω,
pΩ = 0 on Γ0,
∂npΩ + ikpΩ = −LuΩ on Γm,
∂npΩ + ikpΩ = 0 on Γj , j ∈ {1, 2, ..., N}\{m}.
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Un des enjeux re´cents en e´lectromagne´tisme concerne le controˆle non-destructif applique´
a` la de´tection de de´fauts, d’objets diffractant ou encore de sources dans des milieux dont les
parame`tres physiques sont globalement connus. L’objectif vise´ par ce type d’e´tudes est a` la
fois de localiser et de caracte´riser, par leurs proprie´te´s die´lectriques, ces diffe´rents e´le´ments.
D’un point de vue mathe´matique, la formalisation de ces proble`mes se traduit ge´ne´ralement
par un syste`me couple´, proble`me direct - proble`me adjoint dont l’un au moins ne donne pas
lieu a` une re´solvante compacte. D’un point de vue nume´rique, la re´solution de cet ensemble de
proble`mes peut conduire a` un syste`me mal conditionne´ dont le traitement sans connaissance
a priori sur les grandeurs recherche´es se traduit par des couˆts de simulation importants, euˆt
e´gard a` la quantite´ de parame`tres recherche´s, et voir meˆme a` une absence de convergence
de la me´thode dans certains cas. Par ailleurs, des me´thodes de localisations ” rapides ”
d’inhomoge´ne´ite´s et/ou de sources ont e´te´ de´veloppe´es ces dernie`res anne´es. Le but de telles
me´thodes est d’essayer de de´crire le ou les e´le´ments recherche´s d’un point de vue ge´ome´trique
sans s’attacher a` la restitution fine des caracte´ristiques de ceux-ci. Il s’en suit ge´ne´ralement
des algorithmes performants. Dans cette the`se, on se propose ainsi d’adopter une strate´gie
en deux temps : d’abord une premie`re e´tape de localisation rapide, et ensuite une e´tape de
caracte´risation.
Dans un premier temps nous pre´sentons le contexte e´lectromagne´tique de la the`se : la mo-
de´lisation de la propagation des ondes e´lectromagne´tiques par les e´quations de Maxwell. Ces
e´quations peuvent eˆtre e´tudie´es dans le domaine temporel ou fre´quentiel. Nous choisirons le
domaine temporel plus proche des applications attendues ou` les mesures sont effectue´es avec
des antennes large-bande. Nous pre´sentons dans ce cadre diffe´rentes me´thodes de re´solution
approche´e des e´quations de Maxwell.
Dans un deuxie`me temps nous e´tudions l’e´tape de localisation. Nous nous inte´ressons
aux me´thodes de retournement temporel et de gradient topologique que nous comparons
a` la me´thode SAR, plus classique. La me´thode de retournement temporelle a e´te´ e´prouve´e
dans le domaine de l’acoustique, c’est une me´thode rapide et robuste que nous avons adapte´e
a` l’e´lectromagne´tisme. D’autre part la me´thode du gradient topologique consiste a` calculer
la variation d’une fonction couˆt par rapport a` l’insertion d’un objet diffractant en un point
donne´. C’est une me´thode e´galement tre`s rapide. Nous verrons que malgre´ des approches a`
priori tre`s diffe´rentes, ces me´thodes sont au final tre`s semblables.
L’e´tape de localisation fournit un ensemble de zones dans lesquelles une me´thode de
type Gauss-Newton peut eˆtre utilise´e pour identifier les objets diffractant. Ce sera l’objet
d’une troisie`me partie. Nous proposons en particulier une imple´mentation efficace de la
me´thode de Gauss-Newton mettant en jeu une combinaison des modes directs et adjoints de
la diffe´rentiation algorithmique.
Enfin dans la dernie`re partie, la combinaison entre l’aspect localisation et l’aspect carac-
te´risation est mis en avant dans le cadre d’un cas de de´tection de cibles die´lectriques dans
un milieux en pre´sence d’autres objets (clutter).
