We propose a θ-scheme to discretize the d-dimensional stochastic cubic Schrödinger equation in Stratonovich sense. A uniform bound for the Hamiltonian of the discrete problem is obtained, which is a crucial property to verify the convergence in probability towards a mild solution. Furthermore, based on the uniform bounds of iterates in H 2 (O) for O ⊂ R 1 , the optimal convergence order 1 in strong local sense is obtained.
Introduction
Let O ⊂ R d be a bounded domain with C 2 boundary. We study different discretizations for the following stochastic cubic Schrödinger equation with multiplicative noise of Stratonovich type (λ ∈ {−1, 1}),
Here, W denotes a real-valued trace-class Q-Wiener process. This problem was e.g. studied in [12] to motivate the possible role of noise to prevent or delay collapse formation; see also [7] for the case λ = 1. It is due to the special type of the multiplicative noise that the mass of solutions of (1.1) is preserved P -a.s., 2) which is similar to the deterministic case. For the deterministic cubic Schrödinger equation, the Hamiltonian H(ψ) = 4 dx is another invariant quantity. In the stochastic case (1.1), it is no longer preserved and satisfies (see [3] (1.3) Corresponding uniform bounds for its expectation in the case of Galerkin approximations of (1.1) then allow a compactness argument to construct a global H 1 -valued mild solution for λ = −1 in [3] ; and for the case λ = 1 with the nonlinear term being replaced by |ψ| 2σ ψ, the condition for global existence is 0 < σ < . A relevant work on the numerical analysis of (1.1) is [4] , where iterates {φ n R ; n ∈ N} of the temporal discretization with underlying mesh of size τ > 0 covering [0, T ] are studied,
where ∆ n W = W (t n+1 ) − W (t n ). This scheme is constructed in a way that iterates preserve the L 2 (O)-norm, i.e., P -a.s. φ n R L 2 = ψ 0 L 2 for n ∈ N. However, such a bound is not sufficient for the use of compactness methods to construct the H 1 -valued solution of (1.1), which requires a uniform bound for the Hamiltonian H (φ (1.5)
Since the scheme (1.4) with θ R ≡ 1 is not known to yield this property, a truncation concept is applied in [4] where e.g. θ R (·) = ρ ≡ 1, and some fixed R ∈ R + ; in this case, the right-hand side in (1.5) needs to be replaced by a constant C R (T ). By tending τ −1 , R → ∞, it is shown in [4, Theorem 2.2] that iterates construct the mild solution of (1.1), where the convergence of the iterates is in probability sense.
This practical construction of the mild solution of (1.1) is valid for initial data ψ 0 having a finite Hamiltonian, and a given real-valued trace-class Q-Wiener process. In [5] , the authors study rates of convergence of the following different time semi-discretization i φ for more regular initial data ψ 0 ∈ H 3 2 +s , s > max{
, 1}, and a more regular Q-Wiener process W . The view-point to achieve this goal is different to the one above: a truncation θ R (·) with R > 0 of the drift term is employed which hinders a (direct) bound for the Hamiltonian but allows to apply semigroup methods for the convergence analysis of this semilinear SPDE with Lipschitz drift: for ψ 0 ∈ H 3 2 +s , s > max{ d 2 , 1}, the (locally) existing mild solution ψ is approximated at a rate 1 2 in the following sense, see [5, Theorem 5.6] . Here, the necessity to tend C → ∞ to obtain this convergence result comes from the subtle interplay of truncation and discretization effects which has to be addressed in the analysis in [5] to establish convergence. Practically, we may deduce from (1.8) that for every convenient finite (truncation) parameter C > 0 in (1.8), we need to adjust the discretization parameter τ ≤ τ 1 (C) to consider numerically relevant events. A further step towards constructing efficient discretizations of (1.1) is the work [8] which uses a Lie-type time-splitting method. This scheme amounts to solving a family of timely explicitly discretized SODEs for all x ∈ O, and a linear PDE with random force. Iterates {ξ n ; n ∈ N} preserve mass, but again no uniform bounds for the Hamiltonian are known to hold in the case ψ 0 ∈ H 1 , thus leaving unclear convergence behavior towards a solution of (1.1) under minimum regularity requirements. However, under the assumption that ψ 0 ∈ H 4 , corresponding solutions of (1.1) are approximated at rate 1 in the sense of (1.8) for finite times; cf. [8, Theorem 3.4] . The strategy to validate this result is again based on properly balancing truncation effects (to numerically approximate a Lipschitz SPDE) with time discretization effects.
The main goal of this work is to propose and study a new discretization (1.9) of (1.1) which inherits a uniform estimate for the related Hamiltonian, i φ n+1 −φ n +τ θ∆φ n+1 +(1−θ)∆φ n + λτ 2 |φ n+1 | 2 +|φ n | 2 φ n+1/2 = φ n+1/2 ∆ n W (n ≥ 0) .
(1.9) For the case θ ∈ [ In order to derive this result, we multiply (1.9) withφ n+1 −φ n , integrate in space and then take the real part of the resulting equality. It is then obvious from the stability analysis which leads to Lemma 9 that the parameter θ has to be chosen from the range [ + O( √ τ ), 1] to generate enough numerical dissipativity to control discretization effects of the noise term. Lemmas 11 and 13 favor the choice θ = + O( √ τ ) in order to guarantee an approximate conservation of the expectation of the L 2 (O)-norm of iterates. Following (a simplification of) the arguments given in [4] , the mild solution of (1.1) may then be constructed as proper limit (for τ → 0) of corresponding iterates from (1.9), using a compactness argument; see Remark 2. Note that no truncation concept is needed any more in order to accomplish this goal -which was the relevant tool in [4, 5] (see also (1.4) and (1.6)) to compensate for the lack of (1.10) in the case θ = 1 2 . In passing, we remark that the latter case causes additional technicalities, including the (practical) dilemma to properly balance truncation and discretization parameters, and also the (rather weak) concept of rate of convergence in probability as stated in (1.8) .
In the second part of this work, we study pathwise approximation of the solution (1.1), which essentially requires initial data ψ 0 ∈ L 2 (Ω; H 4 ). In particular, we are interested in the concept of local rates of convergence for iterates of (1.9), see [6] , which is stronger than that of rates in probability given above (see [8] ), and requires to deal with the discretization of the nonlinear drift term directly. A relevant prerequisite for this purpose is to provide improved regularity results for the non-truncated original problem (1.1), and also for the discretization (1.9). However, it is due to the interaction of the cubic nonlinearity with the stochastic term that we were only able to provide the corresponding uniform bounds in higher spatial norms for d = 1. These estimates are then essential for the error analysis, which allows us to establish optimal strong convergence rates on large subsets of Ω (see Theorem 1) . An immediate consequence of this result is the following sharpened version of rates of convergence in probability (see Corollary 2),
for all α < 1. Note that C is a constant which does not depend on α and τ . If compared to (1.8), the limit in (1.11) is now with respect to the discretization parameter τ > 0. This paper is organized as follows. In section 2, some preliminaries are stated, including the notion of a mild solution of (1.1) and some properties of the linear Schrödinger semigroup {S(t); t ≥ 0} and the discrete linear semigroupŜ τ,θ . In section 3, uniform bounds in higher 'spatial' norms, together with the Hölder continuity in time for solutions {ψ(t); t ∈ [0, T ]} of equation (1.1) are obtained. In section 4, the bound (1.10) for iterates {φ n ; 0 ≤ n ≤ M } of (1.9) is shown (d ≥ 1), and uniform bounds in higher spatial norms are proven (d = 1). These results in sections 3 and 4 are used in section 5 to prove the main convergence theorem, i.e., rates of convergence for iterates of (1.9) in strong local sense, and in the probability sense (1.11) for O ⊂ R 1 as a simple consequence. Some computational studies are presented in section VI which complement the theoretical results.
Preliminaries
Throughout this work, let W be a Q-Wiener process defined on a given filtered probability space (Ω, F, {F t } 0≤t≤T , P ), with values in the Hilbert space
Here Q ∈ L(U) is a non-negative, symmetric operator with finite trace. Equation (1.1) with λ = −1 has an equivalent Itô form (see [3] )
Here 
We recall the mild solution concept for the Itô equation (2.1) from [3, 5] .
where S ≡ {S(t); t ∈ R}, with S(t) = e it∆ denotes the semigroup of the solution operator of the deterministic linear differential equation
We end this section with some useful properties of {S(t); t ≥ 0} andŜ τ,θ , which will be needed in the following sections (see [5] for a corresponding study in the case O = R d ). In the following, the constant K > 0 differs from line to line; it depends on the initial value ψ 0 , T , Q 1 2 , and O, but not on τ , n.
, and the following estimates hold,
Proof. To show the isometry property of S(t), we multiply (2.3) by ψ, integrate in O T and take the imaginary part. We get
3) by ∆ψ, integrating in O T and taking the imaginary part, we easily deduce
. In fact, we may conclude from (2.3) that
We choose ξ =ψ(t), and take the imaginary part to get
To show the assertion (ii), we modify the argument (2.6). Let ψ 0 ∈ H 
The proof of assertion (ii) is finished.
Below, we use the θ-scheme for a time discretization of (1.1), and stability and approximation properties for the discrete linear semigroupŜ τ,θ :
In order to deduce the improved regularity properties for the solution {φ n ; n ≥ 0}, we introduce the space H ∆ (see [11] ), according to
Moreover, the following estimates hold,
, integrating in space and taking the imaginary part leads to
In order to show that the right-hand side of the above equation is non-positive, we multiply (2.7) byφ n+1 −φ n , integrate in space and take the imaginary part,
Combining these two equalities, it is easy to see that φ
Step 2: 
Step 3:
This means that
We multiply (2.9) byv, integrate in space and take the real part to obtain,
Step 4:
Multiplying byv, integrating in space and taking the real part leads to
We denote e n = ψ(t n ) − φ n and subtract (2.7) from (2.10) to get
Test by θē n+1 + (1 − θ)ē n , integrate in space and take the imaginary part to obtain 12) where in the last step, we use ψ(t)
3 Stability results in higher norms for more regular initial data
In this section, we study regularity properties of solutions of (1.1) with λ = −1. A formal application of Itô's formula shows that the pathwise L 2 -norm of the solution of (1.1) is preserved as in the deterministic case. The Hamiltonian H(ψ), however, is no longer preserved for (1.1), but one can obtain its boundedness in L p (Ω) for any finite time T > 0; see Lemma 3 
) and O ⊂ R 1 , we show that the solution is also 
) for some arbitrarily large subsetΩ
Those results upon the regularity of the solution of (1.1) in space may be used to prove Hölder regularity with respect to time in strong norms; see Lemma 7 and 8. Also they are useful in later sections to establish rates of convergence for the θ-scheme (1.9).
In the following lemmas, the application of Itô formula is formal; the argument can, however, be made rigorous by using a truncated version of (2.1), and passing to the limit after Itô's formula has been applied; we refer to [3] for a corresponding argumentation.
Then there exists a constant K ≡ K p > 0 such that the mild solution of (2.1) with
Proof.
Step 1: Case p=1. Applying expectation to (1.3), we have
we get the following estimate for E(H(ψ(t))),
From the definition of the Hamiltonian H(ψ), we know that ψ
Gronwall's Lemma then implies the assertion (i) of the lemma. To show assertion (ii) for p = 1, we take the supremum over t ∈ [0, T ] in (1.3) before taking the expectation. If compared to assertion (i), the main difference is the appearance of the supremum of a stochastic integral, whose expectation can be estimated by the BurkholderDavis-Gundy inequality:
where in the last line we use ∇ψ
. Then proceeding as in the proof of assertion (i), we can absorb the first term on the left-hand side, and use Gronwall's lemma.
Step 2: p ≥ 2. We apply Itô's formula to H(ψ) p , where H(ψ(t)) satisfies (1.3).
Since the last term on the right-hand side vanishes after applying expectation, there remains to estimate the term
Because of (3.1), (3.4), and Hölder's inequality, we have
We may now apply Gronwall's lemma to obtain the estimate (i). The assertion (ii) for p ≥ 2 now uses arguments similar to (3.2), so we skip the details here.
There exists a constant
In order to verify improved regularity properties for the solution of (1.1), we have to restrict to bounded domains O ⊂ R 1 ; the technical reason for this restriction is discussed in Remark 1 below.
Proof. To simplify notations, we present the proof of (3.5) for the case p = 1. We formally apply Itô's formula to the function f (ψ(·)), where
since for the leading term we have ψ 2
H 2 , i.e., its square-root is equivalent to the norm
with the first and second order derivatives
and
For the term f (ψ 0 ), we use the continuous embedding
The term I is the most difficult one: by the expression for Df (ψ) above, we may represent it in the following form.
We treat terms I 1 , I 2 and I 4 together, for they have troublesome terms which cancel each other. For this purpose, we first consider terms I 1 , I 4 and I 2 independently. For the first term in I, we compute
We conclude that
we can rewrite the term I 4 in the following two parts,
Summing the terms 
This term and the term I 4 b can be bounded by integration by parts, using the embedding H 1 → L 6 , and Corollary 1, that is
Next, we consider the term I 2 and use the identity ab +āb = 2 (ab) for a, b ∈ C to rewrite its partψ
Then the term I 2 equals to
where
b denotes the remainder terms in I 2 . We rewrite the term
We insert the identity ∆(|a| 2 a) = 2∆a|a| 2 + 4|∇a| 2 a + 2(∇a) 2ā + (a) 2 ∆ā, for a complexvalued function a(x) ∈ C into the second integral in the above equation, add the terms 
To estimate this term, we use integration by parts, Hölder inequality, the embedding
where for the last inequality we use Corollary 1 and equation (1.2). Here, to estimate the second integral in (3.7), we have to restrict to O ⊂ R 1 . After using (i|∆ψ| 2 |ψ| 2 ) = 0, the estimate of term I 2 b is similar as before, and we have
Because of (i|∆ψ| 2 |ψ| 2 ) = 0, the term I 3 can be estimated in a similar way by using Hölder's inequality and some embedding inequalities. It can be bounded by K + KE 
The estimate of term II is similar to that of term I 3 , using Hölder's inequality and embedding estimates.
Because of the property of the Itô stochastic integral, we know that the expectation of term III equals to 0.
Combining these together, we have
where in the last step, we use continuous embedding H 1 → L 6 and Corollary 1. Then the conclusion follows from Gronwall's lemma.
Remark 1.
There is only one term that requires a '1D-argument', which is the second term in (3.7),
Proof. If compared to Lemma 4, the main difference of proof is the appearance of the supremum of stochastic integrals III in (3.6), whose expectations do not vanish anymore. By the expression of Df (ψ), we know
We deal with the first term in III as an example, since the other two terms can be done similarly with Burkholder-Davis-Gundy inequality as well.
Similar as the proof of Lemma 4, Gronwall's lemma leads to the assertion.
The next result establishes H 4 (O)-regularity of solution of (1.1) on large subsetsΩ κ,t Ω for O ⊂ R 1 . Based on Corollary 1 (ii) and Tchebysheff's inequality, we know that lim κ→∞ P (Ω κ,t ) = 1 for t ∈ [0, T ]. The proof is based on semigroup methods and the fact that the solution is already known to be
Using the property of the semigroup
For the cubic nonlinear term in the second term, we use the well-known inequality
Since d = 1, we may use the Sobolev embedding
Next, we use the nestedness of the subsets, i.e.,Ω 1 κ,t ⊆Ω 1 κ,r for t ≥ r to estimate the second term in (3.11) as follows.
For the third term in (3.11), if restricted to the subsetΩ 1 κ,t , we use againΩ
(3.14)
In fact, if ω ∈Ω 1 κ,t or ω ∈ Ω\Ω 1 κ,0 , then the left-hand side equals the right-hand hand; otherwise the left-hand side is smaller than the right-hand side.
To sum up, we may consider the estimation of ||ψ(t)|| p H 4 on the subsetΩ 1 κ,t , and then involve inequalities (3.13), (3.14) and the Burkholder-Davis-Gundy-inequality to conclude
Then assertion of the lemma here follows from Gronwall's lemma.
Proof. From equation (2.2), we have the following expression for ψ(t 1 ) − ψ(t 2 ), Because of Lemma 1 (i),
We divide II into two parts,
We split term III as (3.16). Based on the Burkholder-DavisGundy inequality, Lemma 1 (i) and Lemma 4, the first stochastic term may be estimated as follows,
and the estimate of the second stochastic term is
Inserting all these estimates into (3.15) establishes the result.
From Lemma 1 (i), i.e., S(
, we may conclude that if we want to show the Hölder continuity property of the solution of (1.1) in the H 1 0 (O)-norm, we need the boundedness of the H 2 (O)-norm of the solution, which is stated in Lemma 4. Therefore we present the following lemma without proof.
4 Stability of the θ-scheme
In this section, we consider the following θ-scheme on the uniform partition I n := {t n } 
A relevant property of the limiting system (1.1) is a bound for the Hamiltonian of its solution; see (1.10 ). This property is not known for the Crank-Nicolson scheme (θ = ), which is why a truncation strategy is applied to the nonlinearity (see [8] 
Step 1: Existence and F tn -adaptedness. Fix a set Ω ⊂ Ω, P (Ω ) = 1 such that W (t, x) ∈ U for all t ∈ [0, T ] and ω ∈ Ω . In the following, let us assume that ω ∈ Ω . The existence of iterates {φ n ; n = 0, 1, · · · , M } follows from a standard Galerkin method and Brouwer's theorem, in combination with assertion (i). Define a map
where P(H 
follows from the Doob-Dynkin lemma.
Step 2: Case p = 1 for (i), (ii) and (iii). Consider equation (4.1) for one ω ∈ Ω and choose z =φ n+ 1 2 (ω). Then take the imaginary part to get
where (a − b)(ā +b) = |a| 2 − |b| 2 is used on the left-hand side. Next, we choose z = −(φ n+1 −φ n )(ω) in (4.1), and take the real part. We obtain 1 2 ∇φ n+1 2
We will see that the last term on the left-hand side helps to bound the stochastic integral term, which is restated as follows by using the equation (4.1), properties of the real and imaginary parts of a complex number, and the fact that W is real-valued,
We used integration by parts in the last step. By plugging it into equation (4.3), we find
Next we estimate the three terms separately. Because of |∇φ n | 2 = 0, we have
Rearranging terms and the identity φ
Integration by parts for the first term, and using (a) = − (ā) (a ∈ C) lead to The estimation of the first three terms is as follows,
The troublesome term is I d 23 , we estimate it as follows,
where we use the embedding
in the last step. In order to complete the proof for (i) and (ii), we need to bound φ n+1 − φ n 2 L 2 , which appears in the last two estimates (4.7) and (4.8). For this purpose, we test the equation (4.1) with (φ n+1 −φ n )(ω), then take the imaginary part. Because of φ
, we get
Estimating this equality leads to 1 2
where Young's inequality is applied, and the term
L 2 which appears from the stochastic term is absorbed in the left-hand side.
We may now combine estimate (4.9) with (4.2) and (4.4). By denoting
, we obtain
In order to efficiently bound the expectation of the last term, we recall that
. After applying expectations on both sides of (4.10), one arrives at
The discrete Gronwall's lemma then leads to the assertions of this lemma in case τ ≤ τ * is chosen.
Step 3: Case p ≥ 2 for (i). In order to show the assertion (i), we employ an inductive argument. To obtain the result for p = 2, we multiply equality (4.10) by K n+1 and use the identity (a − b)a = 1 2
where A is from (4.10). Applying expectation on both sides of (4.11), we have
In order to verify this inequality, we may restrict ourselves to the integral term in (4.10), since other terms can be easily estimated by Young's inequality. By the independency property of increments of the Wiener process, we obtain
and the leading term may be absorbed by the left-hand side of (4.12). Therefore we have the conclusion of (i) in the case p = 2 via the discrete Gronwall's lemma. By repeating this procedure, one obtains the result for each p ∈ N.
Step 4: Case p ≥ 2 for (ii). We prove it for the case p = 2, since for general p, the result follows from assertion (i). We deal with inequality (4.9) by squaring it,
Applying expectations leads to assertion (ii) in the case of p = 2. By repeating this procedure, one obtains the result for each p ∈ N.
Remark 2. We may use the uniform bounds in Lemma 9 for iterates {φ n ; n = 0, 1, · · · , M } solving Algorithm 1 to construct and prove convergence of a family of (adapted, continuous) interpolating processes (see [4, formula (3.10) ]) towards a mild solution of (2.1) in the sense of Definition 1. A crucial prerequisite for the used compactness argument in [4] are the lemmas [4, Lemmas 3.3 and 3.4], which here are sharpened to Lemma 9. As a consequence, no additional truncation parameter (and related stopping times) is involved in the corresponding convergence argument for Algorithm 1, which would otherwise require a proper balancing with the discretization parameter in this (practical) construction process of a solution for (2.1) as in [4] . Lemma 10. Let p ≥ 1. Under the assumptions made in Lemma 9, we have
Proof. We only present the proof for p = 1. We start from (4.10) for some 0 ≤ ≤ M , sum over the index from = 0 to n, take the maximum between 0 and m ≤ M , and apply expectations. We may now employ the result of Lemma 9 to conclude that
The bound of the last term is similar to (3.2), using Burkholder-Davis-Gundy inequality.
The following lemma asserts approximate conservation of mass (in statistical average) for θ ↓ 
(4.14)
Proof. Recall (4.2) and use properties of the imaginary part of a complex number to conclude
Now consider the above inequality for some 0 ≤ ≤ M , sum over the index from = 0 to n, take the expectation, and use Lemma 9 (i) and (iii) to establish the assertion.
A comparison of Lemma 9 and Lemma 11 illustrates the role of numerical dissipation in the θ-scheme and suggests a choice θ = The following lemma validates improved stability properties for solutions of Algorithm 1 for O ⊂ R 1 , which will be relevant in the error analysis below. In fact, a consequence of it will be an improved preservation of mass; see Lemma 13.
, and W be
Proof. We formally test equation (4.1) with z = ∆ φ n+1 −φ n and take the real part.
Because of θ∆φ
(4.16)
Step 1: Estimate of the stochastic integral term B. We use integration by parts to benefit from equation (4.1) and W being real-valued,
Step 2: Estimate of term B 1 . We rewrite the term B 1 as follows,
, we have the following estimate for the term B 1 b in (4.18),
Integration by parts for the first term leads to
By assertion (i) and (ii) of Lemma 9, we get
For term B 1 c , we use again φ
In the following step, we use that the Wiener process is H 2 0 -valued to allow for integration by parts,
Integration by parts for the first term then leads to
We only present the estimate of the last term, the remainder terms can be easily bounded as before.
, by Lemma 9 (i) we obtain
Step 3: Estimate of term B 2 . By integration by parts,
The estimates of these terms are done by inserting functions of φ n and using the fact that E(∆ n W |F tn ) = 0. So here we only present one troublesome term in B 2 as an example.
The expectation of the second term is zero. By the identity a 2 − b 2 = (a + b)(a − b), we deal with the first term below.
For the first term, we use H 1 → L ∞ and Young's inequality to conclude
Similarly, by embedding H 1 → L ∞ and Hölder inequality, we get the estimation of the second term in (4.19),
Therefore, from Lemma 9 (i) and (ii), we have
Step 4: Estimate of term A. Because of (|a|
We use the identity |a| 2 a − |b|
where for the last two terms in (4.21), we use
We use integration by parts and product formula to rewrite term A 3 .
Summing up (4.21) and (4.22) and (a) = (ā) for a ∈ C lead to 
We estimate the terms separately. The estimation of the terms A a,n+1 and A a,n follows from their special structure (when taking the sum with respect to n, all middle term are canceled) and Lemma 9. For term A b , we use binomial formula, and interpolation of L 4 between L 2 and H 1 for d = 1.
For term A 1 , we use |φ
Now follow the steps for A b to estimate the right-hand side. In order to bound the term A c , we use once more the interpolation result for L 4 which holds for d = 1.
For the last two terms A d + A e , we replace the expressionφ
∆ n W , then for the second term and third terms of the resulting equality, we can estimate them as before.
Here by the interpolation of L 4 between H 1 and L 2 , and the continuous embedding
we estimate the first term of resulting equality after replacingφ
As a consequence, all terms on the right-hand side of (4.16) may be controlled with the help of Lemma 9 and a Gronwall's argument, apart from the term
Step 5: Estimate of the term
We formally test equation (4.1) with −∆(φ n+1 −φ n ) and take the imaginary part. We repeatedly use properties of the imaginary part of a complex number to obtain
By the continuous embedding H 1 → L 6 , and Lemma 9 (i), the term φ n+1 6
L 6 can be bounded. Other terms can be bounded by assertions (i) and (ii) of Lemma 9. Therefore
Step 6: Gronwall argument. We may combine these estimates for the terms on the righthand side of (4.16). For τ ≤ τ * sufficiently small, we prove the assertion (i) to benefit from Gronwall's inequality and Lemma 9.
The proof of assertion (ii) is similar to Lemma 9 (i). Property (ii) then allow to validate assertion (iii).The proof of assertion (iv) is similar to Lemma 10.
Remark 3. To derive uniform bounds in higher norms for iterates of Algorithm 1 is a bit more complicated than for the continuous problem (Lemma 4). Terms A 1 , A b to A e can only be estimated in 1D.
Since we get a better estimate for ∇(φ n+1 −φ n ) L 2 in Lemma 12, we can get a better conservation of the L 2 -norm for domains O ⊂ R 1 ; in fact, the next lemma asserts that the conservation of the L 2 -norm is of order 1 for 2θ
Proof. Recall (4.15), but now scale factors differently.
Now consider the above inequality for some 0 ≤ ≤ M , sum over the index from = 0 to n, take the expectation, and use Lemma 9 (i) and Lemma 12 to establish the assertion.
Optimal rates of convergence of θ-scheme
The θ-scheme (1.9) can be rewritten in the following form,
The following theorem states the optimal convergence order for the θ-scheme for initial data
]. Since its proof requires properties which are stated in Lemma 12, we again consider H 2 0 ∩ H 4 -valued driving Wiener processes.
for any fixed κ > 0, and
For the subsetΩ κ , by Corollary 1 and Lemma 10, there holds (τ < 1)
. As a consequence,
A consequence of this theorem is a result concerning convergence with rates in the probability sense for iterates of the scheme. For every α < 1 and C > 0, we estimate
Therefore, we obtain the following corollary.
Corollary 2. There exists a constant C > 0 such that for all α < 1,
The constant C > 0 used in this corollary may be determined from the constant K > 0 in Theorem 1.
Proof. (of Theorem 1) We have the following expressions for ψ(t n ) and φ n .
Then we have P -a.s.
Because of ψ 0 = φ 0 and Lemma 2 (iii), we restrict the first term in (5.4) on the setΩ 2 κ,n and estimate it by
The estimation of the first term II b 3,1 in the above equality is similar as before, just notice
, 1], and inequality (2.5), so we omit its proof here. For the second term II b 3,2 , the estimation follows from Fubini's theorem and then the Burkholder-Davis-Gundy inequality.
where the last inequality follows from the boundedness of the H 1 -norm of the solution ψ, the embedding H 1 → L ∞ , the conservation property of L 2 -norm, and the isometry property of the semigroup S. Therefore, we have
(5.4), we estimate them together. 
The technique to deal with the stochastic term is similar to (3.14). In order to estimate the first term in (5.6), we use the Burkholder-Davis-Gundy inequality and Lemma 2 (iii). For the estimate of the second term in (5.6), we use that e l−1 is F t l−1 -measurable and ∆ l−1 W is independent of F t l−1 . Therefore, we know that
We use equations (1.1) and (4.1), and group deterministic and stochastic integral, according to by rewriting the term III c + III d in (5.5) in the form The estimates of the terms III We may then use the results in Step 1 to 4 in (5.4), we obtain
The discrete Gronwall inequality finally implies
Thus usingΩ κ :=Ω Hence the proof is finished.
Numerical Experiments
In the previous sections, we showed stability and convergence (O ⊂ R d ), and convergence with local rates (O ⊂ R 1 ) for the θ-scheme (4.1) and the defocusing nonlinearity (λ = −1) in (1.1) with spatially regular noise. The computational studies which are reported in this section are meant to provide practical evidence for those theoretical findings, but also to complement them by e.g. studying the evolution for rougher initial data and rougher noise (Example 2). In order to better clarify the interplay of nonlinearity and noise, we scale the noise in (4.1) by a parameter ν ∈ R.
The first example is to study stability and rates of convergence for different values θ i ∈ { 
+
√ τ , and θ 3 = 1. Let I τ = {t n ; 0 ≤ n ≤ M } be the uniform discretization of [0, T ] of size τ > 0, and T h be the uniform triangulation of O of size h = 0.01, on which the lowest-order H 1 -conforming finite element discretization of (4.1) is realized. The reference values (for Figure 1 a) and b) ) are generated for the smallest mesh size τ = 2 −13 , and 400 realizations are chosen to approximate the expectations. the L 2 -error is plotted in Figure 2 , and the distribution of max 0≤n≤M ∇φ n is plotted in Figure 3 . , ν = 0.1, h ∈ {0.05; 0.01}, τ = 10 −3 ) and initial datum ψ 0 ∈ C ∞ from Example 1.
