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CHAPTER I 
INTRODUCTION 
This research is primar ily concerned with the estimatio n of 
the Hazard functions, the Hazard function is the failure rate at time 
t, and is defined as -R '(t)/R(t), so it plays an important role m 
Reliability. 
In order to compare and evaluate the estimation methods, it 
1s convenient to select one distribution in this research. Since the 
Weibull distribution is a useful distribution m Reliability, the Weibull 
distribution is used in this paper. 
The Weibull distribution function 1s given by 
R(t)=exp [-(~t] t > 0 
and the Hazard function is given by 
ct-1 a H(t) = ct t /Q t > o. 
Nonparametric techniques are the primary methods used to 
estimate the Hazard functions in this paper. The parametric 
methods given by Bain and Antle (1967) are Us ed to estimate 'the 
parameters Q and a in Weibull distribution. 
2 
Monte Carlo methods were used to determine the variances 
and bias es of the estimators obtained by both nonparametric and para.-
metric methods so as to evaluate the accuracy and properties of 
estimators g e nerated by the nonparam e tric techniques . 
The nonparametric estimators w e re found to have a smaller 
bias than the parametric method, but the variance is a little larger 
than the parametric method. When the parametric form of a distribution 
is unknown the nonparametric method seems to give sufficiently 
good results to be useful. The nice property of simple computations 
makes the nonparametric method worthwhile. 
CHAPTER II 
RELIABILITY AND HAZARD FUNCTION 
Reliability (R(t)) of a component is the probability of per-
forming successfully for a specified time t. Experience shows that 
even a well designed , well engineered, thoroughly tested and 
properly maintained equipment does not completely avoid the 
oc curence of failures. 
The measure of an equipment's reliability is the frequency 
at which failures occur in time . If there is no failure , the equip-
ment is one hundred percent reliable , if the failure frequency is 
very low, the equipment's reliability is usually still acceptable . 
If the failure frequency is high, the equipment is unreliable . 
In Engineer ing and Statistics, reliability has an exact 
meaning, it can be exactly defined and calculated. The definition 
is "Reliability is the probability of a device performing its purpose 
adequately for the period of time intended under the operating 
conditions encountered" ( Bazovsky 1962). In the simplest form, 
Reliabi l ity is a probabi l ity of success, also referred to as the 
p r obabi l ity of survival. 
The Hazard function (H(t) ) is defined as the number of 
items failing in a time interval divided by the total number of 
3 
4 
components living at the beginning of this interval, s o it can be 
written as (f(t)/(1 - F(t) ) , or -R '(t) /R(t) . In other words , it is the 
failure rate at tim e t as a function of time t. 
In order to derive the R e l ia bil ity and Hazard func ti ons , we 
assume a fixed number N of components are repe ·atedly tested , the r e 
will be , after a time t , N components which survive the test and 
s 
Nf components which fail , 
R (t) 
dR 
dt 
-N 
--
N 
s 
' 
~R 
R 
R (t) 
For 
R (t) 
H(t) 
= N /N = 1 - N /N 
s f J 
= 
- 1 
N 
dR 
= dt 
1 dNf 
--
N dt 
s 
= 
= - Hdt 1 log R = 
-[ 
,ii 
0 
- exp [ -ft H o!t l 
0 
the Weibull distribution it 
= ex p [ - ( ~ )a] 
= - R '(t) I R(t) 
a-1 a 
= at IQ 
1 dR 
H (t) -- = R dt 
H Jt 
is given by 
Ex am plPs of reliabi l ity g r aphs for thE: W( ibu ll are see n m 
Fig ur e l. 
a ==- 5 
Figure 1 . Reliability functions 
Th e graphs of th e Haza rd functions are found m Figur e 2 . 
l 
Q 
H 
Figure 2. Hazard functions 
a = 5 
2 
l 
0 . 8 
0 . l 
5 
t 
6 
In m any components the hazard function is more complicated . 
Three k inds of failures may be inherent in equipment, the first is : 
Early Failures re s ulting from poor manufacturing and quali ty control 
during the production process ; the second is Wearout Failures 
caused by wearout of parts due to improper ly maintained; the last 1s 
Chance Failures caused by sudden stress accumulations beyond the 
design strength of the component; failure occurs at random intervals , 
irregularly and un ex p ec t edly (Bazovsky 1962) . 
The Early Failure results from poor manufacturing and 
quality cont rol, so the failures always concentrate in the ear l y time . 
When substandard components are present in the in itial stages of 
operation , reliability curve declines fast, but it improves rapidly 
as the failed weak components are re placed by good ones ; the 
reliability curve declines slow l y after this period. The curve of 
the hazard function is similar to the reliability curve . The equip-
ment has a high failure rate in the initial p e r iod and declines after 
the ear ly failures have occurred. 
The figures and formulas of Early Failures are found m 
Figure 3, 4. 
The Chance Failures caused by sudden st ress accumulations, 
occurs at random interva l s, i rregularly and unexpectedly. So th e 
Failures distribute evenly over the whole life time of e quipment , 
and the Failure rate is a constant during the life time. 
R 
1 
a = 0. 8 
a = 0. 1 
---------------------------t 
Figure 3 . Reliability function of Early Failur es 
l 
Q 
a = 0. 8 
--------
--------~ a = 0. 1 
Figure 4. Hazard function of Early Failures 
7 
t 
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We get a smooth descending curve of R e liability , and a con-
stant Hazard function as shown in F igure 5 and 6. 
R 
a= l 
t 
Figure 5. Reliability function of Chance Faliures 
( _t ) R 2 (t) = exp L- Oz 
az ] az = l 
= exp [- ( _t ) ] 
oz 
l 
0 2.. 
H 
Q = l 
t 
Figure 6. Hazard function of Chance Failures 
a2- l a2 
H 2 (t) = a2t / 02 a2 = l 
l 
= --
02 
The Wearout F a ilur es are caused by wearo ut of par ts due to 
9 
improp e r maintanc e or ex hau stio n. Sometim es they are approximated 
by a normal distribution ; a bout one-half of failures occur before the 
mean life time M, and on e- half occur lat e r. Example of density 
function of the Wearout Failures is seen in Figure 7. 
f (t) = e 
2 
- (t - M) / = er 
,_ 
10 
f 
t 
M 
Figure 7. Density function of the Wearout Failures 
The Reliability curve 1s found in Flgure 8. 
R 
t 
M 
Figure 8. Reliability function of Wearout Failur.es 
rt 1- f(t)dt Jo 
H 3 (t) = f(t) I R (t) 
00 
= f(t) Ii f(t) dt 
= 100 f(t) dt 
. t 
But in most cases, the equipment suffers its greatest 
Weai.rout Failures in the test period before M when components are 
allowed to wearout and are replaced only as they fail (Bazovsky 
1962). So the Wearout Failures always follow the Weibull distri-
but ion. 
The reliability curve of Wearout Failures shows almost 
no decline in the initial period and begins to decline at some 
place before M. The Reliability curves are seen in Figure 9. 
R 
--~--a= 2 
---------~-------------------t Ml M2 
Figure 9. Reliability function of Wearout Failur .es 
11 
t a3 
= exp [ - ( -) 
Q3 
The Hazard function is near zero initially. It ascends 
12 
gradually when time t is getting larger, since the failure rate is the 
increasing function of time t. The Hazard function is seen in 
F igu r e 1 0 . 
H 
a = 5 
a= 2 
t 
Figure 10. Hazard function of Wearout Failures 
The combined Reliability function of an equipment is 
given 
R(t) = R 1 (t) R 2(t) - R 3 (t) 
= exp 
-i[,(~/1 + ( ~2) + (~3 i"3 ] ~ 
(13 
"When tis small, the term (t/Q 3 ) is usually neglected~ it means 
the Wearout Failures are not obvious. When t is larger, the term 
(13 
(t/Q 3 ) plays an important role in R(t); Early Failures are 
usually neglected . 
We can draw the curve of combined Hazard function 
approximately (Bazovsky 1962) as shown in :Figure 11. 
l 
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Figure 11 . Combined hazard function 
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CHAPTER III 
ESTIMATION OF HAZARD FUNCTION 
From Chapter II, it is noted that the hazard function may be 
a complex function which combines more than one different shapes 
of curves with different parameters. Thus it may be very difficult 
to estimate the combined Hazard function . In app l ications, attention 
is usually focused on a portion of the Hazard function, such as the 
Hazard function of early failures, or wearout failures , but not the 
whole combined hazard function. 
Hazard function is defined as (f(t)/(1-F(t) ), where F(t) is 
the failure distribution function, and f(t) is the density function . N 
samples of time to failur e are obtained from the population . 
According to the nonparametric techniques, the N samples 
of failure times t t divide the whole population into N;+l equal 
portions, 
tN be N failure times 
dN be the time interval between successive 
samples, sod. = t . 1 - t .. Then l l + l 
f(t) is the slope of the interval d . , and 
l 
F(t) is the cumulative probability at t .. 
l 
From Figur e 12 , 
F(t) 
/ 
/ 
/ 
-,1-------
/ 
/ 
/ 
/t---~ 
/ ,,, 
/ 
,,,,,,., 
- I _, I 
-- I 
l I 
D+I' I 
-~-""/ I 
I di- 1 . di 
l 
17 + 1 
.._ ________ ..;... ____ ..;... __ _;.. ____________ t 
t .- l t . t .+ 1 
1 1 1 
Figure 1 2. Failures distribution function 
we get 
1 
f(t.) = 
l 
17+1 
di 
1 
(17+1) di 
F(t.) = 
l 
i 
17+1 
, 1 
3 . 1 Fir st Method 
To estimate H aza rd funct ion at time T, (H(T) ) , we must 
estimate the f(T) and F(T) first , 
n 
i T- t . 
) / ( 17+ 1) F{T) 
l 
= + 17+1 di 
1 (i + 
T _ti 
= 
17+1 di 
1 5 
d . is the inte rv a l of t - t . where T is l ocated. 
1 i + 1 1 
The f(T} is the s lope of F(t) at T, since the curve of F(t ) is 
assumed to be very sm ooth , if f(T) is estima t ed using only on e 
interval, the variance of the e sti mators will be l a rg e r , so several 
int e r va ls around T mus t be counted , and each s lop e is weighed by 
16 
the length of interval itse lf , this is comparable w ith moving averages 
used in time series. Dur i ng the r esearch, 3,5,9, 1 2, and 15 
intervals h ave b een tried , 9 intervals is found to give good r esults 
when sample size N is equa l to 100. 
f(T) = 
= 
= 
A 
H(T) = 
X d . 4+ • .. + }d 
1- (17+1 . 4 1+ 
9 
n+l 
t . 5 - t . 4 1+ 1-
9 
(17+1} (t . 5 - t . 4) 1+ 1 -
f 
f(T} I (1-F(T}) 
In order to compare and eva lu ate this method w ith a p ara-
metric method , the Weibull d ist ribution is used in a monte carlo 
study, the r es ults of th is study are found in Chapter V, and 
computer program is found in Appendi x A . 
17 
3. 2 Second Method 
In this method, a new conception of ha zard function is con-
sidered, as shown m Figure 13 , 
R 
~ exponentia l 
I 
curve 
T 
V 
t d 
Figure 13 . Weibull treated as an ex pon ential 
the reliability curve is a Weibull distribution, but we can treat the 
rel ia bility curve as an Exponential distribution (R(t) ::: e -Ht) in a 
s hort interval d., where the T is locat ed. Then the hazard function 
1 
(H(T)) may be assumed to be a constant in ex ponential distribution. 
For the exponential distribution R(t) = e -Ht , H is the 
hazard function and is the reciprocal of the mean m. 
H= 
1 
m 
18 
During this research, 9 intervals around T is found to be a good 
interval for estimating the hazard function when sample size is 100 . 
I t i-4 = D t. 5 1+ 
t 
Figure 14 . Enlarg ed figure of the short interval of ex pon entia l 
curv e from Figure 13. 
From Figure 14 , let d . -4 · d · · · · d b e the 9 
1 i i+4 
intervals included in the computation, and l et T be located in 
interval d . , t . 
4 
= 0 be the beginning of the ex ponential curve, l 1-
M= 
~x 
YJ 
X = d . 1 1-4 
X is the variables oft m exponential distribution, 
= t. 
3 
-t.-4 . 
1- 1 
19 
t. 5 - t . 4 1+ 1-
r, = 9 
A 
H(T) = 1 r, = M I:X 
9 
= 
In order to compare and evaluate this method with a 
param et ric method, the Weibull distribution is used in a monte 
carlo study, the results of this study are found in Chapter V, and 
computer program is found in Appendix B 
20 
CHAPTER N 
ESTIMATION WITH THE PARAMETRIC TECHNIQUES 
In order to compare and eva luate how good the nonparametric 
technique is, the parametric technique given by Bain and Antle (1967) 
is used to estimate the parameter Q and a in the Weibull distribution. 
For the Weibull, let 
then 
-2 
£(2) = e :::::: > 0 
E (2 .. ) = S . = L 
lXl l 
i= 1 
1 
Y)-i + 1 
(Bain and Antle, 1967) 
The l east square method should m inimize 
Y) 
L 
i= 1 
rJ 2 
A simple method is to minimize L [LOG (t(i/O)a - LOG S.] 
i= 1 
Let 
rJ 2 
Y = S [ LOG (\ i/O~a - LOG sJ 
x=l 
n 2 
= S [ a LOG t( i) - a LOG Q - LOG Si ] 
i= l 
n 2 
= s la . 
i= l 
2 2 2 (LOG t(i)) + a (LOG Q) + (LOG Si) 
2 
2 a LOG t(i) LOG Q + 2a LOG Q LOG Si 
2 a 
2 
LOG \ i) · LOG Si ] 
To find the minimum of y, l et 
~ - 0 we get aQ -
2 l 2 1 l Zna 0 LOG Q -2a · Q(S LOG+ t(Z)) + Za · Q L LOGS .= 0 
na LOG Q = a LOG TT t(i) 
1 
Q O [rrt(i)] /[rrsi] 
~ = 0 we get 2a 
l 
na 
L LOGS. 
1 
2 2 ZaL(LOGt(i) +2lla(LOGQ) -4aLOGQ · (LLOG,t(i)) 
+ Z LOG Q SLOGS . - 22::: (LOG t(i) · LOG S.) = 0 
1 1 
l 
21 
2 a > 
a~(LOG t(i) - ll (~LOG t(i) 
-
1
- S LOG t(i) · ~ LOG S . 11 1 
- ~ (LOG t(i) · LOG S.) = 0 
l 
a [~(LOG t(i) /- "Tl(~ LOG t(i) ) 2 ] = ~ (LOG t(i) · LOG S . ) 
l 
_l ~ LOG t(i) ~ LOG S. 
D 1 
A 
a = 
~ (LOG t(i) · LOG S.) 
l 
S (LOG t(i) ,2 
1 
~ LOG t(i) · S LOG S . D 1 
-
1 (~ LOG t(i) )2 
D 
the estimator of the ha zard function is given by 
H (t) A, = Q "" "" Q -1 "'- Q t I Q 
In practice , it is usually necess ary to estimate the hazard 
22 
function from trunc ated sam ples; that is, it is usually not poss ible 
to continue a testing program until all samples on test have failed. · 
The nonparametric methods are not affected by truncation; howev e r , 
the parametric techniqu es are affected by truncation . 
It was arbitrartly assumed that the samples will be trun-cated 
after t(70), where t(70) is the 70th smallest observation . If the 
truncation is carried out before t(70), then the variance of the para-
metric estimator will be larger . The variance of the nonparametric 
23 
estimator will remain the same m this case; howevc~r, the range over 
which the hazard function may be estimated bP.come::; s maller. 
In order to compare an<l evaluate with nonparametric rncthod, 
the Weibull distribution is used in a monte carlo study; thl~ result::; of 
this study are found in Chapter V, and computer progra1n is found in 
Appendix C. 
CHAPTER V 
EVALUATlON AND SUMMARY 
In the monte carlo simulation, a Weibull distribution was 
assumed, and the values of parameters were selected as; 
Q = 10 
a = 0 . 4, 0. 8, 2. 
From each sample of size 100, the hazard function was estimated 
both by parametric and nonparametric techniques at the following 
3 times , T = Q / 5 , QI 2. Q These estimates were repeated 
for 500 times and the mean and variance of the estimators were 
24 
calculated. The results of this simulation are recorded in Table 1. 
The estimators from the second nonparametric method are 
found to have a larg e variance and bias ; therefore, it is not a good 
method for estimating , so in this chapter, only the first nonpara-
metric method is compared and evaluated . 
From Table 1, it is found that the nonparametric estimators 
have the following characteristics; 
1. It has a smaller bias than the parametric method . 
2 . The Coefficient of variation is almost the same m para-
metric method . But in the parametric method, it goes up when T 
becomes larger . 
25 
3. The nonparametric method is not influenced by truncated 
samples while parametric method is affected by truncation. 
4. It has a little larger variances than the parametric 
method, but it is not too large to be unacceptable , especially for 
large times. When the parametric form is unknown, it seems to 
give sufficiently good results. 
5 , It has a nice property of simple computations as noted 
rn Chapter III and IV . 
In general, the nonparametric technique may be useful 
method for estimating the hazard function when parametric tech-
niques are not available. 
Table 1. Comparison of Bias and Variance for estimation of Hazard function 
T = Q/5 T = Q /2 T =Q 
Q = 10 
bias var . coef. bias var. coef. bias var. 
10-3 10-3 S/X 10-3 10-3 S/X 10-3 10-3 
,,, 
,,, 
N - 1. 000 1 . 448 0 .3 65 - 1. 300 o. 538 0.391 -0 .970 0. 191 
a=0.4 
~}:: 
p 
- 5.200 0.382 0. 196 - 3. 680 0. 180 0. 23 5 - 2. 700 0. 101 
N 0,600 1. 577 0.358 0. 260 1. 038 0 . 349 -1.060 0 . 738 
a=0.8 
p 
-2.500 0. 249 0. 14 7 -4 . 790 0. 318 0. 205 -5.410 0.404 
N -2. 170 0. 984 0.827 -1. 270 1 . 366 0 . 374 - 6. 100 5 . 222 
a=2 
p 4.580 0. 121 0 . 246 -1. 73 0 o: 195 0, 142 -13. 500 2. 523 
,:,N Nonparametric 
,:,p Parametric 
coef. 
S/X 
0.353 
0. 269 
0.343 
0. 269 
0.372 
0 . 270 
N 
a--
27 
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APPENDIXES 
Q = 10 
a = 0. 4, 0. 8, 2 
T = Q/5, Q/2, Q 
Appendix A 
sarnple size N = 100, and repeat 500 times in each case. 
Computer Program 
Main program 
DIMENSION T(l 00), TT(3), DEV{3), SD(3), HT(3), H(500, 3), 
AVE(3) 
200 FORMAT(3X, 'HAZARD',/, (3X, 9(2X, El 1. 4))) 
300 FORMAT (3X, 'DEVIATION',/,(3X,3(2X,Ell.4))) 
DATA N, M, THETA,ALPHA/100, 500, 10., a/ 
XM=M 
XN=N+l 
AMDA= 1 . / ALPHA 
TT (1 )=THETA/ 5. 
TT ( 2) =THET A/ 2. 
TT(3)=THETA 
DO 40 I=l, M 
DO 10 J=l, N 
F=RN(27571) 
29 
10 T(J) ==THETA >:, (ABS(ALOG(F))) ,:":'AMDA 
CALL SORT (T, N) 
JJ=l 
NN=N-1 
DO 40 K=l,3 
DO 20 L=JJ, NN 
IF(TT(K). GT. T(L)) GO TO 20 
JJ=L-1 
X=TT(K) 
GO TO 30 
20 CONTINUE 
30 CALL HAZARD(JJ, X, XN, T, HA, N) 
40 H( I, K )=HA 
WHITE(6, 200) ( (H(I , K), K=l, 3 ), I=l, 500) 
DO 60 I= 1 , 3 
HT(I)=ALPHA': ' TT(l)':,,:,(ALPHA-1.) )/THETA': ":'ALPHA 
SSl=O . 
SS2=0 . 
DEV(I)=0. 
DO 50 J=l, M 
SSl=SSl+H(J, 1)':'H(J, I) 
SS2=SS2+H(J, I) 
30 
50 DEV(I) =DEV(I)+(ABS(H(J, I)-HT(I)) ) ':":,z 
DEV(I) =DEV(I)/(XM-1.) 
AVE(I) =SS2/XM 
60 SD(I) = (SSI-ssz,: ,ssZ/XM)/XM-1 . ) 
WRITE(6, 300)DEV, SD, HT, AVE 
STOP 
END 
SUBROUTINE HAZARD(J, X, S, T, HA, N) 
DIMENSION T(N) 
R =J 
D=T (J+l )-T(J) 
G= (X-T (J) )/ D 
FS=9. /(S ':'(T(J+S)-T(J-4))) 
FC = (R+G)/S 
HA = FS/ (1. -FC) 
RETURN 
END 
SUBROUTINE SORT(X, N) 
DIMENSION X(N) 
M =N 
3 M = M/2 
IF(M. EQ. 0) GO TO 7 
31 
32 
K=N-M 
J = l 
4 I=J 
5 L=I+M 
IF(X(I). LE. X(L)) FO TO 6 
T=X(I) 
X(I)=X(L) 
X(L)=T 
I=I-M 
IF ( I. GE. " ) GO TO 5 
6 J =J+l 
IF(J-K) 4, 4, 3 
7 RETURN 
END 
Appendix B 
Q = 10 
a =0.4, 0 . 8, 2 
T = Q/5, Q/2, Q 
sample size N = 100, and repeat 500 times in each case. 
Computer prograrn 
Main program 
(the same as in appendix 1) 
SUBROUTINE HAZARD(J, T, HA, N) 
DIMENSION T(N) 
R=T(J-4) 
S=T (J-3 )+T (J-Z)+T (J-1 )+T (J)+T (J+ 1 )+T(J+Z)+T (J +3 )+T (J +4)+T (J+5) 
HA=9 . /(s-9 ,:,R) 
RETURN 
END 
SUBROUTINE SORT 
(the same as in append ix 1) 
33 
Q = 10 
a = 0. 4, 0 . 8, 2 
T = Q/5,Q/2, Q 
Appendix C 
sample siz e N = 100, and repeat 500 times in each case. 
Computer program 
Main program 
DIMENSION T(l 00) , ALPHA(500), THETA(500), HT(3 ), TT(3) 
DEV(3), SD(3), AVE(3), HA(500, 3) 
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DATA M, N, XM, TT(l ), TT(2), TT(3)/500, 100,500 . , 2., 5,, 10 . / 
XN=70 , 
P-=1./XN 
DO 10 I=l, M 
S1=0 . 
S2=1 . 
S3=L 
A=0 . 
Bl=0, 
B2 = 0. 
C=0 , 
DO 20 K= l, N 
F =RN(27571) 
20 T (K) = Q ,:, (A BS(ALOG( F) ) ) ':":'( 1 / a. 
CALL SORT (T, N) 
DO 60 J = l, 70 
XJ =J 
Sl =Sl+l. /(100.-XJ+l.) 
S 2=s2 ,:,(T ( J ) ) ,:":,p 
S3=S3 ,:,51 ,:":,p 
U=ALOG(T(J)) 
V=ALOG(Sl) 
A=A+u ,:,v 
Bl = Bl+U 
B2=B2+V 
60 C=C+(ABS(U) ) ':":,2 
B = Bl >:<B2/XN 
D=Bl ,:,Bl /XN 
ALPHA( I)=A-B) / ( C-D) 
W= (C-D)/(A-B) 
G=S3 ,:,,:w 
THETA( I)~S2/G 
10 CONTINUE 
WRITE(6, 200) ALPHA 
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200 FORMAT(5X, 'THE ALPHA ESTIMATORS',/, (5X , 1 0(lX, El 1 . 4))) 
WRITE(6, 300) THETA 
300 FORMAT(5X, 'THE THETA ESTIMATORS',/, (5X, 1 0(lX, El 1, 4))) 
DO 40 J = l, 3 
H T (J )=a ,:,TT(J) ,:,>:,(a-1 . )/a ,:,,:,Q 
SSl =0 , 
SS2=0 . 
DEV(J) =0 . 
DO 30 I=l , M 
HA(I, J)=(ALPHA(I) ':' TT(J) ':":' (ALPHA(l )-1 . ) )/THETA(I) ':":'ALPHA(I) 
SSl=SSl+HA(I, J) ':' HA(I, J) 
SS2 =SS2+HA(I , J ) 
30 DEV(J) =DEV(J)+(ABS(HA(I, J)-HT(J) ) ),:0 :,2 
DEV(J) =DE V (J ) / XM-1 . ) 
AVE( J )=SS2 / X M 
40 SD(J) =(SS1-ss2 ,:,ss2 / XM)/ (XM-1 . ) 
WRITE(6, 400) ((HA(I, J), J = l, 3 ), I= l, 500) 
400 FORMAT( 5 X , ' THE ESTIMATORS OF HAZARD FUNCTION' ,/ , 
(5X, 9(2X , El L 4))) 
WRITE (6, 500) DEV, SD, HT, AVE 
500 FORMAT(5X, 'THE DEVIATIONS',/, (5X, 3(2X, El 1. 4))) 
STOP 
END 
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SUBROUTINE SORT (T, N) 
(the same as the appendix 1) 
