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Abstract
We show that if a multigraph G with maximum edge-multiplicity of at most
√
n
log2 n
, is edge-
coloured by n colours such that each colour class is a disjoint union of cliques with at least
2n + o(n) vertices, then it has a full rainbow matching, that is, a matching where each colour
appears exactly once. This asymptotically solves a question raised by Clemens, Ehrenmu¨ller
and Pokrovskiy, and is related to problems on algebras of sets studied by Grinblat in [Grinblat
2002].
1 Introduction
This paper is motivated by a question of Grinblat which demonstrates a beautiful interplay between
measure theory and combinatorics. Recall that an algebra A on a set X is a family of subsets of
this set closed under the operations of union and difference of two subsets. In his book [6] and
also later [7, 8] Grinblat investigated necessary and sufficient conditions under which the union
of at most countably many algebras on X equals to P (X), the power set of X. In particular,
one of the questions he studied, as observed by Nivasch and Omri [12], can be phrased about
equivalence relations as follows. Let X be a finite set and let A be an equivalence relation on X,
define the kernel of A, ker(A) to be the set of all elements in X, which have non-trivial equivalence
classes. Define ν(n) to be the minimal number such that if A1, . . . , An are equivalence relations
with ker(Ai) ≥ ν(n) for all i ∈ [n], then A1 . . . , An contains a rainbow matching, that is, a set of
2n distinct elements x1, y1, . . . , xn, yn ∈ X with xi ∼ yi ∈ Ai for each i ∈ [n].
In [6] Grinblat showed that 3n − 2 ≤ ν(n) ≤ 10n/3 +√2n/3, and he asked whether the lower
bound is the correct answer for all n ≥ 4. Nivasch and Omri [12] improved Grinblat’s upper bound
on ν(n) to 16n/5 + O(1). Finally, Clemens, Ehrenmu¨ller, Pokrovskiy [3] improved the bound on
ν(n) to asymptotically best possible, that is, ν(n) = (3+o(1))n, using the graph theoretic language.
If A1, . . . , An are equivalence relations on a set X, let the vertices of an edge-coloured multigraph
be the elements of X and, for each i ∈ [n], let x, y be an edge of colour i if x ∼Ai y. Each equivalence
relation Ai then corresponds to the colour class i in the multigraph G and, each colour class is a
disjoint union of non-trivial cliques. So, Grinblat’s original question can be reformulated as follows:
we are given a multigraph G whose edges are coloured with n colours and each subgraph induced
by a colour class has at least 3n−2 vertices and is the disjoint union of non-trivial complete graphs.
Is it true that then G contains a full rainbow matching, i.e. a set of n disjoint edges, which all
have distinct colours? The authors in [3] showed that for sufficiently large n, if each colour class
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has at least (3 + o(1))n many vertices then such a rainbow matching exists. Note that this is
asymptotically the best bound, as if we take a disjoint union of n − 1 triangles, each edge with
multiplicity n, one edge per colour, then there is no rainbow matching of size n. If n = 3, then
ν(3) = 9 > 3n− 2, demonstrated by a 3-factorization of two disjoint K4’s, as shown by Grinblat [6]
and also observed by Nivasch and Omri [12].
In [3] the authors proposed to study Grinblat’s original problem when every pair of distinct
elements belongs to at most one equivalence relation (Problem 2, in [3]), that is, to determine
ν ′(n) such that if A1, A2, . . . , An are equivalence relations with ker(Ai) ≥ ν ′(n) and Ai ∩ Aj ⊆
{(x, x)|x ∈ X} then A1, A1, . . . , An contain a rainbow matching. In the graph theoretic language
this is equivalent to finding the minimum ν ′(n) such that every simple graph G whose edges are
coloured with n colours, each subgraph induced by a colour class has at least ν ′(n) vertices and
is the disjoint union of non-trivial complete graphs, contains a full rainbow matching. The trivial
upper bound is ν ′(n) ≤ ν(n) ≤ (3 + o(1)n. As for the lower bound, the graph composed of n − 1
disjoint stars with n edges, one edge per colour, exhibits that ν ′(n) > 2n− 2 [13]. In this paper we
show that asymptotically 2n is the correct answer, in fact, the same result holds for multigraphs
with bounded edge multiplicity. Our main result follows.
Theorem 1. For every δ > 0 there exists n0 such that for all n ≥ n0 the following holds. If G is a
multigraph whose edges are coloured with n colours, such that each colour class is a disjoint union
of non-trivial cliques with at least (2 + δ)n vertices, and the edge-multiplicity of G is at most
√
n
log2 n
then G contains a full rainbow matching.
We suspect that improving this upper bound on ν ′(n) to something not of an asymptotic form
will be hard. That is because our problem is closely related to the Brualdi-Ryser-Stein conjecture
on Latin squares and its generalizations.
1.1 The Brualdi-Ryser-Stein conjecture
A Latin square of order n is an n× n square with cells filled using n symbols so that every symbol
appears once in each row and once in each column. A partial transversal of size k of a Latin square
is a set of k entries in the square which all come from distinct rows and columns, and contain
distinct symbols. If k = n, where n is the order of the Latin square, the partial transversal is
simply called a transversal.
Conjecture 1.1 (Brualdi-Ryser-Stein). Every Latin square of order n has a partial transversal of
size n− 1 and moreover, if n is odd, it has a transversal.
The history of the conjecture is as follows. In 1967, Ryser [15] conjectured that the number of
transversals in a Latin square of order n has the same parity as n, so any Latin square of odd order
has a transversal (see also [1]). Note that for even n this is not true; for example, the addition
table of Z2n is a Latin square with no transversal. Brualdi [2] conjectured that every Latin square
of order n has a partial transversal of size n − 1 and moreover, if n is odd, it has a transversal.
Stein [16] conjectured that a stronger statement holds and the same outcome should hold even in
an n×n array filled with the numbers 1, 2, . . . , n such that every number occuring exactly n times.
Very recently this was disproved by Pokrovskiy and Sudakov [14]. The current best bound on the
size of the partial transversal in Brualdi-Ryser-Stein conjecture is n−O(log2 n) proved by Hatami
and Shor [9].
To every Latin square one can assign an edge-colouring of the complete bipartite graph Kn,n by
colouring the edge ij by the symbol in the cell (i, j). This is a proper colouring, i.e., one in which
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any edges which share a vertex have distinct colours. Identifying the cell (i, j) with the edge ij,
a partial transversal corresponds to a rainbow matching of the same size. So Conjecture 1.1 says
that any proper edge-colouring of Kn,n contains a rainbow matching of size n − 1, and a perfect
rainbow matching, when n is odd. Aharoni and Berger conjectured the following generalization of
Conjecture 1.1.
Conjecture 1.2. Let G be a bipartite multigraph that is properly edge-coloured with n colours and
has at least n+ 1 edges of each colour. Then G has a rainbow matching using every colour.
Note that Conjecture 1.2 would imply that ν ′′(n) ≤ 2n+ 2 where ν ′′(n) can be be defined just
as ν ′(n) but restricted to only bipartite graphs (however, Conjecture 1.2 is much stronger, because
it allows any edge multiplicity). Pokrovskiy [13] showed that Conjecture 1.2 is asymptotically true,
in that the conclusion holds if there are at least n+ o(n) edges of each colour. Keevash and Yepre-
myan [10] considered the same question without the bipartiteness assumption and obtained a result
somewhat analogous to Pokrovskiy’s. They showed that any multigraph with edge multiplicities
o(n) that is properly edge-coloured by n colours with at least n+o(n) edges of each colour contains
a rainbow matching of size n − C, for some large absolute constant C > 0. A similar result was
also obtained independently by Gao, Ramadurai, Wanless and Wormald [5]. They showed that
every properly edge-coloured multigraph with edge-multiplicity at most O(
√
n/ log2 n) such that
each colour class has at least 2n + o(n) vertices has a full rainbow matching (note that here the
colouring is proper while in our case it is not). Our Theorem 1 is a generalization of this result.
1.2 The Proof overview
We further generalize the approach developed in [5]. If a multigraph G has a certain structure
we construct a full rainbow matching via some randomized algorithm. This consists of finding an
almost full rainbow matching by a sequence of random iterations and then completing it to a full
rainbow matching by the greedy algorithm. To show that the last part is possible, the so-called
differential equation method is used. Informally saying, one analyzes the random method to show
that the graph left at the very end behaves “nicely” enough to contain such a matching. To describe
how degrees of vertices, edges and other variables are changing in the left-over graph after each
random choice, differential equations are used. The following theorem gives the types of multigraph
to which the algorithm can be applied.
For a multigraph whose edges are coloured, let, for a colour c, nc denote the number of vertices
in the colour class of c and ec denote the number of edges. Let also, dv denote the number of edges
incident to the vertex v.
Theorem 2. For any 0 < σ1 < σ2, there exists n0 such that for all n ≥ n0 the following is true.
Suppose G is a multigraph whose edges are coloured with n colours, such that each colour class is a
disjoint union of cliques of order at most three. If the edge-multiplicity of G is at most
√
n
log2 n
, and
moreover,
• nc ≤ 4n and ec ≥ σ2n, for every colour c,
• dv ≤ σ1n, for every vertex v,
then G contains a full rainbow matching.
In order to prove our main result, Theorem 1, we show that every multigraph we are considering
contains a subgraph with the structure given in Theorem 2. This is done via a careful random
sampling.
3
2 Some Probability Tools
In this section we gather some classic probability results which we use throughout our proofs.
Proposition 1 (Chernoff bound, [4]). Let X be a sum of n independent [0, 1]-valued random
variables. Then, for all t ≥ 0,
P[|X − E[X]| > t] ≤ 2e− 2t
2
n
Proposition 2 (McDiarmid’s Inequality, [11]). Let k ∈ N and Π : [k] → [k] be a permuta-
tion chosen uniformly at random. Let also h be a non-negative real-valued function on the set of
permuations of {1, . . . , k} and define the random variable Z := h(Π) and its median M . Suppose
that there exist constants c, r > 0 such that the following two items occur for any (deterministic)
permutation pi:
• Swapping two coordinates in the permutation pi changes h(pi) by at most c.
• If h(pi) = s, then there is a set of at most rs coordinates such that h(pi′) ≥ s for any other
permutation pi′ which agrees with pi on these coordinates.
Then, for all t ≥ 0,
P[|Z −M | ≥ t] ≤ 4 exp
(
− t
2
16rc2(M + t)
)
Proposition 3 (Azuma’s Inequality, [4]). Let X1, . . . ,Xn be independent random variables
which take values in some set S and let f be real-valued on Sn such that there exists a constant
c > 0 such that for any x = (x1, . . . , xn) ∈ Sn, changing a coordinate of x deviates f(x) by at most
c. Then, defining Y = f(X1, . . . ,Xn), we have for every t > 0,
P[|Y − E[Y ]| ≥ t] ≤ 2 exp
(
− t
2
2c2n
)
.
3 Proof of Theorem 1
Proof. Note that we only need to consider the case when the cliques mentioned in the statement
are of order at most three. This is because any other case can be reduced to this one by deleting
edges in such a way that all monochromatic Kt’s with t ≥ 4 are transformed into a disjoint union
of K3’s and K2’s without reducing the number of vertices in a colour class. We can also assume
that for every colour c, nc ≤ ⌈(2 + δ)n⌉ + 2. Finally, without loss of generality, we may assume
δ < 2. For any colour c, let ac, bc be the number of K3, K2 components, respectively, in the colour
class of c. Note that nc = 3ac + 2bc and ec = 3ac + bc.
We construct a random subgraph H ⊆ G in the following manner:
• Independently, for each monochromatic K3, either delete two of its edges (transforming it into
K2), each pair of edges having probability
1
4 of being deleted or keep the K3 with probability
1
4 .
Define for every vertex v, dtrv , d
line
v to be respectively, the number of edges incident to v which
belong to a monochromatic K3, K2. Note that dv = d
tr
v + d
line
v and Cdv =
dtrv
2 + d
line
v , where Cdv is
4
colour degree of the vertex v. We will now show that with positive probability, H will satisfy the
conditions of Theorem 2, thus H will have having a full rainbow matching, and so will G.
For every colour c, let Xc denote the number of K3 components in the colour class c which
remain unchanged, so that nc(H) = 2(ac + bc) + Xc and ec(H) = ac + bc + 2Xc. Note that
Xc ∼ Bin(ac, 14). Using the Chernoff bound, we have that for any ε ≥ 0,
• P(ec(H) ≤ nc−εac2 ) ≤ 2e−
ε2ac
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Similarly, for every vertex v, let Yv denote the number of edges incident to v, belonging to a
monochromatic K3, which aren’t deleted. We note that dv(H) = d
line
v + Yv and Yv ∼ Bin(dtrv , 12).
Again by the Chernoff bound, for any ε ≥ 0 we have that
• P(dv(H) ≥ Cdv + εd
tr
v
2 ) ≤ 2e−
ε2dtrv
2
These two facts allow us to get the following bounds on the structure of the subgraph H. Let
ε1 =
3δ
2(2+δ) and ε2 =
δ
8 .
For colours c such that ac ≤ ε1⌈(2+δ)n⌉3 , note that
ec(H) ≥ ac + bc = nc − ac
2
≥ ⌈(2 + δ)n⌉ − ac
2
≥ (3− ε1)⌈(2 + δ)n⌉
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For the rest of the colours, since n is large, ac ≥ 2 and so,
(3− ε1)⌈(2 + δ)n⌉
6
≤ 3nc − ε1⌈(2 + δ)n⌉
6
≤ nc − ε1
(
ac − 23
)
2
≤ nc −
ε1ac
2
2
,
where in the third inequality we used 3ac ≤ nc ≤ ⌈(2 + δ)n⌉ + 2. Therefore,
P
(
ec(H) ≤ (3− ε1)⌈(2 + δ)n⌉
6
)
≤ P
(
ec(H) ≤
nc − acε12
2
)
= o
(
1
n
)
.
Hence, with probability 1− o(1), we have that that ec(H) ≥ (3−ε1)⌈(2+δ)n⌉6 for every colour.
Similarly, for vertices v with ε2n < d
tr
v , since Cdv ≤ n and dtrv ≤ 2n, we have
P (dv(H) ≥ (1 + ε2)n) ≤ P
(
dv(H) ≥ Cdv + ε2dtrv
)
= o
(
1
n2
)
For the rest of the vertices, note that dv(H) ≤ (1 + ε2)n. Hence, since v(G) ≤ (⌈(2 + δ)n⌉+ 2)n =
O(n2), we have that with probability 1− o(1), dv(H) ≤ (1 + ε2)n for every vertex.
To conclude, we have that with probability at least 1 − o(1), for every colour c, by the choice
of ε1, ε2,
• ec(H) ≥ (3−ε1)⌈(2+δ)n⌉6 ≥ (2 + δ)(3−ε16 )n = (1 + δ4)n, for every colour c,
• dv(H) ≤ (1 + ε2)n = (1 + δ8)n, for every vertex v,
Then, if n is sufficiently large, with positive probability H will satisfy the conditions of Theorem 2
and contain a full rainbow matching.
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4 Informal Treatment of Theorem 2
The proof of Theorem 2 is technical, here we give a heuristic argument why Theorem 2 is true. We
will formalize this in the next section. Make a note of the following greedy deterministic algorithm
which we will use throughout the paper. Take a multigraph which is edge-coloured such that each
colour class is a disjoint union of cliques and whose number of vertices is at least four times the
number of colours. The greedy way of finding a full rainbow matching consists of picking an edge
of each colour and deleting its vertices from the graph at each iteration. Indeed, we can check that
when we do so, the number of vertices in each of the colour classes of those colours that aren’t yet
in the matching decreases by at most four. Given the initial assumption on the multigraph, this
will then always produce a full rainbow matching. We now describe the randomized algorithm we
use. Take a multigraph G which satisfies the conditions stated in Theorem 2.
Informally, the algorithm goes in the following manner: we first randomly order the colours in
order to put them into chunks C1, ..., Cτ of size εn (except maybe the last one), so that τ = ⌈1ε ⌉ -
we will take ε = ε(n) to be of a specific order so that the formalities work out; at each iteration
1 ≤ i ≤ τ −1 we process the chunk Ci, that is, we construct a rainbow matching with the colours in
Ci and add it to the rainbow matching we have by the previous iterations in order to get a rainbow
matching with the colours in C1 ∪ . . . ∪ Ci; finally, iteration τ will consist of greedily finding a
rainbow matching with the colours in Cτ and adding it to the previous rainbow matching with the
colours in C1 ∪ . . . ∪Cτ−1, thus constructing a full rainbow matching.
At each iteration 1 ≤ i ≤ τ −1, we will process chunk Ci in such a way that after finishing iteration
i, we expect to have:
1) For every vertex v that survived and j > i, d
Cj
v (i) ≤ εd(iε)σ1n, where dCjv (i) denotes the
number of edges of colours in Cj that are incident to v after finishing iteration i.
2) For every unprocessed colour c, the number of edges in its colour class graph is ≥ e(iε)n.
These functions d, e will be defined in Section 5, but here, we will informally guess what they should
be. We first note that we should be able to have d(0) = 1 and e(0) = σ2, given our assumptions on
G and since we randomly order the colours at the beginning of the algorithm.
Let’s describe how we will process chunk Ci+1 in iteration 1 ≤ i+ 1 ≤ τ − 1 of the algorithm:
1) First, we pick independently and u.a.r an edge of each colour in Ci+1. Let’s say these are
the edges that are chosen and that their vertices are marked. From these, we delete (as well
as their vertices) from our graph the non-colliding ones and process them into our rainbow
matching. Let’s call these edges killed.
2) We then zap (that is, delete from the graph) each vertex that survives the previous step,
independently with some probability (specific to each vertex), so that overall, every vertex
has the same probability pi (which will be defined later in Section 5) of being marked or
zapped (let’s call this condemned).
3) Finally, we greedily process the rest of the colours that were involved in collisions in 1). In the
end, we will have constructed a rainbow matching with the colours in Ci+1 and we add it to
the previous rainbow matching with colours in C1 ∪ . . . ∪Ci given by the previous iterations.
We will prove in the next section that the effect of the collisions occurring in 1) will be negligible
and so, we will be able to perform 3).
Because of this negligible effect of the collisions, for this informal analysis, we can think of a
vertex being deleted as being equivalent to a vertex being condemned.
6
Note that for a vertex v, we have
P (v is chosen in step 1) ≤ d
Ci+1
v (i)
minc∈Ci+1 ec(i)
≤ εσ1 d(iε)
e(iε)
where ec(i) denotes the number of edges in the colour class graph of c after iteration i. Hence, we
should be able to take pi := εσ1
d(iε)
e(iε) .
Let’s now take a look at what we expect to happen to our parameters during iteration i + 1.
Let ac(i), bc(i) denote, respectively, the number of K3’s,K2’s in the colour class graph of c after
iteration i. We ignore cases where 2 vertices in the same component are deleted, since again, we
will show this to be negligible in the next section. We can then see that we should have:
1) For every unprocessed colour c, ac(i+1) ≈ ac(i)(1−3pi) and bc(i+1) ≈ bc(i)+pi(3ac(i)−2bc(i))
2) For every vertex v surviving the iteration and j > i+ 1, d
Cj
v (i+ 1) ≈ dCjv (i)(1 − pi)
Note that step 2) tells us that we should be able to have d((i + 1)ε) = d(iε)(1 − pi). Further,
note that for every unprocessed colour, the number of edges in its colour class after iteration i+ 1
is ec(i + 1) = 3ac(i + 1) + bc(i + 1) ≈ (3ac(i) + bc(i))(1 − 2pi) = ec(i)(1 − 2pi). Hence, we should
also be able to have e((i+ 1)ε) = e(iε)(1 − 2pi).
Since we will choose ε = ε(n) so that it tends to 0 as n tends to ∞ we should be able to take
the derivatives of d, e at x = iε where 0 ≤ i ≤ τ − 1. We then can get, given our choice of pi, that:
• d′ = −σ1 d2e
• e′ = −2σ1d
We can solve this to get d(x) = 1− (σ1
σ2
)x and e(x) = σ2d(x)
2.
We are now in position to see if we expect to indeed be able to greedily process the last chunk
Cτ . For this, we need to check the values of these functions at x = (τ − 1)ε ∈ [1 − ε, 1]. Note
d((τ − 1)ε) ≥ 1− σ1
σ2
> 0, by assumption.
The number of vertices in the colour class of a colour c ∈ Cτ after iteration τ − 1 is at least the
number of edges, which is at least e((τ − 1)ε)n ≥ σ2(1− σ1σ2 )2n. Since ε→ 0, if n is large then this
will be larger than 4εn ≥ 4|Cτ | and therefore, by the discussion in the beginning of this section, we
will be able to greedily find a rainbow matching with the colours in Cτ . Concluding, we get a full
rainbow matching in G.
5 Proof of Theorem 2
Proof. We first give some notation and define in detail the algorithm. Our setup is a graph G
with the conditions stated. We will also take ε = ε(n) ∈ [ 12 log logn , 1log logn ] and moreover, such that
εn ∈ N. Note this exists provided that n is large enough.
Initially, take a random permutation of the colours, which results in a partition of them into sets
(which we shall call ”chunks”) C1, ..., Cτ , where τ = ⌈1ε⌉ and every chunk has size εm except for
maybe the last chunk (which has size at most εm). We then start with our iterations.
Let at the start M = ∅, G0 = G and denote the random permutation we performed above as
iteration 0. At iteration 1 ≤ i ≤ τ − 1, we ”process” the chunk Ci in the following way. We look at
the graph Gi−1 that we have, that is, the one that we are left with after iteration i − 1; For each
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vertex v in this graph, there is a probability Pi−1(v) ∈ [0, 1] such that if we pick independently
and u.a.r an edge of each colour in Ci, the probability that v is incident to one of these edges is
Pi−1(v); Given this, define for every vertex v the probability Qi−1(v) to be such that Pi−1(v) +
Qi−1(v)(1 − Pi−1(v)) = pi−1, which we will later define; If there exists such a Qi−1(v) ∈ [0, 1] for
every vertex v, we continue - if not, the algorithm breaks; We now randomly assign to each vertex
a bit Zv ∈ {0, 1}; We do this independently across all vertices and such that Zv ∼ Ber(Qi−1(v));
We then proceed with the following steps:
Step 1 First, pick independently and u.a.r an edge of each colour in Ci. Denote these edges by
the chosen ones and say that their vertices are the marked vertices. Note by before that
Pi−1(v) = P(v is marked) for every vertex v.
Step 2 From the chosen edges, say that two of them collide if they share a vertex. Delete from
Gi−1, along with their vertices, those chosen edges which don’t collide with any other. Say
that these are the killed edges and their vertices are also killed. Add the killed edges to M
and say that the colours of these edges were processed into M .
Step 3 For each vertex v ∈ V (Gi−1) that survived Step 2 (i.e, wasn’t killed), we look at the value
of Zv. If this is 1, then we zap (i.e, delete from Gi−1) the vertex v. Otherwise, we do nothing.
Step 4 Let Φi ⊆ Ci denote the set of colours which haven’t yet been processed into M because their
chosen edges collide with others. Greedily find a rainbow matching of these colours and delete
it from the graph along with its vertices. Add the rainbow matching to M , thus processing
the colours in Φi. Denote the graph resulting from these 4 steps by Gi.
Say that a vertex v was condemned if it was zapped ormarked. Note then that P(v condemned) =
P(v marked) + P(v zapped|v not marked) P(v not marked) = Pi−1(v) + P(Zv = 1)(1 − Pi−1(v)) =
Pi−1(v) +Qi−1(v)(1 − Pi−1(v)) = pi−1.
To finish the algorithm, iteration τ consists of greedily finding a rainbow matching in Gτ−1 of
the colours in Cτ and adding it to M , thus processing the colours in Cτ .
Note that if the algorithm is successful, M will be a full rainbow matching. However, there are
many things that can break the algorithm. Specifically, each of the iterations 1 ≤ i ≤ τ − 1 doesn’t
break if and only if we can find the probabilities Qi−1(v) and perform Step 4. Moreover, for the
algorithm not to break, we also need to be able to perform iteration τ .
Let’s now give some notation which we will need in the analysis of the algorithm: Define
γ = σ1
σ2
< 1 and d(x) = 1 − γx ∈ [1 − γ, 1] for 0 ≤ x ≤ 1. For each colour c, let ec(x) =
ec(0)d(x)
2 where ec(0) :=
ec
n
(note that 4 ≥ ec(0) ≥ σ2). Let ec(i) denote the number of edges
of colour c in the graph Gi, that is in the graph we have after finishing iteration i. Define also
ei := maxc∈Cj ,j>i |ec(iε)n − ec(i)|. For a vertex v ∈ V (Gi), that is, one which survived itera-
tions 1 through i, let d
Cj
v (i) denote the degree of v in Gi with respect to colours in Cj . Let then
di := maxj>i,v∈Gi(d
Cj
v (i) − εσ1d(iε)n)+. Note that 2εn ≥ dv and so, di ≤ (2 + 4σ1)εn. Take for
0 ≤ j ≤ τ − 2, pj := εγd(jε) + cj , where cj =
2djd(jε)+2εγej
σ2d(jε)3n
≥ 0. Let also µ :=
√
n
log2 n
, which by
8
assumption is an upper bound on the edge multiplicity between each pair of vertices.
We now begin with the analysis of the algorithm.
Lemma 1. There exist constants tj = tj(σ1, σ2) > 0, (2 ≤ j ≤ 5) and some n(σ1, σ2) ∈ N, such
that if n ≥ n(σ1, σ2) then for every 0 ≤ i ≤ τ − 2, if we have just finished iteration i with ei ≤ t2n,
then with positive probability we can perform iteration i+1 (that is we can successfully process the
chunk Ci+1) and get, at the end,
• di+1 ≤ di + t3ε3n
• ei+1 ≤ ei(1 + t4εd(iε)) + t5ε2n+ 16diσ2
Proof. See Section 6.
Lemma 2. There exists some n′(σ1, σ2) ∈ N such that if n ≥ n′(σ1, σ2), with positive probability
we have d0 ≤ ε2n
Proof. Note that for a vertex v and 1 ≤ j ≤ τ , dCjv (0) is determined by the random permutation
of the colours performed in the beginning. Note by swapping two colours in that permutation we
change d
Cj
v (0) by at most 2. Further, if d
Cj
v (0) = s, there is a set of at most s colours, which for
any other permutation in which these are left unchanged, guarantee that d
Cj
v (0) ≥ s. Then, by
McDiarmid’s inequality, we have that if M is the median of d
Cj
v (0), then for t ≥ 0,
P(|dCjv (0)−M | ≥ t) ≤ 4e−
t2
64(M+t) (1)
Note then, by integrating, we have that E[|dCjv (0)−M |] ≤ 4
∫∞
0 P(|d
Cj
v (0)−M | ≥ t)dt ≤ 4
∫∞
0 e
− t2
64(M+t)dt ≤
4
∫M
0 e
− t2
128M dt+ 4
∫∞
M
e−
t
128 dt ≤ 32√2piM + 512e− M128 ≤ 2√512piM + 512pi. Now, note this in par-
ticular, gives us that M − E[dCjv (0)] ≤ 2
√
512piM + 512pi and thus,
(
√
M −
√
512pi)2 − 1024pi ≤ E[dCjv (0)]
Since E[d
Cj
v (0)] ≤ εdv ≤ εσ1n, by assumption, we can see then that if n is large enough, M ≤
εσ1n+O(
√
εσ1n). Hence, by (1) with t =
√
εn log n, we get
P(d
Cj
v (0) ≥
√
εn log n+ εσ1n+O(
√
εσ1n)) ≤ 4e−
εn log2 n
O(εn) = o(n−4)
Concluding, we get with probability 1− o(m−4),
d
Cj
v (0) ≤ εσ1n+O(
√
εn log n)
Since we have O(n3) pairs v, j, then, with positive probability, we have d0 = O(
√
εn log n) ≤ ε2n if
n is large enough.
Lemma 3. Take the positive constants t = t3, s = t4 and r = t5 +
16(t3+1)
σ2
. There exists some
n′′(σ1, σ2) ∈ N such that if n ≥ n′′(σ1, σ2), then with positive probability, we can perform the
algorithm up to iteration τ − 1 (that is, we can successfully process all but the last chunk) and get,
∀ 0 ≤ i ≤ τ − 2,
• d0 ≤ ε2n
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• di+1 ≤ di + tε3n
• ei+1 ≤ ei(1 + sεd(iε)) + rε2n
Proof. Take n′′(σ1, σ2) ≥ n′(σ1, σ2), n(σ1, σ2) and moreover, such that we have 1log logn′′ ≤ t2(1−γ)
s
γ
r
.
We prove the lemma inductively on k ≥ −1. The statement of the lemma is the case k = τ−2. The
base case k = −1 follows by Lemma 2. Suppose then that it is true for some τ − 2 > k ≥ −1. That
is, if n ≥ n′′(σ1, σ2) then with positive probability, we can perform the algorithm up to iteration
k + 1 (that is, we can successfully process all chunks Cj with j ≤ k + 1) and get, ∀ 0 ≤ i ≤ k,
• d0 ≤ ε2n
• di+1 ≤ di + tε3n
• ei+1 ≤ ei(1 + sεd(iε)) + rε2n
Note that by iterating the above bounds we get that ek+1 ≤ (k + 1)rε2n
∏k
j=1(1 +
sε
d(jε)) ≤
(k + 1)rε2n exp (sε
∑k
j=1
1
d(jε)). By comparing the sum to the integral, this is at most (k +
1)rε2n exp (s
∫ (k+1)ε
ε
dx
1−γx ) which since ε, (k + 1)ε ∈ (0, 1), is at most rεn exp ( sγ log( 11−γ )) =
rεn
(1−γ)
s
γ
≤ t2n as ε ≤ t2(1−γ)
s
γ
r
. Also by iterating, we get dk+1 ≤ (t+ 1)ε2n.
Then, by Lemma 1, with positive probability (conditional on the previous iterations), we can
successfully perform iteration k + 2 and get
• dk+2 ≤ dk+1 + tε3n
• ek+2 ≤ ek+1(1 + sεd((k+1)ε)) + t5ε2n+
16dk+1
σ2
≤ ek+1(1 + sεd((k+1)ε) ) + rε2n
Thus, case k + 1 is also true and therefore, the Lemma follows by induction.
Note that Theorem 2 will follow immediately from this last Lemma 3. Indeed, we get that if
n is large enough, with positive probability, the algorithm is successful in processing all chunks Cj
with j ≤ τ − 1. Further, by the same argument as in the proof of Lemma 3, we can also have that
eτ−1 ≤ rεn
(1−γ)
s
γ
. That is, for every colour c ∈ Cτ
ec(τ − 1) ≥ ec((τ − 1)ε)n − rεn
(1− γ) sγ
≥ σ2(1− γ)2n− rεn
(1− γ) sγ
Hence, we can take n large enough so that ec(τ − 1) ≥ 4εn for every colour, implying that the last
chunk can be greedily processed. Theorem 2 then follows.
6 Proof of Lemma 1
Proof. Take t2 =
σ2(1−γ)2
2 . Let us recall that the setup is that we just finished iteration i with
ei ≤ t2n. We then work with the graph Gi we have after iteration i. Therefore, when we talk about
vertices, we always mean a vertex in this graph. We are performing iteration i+ 1.
Lemma 4. There exists a constant s1 = s1(σ1, σ2) > 0 such that for every vertex v,
s1ε ≥ pi ≥ εσ1d(iε)n + di
σ2d(iε)2n− ei ≥ Pi(v)
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Proof. Note that by a union bound on the events that a specific edge incident to v that has colours
in Ci+1 is chosen in Step 1 and the definitions of di, ei, we get
Pi(v) ≤ maxv d
Ci+1
v (i)
minc∈Ci+1 ec(i)
≤ εσ1d(iε)n + di
σ2d(iε)2n− ei
Note since ei ≤ t2n ≤ σ2d(iε)
2n
2 then σ2d(iε)
2n− ei > 0 and so the last inequality is valid. Further,
we also have that
εσ1d(iε)n + di
σ2d(iε)2n− ei −
εγ
d(iε)
=
did(iε) + εγei
d(iε)(σ2d(iε)2n− ei) ≤ ci
where we are using that γ = σ1
σ2
and that ei ≤ σ2d(iε)
2n
2 . Hence,
pi = ci +
εγ
d(iε)
≥ εσ1d(iε)n + di
σ2d(iε)2n− ei
Finally, note that by recalling that di ≤ (2 + 4σ1)εn and using that ei ≤ σ2d(iε)
2n
2 and that
d(iε) ∈ [1− γ, 1],
ci =
2did(iε) + 2εγei
σ2d(iε)3n
≤ (2(2 + 4σ1) + γσ2
σ2(1− γ)3 )ε
Thus, take s1 =
2(2+4σ1)+γσ2
σ2(1−γ)3 +
γ
1−γ to get pi = ci +
εγ
d(iε) ≤ s1ε.
Note this Lemma 4 shows that if n is large enough, we can find probabilities Qi(v) for every
vertex v. Indeed, by the Lemma 4, we get that 12 ≥ pi ≥ maxv Pi(v) and so, we can always find
Qi(v) uniquely for every vertex v.
Lemma 5. There exists a constant s2 = s2(σ1, σ2) > 0 such that with probability 1− o(1),
|Φi+1| ≤ s2ε2n
Proof. For every vertex u, define Xu to be the number of chosen edges (in Step 1 of iteration i+1)
incident to u. Let also Yu := Xu1Xu≥2. This counts the number of edge collisions that the vertex u
creates. Since |Φi+1| counts the number of colours whose chosen edge collides with others, we have
that |Φi+1| ≤
∑
u Yu where the sum is over all vertices u. Moreover, note that for every such u, by
definition, Yu ≤ Xu(Xu − 1) giving that |Φi+1| ≤
∑
uXu(Xu − 1).
Denote the set of edges of colours in the chunk Ci+1 which are incident to u (after iteration i) by
Γ
Ci+1
u (i), so that d
Ci+1
u (i) = |ΓCi+1u (i)|. Then, note that for distinct edges e1, e2 in ΓCi+1u (i),
P(e1, e2 are both chosen) ≤ 1
(minc∈Ci+1 ec(i))2
≤ 1
t22n
2
where we are using that ec(i) ≥ ec(iε)n − ei ≥ σ2(1 − γ)2n − ei ≥ σ2(1 − γ)2n − t2n = t2n by
definition of t2. Further, Xu(Xu − 1) counts the number of ordered pairs of distinct chosen edges
in Γ
Ci+1
u (i). Thus, by a union bound on the events that a specific pair is chosen, we can see that
E[Xu(Xu − 1)] ≤ d
Ci+1
u (i)
2
t22n
2 . Using that d
Ci+1
u (i) ≤ 2εn (which we have since |Ci+1| ≤ εn and each
colour class is a disjoint union of K3’s andK2’s), we can also see that E[Xu(Xu−1)] ≤ ( 2εt22n)d
Ci+1
u (i).
Summing up over the vertices we get
E[|Φi+1|] ≤ 2ε
t22n
∑
u
d
Ci+1
u (i) ≤ 2ε
t22n
× 2εn × max
c∈Ci+1
ec(i) ≤ 16
t22
ε2n
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the second inequality following by the Handshaking Lemma and the last inequality following since
ec(i) ≤ ec ≤ nc ≤ 4n.
We now prove concentration. Note that |Φi+1| is a function of the εn chosen edges in Step 1.
Further, changing a chosen edge of a certain colour in Ci+1 will deviate |Φi+1| by at most 3. Hence,
by Azuma’s Inequality, we have
P(||Φi+1| − E[|Φi+1|]| ≥
√
εn log n) ≤ 2
n
log n
18
Since
√
εn log n = o(ε2n) (as ε ≍ 1log logn), we have with probability 1− o(1),
|Φi+1| ≤ s2ε2n
where s2 :=
16
t22
+ 1.
Let’s introduce some notation for the next Lemma. Define for a colour c, ec(i + 12) to be the
number of edges of that colour that still remain after Step 3 of iteration i + 1. Similarly, define
d
Cj
v (i+
1
2).
Lemma 6. There exists a constant s3 = s3(σ1, σ2) > 0 such that with probability 1−o(1), we have:
• |ec(i+ 12)− ec(i)(1− 2pi)| ≤ s3(ε2n+ |Φi+1|) for every unprocessed colour c after Step 3, that
is every c ∈ Φi+1 ∪ ∪τj=i+2Cj.
• dCjv (i+ 12) ≤ d
Cj
v (i)(1 − pi) + s3ε3n for every vertex v surviving Steps 1,2 and 3 (of iteration
i+ 1) and j > i+ 1.
Proof. This is the most technical part of the proof and we include it in the Appendix.
Lemma 7. There exists a constant s4 = s4(σ1, σ2) > 0 such that with probability 1− o(1), we can
successfully perform iteration i+ 1 and get
• |ec(i+ 1)− ec(i)(1 − 2pi)| ≤ s4ε2n for every c ∈ ∪τj=i+2Cj.
• dCjv (i + 1) ≤ dCjv (i)(1 − pi) + s3ε3n for every vertex v that survives iteration i + 1 (that is,
v ∈ V (Gi+1)) and j > i+ 1.
Proof. We first need to show that Step 4 is successfully performed (note by Lemma 4, we have
already shown that the algorithm doesn’t break initially when we are assigning the probabilities
Qi(u)). Indeed, by Lemmas 5 and 6, we have that with probability 1− o(1),
• |ec(i+ 12 )− ec(i)(1 − 2pi)| ≤ (s3 + s3s2)ε2n for every c ∈ Φi+1 ∪ ∪τj=i+2Cj.
• dCjv (i + 12) ≤ d
Cj
v (i)(1 − pi) + s3ε3n for every vertex v that survives Steps 1,2 and 3 and
j > i+ 1.
Note that from the first bound, using Lemma 4 (which in particular also shows that for n large
pi ≤ s1ε ≤ 12) and that ec(i) ≥ t2n (which follows by ei ≤ t2n as we’ve seen in the proof of Lemma
5), we can get that ec(i + 12 ) ≥ ec(i)(1 − 2pi) − (s3 + s3s2)ε2n ≥ t2n(1 − 2pi) − (s3 + s3s2)ε2n ≥
t2n− (2s1t2 + s3ε+ s3s2ε)εn.
Therefore, since ε→ 0 when n→∞ we have that if n is large enough, then ec(i+ 12) ≥ 4εn ≥ 4|Φi+1|
and so, we can greedily process the colours in Φi+1, that is, Step 4 is successfully performed and
so, the iteration is successfully performed.
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Further, when we do perform Step 4, we greedily delete 2|Φi+1| vertices from the graph. There-
fore, we have that d
Cj
v (i + 1) ≤ dCjv (i+ 12) for every vertex v surviving the iteration and j > i+ 1
as well as |ec(i + 1) − ec(i + 12)| ≤ 4|Φi+1| ≤ 4s2ε2n (by Lemma 5) for every colour c ∈ ∪τj=i+2Cj .
Therefore, Lemma 7 follows by taking s4 := 4s2 + s3 + s3s2.
To conclude the proof of Lemma 1, define t3 = s3, t4 =
16
σ2
− 2 > 0 and t5 = s4 + 4γ2. Note
then that if the bounds in Lemma 7 are satisfied, then we have the following:
i) Take a vertex v surviving iteration i+ 1 and j > i+ 1. Then, d
Cj
v (i+ 1)− εσ1d((i+ 1)ε)n ≤
d
Cj
v (i)(1− pi)+ s3ε3n− εσ1d(iε)n(1− pi)+ εσ1n(γε− pid(iε)) ≤ di(1− pi)+ s3ε3n, where we
have used that pi ≥ εγd(iε) and d((i + 1)ε) = d(iε) − γε. Therefore, di+1 ≤ di + s3ε3n.
ii) Take a colour c ∈ ∪τj=i+2Cj. Note that by the bound in Lemma 7 and the triangle inequality,
|ec(i + 1) − ec((i + 1)ε)n| ≤ s4ε2n + |ec(i)(1 − 2pi) − ec((i + 1)ε)n|. Further, this second
term is equal to |(ec(i) − ec(iε)n)(1 − 2pi) − 2piec(iε)n + (ec(iε) − ec((i + 1)ε))n|. Since
ec(iε) − ec((i+ 1)ε) = ec(0)γε(2d(iε) − γε), pi = εγd(iε) + ci and ec(0)n = ec ≤ nc ≤ 4n this is
at most |(ec(i)− ec(iε)n)(1− 2pi)− 2ciec(iε)n|+ 4γ2ε2n ≤ ei(1− 2pi) + 2ciec(iε)n+ 4γ2ε2n.
Recalling the definition of ci, note that
2ciec(iε)n =
4ec(0)di
σ2
+
4εγec(0)ei
σ2d(iε)
≤ 16di
σ2
+
16
σ2
εγei
d(iε)
Therefore, since pi ≥ εγd(iε) , we have
ei+1 ≤ ei(1 + (16
σ2
− 2) εγ
d(iε)
) + (s4 + 4γ
2)ε2n+
16di
σ2
By how t3, t4, t5 where defined, this gives us what we need, thus finishing the proof of Lemma 1.
7 Concluding Remarks
In this paper we showed that every multigraph with maximum edge-multiplicity at most
√
n
log2 n
,
edge-coloured by n colours such that each colour class is a disjoint union of cliques with at least
2n + o(n) vertices has a full rainbow matching. It would be interesting to know what is the right
multiplicity bound? For general multigraphs, the graph composed of n disjoint triangles with each
edge of multiplicity n − 1, and all edges of a ith triangle being of colour i shows that there is no
full rainbow matching. We suspect that our bound on the multipliclity bound on the edges is close
to the right answer up to the logarithmic factor. In particular, we would like to pose the following
problem.
Problem 1: Is there a multigraph G with maximum edge-multiplicity of at most
√
n, edge-
coloured by n colours such that each colour class has at least 2n + o(n) vertices and is a disjoint
union of non-trivial cliques, contains no full rainbow matching?
Another problem is to improve the asymptotic error term on the number of vertices in a colour
class. We note that our proof can be modified so that the result holds when the size of each
colour class is 2n + n1−α, for some absolute α > 0. So we would like to ask for a sub-polynomial
improvement. The question below is natural to ask because of the known lower bound [9] on the
Brualdi-Ryser-Stein conjecture.
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Problem 2: Is it true that for some constant C > 0 every simple graph G edge-coloured by
n colours such that each colour class has at least 2n + C log2 n vertices and is a disjoint union of
non-trivial cliques, contains a full rainbow matching?
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9 Appendix: Proof of Lemma 6
Proof. Take a colour c ∈ Φi+1 ∪ ∪τj=i+2Cj. Let us recall that we are in iteration i + 1. With that
in mind, let T
(1)
c , T
(2)
c , Lc be respectively, the number of K3,K3,K2 components in the colour class
of c with at least 1,2,1 condemned vertices. From now on, denote ac(i), bc(i) by respectively, the
number of K3’s, K2’s in the colour class of colour c after iteration i. Similarly as before, define
ac(i + 12), b
c(i + 12 ) to be respectively, the number of K3’s,K2’s in the colour class of c after Steps
1,2 and 3.
Note that a vertex doesn’t survive the first 3 steps (i.e, is deleted in the first 3 steps) if and
only if it is killed (in Step 2) or zapped (in Step 3). Moreover, this is equivalent to the vertex being
condemned with the exception that it can’t be simultaneously marked, not killed and not zapped.
However, by the definition of the algorithm, this in particular implies that such a vertex which is
marked, not killed and not zapped is incident to a chosen edge from a colour in Φi+1, that is, a
chosen edge which is involved in collisions. Thus, by noting that a monochromatic clique survives
if none of its vertices are deleted and that a monochromatic K3 becomes a K2 if exactly one of
its vertices is deleted, we can get the following bounds: |ac(i + 12 ) − (ac(i) − T
(1)
c )| ≤ 2|Φi+1| and
|bc(i + 12) − (bc(i) − Lc + T
(1)
c − T (2)c )| ≤ 4|Φi+1|. Hence, since ec(i) = 3ac(i) + bc(i) and similarly
for ec(i+ 12), then ∣∣∣∣ec(i+ 12)− (ec(i)− Lc − 2T (1)c − T (2)c )
∣∣∣∣ ≤ 10|Φi+1| (2)
Lemma 8. Let u, v be two distinct vertices. Then if n is large enough, the probability that they are
both condemned is at most 4p2i .
Proof. Note that by a union bound over the pairs of edges (e1, e2) of colours in Ci+1 where u ∈ e1 and
v ∈ e2, we have that P(u, v are both marked) is bounded above by
∑
e1,e2
P(e1, e2 are both chosen) ≤
(maxw d
Ci+1
w (i))
2
(minc∈Ci+1 e
c(i))2 +
µ
minc∈Ci+1 e
c(i) ≤ p2i +
√
n
t2n log
2 n
≤ p2i + ( εγd(iε))2 ≤ 2p2i if n is large enough (here we
are using Lemma 4, that ec(i) ≥ t2n (which follows by ei ≤ t2n as seen in the proof of Lemma 5),
d(iε) ∈ [1− γ, 1] and ε ≍ 1log logn).
Moreover, by independence of the zapping, P(one of u, v is condemned and the other is zapped) ≤
pi(Qi(u) +Qi(v)) ≤ 2p2i . Now the claim follows by a union bound.
We are now able to calculate the expectations of Lc, T
(1)
c , T
(2)
c . Indeed, by Lemma 8 and some
simple use of the Inclusion-Exclusion principle, we can see that
i) |E[Lc]− 2pibc(i)| ≤ 4p2i bc(i) ≤ 8s21ε2n
ii) |E[T (1)c ]− 3piac(i)| ≤ 16p2i ac(i) ≤ 643 s21ε2n
iii) E[T
(2)
c ] ≤ 12p2i ac(i) ≤ 16s21ε2n
where we are using that bc(i) ≤ nc2 ≤ 2n and ac(i) ≤ nc3 ≤ 43n. Now we need prove concentration
for these random variables.
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Lemma 9. There exists a constant r1 = r1(σ1, σ2) > 0 such that for every c ∈ Φi+1 ∪ ∪τj=i+2Cj,
with probability at least 1− o(n−2) we have
|Lc − 2pibc(i)| ≤ r1ε2n.
Proof. First, recall that a vertex v is condemned if it is marked or zapped. However, note that this
is equivalent to saying that the vertex v is marked or Zv = 1.
Fix a colour c ∈ Φi+1 ∪ ∪τj=i+2Cj . Let then L′c denote the number of K2 components in the
colour class of c with a vertex v such that Zv = 1. Let L
′′
c denote the number of K2 components
with a marked vertex and let L′′′c denote the number of K2 components with both a marked vertex
and vertex v with Zv = 1. We can then write Lc = L
′
c + L
′′
c − L′′′c .
Note first that L′c is sum of bc(i) ≤ 2n independent Bernoulli random variables. Hence, by a
Chernoff bound,
P(|L′c − E[L′c]| >
√
n log n) ≤ 2 exp
(
−2n log
2 n
bc(i)
)
≤ 2
nlogn
Moreover, note that
E[L′c] ≤ 2pibc(i) (3)
since for every vertex u, P(Zu = 1) = Qi(v) ≤ pi.
Secondly, we have that L′′c is a function of the εn chosen edges. Further, changing a chosen edge
of a certain colour in Ci+1 will deviate L
′′
c by at most 2. Thus, by Azuma’s inequality, for y > 0,
P(|L′′c − E[L′′c ]| >
√
εn log n) ≤ 2
n
logn
8
Finally, we deal with L′′′c . First note that since the assignment of the random variables Zx is
independent of the choice of edges in Step 1, we have that for a set {u, v} of 2 vertices,
P({u, v} has both a marked vertex and a vertex w with Zw = 1) ≤ 4p2i
Therefore,
E[L′′′c ] ≤ 4p2i bc(i) (4)
Now, take the random set of vertices Z := {x : Zx = 1} and let S be some (deterministic) set
of vertices. Since L′c is σ(Z)-measurable, let L′c(S) denote the value L′c takes when Z = S. Then,
E[L′′′c |Z = S] ≤ 2piL′c(S) (since each vertex is marked with probability at most pi). Moreover, note
that given {Z = S}, L′′′c is a function of the εn chosen edges and it deviates by at most 2 when we
change one of these edges. Thus, by Azuma’s inequality,
P(|L′′′c − E[L′′′c |Z = S]| >
√
εn log n |Z = S) ≤ 2
n
log n
8
(5)
We will now combine all of these bounds we have gotten so far. Define the events A :=
{|L′c−E[L′c]| ≤
√
n log n}, B := {|L′′c−E[L′′c ]| ≤
√
εn log n} and C := {L′′′c ≤
√
εn log n+2pi(E[L
′
c]+√
n log n)}. By the discussion above, we have that P(A) ≥ 1 − 2
nlogn
and P(B) ≥ 1− 2
n
log n
8
. Also,
note that when {Z = S} ⊆ A, we have that E[L′′′c |Z = S] ≤ 2piL′c(S) ≤ 2pi(E[L′c] +
√
n log n).
Thus, by our application of Azuma’s inequality in (5) above, we have P(C|A) ≥ 1− 2
n
log n
8
. Finally,
this gives us that P(A ∩B ∩ C) ≥ P(B)− P(A ∩ C) = P(B)− (1 − P(A)P(C|A)) = 1 − o(n−2) by
the bounds we got.
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Finally, note that using (3) and (4), we can see that the event A∩B ∩C implies |Lc−E[Lc]| ≤
4p2i b
c(i)+ |Lc−E[L′c+L′′c ]| ≤ 4p2i bc(i)+
√
n log n+2
√
εn log n+2pi(2pib
c(i)+
√
n log n) ≤ 17s21ε2n
if n is large enough.
Concluding, since we have the bound in i), we get that
|Lc − 2pibc(i)| ≤ |Lc − E[Lc]|+ 8s1ε2n ≤ 25s21ε2n
The Lemma follows by then taking r1 := 25s
2
1.
Lemma 10. There exists a constant r2 = r2(σ1, σ2) > 0 such that for every c ∈ Φi+1 ∪ ∪τj=i+2Cj,
with probability 1− o(n−2) we have
|T (1)c − 3piac(i)| ≤ r2ε2n
Proof. The proof is almost exactly the same as the proof of Lemma 9 and so, we omit it.
Lemma 11. There exists a constant r3 = r3(σ1, σ2) > 0 such that for every c ∈ Φi+1 ∪ ∪τj=i+2Cj,
with probability 1− o(n−2) we have
T (2)c ≤ r3ε2n
Proof. Fix a colour c ∈ Φi+1∪∪τj=i+2Cj . Note that by a similar reasoning as in the proof of Lemma
9, we can see that
T (2)c = T
(2)′
c + T
(2)′′
c
where T
(2)′
c denotes the number of K3 components in the colour class of c with at least 2 distinct
vertices v, u such that Zv = Zu = 1 and T
(2)′′
c denotes the number of K3 components with at most
1 vertex v with Zv = 1 and at least 2 condemned vertices. Let also, T
(2)′′′
c denote the number of
K3 components with exactly 1 vertex v such that Zv = 1.
Note first that T
(2)′
c is sum of ac(i) ≤ 43n independent Bernoulli random variables and that
E[T
(2)′
c ] ≤ 3p2i ac(i) ≤ 4s21ε2n. Hence, by a Chernoff bound,
P(T (2)
′
c >
√
n log n+ 4s21ε
2n) ≤ 2 exp(−2n log
2 n
ac(i)
) ≤ 2
nlogn
Secondly note that E[T
(2)′′′
c ] ≤ 3piac(i) ≤ 4s1εn and that T (2)
′′′
c is also a sum of ac(i) ≤ 43n
independent Bernoulli random variables so that we also get
P(T (2)
′′′
c >
√
n log n+ 4s1εn) ≤ 2
nlogn
Finally, take the random set of vertices Z as defined in the proof of Lemma 9. Since T
(2)′′′
c is
σ(Z)-measurable, let T
(2)′′′
c (S) denote its value when Z = S for a (deterministic) set of vertices S.
We note then that
E[T (2)
′′
c |Z = S] ≤ 2piT (2)
′′′
c (S) + 6p
2
i a
c(i) ≤ 2s1ε(T (2)′′′c (S) + 4s1εn)
where we are using that the probability that a vertex is marked is at most pi and that, by the proof
of Lemma 8, the probability that two distinct vertices are marked is at most 2p2i . Moreover, given
Z = S, T
(2)′′
c is a function of the εn chosen edges and deviates by at most 2 when we change one
of these edges. Thus, by Azuma’s inequality,
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P(T (2)
′′
c >
√
εn log n+ E[T (2)
′′
c |Z = S]|Z = S) ≤
2
n
log n
8
Joining these observations in a similar fashion as in the proof of Lemma 9, we get that with
probability 1 − o(n−2), T (2)c = T (2)
′
c + T
(2)′′
c ≤ (√n log n + 4s21ε2n) + (
√
εn log n+ 2s1ε(
√
n log n+
8s1εn)) ≤ 21s21ε2n if n is large. Therefore, the Lemma follows by taking r3 := 21s21.
Note then that by (2) before, we get for each colour c ∈ Φi+1 ∪ ∪τj=i+2Cj , with probability
1− o(n−2),
|ec(i+ 1
2
)− ec(i)(1 − 2pi)| ≤ (r1 + 2r2 + r3)ε2n+ 10|Φ′i+1|
We now deal with the degrees.
Let’s first define for vertices u, v, µCj (k)(uv) to be the edge multiplicity of uv with respect to
colours in Cj after iteration k. Take then a vertex v surviving steps 1,2 and 3 (of iteration i + 1)
and j > i+ 1. We note that d
Cj
v (i+
1
2) = d
Cj
v (i)−Dv,j1 +Dv,j2 , where
• Dv,j1 =
∑
w∈ΓCjv (i)
µCj(i)(vw) 1w is condemned
• Dv,j2 =
∑
w∈ΓCjv (i)
µCj(i)(vw) 1w is condemned but not deleted
We first look at Dv,j2 . Note that D
v,j
2 ≤ Dv,j3 where
• Dv,j3 =
∑
w∈ΓCjv (i)
µCj(i)(vw) 1w is marked but not killed
To calculate the expectation of this random variable we require the following simple Lemma:
Lemma 12. For a vertex w, the probability that it is marked but not killed is at most 2p2i .
Proof. Note that w is marked but not killed if and only if one of the following situations occurs:
1) Two edges incident to w are chosen;
2) Two edges wu, uy are chosen, where y 6= w.
The first situation has probability at most d
Ci+1
w (i)
2
(minc∈Ci+1 e
c(i))2 ≤ p2i (by Lemma 4) of occurring, while
the second situation has probability at most
d
Ci+1
w (i)×maxu dCi+1u (i)
(minc∈Ci+1 ec(i))2
≤ p2i
which follows also by Lemma 4). Thus, the lemma follows.
Equipped with Lemma 12, we can now say that E[Dv,j3 (i)] ≤ 2p2i dCjv (i) ≤ 4s21ε3n, where we are
using the trivial bound d
Cj
v (i) ≤ 2εn and Lemma 4. Moreover, note that Dv,j3 is a function of the
εn chosen edges and deviates by at most 4µ when we change a chosen edge of a certain colour.
Thus, by Azuma’s inequality we have
P(|Dv,j3 − E[Dv,j3 ]| > µ
√
εn log n) ≤ 2
n
logn
32
and so, since µ
√
εn log n = o(ε3n), with probability 1− o(n−4) we have
Dv,j2 ≤ Dv,j3 ≤ (4s21 + 1)ε3n
Finally, we deal with Dv,j1 . We need the following Lemma.
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Lemma 13. There exists a constant r4 = r4(σ1, σ2) > 0 such that for every vertex v surviving
steps 1,2 and 3 and j > i+ 1, with probability 1− o(n−4) we have
|Dv,j1 − pidCjv (i)| ≤ r4ε3n
Proof. The proof follows exactly the same reasoning as the proofs of Lemmas 9 and 10 and further,
exploits the fact that µ =
√
n
log2 n
.
Recall that d
Cj
v (i +
1
2) = d
Cj
v (i) −Dv,j1 +Dv,j2 . But then, by this and Lemma 13, we can now
see that for every vertex v surviving steps 1,2 and 3 and j > i+ 1, with probability 1− o(n−4) we
have
d
Cj
v (i+
1
2
) ≤ dCjv (i)(1 − pi) + (4s21 + r4 + 1)ε3n
To finish off the proof of Lemma 6, note that we have at most n colours in Φi+1∪∪τj=i+2Cj and
at most 4n
2
ε
= O(n3) pairs (v, j) where τ ≥ j > i + 1 and v is a vertex. We then get, by setting
s3 := max{10, r1 + 2r2 + r3, 4s21 + r4 + 1}, that with probability 1− o(1),
• |ec(i+ 12 )− ec(i)(1 − 2pi)| ≤ s3(ε2n+ |Φi+1|) for every colour c ∈ Φi+1 ∪ ∪τj=i+2Cj ,
• dCjv (i+ 12 ) ≤ d
Cj
v (i)(1 − pi) + s3ε3n for every vertex v surviving step 3 and j > i+ 1.
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