INTRODUCTION
The ordinary Taylor's formula has been generalized by many authors. Riemann [6] , had already written a formal version of the generalized Taylor's series: The proof of the validity of such an expansion for certain classes of functions was undertaken by Hardy [4] , both for finite and infinite a.
Afterwards, Watanabe [8] with m < α, x > x 0 ≥ a, and:
On the other hand, a variant of the generalized Taylor's series was given by Dzherbashyan and Nersesyan [3] . For f having all of the required continuous derivatives, they obtained:
α m is an increasing sequence of real numbers such that 0
f . In this paper, under certain conditions for f and α ∈ 0 1 , the following generalized Taylor's formula:
on a riemann-liouville generalized taylor's formula 257 is obtained, with
and the sequential fractional derivative is denoted by
where n ∈ , according to the definition introduced by Miller and Ross [5] . Also a generalized mean value theorem and some applications of above generalized Taylor's formula are given.
DEFINITIONS AND PROPERTIES
Let be an real interval and α ∈ 0 1 .
As usualy it is said that "f is a α-continuous function on if f is α-continuous for every x in ," and it is denoted:
a f x exists and it is finite ∀x ∈ E where F stands for the set of real functions of a single real variable with domain in .
Some properties of the Riemann-Liouville derivative and integral operators will be extensively used. They are collected in the next two propositions.
where
Proof. (i) It follows from its corresponding ordinary case α = 1 .
, where x is a suitable function. From this D α a x = 0 and then holds true.
function. If one of the following conditions is satisfied,
Proof. See Bonilla-Trujillo-Rivero [2] and Samko-Kilbas-Marichev [7] . Remark 3.1.
(iii) Another variant of the above theorem can be given as follows:
with a ≤ ξ ≤ x, under the same conditions for f as those in Theorem 3.1.
Corollary 3.1. Let α ∈ 0 1 and g ∈ C a b such that
Proof. The function f x = x − a α−1 g x satisfies the conditions of the above theorem. So
x − a α and (3.2) is obtained. Proof. Applying the above theorem to the function f x = x − a α−1 g x , we obtain Proof. For m = 0 see Samko-Kilbas-Marichev [7] . For m > 0, we find from (2.4) that 
and for each j ∈ N, 0 ≤ j ≤ n,
Proof. By using (4.1), for j = 0 n, it follows that
Applying the integral mean value theorem, we have
with a ≤ ξ ≤ x, and so (4.2) is obtained. with
and where
Proof. It follows from the above theorem. The functions which can be expanded as in (4.6) will be called α-analytic in x = a. 
