Results of crossed-beam measurements of cross sections differential in ejected electron energy and angle for ionization of atomic hydrogen by 20-1 14-keV protons are reported. Secondary electrons were measured over an energy range of 1.5-300 eV and an angular range of 15"-165". Atomic-hydrogen targets were produced in a radio-frequency discharge source with a dissociation fraction of about 74%. Ratios of cross sections for H targets to those for Hz targets were obtained from measurements on the mixed target. From these ratios, the measured dissociation fractions, and the absolute cross sections measured for H, targets, the cross sections for H targets were determined. These measurements are compared with the results of the first-order Born approximation, the continuum-distorted-wave eikonalinitial-state approximation, and the classical trajectory Monte Carlo (CTMC) methods. Good overall agreement is found with the CTMC results, except for slow, backward electron emission. The addition of the classically suppressed dipole transitions from the Born approximation to the CTMC results yields a good estimate of the ejected electron spectrum.
I. INTRODUCTION
The simplest ionization process is the ejection of an electron from a hydrogen atom in a collision with a proton. Unlike electron-impact collisions, there is no exchange interaction of target and projectile particles to complicate the picture and the projectile transfers only a small fraction of its momentum and energy during the collision. Furthermore, the proton carries no electrons to add to the complexity of the interaction. In spite of its simplicity, the reaction H + +H-H+ + H + +e-is still a three-body system in its final state and therefore does not admit an analytical solution. To solve the dynamical problem involved, one must use approximations.
In the early history of theoretical attempts to describe the ionization process, the only measurements available were of the total-ionization cross sections (TICSs). Since these involve an integration over the momenta of all three particles in the final state, many of the details of the interaction were hidden. In the 1960s measurements of the angular and energy distributions of the ejected electrons from such collisions began to become available [I] . Since such doubly differential cross sections (DDCSs) contain much more information and provide a far more stringent test of theory, their availability has led to a fuller understanding of the mechanisms of ionization.
TICSs for protons on atomic hydrogen have been measured by Fite et al. [2] , Shah, Elliott, and Gilbody, [3] , and by Shah and Gilbody [4] . Park et al. [5] made energy-loss measurements from which information was extracted on the energy (but not angular) distributions of ejected electrons. Although DDCSs for proton impact have been measured for a wide range of target gases and incident energies (see the review in Ref. [I] ), atomichydrogen targets have not previously been investigated experimentally in this detailed way. Shyn [6] used a microwave discharge hydrogen-atom source to make DDCS measurements for 25-250-eV electron impact. We report here a similar series of measurements for proton impact on atomic hydrogen using a commercially available [7] rf hydrogen-atom source developed by Slevin and Stirling PI.
Preliminary data at 70 keV, reported earlier [9] , are superseded by the present data which are somewhat more accurate at the lower electron energies and are given for additional incident energies. We also reported observations of a large, broad peak in the electron energy spectrum centered at about 31 eV in the backward direction with respect to the incident beam [lo] . While this feature is still not completely understood, its rapid disappearance with increasing source pressure suggests that it arises from an excited component of the target beam which is collisionally quenched at higher target densities. The data in the present work have been obtained at sufficiently high pressures that this feature is not present. This is paper I1 of a series of four. In paper I [ l l ] the apparatus and method for all of the measurements were discussed and the data for H + + H 2 were presented. In papers I11 and IV data for H e + + H 2 and Hef + H are planned to be given. [12, 13] , and the classical trajectory Monte Carlo (CTMC) method [14, 15] . These models have been described and applied in great detail elsewhere; we focus here on discussing their ranges of validity. For very high impact velocities v,, or when the projectile charge Z , is small enough, the B1 approximation is well suited to describe most of the features of the ejected electron spectrum in ion-atom collisions. Provided that the projectile charge is of the order of the target nuclear charge, a single criterion may be used to specify this regime of validity, namely, 7 = Z p /up << 1, where 7 is commonly referred to as the Sommerfeld parameter. The essence of the B1 approximation is the treatment of the projectile ion-electron interaction as a small perturbation. At intermediate collision velocities (v, -v,, where v, is the initial orbital electron velocity) this approximation is not valid because the electron wave function is strongly distorted by the passing ion. A large body of work, both experimental and theoretical, has shown that in order to describe the angle and energy distributions of electrons ejected in intermediate energy ion-atom collisions, the electrons must be treated as being emitted in the combined field of both the target and projectile ions (see, e.g., 1131 and [16] and other references therein).
THEORY

Measurements
To treat this regime in which such "two-center" effects are important (or dominant), higher-order perturbation approaches have been developed, such as the CDW-EIS and the strong-potential Born approximations. In the CDW-EIS approximation, the interaction of the electron with both the projectile and residual target ions are treated on an equal footing in the final state through a product of Coulomb continuum states of both centers. Consequently, a range of validity which extends to velocities lower than that of the B1 approximation is expected, i.e., down to 7-1 [13] .
Another common approach, the CTMC method, consists of treating the interactions of the electron with both the projectile and target ions exactly, though classically. This method utilizes an ensemble of initial electronic orbits which approximates the quantum-mechanical position and momentum distributions as closely as possible. The motions of the projectile, target electron, and target core are then followed by solving the classical equations of motion for a sequence of time steps through the collision. Once the particles have separated, knowledge of their positions and momenta allows determination of the DDCS for ionization. In contrast to the perturbation methods, this approach is most applicable when the projectile ion-electron interaction is strong. When this occurs, a very large number of quantum states become populated and their superposition may be successfully mimicked quasi-classically [17] . For weak perturbations, this approach breaks down, as will become clear through the comparisons with experiment and the other theories presented here.
In a sense, quasiclassical and quantum-mechanical perturbation methods complement one another, and the best that one may presently achieve is to make a combined model which exploits the best features of each approach. In particular, a number of authors (see, e.g., have identified a deficiency of the CTMC model which is the classical suppression of dipole-allowed transitions. A well-known consequence of this fact is the difference between the quantum-mechanical E -' l n~ and classical E -' dependences of the TICS at high impact energies. At intermediate impact velocities this translates into a sizable classical underestimation of the cross sections for emission of electrons into very large, backward, angles. To overcome these classical deficiencies, we present here results of a combined model in which the quantummechanical (B1) results for small momentum transfers are added to the CTMC cross sections [17] , which we denote CTMC-I-B1. In this model, we compute the Born approximation limited to momentum transfers Ap, smaller than a critical value given by where Z , is the target nuclear charge and n is the initial electronic principal quantum number, as described in Ref. [17] . In this case, since Z , = 1 and n = 1, Apc =2/3/8. The result of this Born calculation is then added to the CTMC result, in a sense correcting it since below this momentum transfer the classical ionization probability begins to drop significantly below the quantum-mechanical result. In terms of ejected electron energies, this critical momentum transfer corresponds to a final electron energy of 1.3 eV for 20-keV proton impact and 22 eV for 114-keV proton impact, for example.
Clearly all of the present approaches break down in the limit of low collision velocities, up <<v,. In this regime, the evolution of the systems takes place through transitions governed by molecular dynamics. The appropriate description of such dynamics is the close-coupling approach in which the Schrodinger equation is solved by expanding the wave function in a finite basis set. Unfortunately, it is extremely difficult to achieve a good representation of the continuum, and calculations which yield accurate DDCSs are presently impractical.
RESULTS
The apparatus, experimental method, theory of the measurement, and the reliability were discussed in paper I [ l l ] and will not be repeated here. Absolute values of the DDCSs are given for five incident energies in the range 20-114 keV in Tables I-V. The DDCSs were also numerically integrated over angle or electron energy to obtain the singly differential cross sections (SDCSs) and over both angle and energy to obtain the TICSs. These are also given in the tables.
The TICSs are compared with the direct measurements of Shah and Gilbody [4] and with our B1, CDW-EIS, CTMC, and CTMC+Bl calculations in Table VI . The present experimental data agree reasonably well with the o( W) measurements of Shah and Gilbody, differing by no more than 29% at most. At the lower energies, the B1 approximation greatly overestimates the total cross section, but for impact energies above about 67 keV, it agrees well with experiment. CTMC agrees well with experiment for incident energies above 20 keV, but is too small for lower energies, owing to the suppression of low-energy backward electrons as described above. While very good agreement is found between CDW-EIS and the experimental TICS data throughout the range of impact energies surveyed here, we will show that CDW-EIS does not reproduce the measured SDCSs and DDCSs well and therefore the agreement with the TICSs must be considered to be fortuitous.
In Fig. 1 we illustrate the behavior of the SDCS for three impact energies covering the extremes of the present measurements. For the highest energy displayed, 114 keV, vp / v , =2.14, the projectile velocity is high enough so that the range of validity of the B1 approximation has been reached at its lower limit, while the CTMC and CDW-EIS approximations are well within their expected validity limits. Especially good agreement is observed among all the theoretical descriptions and with the experimental measurements of the energy distribution of the ejected electrons. This spectrum shows that the emission of electrons is dominated by ejection of lowenergy electrons. A shoulder or plateau is observed at around 200 eV which is due to the binary encounter peak in the DDCS, summed over all angles of ejection. Beyond this region the cross section drops off rapidly in accordance with the initial target momentum distribution. The agreement between theories and experiment for 114 keV is not as complete for the angular distribution of electrons and a well-known failure of the B1 approxima- tion is seen at small angles. In this portion of the spectrum, it is critical to represent the outgoing electron as evolving in the combined field of both the projectile and residual target ions since production of "saddle-point" and "cusp" electrons play a very important role. The CDW-EIS and CTMC approximations account for these interactions and give better agreement with experiment. At backward angles, the CDW-EIS approximation is in very good agreement with the measurements while the underestimation of this portion of the spectrum by the CTMC approximation is clearly visible. By adding to the CTMC approximation that portion of the B1 approximation associated with small momentum transfers, this underestimation is remedied and the CTMC + B1 approximation gives reasonable overall agreement with the measurements. Also depicted are the results for an impact velocity which is considerably lower, that is, for 20-keV impact energy, where vp / v , =0.895 represents a lower boundary for the expected ranges of validity for the CTMC and CDW-EIS approximations. Therefore it is perhaps surprising that the CTMC model reproduces the energy distribution of electrons reasonably well, whereas the B1 and CDW-EIS approximations seem to underestimate the TABLE VI. The total cross section ai (in units of 10-l6 cm2) for ionization of atomic hydrogen by 20-, 48-, 670, 9 5 , and 114-keV protons. The present data are compared with the direct measurements of Shah and Gilbody [4] , the recommended values given by Rudd et al. [22] , and our present B1, CDW-EIS, and CTMC+ B1 results.
yield of very hot electrons. Note that some of these hot electrons may originate in multiple binary collisions of the electron with both nuclei, a process which can occur in the CTMC method but is completely missing in the B1 and CDW-EIS approximations. Regarding the angular distribution, even though the CTMC and CDW-EIS approximations produce SDCSs which are reasonable in shape, evidently these models do not contain enough information on the collision dynamics at this low an impact energy. Clearly, the B1 approximation is even less satisfactory.
For an impact energy of 67 keV, a situation intermediate to the two extremes (20 and 114 keV) is obtained. Also note that we have included in Fig. 1 the present experimental measurements for H, targets, divided by 2. The departures of the H, data from the H data is thus a .measure of how different H, is from two uncorrelated hydrogen atoms. Part of th& difference is attributable to the difference in the ionization potentials, i.e., I ; , / I & = 1.29. Effects due to the orientation of the molecule may also play a role.
Just as the SDCSs represent more stringent tests of theory than do the TICSs, the DDCSs likewise provide even more detailed discriminants. In Fig. 2 we display the DDCss for several small ejection angles (lo, So, ISo, 30°, and 50") for 20, 67, and 114 keV. In the upper portion of the figure, the present experiment is compared to our CTMC results, whereas in the lower portion it is Clearly the most prominent feature of the forward ejected electron spectrum is the well-known electron-capture-tothe-continuum (ECC) cusp, which is observed for v, -v,.
At the lowest impact energy, the spectrum is dominated near 0" by the ECC peak. For increasing impact energy, CTMC displays a shoulder at electron energies lower than the peak, and for the highest energy shown, the largest feature is the peak surrounding v, =O.
Especially for the lower impact energies the CTMC results indicate that as a function of increasing ejection angle, the peak in the spectrum moves to lower energies. In other words, the dominance of the ECC peak gives way first to the saddle-point peak, which in turn gives way to the soft electron peak. Since a number of groups have recently sought to measure a peak in the spectrum near the saddle-point region (up /2), it is important to emphasize that our CTMC calculations indicate that the existence of such a peak may be strongly dependent on the angle of ejection. In contrast, the CDW-EIS results show very little contribution to the spectrum at the lowest electron energies and yields a peak position which is much less sensitive to ejection angle. These effects have been observed previously and constitute shortcomings of the CDW-EIS model in representing the degree of asymmetry of the cusp (e.g., [20] and [21] ). As illustrated by this figure, the agreement between theory and experiment is not good for 20 keV, but improves as the impact energy is increased.
In Figs B1 approximation yields too small a cross section. Here we see that this underestimation occurs primarily for small electron energies, i.e., those near the cusp and saddle-point regions. Also for small angles, but for larger electron energies, the B1 approximation seems to represent the binary-encounter shoulder reasonably well at an ejection energy of about 200 eV. For larger angles of emission, the B1 approximation yields much better agreement with experiment, indicating that the description of the electron as being ejected in the field of the target alone is a reasonable assumption. The CTMC and CDW-EIS results are in fairly good agreement with experiment throughout the angular range plotted. However, it is now evident that the deficiency noted regarding the underestimation of the large-angle cross section noted above in the discussion of the SDCS arose primarily for slow electron emission. For lower impact energies the theoretical results begin to diverge to a larger extent from the experimental measurements and from each other. For example, at 20-keV, the perturbation theories are as much as two orders of magnitude different from one another at backward angles. In that case, the CDW-EIS approximation also predicts cross sections which are too small by a least an order of magnitude for electron energies greater than 10 eV.
IV. CONCLUSIONS
In this work we have presented measurements of cross sections, differential in the angle an& energy of the ejected electrons, for ionization of atomic hydrogen by incident protons. We have used the data to compare different theoretical approaches to the calculation of these cross sections in intermediate-energy collisions. Since the system studied is the simplest collision system involving the interaction of a single electron with two protons, it provides the most fundamental test possible. Since closecoupling treatments are still impractical, we have utilized the three most often applied approaches, the first-order Born, CDW-EIS, and CTMC approximations. Especially at the lowest impact energy, it is clear that fuller treatments of ionization must be developed, in particular concerning low-energy electron emission. For higher impact energies, the CDW-EIS and the CTMC + B 1 approaches provide a reasonable description of the ejected electron spectrum, accounting in particular for the two-center effects.
Additional DDCS measurements on atomic hydrogen should be made at lower projectile energies to provide detailed data for testing future low-energy theoretical treatments. Higher-energy data, especially-for electrons in the forward and backward directions, may show that some theoretical methods traditionally considered to be accurate at high energies are, in fact, not completely reliable at any energy. It would also be highly desirable to investigate the effect of the two-center interactions, especially on the angular distribution of electrons, by using higher-Z bare projectiles incident on atomic-hydrogen targets. Such work is now underway in a collaboration with C. L. Cocke, S. J. Hagmann, R. A. Moshammer, and P. Richard.
