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Abstract
We present a deterministic distributed algorithm to compute all-pairs shortest paths(APSP)
in an edge-weighted directed or undirected graph. Our algorithm runs in O˜(n3/2) rounds in
the Congest model, where n is the number of nodes in the graph. This is the first o(n2)
rounds deterministic distributed algorithm for the weighted APSP problem. Our algorithm is
fairly simple and incorporates a deterministic distributed algorithm we develop for computing
a ‘blocker set’ [14], which has been used earlier in sequential dynamic computation of APSP.
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1 Introduction
The design of distributed algorithms for various network (or graph) problems such as shortest
paths [17, 18, 3, 13] and minimum spanning tree [7, 21, 8, 15] is a well-studied area of research. The
most widely considered model for studying distributed algorithms is the Congest model [19] (also
see [3, 13, 12, 17, 18, 9]), described in more detail below. In this paper we consider the problem
of computing all pairs shortest paths (APSP) in a weighted directed (or undirected) graph in this
model.
The problem of computing all pairs shortest paths (APSP) in distributed networks is a very funda-
mental problem, and there has been a considerable line of work for the Congest model as described
below in Section 1.2. However, for a weighted graph no deterministic algorithm was known in this
model other than a trivial method that runs in n2 rounds. In this paper we present the first algo-
rithm for this problem in the Congest model that computes weighted APSP deterministically in
less than n2 rounds. Our algorithm computes APSP deterministically in O(n3/2 · √log n) rounds in
this model in both directed and undirected graphs.
Our distributed APSP algorithm is quite simple and we give an overview in Section 2. It uses the
notion of a blocker set introduced by King [14] in the context of sequential fully dynamic APSP
computation. Our deterministic distributed algorithm for computing a blocker set is the most
nontrivial component of our algorithm, and is described in Section 3. In very recent work [1], these
results have been incorporated in a deterministic APSP algorithm that runs in O˜(n4/3) rounds. The
key to this improvement is a novel pipelined method that improves Step 1 in our Algorithm 1.
1.1 The Congest Model
In the Congest model [19], there are n independent processors interconnected in a network. We
refer to these processors as nodes. These nodes are connected in the network by bounded-bandwidth
links which we refer to as edges. The network is modeled by a graph G = (V,E) where V is the set
of processors and E is the set of edges or links between these processors. Here |V | = n and |E| = m.
Each node is assigned a unique ID from 1 to n and has infinite computational power. Each node
has limited topological knowledge and only knows about its incident edges. For the weighted APSP
problem we consider, each edge has a positive integer weight and the edge weights are bounded by
poly(n). Also if the edges are directed, the corresponding communication channels are bidirectional
and hence the communication network can be represented by the underlying undirected graph UG
of G (this is also considered in [13, 22, 10]).
The computation proceeds in rounds. In each round each processor can send a message of size
O(log n) along edges incident to it, and it receives the messages sent to it in the previous round.
The model allows a node to send different message along different edges though we do not need
this feature in our algorithm. The performance of an algorithm in the Congest model is measured
by its round complexity, which is the worst-case number of rounds of distributed communication.
Hence the goal is to minimize the round complexity of an algorithm.
1.2 Prior Work
Unweighted APSP. For APSP in unweighted undirected graphs, O(n)-round algorithms were
given independently in [12, 20]. An improved n + O(D)-round algorithm was then given in [17],
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where D is the diameter of the undirected graph. Although this latter result was claimed only for
undirected graphs, the algorithm in [17] is also a correct O(n)-round APSP algorithm for directed
unweighted graphs. The message complexity of directed unweighted APSP was reduced to mn +
O(m) in a recent algorithm [22] that runs in min{2n, n+O(D)}rounds (where D is now the directed
diameter of the graph). A lower bound of Ω(n/ log n) for the number of rounds needed to compute
the diameter of the graph in the Congest model is given in [6].
Weighted APSP. While unweighted APSP is well-understood in the Congest model much re-
mains to be done in the weighted case. For deterministic algorithms, weighted SSSP for a single
source can be computed in n rounds using the classic Bellman-Ford algorithm [2, 5], and this leads
to a simple deterministic weighted APSP algorithm that runs in O(n2) rounds. Nothing better was
known for the number of rounds for deterministic weighted APSP until our current results.
Exact Randomized APSP Algorithms. Even with randomization, nothing better than n2
rounds was known for exact weighted APSP until recently, when Elkin [3] gave a randomized
weighted APSP algorithm that runs in O˜(n5/3) rounds and this was further improved to O˜(n5/4)
rounds in Huang et al. [13]. Both of these are w.h.p. results.
Deterministic Approximation Algorithms for APSP. There are deterministic algorithms for
approximating weighted all pairs shortest path problem, and these run in O˜(n) rounds for both
directed [16] and undirected graphs [16, 11, 4].
2 Overview of the APSP Algorithm
Let G = (V,E) be an edge-weighted graph (directed or undirected) with weight function w and
with |V | = n and |E| = m. The Congest model assumes that every message is of O(log n)-bit
size, which restricts w(e) to be an O(log n) size integer value. However, outside of this restriction
imposed by the Congest model, our algorithm works for arbitrary edge-weights (even negative
edge-weights as long as there is no negative-weight cycle). Given a path p we will use weight or
distance to denote the sum of the weights of the edges on the path and length (or sometimes hops)
to denote the number of edges on the path. We denote the shortest path distance from a vertex
x to a vertex y in G by δ(x, y). In the following we will assume that G is directed, but the same
algorithm works for undirected graphs as well.
An h-hop SSSP tree for G rooted at a vertex r is a tree of height h where the weight of the path
from r to a vertex v in the tree is the shortest path distance in G among all paths that have at most
h edges. In the case of multiple paths with the same distance from r to v we assume that v chooses
the parent vertex with minimum id as its parent in the h-hop SSSP tree. We will use h =
√
n · log n
in our algorithm.
Our overall APSP algorithm is given in Algorithm 1. In Step 1 an h-hop SSSP tree and the
associated SSSP distances, δh(r, v), are computed at vertex v for each root r ∈ V .
Step 2 computes a blocker set Q of q = O((n log n)/h) nodes for the collection of h-hop SSSP
trees constructed in Step 1. This step is described in detail in the next section, where we describe
a distributed implementation of King’s sequential method [14]. Our method computes the blocker
set Q in O(nh+(n2 log n)/h) rounds. We now give the definition of a blocker set for a collection of
rooted h-hop trees.
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Algorithm 1 Main Algorithm
1: for each v ∈ V in sequence: compute an h-hop SSSP rooted at v by computing at each
x ∈ V the h-hop shortest path distances δh(v, x), the parent pointer in the SSSP tree, and the
hop-length hv(x) in Tv, i.e., the number of edges on the path from v to x.
2: Compute a blocker set Q of size Θ((n log n)/h) for the h-hop SSSP trees computed in Step 1
using Algorithm 2.
3: for each c ∈ Q in sequence: compute SSSP with root c and δ(c, v) at each v ∈ V
4: for each c ∈ Q in sequence: broadcast to all other nodes c’s ID and the δh(v, c) values it
computed for each v in Step 1.
5: Local step at each node: At each v compute δ(u, v) values for each u ∈ V by using equation 1
with δh(u, v) from Step 1, the δ(c, v) values from Step 3, and the δh(u, c) values received in Step 4.
Definition 2.1 (Blocker Set [14]). Let H be a collection of rooted h-hop trees in a graph G =
(V,E). A set Q ⊆ V is a blocker set for H if every root to leaf path of length h in every tree in
H contains a vertex in Q. Each vertex in Q is called a blocker vertex for H.
In Step 3 of Algorithm 1 we compute δ(c, v) for each c ∈ Q and for all v ∈ V . In Step 4 each blocker
vertex c broadcasts all of the δh(v, c) values it computed in Step 1. Finally, in Step 5 each node v
computes δ(u, v) for each u ∈ V using the values it computed or received in the earlier steps. More
specifically, v computes δ(u, v) as:
δ(u, v) = min
{
δh(u, v), min
c∈Q
(δh(u, c) + δ(c, v))
}
(1)
Lemma 2.2. The δ(u, v) values computed at each v in Step 5 of Algorithm 1 are the correct shortest
path distances.
Proof. Fix vertices u, v and consider a shortest path p from u to v. If p has at most h edges then
w(p) = δh(u, v) and this value is directly computed at v in Step 1. Otherwise by the property of
the blocker set Q we know that there is a vertex c ∈ Q which lies along p within the h-hop SSSP
tree rooted at u that is constructed in Step 1. Let p1 be the portion of p from u to c and let p2 be
the portion from c to v. So w(p1) = δh(u, c), w(p2) = δ(c, v) and w(p) = w(p1) + w(p2).
The value δh(u, c) is received by v in the broadcast step for center c in Step 4. The value δ(c, v) is
computed at v when SSSP with root c is computed in Step 3. Hence v has the information needed
to compute δ(u, v) in Step 5 for each u using Equation 1.
We now bound the number of rounds needed for each step in Algorithm 1 (other than Step 2). For
this we first state bounds for some simple primitives that will be used to execute these steps.
Lemma 2.3. Given a source s ∈ V , using the Bellman-Ford algorithm:
(a) the shortest path distance δ(s, v) can be computed at each v ∈ V in n rounds.
(b) the h-hop shortest path distance δh(s, v), the hop length hs(v), and parent pointer in the h-hop
SSSP tree rooted at s can be computed at each v ∈ V in h rounds.
Lemma 2.4. A node v can broadcast k local values to all other nodes reachable from it determin-
istically in O(n+ k) rounds.
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Proof. We construct a BFS tree rooted at v in at most n rounds and then we pipeline the broadcast
of the k values. The root v sends the i-th value to all its children in round i for 1 ≤ i ≤ k. In a
general round, each node x that received a value in the previous round sends that value to all its
children. It is readily seen that the i-th value reaches all nodes at hop-length d from v in the BFS
tree in round i+ d− 1, and this is the only value that node x receives in this round.
Lemma 2.5. All v ∈ V can broadcast a local value to every other node they can reach in O(n)
rounds deterministically.
Proof. This broadcast can be done in O(n) rounds in many ways, for example by piggy-backing
on an O(n) round unweighted APSP algorithm [17, 22] (and also [12, 20] for undirected graphs)
where now each message contains the value sent by source s in addition to the current shortest path
distance estimate for source s.
Lemma 2.6. Algorithm 1 runs in O(n·h+(n2/h)·log n) rounds assuming Step 2 can be implemented
to run within this bound.
Proof. Let the size of the blocker set be q = nh · log n. Using part (b) of Lemma 2.3, Step 1 can
be computed in O(n · h) rounds by computing the n h-hop SSSP trees in sequence. Step 3 can be
computed in O(n · q) = O((n2/h) · log n) rounds by part (a) of Lemma 2.3. Step 4 can be computed
in O(n · q) = O((n2/h) · log n) rounds by Lemma 2.4 (using k = n). Finally, Step 5 involves only
local computation and no communication. This establishes the lemma.
In the next section we give a deterministic algorithm to compute Step 2 in O(n · h+ (n2/h) · log n)
rounds, which leads to our main theorem (by using h =
√
n · log n).
Theorem 2.7. Algorithm 1 is a deterministic distributed algorithm for weighted APSP in directed
or undirected graphs that runs in O(n3/2 · √log n) rounds in the Congest model.
3 Computing a Blocker Set Deterministically
The simplest method to find a blocker set is to chose the vertices randomly. An early use of this
method for path problems in graphs was in Ullman and Yannakakis [23] where a random set of
O(
√
n · log n) distinguished nodes was picked. It is readily seen that some vertex in this set will
intersect any path of O(
√
n) vertices in the graph (and so this set would serve as a blocker set of size
O((n log n)/h)for our algorithm if h =
√
n). Using this observation an improved randomized parallel
algorithm (in the PRAM model) was given in [23] to compute the transitive closure. Since then
this method of using random sampling to choose a suitable blocker set has been used extensively
in parallel and dynamic computation of transitive closure and shortest paths, and more recently, in
distributed computation of APSP [13].
It is not clear if the above simple randomized strategy can be derandomized in its full generality.
However, for our purposes a blocker set only needs to intersect all paths in the set of hop trees we
construct in Step 1 of Algorithm 1. For this, a deterministic sequential algorithm for computing a
blocker set was given in King [14] in order to compute fully dynamic APSP. This algorithm computes
a blocker set of size O((n/h) ln p) for a collection F of h-hop trees with a total of p leaves across all
trees (and hence p root to leaf paths) in an n-node graph. In our setting p ≤ n2 since we have n
trees and each tree could have up to n leaves.
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King’s sequential blocker set algorithm uses the following simple observation: Given a collection of
p paths each with exactly h nodes from an underlying set V of n nodes, there must exist a vertex
that is contained in at least ph/n paths. The algorithm adds one such vertex v to the blocker set,
removes all paths that are covered by this vertex and repeats this process until no path remains in
the collection. The number of paths is reduced from p to at most (1 − h/n) · p when the blocker
vertex v is removed, hence after O((n/h) ln p) removals of vertices, all paths are removed. Since p
is at most n2 the size of the blocker set is O((n log n)/h). King’s sequential algorithm for finding a
blocker set runs in O(n2 log n) deterministic time.
We now describe our distributed algorithm to compute a blocker set. As in King [14], for each
vertex v in a tree Tx in the collection of trees H we define:
• scorex(v) is the number of leaves at depth h in Tx that are in the subtree rooted at v in Tx;
• score(v) =∑x scorex(v).
Thus, score(v) is the number of root-to-leaf length paths of length h in the collection of trees H
that contain vertex v. Initially, our distributed algorithm computes all scorex(v) and score(v) for
all vertices v ∈ V and all h-hop trees Tx in O(n · h) rounds using Algorithm 3. Then through
an all-to-all broadcast of score(v) to all other nodes for all v, all nodes identify the vertex c with
maximum score as the next blocker vertex to be removed from the trees and added to the blocker
set Q. (In case there are multiple vertices with the maximum score the algorithm chooses the vertex
of minimum id having this maximum score. This ensures that all vertices will locally choose the
same vertex as the next blocker vertex once they have received the scores of all vertices.) We repeat
this process until all scores are zeroed out. By the discussion above (and as observed in [14]) we
will identify all the vertices in Q in O((n · log n)/h) repeats of this process.
What remains is to obtain an O(n) round procedure to update the score and scorex values at all
nodes each time a vertex c is removed so that we have the correct values at each node for each tree
when the leaves covered by c are removed from the tree.
If a vertex v is a descendant of the removed vertex c in Tx then all paths in Tx that pass through
v are removed when c is removed and hence scorex(v) needs to go down to zero for each such
tree Tx where v is a descendant of the chosen blocker node c. In order to faciliate an O(n)-round
computation of these updated scorex values in each tree at all nodes that are descendants of c,
we initially precompute at every node v a list Ancx(v) all of its ancestors in each tree Tx. This is
computed in O(n · h) rounds using Algorithm 4. Thereafter, each time a new blocker vertex c is
selected to be removed from the trees and added to Q, it is a local computation at each node v to
determine which of the Ancx(v) sets at v contain c and to zero out scorex(v) for each such x.
The other type of vertices whose scores change after a vertex c is removed are the ancestors of c in
each tree. If v is an ancestor of c in Tx then after c is removed scorex(v) needs to be reduced by
scorex(c) (i.e., c’s score before it was removed and added to Q) since these paths no longer need
to be covered by v. For these ancestor updates we give an O(n)-round algorithm that runs after
the addition of each new blocker node to Q and correctly updates the scores for these ancestors
in every tree (Algorithm 6). These algorithms together give the overall deterministic algorithm
(Algorithm 2) for the computation of the blocker set Q in O(n · h+ (n2 log n)/h) rounds.
We now give the details of our algorithms. We assume that for a tree Ts rooted at s, each node
v in the tree knows δ(s, v), its shortest path distance from s, its hop length hs(v) (the number of
edges on the tree path from s to v), its parent node, and all its children in Ts.
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3.1 The Blocker Set Algorithm
Algorithm 2 gives our distributed deterministic method to compute a blocker set. It uses a collection
of helper algorithms that are described in the next section. This blocker set algorithm is at the
heart of our main algorithm (Algorithm 1, Step 2) for computing the exact weighted APSP.
Algorithm 2 Compute-Blocker
Input: set H of all h-hop trees Tx; Output: set Q
1: Initialization [lines 1-5]: Run Algorithm 3 to compute scores for all v ∈ V
2: For each Tx compute the ancestors of each vertex v in Tx in Ancx(v) using Algorithm 4
3: for each v ∈ V do
4: Local Step: score(v)←∑x∈V scorex(v)
5: broadcast score(v) to all nodes in V (using Lemma 2.5)
6: Add blocker vertices to blocker set Q [lines 7-10]:
7: while there is a node c with score(c) > 0
8: Local Step: select the node c with max score as next vertex in Q
9: Run Algorithms 5 and 6 to update scorex(v) for each x ∈ V and score(v)
10: broadcast score(v) to all nodes in V and receive score(x) from all other nodes x
Step 1 of Algorithm 2 executes Algorithm 3 to compute all the initial scores at all nodes v. Step 2
involves running Algorithm 4 for pre-computing ancestors of each node in every Tx. Step 4 is a local
computation (no communication) where all nodes v compute their total score by summing up the
scores for all trees Tx to which they belong. And in Step 5, each node v broadcasts its score value
to all other nodes.
The while loop in Steps 7-10 of Algorithm 2 runs as long as there is a node with positive score. In
Step 8, the node with maximum score is selected as the vertex c to be added to Q (and if there
are multiple nodes with the maximum score, then among them the node with the minimum ID is
selected, so that the same node is selected locally at every vertex). In Step 9, after blocker vertex c
is selected, each node v checks whether it is a descendant of c in each Tx and if so update its score
for that tree using Algorithm 5. This is followed by an execution of Algorithm 6 which updates the
scores at each node v for each tree Tx in which v is an ancestor of c. Then in Step 10, all the nodes
broadcast their score to all other nodes so that they can all select the next vertex to be added to
Q. This leads to the following lemma, assuming the results shown in the next section.
Lemma 3.1. Algorithm 2 correctly computes the blocker set Q in O(n · h+ n · |Q|) rounds.
Proof. Step 1 runs in O(n · h) rounds (by Lemma 3.2) and so does Step 2 (see Lemma 3.3 below).
Step 4 is a local computation and the broadcast in Step 5 runs in O(n) rounds by Lemma 2.5.
The while loop starting in Step 7 runs for |Q| iterations since a new blocker vertex is added to Q
in each iteration. In each iteration, Step 7 is a local computation as is the execution of Algorithm 5
in Step 8. Algorithm 6 in Step 8 runs in O(n) rounds (Lemma 3.6). The all-to-all broadcast in
Step 9 is the same as the initial all-to-all broadcast in Step 5 and runs in O(n) rounds. Hence each
iteration of the while loop runs in O(n) rounds giving the desired bound.
6
3.2 Algorithms for Computing and Updating Scores
In this section we give the details of our algorithms for computing initial scores (Algorithm 3) and
for updating these scores values once a blocker vertex c is selected and added to the blocker set Q
(Algorithms 4-6).
Algorithm 3 Compute Initial scores for a node v in Tx
1: Initialization [Local Step]: if hx(v) = h then scorex(v)← 1 else scorex(v)← 0
2: In round r > 0:
3: send: if r = h− hx(v) + 1 then send 〈scorex(v)〉 to parentx(v)
4: receive [lines 5-9]:
5: if r = h− hx(v) then
6: let I be the set of incoming messages to v
7: for each M ∈ I do
8: let M = 〈score−〉 and let the sender be w
9: if w is a child of v in Tx then scorex(v) ← scorex(v) + score−
Algorithm 3 gives the procedure for computing the initial scores for a node v in a tree Tx. In Step 1
each leaf node at depth h initializes its score for Tx to 1 and all other nodes set their initial score to
0. In a general round r > 0, nodes with hx(v) = h+1− r send out their scores to their parents and
nodes with hx(v) = h− r will receive all the scores from its children in Tx and set its score equal to
the sum of these received scores (Steps 5-9).
Lemma 3.2. Algorithm 3 computes the initial scores for every node v in Tx in O(h) rounds.
Proof. The leaves at depth h correctly initialize their score to 1 locally in Step 1. Since we only
consider paths of length h from the root x to a leaf, it is readily seen that a node v that is hx(v)
hops away from x in Tx will receive scores from its children in round h− hx(v) and thus will have
the correct scorex(v) value to send in Step 3.
For every x ∈ V , every node v ∈ Tx will run this algorithm to compute their score in Tx. Since
every run of Algorithm 3 for a given x takes h rounds, all the initial scores can be computed in
O(n · h) rounds.
Algorithm 4 Ancestors (v, x): Algorithm for computing ancestors of node v in Tx at round r
1: Initialization [Local Step]: Ancx(v)← φ
2: In round r > 0:
3: send [lines 4-8]:
4: if r = 1 then
5: send 〈v〉 to v’s children in Tx
6: else
7: let 〈y〉 be the message v received in round r − 1
8: send 〈y〉 to v’s children in Tx
9: receive [lines 10-11]:
10: let 〈y〉 be the message v received in this round
11: add y to Ancx(v)
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Algorithm 4 describes our algorithm for precomputing the ancestors of each node v in a tree Tx of
height h. In round 1, every node v sends its ID to its children in Tx as described in Step 5. And
in a general round r, v sends the ID of the ancestor that it received in round r − 1 (Steps 7-8). If
a node v receives the ID of an ancestor y, then it immediately adds it to its ancestor set, Ancx(v)
(Steps 10-11).
Lemma 3.3. For a tree Tx of height h rooted at vertex x, Algorithm 4 correctly computes the set
of ancestors for all nodes v in Tx in O(h) rounds.
Proof. We show that all nodes v correctly computes all their ancestors in Tx in the set Ancx(v)
using induction on round r. We show that by round r, every node v has added all its ancestors that
are at most r hops away from v.
If r = 1, then v’s parent in Tx (say y) would have send out its ID to v in Step 5 and v would have
added it to Ancx(v) in Step 11.
Assume that every node v has already added all ancestors in the set Ancx(v) that are at most r−1
hops away from v.
Let u be the ancestor of v in Tx that is exactly r hops away from v. Then by induction, u ∈ Ancx(y)
since u is exactly r − 1 hops away from y and thus y must have send u’s ID to v in round r in
Step 8 and hence v would have added u to its set Ancx(v) in round r in Step 11.
Algorithm 5 Algorithm for updating scores at v when v is a descendant of new blocker node c
Input: blocker vertex c added to Q.
There is no communication in this algorithm, it is entirely a local computation at v.
1: if score(v) 6= 0 then
2: for each x ∈ V do
3: if c ∈ Ancx(v) then
4: score(v) ← score(v)− scorex(v)
5: scorex(v)← 0
Once we have pre-computed the Ancx(v) sets for all vertices v and all trees Tx using Algorithm 4,
updating the scores at each node for all trees in which it is a descendant of the newly chosen blocker
node c becomes a purely local computation. Algorithm 5 describes the algorithm at node v that
updates its scores after a vertex c is added as a blocker node to Q. At node v for each given Tx, v
checks if c ∈ Ancx(v) and if so update its score values in Steps 4-5.
Lemma 3.4. Given a blocker vertex c, Algorithm 5 correctly updates the scores of all nodes v such
that v is a descendant of c in some tree Tx.
Proof. Fix a vertex v and a tree Tx such that v is a descendant of c in Tx. By Lemma 3.3 c ∈ Ancx(v),
and thus v will correctly update its score values in Steps 4-5.
We now move to the last remaining part of the blocker set algorithm: our method to correctly
update scores at ancestors of the newly chosen blocker node c in each Tx. Recall that if v is an
ancestor of c in Tx we need to subtract scorex(c) from scorex(v). Here, in contrast to Algorithms 4
and 5 for nodes that are descendants of c in a tree, we do not precompute anything. Instead we
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give an O(n)-round method in Algorithm 6 to correctly update scores for each vertex for all trees
in which that vertex is an ancestor of c.
Before we describe Algorithm 6 we establish the following lemma, which is key to our O(n)-round
method.
Lemma 3.5. Fix a vertex c. For each root vertex x ∈ V − {c}, let pix,c be the path from x to c in
the h-hop SSSP tree Tx. Let T = ∪x∈V−{c}{e | e lies on pix,c}, i.e., T is the set of edges that lie on
some pix,c. Then T is an in-tree rooted at c.
Proof. If not, there exists some x, y ∈ V − {c} such that pix,c and piy,c coincide first at some vertex
z and the subpaths in pix,c and piy,c from z to c are different.
Let these paths coincide again at some vertex z′ (such a vertex exists since their endpoint is same)
after diverging from z. Let the subpath from z to z′ in pix,c be pi
1
z,z′ and the corresponding subpath
in piy,c be pi
2
z,z′. Similarly let pix,z be the subpath of pix,c from x to z and let piy,z be the subpath of
piy,c from y to z.
Clearly both pi1z,z′ and pi
2
z,z′ have equal weight (otherwise one of pix,c or piy,c cannot be a shortest
path). Thus the path pix,z ◦ pi2z,z′ is also a shortest path.
Let (a, z′) be the last edge on the path pi1z,z′ and (b, z
′) be the last edge on the path pi2z,z′.
Now since the path pix,z′ has (a, z
′) as the last edge and we break ties using the IDs of the vertices,
hence ID(a) < ID(b). But then the shortest path piy,z′ must also have chosen (a, z
′) as the last
edge and hence piy,z ◦ pi1z,z′ must be the subpath of path piy,c, resulting in a contradiction.
Algorithm 6 Pipelined Algorithm for updating scores at v for all trees Tx in which v is an ancestor
of newly chosen blocker node c
Input: current blocker set Q, newly chosen blocker node c
1: Send [lines 2-3]: (only for c)
2: Local Step at c: create a list listc and for each x ∈ V do add an entry Z = 〈x, scorex(c)〉 to
listc if scorex(c) 6= 0; then set scorex(c) to 0 for each x ∈ V and set score(c) to 0
3: Round i: let Z = 〈x, scorex(c)〉 be the i-th entry in listc; send 〈Z〉 to c’s parent in Tx
4: In round r > 0: (for vertices v ∈ V −Q− {c})
5: send [lines 6-8]:
6: if v received a message in round r − 1 then
7: let that message be 〈Z〉 = 〈x, scorex(c)〉.
8: if v 6= x then send 〈Z〉 to v’s parent in Tx
9: receive [lines 10-11]:
10: if v receives a message M of the form 〈x, scorex(c)〉 then
11: scorex(v)← scorex(v)− scorex(c); score(v) ← score(v)− scorex(c)
Lemma 3.5 allows us to re-cast the task for ancestor nodes to the following (where we use the
notation in the statement of Lemma 3.5): the new blocker node c needs to send scorex(c) to all
nodes on pix,c for each tree Tx. Recall that in the Congest model for directed graphs the graph
edges are bi-directional. Hence this task can be accomplished by having c send out scorex(c) for
each tree Tx (other than Tc) in n − 1 rounds, one score per round (in no particular order) along
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the parent edge for Tx. Each message 〈x, scorex(c)〉 will move along edges in pix,c (in reverse order)
along parent edges in Tx from c to x. Consider any node v. In general it will be an ancestor of c
in some subset of the n − 1 trees Tx. But the characterization in Lemma 3.5 establishes that the
incoming edge to v in all of these trees is the same edge (u, v) and this is the unique edge on the
path from c to v in tree T (T is defined in the statement of Lemma 3.5). In fact, the messages for
all of the trees in which v is an ancestor of c will traverse exactly the same path from c to x. Hence,
for the messages sent out by c for the different trees in n − 1 different rounds (one for each tree
other than Tc), if each vertex simply forwards any message 〈x, scorex(c)〉 it receives to its parent in
tree Tx all messages will be pipelined to all ancestors in n− 1 + h rounds. This is what is done in
Algorithm 6, whose steps we describe below, for completeness.
Step 2 of Algorithm 6 is local computation at the new blocker vertex c where for each Tx to which
c belongs, c adds an entry 〈x, scorex(c)〉 to a local list listc. In round i, c sends the i-th entry in its
list, say 〈y, scorey(c)〉, to its parent in Ty. For node v other than c, in a general round r > 0, if v
receives a message for some x ∈ V it updates its score value for x (Steps 10-11) and then forwards
this message to its parent in Tx in round r + 1 (Step 6-8).
Lemma 3.6. Given a new blocker vertex c, Algorithm 6 correctly updates the scores of all nodes v
in every tree Tx in which v is an ancestor of c in O(n+ h) rounds.
Proof. Correctness of Algorithm 6 was argued above. For the number of rounds, c sends out it last
message in round n − 1, and if piv,c has length k then v receives all messages sent to it by round
n− 1 + k. Since we only have h-hop trees k ≤ h for all nodes, and the lemma follows.
4 Conclusion
We have presented a new distributed algorithm for the exact computation of weighted all pairs
shortest paths in both directed and undirected graphs. This algorithm runs in O(n3/2 · √log n)
rounds and is the first o(n2)-round deterministic algorithm for this problem in the Congest model.
At the heart of our algorithm is a deterministic algorithm for computing blocker set. Our blocker set
construction may have applications in other distributed algorithms that need to identify a relatively
small set of vertices that intersect all paths in a set of paths with the same (relatively long) length.
The main open question left by our work is to improve the round-bound for deterministic weighted
APSP. In the unweighted case APSP can be computed in O(n) rounds [12, 20, 17, 22], and weighted
APSP can be computed in O˜(n5/4) rounds [13] w.h.p. with randomization. Considering the sim-
plicity of our algorithm and the dramatic improvement over the previous (trivial) bound, we believe
that further improvements could be achievable. Also of independent interest is to explore better
distributed algorithms to find a blocker set.
Very recently in [1], a new pipelined algorithm for Step 1 of our Algorithm 1 was presented that runs
in O(n
√
h) rounds (improved from O(nh) that we have here). This, together with some changes to
the blocker set algorithm in Step 2, gives an O˜(n4/3) rounds deterministic algorithm for APSP in
the Congest model.
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