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 Mammography is a special type of low-powered x-ray method that has been 
used to improve diagnostic and decrease the number of unneeded biopsies. Detection 
breast cancer in early stage can help treatment successful. Many researches show that 
malignant breast tumors tend to demonstrate irregular and undulated shapes, whereas 
benign breast tumors are regularly round and smooth shapes. Consequently, many 
researches about tumor shape may help in maintaining diagnosis.  Thus, the contour 
feature of tumor contour is very significant feature to distinguish between malignant 
and benign tumor. In this paper, we propose an approach to automatically appraise the 
density and contrast of breast images using gamma correction to increase the intensity 
of dense pixels with light intensity and vice versa to decrease the sparse intensity 
pixels showing dark intensity. In the segmentation process, we use region growing 
technique to get region of interest. We also extract three important features including 
texture, shape, and intensity histogram. Especially add data of shape feature into the 
original data by considering histogram of serrated contour in each tumor. In the 
classification process, we use SVM to classify tumor into two classes: malignant and 














Neural Network and Naïve Bays. The results of classification show that SVM gives 
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1.1 ความส าคญัและที่มาของปัญหาการวจิยั 
******มะเร็งเตา้นม (Breast Cancer) เป็นสาเหตุส าคญัของการเสียชีวิตมากท่ีสุดของประชากรเพศ
หญิงทัว่โลก เม่ือเปรียบเทียบอตัราการเสียชีวิตกบัมะเร็งชนิดอ่ืน ๆ ท่ีเกิดข้ึนในเพศหญิง (ผลส ารวจ
โดยหน่วยงาน World Cancer Research Fund International ขอ้มูลจาก http://www.wcrf.org) ทั้งน้ี
เป็นท่ีทราบกนัดีว่าวิธีการท่ีจะลดอตัราการเสียชีวิตจากมะเร็งเตา้นมท่ีดีท่ีสุดคือการตรวจวินิจฉัย
(Diagnosis) กอ้นเน้ือ (Tumor) ท่ีมีความผดิปกติในระยะแรก โดยท าการวินิจฉยัว่ากอ้นเน้ือท่ีเกิดข้ึน
ในเต้านมนั้ นเป็นก้อนเน้ือท่ีไม่อันตราย (Benign)*หรือเป็นก้อนเน้ือร้าย*(Malignant)๕๕๕ 




เร่ือย ๆ หากปล่อยไวโ้ดยไม่มีการตรวจวิเคราะห์และรักษาอาจท าให้ผูป่้วยเสียชีวิตได้ (Huo et al., 
2000; Wu*et*al.,*1995) ส่วนใหญ่นั้นเซลลม์ะเร็งจะมีลกัษณะท่ีเป็นกอ้นเน้ือท่ีมีความหนาแน่นสูง 
ตรวจสอบไดด้ว้ยการผา่ตดัเพ่ือน าช้ินเน้ือไปตรวจสอบ (Biopsy) หรือการวิเคราะห์จากภาพแมมโม
แกรม*(Mammography) (Oliver et al., 2010; Xie et al., 2015; Pak et al., in press) หรือ ภาพอลัตรา




ชีวิตค่อนขา้งสูง ในการตรวจวิเคราะห์กอ้นเน้ือในเตา้นมนั้นมีหลายวิธี เช่นการผา่ตดัน าเอากอ้นเน้ือ
ออกมาพิสูจน์ ซ่ึงวิธีน้ีจะค่อนขา้งยุง่ยากและค่อนขา้งอนัตรายต่อคนไข้ ดงันั้นอีกวิธีหน่ึงท่ีนิยมใช้
กนัมากในปัจจุบนัคือการน าภาพแมมโมแกรม และภาพอลัตราซาวดข์องเตา้นมมาวิเคราะห์หาความ
ผดิปกติของกอ้นเน้ือ (Chen et al., 2015; Dhahbi et al., 2015) 
******มะเร็งเตา้นมเป็นมะเร็งท่ีพบบ่อยมากกว่ามะเร็งปากมดลูก มะเร็งเตา้นมนั้นสามารถพบได้












   
 
ทรวงอก ซ่ึงโดยทัว่ไปแลว้จะเกิดข้ึนภายในต่อมน ้ านม (Mammary Gland) การวิเคราะห์เน้ือเยื่อ
ภายในทรวงอกท่ีมีประสิทธิภาพมากในปัจจุบนัคือวิธีการตรวจภาพรังสีเตา้นมหรือแมมโมแกรม 
ซ่ึงวิธีน้ีเป็นการน าภาพแมมโมแกรมมาวิเคราะห์โดยนกัรังสีวิทยา (Radiologist)  ซ่ึงโดยทัว่ไปแลว้
เน้ือเยือ่ในทรวงอกท่ีมีความผดิปกตินั้น จากการวิเคราะห์ของนกัรังสีวิทยาจะเป็นกอ้นเน้ือท่ีมีความ
หนาแน่นสูง (Dense) และมีกอ้นหินปูน (Calcified) เกาะอยู่ดว้ย ซ่ึงเน้ือเยื่อหรือกอ้นเน้ือท่ีมีความ
ผดิปกติน้ีสามารถเป็นไดท้ั้งกอ้นเน้ือท่ีไม่อนัตรายและกอ้นเน้ือร้ายท่ีสามารถก่อตวัเป็นมะเร็งเตา้นม 




ค่อนขา้งมาก (Lee et al., 2015) และโดยทัว่ไปแลว้กอ้นเน้ือท่ีมีความผิดปกตินั้นเม่ือดูจากภาพแมม
โมแกรมมกัจะมีความสว่างของสี และความหนาแน่นในบริเวณกอ้นเน้ือมากกว่าบริเวณขา้งเคียง
หรือบริเวณท่ีเป็นไขมนั  
 ******อยา่งไรก็ตามภาพแมมโมแกรมท่ีไดม้านั้นอาจยงัมีส่ิงรบกวนภายในภาพ (Noise) ซ่ึงจะท า
ใหภ้าพไม่ชดัเจน ส่งผลใหก้ารวิเคราะห์ของนักรังสีวิทยามีความผิดพลาดเกิดข้ึนได ้เพราะตอ้งท า
การวิเคราะห์โดยใชส้ายตาและความเช่ียวชาญเฉพาะตน เพื่อลดปัญหาความผดิพลาด ในปัจจุบนัได้
มีผูพ้ ัฒนาระบบคอมพิวเตอร์ในการตรวจหาและวิเคราะห์โรค ซ่ึงเรียกว่า*Computer*Aided 
Detection (CAD) (Helena et al., 2015; Jalalian et al., 2013) เป็นเทคนิคท่ีช่วยให้นักรังสีวิทยา
วิเคราะห์ผลของมะเร็งต่าง ๆ ไดแ้ม่นย  ายิง่ข้ึน เทคนิคน้ีเป็นการปรับปรุงใหภ้าพถ่ายทางการแพทยมี์
ความชดัเจนและดึงลกัษณะส าคญัของภาพ (Zyout et al., in press; Wajid et al., 2015) เพื่อสามารถ
น ามาวิเคราะห์ไดล้ะเอียดมากยิง่ข้ึน แต่เทคนิค CAD ยงัไม่มีความสามารถจ าแนกภาพอตัโนมติั 
******ปัจจุบันจึงมีผูว้ิจัยน าเสนองานวิจัยท่ีเก่ียวกับการจ าแนกมะเร็งเต้านมจากภาพแมมโม  
แกรมโดยใช้อัลกอรึทึมท่ีเ ก่ียวกับการเรียนรู้ของเคร่ือง *(Machine*Learning) (Zaki, 2014;  
Xie et al., in press; Dietzel et al., 2012) ร่วมกบัเทคนิคต่าง ๆ ของการประมวลผลภาพ (Image 
Processing) เช่น การปรับปรุงภาพ (Image Enhancement) (Beranek et al., 1998) การแบ่งขอบเขต
ในภาพ (Image Segmentation) (Szeliski, 2010) การดึงลกัษณะส าคญัของภาพ (Image Feature 
Extraction) เพื่อมุ่งเนน้ใหก้ารจ าแนกภาพมีความแม่นย  าและประสิทธิภาพท่ีสูงข้ึน  
******ดงันั้นงานวิจยัน้ีจึงไดเ้สนอการพฒันาขั้นตอนวิธีเพ่ือจ  าแนกมะเร็งเตา้นมจากภาพแมมโม 












   
 
เรียนรู้ของเคร่ืองเพื่อจ  าแนกภาพมะเร็งเตา้นมไดโ้ดยอตัโนมติั โดยไดเ้ลือกใชเ้ทคนิคและอลักอริทึม
ดงัน้ี 
- การปรับปรุงภาพแมมโมแกรมจะใชเ้ทคนิค Grey-level Thresholding เพื่อปรับความเขม้สี
ของบริเวณวตัถุท่ีสนใจภายในภาพใหมี้ความชดัเจนข้ึน 
- การแบ่งขอบเขตในภาพจะใช้วิธีการขยายพ้ืนท่ีของส่วนภาพ (Region Growing) เพื่อตดั
เฉพาะขอบเขตของกอ้นเน้ือท่ีผดิปกติ (Region of Interest) 
- การดึงลกัษณะส าคญัของภาพจะพิจารณาจากลวดลาย (Texture) รูปร่าง (Shape) และความ
เขม้สี (Intensity) เพื่อใชเ้ป็นลกัษณะส าคญัในการจ าแนก (Feature for Classification) 
- การจ าแนกข้อมูลภาพจะใช้อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน (Support Vector 
Machine) 
******ขอ้แตกต่างของงานวิจยัในวิทยานิพนธ์น้ีกบังานวิจัยอ่ืนท่ีเก่ียวขอ้งกบัการจ าแนกมะเร็ง 
เตา้นมจากภาพแมมโมแกรม คือ เทคนิคการดึงลกัษณะส าคญัของภาพ ในวิทยานิพนธ์น้ีจะใชพ้ื้น
ความรู้ (Background Knowledge) ท่ีเป็นขอ้สรุปจากประสบการณ์ของนักรังสีวิทยา เก่ียวกบัข้อ
แตกต่างระหว่างภาพกอ้นเน้ือท่ีไม่อนัตรายและกอ้นเน้ือร้าย เป็นพ้ืนฐานส าคญัในการพฒันาเทคนิค
การดึงลกัษณะส าคญัท่ีจะช่วยใหก้ารจ าแนกภาพมะเร็งเตา้นมมีความแม่นมากข้ึน 
******นอกจากวิธีท่ีกล่าวขา้งตน้แลว้ งานวิจยัน้ียงัไดมี้การทดสอบประสิทธิภาพของอลักอรึทึมท่ี
พฒันาข้ึนดว้ยการเปรียบเทียบประสิทธิภาพในการจ าแนกมะเร็งเตา้นมในภาพแมมโมแกรม กบั  
อลักอรึทึมการเรียนรู้ของเคร่ืองแบบอ่ืน ๆ อีก 2 อลักอรึทึม คือ โครงข่ายประสาทเทียม (Artificial 
Neural Networks) และ นาอีฟเบย ์(Naïve Bays) โดยเกณฑ์ท่ีใชใ้นการทดสอบประสิทธิภาพคือ 
ความแม่น (Accuracy) ในการจ าแนกขอ้มลู  
 
1.2 วตัถุประสงค์ของการวิจยั 
1. เพื่อศึกษาและพฒันาขั้นตอนวิธีการจ าแนกมะเร็งเตา้นม จากภาพแมมโมแกรมโดยเน้น
ในส่วนของเทคนิคการปรับปรุงคุณภาพของภาพ การพิจารณาหาขอบเขตของภาพ และ
การพิจารณาหาลกัษณะส าคญัของภาพ 
















   
 
1.3 ขอบเขตของการวจิยั 
1. การทดสอบใช้ข้อมูลภาพแมมโมแกรมจาก Digital Database for Screening 
Mammography หรือ DDSM จากเว็บไซต์ของ University of South Florida ประเทศ
สหรัฐอเมริกา (http://marathon.csee.usf.edu/Mammography/Database.html)  
2. การเปรียบเทียบประสิทธิภาพของอลักอริทึมในการจ าแนกจะท าการเปรียบเทียบกับ  
อลักอริทึมการเรียนรู้ของเคร่ือง 2 แบบ คือ นาอีฟเบย ์และ โครงข่ายประสาทเทียม 
3. การเปรียบเทียบประสิทธิภาพจะใชเ้กณฑร้์อยละของความแม่นในการจ าแนก ค่า 




ผูใ้ชใ้นการน าไปจ าแนกมะเร็งเตา้นมในภาพแมมโมแกรมในประเด็นต่าง ๆ ดงัน้ี 
1. การปรับปรุงภาพและการดึงลักษณะส าคัญจากภาพท าให้ได้ ลักษณะส าคัญท่ีมี
ประโยชน์ช่วยใหก้ารจ าแนกมีประสิทธิภาพมากยิง่ข้ึน 

















ประกอบดว้ยรายละเอียดทฤษฎีการปรับปรุงภาพ (Image Enhancement) การก าหนดขอบเขตภาพ 
(Region of Interest) ด้วยวิธีการขยายพ้ืนท่ี การหาลกัษณะส าคัญจากภาพ (Image Feature 
Extraction) การจ าแนกประเภทข้อมูลด้วยซัพพอร์ตเวกเตอร์แมชชีน  (Data Classification with 
Support Vector Machine) และงานวิจยัท่ีเก่ียวขอ้ง 
 
2.1 ทฤษฎกีารปรับปรุงภาพ 
            2.1.1    ตวักรองมธัยฐาน (Median Filter) 
***********  ตวักรองมธัยฐาน หรือมีเดียนฟิลเตอร์ เป็นเทคนิคการกรองสญัญาณภาพแบบไม่เป็น
เชิงเส้น หรือนอนลิเนียร์ ซ่ึงนิยมใช้กนัมากในการก าจัดสัญญาณรบกวนภายในภาพ เช่น ใชใ้น
กระบวนการก่อนประมวลผลภาพ (Preprocessing) เพื่อปรับภาพในเรียบ และมีความชดัเจนมาก
ยิง่ข้ึนก่อนน าภาพไปเขา้สู่กระบวนการประมวลผล ซ่ึงตวักรองมธัยฐานนั้นสามารถก าจดัสัญญาณ
รบกวนท่ีมีค่าความเขม้สีท่ีแตกต่างจากพิกเซลขา้งเคียงภายในภาพได ้โดยยงัคงรักษาความคมชดั
ของภาพและขอบของวตัถุ (Edge Contour) ในภาพไวไ้ด ้
************หลกัการส าคญัของตวักรองมธัยฐาน คือ ใชห้น้าต่างขนาดเล็ก (Window) ท าการ
ประมวลผลในภาพซ่ึงขนาดหนา้ต่างท่ีนิยมใชก้นันั้นคือขนาด 33 พิกเซล โดยหนา้ต่างขนาดเลก็น้ี
จะเล่ือนเพื่อท าการประมวลผลไปในทุก ๆ พิกเซลในภาพจากซา้ยไปขวาโดยท าการเลือกต าแหน่ง
พิกเซลปัจจุบนั (i, j) จากนั้นจึงดูค่าความเขม้สีของพิกเซลรอบขา้งอีก 8 พิกเซล แลว้น าค่าความเขม้
สีของทั้ง 9 พิกเซล (รวมพิกเซลปัจจุบนั) มาท าการเรียงล าดบัจากน้อยไปมาก แลว้คดัเลือกค่ากลาง
หรือค่ามธัยฐาน (Median) เพื่อน าไปแทนท่ีในต าแหน่งพิกเซลปัจจุบนั*(i, j) รูปท่ี*2.1*แสดง
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รูปท่ี 2.1 ตวัอยา่งการท างานของตวักรองมธัยฐาน 
 
            2.1.2    การแก้ไขแกมมา (Gamma Correction) 
************การปรับปรุงภาพแมมโมแกรม หรือ Image Enhancement ก่อนน ามาจ าแนกว่าเป็น
กอ้นเน้ือไม่อนัตรายหรือกอ้นเน้ือร้ายนั้นมีความจ าเป็นอย่างมาก ท่ีจะช่วยให้ผลของการจ าแนกมี
ความแม่นและถกูตอ้งมากยิง่ข้ึน วิธีปรับปรุงภาพแมมโมแกรมท่ีนิยมน ามาใชใ้นปัจจุบนัและเป็นวิธี
ท่ีไม่ซบัซอ้น เช่น การใชเ้ทคนิค Grey-level Thresholding ซ่ึงเป็นการปรับความเขม้ของระดบัสีเทา
ของบริเวณวตัถุท่ีสนใจภายในภาพให้มีความชดัเจนมากยิ่งข้ึน ในท านองเดียวกนัก็ปรับลดความ
เขม้สีในส่วนของไขมนัท่ีเป็นพ้ืนหลงัให้มีความเขม้สีท่ีต  ่าลง เทคนิค*Grey-level*Thresholding ท่ี
น ามาใชใ้นงานวิจยัคร้ังน้ีคือ วิธีปรับปรุงภาพดว้ยเทคนิคการแกไ้ขแกมมาหรือแกมมาคอเร็คชนั ซ่ึง
เป็นวิธีแบบนอนลิเนียร์ (Nonlinear) ท าหนา้ท่ีในการแปลงความสว่างของภาพให้มีความเหมาะสม 
โดยปรับเปล่ียนพารามิเตอร์ท่ีช่ือว่า แกมมา (Gamma) โดยท าการพิจารณาความเขม้ของสีในทุก ๆ
จุดพิกเซลในภาพ โดยภาพแมมโมแกรมท่ีใชใ้นงานวิจยัน้ีจะเป็นภาพระดบัสีเทาซ่ึงมีค่าอยู่ระหว่าง 


















ชดัเจนมากยิง่ข้ึน การค านวณค่าแกไ้ขแกมมา ท าไดด้งัสมการท่ี (2-1) 
 
 
               
     









************เ มื่ อ **คื อ ค่ า ท่ี แปลงคว าม เข้มของ สี ในภ าพ  โด ยถ้า  <1 จ ะ เ รี ย ก ว่ า 
EncodingxGamma หรือ Gamma Compression ในทางกลบักนัหากค่า >1 จะเรียกว่า Decoding 
Gamma หรือ Gamma Expansion โดยผลของการแกไ้ขแกมมา เป็นได ้2 ลกัษณะ คือ ถา้ >1 จะท า
ให้ส่วนท่ีเป็นเงาหรือส่วนมืดภายในภาพยิ่งมีความเขม้สีท่ีน้อยลงหรือมืดมากข้ึนไปอีก และหาก 
<1 จะท าใหส่้วนท่ีเป็นเงาหรือส่วนท่ีมืดมีความความเขม้สีท่ีมากข้ึนหรือท าให้บริเวณท่ีมืดสว่าง
ข้ึนนัน่เอง รูปท่ี 2.2 (ก) แสดงความสัมพนัธ์ระหว่างการแกไ้ขแกมมา จากอุปกรณ์แสดงภาพหรือ
หนา้จอ CRT (Cathode Ray Tube) และรูปท่ี 2.2 (ข) แสดงกราฟความสมัพนัธร์ะหว่างภาพก่อนการ
แกไ้ขแกมมากบัภาพหลงัการแกไ้ขแกมมา โดยแกน X แสดงความเขม้สีของภาพก่อนการแกไ้ข















           รูปท่ี 2.2 ภาพ (ก) จ าลองวิธีแกไ้ขแกมมา และ (ข) แสดงผลของความเขม้สีเมื่อปรับค่า    















2.2 การก าหนดขอบเขตของภาพด้วยวธีิการขยายพืน้ที่ 
******การขยายพ้ืนท่ีของส่วนภาพ (Region Growing) เป็นการแบ่งส่วนภาพบนพ้ืนฐานของพ้ืนท่ี 
(Region Based)  ท่ีมีการก าหนดจุดก่ึงกลาง (Seed Point) ในภาพ แลว้ท าการขยายพ้ืนท่ี (Growing) 
ออกไปยงัจุดพิกเซลใกลเ้คียง โดยพิจารณาจากค่าระดบัสีเทา จนกระทัง่ขอบเขตนั้นส้ินสุดเม่ือมี
ความเขม้สีของพิกเซลปัจจุบนัและพิกเซลใกลเ้คียงท่ีต่างกนัมาก ภายหลงัเสร็จส้ินขั้นตอนการขยาย
พ้ืนท่ี ก็จะได้จ  านวนขอบเขตในภาพหลาย ๆ ขอบเขต ซ่ึงแบ่งแยกจากกนัอย่างชัดเจน ช่วยให้
ขั้นตอนต่อไปสามารถรวมส่วนภาพท่ีอยู่ติดกันและมีค่าระดับสีเทาใกลเ้คียงกนัเข้าไวด้้วยกัน  
(Merging) รูปท่ี 2.3 แสดงตวัอยา่งของการขยายพ้ืนท่ีของส่วนภาพโดยการพิจารณาพิกเซลใกลเ้คียง 
******จุดประสงคใ์นการขยายพ้ืนท่ีของส่วนภาพคือการตดัเฉพาะขอบเขตท่ีน่าสนใจ (Region of 
Interest: ROI) หรือบริเวณกอ้นเน้ือท่ีมีความหนาแน่นสูง เน่ืองจากภาพแมมโมแกรมท่ีไดน้ั้นจะมี












รูปท่ี 2.3 การขยายส่วนพ้ืนท่ีของภาพ 
 
******การค านวณเพื่อการขยายพ้ืนท่ีของส่วนภาพนั้น แสดงดงัสมการท่ี*(2-2)*ถึง*(2-4) โดยท่ี R 
แทนพ้ืนท่ีท่ีสนใจ S แทนพิกเซลทั้งหมดท่ีพิจารณา และ P แทน Logical Predicate หมายถึงการ
พิจารณาพิกเซลใกลเ้คียง ยกตวัอยา่งเช่น หากค่าพิกเซลปัจจุบนัมีค่าความเขม้สีคลา้ยหรืออยู่ในช่วง
ขีดแบ่ง (Threshold) ท่ีก  าหนด นัน่คือ P(Ri) = TRUE   แต่ทั้งน้ีค่า Logical Predicate ก็อาจข้ึนอยู่กบั
การพิจารณาดว้ยวิธีการหรือค่าอ่ืน ๆ ไดด้ว้ย 
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(2-3) 
 (     )                                        (2-4) 
* 
******จากสมการท่ี  (2-2) หมายถึงการแบ่งขอบเขตต้องสมบูรณ์  (Completeness) โดย 
ท่ีทุก*ๆ*พิกเซลจะต้องอยู่ภายในขอบเขตใด*ๆ*และแต่ละขอบเขตจะต้องไม่ซ้อนทับกัน 
(Disjointness) สมการท่ี (2-3) หมายถึง คุณสมบติัหรือความเขม้สีในระดบัสีเทาของพิกเซลใด ๆ ท่ี
อยู่ในขอบเขตเดียวกนัจะตอ้งมีคุณสมบติัท่ีคลา้ยกนั  (Satisfiability) เช่น ความเขม้สีใกลเ้คียงกนั 
และสมการท่ี (2-4) หมายถึง ขอบเขตใด ๆ ท่ีท าการแบ่งแยกแลว้จะแบ่งแยกจากกนัอย่างชดัเจน 
หรือ แต่ละขอบเขตภายหลังการขยายพ้ืนท่ีของส่วนภาพจะต้องแบ่งแยกกันอย่างส้ินเชิง 
(Segmentability) ซ่ึงในบางกรณี เช่น การแบ่งขอบเขตภาพก้อนเน้ือในเตา้นม บางขอบเขตท่ีอยู่
ติดกนัหรือมีความห่างเพียงเลก็นอ้ยก็สามารถน าขอบเขตเหล่าน้ีมาผสานกนัได ้เพื่อความสะดวกใน
การน าไปดึงลกัษณะส าคญัต่อไป 
******การขยายส่วนพ้ืนท่ีในภาพจะใชก้ารพิจารณาค่าของพิกเซลปัจจุบนัร่วมกบัค่าของพิกเซล
ใกลเ้คียง (Neighborhood) โดยการพิจารณาพิกเซลใกลเ้คียงสามารถพิจารณาไดส้องแบบ คือ การ
พิจารณาพิกเซลใกลเ้คียงจ านวน 4 พิกเซล (4-Neighberhoods) ดงัแสดงในรูป2.4 (ก) และการ




















รูปท่ี 2.4 ต  าแหน่งการพจิารณาพกิเซลใกลเ้คียง (ก) 4 พิกเซล (ข) 8 พิกเซล 
 
******ส าหรับตวัอยา่งการขยายส่วนพ้ืนท่ี แสดงในรูปท่ี 2.5 โดยท าการพิจารณาพิกเซลใกลเ้คียง
จ านวน 8 พิกเซล เร่ิมต้นท่ีรูป 2.5 (ก) ก  าหนดจุดเร่ิมต้นในการขยายส่วนพ้ืนท่ีโดยแทนด้วย













เขม้สีอยู่ในช่วงขีดแบ่ง หรือ Threshold ท่ีก  าหนด ก็ให้ท าเคร่ืองหมายชาร์ป (Sharp) ในพิกเซล
ใกลเ้คียงเหล่านั้น ดงัแสดงในรูปท่ี 2.5 (ข) ถึง 2.5 (ช) แต่หากพิกเซลใกลเ้คียงใดท่ีมีความเขม้สี
ต่างกนั หรือมีค่าความเขม้สีไม่อยู่ในช่วงขีดเบ่งก็ไม่ตอ้งท าเคร่ืองหมายและไม่ตอ้งน ามาพิจารณา 
จากนั้นจึงท ากระบวนการเดิมซ ้ าไปเร่ือย*ๆ*จนกระทั่งไม่มีจุดพิกเซลใกลเ้คียงท่ีมีความเข้มสี
คลา้ยกนัจึงหยุดการขยายพ้ืนท่ี สุดท้ายจะได้บริเวณขอบเขตท่ีสนใจโดยใชว้ิธีการขยายพ้ืนท่ีดัง
แสดงในรูป 2.5 (ซ) แต่หากยงัมีขอบเขต  อ่ืน*ๆ*ในภาพท่ียงัไม่ได้ท าการขยายพ้ืนท่ีก็ท าตาม
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2.3 การหาลักษณะส าคญัของภาพ 
            2.3.1    ลกัษณะส าคญัของลวดลาย (Texture Feature) 
************ลวดลายภายในภาพเป็นหน่ึงในลกัษณะส าคญัท่ีใชใ้นการระบุวตัถุ หรือขอบเขตท่ี 
น่าสนใจในภาพ ไม่ว่าจะเป็นภาพถ่ายทางอากาศ (Aerial Photograph) ภาพถ่ายจากดาวเทียม 
(Satellite Images) หรือภาพถ่ายทางการแพทย ์(Medical Images) ซ่ึงลวดลายในภาพเหล่าน้ีสามารถ
อธิบายถึงคุณสมบติัของภาพ และสามารถตีความหรือบอกความแตกต่างของภาพได ้คุณสมบติัของ
ลวดลายนั้นยงัสามารถน าไปใชใ้นการจ าแนกภาพทางการแพทยเ์ช่น ภาพแมมโมแกรม และ ภาพ 
อลัตราซาวด ์ลกัษณะส าคญัหรือคุณลกัษณะของลวดลายนั้นจะเป็นขอ้มลูท่ีเก่ียวกบัการกระจายของ
รูปแบบโทนสี*(Tone) ภายในภาพ ดังนั้นลกัษณะการเปล่ียนแปลงของโทนสีภายในภาพจึงเป็น
ขอ้มลูส าคญัซ่ึงน ามาใชใ้นการจ าแนกภาพได ้
************ลกัษณะส าคญัของลวดลายนั้นสามารถหาไดจ้ากเมตริกซ์ของระดบัสีเทาท่ีเกิดข้ึน
ร่วมกนั (Grey-level Co-occurrence Matrix) หรือ GLCM ฟังก์ชนัใน GLCM นั้นจะท าการค านวณ
และเปรียบเทียบการเกิดข้ึนของระดบัสีเทาในภาพหรือรูปแบบ (Pattern) ของระดบัสีเทาระหว่าง
พิกเซลในภาพ โดยใชค้วามน่าจะเป็นในการแสดงผลของความชดัเจนของลวดลาย  (Contrast) การ
เกิดข้ึนร่วมกนัของลวดลาย (Correlation) และการเป็นเน้ือเดียวกนัของลวดลาย (Homogeneity) ซ่ึง
ลกัษณะส าคญัของลวดลายเหล่าน้ีจะถกูน าไปใชใ้นกระบวนการจ าแนกภาพ  
************การสร้าง GLCM นั้นมีองคป์ระกอบคือ P(i, j, d, ) ซ่ึงเป็นการหาความน่าจะเป็นท่ี
เกิดข้ึนร่วมกนัของระดบัสีเทา (Joint Probability) ท่ีต  าแหน่ง  i และ j โดยมีการก าหนดระยะห่าง
ระหว่างแต่ละพิกเซลนัน่คือค่า d ร่วมดว้ยการก าหนดทิศทางท่ีเป็นไปไดใ้นการดูการเกิดข้ึนร่วมกนั
ระหว่างแต่ละพิกเซลนัน่คือค่า  ซ่ึงโดยทัว่ไปนั้นทิศทางท่ีใชจ้ะมีค่า            และ      
(Horizontal, Vertical, Right Diagonal and Left Diagonal) ดงัแสดงในรูปท่ี 2.6 และส าหรับค่า d 
นั้นส่วนใหญ่จะใชเ้ป็นการวดัระยะห่างระหว่างจุดแบบแมนฮตัทนั (Manhattan Distance) ส าหรับ





















135 degree 45 degree
 
 
รูปท่ี 2.6 ทิศทางการนบัความสมัพนัธ ์4 ทิศทางในการสร้างเมตริกซ ์GLCM 
 
            [{(               ) โดยท่ี |     |           }] 
 
(2-5) 
               (               ) โดยท่ี                   หรือ 
                                                    
 
(2-6) 
             [{(               ) โดยท่ี         |     |   }] 
 
(2-7) 
                (               ) โดยท่ี                    หรือ 
                                                       
 
(2-8) 
************รูปท่ี 2.7 แสดงตวัอย่างการหาลกัษณะส าคญัของลวดลาย จากรูปท่ี 2.7 (ก) เป็นรูป
โทนสีเทาขนาด 4  4 พิกเซล ซ่ึงมีค่าโทนสีคือ 0, 1, 2 และ 3 รูปท่ี 2.7 (ข) แสดงรูปแบบของ
เมตริกซ์ของการนับการเกิดข้ึนร่วมกนัของโทนสีเทาในภาพ ยกตัวอย่างเช่น จากรูปท่ี 2.7 (ข) 
ต าแหน่งท่ี (0, 0) หากท าการนบัโทนสีเทา (เคร่ืองหมาย # คือการนับจ านวน) ท่ีเกิดข้ึนร่วมกนัใน
แนวนอน (Horizontal) ของโทนสี (0,0) และก าหนดค่า d=1 ในรูปท่ี 2.7 (ก) ผลลพัธใ์นการนบัโทน
สีเทาท่ีเกิดข้ึนร่วมกนัในต าแหน่ง (0, 0) แสดงดงัรูปท่ี 2.7 (ค) ซ่ึงค่าท่ีนับได ้คือ 4 (นับทิศทาง
แนวนอนทั้งซา้ยและขวา) ในขณะเดียวกนั รูปท่ี 2.7 (ง) 2.7 (จ) และ 2.7 (ฉ) ก็คือการนับในทิศทาง 
แนวตั้ง แนวทแยงมุมดา้นซา้ย และแนวทแยงมุมดา้นขวา ตามล าดบั 
 
 
0 0 1 1
0 0 1 1
0 2 2 2
2 2 3 3
 
#(0, 0) #(0, 1) #(0, 2) #(0, 3)
#(1, 0) #(1, 1) #(1, 2) #(1, 3)
#(2, 0) #(2, 1) #(2, 2) #(2, 3)
#(3, 0) #(3, 1) #(3, 2) #(3, 3)
Grey Tone

























0o 4    2    1    0
2    4    0    0
1    0    6    1
0    0    1    2
 
PV =
90o 6    0    2    0
0    4    2    0
2    2    2    2
0    0    2    2
 
              (ค)               (ง) 
PLD =
135o 2    1    3    0
1    2    1    0
3    1    0    2
0    0    2    0
 
PRD =
45o 4    1    0    0
1    2    2    0
0    2    4    1
0    0    1   0
 
              (จ)                (ฉ) 
 
รูปท่ี 2.7 ตวัอยา่งการสร้างเมตริกซ ์GLCM 
 
************หลงัจากไดเ้มตริกซท่ี์เก็บจ านวนนบัของการเกิดข้ึนร่วมกนัของโทนสีเทาแลว้ ให้ท า
การหาความน่าจะเป็นท่ีเกิดข้ึนร่วมกันของระดบัสีเทาในทุก*ๆ*ทิศทาง*โดยน าผลรวมของค่า
ทั้งหมดในเมตริกซ์มาหารกบัค่าทุกต าแหน่ง (i,  j) ในเมตริกซ์ท่ีเก็บจ านวนนับ  รูปท่ี 2.8  แสดง
ตวัอย่างการหาความน่าจะเป็นท่ีเกิดข้ึนร่วมกันของระดับสีเทาในทิศทาง    หลงัจากนั้นก็จะ
สามารถค านวณหาลกัษณะส าคญัของลวดลายไดด้้วยการหา ความเป็นเน้ือเดียวกนัของลวดลาย 
ความชัดเจนของลวดลาย และ การเกิดข้ึนร่วมกนัของลวดลายจากสมการท่ี*(2-9)*(2-10) และ  





4    2    1    0
2    4    0    0
1    0    6    1
0    0    1    2
0.167    0.083    0.041    0
0.083    0.167    0            0
0.041    0            0.250    0.041
0            0            0.041    0.083
 
 
รูปท่ี 2.8 ตวัอยา่งการหาความน่าจะเป็นท่ีเกิดข้ึนร่วมกนัของระดบัสีเทาในทิศทาง    
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************โดยท่ี m และ n คือ ความกวา้งและความสูงของเมตริกซ ์GLCM 
                                  P(i, j) คือ ความน่าจะเป็นท่ีต าแหน่ง (i, j) ในเมตริกซ ์GLCM 
                                  x และ y คือค่าเฉล่ียของเมตริกซ ์GLCM ตามแถวและคอลมัน์ 
                                  x และ y คือค่าเบ่ียงเบนมาตรฐานของเมตริกซ ์GLCM ตามแถวและ 
                                  คอลมัน์ 
 
******2.3.2    ลกัษณะส าคญัของฮิสโตแกรม (Histogram Based Feature) 
************ รูปร่างลกัษณะและคุณสมบติัของฮิสโตแกรม เป็นลกัษะส าคญัอีกประเภทหน่ึงท่ี




     





          โดยท่ี  i  คือ 0, 1, 2, …….., G-1 
       h คือ จ  านวนพิกเซลท่ีเกิดข้ึนในแต่ละความเขม้สีระดบัสีเทาเมื่อ i คือความเขม้ 
                                   สีระดบัสีเทามีค่าตั้งแต่ 0 ถึง 255 
          G คือ ระดบัโทนสีเทาในภาพ 
       N คือ จ  านวนพิกเซลของภาพในแนวนอน (Width) 
       M คือ จ  านวนพิกเซลของภาพในแนวตั้ง (Height) 
         กราฟฮิสโตแกรมนั้นมีคุณลกัษณะส าคญัทางสถิติ (Statistic Feature) ทั้งหมด 4 ค่า 
ไดแ้ก่ 
1. ค่าเฉล่ีย (Mean)  คือ ค่าเฉล่ียความเขม้สี ซ่ึงค านวณไดจ้ากสมการท่ี (2-13) 
 
  ∑      
   















2. ค่าความแปรปรวน (Variance) คือ การเปล่ียนแปลงความเขม้สีรอบค่าเฉล่ีย  ซ่ึง
ค  านวณไดจ้ากสมการท่ี (2-14) 
 
   ∑           
   




3. ความเบ ้(Skewness) คือ ค่าท่ีแสดงถึงความสมมาตรของกราฟฮิสโตแกรม หาก
ฮิสโตแกรมมีความสมมาตรแลว้ ความเบจ้ะมีค่าเป็น 0 ซ่ึงสามารถค านวณไดจ้าก 
สมการท่ี (2-15) 
 
     ∑           
   
   
 (2-15) 
 
4. ความโด่ง (Kurtosis) คือ ค่าท่ีวดัจุดสูงสุดและต ่าสุดภายในกราฟในฮิสโตแกรม
ซ่ึงมีความสมัพนัธก์บัการกระจายขอ้มลูแบบปกติ (Normal Distribution) ค านวณ
ไดจ้ากสมการท่ี (2-16) 
 
     ∑           
   





ไป โดยรูปท่ี 2.9(ก) แสดงกราฟฮิสโตแกรมเบท้างขวา โดยมีค่าความเบเ้ป็นค่าบวก รูปท่ี  2.9(ข) 




















    รูปท่ี 2.9 ลกัษณะความเบข้องกราฟฮิสโตแกรม (ก) เบท้างขวา (ข) เบท้างซา้ย (ค) สมมาตร    
                   (https://www.spcforexcel.com/knowledge/basic-statistics) 
 
************จากรูปท่ี 2.10 แสดงลกัษณะความโด่งของกราฟฮิสโตแกรมในลกัษณะท่ีแตกต่างกนั
ไป โดยรูปท่ี 2.10(ก) แสดงกราฟฮิสโตแกรมท่ีมีค่าความโด่งนอ้ย โดยมีค่าความโด่งเป็นค่าลบ ส่วน




       รูปท่ี 2.10 ลกัษณะความโด่งของกราฟฮิสโตแกรม (ก) ความโด่งนอ้ย (ข) ความโด่งมาก 
                        (https://www.spcforexcel.com/knowledge/basic-statistics) 
 
          2.3.3      ลกัษณะส าคญัของรูปร่าง (Shape Feature) 
************ การหาลกัษณะส าคญัของรูปร่างนั้นเป็นองค์ประกอบท่ีส าคัญอย่างหน่ึงในการ
จ าแนกภาพ สมมติว่าหากเราตอ้งการท่ีจะจ าแนกวตัถุสองชนิดซ่ึงมีรูปร่างต่างกนัจากภาพ ลกัษณะ
ส าคญัของรูปร่างของวตัถุจะเป็นตวัระบุความแตกต่างของวตัถุแต่ละชนิด ลกัษณะส าคญัของรูปร่าง












ร่าง (Skeleton) เส้นรอบรูป (Perimeter) ระยะทางจากจุดศูนยก์ลางไปยงัเส้นขอบ (Centroid to 





งอมาก และขอบของกอ้นเน้ือจะมีรอยหยกัมาก ดงันั้นในงานวิจยัน้ีจึงเลือกใชล้กัษณะส าคญัของ




มีโอกาสเป็นมะเร็ง ซ่ึงแสดงการหาระยะทางจากจุดศนูยก์ลางไปยงัเสน้ขอบดงัสมการท่ี (2-17) 
 




           โดยท่ี  r(n) คือ ระยะทางจากจุดศนูยก์ลางไปเสน้ขอบใด ๆ ของวตัถุ 
         x(n) คือ พิกดั x ของจุดพิกเซลท่ีเป็นเสน้ขอบ 
         y(n) คือ พิกดั y ของจุดพิกเซลท่ีเป็นเสน้ขอบ 
         gx คือ พิกดั x ของจุดก่ึงกลางวตัถุ 
         gy คือ พิกดั y ของจุดก่ึงกลางวตัถุ 
************นอกจากการหาระยะทางจากจุดศนูยก์ลางไปยงัเสน้ขอบแลว้ ค่ามุม (Angle) ระหว่าง
จุดสองจุดเมื่อวดัจากแกน X ก็เป็นอีกค่าหน่ึงท่ีส าคัญโดยต้องมีการค านวณหาเพื่อใช้ในการ  
บ่งบอกลักษณะส าคัญของรูปร่าง  สมการท่ี *(2-18)*แสดงการหามุมระหว่างจุดสองจุด 
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)  




************รูปท่ี 2.11 แสดงตัวอย่างการค านวณระยะทาง จากจุดศูนยก์ลาง gx = 123 และ  













                           
 







รูปท่ี 2.11 การหาระยะทางจากจุดศนูยก์ลางไปยงัเสน้ขอบ 
 
2.4 การจ าแนกประเภทข้อมูลด้วยซัพพอร์ตเวกเตอร์แมชชีน 
******ในปัจจุบนัการจ าแนกขอ้มูล (Data Classification) เป็นงานวิเคราะห์ขอ้มูลพ้ืนฐานท่ีส าคญั
ของการเรียนรู้ของเคร่ือง (Machine learning) และสถิติ (Statistics) การจ าแนกสามารถน าไป
ประยุกต์ใชก้บัขอ้มูลไดห้ลายประเภท อาทิเช่น การจ าแนกขอ้มูลจากฐานขอ้มูล (Database) การ
จ าแนกขอ้มลูภาพ (Image Classification) เป็นตน้ 
******ซพัพอร์ตเวกเตอร์แมชชีน (Support Vector Machine : SVM) เป็นวิธีการส าหรับจ าแนก
ขอ้มูลท่ีนิยมใช้อย่างแพร่หลายในปัจจุบัน ซัพพอร์ตเวกเตอร์แมชชีนเป็นวิธีการเรียนรู้แบบมีผู ้
แนะน า (Supervised Learning) ซ่ึงสามารถน าไปประยุกต์ใชไ้ดก้บัปัญหาการจ าแนกขอ้มูล (Data 
Classification) และ การวิเคราะห์การถดถอย (Regression Analysis) การจ าแนกโดยซัพพอร์ต
เวกเตอร์แมชชีนนั้น มีหลกัการพ้ืนฐานคือจะท าการสร้างไฮเปอร์เพลนท่ีมีขอบทั้งสองดา้นกวา้งมาก
ท่ีสุด (Maximum-margin Hyperplane) เพื่อท าการจ าแนกขอ้มลูท่ีน าเขา้มา และในขณะเดียวกนัเมื่อ
ไดไ้ฮเปอร์เพลนท่ีมีขอบทั้งสองดา้นกวา้งมากท่ีสุดแลว้ เส้นของขอบแต่ละดา้นนั้นจะตอ้งตดัผ่าน
หรือครอบคลุมขอ้มลูน าเขา้ใหน้อ้ยท่ีสุด ดงันั้นการหาสมการไฮเปอร์เพลนและขนาดของมาร์จินท่ี
เหมาะสม จะท าให้สามารถจ าแนกข้อมูลได้อย่างมีประสิทธิภาพ ดังแสดงในรูป ท่ี 2.12 
เปรียบเสมือนการตดัถนนผา่นบา้นเรือนประชาชน ซ่ึงจะตอ้งสร้างถนนให้กวา้งมากท่ีสุดเท่าท่ีจะ
เป็นไปได ้และจะตอ้งท าลายบา้นเรือนประชาชนให้น้อยท่ีสุดดว้ย ตวัแปรต่างๆ (Parameter) ของ
วิธีการหาไฮเปอร์เพลนนั้น ได้มาจากวิธีการหาค าตอบท่ีดีท่ีสุดแบบควอดราติกส์ (Quadratic 












******ก าหนดให้    (     )       เป็นเซตของขอ้มูลท่ีจะท าการจ าแนก โดยมีจ  านวนจุดซ่ึง
แทนขอ้มลูแต่ละตวัเท่ากบั   จุด และ มีมิติขอ้มลูเท่ากบั   มิติ (d-dimension) และสมมติว่าเราจะท า
การจ าแนกคลาส (Class) เพียงแค่สองคลาส คือ           , โดยก าหนดเป็นคลาส +1 และ
คลาส -1 ดงันั้นขั้นตอนการท างานหลกัของซพัพอร์ตเวกเตอร์แมชชีน คือ การหาไฮเปอร์เพลน การ













รูปท่ี 2.12 การจ าแนกขอ้มลู 2 คลาส โดยวิธีการซพัพอร์ตเวกเตอร์แมชชีน 
 
            2.4.1   ไฮเปอร์เพลน (Hyperplane) 
************ การจ าแนกเชิงเสน้ดว้ยไฮเปอร์เพลน h กบัขอ้มลู x ขนาด d มิติ นั้นสามารถแสดงได ้
ดงัสมการท่ี (2-19) 
 
            
                             
 
(2-19) 
************โดย  แทนค่า Weight Vector หรือเวกเตอร์ถ่วงน ้ าหนัก ใน d-dimension และ   
เป็นสเกลาร์ (Scalar) เรียกว่าค่าไบแอส (Bias) โดยในแต่ละจุดท่ีอยู่บนไฮเปอร์เพลนนั้น แสดงดงั
สมการท่ี (2-20)****************************************************************** 
 














************ไฮเปอร์เพลน      จะท าการแบ่งแยก d-dimension space ออกอย่างละคร่ึง ซ่ึง 
เรียกว่าการแบ่งแยกเชิงเส้น (Linear Separable) โดย  และ   คือ ตวัแปรท่ีใชเ้บ่ียงเบนเส้นท่ีใช้
แยกคลาส ส่วน   นั้นเป็นอินพุทเวกเตอร์ ส่วน   จะเป็นตวัระบุว่าขอ้มูลนั้นเป็นคลาส    หรือ 
   ซ่ึงถา้ข้อมูลท่ีน าเขา้มาสามารถจ าแนกแบบลิเนียร์ได ้เราก็จะสามารถหาไฮเปอร์เพลนท่ีเป็น
ลกัษณะของเส้นตรงท่ีสามารถแบ่งแยกข้อมูลได้ ส าหรับจุดใด ๆ ท่ีมีค่า       จะได้ค่า 





                 




************ก าหนดให้ a1 และ a2 เป็นจุดสองจุดใด ๆ ท่ีอยู่บนไฮเปอร์เพลน ซ่ึงจากสมการท่ี  
(2-20) จะได ้
 
                 
 
(2-22) 
                (2-23) 
 
************เมือ่น าสมการท่ี (2-22) และ (2-23) มาลบกนั จะได ้
 
              (2-24) 
 
************ในท่ีน้ีหมายถึงเวกเตอร์ถ่วงน ้ าหนัก   คือเส้นท่ีลากไปตั้งฉากกบัไฮเปอร์เพลน 
เน่ืองจากเป็นเสน้ตั้งฉากท่ีลากไปยงัเวกเตอร์ใด ๆ         บนไฮเปอร์เพลน และเวกเตอร์ถ่วง
น ้ าหนกั  ยงัเป็นตวัก  าหนดทิศทางและปรับความเอียงหรือทิศทางของไฮเปอร์เพลนดว้ย ส่วนค่า
ไบแอส   จะเป็นตวัก  าหนดออฟเซ็ทหรือระยะห่างของไฮเปอร์เพลน 
 
******2.4.2    ระยะทางจากจุดไปยงัไฮเปอร์เพลน (Distance from Point to Hyperplane) 
************ส าหรับทิศทางของจุดใด ๆ ไปยงัไฮเปอร์เพลนนั้น ก  าหนดจุด       โดยจุด   แต่
ละจุดนั้นไม่ไดอ้ยูบ่นไฮเปอร์เพลน ก  าหนดให ้   เป็นจุดบนไฮเปอร์เพลนท่ีลากเส้นไปตั้งฉากกบั













         






************เมื่อ   เป็นระยะทางจากจุด   ไปยงั    นัน่คือ   จะใหค่้าออฟเซ็ต (Offset) ของ จุด   
ไปยงั    ซ่ึงจะอยู่ในเทอมของยนิูตเวทเวกเตอร์  ‖ ‖ ซ่ึงค่าออฟเซ็ต   มีเป็นค่าบวก ถา้   อยู่ใน
ทิศทางเดียวกนักบั  และ   จะมีค่าลบเมื่อ   อยู่ในทิศทางตรงกนัขา้มกบั   หากแทนสมการท่ี  
(2-25) ในสมการไฮเปอร์เพลนท่ี (2-22) จะได ้
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     ‖ ‖ 
(2-26) 
 
************จากรูปท่ี 2.13 ส าหรับจุดวงกลมท่ีอยู่ในคลาส +1 และจุดสามเหล่ียมอยู่ในคลาส -1  
ไฮเปอร์เพลน        จะเป็นเสน้ท่ีแบ่งสเปซของแต่ละคลาสออกจากกนั  ส าหรับจุด   พ้ืนท่ีท่ี
ระบายสีจะอยูใ่นส่วนของ        ในทางตรงกนัขา้ม จุด   ท่ีอยู่ในพ้ืนท่ีท่ีไม่ระบายสีจะอยู่ใน
ส่วนของ        ส าหรับยนิูตเวทเวกเตอร์   
‖ ‖
 (เส้นสีเทา) คือเส้นท่ีลากไปตั้งฉากกบัไฮเปอร์ 
เพลน ส่วนทิศทางจากจุดออริจิน (Origin) ไปยงัไฮเปอร์เพลน คือ  
‖ ‖





















       
‖ ‖
  (2-27) 
 
************ระยะทางท่ีจะไดน้ั้นจะตอ้งไม่เป็นค่าติดลบ ดงันั้นจึงน าเอาค่า   ไปคูณกบั   ของแต่
ละจุด เน่ืองจาก        เป็นคลาส -1 และ        เป็นคลาส +1 ดงันั้นระยะทางของจุด   
จากไฮเปอร์เพลน (แทนระยะทางดว้ย ) จะไดด้งัน้ี  
 





************และส าหรับระยะทางจากจุดออริจิน     จะไดร้ะยะทาง ดงัสมการท่ี (2-29) 
 
  
    
‖ ‖
 







************พิจารณาตัวอย่างข้อมูล 2 มิติ จากรูปท่ี  2.13 ไฮเปอร์เพลนเป็นเส้นตรง และ
ก าหนดใหทุ้กจุด            จากรูป ไฮเปอร์เพลนท่ีแสดงจะอยูใ่นรูปของสมการ 
 




    
  
  






************เมื่อ   
  
 เป็นความชนัของเสน้ และ  
  
 เป็นตวัแบ่งตามมิติท่ี 2 และเมื่อพิจารณา 








     
     
  
   



















ซ่ึงหมายถึง      และ      ส าหรับจุด (4,0) บนไฮเปอร์เพลนเราสามารถค านวณค่า   ได้
ดงัน้ี 
                          
 
(2-33) 
ดงันั้น   ( 
 
) คือเวกเตอร์ถ่วงน ้ าหนกั และ       คือค่าไบแอส และสมการของไฮเปอร์ 
เพลน เป็นดงัน้ี 
              (
  
  










      
√  
      (2-35) 
 
******2.4.3   มาร์จนิและซัพพอร์ตเวกเตอร์ของไฮเปอร์เพลน (Margin and Support Vector of  
                       Hyperplane) 
************เมื่อก  าหนดขอ้มลูฝึกสอน (Training Dataset) ของแต่ละจุด คือ               โดย
ท่ีคลาส             และไฮเปอร์เพลน        เราสามารถหาระยะ   จากแต่ละจุด   ไป




       
‖ ‖
 
    





พิจารณาทุก   จุด โดยสามารถหามาร์จินของการจ าแนกแบบลิเนียร์ ซ่ึงเป็นระยะทางท่ีสั้นท่ีสุดจาก
จุดไปยงัไฮเปอร์เพลน ดงัน้ี 
 
      
  
{
    





************ถา้ก าหนดให้    คือระยะทางท่ีสั้นท่ีสุดจากจุด x ไปยงัไฮเปอร์เพลน และ     























************จากสมการท่ี (2-38) ตวัแปร    เป็น Class Label ของ   โดยท่ี    คือจุดท่ีเป็นซพั
พอร์ตเวกเตอร์ และจากสมการ             จะให้ค่าของระยะทางท่ีแทจ้ริงของซัพพอร์ต
เวกเตอร์ไปยงัไฮเปอร์เพลน ในขณะท่ีตวัหาร ‖ ‖ จะเป็น Relative Distance ในเทอมของ  เมื่อ
พิจารณา Canonical Hyperplane ซ่ึงมีหน่วยเป็น Scalar จากสมการท่ี (2-39) 
 
                              
 
(2-39) 
************เพื่อท่ีจะใหไ้ด ้Canonical Hyperplane ท่ีเหมาะสมนั้น เราจะท าการเลือกค่า scalar s 
ท่ีมีระยะทางจากไฮเปอร์เพลนไปซพัพอร์ตเวกเตอร์ท่ีมีค่าเท่ากบั 1 นัน่คือ 
 





          
 
 




************และตั้งแต่น้ีเป็นตน้ไป เราจะสมมติว่า Separating Hyperplane ใด ๆ เป็น Canonical 












************ส าหรับ Canonical Hyperplane และส าหรับ ซพัพอร์ตเวกเตอร์     (กบั label    ) แต่
ละตัว จะได้             และส าหรับจุดใด ๆ ท่ีไม่ใช่ซพัพอร์ตเวกเตอร์ นั่นคือ          
เน่ืองจากจุดใด ๆ ท่ีไม่ใช่ซพัพอร์ตเวกเตอร์ จุดเหล่านั้นจะมีระยะห่างจากไฮเปอร์เพลนมากกวา่จุดท่ี
เป็นซพัพอร์ตเวกเตอร์ดงันั้นสมการดา้นล่างน้ีจะเป็นการแสดงถึงจุดใด ๆ ท่ีอยูใ่นชุดขอ้มลู D 
                    ส าหรับ       
 
(2-43) 
************จากรูปท่ี 2.14 แสดงซพัพอร์ตเวกเตอร์และ มาร์จินของไฮเปอร์เพลน ซ่ึงก  าหนด
สมการของไฮเปอร์เพลนดงัน้ี 
 


















พิจารณาซพัพอร์ตเวกเตอร์          และอยใูนคลาส       จากสมการในการหา 





       
 
 




















   
   
)  
และจะไดไ้บแอส ท่ีแปลงแลว้ เป็น 
 
  
   
 
  
Canonical ของ ไฮเปอร์เพลน แสดงไดด้งัน้ี 
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และมาร์จินของ Canonical Hyperplane คือ 
 
   














       
 
 
************ดงันั้นในตวัอยา่งการค านวณน้ี จากรูปท่ี 2.14 จะเห็นว่ามีซพัพอร์ตเวกเตอร์จ  านวน 
5 จุด (แสดงจุดท่ีระบายสีทึบ) คือ (2,2) และ (2.5, 0.75) สังกดัอยู่ในคลาส      แสดงเป็นรูป
สามเหล่ียม และ (3.5, 4.25), (4, 3) และ (4.5, 1.75) สงักดัอยูใ่นคลาส      แสดงเป็นรูปวงกลม  
 
 












 ******2.4.4   การแบ่งแยกเชิงเส้น (Linear Separation) 
************การแบ่งแยกเชิงเส้นเพื่อจ  าแนกข้อมูลจะใช้ไฮเปอร์เพลนท่ีมีความกว้างของ 
มาร์จินมากท่ีสุด (Maximum Margin Hyperplane) ดว้ยหลกัการของซพัพอร์ตเวกเตอร์แมชชีนท่ีจะ
ท าการเลือก Canonical Hyperplane ซ่ึงถกูก  าหนดโดยค่าเวกเตอร์ถ่วงน ้ าหนกั w และ ไบแอส b และ
ผลลพัธก์็คือจะไดค่้ามาร์จินท่ีกวา้งมากท่ีสุดท่ีสามารถจะจ าแนกไดโ้ดยไฮเปอร์เพลนท่ีเหมาะสม
ท่ีสุดดงัสมการ              ถา้     คือค่ามาร์จินส าหรับไฮเปอร์เพลน        
ดงันั้นจุดมุ่งหมายของการหาไฮเปอร์เพลนท่ีดีและเหมาะสมท่ีสุดคือการหาค่า     
 
            










 ซ่ึงสอดคลอ้งกบัสมการท่ี*(2-43)*นั่นคือ             
ส าหรับทุกจุด      ขอ้สงัเกตคือ แทนท่ีเราจะท าการหาค่ามาร์จินท่ีกวา้งท่ีสุดดว้ยค่า  ‖ ‖   เราก็
จะท าการหาค่า ‖ ‖ ท่ีนอ้ยสุดซ่ึงจะไดสู้ตรดงัสมการดา้นล่างน้ี 








************แนวคิดท่ีส าคญัอีกอยา่งหน่ึงเพ่ือท่ีจะท าการหาไฮเปอร์เพลนท่ีเหมาะสมท่ีสุดนั้น คือ
การน าค่า Lagrange Multiplier    เขา้ไปคูณกบัสมการท่ี (2-45) โดยอยู่ในเง่ือนไขของ Karush-
Kuhn-Tucker (KKT) ดงันั้นจากผลการคูณจะไดส้มการท่ี (2-47) 
                    
and        
 
(2-47) 
************ส าหรับการหาค่าเวกเตอร์ถ่วงน ้ าหนัก และ ค่าไบแอส เราจะตอ้งไดค่้า    ส าหรับ  
i = 1,…,n มาก่อน และหลงัจากนั้นก็จะสามารถหาค่าเวกเตอร์ถ่วงน ้ าหนัก w และ ค่าไบแอส b ได ้
ซ่ึงสอดคลอ้งกบัเง่ือนไขของ KKT ดงัสมการท่ี (2-47) และจะไดผ้ลลพัธอ์อกมาเป็น 2 กรณี คือ 
 i)         หรือ 
ii)     














************ผลลัพธ์ท่ีได้มาน้ี มีความส าคัญมาก เ น่ืองจาก  ถ้า       จะท าให้กรณี 
              เ ป็นจ ริง  โดยจุด     คือซัพพอร์ตเวก เตอร์  ในทางกลับกัน  ถ้า  
    
         จะหมายถึงกรณี      เป็นจริง นั่นคือถา้หากจุดใด ๆ ท่ีไม่ใช่ซพัพอร์ต
เวกเตอร์ จะได ้     
************เน่ืองจากค่า    จะตอ้งถูกน าไปคูณกบัทุกจุดข้อมูล ดังนั้นเราสามารถค านวณค่า
เวกเตอร์ถ่วงน ้ าหนกั w จากสมการท่ี (2-48) 
 
   ∑       




************กล่าวอีกนัยหน่ึงนั้นค่า w ท่ีไดจ้ะเป็น Linear Combination ของซพัพอร์ตเวกเตอร์
ทั้งหมด ซ่ึง    แต่ละตัวจะบ่งบอกถึงน ้ าหนักของซพัพอร์ตเวกเตอร์ ดงันั้นหากค่า      นั่น
หมายถึงจุดนั้น ๆ ไม่ใช่ซพัพอร์ตเวกเตอร์ จึงไม่จ  าเป็นจะตอ้งค านวณหาค่า w 
************ส าหรับการค านวณหาค่าไบแอส b นั้น เราจะตอ้งค านวณหาค่า b ของซัพพอร์ต
เวกเตอร์ แต่ละตวัก่อน ดงัน้ี 
 
                    
 
(2-49) 
              
 
(2-50) 
    
 
  
          
    (2-51) 
 
และสามารถหาค่าเฉล่ียของไบแอสจากซพัพอร์ตเวกเตอร์ทั้งหมดได ้ดงัน้ี 
               (2-52) 
************การจ าแนกดว้ยซัพพอร์ตเวกเตอร์ จุดประสงค์ส าคญัคือการหาค่าไฮเปอร์เพลนท่ี
เหมาะสมท่ีสุด นัน่คือ            ซ่ึงส าหรับจุดใหม่ท่ีเราจะน าเขา้มาท าการจ าแนกนั้น เรา
สามารถท านายไดด้งัสูตรน้ี 
  ̂      (    )              
 
(2-53) 












******2.4.5   ซัพพอร์ตเวกเตอร์แมชชีนแบบซอฟต์มาร์จนิ (Soft Margin SVM) 
************จากหัวขอ้ท่ีผ่านมาเราได้สมมติว่า การจ าแนกแบบลิเนียร์นั้นสามารถท าไดอ้ย่าง
สมบูรณ์แบบ โดยซพัพอร์ตเวกเตอร์แต่ละตวัจะอยู่บนเส้นของมาร์จินเท่านั้น แต่ในความเป็นจริง
แลว้ การจ าแนกอาจไม่จ  าเป็นตอ้งสมบูรณ์แบบ ซ่ึงอาจจะอนุญาตใหจุ้ดท่ีเป็นซพัพอร์ตเวกเตอร์ ไม่
จ  าเป็นต้องอยู่บนเส้นมาร์จินเสมอไป เราสามารถอนุญาตให้ซัพพอร์ตเวกเตอร์บางจุด อยู่ใน
ขอบเขตระหว่างมาร์จินกบัไฮเปอร์เพลนได ้ซ่ึงท าใหก้ารจ าแนกนั้นมีความยืดหยุ่นข้ึน ดงัแสดงใน




    รูปท่ี 2.15 ซอฟตม์าร์จินไฮเปอร์เพลน จุดท่ีระบายสีทึบหมายถึงซพัพอร์ตเวกเตอร์ ส่วนความ  
                     กวา้งของมาร์จินเท่ากบั  
‖ ‖
  (Zaki, 2014) 
************จากท่ีได้กล่าวมาแลว้เราสามารถท าการจ าแนกขอ้มูลแบบลิเนียร์และได้ไฮเปอร์  
เพลนท่ีเหมาะสมจากสมการ              ซพัพอร์ตเวกเตอร์แมชชีนสามารถตดัสินจุดใด ๆ 
ท่ีไม่สามารถจ าแนกไดด้ว้ยการพิจารณาค่า Slack Variables   
 
 ดงัสมการท่ี (2-54) 





   คือค่า Slack Variable ส าหรับจุด    ซ่ึงค่า Slack Variable น้ีจะแสดงถึง
ความล่วงล ้าเขตของจุดซพัพอร์ตเวกเตอร์ ภายในบริเวณของมาร์จิน ค่าของ Slack Variable จะ
แบ่งเป็น 3 ประเภทดงัน้ี ถา้  
 
   จุดขอ้มูลจะอยู่ห่างจากไฮเปอร์เพลนดว้ยระยะทางอย่างน้อย 
 
‖ ‖
 ถา้    
 
   แสดงว่าจุดนั้นอยู่ภายในมาร์จินและถูกจ าแนกไดถู้กคลาสและอยู่ถูกฝ่ังของ












ไฮเปอร์เพลน อย่างไรก็ตามหาก   
 
   แสดงว่าจุดนั้นถูกจ  าแนกผิดคลาสและอยู่ผิดฝ่ังของ
ไฮเปอร์เพลน 
************ในกรณีของ Non-separable หรือจุดขอ้มลูท่ีไม่สามารถจ าแนกคลาสไดอ้ยา่งสมบูรณ์
นั้น จะใชเ้ทคนิค ซอฟตม์าร์จิน ซ่ึงเป้าหมายหลกัของซพัพอร์ตเวกเตอร์ก็คือยงัตอ้งหาไฮเปอร์เพลน
ท่ีเหมาะสมและมีมาร์จินกวา้งท่ีสุด โดยอนุญาตให้มี Slack Variable ไดแ้ต่ตอ้งเป็นค่าท่ีเหมาะสม
ไม่มากหรือนอ้ยเกินไป โดยแสดงดงัสมการ (2-55) และ (2-56) 
 
 Objective Function:             { 
‖ ‖ 
 
  ∑   
 
      } 
 
Linear Constraints:                              
 
 





************เมื่อ C และ k เป็นค่าคงท่ีซ่ึงเป็นตวับ่งบอกถึงค่าใช้จ่าย (Cost) ของการจ าแนกท่ี
ผดิพลาด (Misclassification) ตวัอยา่งคือ หากค่า C มีค่าเป็น 0 หรือเขา้ใกล ้0 นัน่หมายถึงไม่อนุญาต
ให้จุดใด ๆ ถูกจ  าแนกผิด ดงันั้นสมการ (2-55) จึงท าการหามาร์จินท่ีกวา้งท่ีสุดตามปกติ ในทาง
กลบักนัหาก C มีค่ามากข้ึน เช่น C เขา้ใกลค่้า  (Infinity) ก็จะมีผลกระทบกบัการหาค่ามาร์จินท่ี
เหมาะสมอยา่งมาก ส าหรับค่าคงท่ี k นั้นจะมีการตั้งค่าเป็น 2 ค่าดว้ยกนั คือ 1 และ 2 ซ่ึงถา้หาก k=1 
จะเรียกว่า Hinge Loss จุดประสงคคื์อตอ้งการหาจ านวนผลรวมของค่า Slack Variables ท่ีน้อยท่ีสุด 
แต่หาก k=2 เรียกว่า Quadratic Loss จุดประสงค์คือตอ้งการหาค่าผลรวมยกก าลงัสองท่ีน้อยท่ีสุด
ของ Slack Variables 
******2.4.6    เคอร์เนลฟังก์ชันกบัซัพพอร์ตเวกเตอร์แมชชีน (Kernel Function with SVM) 
************ในบางกรณีการจ าแนกขอ้มูลแบบลิเนียร์นั้นไม่สามารถท่ีจะจ าแนกขอ้มูลไดอ้ย่าง
ถกูตอ้ง จึงจ  าเป็นตอ้งน าเคอร์เนลฟังกช์นั (Kernel Function) มาใชร่้วมกบัซพัพอร์ตเวกเตอร์แมชชีน 
หลกัการคือจะตอ้งท าการแมพ (Map) หรือแปลง d-dimensional ของจุด xi ในอินพุทสเปซไปเป็น 
จุด ∅     ในมิติขอ้มลูท่ีสูงข้ึน (High-dimensional Feature Space) 
************รูปท่ี 2.16 แสดงตวัอยา่งลกัษณะขอ้มูลท่ีการจ าแนกขอ้มูลแบบลิเนียร์ไม่สามารถท่ี
จะจ าแนกไดอ้ยา่งถกูตอ้ง อยา่งไรก็ตามจากขอ้มลูดงัรูปท่ี 2.16 นั้นสามารถใช ้Quadratic Classifier 
ในการจ าแนกคลาสสองคลาสได ้โดยก าหนดให้ขอ้มูลในอินพุทสเปซขนาด 2 มิติ            
ถกูแปลงไปเป็นฟีเจอร์สเปซ (Feature*Space)*ท่ีมีห้ามิติเป็น*                    *โดยใชสู้ตร












ขอ้มลูแบบลิเนียร์บนขอ้มูลมิติท่ีสูงข้ึนในฟีเจอร์สเปซ ซ่ึงจากรูปท่ี 2.16 จะเห็นไดว้่ารูปวงรีท่ีเป็น
เสน้ทึบสีด า จะสามารถจ าแนกคลาส 2 คลาสออกจากกนัได ้(คลาสแสดงรูปสามเหล่ียมและวงกลม) 




   รูปท่ี 2.16 ซพัพอร์ตเวกเตอร์แมชชีนแบบไม่เป็นเชิงเสน้ จุดท่ีระบายสีทึบคือซพัพอร์ตเวกเตอร์   





เคอร์เนลฟังกช์นัหลาย ๆ แบบ และน าผลความแม่นมาเปรียบเทียบกนั ซ่ึงอาจบอกไม่ไดว้่าเคอร์เนล
ฟังกช์นัใดเหมาะกบัขอ้มลูประเภทใด ดงันั้นจึงตอ้งมีการทดลองกบัเคอร์เนลฟังก์ชนัมากกว่าหน่ึง
แบบ ส าหรับเคอร์เนลฟังกช์นัท่ีนิยมใชก้นัในปัจจุบนัสามารถแสดงไดด้งัตารางท่ี 2.1 
ตารางท่ี 2.1 เคอร์เนลฟังกช์นัท่ีนิยมใชร่้วมกบัซพัพอร์ตเวกเตอร์แมชชีน 
Kernel Type Function        :  
Radial Basis Function (RBF)       ‖    ‖        
Inverse multiquadratic  













ตารางท่ี 2.1 เคอร์เนลฟังกช์นัท่ีนิยมใชร่้วมกบัซพัพอร์ตเวกเตอร์แมชชีน (ต่อ) 
Kernel Type Function        :  
Polynomial of degree d              
Sigmoidal                      
Linear       
 
2.5     เกณฑ์ที่ใช้ในการวดัประสิทธิภาพของโมเดล 
******2.5.1    เกณฑ์ความแม่น (Accuracy) 
************เกณฑค์วามแม่นเป็นเกณฑท่ี์ใชว้ดัระดบัความถูกตอ้งหรือความแม่นในการจ าแนก
ประเภทขอ้มูลของโมเดลท่ีเรียนรู้จากชุดขอ้มูลฝึก และจะแสดงผลลพัธ์ท่ีจ  าแนกไดว้่าเป็นคลาส
บวก (Positive Class: P) หรือ คลาสลบ (Negative Class: N) ซ่ึงผลลพัธท่ี์ไดส้ามารถมีได ้4 แบบ คือ 
1. True Positive (TP) หมายความว่า ผลลพัธท่ี์ไดจ้ากการท านายคือ P และค่าจริง ๆ 
ก็คือ P ดว้ย เช่น หากโมเดลท านายผูป่้วยคนหน่ึงว่าเป็นมะเร็งเตา้นมแลว้ผลการ
ตรวจสอบบอกว่าเป็นมะเร็งเตา้นมจริง 
2. False Positive (FP) หมายความว่า ผลลพัธท่ี์ไดจ้ากการท านายคือ P แต่ว่าค่าจริง ๆ 
แลว้คือ N เช่น หากโมเดลท านายผูป่้วยคนหน่ึงว่าเป็นมะเร็งเต้านม แต่ผลการ
ตรวจสอบบอกว่าไม่เป็นมะเร็งเตา้นม 
3. True Negative (TN) หมายความว่า ผลลพัธ์ท่ีได้จากการท านายคือ N และค่า 
จริง ๆ ก็คือ N ดว้ย เช่น หากโมเดลท านายผูป่้วยคนหน่ึงว่าไม่เป็นมะเร็งเตา้นม
แลว้ผลการตรวจสอบบอกว่าไม่เป็นมะเร็งเตา้นมจริง 
4. False Negative (FN) หมายความว่า ผลลพัธ์ท่ีไดจ้ากการท านายคือ N แต่ว่าค่า 
จริง ๆ แลว้คือ P เช่น หากโมเดลท านายผูป่้วยคนหน่ึงว่าไม่เป็นมะเร็งเตา้นม แต่
ผลการตรวจสอบบอกว่าเป็นมะเร็งเตา้นม 
ซ่ึงสามารถค านวณค่าความแม่นไดด้งัสมการท่ี (2-57) 
 
               
















******2.5.2    ค่า Sensitivity 
************ค่า Sensitivity หรือค่า Recall จะบ่งบอกถึงความสามารถของการทดสอบท่ีสามารถ
วินิจฉยัผูป่้วยท่ีเป็นโรคมะเร็งไดอ้ยา่งถกูตอ้ง โดยพิจารณาขอ้มลูท านายท่ีอยูใ่นคลาส Positive เทียบ
กบัขอ้มลูจริงทั้งหมดของคลาส Positive สามารถค านวณหาค่า Sensitivity ไดด้งัสมการท่ี (2-58) 
 
               





******2.5.3    ค่า Specificity  
************ค่า Specificity ใชส้ าหรับบ่งบอกความสามารถของการทดสอบท่ีสามารถวินิจฉัยผูท่ี้
ไม่ป่วยเป็นมะเร็งไดอ้ยา่งถกูตอ้ง สามารถค านวณหาค่า Specificity ไดด้งัสมการท่ี (2-59) 
 
               




******2.5.4    ค่า Precision  
************ค่า Precision เป็นการวดัความแม่นของโมเดล โดยพิจารณาขอ้มูลท านายท่ีอยู่ใน
คลาส Positive เทียบกบัจ านวนขอ้มูลท่ีท านายว่าเป็นคลาส Positive ทั้งหมด แสดงไดด้งัสมการท่ี 
(2-60) 
 
             




******2.5.5    ค่า F-measure  
************ค่า F-measure เป็นการวดัค่า Precision และ Recall พร้อมกนัของโมเดล หรือค่าเฉล่ีย
ท่ีใหค้วามส าคญักบั Precision และ Recall เท่า ๆ กนั แสดงไดด้งัสมการท่ี (2-61) 
 
                               




 ******2.5.6   Confusion Matrix  
************โดยทัว่ไปแลว้การจะแสดงประสิทธิภาพของโมเดลจ าแนกนั้นนิยมท่ีจะใชต้าราง 












ขอ้มลูจากการท านาย ตาราง Confusion Matrix นั้นจะมีขนาด m x m โดยท่ี m คือจ านวนของคลาส 













       
(Predict)
         
(Actual)








     Accuracy
 =(TP+TN)/
    (TP+TN+FP+FN)
 = (68+5)/




รูปท่ี 2.17 ตวัอยา่ง Confusion Matrix  
 
******2.5.7    กราฟ Receiver Operation Characteristic (ROC) 
************ROC เป็นมาตรฐานการวดัประสิทธิภาพอีกประเภทหน่ึงซ่ึงมีวตัถุประสงค์เพื่อ
น ามาใชใ้นการประเมินประสิทธิภาพในการจ าแนกขอ้มูล การสร้างกราฟ ROC จะเป็นการพล็อต 
(Plot) กราฟ 2 มิติ โดยใชแ้กน X แทนค่า False Positive Rate (1- Specificity) และ แกน Y แทนค่า 
True Positive Rate (Sensitivity) โดยการแปรค่าจุดตดั (Cut-off point) และหาค่าพ้ืนท่ีใตก้ราฟ 
(Area under Curve)  
************เคร่ืองมือในการตรวจวินัจฉัยท่ีดีควรมีค่า Sensitivity สูง และมี Specificity สูง ซ่ึง
ประการหลงัจะท าใหม้ีค่า False Positive Rate ต ่า ส่งผลใหก้ราฟ ROC เขา้ชิดมุมซา้ยบนมากท่ีสุดจึง




อลักอริทึมต่างชนิดกัน สามารถน าผลการจ าแนกของอลักอริทึมต่าง ๆ มาสร้างกราฟ ROC เพื่อ















รูปท่ี 2.18 กราฟ ROC และพ้ืนท่ีใตก้ราฟเพ่ือใชใ้นการวดัประสิทธิภาพของโมเดลการจ าแนก 
                      (http://www.intechopen.com/books/data-mining-applications-in-engineering-and- 









และกอ้นเน้ือร้ายนั้นมีรูปร่าง ลกัษณะ และความหนาแน่นท่ีแตกต่างกนั แต่ในหลายปีท่ีผ่านมาการ
วิเคราะห์ของนักรังสีวิทยาอาจมีความผิดพลาดได ้การวิเคราะห์นั้นจึงตอ้งใชป้ระสบการณ์ การ
ฝึกฝน และความรู้เฉพาะทาง แต่ถึงกระนั้นก็ยงัมีการส ารวจพบว่าประมาณ 10% ของกอ้นเน้ือร้าย
ทั้งหมดในภาพแมมโมแกรม ถกูอ่านและวิเคราะห์ผดิโดยนกัรังสีวิทยา ซ่ึงท าให้มีค่า False Positive 
ค่อนขา้งสูง และกอ้นเน้ือส่วนใหญ่ท่ีมีการวิเคราะห์ผดิพลาดนั้นจะอยูใ่นทรวงอกท่ีมีความหนาแน่น












 ******Sivaramakrishna และ คณะ(2002) ไดท้ าการสรุปความผิดพลาดในการวิเคราะห์ภาพแมม
โมแกรมของนกัรังสีวิทยาว่าเกิดจากสาเหตุส าคญั 3 ประการ คือ 1.ลกัษณะส าคญัของกอ้นเน้ือจาก
ภาพแมมโมแกรมท่ีจะท าการวินิจฉยัมีความไม่ชดัเจน 2.สัญญาณรบกวนภายในภาพแมมโมแกรม
ซ่ึงอาจเกิดจากคุณภาพของเคร่ืองเอก็ซเรย ์3.ลกัษณะส าคญับางประการของภาพยงัคลุมเครือและไม่
สามารถวิเคราะห์และวินิจฉยัไดด้ว้ยตาเปล่า ดงันั้นจึงมีงานวิจยัท่ีนกัวิจยัหลายคนไดน้ าเสนอเพื่อท า
การจ าแนกมะเร็งเตา้นมจากภาพแมมโมแกรมใหม้ีความแม่นมากยิง่ข้ึน ดงัน้ี 
******Karmilasari และ คณะ(2014) เสนออลักอริทึมการจดักลุ่มภาพแมมโมแกรมท่ีช่ือว่า Sample 
k-means ซ่ึงท าการวิเคราะห์ภาพแมมโมแกรมของผูป่้วยมะเร็งเตา้นมขั้นท่ี 1 ขั้นท่ี 2 และขั้นท่ี 3 
โดยใชข้นาดพ้ืนท่ีของกอ้นเน้ือเป็นขอ้มลูตดัสินการลุกลามของกอ้นเน้ือมะเร็งทั้ง 3 ขั้น ในขั้นตอน
แรกใชว้ิธี Otsu ในการปรับความเขม้สีภายในภาพใหบ้ริเวณกอ้นเน้ือมีความชดัเจนมากยิ่งข้ึน และ
ใช้วิธีการขยายส่วนพ้ืนท่ีของภาพในการหาขอบเขตท่ีสนใจของก้อนเน้ือในภาพแมมโมแกรม 
หลงัจากนั้นจึงใชว้ิธีการหาขอบภาพ (Edge Detection Method) จากขอบเขตท่ีสนใจโดยวิธีตรวจหา
ขอบแบบแคนนี (Canny Edge Detection) และเน่ืองจากขอบภาพท่ีได้จากก้อนเน้ือในภาพ 
แมมโมแกรมนั้นอาจมีขอบท่ีบาง ดงันั้นจึงมีการใชเ้ทคนิคการขยายเสน้ขอบ (Dilation) ในการปรับ
ใหเ้สน้ขอบมีความหนาและชดัเจนข้ึน หลงัจากนั้นจึงน าภาพท่ีไดจ้ากขั้นตอนการหาขอบน ามาหา
พ้ืนท่ี และน าเขา้สู่กระบวนการจดักลุ่มโดยใชว้ิธีการจดักลุ่มดว้ย k-means ซ่ึงผูป่้วยขั้นท่ี 1 จะมี
ขนาดของกอ้นเน้ือระหว่าง 3,000 ถึง 35,000 พิกเซล ผูป่้วยขั้นท่ี 2 จะมีขนาดของกอ้นเน้ือระหว่าง 
35,000 ถึง 85,000 พิกเซล และ ผูป่้วยขั้นท่ี 3 จะมีขนาดของกอ้นเน้ือระหว่าง 85,000 ถึง 250,000 
พิกเซล ในงานวิจัยน้ีได้ใช้ภาพแมมโมแกรมของผูท่ี้ตรวจพบกอ้นเน้ือร้ายจ านวน 33 ภาพจาก
ฐานขอ้มลู MIAS (Mammographic Image Analysis Society) 
******Braz และคณะ (2009) เสนออลักอริทึมในการจ าแนกภาพแมมโมแกรมช่ือ Moran’s Index 
และ Geary’s Coefficient ซ่ึงใชเ้ฉพาะภาพบางส่วนท่ีเป็นบริเวณกอ้นเน้ือซ่ึงท าการตดัมาจากภาพ
แมมโมแกรมขนาดใหญ่ โดยท าการจ าแนกกอ้นเน้ือในภาพเป็น 2 คลาส คือ กอ้นเน้ือไม่อนัตราย
และกอ้นเน้ือร้าย โดยในขั้นตอนแรกจะใชว้ิธีการปรับปรุงภาพให้มีความเขม้สีบริเวณกอ้นเน้ือมี
ความชดัเจนข้ึนโดยใชว้ิธี Histogram Equalization จากนั้นจึงน าภาพหลงัผ่านการปรับปรุงแลว้ไป
ท าการหาลกัษณะเด่นของลวดลายโดยใชเ้มตริกซ์ GLCM ร่วมกบัการดึงลกัษณะส าคญัโดยใชว้ิธี 
Moran’s Index และ Geary’s Coefficient หลงัจากนั้นจึงใชซ้พัพอร์ตเวกเตอร์แมชชีนในการจ าแนก
ร่วมกบัเคอร์เนลฟังก์ชนัเรเดียลเบสิส การวดัประสิทธิภาพของอลักอริทึมน้ีใชค่้าความแม่น และ
พ้ืนท่ีใตก้ราฟ ROC เป็นเคร่ืองมือในการวดัประสิทธิภาพ ในการวิจยัน้ีไดใ้ชภ้าพแมมโมแกรมจาก












******Rouhi และ คณะ (2015) เสนออัลกอริทึมในการจ าแนกก้อนเน้ือไม่อันตรายและ
กอ้นเน้ือร้ายจากภาพแมมโมแกรม โดยใชว้ิธีการขยายส่วนพ้ืนท่ีของภาพร่วมกบั Cellular Neural 
Network (CNN) โดยในขั้นตอนแรกจะเป็นการก าจัดสัญญาณรบกวนในภาพโดยใชต้ัวกรอง 
มธัยฐาน หลงัจากนั้นจึงท าการหาขอบเขตท่ีสนใจ หรือ ROIโดยใชว้ิธีการขยายส่วนพ้ืนท่ีของภาพ 
จากนั้นจึงน า ROI มาหาลกัษณะส าคญั 3 แบบคือ ลกัษณะส าคญัของลวดลาย ลกัษณะส าคญัของฮิส
โตแกรม และลกัษณะส าคญัของรูปร่าง และใช ้Genetic Algorithm ช่วยในการคดัเลือกลกัษณะเด่น
ท่ีเหมาะสม ในขั้นตอนสุดทา้ยจึงใช ้CNN ในการจ าแนก การวดัประสิทธิภาพของอลักอริทึมน้ีใช้
ค่าความแม่น และพ้ืนท่ีใตก้ราฟ ROC เป็นเคร่ืองมือในการวดัประสิทธิภาพ ในการวิจยัน้ีไดใ้ชภ้าพ
แมมโมแกรมจากฐานขอ้มูล 2 ฐานขอ้มูล คือ ภาพจากฐานขอ้มูล DDSM  จ านวน 170 ภาพ และ
ภาพจากฐานขอ้มลู MIAS จ านวน 93 ภาพ 
******Oliver และคณะ (2010) เสนออลักอริทึมการจ าแนกความหนาแน่นของกอ้นเน้ือในทรวงอก
ดว้ยวิธีการทางสถิติ (Statistical for Breast Density Segmentation) โดยพิจารณาและประเมินความ
หนาแน่นของจุดพิกเซลภายในภาพ วิธีการน้ีจะท าการพิจารณาลกัษณะเฉพาะของเน้ือเยื่อ (Tissue) 
ในภาพแมมโมแกรม และท าการจ าแนกภาพออกเป็นบริเวณท่ีเป็นไขมนัและบริเวณท่ีเป็นเน้ือเยื่อท่ี
มีความหนาแน่นสูง โดยใชเ้ทคนิค PCA และ LDA ในการจ าแนกภาพ และน าผลมาเปรียบเทียบกนั 
ในการวิจยัน้ีไดใ้ชภ้าพแมมโมแกรมจากฐานขอ้มลู MIAS จ  านวน 125 ภาพ 
******Al-Najdawi และคณะ (2015) เสนออลักอริทึมส าหรับปรับปรุงภาพหลายแบบร่วมกบัการ
จ าแนกภาพโดยพิจารณาความหนาแน่นของกอ้นเน้ือ ขั้นตอนแรกท าการก าจดัสัญญาณรบกวนใน
ภาพโดยใชต้วักรองมธัยฐาน ท าการปรับใหภ้าพมีความเนียนข้ึนโดยใชเ้กาเชียนฟิลเตอร์ (Gaussian 
Smoothing Filter) หลงัจากนั้นขั้นตอนในการปรับปรุงภาพใชว้ิธี Histogram Equalization เพื่อท า
การเพ่ิมความเขม้สีและเพ่ิมความชดัเจนในภาพแมมโมแกรม ขั้นต่อไปเป็นการหาขอบเขตของภาพ
หรือ ROI โดยใชว้ิธี Otsu หลงัจากได ้ROI แลว้จะเป็นขั้นตอนในการเติมช่องว่าง (Hole-filling) 
ภายใน ROI เน่ืองจากภาพแมมโมแกรมบางภาพนั้น เมื่อได ้ROI มาแลว้มกัมีช่องว่างเกิดข้ึนภายใน
ภาพ ซ่ึงอลักอริทึมน้ีจะตอ้งท าการเติมช่องว่างโดยพิจารณาจากค่าเทรสโฮล (Threshold) ท่ีตั้งไว ้
หลงัจากนั้นจึงท าการดึงลกัษณะส าคญัของความหนาแน่นในพิกเซลของภาพ โดยพิจารณาค่าเฉล่ีย
ความหนาแน่นของพิกเซล ในการวิจัย น้ีผู ้วิจัยได้ใช้ภาพแมมโมแกรมจากฐานข้อมูลจาก
โรงพยาบาล King Hussein Cancer  จ  านวน 1,300 ภาพ 
 ******Shi และ คณะ (2010) เสนออลักอริทึมส าหรับตรวจจบักอ้นเน้ือและจ าแนกภาพกอ้นเน้ือ
จากภาพอลัตราซาวด์ (Ultrasound Image) ในงานวิจยัผูว้ิจัยไดพ้ฒันาอลักอริทึมส าหรับวินิจฉัย 












FSVM) โดยในขั้นตอนแรกจะท าการปรับปรุงภาพโดยใชว้ิธี Histogram Equalization หลงัจากนั้น
จึงท าการหาขอบเขตท่ีสนใจ หรือ ROI ในภาพโดยใชว้ิธี Markov Random Field หลงัจากนั้นจึงท า
การหาลกัษณะส าคญัในภาพ ซ่ึงในงานวิจยัน้ีไดใ้ชล้กัษณะส าคญั 2 แบบ*คือ*ลกัษณะส าคญัของ
ลวดลาย และ ลกัษณะส าคญัของฮิสโตแกรม และไดใ้ชว้ิธี Stepwise Regression ในการคดัเลือก
ลกัษณะส าคญัท่ีเหมาะสม ในขั้นตอนสุดทา้ยจะเป็นการจ าแนกโดยใช ้FSVM และผูว้ิจยัไดใ้ชว้ิธี
ประเมินประสิทธิภาพของอลักอริทึม คือ Accuracy, Sensitivity, Specificity, Positive Predictive 
Value และ Negative Predictive Value 
******Wu และ คณะ (2012) เสนออลักอริทึม CSVM ในการจ าแนกมะเร็งเตา้นมโดยใชซ้พัพอร์ต
เวกเตอร์แมชชีนร่วมกนัอลักอริทึม Genetic โดยใชภ้าพอลัตราซาวด์จ  านวน 210 ภาพ ในขั้นตอน
แรกจะเป็นการหาขอบเขตท่ีน่าสนใจในภาพดว้ยวธีิ Level Set จากนั้นจะท าการหาลกัษณะส าคญัใน
ภาพ ซ่ึงในการวิจยัน้ีจะใชก้ารหาลกัษณะส าคญั 2 แบบ คือ การหาลกัษณะส าคญัของลวดลาย และ 
การหาลกัษณะส าคญัของรูปร่าง ต่อไปจึงใชอ้ลักอริทึม Genetic ในการคดัเลือกลกัษณะส าคญัท่ี
เหมาะสม หลงัจากนั้นจึงน าเขา้สู่กระบวนการจ าแนกดว้ยซพัพอร์ตเวกเตอร์แมชชีน ส าหรับการ
ประเมินประสิทธิภาพของงานวิจยัน้ีจะใชค่้า Accuracy, Sensitivity, Specificity, Positive Predictive 
Value และ Negative Predictive Value รวมทั้งใชพ้ื้นท่ีใตก้ราฟ ROC ในการประเมินประสิทธิภาพ
ดว้ย 
******Lo และ คณะ (2012) เสนออลักอริทึมในการใชซ้พัพอร์ตเวกเตอร์แมชชีนจ าแนกภาพ MRI 
(Magnetic Resonance Imaging) โดยใชล้กัษณะส าคญัของลวดลาย 4 แบบ ภายในภาพ MRI คือ 
Fatty, Glandular, Tumor และ Muscle เป็นลกัษณะส าคญัท่ีใชใ้นการจ าแนก โดยมีการเปรียบเทียบ
ประสิทธิภาพในการจ าแนกระหว่างซพัพอร์ตเวกเตอร์แมชชีนและซีมีนส์ (C-means) ซ่ึงจากผลการ
ทดลองซพัพอร์ตเวกเตอร์แมชชีนมีประสิทธิภาพในการจ าแนกท่ีสูงกว่าซีมีนส์ 
******Hassanien และ คณะ (2012) เสนออลักอริทึมในการวินจัฉยัมะเร็งเตา้นมจากภาพ MRI โดย
ใชซ้พัพอร์ตเวกเตอร์แมชชีนร่วมกบั Pulse Coupled Neural Networks (PCNNs) โดยใชว้ิธีการเว็ฟ
เลท็ (Wavelet-based) ในการดึงลกัษณะส าคญัจากภาพ และขั้นตอนการปรับปรุงภาพก่อนจ าแนก
ได้ใช้วิธีฟัซซีเซ็ต (Fuzzy Sets) ในการท าให้ภาพมีความคมชัดข้ึน ในงานวิจัยน้ีได้ท าการ
เปรียบเทียบความแม่นระหว่างอลักอริทึมท่ีน าเสนอกบัอลักอรึทึมการจ าแนกอ่ืน ๆ ดว้ย เช่น ตน้ไม้
ตดัสินใจ (Decision Trees) และ นิวรอลเน็ตเวิร์ก 
******จากการทบทวนงานวิจยัท่ีเก่ียวขอ้ง (สรุปดงัตารางท่ี 2.2) พบว่างานวิจยัท่ีเก่ียวขอ้งกบัการ
วิเคราะห์ภาพแมมโมแกรมเพื่อจ  าแนกมะเร็งเตา้นม กลุ่มนกัวิจยัส่วนใหญ่จะเสนอแนวคิดไปในทาง












สญัญาณรบกวนภายในภาพและการปรับความเขม้สี หลงัจากนั้นจึงน าภาพท่ีปรับปรุงแลว้มาท าการ
แบ่งแยกขอบเขตเพ่ือจะพิจารณเฉพาะบริเวณก้อนเน้ือซ่ึงโดยปกติจะมีความเข้มสีและความ
หนาแน่นของพิกเซลมากกว่าบริเวณพ้ืนหลงั เช่นการหา ROI โดยวิธีการหาส่วนขยายของพ้ืนท่ี 
ต่อจากนั้นจึงน า ROI ท่ีได ้ไปเข้ากระบวนการหาลกัษณะส าคญัภายในภาพ ซ่ึงเป็นการน าเอา
ลกัษณะเฉพาะของ ROI ออกจากภาพ เช่นลกัษณะส าคญัของรูปร่าง ลกัษณะส าคญัของลวดลาย 
และลกัษณะส าคญัของฮิสโตแกรม เป็นตน้ ส่วนขั้นตอนสุดทา้ยคือกระบวนการจ าแนก ซ่ึงจากการ
ทบทวนวรรณกรรมท่ีเก่ียวขอ้งการจ าแนกมะเร็งเต้านมพบว่า นักวิจัยส่วนใหญ่จะใช้ซัพพอร์ต
เวกเตอร์แมชชีนและนิวรอลเน็ตเวิร์กในการจ าแนก 
******ในงานวิจยัของวิทยานิพนธน้ี์เสนอขั้นตอนหลกัเป็นไปในแนวทางเดียวกบังานวิจยัอ่ืน ๆ  คือ 





ตารางท่ี 2.2 สรุปเปรียบเทียบงานวิจยัท่ีเก่ียวขอ้งกบัการจ าแนกมะเร็งเตา้นมในภาพแมมโมแกรม 
 
กระบวนการท างาน  
งานวจิยัที่เกีย่วข้อง1  
ก ข ค ง จ ฉ ช ซ ฌ ญ2 
เทคนิคการปรับปรุงภาพ           
ปรับปรุงภาพดว้ย Median Filter           
ปรับปรุงภาพดว้ย Gamma Correction           
ปรับปรุงภาพดว้ย Histogram Equalization           
ปรับปรุงภาพดว้ยเทคนิคอ่ืน           
หาขอบเขตท่ีน่าสนใจดว้ย Region Growing           
หาขอบเขตท่ีน่าสนใจดว้ย Otsu Method           
หาขอบเขตท่ีน่าสนใจดว้ยวิธีอ่ืน ๆ           
หาลกัษณะส าคญัดว้ย Texture Feature           
หาลกัษณะส าคญัดว้ย Histogram Feature           
หาลกัษณะส าคญัดว้ย  Shape Feature           












ตารางท่ี 2.2 สรุปเปรียบเทียบงานวิจยัท่ีเก่ียวขอ้งกบัการจ าแนกมะเร็งเตา้นมในภาพแมมโมแกรม (ต่อ) 
 
กระบวนการท างาน  
งานวจิยัที่เกีย่วข้อง1  
ก ข ค ง จ ฉ ช ซ ฌ ญ2 
เทคนิคทีใ่ช้ในการจ าแนกภาพมะเร็งเต้านม           
จ าแนกดว้ย Support Vector Machine           
จ าแนกดว้ย Neural Network           
จ าแนกดว้ย  PCA และ LDA           
จ าแนกหรือจดักลุ่มดว้ยวิธีอ่ืนๆ           
ข้อมลูทีใ่ช้ในการทดสอบ           
MIAS Database (ภาพแมมโมแกรม)           
DDSM Database (ภาพแมมโมแกรม)           
อ่ืน ๆ (ภาพอลัตราซาวด ์หรือ ภาพ MRI)           
 
1งานวิจยัท่ีเก่ียวขอ้งประกอบดว้ย 
ก  แทนงานวิจยัของ Karmilasari และ คณะ (2014) 
ข  แทนงานวจิยัของ Braz และ คณะ (2009) 
ค  แทนงานวจิยัของ Rouhi และ คณะ (2015) 
ง  แทนงานวิจยัของ Oliver และ คณะ (2010) 
จ  แทนงานวจิยัของ Al-Najdawi และ คณะ (2015) 
ฉ  แทนงานวจิยัของ Shi และ คณะ (2010) 
ช  แทนงานวิจยัของ Wu และ คณะ (2012) 
ซ  แทนงานวิจยัของ Lo และ คณะ (2012) 






















******แนวคิดหลกัของงานวิจยัน้ี คือ การจ าแนกมะเร็งเตา้นมจากภาพแมมโมแกรม โดยอาศยั
วิธีการประมวลผลภาพในเบ้ืองตน้ เพ่ือใหไ้ดล้กัษณะส าคญัของภาพ ซ่ึงท าให้ประสิทธิภาพในการ
จ าแนกขอ้มลูดว้ยภาพมีความแม่นมากข้ึน ขั้นตอนวิธีของการวิจยัน้ีประกอบดว้ย*5*ส่วนคือ*การ
ปรับปรุงรูปภาพ การแบ่งขอบเขตภายในภาพ การดึงลกัษณะส าคญัภายในภาพ การจ าแนกภาพ 
และ การประเมินความถกูตอ้งของการจ าแนก ดงัแสดงในรูปท่ี 3.1 
 
******3.1.1    ภาพแมมโมแกรม (Mammogram Images) 
************ขอ้มูลท่ีใชใ้นการทดสอบอลักอริทึม เป็นข้อมูลภาพจากชุดข้อมูลมาตรฐานของ 
University of South Florida Digital Mammography Home Page ช่ือ Digital Database for 
Screening Mammography (DDSM) (http://marathon.csee.usf.edu/Mammography/Database.html) 
ขอ้มลูน้ีไดม้าจากกลุ่มตวัอยา่งคนไข ้2,500 คน โดยในชุดขอ้มลู DDSM มีการเก็บภาพแมมโมแกรม
ของเตา้นมดา้นซา้ยและดา้นขวา*ในมุมมอง*2*แบบ*คือ มุมมองแบบ MLO (Mediolateral View) 
ซ่ึงเป็นการถ่ายภาพรังสีในแนวขวางล าตัว เช่น จากด้านขวาไปด้านซ้าย และ มุมมองแบบ 


















































(ก) กอ้นเน้ือไม่อนัตรายในมุมมอง MLO (ข) กอ้นเน้ือไม่อนัตรายในมุมมอง CC 
  
(ค) กอ้นเน้ือมะเร็งในมุมมอง MLO (ง) กอ้นเน้ือมะเร็งในมุมมอง CC 
 
รูปท่ี 3.2 ภาพแมมโมแกรมในมุมมอง MLO และ CC 
 
************ข้อมูลภาพท่ีได้จากฐานข้อมูล DDSM น้ีจะมีขนาดภาพประมาณ 3000**4000  
พิกเซล และเป็นภาพระดบัสีเทา โดยมีระดบัความเขม้ของสี 0 ถึง 255 โดยผูเ้ผยแพร่ขอ้มูลไดใ้ห้
ข้อมูลของแต่ละภาพไวด้้วย เช่น ประเภทมุมมองของภาพ คลาส ขนาดของภาพ และบริเวณ
ขอบเขตท่ีเป็นกอ้นเน้ือ เพ่ือใชใ้นการเปรียบเทียบประสิทธิภาพของอลักอริทึม ในงานวิจยัน้ีผูว้ิจยั














  ******3.1.2  การปรับปรุงภาพแมมโมแกรม (Image Enhancement) 
************ โดยปกติแลว้ภาพแมมโมแกรมมกัจะมีสัญญาณรบกวนภายในภาพ  ท าให้ภาพไม่
ชัดเจน สัญญาณรบกวนในภาพแมมโมแกรมนั้ นมี 2 แบบ คือ สัญญาณรบกวนแบบเกาเซียน 
(Gaussian Noise) และสญัญาณรบกวนท่ีเป็นจุดด าหรือจุดขาวเล็ก ๆ หรือเรียกว่าสัญญาณรบกวน
แบบเกลือและพริกไทย (Salt and Pepper Noise) ในขั้นตอนน้ีจะเป็นการปรับปรุงภาพโดยใชว้ิธีการ
ก าจดัสญัญาณรบกวนภายในภาพดว้ยวิธีมีเดียนฟิลเตอร์ (Median Filter) ซ่ึงสัญญาณรบกวนทั้ง 2 
แบบน้ีเกิดจากคุณภาพของอุปกรณ์ในการรับภาพ หลกัการของมีเดียนฟิลเตอร์คือการใชห้น้าต่าง
ขนาดเลก็เช่น 33 พิกเซล หรือ 55 พิกเซลเล่ือนไปบนภาพท่ีตอ้งการก าจดัสัญญาณรบกวน โดย
ในขณะท่ีเล่ือนนั้นในหนา้ต่างขนาดเลก็ก็ท าหนา้ท่ีใหก้ารค านวณและเปล่ียนแปลงค่าพิกเซล ณ จุด
ใด ๆ โดยท าการเรียงค่าความเขม้สีของบริเวณหนา้ต่างท่ีครอบภาพ และท าการเรียงค่าจากน้อยไป
มาก จากนั้นจึงท าการคดัเลือกค่าท่ีมธัยฐานแลว้น าค่ามธัยฐานแทนท่ีลงในพิกเซลปัจจุบนั ดงันั้นเม่ือ
ภาพผา่นกระบวนการของมีเดียนฟิลเตอร์แลว้ ภาพจะมีความชดัเจนข้ึนในระดบัหน่ึง โดยยงัรักษา
ความคมชดั และขอบของภาพไวไ้ด ้ดงัแสดงในรูปท่ี 3.3 
 
  
(ก) ภาพก่อนผา่นมีเดียนฟิลเตอร์ (ข) ภาพหลงัผา่นการปรับปรุงโดยมีเดียน 
ฟิลเตอร์ 
รูปท่ี 3.3 ภาพก่อนและหลงัการปรับปรุงดว้ยมีเดียนฟิลเตอร์ 
 
************ขั้นตอนต่อไปจะเป็นการปรับปรุงความชัดเจนของภาพ โดยเพ่ิมความเข้มสีใน
บริเวณท่ีคาดว่าเป็นกอ้นเน้ือเพ่ือท าใหเ้ห็นภาพบริเวณกอ้นเน้ือไดช้ดัเจนยิง่ข้ึน ในขณะเดียวกนัก็ท า
การปรับลดความเข้มสีในบริเวณท่ีเป็นพ้ืนหลังลงด้วย ในขั้นตอนน้ีจะให้วิธีแก้ไขแกมมา 
(Gamma Correction) จากรูปท่ี 3.4 แสดงภาพกอ้นเน้ือในเตา้นมทั้งในกรณีท่ีเป็นกอ้นเน้ือร้ายและ















บริเวณท่ีเป็นกอ้นเน้ือมีความส าคญัชดัข้ึนมา โดยสอดคลอ้งกบัท่ีนกัรังสีวิทยาไดก้ล่าวไวว้่า บริเวณ
ท่ีเป็นกอ้นเน้ือท่ีมีความผดิปกติ ความเขม้สีบริเวณนั้นจะมีมากกว่าบริเวณอ่ืน ๆ ซ่ึงวิธีการน้ีจะเป็น
ประโยชน์ในการน าไปเขา้กระบวนการแบ่งขอบเขตภาพหรือ ROI ต่อไป 
 
    
(ก) (ข) (ค) (ง) 
 
รูปท่ี 3.4 ภาพกอ้นเน้ือในเตา้นม (ก) ภาพกอ้นเน้ือร้าย (ข) ภาพกอ้นเน้ือร้ายหลงัจากปรับปรุง  
               ดว้ยแกมมาคอเร็คชนั (ค) ภาพกอ้นเน้ือไม่อนัตราย (ง) ภาพกอ้นเน้ือไม่อนัตราย 
               หลงัจากปรับปรุงดว้ยการแกไ้ขแกมมา 
 
******3.1.3    การแบ่งขอบเขตภาพ (Image Segmentation) 
************ขั้นตอนการแบ่งขอบเขตภาพนั้นเป็นขั้นตอนท่ีส าคญัอีกขั้นตอนหน่ึงก่อนน าภาพไป
ท าการจ าแนก เน่ืองจากภาพแมมโมแกรมมีขนาดใหญ่ประมาณ  30004000 พิกเซล ซ่ึงบริเวณท่ี
ส น ใ จ นั้ น จ ะ เ ป็ น บ ริ เ ว ณ ก้ อ น เ น้ื อ ท่ี มี ค ว า ม ผิ ด ป ก ติ เ ท่ า นั้ น  ดั ง นั้ น พ้ื น ห ลั ง ใ น 
ภาพแมมโมแกรม และบริเวณภาพท่ีเป็นไขมนัจึงไม่จ  าเป็นต้องน าเข้าสู่กระบวนการจ าแนก 
กระบวนการน้ีจะช่วยลดขนาดข้อมูล ท าให้การจ าแนกท าได้รวดเร็วข้ึนและไม่เกิดปัญหา














การคดัเลือกจุดก่ึงกลางของกอ้นเน้ือ (Seed Point) โดยใชว้ิธีการหาจุดเซนทรอยด์ (Centroid) จาก
กอ้นเน้ือในภาพ โดยใชส้มการท่ี (3-1) และ (3-2) 
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************จากสมการตอ้งท าการหาพ้ืนท่ี (Area) ของบริเวณท่ีเป็นกอ้นเน้ือก่อนโดย W คือ
จ านวนพิกเซลสีขาวทั้งหมดในภาพ และ i, j คือต าแหน่งของพิกเซลสีขาว หลงัจากนั้นจึงท าการหา
ต าแหน่งจุดเซนทรอยดข์องกอ้นเน้ือ หลงัจากไดจุ้ดเซนทรอยด์แลว้จะน าจุดเซนทรอยด์มาใชเ้ป็น
พิกดัในการคดัเลือกจุดก่ึงกลางของกอ้นเน้ือ เพ่ือใหก้ระบวนการขยายพ้ืนท่ีของส่วนภาพด าเนินการ
ต่อไป 
************กระบวนการขยายพ้ืนท่ีของภาพหรือ Region Growing ท าไดโ้ดยเร่ิมตน้พิจารณาจุด
ก่ึงกลาง เมื่อพบจุดภาพท่ีเป็นบริเวณขอบของ จุดก่ึงกลางหรือ Seed Region ก็จะพิจารณาจุดภาพ
ขา้งเคียง (Neighbor) ดว้ยการวางหนา้ต่างขนาด 33 ครอบจุดภาพนั้น หากจุดภาพขา้งเคียงใดมีค่า
ระดับสีเทาอยู่ในขอบเขตของการขยายพ้ืนท่ี ก็จะท าการรวมหรือขยายพ้ืนท่ีส่วนภาพไปยงัจุด
ขา้งเคียงนั้น แต่ถา้ไม่ ก็จะพิจารณาจุดขา้งเคียงถดัไป กระบวนการขยายส่วนพ้ืนท่ีของภาพน้ี จะ















   
(ก) (ข) (ค) 
 
          รูปท่ี 3.5 ผลลพัธข์องการขยายส่วนพ้ืนท่ีของภาพแมมโมแกรม(ก) ภาพท่ีไดจ้ากกระบวนการ 
                         แกไ้ขแกมมา (ข) ภาพหลงัจากขยายส่วนพ้ืนท่ี (ค) ภาพท่ีตดัเฉพาะบริเวณกอ้นเน้ือ 
* 
*****3.1.4     การดึงลกัษณะส าคญัในภาพ (Image Feature Extraction) 
************หลงัจากได ้ROI จากการท าการขยายส่วนพ้ืนท่ีของภาพมาแลว้นั้น หากน าเพียงค่า
ความเขม้สีไปเขา้กระบวนการจ าแนก อาจท าให้การจ าแนกไดผ้ลไม่ดีนัก ดงันั้นการดึงลกัษณะ
ส าคญัในภาพ โดยน าคุณสมบติัของ ROI ท่ีเราตดัออกมาจากภาพแมมโมแกรมมาหาลกัษณะส าคญั 
ดงันั้นกระบวนน้ีจึงเป็นวิธีการท่ีน่าสนใจและท าใหป้ระสิทธิภาพในการจ าแนกดีข้ึนดว้ย ส าหรับใน
งานวิจยัน้ีไดใ้ชล้กัษณะส าคญัทั้งหมด 3 ลกัษณะ คือ ลกัษณะส าคญัของลวดลายภายในกอ้นเน้ือ 
(Texture Feature) ลกัษณะส าคญัของรูปร่างกอ้นเน้ือ (Shape Feature) และ ลกัษณะส าคญัของความ
เขม้สีของกอ้นเน้ือ (Intensity Histogram Feature) 
************ลกัษณะส าคญัของลวดลาย หรือ Texture Feature เป็นการหารูปแบบของลวดลาย
จาก ROI  เทคนิคท่ีนิยมใช้ในการดึง Texture Feature จากภาพนั้นคือการใช้ Gray-Level  
Co-occurrence Matrix (GLCM) หรืออีกช่ือหน่ึงคือ Gray-level Spatial Dependence Matrix ฟังกช์นั
ใน GLCM นั้นจะท าการค านวณและเปรียบเทียบการเกิดข้ึนของลวดลายหรือแพทเทินระหว่าง
พิกเซลในภาพ โดยใชค้วามน่าจะเป็นในการแสดงผลของความชดัเจนของลวดลาย  (Contrast) การ
เกิดข้ึนร่วมกนัของลวดลาย (Correlation) รวมทั้งวดัค่าความเป็นเน้ือเดียวกนั (Homogeneity) ของ
ลวดลายในภาพอีกดว้ย (แสดงตวัอยา่งค่าท่ีไดจ้ากการค านวณในตารางท่ี 3.1) ในงานวิทยานิพนธ์น้ี
















ตารางท่ี 3.1 ตวัอยา่งลกัษณะส าคญัของลวดลายในภาพแมมโมแกรม 
Direction Homogeneity Contrast Correlation 
0o 0.0125 3.0382 0.8074 
45o 0.0082 4.0121 0.6369 
90o 0.0075 4.0153 0.5988 
135o 0.0069 4.7084 0.4613 
Average 0.0087 3.9435 0.6261 
************ลกัษณะส าคญัของรูปร่าง หรือ Shape Feature เป็นการวดัความโคง้หรือความหยกั
ของ ROI เน่ืองจากนักรังสีวิทยาไดก้ล่าวว่า รูปร่างของกอ้นเน้ือไม่เป็นอนัตรายนั้นจะมีรูปร่างท่ี
ค่อนขา้งเป็นวงกลมหรือวงรีท่ีมีขอบค่อนขา้งเรียบหรือมีรอยหยกัน้อย และในทางกลบักนัรูปร่าง
ของเน้ือร้ายท่ีจะก่อตวัเป็นมะเร็งหรือเน้ือร้ายท่ีเป็นมะเร็งแลว้นั้นจะมีรูปร่างท่ีค่อนขา้งบิดเบ้ียวและ
ขอบของกอ้นเน้ือจะมีรอยหยกัค่อนขา้งมาก ดงันั้นการน าเอาลกัษณะส าคญัของรูปร่างขอบของ 
ROI มาเป็นลักษณะส าคัญหรือ Feature ในการจ าแนกจึงส่งผลให้โมเดลในการจ าแนกมี
ประสิทธิภาพในการจ าแนกค่อนขา้งสูง  
xxxxxxxxxxxxจากรูปท่ี 3.6 แสดงการวดัความโค้งของ ROI ท่ีเป็นก้อนเน้ือไม่อนัตรายและ
กอ้นเน้ือร้าย โดยท าการโยงเสน้จากจุดเซนทรอยด ์ของ ROI และแสดงออกมาเป็นกราฟแสดงความ
โคง้งอของเสน้ขอบ ROI โดยจะสงัเกตเห็นว่ากอ้นเน้ือร้ายนั้นจะมีความหยกัหรือการเปล่ียนแปลง
ความโคง้ของขอบภาพมากกว่ากอ้นเน้ือไม่อนัตราย และรูปท่ี 3.7 แสดงความแตกต่างของกราฟ
แสดงความหยกัของเส้นขอบแสดงรูปร่างของกอ้นเน้ือร้ายและกอ้นเน้ือไม่อนัตราย แกน X แทน 
องศา ตั้งแต่ 0 องศา ถึง 360 องศา และ แกน Y แทน ระยะทางท่ีวดัจากจุดก่ึงกลางไปเสน้ขอบ โดยมี
การพิจารณาเฉพาะจ านวนจุดยอดของกราฟท่ีมีการเปล่ียนแปลงให้มีค่าเป็น 1 ตามองศาการวดั
ระยะทางจากจุดเซนทรอยดไ์ปยงัเส้นขอบตั้งแต่ 0 ถึง 360 องศา ลกัษณะของกราฟในรูปท่ี 3.7 จะ




















รูปท่ี 3.6 การวดัความหยกัของเสน้ขอบโดยวดัจากจุดเซนทรอยด์ (ก) เสน้ขอบแสดงรูปร่างของ 





















************ลกัษณะส าคญัอีกอย่างหน่ึงคือลกัษณะส าคัญของฮิสโตแกรม โดยเป็นค่าท่ีใชว้ดั
ลกัษณะของเสน้โคง้แจกแจงความถ่ีของความเขม้สีว่ามีลกัษณะของเส้นโคง้เป็นลกัษณะใด รูปท่ี 
3.8 แสดงตวัอยา่งกราฟฮิสโตแกรมท่ีพิจารณาลกัษณะส าคญั 4 ค่า เพื่อใชใ้นการอธิบายขอ้มูลสถิติ












รูปท่ี 3.8 ตวัอยา่งกราฟฮิสโตแกรมท่ีพิจารณาลกัษณะส าคญั 4 ค่า 
 
******3.1.5    การจ าแนกมะเร็งเต้านม (Classification) 
************ในงานวิจยัน้ีทางผูว้ิจยัไดใ้ชซ้พัพอร์ตเวกเตอร์แมชชีนในการจ าแนกโดยจะทดลอง
ใชเ้คอร์เนลฟังกช์นัหลายแบบ  
************ส าหรับลกัษณะส าคญัท่ีใชเ้ป็นขอ้มลูในการจ าแนกนั้นจะใชล้กัษณะส าคญั 3 แบบท่ี
ไดจ้ากหวัขอ้ 3.1.4 ไดแ้ก่ ลกัษณะส าคญัของลวดลาย ลกัษณะส าคญัของรูปร่าง และลกัษณะส าคญั
ของความเข้มสีจากฮิสโตแกรม ในงานวิจัยคร้ังน้ีผูว้ิจ ัยได้ใช้ภาพจาก DDSM ส าหรับการ
ประมวลผลภาพก่อนน ามาจ าแนกนั้น ภาพในขั้นตอนการสอนและการทดสอบทั้งหมดตอ้งผา่นการ
ประมวลผลภาพในแบบเดียวกนัคือ การก าจดัสัญญาณรบกวนภาพ การขยายส่วนพ้ืนท่ีภาพ และ
การดึงลกัษณะส าคัญ หลงัจากขั้นตอนการจ าแนกแลว้ ผูว้ิจ ัยยงัได้น าการจ าแนกอีก*2*วิธีคือ 




1) เคร่ืองคอมพิวเตอร์ส าหรับการพฒันา มีรายละเอียดดงัน้ี 
 หน่วยประมวลผลกลาง : Intel Core i5 













 หน่วยความจ าส ารอง : 320 GB 
2) ระบบปฏิบติัการและโปรแกรมประยกุตส์ าหรับการพฒันา ประกอบไปดว้ย 
 ระบบปฏิบติัการ : Windows 7 Professional 64 bits 


















การทดสอบประสิทธิภาพของระบบนั้น จะทดสอบประสิทธิภาพความแม่น ค่า Sensitivity 
ค่า Specificity และ พ้ืนท่ีใตก้ราฟ ROC ในการจ าแนกภาพแมมโมแกรมระหว่างกอ้นเน้ืออนัตราย
และกอ้นเน้ือไม่อนัตราย โดยเปรียบเทียบกบัอลักอริทึมในการจ าแนกอีก 2 อลักอริทึม คือ โครงข่าย
ประสาทเทียม และ นาอีฟเบย  ์ ส าหรับเน้ือหาในบทน้ีจะประกอบดว้ย ขอ้มูลท่ีใชใ้นการทดสอบ 
การทดสอบประสิทธิภาพการจ าแนกภาพแมมโมแกรม โดยแบ่งเป็นการทดสอบประสิทธิภาพการ





เวกเตอร์แมชชีนจะใช้ข้อมูลมาตรฐานภาพแมมโมแกรม (Digital Database for Screening 
Mammograpy: DDSM) จากเวบ็ไซตข์องมหาวิทยาลยัเซาท์ฟลอริดา (University of South Florida) 
ซ่ึงเป็นขอ้มูลภาพระดบัสีเทา (Grey Scale Image) มีขอ้มูลจากคนไขท้ั้งหมด 2,500 ขอ้มูล โดยมี
ขอ้มลูของคนไขท่ี้มีกอ้นเน้ืออนัตรายและกอ้นเน้ือไม่อนัตราย ซ่ึงประกอบดว้ยขอ้มูลภาพแมมโม
แกรมใน 2 มุมมอง คือ ภาพแมมโมแกรมในมุมมองแบบ MLO และ ภาพแมมโมแกรมในมุมมอง
แบบ CC โดยในการทดสอบนั้นจะคดัเลือกเฉพาะภาพแมมโมแกรมในมุมมองแบบ CC มาทั้งหมด 
190 ภาพ เน่ืองจากภาพในมุมมองแบบ CC ไม่มีส่วนพ้ืนท่ีสีขาวในมุมบนดา้นซา้ยและขวาท าให้
สะดวกต่อการประมวลผลภาพ  ภาพในมุมมองแบบ CC ท่ีเลือกมานั้นมีคลาสเป้าหมายสองกลุ่ม คือ 
Malignant และ Benignโดยแต่ละภาพจะมีความกวา้งประมาณ 3,000 พิกเซล และความสูงประมาณ 














ตารางท่ี 4.1 ตวัอยา่งขอ้มลูภาพแมมโมแกรมจาก DDSM ในมุมมองแบบ CC 
Class: Malignant 
Size: 3520  5970 
Class: Malignant 
Size: 2360  4730 
Class: Malignant 






Size: 2920  5370 
Class: Benign 
Size: 3080  4600 
Class: Benign 






ประมวลผลภาพก่อนดว้ยโปรแกรม MATLAB R2013b โดยการผ่านกระบวนการ มีเดียนฟิลเตอร์ 
แกมมาคอเรคชัน และการขยายพ้ืนท่ีของภาพ เพ่ือคัดเลือกเฉพาะบริเวณภาพกอ้นเน้ือท่ีสนใจ 













ด าเนินการในบทท่ี 3 โดยประกอบดว้ยขอ้มลูจ านวน 21 คอลมัน์ โดยคอลมัน์ท่ี 1 –15 เป็นลกัษณะ
ส าคญัของลวดลาย คอลมัน์ท่ี 16 – 19 เป็นลกัษณะส าคญัของกราฟฮิสโตแกรม และ คอลมัน์ท่ี 20 
เป็นลกัณษะส าคญัของรูปร่าง และคอลมัน์ท่ี 21 เป็นหมายเลขคลาส ดงัแสดงในตารางท่ี 4.2 และ
ตารางท่ี 4.3 นั้น แสดงตวัอยา่งขอ้มลูลกัษณะส าคญัของภาพแมมโมแกรมจ านวน 16 ตวัอยา่ง 
 
ตารางท่ี 4.2 ช่ือคอลมัน์และความหมายของลกัษณะส าคญัของภาพแมมโมแกรม 
ล าดบั
ท่ี 
ช่ือคอลมัน์ ค าอธิบาย 
1 Cont0 ความชดัเจนของลวดลายในทิศทาง 0 องศา 
2 Cont45 ความชดัเจนของลวดลายในทิศทาง 45 องศา 
3 Cont90 ความชดัเจนของลวดลายในทิศทาง 90 องศา 
4 Cont135 ความชดัเจนของลวดลายในทิศทาง 135 องศา 
5 Homo0 ความเป็นเน้ือเดียวกนัของลวดลายในทิศทาง 0 องศา 
6 Homo45 ความเป็นเน้ือเดียวกนัของลวดลายในทิศทาง 45 องศา 
7 Homo90 ความเป็นเน้ือเดียวกนัของลวดลายในทิศทาง 90 องศา 
8 Homo135 ความเป็นเน้ือเดียวกนัของลวดลายในทิศทาง 135 องศา 
9 Corr0 การเกิดข้ึนร่วมกนัของลวดลายในทิศทาง 0 องศา 
10 Corr45 การเกิดข้ึนร่วมกนัของลวดลายในทิศทาง 45 องศา 
11 Corr90 การเกิดข้ึนร่วมกนัของลวดลายในทิศทาง 90 องศา 
12 Corr135 การเกิดข้ึนร่วมกนัของลวดลายในทิศทาง 135 องศา 
13 Avg_Cont ค่าเฉล่ียความชดัเจนของลวดลาย 
14 Avg_Corr ค่าเฉล่ียความเป็นเน้ือเดียวกนัของลวดลาย 
15 Avg_Homo ค่าเฉล่ียการเกิดข้ึนร่วมกนัของลวดลาย 
16 Hist_Avg ค่าเฉล่ียของกราฟฮิสโตแกรม 
17 Hist_Var ค่าความแปรปรวนของกราฟฮิสโตแกรม 
18 Hist_Skew ค่าความเบข้องกราฟฮิสโตแกรม 
19 Hist_Kur ค่าความโด่งของกราฟฮิสโตแกรม 
20 Peak_No จ านวนจุดยอดของกราฟท่ีมีการเปล่ียนโคง้ 

































4.2 การเพิม่ชุดข้อมูลจากลักษณะส าคญัของรูปร่าง (Additional Data from Shape    
            Feature : ADSF) 
จากตารางท่ี 4.3 จะเห็นว่าลกัษณะส าคญัของรูปร่างจะมีเพียงแค่คอลมัน์เดียวคือคอลมัน์ช่ือ 
Peak_No โดยค่าตวัเลขเหล่าน้ีไดม้าจากวิธีการหาลกัษณะส าคญัของรูปร่างในหวัขอ้ท่ี 2.3.3 ซ่ึงเป็น
การวดัระยะห่างจากจุดเซนทรอยด์ไปยงัเส้นขอบของรูปภาพ หลงัจากนั้นจึงท าการนับจุดเปล่ียน
โคง้ของเสน้ขอบแสดงรูปร่างออกมาเป็นตวัเลขดงัแสดงในตารางท่ี 4.3 เน่ืองจากลกัษณะส าคญัของ
รูปร่างในคอลมัน์ Peak_No เม่ือน าไปเขา้กระบวนการจ าแนกร่วมกบัลกัษณะส าคญัอ่ืน ๆ แลว้นั้น 
ประสิทธิภาพการจ าแนกยงัไม่ดีเท่าท่ีควร ดงันั้นจึงท าการเพ่ิมเติมลกัษณะส าคญัของรูปร่างโดยท า
การหาค่า Threshold ท่ีเหมาะสมของขอ้มูลในคอลมัน์ Peak_No ระหว่างกอ้นเน้ือไม่อนัตรายกบั
กอ้นเน้ืออนัตราย 
 วิธีการหาค่า Threshold ท่ีเหมาะสมท าไดด้งัน้ี 
1) น าขอ้มลูจากคอลมัน์ Peak_No จากคลาส Benign มาท าการพลอ็ตกราฟฮิสโตแกรม 
2) น าขอ้มลูจากคอลมัน์ Peak_No จากคลาส Malignant มาท าการพลอ็ตกราฟฮิสโตแกรม 
3) ท าการหาค่า Threshold ท่ีเหมาะสมโดยดูจากบริเวณท่ีกราฟฮิสโตแกรมทั้งสองฝ่ังมี
การซอ้นทบักนั (Overlapping) ดงัแสดงในรูปท่ี 4.1 
4) เมื่อไดค่้า Threshold แลว้ น าค่า Threshold ไปเป็นค่าในการเพ่ิมชุดขอ้มูลลกัษณะ
ส าคญัของรูปร่าง โดยท าการพิจารณาจากคอลมัน์  Peak_no เทียบกบัค่า Threshold ท่ี
หาไดจ้ากการพลอ็ตกราฟฮิสโตแกรม หากค่า Peak_no มีค่าน้อยกว่าค่า Threshold ให้
ท าการเพ่ิมตวัเลข 1 แทนท่ีคอลมัน์ Peak_no ต่อทา้ยไปอีกเป็นจ านวน 20 คอลมัน์ และ
หากค่า Peak_no มีค่ามากกว่าหรือเท่ากับค่า Threshold ให้ท าการเพ่ิมตวัเลข 100 

















รูปท่ี 4.1 กราฟฮิสโตแกรมแสดงความถ่ีของจุดพีคระหว่างกอ้นเน้ืออนัตราย 
                                  และกอ้นเน้ือไม่อนัตราย 
 
48 1 1 1 1 1 1 1 1……..
39 1 1 1 1 1 1 1 1……..
42 1 1 1 1 1 1 1 1……..
50 100 100 100 100 100 100 100 100……..
63 100 100 100 100 100 100 100 100……..
114 100 100 100 100 100 100 100 100……..





รูปท่ี 4.2 ภาพตวัอยา่งแสดงการเพ่ิมชุดขอ้มลูจากการพิจารณาฮิสโตแกรมลกัษณะส าคญัของรูปร่าง 
 
4.3 การทดสอบประสิทธิภาพการจ าแนกภาพแมมโมแกรม 
การทดสอบประสิทธิภาพการจ าแนกน้ีจะท าการเปรียบเทียบประสิทธิภาพความแม่น 
(Accuracy) ค่า Sesitivity ค่า Specificity ค่า F-measure และพ้ืนท่ีใตก้ราฟ ROC ในการจ าแนก
ขอ้มลูภาพแมมโมแกรมของอลักอริทึม 3 แบบ ไดแ้ก่ ซพัพอร์ตเวกเตอร์แมชชีน (เคอร์เนลฟังก์ชนั 
เรเดียลเบสิส) โครงข่ายประสาทเทียม และ นาอีฟเบย ์ขอ้มลูท่ีใชท้ดสอบแบ่งเป็น ขอ้มลูท่ีใชใ้นการ













จ านวน 77 ภาพ (คลาส Malignant) และกอ้นเน้ือไม่อนัตรายจ านวน 56 ภาพ (คลาส Benign) และ
ขอ้มลูท่ีใชท้ดสอบ (Test Data) จ  านวน 57 ขอ้มูล (30% จาก 190 ภาพ) โดยแบ่งเป็นภาพกอ้นเน้ือ
อนัตรายจ านวน 33 ภาพ และกอ้นเน้ือไม่อนัตรายจ านวน 24 ภาพ โดยน าขอ้มูล 70% ผ่านขั้นตอน
การฝึกสอน หลงัจากน าขอ้มลูผา่นการฝึกสอนแลว้จะไดโ้มเดลการจ าแนกเพื่อน าไปจ าแนกขอ้มูล
ทดสอบจ านวน 30%  หลงัจากนั้นจะท าการประเมินประสิทธิภาพของระบบด้วยการประเมิน





















                          รูปท่ี 4.3 แผนภาพวิธีการทดสอบประสิทธิภาพโมเดลส าหรับ 
                                        การจ าแนกขอ้มลูภาพแมมโมแกรม 
 
4.4 ผลการทดสอบประสิทธิภาพ 
ส าหรับการทดสอบประสิทธิภาพของระบบนั้น      จะใชข้อ้มลูลกัษณะส าคญัของภาพ 39 
คอลมัน์ (ลกัษณะส าคญัของลวดลายจ านวน 15 คอลมัน์ ลกัษณะส าคัญของกราฟฮิสโตแกรม













ขอ้มูลทดสอบจ านวน 57 ข้อมูลจากทั้ง 2 คลาส รายละเอียดการทดสอบประสิทธิภาพจะแบ่ง
ออกเป็น 2 กรณี ดงัต่อไปน้ี 
4.4.1 ผลการทดลองการเปรียบเทียบประสิทธิภาพความแม่นระหว่างซัพพอร์ต
เวกเตอร์แมชชีน โครงข่ายประสาทเทียม และ นาอฟีเบย์ 
จากผลการทดลองไดผ้ลลพัธด์งัต่อไปน้ี  ตารางท่ี  4.4   4.5  และ  4.6 แสดง 
ตาราง Confusion Matrix ในการค านวณหาค่าความแม่น ค่า Sensitivity  ค่า Specificity และค่า  
F-measureในการจ าแนกภาพแมมโมแกรมดว้ยซพัพอร์ตเวกเตอร์แมชชีน โครงข่ายประสาทเทียม 
และนาอีฟเบย ์ ตามล าดบั โดยใชล้กัษณะส าคญัทั้ง 3 แบบ คือ ลกัษณะส าคญัของรูปร่างแบบเพ่ิมชุด
ขอ้มูล ลกัษณะส าคัญของลวดลาย และลกัษณะส าคัญของกราฟฮิสโตแกรม  (ADSF,Texture, 
Histogram หรือ ADSF-TH) เป็นข้อมูลน าเขา้ ผลของการทดสอบคือ การจ าแนกดว้ยซพัพอร์ต
เวกเตอร์แมชชีนไดผ้ลความแม่นท่ีสูงสุดคือ 92.98% และยงัให้ค่า Sensitivity  ค่า Specificity และ
ค่า F-measure สูงท่ีสุดอีกดว้ยคือ 93.94% 91.67% และ 93.94% ตามล าดบั รองลงมาคือการจ าแนก
ดว้ยโครงข่ายประสาทเทียมให้ค่าความแม่น ค่า Sensitivity  ค่า Specificity และค่า F-measure คือ 
89.47% 90.91% 87.50% และ90.91% ตามล าดบั และส าหรับการจ าแนกดว้ยนาอีฟเบย ์ให้ค่าความ
แม่น ค่า Sensitivity ค่า Specificity และค่า F-measure คือ 82.45% 87.10% 79.92% และ 84.38% 
ตามล าดบั 
 
ตารางท่ี 4.4 Confusion Matrix ของการจ าแนกดว้ยซพัพอร์ตเวกเตอร์แมชชีน โดยใชล้กัษณะส าคญั
xxxxxxxxxxของรูปร่างแบบเพ่ิมชุดขอ้มลู ลกัษณะส าคญัของลวดลาย และลกัษณะส าคญัขอ’กราฟ
xxxxxxxxxxฮิสโตแกรม เป็นขอ้มลูน าเขา้ 




Positive True Positive (TP) = 
31 
False Positive 
(FP) = 2 
Accuracy 
= ((31+22) /  
   (31+22+2+2))*100 
= 92.98% 
Negative False Negative 
(FN) = 2 
True Negative 
(TN) = 22 
Precision  









= (20.93940.93944) / 














ตารางท่ี 4.5 Confusion Matrix ของการจ าแนกดว้ยโครงข่ายประสาทเทียม โดยใชล้กัษณะส าคญั 
xxxxxxxxxxของรูปร่างแบบเพ่ิมชุดขอ้มลู ลกัษณะส าคญัของลวดลาย และลกัษณะส าคญัของกราฟ 
xxxxxxxxxxฮิสโตแกรม เป็นขอ้มลูน าเขา้ 




Positive True Positive  
(TP) = 30 
False Positive 
(FP) = 3 
Accuracy  
= ((30+21) /  
   (30+21+3+3))*100 
= 89.47% 
Negative False Negative 
(FN) = 3 
True Negative 
(TN) = 21 
Precision  









= (20.90910.9091) / 
   (0.9091+0.9091) 
= 0.9091 
ตารางท่ี 4.6 Confusion Matrix ของการจ าแนกดว้ยนาอีฟเบย ์โดยใชล้กัษณะส าคญัของรูปร่างแบบ
xxxxxxxxxxเพ่ิมชุดข้อมูล ลกัษณะส าคัญของลวดลาย และลกัษณะส าคญัของกราฟฮิสโตแกรม  
 xxxxxxxxx เป็นขอ้มลูน าเขา้ 




Positive True Positive  
(TP) = 27 
False Positive 
(FP) = 6 
Accuracy 
= ((27+20) / 
   (27+20+6+4) )*100 
= 82.45% 
Negative False Negative 
(FN) = 4 
True Negative 
(TN) = 20 
Precision  
= 27 / (27+6) 
= 0.8182 
Sensitivity  






= (20.81820.8710) / 
















ตารางท่ี  4.7   4.8  และ  4.9 แสดง Confusion Matrix ในการค านวณหาค่า 
ความแม่น ค่า Sensitivity ค่า Specificity และค่า F-measure ในการจ าแนกภาพแมมโมแกรมดว้ยซพั
พอร์ตเวกเตอร์แมชชีน โครงข่ายประสาทเทียม และนาอีฟเบย ์ ตามล าดบั โดยใชล้กัษณะส าคญัของ
รูปร่างแบบไม่เพ่ิมชุดขอ้มลู ลกัษณะส าคญัของลวดลาย และลกัษณะส าคญัของกราฟฮิสโตแกรม 
(Shape, Texture, Histogram หรือ STH) เป็นขอ้มลูน าเขา้ ผลของการทดสอบคือ การจ าแนกดว้ยซพั
พอร์ตเวกเตอร์แมชชีนไดผ้ลความแม่นคือ 87.27% ค่า Sensitivity ค่า Specificity และค่า F-measure 
คือ 90.63% 84.00% และ89.23% ตามล าดบั การจ าแนกดว้ยโครงข่ายประสาทเทียมใหค่้าความแม่น 
ค่า Sensitivity ค่า Specificity และค่า F-measure คือ 84.21% 87.50% 80.00% และ86.15% 
ตามล าดบั และส าหรับการจ าแนกดว้ยนาอีฟเบย ์ใหค่้าความแม่น ค่า Sensitivity ค่า Specificity และ
ค่า F-measure คือ 78.95% 83.87% 73.08% และ 81.25% ตามล าดบั 
 
ตารางท่ี 4.7 Confusion Matrix ของการจ าแนกดว้ยซพัพอร์ตเวกเตอร์แมชชีน โดยใชล้กัษณะส าคญั 
xxxxxxxxxxของรูปร่างแบบไม่เพ่ิมชุดขอ้มูล ลกัษณะส าคญัของลวดลาย และลกัษณะส าคญัของ   
xxxxxxxxxxกราฟฮิสโตแกรม เป็นขอ้มลูน าเขา้ 




Positive True Positive (TP) = 
29 
False Positive 
(FP) = 4 
Accuracy 
= ((29+21) /  
   (29+21+4+3))*100 
= 87.72% 
Negative False Negative 
(FN) = 3 
True Negative 
(TN) = 21 
Precision  









= (20.87880.9063) / 




















ตารางท่ี 4.8 Confusion Matrix ของการจ าแนกดว้ยโครงข่ายประสาทเทียม โดยใช้ลกัษณะส าคญั 
xxxxxxxxxxของรูปร่างแบบไม่เพ่ิมชุดขอ้มูล ลกัษณะส าคญัของลวดลาย และลกัษณะส าคญัของ 
xxxxxxxxxxกราฟฮิสโตแกรม เป็นขอ้มลูน าเขา้ 




Positive True Positive  
(TP) = 28 
False Positive 
(FP) = 5 
Accuracy  
= ((28+20) /  
   (28+20+5+4))*100 
= 84.21% 
Negative False Negative 
(FN) = 4 
True Negative 
(TN) = 20 
Precision  









= (20.84850.8750) / 
   (0.8485+0.8750) 
= 0.8615 
ตารางท่ี 4.9 Confusion Matrix ของการจ าแนกดว้ยนาอีฟเบย ์โดยใชล้กัษณะส าคญัของรูปร่างแบบ 
xxxxxxxxxxไม่เพ่ิมชุดขอ้มลู ลกัษณะส าคญัของลวดลาย และลกัษณะส าคญัของกราฟฮิสโตแกรม  
xxxxxxxxxxเป็นขอ้มลูน าเขา้ 




Positive True Positive  
(TP) = 26 
False Positive 
(FP) = 7 
Accuracy 
= ((26+19) / 
   (26+19+7+5) )*100 
= 78.95% 
Negative False Negative 
(FN) = 5 
True Negative 
(TN) = 19 
Precision  
= 26 / (26+7) 
= 0.7879 
Sensitivity  






= (20.78790.8387) / 
















4.4.2 ผลการทดลองการเปรียบเทยีบพืน้ที่ใต้กราฟ ROC ระหว่างอลักอริทึม 3 แบบ 
จากการทดลองได้ผลลพัธ์ดังต่อไปนี ้   ส าหรับการใช้ข้อมูลลกัษณะส าคญั 
แบบ ADSF-TH  คือ ลกัษณะส าคญัของรูปร่างแบบเพ่ิมชุดขอ้มูล ลกัษณะส าคญัของลวดลาย และ
ลกัษณะส าคญัของกราฟฮิสโตแกรม อลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน เป็นอลักอริทึมท่ีให้ค่า
พ้ืนท่ีใตก้ราฟ ROC มากท่ีสุด คือ 0.94 รองลงมาเป็นอลักอริทึมโครงข่ายประสาทเทียมให้ค่าพ้ืนท่ี
ใตก้ราฟ คือ 0.89 และล าดบัสุดทา้ยคืออลักอริทึมนาอีฟเบย ์ให้ค่าพ้ืนท่ีใตก้ราฟ คือ 0.83 ดงัแสดง
ในรูปท่ี 4.4 
ส าหรับการใชข้อ้มลูลกัษณะส าคญัแบบ STH คือ ลกัษณะส าคญัของรูปร่าง 
แบบไม่เพ่ิมชุดข้อมูล ลกัษณะส าคัญของลวดลาย และลกัษณะส าคัญของกราฟฮิสโตแกรม 
อลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน ให้ค่าพ้ืนท่ีใตก้ราฟ ROC มากท่ีสุด คือ 0.86 รองลงมาเป็น
อลักอริทึมโครงข่ายประสาทเทียมให้ค่าพ้ืนท่ีใตก้ราฟ คือ 0.81 และล าดบัสุดทา้ยคืออลักอริทึมนา
อีฟเบย ์ใหค่้าพ้ืนท่ีใตก้ราฟ คือ 0.74  ดงัแสดงในรูปท่ี 4.5 
 ดงันั้นจึงสรุปไดว้่าอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนมีประสิทธิภาพใน 
การจ าแนกดีท่ีสุดคือไดพ้ื้นท่ีใตก้ราฟ ROC มากท่ีสุด และใหค่้า False Positive Rate ต  ่าสุดซ่ึงส่งผล



















รูปท่ี 4.5 พ้ืนท่ีใตก้ราฟ ROC โดยใชล้กัษณะส าคญัแบบ TSH 
 
ส าห รับต า ร า ง ท่ี    4 . 1 0    เ ป็ นก า รแสดงก า ร เป รี ยบ เ ที ยบ ค่ า  
ค ว า ม แม่ น  ค่ า  Sensitivity   ค่า Specificity ค่า F-measure และ พ้ืนท่ีใตก้ราฟ ROC ระหว่าง 3 
อลักอริทึม จากค่าท่ีแสดงในตารางจะให้เห็นว่าการจ าแนกดว้ยซพัพอร์ตเวกเตอร์แมชชีน โดยใช้
ขอ้มลูจากลกัษณะส าคญัแบบ ADSF-TH ใหค่้าสูงท่ีสุดในทุกดา้น และในรูปท่ี 4.6 4.7 4.8 และ 4.9 
แสดงกราฟเปรียบเทียบประสิทธิภาพการจ าแนกโดยแสดงค่าความแม่น ค่า Sensitivity ค่า 
Specificity และ ค่า F-measure ของทั้ง 3 อลักอริทึม 
 
ตารางท่ี 4.10 เปรียบเทียบค่า Accuracy Sensitivity Specificity F-measure และ AUC  











ADSF-TH 92.98% 93.94% 91.67% 93.94% 0.94 
STH 87.72% 90.63% 84.00% 89.23% 0.86 
ANN 
 
ADSF-TH 89.47% 90.91% 87.50% 90.91% 0.89 
STH 84.21% 87.50% 80.00% 86.15% 0.81 
Naïve 
Bayes 
ADSF-TH 82.45% 87.10% 79.92% 84.38% 0.83 

























































ร่วมกบัซพัพอร์ตเวกเตอร์แมชชีน ไดท้ าการทดสอบกบัขอ้มูลภาพแมมโมแกรมจ านวน  190 ภาพ
โดยประกอบดว้ยขอ้มูลภาพ 2 คลาส คือ ก้อนเน้ืออนัตราย ก้อนเน้ือไม่อนัตราย  กระบวนการ
ประมวลผลภาพไดถ้กูน ามาใช ้เพื่อท าการดึงเฉพาะลกัษณะส าคญัของภาพ ก่อนน าขอ้มูลลกัษณะ
ส าคัญไปเข้ากระบวนการจ าแนก และประเมินประสิทธิภาพ  สามารถสรุปผลการทดสอบ
เปรียบเทียบไดด้งัน้ี 
1) การประมวลภาพ โดยใชว้ิธีการก าจดัสญัญาณรบกวนในภาพดว้ยตวักรองมธัยฐาน 
การแกไ้ขค่าแกมมา และ การขยายส่วนของพ้ืนท่ี มีผลท าให้ขอ้มูลภาพมีขนาดเล็กลง และท าให้
สามารถดึงลกัษณะส าคญัของภาพออกมาได้ง่ายข้ึน เพ่ือลดมิติขอ้มูลในการน าเขา้กระบวนการ
จ าแนก เน่ืองจากข้อมูลความเข้มสีของภาพเป็นข้อมูลท่ีมีขนาดมิติใหญ่มาก ซ่ึงส่งผลต่อ
ประสิทธิภาพในการจ าแนกโดยตรง 
2) ลกัษณะส าคญั 3 ประเภทท่ีน ามาใชใ้นการจ าแนก ไดแ้ก่ ลกัษณะส าคญัของรูปร่าง 
แบบเพ่ิมชุดขอ้มลู ลกัษณะส าคญัของลวดลาย และ ลกัษณะส าคญัของกราฟฮิสโตแกรม และ เป็น
ขอ้มลูท่ีส าคญัท่ีท าใหก้ารจ าแนกมีประสิทธิภาพ โดยเฉพาะอยา่งยิง่ ลกัษณะส าคญัของรูปร่างแบบ
เพ่ิมชุดขอ้มลู ซ่ึงเป็นตวับ่งบอกความหยกัของกอ้นเน้ือ และเป็นลกัษณะส าคญัท่ีท าใหก้ารจ าแนกมี
ประสิทธิภาพเพ่ิมมากข้ึนอยา่งมีนยัส าคญั 
3) การจ าแนกภาพแมมโมแกรมดว้ยอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนโดยใชเ้คอร์เนล 
ฟังก์ชนั เรเดียลเบสิส โดยใชล้กัษณะส าคญัทั้ง 3 แบบ คือ ลกัษณะส าคญัของรูปร่างแบบเพ่ิมชุด
ขอ้มูล ลกัษณะส าคัญของลวดลาย และ ลกัษณะส าคัญของฮิสโตแกรม ให้ประสิทธิภาพในการ
จ าแนกดีท่ีสุด เม่ือเปรียบเทียบกบัอีก 2 อลักอริทึม คือ โครงข่ายประสาทเทียม และ นาอีฟเบย ์โดย
การจ าแนกด้วยซัพพอร์ตเวกเตอร์แมชชีนได้ค่าความแม่น  ค่า Sesitivity ค่า Specificity ค่า  



















การจ าแนกมะเร็งเตา้นมจากภาพแมมโมแกรม มีวตัถุประสงค์เพ่ือท าการจ าแนกกอ้นเน้ือ
ภายในภาพแมมโมแกรมว่าเป็นกอ้นเน้ือไม่อนัตรายหรือกอ้นเน้ืออนัตราย เพื่อประโยชน์ในการช่วย
นกัรังสีวิทยาวินิจฉยัโรคมะเร็งเตา้นม และยงัช่วยท าให้ผูป่้วยไดรู้้ผลการวินิจฉัยเบ้ืองตน้จากภาพ 
แมมโมแกรมโดยไม่จ  าเป็นตอ้งมีความเส่ียงจากการผา่ตดัเพ่ือน าช้ินเน้ือในเตา้นมไปตรวจสอบ  
ในปัจจุบนัมีนกัวิจยัจ  านวนมากพฒันาประสิทธิภาพของการจ าแนกภาพแมมโมแกรมโดย
ใชเ้ทคนิควิธีต่าง ๆ ของการประมวลผลภาพร่วมกบัเทคนิควิธีการเรียนรู้ของเคร่ือง เพ่ือเพ่ิมความ
แม่นในการจ าแนกมะเร็งเตา้นมจากภาพแมมโมแกรม การปรับปรุงภาพก่อนการน าไปจ าแนกเป็น
ขั้นตอนท่ีส าคญัเน่ืองจากภาพแมมโมแกรมอาจมีความไม่ชดัเจนหรือมีสัญญาณรบกวนในภาพ ท า
ใหก้ารจ าแนกไดผ้ลท่ีไม่ดีนกั  
ดงันั้นวตัถุประสงคข์องงานวิจยัวิทยานิพนธน้ี์คือ เสนอวิธีการปรับปรุงภาพ โดยการก าจดั
หรือลดสญัญาณรบกวนภายในภาพออกไป แลว้จึงท าการปรับปรุงภาพโดยท าใหค้วามเขม้สีบริเวณ
ก้อนเน้ือในภาพชัดเจนข้ึน จากนั้ นจึงใช้เทคนิคการประมวลผลภาพด้วยวิธีการหาขอบเขตท่ี
น่าสนใจ โดยใช้ขั้นตอนวิธีในการตัดเฉพาะบริเวณก้อนเน้ือในภาพแมมโมแกรมเพ่ือน ามา
ประมวลผล หลงัจากไดบ้ริเวณขอบเขตท่ีสนใจแลว้ ขั้นตอนก่อนการจ าแนกอีกขั้นตอนหน่ึงคือการ
หาลกัษณะส าคญัภายในบริเวณขอบเขตท่ีสนใจ โดยงานวิจยัน้ีจะพิจารณาลกัษณะส าคญั 3 ลกัษณะ 
คือ ลกัษณะส าคญัของรูปร่างแบบเพ่ิมชุดขอ้มลู ลกัษณะส าคญัของลวดลาย และลกัษณะส าคญัของ
ฮิสโตแกรม และ และในขั้นตอนสุดทา้ย ลกัษณะส าคญัทั้ง 3 แบบจะถกูน าไปใชใ้นการจ าแนก ดว้ย
เทคนิควิธีในการจ าแนกขอ้มลูแบบมีผูส้อนท่ีช่ือว่าซพัพอร์ตเวกเตอร์แมชชีน วิธีซพัพอร์ตเวกเตอร์
แมชชีนน้ีนิยมใชใ้นการจ าแนกขอ้มูลภาพ เน่ืองจากขอ้มูลภาพเป็นขอ้มูลท่ีมีมิติขอ้มูลสูง และซพั
พอร์ตเวกเตอร์แมชชีนสามารถใช้ร่วมกับเคอร์เนลฟังก์ชันหลายแบบ งานวิจัยน้ีใช้เคอร์เนล
ฟังก์ชันเรเดียลเบสิสซ่ึงให้ผลความแม่นในการจ าแนกดีท่ีสุด และได้ท าการเปรียบเทียบ
ประสิทธิภาพการจ าแนกระหว่างเทคนิควิธีซพัพอร์ตเวกเตอร์แมชชีนกบัเทคนิคการจ าแนกอ่ืน ๆ 
เช่น โครงข่ายประสาทเทียม และ นาอีฟเบย ์โดยพบว่าการน าลกัษณะส าคญัของรูปร่างแบบเพ่ิมชุด















จากผลการทดสอบประสิทธิภาพของการจ าแนกภาพแมมโมแกรม ดว้ยชุดขอ้มลูมาตรฐาน 








































































Average Variance Skewness Kurtosis 
0.002196 0.020183 -0.21837 -0.00766 
 
 
48 1 1 1 1 1 1 1 1……..
39 1 1 1 1 1 1 1 1……..
42 1 1 1 1 1 1 1 1……..
50 100 100 100 100 100 100 100 100……..
63 100 100 100 100 100 100 100 100……..
114 100 100 100 100 100 100 100 100……..





ขอ้มลูท่ีใชใ้นการฝึกสอน (Train) จ  านวน 133 ภาพ 
ขอ้มลูท่ีใชใ้นการทดสอบ (Test) จ  านวน 157 ภาพ 
 
Accuracy, Sensitivity, Specificity, F-measure และ ROC 
 

























1) ขอ้มลูภาพแมมโมแกรม (Mammography) 
ขอ้มลูภาพแมมโมแกรมท่ีมาจากชุดขอ้มลูมาตรฐาน DDSM เป็นภาพระดบัสีเทาซ่ึงมี 
ขนาดภาพค่อนขา้งใหญ่ประมาณ 3000 4000 พิกเซล โดยผูว้ิจยัไดท้ าการคดัเลือกภาพแมมโม 
แกรมในมุมมองแบบ CC มาจ านวน 190 ภาพ ประกอบดว้ยภาพกอ้นเน้ืออนัตรายจ านวน 110 ภาพ 
และกอ้นเน้ือไม่อนัตรายจ านวน 80 ภาพ ในงานวิจยัน้ีใชจ้  านวนภาพในการฝึกสอนโมเดล (Test) 
จ านวน 133 ภาพ ประกอบดว้ยภาพกอ้นเน้ืออนัตรายจ านวน 77ภาพ กอ้นเน้ือไม่อนัตรายจ านวน 56 
ภาพ และใชภ้าพในการทดสอบ (Test) จ  านวน 57 ภาพ ประกอบดว้ยภาพกอ้นเน้ืออนัตรายจ านวน 
33 ภาพ กอ้นเน้ือไม่อนัตรายจ านวน 24 ภาพ 
2) การปรับปรุงภาพแมมโมแกรม (Preprocessing) 
- การก าจดัสญัญาณรบกวนภายในภาพดว้ยวิธีมีเดียนฟิลเตอร์ (Median Filter) ซ่ึง 
สญัญาณรบกวนน้ีเกิดจากคุณภาพของอุปกรณ์ในการรับภาพ หลกัการของมีเดียนฟิลเตอร์คือการใช้
หน้าต่างขนาดเล็กเช่น 33 พิกเซล หรือ 55 พิกเซลเล่ือนไปบนภาพท่ีตอ้งการก าจดัสัญญาณ
รบกวน โดยในขณะท่ีเล่ือนนั้นในหนา้ต่างขนาดเล็กก็ท าหน้าท่ีให้การค านวณและเปล่ียนแปลงค่า
พิกเซล ณ จุดใด ๆ โดยท าการเรียงค่าความเขม้สีของบริเวณหนา้ต่างท่ีครอบภาพ และท าการเรียงค่า
จากน้อยไปมาก จากนั้นจึงท าการคัดเลือกค่าท่ีมธัยฐานแลว้น าค่ามธัยฐานแทนท่ีลงในพิกเซล
ปัจจุบนั ดงันั้นเม่ือภาพผา่นกระบวนการของมีเดียนฟิลเตอร์แลว้ ภาพจะมีความชดัเจนข้ึนในระดบั
หน่ึง 
-วิธีแกไ้ขแกมมา (Gamma Correction) เป็นการปรับปรุงความชดัเจนของภาพ โดยเพ่ิม 
ความเขม้สีในบริเวณท่ีคาดว่าเป็นกอ้นเน้ือเพ่ือท าให้เห็นภาพบริเวณกอ้นเน้ือไดช้ดัเจนยิ่งข้ึน ใน
ขณะเดียวกนัก็ท าการปรับลดความเขม้สีในบริเวณท่ีเป็นพ้ืนหลงัลงดว้ย การแกไ้ขแกมมาช่วยให้
ค ว า ม เ ข้ ม สี ใ น บ ริ เ ว ณ ท่ี ส ว่ า ง ยิ่ ง มี ค ว า ม เ ข้ ม สี ท่ี ม า ก ข้ึ น  แ ล ะ ใ น ท า ง ต ร ง 
กนัขา้มบริเวณท่ีเป็นพ้ืนหลงัท่ีมีความเขม้สีท่ีค่อนขา้งมืดก็จะถูกปรับลดความเขม้สีลง ส่งผลให้
บริเวณท่ีเป็นกอ้นเน้ือมีความส าคญัชดัข้ึนมา โดยสอดคลอ้งกบัท่ีนกัรังสีวิทยาไดก้ล่าวไวว้่า บริเวณ
ท่ีเป็นกอ้นเน้ือท่ีมีความผดิปกติ ความเขม้สีบริเวณนั้นจะมีมากกว่าบริเวณอ่ืน ๆ ซ่ึงวิธีการน้ีจะเป็น
ประโยชน์ในการน าไปเขา้กระบวนการแบ่งขอบเขตภาพหรือ ROI ต่อไป 
3) การแบ่งขอบเขตภาพ (Image Segmentation) 
ขั้นตอนการแบ่งขอบเขตภาพนั้นเป็นขั้นตอนท่ีส าคญัอีกขั้นตอนหน่ึงก่อนน าภาพไป 
ท าการจ าแนก เน่ืองจากภาพแมมโมแกรมมีขนาดใหญ่ประมาณ  30004000 พิกเซล ซ่ึงบริเวณท่ี
สนใจนั้นจะเป็นบริเวณกอ้นเน้ือท่ีมีความเขม้สี (Intensity) ค่อนขา้งสูงเท่านั้น ดงันั้นพ้ืนหลงัใน 













กระบวนการน้ีจะช่วยลดขนาดขอ้มูล ท าให้การจ าแนกท าไดร้วดเร็วข้ึนและไม่ท าให้เกิดปัญหา
หน่วยความจ าเต็มระหว่างการจ าแนก ในขั้นตอนน้ีเราจะใชว้ิธีการการขยายพ้ืนท่ีของส่วนภาพ หรือ 
Region Growing ซ่ึงวิธีน้ีเป็นวิธีท่ีนิยมใช้ในการแบ่งส่วนภาพภายในภาพแมมโมแกรม Region 
Growing ท าไดโ้ดยเร่ิมตน้พิจารณาจุดก่ึงกลาง เม่ือพบจุดภาพท่ีเป็นบริเวณขอบของ จุดก่ึงกลางหรือ 
Seed Region ก็จะพิจารณาจุดภาพขา้งเคียง (Neighbor) ดว้ยการวางหน้าต่างขนาด 33 ครอบ
จุดภาพนั้น หากจุดภาพขา้งเคียงใดมีค่าระดบัสีเทาอยูใ่นขอบเขตของการขยายพ้ืนท่ี ก็จะท าการรวม
หรือขยายพ้ืนท่ีส่วนภาพไปยงัจุดขา้งเคียงนั้น แต่ถา้ไม่ ก็จะพิจารณาจุดขา้งเคียงถดัไป กระบวนการ
ขยายส่วนพ้ืนท่ีของภาพน้ี จะกระท ากับทุก ๆ Seed Region แบบวนซ ้ าไปเร่ือย ๆ จนกระทัง่ไม่
สามารถขยายพ้ืนท่ีได ้ 
4) การดึงลกัษณะส าคญัในภาพ (Image Feature Extraction) 
ลกัษณะส าคญัทั้ง 3 แบบท่ีใชใ้นงานวิจยัน้ี คือ ลกัษณะส าคญัของรูปร่างแบบเพ่ิมชุด 
ขอ้มูล (Additional Data from Shape Feature หรือ ADSF) ลกัษณะส าคญัของลวดลาย (Texture 
Feature) และลกัษณะส าคัญของกราฟฮิสโตแกรม (Histogram Feature) จากการทดลองพบว่า 
ลกัษณะส าคญัของรูปร่างแบบเพ่ิมชุดขอ้มูล (ADSF) มีผลอย่างมากในการเพ่ิมประสิทธิภาพการ
จ าแนก เมื่อเปรียบเทียบกบั ลกัษณะส าคญัของรูปร่างแบบไม่เพ่ิมชุดขอ้มูล ซ่ึงลกัษณะส าคญัของ
รูปร่างนั้นจะเป็นตัวบ่งบอกถึงความหยกัของกอ้นเน้ือในภาพแมมโมแกรม ลกัษณะส าคญัของ
รูปร่างแบบเพ่ิมชุดขอ้มลู ท าใหก้ารจ าแนกมีประสิทธิภาพเพ่ิมมากข้ึนอยา่งมีนยัส าคญั 
5) การจ าแนกภาพแมมโมแกรมดว้ย SVM (SVM Classification) 
ในงานวิจยัน้ีทางผูว้ิจยัไดใ้ชซ้พัพอร์ตเวกเตอร์แมชชีนในการจ าแนกโดยใชเ้คอร์เนล 
ฟังกช์นัเรเดียลเบสิสซ่ึงให้ประสิทธิภาพในการจ าแนกดีกว่าเคอร์เนลฟังก์ชนัอ่ืน ส าหรับลกัษณะ
ส าคญัท่ีใชเ้ป็นขอ้มลูในการจ าแนกนั้นจะใชล้กัษณะส าคญั 3 แบบ ไดแ้ก่ ลกัษณะส าคญัของรูปร่าง
แบบเพ่ิมชุดขอ้มลู ลกัษณะส าคญัของลวดลาย และลกัษณะส าคญัของความเขม้สีจากฮิสโตแกรม 
ในงานวิจยัน้ีไดน้ าการจ าแนกอีก*2*วิธีคือนาอีฟเบย ์และ โครงข่ายประสาทเทียมมาเปรียบเทียบกบั
อลักอริทึมท่ีน าเสนออีกดว้ย   
6) การประเมินประสิทธิภาพ (Evaluation) 
ส าหรับเกณฑท่ี์ใชใ้นการประเมินสิทธิภาพของโมเดลในงานวิจยัน้ี ไดแ้ก่ เกณฑค์วาม 
แม่น (Accuracy) ค่า Sensitivity ค่า Specificity ค่า F-measure และ กราฟ Receiver Operation 
Characteristic หรือ กราฟ ROCในกระบวนการจ าแนกดว้ยอลักอริทึม 3 แบบ คือ ซพัพอร์ตเวกเตอร์













อลักอริทึมซัพพอร์ตเวกเตอร์แมชชีน (เคอร์เนลฟังก์ชัน เรเดียลเบสิส) ให้ค่าความแม่น  ค่า 
Sensitivity ค่า Specificity ค่า F-measure และพ้ืนท่ีใตก้ราฟ ROC สูงท่ีสุด  
 จากการสรุปผลการทดสอบประสิทธิภาพของการจ าแนกภาพแมมโมแกรมจะเห็นไดว้่า 
การประมวลผลภาพมีความจ าเป็นอย่างมากเพื่อลดทอนขอ้มูลภาพแมมโมแกรมให้มีขนาดเล็กลง 
รวมทั้งปรับปรุงคุณภาพของภาพแมมโมแกรมให้มีความชดัเจนมากยิ่งข้ึน จากการเปรียบเทียบ
อลักอริทึมส าหรับจ าแนกทั้ง 3 แบบ  ผลปรากฎว่าซพัพอร์ตเวกเตอร์แมชชีน (เคอร์เนลฟังก์ชนั 
เรเดียลเบสิส) มีความเหมาะสมและมีประสิทธิภาพดีท่ีสุดในการจ าแนกขอ้มูลภาพแมมโมแกรม 
เมื่อใชข้้อมูลลกัษณะส าคญัร่วมกนัทั้ง 3 แบบ คือ ลกัษณะส าคญัของรูปร่าง แบบเพ่ิมชุดข้อมูล 
ลกัษณะส าคญัของลวดลาย และลกัษณะส าคญัของกราฟฮิสโตแกรม โดยเฉพาะอย่างยิ่งลกัษณะ




เน่ืองจากภาพแมมโมแกรมมีขนาดภาพท่ีใหญ่มาก ท าใหใ้นส่วนของการประมวลผลภาพมี 
ความล่าชา้ เน่ืองจากในงานวิจยัน้ีไดใ้ชก้ารประมวลผลภาพหลากหลายวิธี  เพ่ือท าการปรับปรุงภาพ
ใหมี้คุณภาพท่ีดีข้ึน  ก่อนน าไปเขา้กระบวนการจ าแนก ซ่ึงงานวิจยัในอนาคตอาจจะพิจารณาน าเอา
เทคนิคการปรับปรุงภาพอ่ืน ๆ มาใช ้เพ่ือท าใหก้ระบวนการปรับปรุงภาพมีความรวดเร็วมากยิง่ข้ึน 
 งานวิจยัน้ีในขั้นตอนการคดัเลือกลกัษณะส าคญันั้น เป็นการทดสอบการผสมผสานลกัษณะ
ส าคัญ 3 แบบ และน ามาเปรียบเทียบประสิทธิภาพเพื่อสรุปว่าลักษณะส าคัญใด มีผลท าให้
ประสิทธิภาพในการจ าแนกดีข้ึน ซ่ึงการน าลกัษณะส าคญัมาผสมผสานกนันั้นยงัไม่เป็นอตัโนมติั 
ท าให้หากมีลกัษณะส าคญัหลาย ๆ แบบจะท าให้ส้ินเปลืองเวลาในการทดสอบและเปรียบเทียบ  
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% Author: Pranam Janney                           02/11/2003    14:30 
% Outputs: 
%         Correction = gamma correction for the input image 
% Inputs: 
%         Image = input image file 
%         GammaValue= gamma correction factor, if not specified gamma = 1 
 
function Y=gamma_correction(X, in_interval, out_interval, gamma); 
% Default return value 
% X is an input image. Y is an output image 
Y=[];  
% Parameter check 
if nargin~=4 
   disp('Error: The function takes exactly four arguments.'); 
   return; 
end 
% Init. Operations 
X=double(X); 
[a,b]=size(X); 
% Map to input interval 
if ~isempty(in_interval) 
    if length(in_interval)==2 
        X=adjust_range(X,in_interval); 
    else 
       disp('Error: Input interval needs to be a two-component vector.'); 
       return; 
    end 
end 
% Do gamma correction 













% Map to output interval 
if ~isempty(out_interval) 
    if length(out_interval)==2 
        Y=adjust_range(X,out_interval); 
    else 
       disp('Error: Output interval needs to be a two-component vector.'); 
       return; 

































% Author: D. Kroon, University of Twente 
% Outpur 
%  J : logical output image of region 
 
%Input 
%  I : input image  
%  x,y : the position of the seedpoint (if not given uses function getpts) 
%  t : maximum intensity distance (defaults to 0.2) 
 
function J=regiongrowing(I,x,y,reg_maxdist) 
if(exist('reg_maxdist','var')==0), reg_maxdist=0.2; end 
if(exist('y','var')==0), figure, imshow(I,[]); [y,x]=getpts; y=round(y(1)); x=round(x(1)); end 
J = zeros(size(I)); % Output  
Isizes = size(I); % Dimensions of input image 
reg_mean = I(x,y); % The mean of the segmented region 
reg_size = 1; % Number of pixels in region 
 
% Free memory to store neighbours of the (segmented) region 
neg_free = 10000; neg_pos=0; 
neg_list = zeros(neg_free,3);  
pixdist=0; % Distance of the region newest pixel to the regio mean 
 
% Neighbor locations (footprint) 
neigb=[-1 0; 1 0; 0 -1;0 1]; 
 
% Start regiogrowing until distance between regio and posible new pixels become 
% higher than a certain threshold 
while(pixdist<reg_maxdist&&reg_size<numel(I)) 
    % Add new neighbors pixels 













        % Calculate the neighbour coordinate 
        xn = x +neigb(j,1); yn = y +neigb(j,2); 
                % Check if neighbour is inside or outside the image 
        ins=(xn>=1)&&(yn>=1)&&(xn<=Isizes(1))&&(yn<=Isizes(2)); 
                % Add neighbor if inside and not already part of the segmented area 
        if(ins&&(J(xn,yn)==0))  
                neg_pos = neg_pos+1; 
                neg_list(neg_pos,:) = [xn yn I(xn,yn)]; J(xn,yn)=1; 
        end 
    end 
    % Add a new block of free memory 
    if(neg_pos+10>neg_free), neg_free=neg_free+10000; neg_list((neg_pos+1):neg_free,:)=0; end 
    % Add pixel with intensity nearest to the mean of the region, to the region 
    dist = abs(neg_list(1:neg_pos,3)-reg_mean); 
    [pixdist, index] = min(dist); 
    J(x,y)=2; reg_size=reg_size+1; 
    % Calculate the new mean of the region 
    reg_mean= (reg_mean*reg_size + neg_list(index,3))/(reg_size+1); 
      % Save the x and y coordinates of the pixel (for the neighbour add proccess) 
    x = neg_list(index,1); y = neg_list(index,2); 
        % Remove the pixel from the neighbour (check) list 
    neg_list(index,:)=neg_list(neg_pos,:); neg_pos=neg_pos-1; 
end 

















%ฟังก์ชันลกัษณะส าคญัของฮสิโตแกรม (MATLAB) 
function [meanGL varianceGL skew kurtosis] = GetSkewAndKurtosis(GLs, pixelCounts) 
    try 
        % Get the number of pixels in the histogram. 
        numberOfPixels = sum(pixelCounts); 
        % Get the mean gray lavel. 
        meanGL = sum(GLs .* pixelCounts) / numberOfPixels; 
        % Get the variance, which is the second central moment. 
        varianceGL = sum((GLs - meanGL) .^ 2 .* pixelCounts) / (numberOfPixels-1); 
        % Get the standard deviation. 
        sd = sqrt(varianceGL); 
        % Get the skew. 
        skew = sum((GLs - meanGL) .^ 3 .* pixelCounts) / ((numberOfPixels - 1) * sd^3); 
        % Get the kurtosis. 
        kurtosis = sum((GLs - meanGL) .^ 4 .* pixelCounts) / ((numberOfPixels - 1) * sd^4); 
    catch ME 
        errorMessage = sprintf('Error in GetSkewAndKurtosis().\nThe error reported by MATLAB 
is:\n\n%s', ME.message); 
        uiwait(warndlg(errorMessage)); 
        set(handles.txtInfo, 'String', errorMessage); 
    end 




















%ฟังก์ชันลกัษณะส าคญัของรูปร่าง (MATLAB) 
 
% Eli Billauer, 3.4.05 
% Output 
% maxtab: maximum peak 
% mintab: minimum peak 
% Input 
% v: Vector  delta:   x:  
 
function [maxtab, mintab]=detectpeak(v, delta, x) 
%Detect peaks in a vector 
maxtab = []; 
mintab = []; 
 v = v(:); % Just in case this wasn't a proper vector 
 if nargin < 3 
  x = (1:length(v))'; 
else  
  x = x(:); 
  if length(v)~= length(x) 
    error('Input vectors v and x must have same length'); 
  end 
end 
   
if (length(delta(:)))>1 
  error('Input argument DELTA must be a scalar'); 
end 
  
if delta <= 0 
  error('Input argument DELTA must be positive'); 
end 
  













mnpos = NaN; mxpos = NaN; 
  
lookformax = 1; 
 for i=1:length(v) 
  this = v(i); 
  if this > mx, mx = this; mxpos = x(i); end 
  if this < mn, mn = this; mnpos = x(i); end 
   
  if lookformax 
    if this < mx-delta 
      maxtab = [maxtab ; mxpos mx]; 
      mn = this; mnpos = x(i); 
      lookformax = 0; 
    end   
  else 
    if this > mn+delta 
      mintab = [mintab ; mnpos mn]; 
      mx = this; mxpos = x(i); 
      lookformax = 1; 
    end 





















function [outclass, f]=my_svm() 
outclass = []; %output class 
f = []; %output score 
rrow = 190; 
classcol = 20; 
dat = csvread('total_shape.csv'); 
data = dat(1:rrow,1:classcol); 
groups = dat(1:rrow,classcol+1); 
groups2 = vertcat(dat(1:56,classcol+1),dat(81:157,classcol+1)); 
groups3 = vertcat(dat(57:80,classcol+1),dat(158:190,classcol+1)); 
% Matlab build-in SVM  
 [g, gn]                 = grp2idx(dat(1:rrow,classcol+1));     % Nominal class to numeric 
  
% Split training and testing sets 
[trainIdx, testIdx]     = crossvalind('HoldOut', dat(1:rrow,classcol+1),0.3,'classes',{'0','1'}); 
  
pairwise                = nchoosek(1:length(gn),2);            % 1-vs-1 pairwise models 
svmModel                = cell(size(pairwise,1),1);            % Store binary-classifers 
predTest                = zeros(sum(testIdx),numel(svmModel)); % Store binary predictions 
  
% classify using one-against-one approach, SVM with rbf 
for k=1:numel(svmModel) 
    % get only training instances belonging to this pair 
    idx = trainIdx  
    % train 
    svmModel{k}             = svmtrain(data(idx,:), g(idx), ...   
    'Autoscale',true, 'Showplot',false, 'Method','QP', ... 
                 'BoxConstraint',2e-1, 'Kernel_Function','rbf', 'RBF_Sigma',1); 













    predTest(:,k)           = svmclassify(svmModel{k}, data(testIdx,:)); 
    [outclass,f]              = svmclassify2(svmModel{k}, data(testIdx,:)); 
end 
 
pred = mode(predTest,2);   % Voting: clasify as the class receiving most votes 
  
% performance 
cmat                        = confusionmat(g(testIdx),pred); 
acc                          = 100*sum(diag(cmat))./sum(cmat(:)); 
fprintf('SVM (1-against-1):\naccuracy = %.2f%%\n', acc); 


























%ฟังก์ชันกราฟ ROC (MATLAB) 
% Output 
% Tps: True positive rate    Fps: False positive rate 
% Input 
% Scores : Score from classification   labels: Label of class from classification 
function [Tps, Fps] = ROC(scores, labels)  
% Sort Labels and Scores by Scores 
sl = [scores; labels]; 
[d1 d2] = sort(sl(1,:)); 
sorted_sl = sl(:,d2); 
s_scores = sorted_sl(1,:); 
s_labels = round(sorted_sl(2,:)); 
 % Constants 
counts = histc(s_labels, unique(s_labels)); 
Tps = zeros(1, size(s_labels,2) + 1); 
Fps = zeros(1,  size(s_labels,2) + 1); 
negCount = counts(1); 
posCount = counts(2); 
 % Shift threshold to find the ROC 
for thresIdx = 1:(size(s_scores,2)+1) 
    % for each Threshold Index 
    tpCount = 0; 
    fpCount = 0; 
     for i = [1:size(s_scores,2)] 
        if (i >= thresIdx)           % We think it is positive 
            if (s_labels(i) == 1)   % Right! 
                tpCount = tpCount + 1; 
            else                    % Wrong! 













            end 
        end 
    end 
    Tps(thresIdx) = tpCount/posCount; 
    Fps(thresIdx) = fpCount/negCount; 
end 
 % Draw the Curve 
% Sort [Tps;Fps] 
x = Tps; 
y = Fps; 
% Interplotion to draw spline line 
count = 100; 
dist = (x(1) - x(size(x,2)))/100; 
xx = [x(1):-dist:x(size(x,2))]; 
 % In order to get the interpolations, we remove all the unique numbers 
[d1 d2] = unique(x); 
uni_x = x(1,d2); 
uni_y = y(1,d2); 
yy = spline(uni_x,uni_y,xx); 
 % No value should exceed 1 




















#ภาษา R เรียกใช้ฟังก์ชัน plotOverlappingHist 
library(EbayesThresh) 
library(ggplot2) 
df <- read.csv(file= "C:/Users/Kedkarn/Documents/R_SVR/total_shape.csv",header = 
TRUE,sep=",") 
peakk <- df[1:190,20] 
tfromx(peakk, prior="laplace") 
bb <- data.frame(df[1:77,20]) 
mm <- data.frame(df[81:136,20]) 
threshold <- quantile(peakk, probs=0.48) 
threshold 
ggplot(df, aes(x=peakk, color="blue")) + geom_density() + geom_vline(xintercept=threshold) 
##################################3 
#combine two dataframes into one.  First make a new column in each. 
bb$veg <- 'benign' 
mm$veg <- 'malignant' 
colnames(bb) <- c("peak", "veg") 
colnames(mm) <- c("peak", "veg") 
#combine into the new data frame vegLengths 
vegLengths <- rbind(bb, mm) 
#make your plot 
ggplot(vegLengths, aes(peak, fill = veg),xlim=NULL,ylim=NULL) + geom_density(alpha = 0.2) 
################################## 
ov <- plotOverlappingHist(bb$peak, mm$peak, colors=c("white","gray20","yellow"), 
















#ฟังก์ชันภาษา R แสดงการพลอ็ตฮิสโตแกรมที่ซ้อนทบักนั 
# Output 
#  overlap: Overlap value from two histogram 
# Input  
#  a: vector a    b: vector b    colors : Colors for histogram1 histogram2  and overlapping 
area 
library(ggplot2)  
plotOverlappingHist <- function(a, b, colors=c("white","gray20","gray50"),                                
breaks=NULL, xlim=NULL, ylim=NULL){ 
  ahist=NULL 
  bhist=NULL 
  if(!(is.null(breaks))){ 
    ahist=hist(a,breaks=breaks,plot=F) 
    bhist=hist(b,breaks=breaks,plot=F) 
  } else { 
    ahist=hist(a,plot=F) 
    bhist=hist(b,plot=F) 
    dist = ahist$breaks[2]-ahist$breaks[1] 
    breaks = seq(min(ahist$breaks,bhist$breaks),max(ahist$breaks,bhist$breaks),dist 
    ahist=hist(a,breaks=breaks,plot=F) 
    bhist=hist(b,breaks=breaks,plot=F) 
  } 
  if(is.null(xlim)){ 
    xlim = c(min(ahist$breaks,bhist$breaks),max(ahist$breaks,bhist$breaks)) 
  } 
  if(is.null(ylim)){ 
    ylim = c(0,max(ahist$counts,bhist$counts)) 
  } 
  overlap = ahist 













    if(ahist$counts[i] > 0 & bhist$counts[i] > 0){ 
      overlap$counts[i] = min(ahist$counts[i],bhist$counts[i]) 
    } else { 
      overlap$counts[i] = 0 
    } 
  } 
  xlim = c(30,150) 
  ylim = c(0,20) 
  plot(ahist, xlim=xlim, ylim=ylim, col=colors[1]) 
  plot(bhist, xlim=xlim, ylim=ylim, col=colors[2], add=T) 
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xxxxxxนางเกตุกาญจน์ ไชยขันธุ์ เกิดเมื่อว ันท่ี  7 กุมภาพนัธ์ 2519 ท่ีอ  าเภอบัวใหญ่ จังหวัด
นครราชสีมา เร่ิมเขา้ศึกษาชั้นประถมศึกษาปีท่ี 1 ถึง 6 ท่ีโรงเรียนมารียว์ิทยา อ  าเภอเมือง จงัหวดั
นครราชสีมา จากนั้นศึกษาต่อในระดบัมธัยมตอนตน้และตอนปลายท่ีโรงเรียนสุรนารีวิทยา อ  าเภอ
เมือง จงัหวดันครราชสีมา ในปีการศึกษา 2534 ไดเ้ขา้ศึกษาระดบัประกาศนียบตัรวิชาชีพชั้นสูงใน
โปรแกรมวิชา เทคนิคคอมพิว เตอร์  คณะวิชาไฟฟ้า  สถาบัน เทคโนโลยีราชมงคลภาค
ตะวนัออกเฉียงเหนือ และส าเร็จการศึกษาเมื่อปี พ.ศ. 2537 จากนั้นในปีการศึกษา 2538 ไดเ้ขา้ศึกษา
ต่อระดบัปริญญาตรีในสาขาวิชาวิศวกรรมคอมพิวเตอร์ คณะวิศวกรรมศาสตร์ ศูนยก์ลางสถาบนั
เทคโนโลยรีาชมงคลธญับุรี และส าเร็จการศึกษาเมื่อไป พ.ศ. 2540 
 ภายหลงัส าเร็จการศึกษาในระดบัปริญญาตรี ไดเ้ขา้ท างานในส านักเทคโนโลยีสารสนเทศ 
ศนูยก์ลางสถาบนัเทคโนโลยรีาชมงคลธญับุรี ในต าแหน่งโปรแกรมเมอร์ เมื่อปี พ.ศ. 2541 – 2542 
จากนั้นไดเ้ขา้ท างานท่ีบริษทัดาตา้โกลบ ซอฟต์แวร์ จ  ากดั ในต าแหน่งโปรแกรมเมอร์ เมื่อปี พ.ศ. 
2543 – 2544 หลงัจากนั้นไดส้อบบรรจุเขา้รับราชการในต าแหน่งอาจารย ์ประจ าสาขาวิศวกรรม
คอมพิวเตอร์ มหาวิทยาลยัเทคโนโลยรีาชมงคลอีสาน ในปี พ.ศ. 2544 
 ในปี 2546 ไดรั้บทุนสนับสนุนการศึกษาจากมหาวิทยาลยัเทคโนโลยีราชมงคลอีสาน ไป
ศึกษาต่อระดับปริญญาโท ท่ีมหาวิทยาลัยเทคโนโลยีพระจอมเกล้าธนบุรี สาขาวิศวกรรม
คอมพิวเตอร์ และส าเร็จการศึกษาในปี พ.ศ. 2548 และในปีการศึกษา 2557 ไดศ้ึกษาต่อระดับ
ปริญญาเอกในสาขาวิศวกรรมคอมพิวเตอร์ มหาวิทยาลยัเทคโนโลยสุีรนารี 
 ในระหว่างการศึกษาได้รับความอนุเคระห์เป็นอย่างดีจากอาจารยท่ี์ปรึกษาและอาจารย์
ประจ าวิชาต่าง ๆ และไดรั้บการตีพิมพ์เผยแพร่บทความวิชาการซ่ึงรายละเอียดสามารถดูได้ท่ี
ภาคผนวก ข 
 
 
 
 
 
 
 
 
 
 
 
