Nonlinear constrained optimal control problems as a rule suffer from the so-called two-norm discrepancy, which in particular says that under stable optimality conditions the objective functionals satisfy a quadratic local growth estimate in terms of the L 2 norms but in L ∞ neighborhoods of the solution only. Furthermore, in the case of weak local optima with continuous control functions, stability w.r.t. parameter changes usually can be expected to hold in L ∞ sense rather than in L p .
Local optimality criteria in integrated form
Consider first a general nonlinear constrained optimal control problem (primal problem formulation):
(P) min J(x, u) = k(x(0), x(T )) + T 0 r(t, x(t), u(t)) dt s.t.ẋ = f (t, x(t), u(t)) a.e. in [0, T ], (1) β(x(0), x(T )) = 0, (2) g(t, x(t), u(t)) ≤ 0 a.e. in [0, T ] .
The pair (x, u) ∈ W 1 ∞ (0, 1; IR n )×L ∞ (0, 1; IR k ) is called admissible for (P) if the state equation (1) (including the initial condition (2)) together with the inequality constraints (3) (where g :
fulfilled. All data functions are assumed to be sufficiently smooth.
Denote by H the Hamiltonian, and byĤ the augmented Hamiltonian related to the problem (P):
H(t, x, u, p) = r(t, x, u) + p T f (t, x, u) , H(t, x, u, p, µ) = H(t, x, u, p) + µ T g(t, x, u) , µ ≥ 0.
Further, let W stand for the set W = { (t, x, u) : t ∈ [0, 1], g(t, x, u) ≤ 0 } .
Consider the dual variable S given by a function S : [0, T ] × IR n → IR and the auxiliary functional θ : IR × IR n → IR θ(ξ 1 , ξ 2 , S) = k(ξ 1 , ξ 2 ) + S(0, ξ 1 ) − S(T, ξ 2 ) .
We assume that S is at least Lipschitz continuous w.r.t. (x, t) whenever (t, x, u) ∈ W . Define T (S) = inf{θ(ξ 1 , ξ 2 , S) : β(ξ 1 , ξ 2 ) = 0 } Then the following problem is dual to the original control problem:
s.t. H(t, x, u, S x (t, x)) + S t (t, x) ≥ 0 a.e. on W = { (t, x, u) : t ∈ [0, 1], g(t, x, u) ≤ 0 } If (x, u) is an admissible pair for problem (P) and S is feasible for (D) then the duality relation ( [9] , also [21] or [4] ) holds, i.e.
J(x, u) ≥ T (S) .
The relation turns into an equality if and only if for some admissible (x 0 , u 0 ) and feasible dual S Ψ(x 0 , u 0 , S) = [ H(t, x(t), u(t), S x (t, x(t))) + S t (t, x(t)) ] dt = 0 ,
ψ(x 0 (0), x 0 (T ), S) = θ(x 0 (0), x 0 (T ), S) − T (S) = 0 .
In this case, the pair (x 0 , u 0 ) is a solution of (P).
The analysis of the behavior of Ψ and ψ can be further used to characterize local minima of (P) in detail including estimates for local growth terms if available (cf. e.g. [7] ). It can be also distinguished between weak and strong local optima in dependence of the reference sets for which optimality holds. To this aim, let us introduce the sets
whereW with a given constant M > 0 is used to check for so-called bounded-strong local optima (see e.g. [18] or [20] ).
Abstract optimality criteria have been given in [17] , [21] ) or (in slightly generalized formulation) in [7] , [6] . The results are summed up in the following Theorem:
n → IR exists which is Lipschitz continuous w.r.t. x and piecewise continously differentiable w.r.t. t such that for a suitably chosen positive constant the following relations hold with γ = 1,
Then (x 0 , u 0 ) is a strict weak local minimizer of (P).
If the conditions are satisfied with D(t) =W (t) for some M > 0, the point (x 0 , u 0 ) is a (strict) bounded-strong local optimum resp.
The above Theorem differs from former results ( [21] , [17] ) mainly by the consequent usage of the Hamilton-Jacobi inequality (cf. (D)) in integrated form. This fact corresponds to some relaxation in the characterization of local minima by duality means and was first used in [4] for the theoretical convergence analysis of certain discretization methods. Notice that in some cases it is possible to find estimates for Ψ(x, u; S)−Ψ(x 0 , u 0 ; S) in terms of x − x 0 2 2 + u − u 0 2 2 , i.e. a local quadratic growth condition w.r.t. L 2 topology ( [17] , [7] ) although the reference sets are neighborhoods w.r.t. L ∞ (at least with respect to x). This fact illustrates once more the effects of the so-called two-norm discrepancy appearing in optimal control problems (cf. [10] for details).
The optimality criteria of Theorem 1 in their original parametric formulation have been used in [17] to derive sufficient optimality conditions for general control problems. The approach leads to conditions which in a different way had been obtained via the investigation of so-called stable weak optima ([12] or [15] , see also [14] ). In particular, it was shown that the following criteria ensure the strict weak local optimality of a solution pair (x 0 , u 0 ):
(PMP) Pontryagin's maximum principle:
Notice that in the transversality condition given above the subscripts 1, 2 stand for the gradient components corresponding to the initial and to the final state vectors respectively. For a given admissible pair (x 0 , u 0 ), let g, f, . . . be evaluated along the statecontrol trajectory. We will denote by g σ , σ > 0, the set of σ-active constraints at t, e.g. the set of g i such that 0 ≥ g i (t, x 0 (t), u 0 (t)) ≥ −σ. 
together with the boundary condition
In order to formulate second-order conditions, the following set and tangent spaces are useful:
The conditions can be given then as follows:
⊥ where ( · ) + stands for the pseudoinverse and ( · ) ⊥ for the null-space projector of a matrix ( · ), introduce
For some γ > 0, the matrix differential inequalitẏ
has a bounded in [0, 1] solution satisfying the boundary restrictions
It is known that (C1) -(C4) not only guarantee (R1) -(R3) (see [7] ), but also a) the Lipschitz stability of the solution in L ∞ w.r.t. small data perturbations ( [11] , [15] , [3] ), b) (in the case of a continuous control u 0 ) the convergence of the Euler and related discretization methods ( [14] , [4] , [2] ).
Bounded-strong minima. Piecewise conditions
The optimality conditions given in Theorem 1 (cf. (R1)) are formulated as integral conditions in terms of Ψ. When we are interested in local growth estimations, this fact gives us the chance to combine piecewise changing growth characterizations as they are typical for switches in the optimal control or for the junction of free arcs and arcs where certain constraints are active. We begin our optimality analysis with the auxiliary functional Ψ = Ψ(x, u, S) from (4), where the integrand has the form
As it has been shown in [7] , using Ψ(x 0 , u 0 , S) = 0 together with an expansion
and the optimal data ∇ x S = p 0 + Q(x − x 0 ) andṠ 0 = −r 0 , one can express R in the following way:
By rearranging the terms related to variations w.r.t x or u, one can separate two terms
Under condition (C4), in particular R 1 [t] will be uniformly positive if x − x 0 ∞ is sufficiently small. In order to estimate Ψ resp. R[t], in [6] the following general result has been proved (Theor. 5 in the cited paper): THEOREM 2 Suppose (x 0 , u 0 ) to be a weak local minimizer satisfying together with some matrix function
hold almost everywhere on [0, 1] with ν(t) ∈ {1, 2} and constants not depending on t.
Then (x 0 , u 0 ) is a bounded-strong local minimizer, and positive constants c, exist such that
for all admissible (x, u) with
Inportant special cases are the following:
, -a situation which can be often observed whenĤ takes its minimum in an inner point of the control set.
The situation occurs when a certain strict complementarity condition holds together with the invertibility assumption (C1).
The criteria given above have been discussed in detail in [6] and tested on a nonlinear example with typically discontinuous optimal control regime in [7] . As a further illustration, we consider here an example from [14] : Example: The tunneldiode oscillator.
In the paper [14] , the conditions (C1) -(C4) were checked numerically. In particular, by using a multiple shooting method a bounded matrix function Q was constructed so that the Riccati condition was satisfied. Thus it is reasonable to assume that a solution to (C4) exists with Q ∞ < ∞, and that (C1) -(C3) hold true for some positive σ and δ.
In the example situation for T = 4.5 the structure of the optimal control was obtained as u = 1 on [0, τ 1 ), u = −1 on (τ 2 , τ 3 ) and u = −2p 2 elsewhere (where 0 < τ 1 < τ 2 < τ 3 < T are found approximately from the numerical solution). The points τ i are the so-called junction points.
Consider the term R 2 from our above growth analysis for Ψ: Using the example data, we get
whenever |x − x 0 | ≤ < 1. Therefore, the conditions of Theorem 2 are applicable in the example, and the considered solution turns out to be a bounded-strong local minimum satisfying a local L 2 quadratic growth estimate.
3 Bounded-strong optimality in a bang-bang case
Consider a dynamical system with linear in state and control equation and known initial position. We will ask for a control regime which in given time gains the system to a final state as close as possible to the origin. In general, in an arbitrarely given time the system not always can be terminated. Since a (small) deviation from zero in the final position is allowed, this problem class is also called soft termination control. As a model case, consider a problem with box control constraints:
The Hamilton function related to (P S ) has the form
whereas the augmented Hamiltonian reads aŝ
with µ 1,2 ≥ 0, e = (1, 1, . . . , 1) T . From Pontryagin's maximum principle, we obtain the switching function
where the costate p satisfies the adjoint equatioṅ
and the optimal control is given by
Further, the multiplier functions µ j suffice the relations
where the right-hand sides denote the positive resp. negative part of the related vector components. In the case that σ i (t) ≡ 0 on a certain interval I ⊆ [0, T ], we say the control u 0 has a singular arc (on I). In our optimality analysis, we will restrict ourselves to the case of piecewise constant u 0 without singular arcs:
The optimal control has no singular arcs. In addition, the set of switching points Σ = { t ∈ [0, T ] : ∃ i ∈ {1, . . . , m} with σ i (t) = 0 } is finite, i.e. Σ = { t s : 1 ≤ s ≤ l } for some l ∈ N . Remark: It is well known, that the above assumption holds true e.g. in the case that A is time-independent and has exclusively real eigenvalues.
Under the Assumption 1, the solution obviously satisfies (C1), (C2): Indeed, ∇ u g 0 = diag (γ j ) with γ j ∈ {+1, −1}, and the controllability assumption (C2) in the case of a (linear) initial value problem always trivially holds. When we try, however, to apply the second order optimality criteria (C3) and (C4) to our problem, serious difficulties occur:
First of all, the Legendre -Clebsch condition (C3) becomes singular sincê H uu = 0 a.e. on [0, T ]. It can be fulfilled formally only in the limit sense with δ = 0 where T 0 = {0} for all t ∈ [0, T ]\Σ. The limit case of the corresponding Riccati inequality for δ → 0 giveṡ
which obviously can be fulfilled with arbitrary positive γ. In particular, one can choose Q 1 such that in both parts of (15) equality holds with γ = 0.5. Then for γ < 0.5, the matrix function Q γ = 2 γ Q 1 solves (15). Moreover, it belongs to L ∞ (0, T ; IR n×n ) with Q γ ∞ = 2γ Q 1 ∞ ≤ c(A) γ. It has to be mentioned, however, that in the case of a singular matrixĤ uu the conditions (C3), (C4) with δ = 0 in general are not sufficient to show the optimality of the solution even in the weak local sense. For our problem class e.g. the linearization in the (nearly-)active constraints will allow only for zero control variation, which together with the admissibility assumption for the linear state equation case reduces the state variation to zero, too. The local technique of deriving estimates for Ψ (resp. for J − J * ) from its Taylor expansion (see [21] and [7] , [6] ) therefore fails in the given situation.
Having in mind these arguments, let us restart the optimality analysis for Ψ = Ψ(x, u, S) (cf. (4)) with the integrand R = R 1 + R 2 from (6). Notice that from f (x, u) = Ax + Bu we obtain in particular the following estimate for R 1 near x 0 :
In the case when (P S ) is considered, we haveĤ xx = 0. Choosing Q = Q γ and y = x − x 0 such that y ∞ ≤ 1 , with sufficiently small 1 > 0 we get
We will further derive appropriate estimates for R 2 and the integrals Ψ under the following regularity assumption on the zeros of the switching function σ:
Assumption 2 There exist positive constants c 0 ,δ with the following property: For δ ∈ (0,δ), denote ω δ = 1≤s≤l (t s − δ, t s + δ). Then,
In the case of problem (P S ), the term R 2 connected with variations w.r.t. u may be expressed by
Denoting v = u − u 0 whith an arbitrary feasible control u, we have:
Therefore,
In order to estimate the integral over R 2 , each part of the right-hand side will be integrated separately and estimated now:
From the state equation it follows that y ∞ ≤ c(A, B) v 1 , thus
when Q = Q γ , and for a certain constant c 2 = c 2 (A, B) > 0.
The estimation of
will make essential use of the Assumption 2 on the switching function behavior near its zeros. Rewriting
it is easy to see that the second part is nonnegative. Neglecting this integral (which for small δ is of small size), from Assumption 2 we conclude
(where |v| stands for the Euklidean vector norm of v = v(t) in IR m ). On the other hand side,
Inserting this estimate into our relation for J 2 , we obtain
Combining now the estimates for J 1 and J 2 , an estimate for R 2 dt results:
LEMMA 1 (Weak local optimality.) Let the Assumptions 1, 2 hold for the optimal data. Then positive constants , c w exist such that
Therefore, (x 0 , u 0 ) is a strict weak local minimizer (with J(x, u)−J(x 0 , u 0 ) satisfying a local quadratic growth condition similiar to (18)).
Proof: Our previous analysis allows to discuss the estimate (17) for various δ. In particular, choose
and we obtain
If γ is taken from 0, c 0 4c 1 c 2 thenc(γ) is positive, so that together with (16) the last estimate leads to
Thus, the desired conclusion follows by setting c w = max γ>0 min{ γ 4
,c(γ)} and = min{ 1 , 2 }.
LEMMA 2 (Strong local optimality.) Let the Assumptions 1, 2 hold true. Then positive constants , c s exist such that
Therefore, (x 0 , u 0 ) is a strict strong local minimizer (with J(x, u) − J(x 0 , u 0 ) satisfying a local quadratic growth condition similiar to (19) ).
Proof: Consider (17) with
Since v ∞ ≤ 2M , we have δ ≤δ 2M T T v ∞ ≤δ so that, for γ < (c 0 c 3 )/(4c 2 ) and y ∞ ≤ 1 ,
follows. Notice that due to the state equation we have y ∞ ≤ c(A, B) v 1 , and consequently (19) holds for c s ≤ c 0 c 3 /(4 c 2 (A, B)).
Remark: Notice that in the case of a compact control set as in the model problem (P S ) the definitions of strong and of bounded-strong local optimality coincide.
As a conclusion from the last two Lemmas we easily obtain:
THEOREM 3 Let the Assumptions 1, 2 be satisfied for the solution (x 0 , u 0 ) of problem (P S ). Then, (x 0 , u 0 ) is a (bounded-)strong local minimizer, and positive constants c, exist such that
for all admissible pairs with x − x 0 ∞ ≤ .
Minimizing sequence stabilization
In this final section, it will be shown how the results of Theorems 2 and 3 can be used to obtain certain preliminary convergence results for minimizing sequences of (P) resp. (P S ). The results are orientated on [6] (Propos. 6). For convenience, the following assumption is made on the system dynamics:
Assumption 3 There exists a constant M > 0 such that for any piecewise continuous u with u ∞ ≤ M the state boundary value problem (1), (2) has a bounded solution on [0, T ]. If solutions corresponding to u 1,2 are denoted by x 1,2 resp., then x 1 − x 2 ∞ ≤ c 0 u 1 − u 2 1 holds true for some constant c 0 > 0 Consider first the situation of section 3 where the Legendre-Clebsch condition is fulfilled in the sense of (C3), and where Theorem 2 allows for a local quadratic growth estimation of the objective functional.
LEMMA 3 Let (x 0 , u 0 ) be a bounded-strong local minimizer for (P) and suppose the Assumptions 1-3 to hold true. Further, assume the estimate (9), i.e.
J(x, u) − J(x 0 , u 0 ) ≥ c x − x 0 2 2 to be valid for x − x 0 ∞ ≤ . If (x k , u k ) is a minimizing sequence with uniformly bounded and piecewise continuous controls u k , and if u k −u 0 1 for all k is sufficiently small, then
The proof is similiar to that of Proposition 6 in [6] . Notice, that in practice a minimizing sequence can be obtained e.g. by the Euler discretization approach ( [1] , also [2] ). The error estimates in the cited papers are given in terms of the maximal deviation in the discretization grid points, a condition which for piecewise continuous controls u 0 is sufficient for their L 1 closeness to the solution. We add an analogous result for the bang-bang situation, although in this case (without an appropriate coercivity assumption like (C3)) the convergence of discretization schemes and their benefit for constructing minimizing sequences theoretically is yet an open question: LEMMA 4 Let (x 0 , u 0 ) be a bounded-strong local minimizer for (P S ) and suppose the Assumptions 1-3 to hold true. Further, assume the estimate (21) to be valid for x − x 0 ∞ ≤ . If (x k , u k ) is a minimizing sequence with uniformly bounded and piecewise continuous controls u k , and if u k −u 0 1 for all k is sufficiently small, then x k → x o in L 2 , and moreover, u k → u 0 w.r.t. L 1 topology.
