Abstract. We construct for a given arbitrary skew diagram A all partitions ν with maximal principal hook lengths among all partitions with [ν] appearing in [A]. Furthermore we show that these are also partitions with minimal Durfee size.
Introduction

Examining the decomposition of a skew character [A] into irreducible characters
[A] = ν c ν [ν] there is much interest in knowing as much as possible about the [ν] which appear in [A] . It is known for example that rearranging the parts respectively heights of A into a partition gives the lexicographically smallest resp. largest partition π min resp. π max and both appear with multiplicity 1. We will show in the following how to obtain from the northwest ribbon decomposition of A those [ν] appearing in [A] with ν having lexicographically largest principal hook lengths. Furthermore we give an easy formula for the multiplicities of those [ν] .
We construct for a skew character [λ/µ] = ν c(λ; µ, ν)[ν] the ν with maximal principal hook lengths, which are the hook lengths of the boxes (i, i) of ν. From this we deduce the minimal Durfee size for characters in arbitrary skew characters and the maximal Durfee size for characters in products of characters and some special skew characters.
We start in Section 3 with skew diagrams A which decompose into two disconnected proper diagrams α, β and so are equivalent to the product In Section 4 we generalize Section 3 to arbitrary skew diagrams. In Section 5 we use the results from Sections 3 and 4 and [Gu, Theorem 4.2] to construct for the product [α] ⊗ [β] and some special skew characters some ν with maximal Durfee size. In particular we can easily calculate the maximal Durfee size in those cases. [McN] , [MW] , [RSW] . In Section 6 we use the results from Section 4 to give necessary conditions for two skew diagrams A and B to represent the same skew character, i.e.
[A] = [B] .
Skew characters [A] are strongly related to skew Schur functions s A (see [Sa] ).
Notation and Littlewood-Richardson-Symmetries
We mostly follow the standard notation in [Sa] . A partition λ = (λ 1 , λ 2 , . . . , λ l ) is a weakly decreasing sequence of non-negative integers λ i , the parts of λ. With a partition λ we associate a diagram, which we also denote by λ, containing λ i left-justified boxes in the i-th row and we use matrix-style coordinates to refer to the boxes. The length l(λ) = l of a partition is the number of positive parts λ i of λ and for the number of boxes in λ we write |λ| = i λ i .
The conjugate λ ′ of λ is the diagram which has λ i boxes in the i-th column. The sum µ + ν = λ of two partitions µ, ν is defined by λ i = µ i + ν i . As always we assume λ i = 0 for i > l(λ).
For µ ⊆ λ we define the skew diagram λ/µ as the difference of the diagrams λ and µ defined as the difference of the sets of boxes. Rotation of λ/µ by 180
• yields a skew diagram (λ/µ)
• which is well defined up to translation. A skew tableau T is a skew diagram in which the boxes are replaced by positive integers. We refer to the entry in box (i, j) as T (i, j). A semistandard Young tableau of shape λ/µ is a filling of λ/µ with positive integers such that the following expressions hold for all (i, j) for which they are defined: T (i, j) < T (i + 1, j) and T (i, j) ≤ T (i, j + 1). The content of a semistandard tableau T is ν = (ν 1 , . . .) if the number of occurrences of the entry i in T is ν i . The reverse row word of a tableau T is the sequence obtained by reading the entries of T from right to left and top to bottom starting at the first row. Such a sequence is said to be a lattice word if for all i, n ≥ 1 the number of occurrences of i among the first n terms is at least the number of occurrences of i + 1 among these terms. The Littlewood-Richardson (LR) coefficient c(λ; µ, ν) equals the number of semistandard tableaux of shape λ/µ with content ν such that the reverse row word is a lattice word. We will call those tableaux LR-tableaux. The LR-coefficients play an important role in different contexts (see [Sa] ).
The irreducible characters [λ] of the symmetric group S n are naturally labeled by partitions λ ⊢ n. The skew character [λ/µ] corresponding to a skew diagram λ/µ is defined by the LR-coefficients
and we write [ν] ∈ [λ/µ] iff c(λ; µ, ν) = 0.
Some well known relations are the following:
We have that c(λ; µ, ν) = c(λ; ν, µ) and
. If the skew diagrams λ/µ and α/β are the same up to translation we have c(λ; µ, ν) = c(α; β, ν) for every ν.
We say that a skew diagram D decomposes into the disconnected skew diagrams A and B if no box of A (viewed as boxes in D) is in the same row or column as a box of B. If D does not decompose we call it connected.
A skew character whose skew diagram D decomposes into disconnected (skew) diagrams A, B is equivalent to the product of the characters of the disconnected diagrams induced to a larger symmetric group. We have
with |A| = n, |B| = m. If D = λ/µ and A, B are proper partitions α, β we have:
In the cohomology ring H * (Gr(l, C n ), Z) of the Grassmannian Gr(l, C n ) of ldimensional subspaces of C n the product of two Schubert classes σ α , σ β is given by:
In [Gu, Section4] we established a close connection between the Schubert-Product and skew characters. To use this relation later on we define the Schubert-Product for characters in the obvious way as a restriction of the ordinary product:
On the set of partitions we define an order, the lexicographic order, and say that µ is smaller than ν, µ < ν, if there is an i with µ i < ν i and for all 1 ≤ j ≤ i − 1 we have µ j = ν j .
A hook is a partition which does not contain the subdiagram (2 2 ) and so is of the form (r, 1 s ). For each box (i, j) in a diagram λ we define its arm respectively leg length as the number of boxes to the right resp. below of it in the same row resp. column. The hook length of a box is the sum of the arm and leg lengths plus 1 (for the box itself).
A (proper) ribbon is a connected skew diagram which does not contain the subdiagram (2 2 ). A (disconnected) skew diagram which decomposes into ribbons will be called a weak ribbon.
For a ribbon R, we define its arm resp. leg length as the number of columns resp. rows in R minus 1. The arm resp. leg length of a weak ribbon R is defined as the sum of the arm resp. leg lengths of the ribbons into which R decomposes, which is the number of columns resp. rows in R minus the number of ribbons into which R decomposes.
For each (connected) skew diagram A we define its first northwest ribbon nw 1 (A) as the subdiagram which starts in the lowest leftmost box traverses along the northwest border of A and ends in the box in the top right. To get the second northwest ribbon nw 2 (A) we remove nw 1 from A and repeat this process if A/nw 1 is still connected. This we iterate to get nw i (A). For a disconnected skew diagram which decays into two or more skew diagrams B j we define its northwest ribbons as the weak ribbons which contain the corresponding northwest ribbons of the B j . All the northwest ribbons together form the northwest ribbon decomposition. Furthermore we define the northwest ribbon length partition π nw (A) associated to A as the partition where the ith row has as many boxes as the ith northwest ribbon nw i (A):
The northwest ribbons are weak ribbons and only in some cases proper ribbons. 1 1 1 1 1 1 2 2 2 2 1 2 3 1 2 3 1 1 1 1 1 1 2 3 1 2 2 2 2 2 2 3 1 2 3 3 3 1 2 3 4 4 1 1 1 1 1 1 2 2 2 2 1 2 3 3 3 1 2 3 4 4 1 1 1 1 1 1 2 3 1 2 2 2 2 2 2 3 1 2 3 1 2 3 .
In both cases the third northwest ribbon nw 3 decays into two ribbons and π nw = (17, 15, 8, 2).
Definition 2.2. For a partition λ we define the ith principal hook length hl i (λ) as the hook length of the box (i, i) and the (principal) hook length partition as:
For a skew diagram A we define its hook length partition hl(A) as the lexicographic biggest hook length partition hl(λ) of all λ with [λ] appearing in [A] :
In a partition the ith northwest ribbon is the hook to the box (i, i) so for a partition λ we have hl(λ) = π nw (λ).
The
is the biggest Durfee size of all partitions whose corresponding character appears in the decomposition of [A]:
Maximal Hook Lengths In Products Of Irreducible Characters
In this section we study the case when A decomposes into two proper partitions α, β and show hl(A) = π nw (A). We will show that there are 2 To create an LR-tableau T with shape ν/α and content β and ν having the lexicographic biggest hook length partition of allν with [ν] appearing in [A] we have to fill in T as many boxes as possible in the first row and column. Because of the LR conditions we can only place only the entry 1 into the boxes of the first row and so we maximize ν 1 by placing all the β 1 entries 1 into the first row and get ν 1 = α 1 + β 1 . Into the first column we can only place each entry once (but the entries 1 are used up already), so we get a maximized first column by filling the boxes with entries 2 to l(β). So we have l(α) + l(β) − 1 = l(ν) boxes in the first column and this gives us:
Another way to obtain an LR-tableau U with shapeν/α and content β and hl 1 (ν) = hl 1 (ν) would be to place the entries 1 to l(β) into the first column and the remaining β 1 − 1 entries 1 into the first row. Clearly these are the only ways to maximize hl 1 (ν).
We show that this can be iterated by examining the filling of T (and U ) which maximizes hl 2 (ν). Without loss of generality we may assume
If d(β) = 1 then we are finished and have no entries anymore to place in T (or U ).
If d(β) ≥ 1 then we have again two possibilities to maximize hl 2 (ν) by either maximizing the second row or column. The fillings with maximized second row differs from the filling with maximized second column because the box (2, 2) belongs to α and so remains empty in T . We have only to show that both possibilities satisfy the LR-conditions. Because there are only β 2 − 1 entries 2 left to place in T (or U ) and there are either β 1 ≥ β 2 − 1 (T ) or β 1 − 1 ≥ β 2 − 1 (U ) entries 1 placed in the first row of T (or U ) the LR conditions are satisfied for the entries 2 no matter where we place them. For the entries placed in the second column the LR lattice condition clearly is satisfied but we have to check that the entries are weakly decreasing amongst the rows. If we assume that the box (j, 2) is filled, its entry is j − α or otherwise has the entry j − α ′ 1 (+1 for T ). By comparing the worst cases we have the condition: j − α ′ 1 + 1 ≤ j − α ′ 2 + 1 which holds for all α. Furthermore the maximized second row has no more than α 2 + β 2 − 1 boxes which is not bigger than the number of boxes in the first row since there are α 1 + β 1 (−1 for U ) boxes in the first row, so ν is still a partition. The same reasoning applies to the columns.
So all works well and we can iterate the process. In the end we had d(β) = l(hl(β)) choices to make, to either maximize the ith row or ith column for i ≤ d(β), and so get 2 Let γ be the partition such that the ith principal hook has as arm resp. leg length the sum of the arm resp. leg lengths of the ith principal hooks of α and β and containing the box (i, i) exactly if i ≤ max(d(α), d(β)). Then γ is the intersection of all ν with maximal hook length partition and also the intersection of the ν where either all columns or all rows were maximized as described above.
From γ we can construct all partitions ν appearing in A with maximal hook length partition by adding for each 1 ≤ j ≤ min(d(α), d(β)) a box to either the jth row or column of γ. 
For the hook length partitions we have:
hl(ν) = (20, 11, 5, 1) = (10 + 10, 4 + 7, 1 + 4, 0 + 1) = hl(α) + hl(β). 
Maximal Hook Lengths In Skew Characters
In this section we generalize Section 3 to the case when A is an arbitrary skew diagram and show that also in this case hl(A) = π nw (A) is true. We will give an easy formula for the coefficient of [ν] 
in [A] when ν is a partition with hl(ν) = hl(A).
In an easy way similar to that in Section 3 we can construct all those ν explicitly. Furthermore we show in Proposition 4.9 that also in this case the characters with maximal hook length partition have minimal Durfee size.
Then for all µ: c(λ; µ, ν) = c(λ; µ,ν). Proof. The skew diagramλ/µ consists of those boxes (i, j) that are in λ/µ such that the box (i − 1, j − 1) is also in λ/µ. The same is true for the skew diagram obtained by removing the first northwest ribbon of λ/µ. Furthermore we have |nw 1 (A)| = λ 1 + l(l) − 1 and so |nw 1 (A)| = hl 1 (A).
Example 4.4. If we take as example λ = (6, 2, 5, 3 2 , 2 2 ) and µ = (3 2 , 2, 1) then:
Here h marks the boxes in h = (λ 1 , 1 l(λ)−1 ) and 1 the boxes in nw 1 (λ/µ).
Proof. We prove this by induction on the length of π nw (A) and the number proper ribbons into which the first northwest ribbon decays. Obviously this is true for the empty skew diagram, l(π nw (A)) = 0, but we also prove this for l(π nw (A)) = 1. For l(π nw (A)) = 1, A is either a ribbon or a weak ribbon. Suppose A is a proper ribbon. In this case we can use Lemma 4.3 to get hl 1 (A) = π nw (A) 1 . Furthermore π nw (A) 2 = 0 because of the correspondence given in Remark 4.2.
So now suppose that the claim holds if l(π nw (A)) = 1 and A decays into j − 1 proper ribbons. Suppose now that A decays into j proper ribbons B i and so 
But by induction hl(B 1 ) = π nw (B 1 ) and hl(C) = π nw (C) and so in total hl(A) = π nw (B 1 ) + π nw (C). But by the definitions of the northwest ribbons and π nw we have π nw (A) = π nw (B 1 ) + π nw (C) if A = B 1 ⊗ C as in this case. This gives finally hl(A) = π nw (A) for l(π nw (A)) = 1.
So let us assume that the claim holds for l(π nw (A)) = i − 1. Suppose now that l(π nw (A)) = i.
Let A be connected. Lemma 4.1 tells us that |nw 1 (A)| = hl 1 (A). Since (A)/nw 1 (A) has i − 1 northwest ribbons we can use induction and the 1 − 1-correspondence given in Remark 4.2 and the claim holds true.
Let us now assume that the claim holds true if l(π nw (A)) = i and A decays into j − 1 disconnected skew diagrams. Suppose A decays into j disconnected skew diagrams B i . We can use the same argument as in the weak ribbon case (in the above argument we never used the fact that the B i are ribbons) to get hl(A) = π nw (A). Proof. In the proof of Theorem 4.5 we have seen how to get the characters [ν] ∈ [A] with hl(ν) = hl(A). To construct these ν we have to maximize the first principal hook length and then the second and so on. Suppose we want to maximize the j-th principal hook length while the 1-st to j − 1-th principal hook lengths of ν are maximal. If the j-th northwest ribbon decays into k j proper ribbons then the skew diagram obtained by removing the first j − 1 northwest ribbons of A also decays into k j disconnected skew diagrams B i . We have then to calculate all the products of characters in different [B i ] having maximal hook length partitions. But from Remark 3.2 we know how to maximize the first hook length of partitions whose corresponding character is in this product (and so maximize the j-th hook length of partitions whose corresponding character is in [A]). We have to construct the hook having as arm resp. leg length the sum of the arm resp. leg lengths of the first principal hooks of the partitions whose corresponding characters are multiplied and then add a box to either the first row or column and then iterate this.
Since there are a b ways to choose from a boxes b boxes and put them into a row and put the other a − b boxes into a column we get the following Proposition: We give an example in which two of the [ν] ∈ [A] have multiplicity 2. We take A = (8 2 , 7, 4, 3 2 )/(4, 3, 2). We have the following northwest ribbon decomposition, where the boxes are labeled i if they are in nw i (A). We notice that k 1 = 1, k 2 = 3, k 3 = 2 and so expect 6 different characters ν i with hl(ν i ) = hl(A) and the value 2 as highest multiplicity of one of these characters. If we follow the proof from Theorem 4.5, we remove the first northwest ribbon and obtain B = (7, 6, 3, 2, 2)/(4, 3, 2), which decomposes into C 1 = (2 2 ), C 2 = (1) and C 3 = (4, 3)/(1). To calculate µ with [µ] ∈ [B] and hl(µ) = hl(B) we have to multiply the characters with the maximal hook length partitions in the [C i ], but for i = 1, 2 the [C i ] are already those characters. To obtain the characters with maximal hook length partition in [C 3 ] we can use Theorem 4.5 again. Removing the first northwest ribbon of C 3 gives the partition (1) so the character corresponding to α = (4, 2) is the only one with maximal hook length partition in [C 3 ].
So we have to calculate the product knowing that we are only interested in those [µ] with hl(µ) = hl(B 
If we would follow the construction in Remark 4.6 we construct first γ with γ = and then add k 1 − 1 = 0 boxes to the first row or column, k 2 − 1 = 2 boxes to the second row or column and k 3 − 1 = 1 boxes to the third row or column with the same result. We now want to show that the minimal Durfee size of all [µ] ∈ [A] is l(hl(A)). For this we need the following:
Lemma 4.8. Let A be a skew diagram and set H(i, j) = a if the box (i, j) belongs to nw a (A).
If 
Maximal Durfee Sizes In Skew Characters
In this section we use Theorem 4.5 and [Gu, Theorem 4.2] to determine for a product of two characters and for some special skew characters the maximal Durfee size of characters and explicitly construct some characters with maximal Durfee size.
[Gu, Theorem 4.2] states the following: 
