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The Sharkovsky Theorem:
A Natural Direct Proof
Keith Burns and Boris Hasselblatt
Abstract. We give a natural and direct proof of a famous result by Sharkovsky that gives a
complete description of possible sets of periods for interval maps. The new ingredient is the
use of ˇ Stefan sequences.
1. INTRODUCTION. In this note f is a continuous function from an interval into
itself. The interval need not be closed or bounded, although this is usually assumed
in the literature. The point of view of dynamical systems is to study iterations of f :
if f n denotes the n-fold composition of f with itself, then for a given point x one
investigates the sequence x, f (x), f 2(x), f 3(x), and so on. This sequence is called
the f-orbit of x, or just the orbit of x for short.
It is particularly interesting when this sequence repeats. In this case we say that x
is a periodic point, and we refer to the number of distinct points in the orbit or cycle
O := { f n(x) | n = 0,1,...} as the period of x.1 Equivalently, the period of x is the
smallest positive integer m such that f m(x) = x.
A ﬁxed point is a periodic point of period 1, that is, a point x such that f (x) = x.
A periodic point with period m is a ﬁxed point of f m (and of f 2m, f 3m,...). Thus, if
f n(x) = x, then the period of x is a factor of n.
If f has a periodic point of period m, then m is called a period for (or of) f . Given
a continuous map of an interval one may ask what periods it can have. The genius of
Alexander Sharkovsky lay in realizing that there is a structure to the set of periods.
1.1. The Sharkovsky Theorem. The Sharkovsky Theorem involves the following
ordering of the set N of positive integers, which is now known as the Sharkovsky
ordering:
3 ￿ 5 ￿ 7 ￿···￿2 · 3 ￿ 2 · 5 ￿ 2 · 7 ￿···￿2
2 · 3 ￿ 2
2 · 5 ￿ 2
2 · 7 ￿···
···￿2
3 ￿ 2
2 ￿ 2 ￿ 1.
This is a total ordering; we write l ￿ r or r ￿ l whenever l is to the left of r.
It is crucial that the Sharkovsky ordering has the following doubling property:
l ￿ r if and only if 2l ￿ 2r. (1)
This is because the odd numbers greater than 1 appear at the left end of the list, the
number 1 appears at the right end, and the rest of N is included by successively dou-
bling these end pieces, and inserting these doubled strings inward:
odds,2 · odds,2
2 · odds,2
3 · odds,...,2
3 · 1,2
2 · 1,2 · 1,1.
Sharkovsky showed that this ordering describes which numbers can be periods for a
continuous map of an interval.
doi:10.4169/amer.math.monthly.118.03.229
1Dynamicists usually refer to m as the least period.
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m ￿ l, then l is also a period for f .
This shows that the set of periods of a continuous interval map is a tail of the Shar-
kovskyorder.AtailisasetT ⊂ Nsuchthats ￿ t foralls / ∈ T andallt ∈ T .Thereare
three types of tails: {m}∪{ l ∈ N | l ￿ m} for some m ∈ N, the set {...,16,8,4,2,1}
of all powers of 2, and ∅.
The following complementary result is sometimes called the converse to the Shar-
kovsky Theorem, but is proved in Sharkovsky’s original papers.
Theorem 1.2 (Sharkovsky Realization Theorem [14, 16]). Every tail of the Shar-
kovsky order is the set of periods for some continuous map of an interval into itself.
The Sharkovsky Theorem is the union of Theorem 1.1 and Theorem 1.2: a subset
of N is the set of periods for a continuous map of an interval to itself if and only if the
set is a tail of the Sharkovsky order.
All proofs of the Sharkovsky Theorem that we know are elementary, no matter how
ingenious; the Intermediate-Value Theorem is the deepest ingredient. There is varia-
tion in the clarity of the proof strategy and its implementation. Our aim is to present,
with all details, a direct proof of the Forcing Theorem that is conceptually simple and
involves no artiﬁcial case distinctions. Indeed, its directness provides additional infor-
mation (Section 8). We also reproduce a proof of the Realization Theorem in Section
7 at the end of this note.
The standard proof of the Sharkovsky Forcing Theorem studies orbits of odd period
with the property that their period comes earlier in the Sharkovsky sequence than any
other period for that map. It shows that such an orbit is of a special type, known as
a ˇ Stefan cycle,2 and then that such a cycle forces the presence of periodic orbits with
Sharkovsky-lesser periods. The second stage of the proof considers various cases in
which the period that comes earliest in the Sharkovsky order is even. Finally, this
approach requires special treatment of the case in which the set of periods consists of
all powers of 2.
Weextracttheessenceoftheﬁrststageofthestandardprooftoproduceanargument
that does not need ˇ Stefan cycles, and we replace the second stage of the standard proof
by a simple and natural induction. Our main idea is to select a salient sequence of orbit
points and to prove that this sequence “spirals out” in essentially the same way as the
ˇ Stefan cycles considered in the standard proof.
1.2. History. A capsule history of the Sharkovsky Theorem is in [11], and [1] pro-
vides much context. The ﬁrst result in this direction was obtained by Coppel [5] in the
1950s: every point converges to a ﬁxed point under iteration of a continuous map of
a closed interval if the map has no periodic points of period 2; it is an easy corollary
that a continuous map must have 2 as a period if it has any periodic points that are not
ﬁxed. This amounts to 2 being the penultimate number in the Sharkovsky ordering.
Sharkovsky obtained the results described above and reproved Coppel’s theorem in
a series of papers published in the 1960s [14, 16]. He also worked on other aspects
of one-dimensional dynamics (see, for instance, [13, 15, 17]). Sharkovsky appears to
have been unaware of Coppel’s paper. His work did not become known outside eastern
Europe until the second half of the 1970s. In 1975 this MONTHLY published a famous
paper,“Periodthreeimplieschaos”[10]byLiandYorke,whichincludedtheresultthat
the presence of a periodic point of period 3 implies the presence of periodic points of
2“ˇ S” is pronounced “Sh.”
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Some time later Yorke attended a conference in East Berlin, and during a river cruise
a Ukrainian participant approached him. Although they had no language in common,
Sharkovsky (for it was he) managed to convey, with translation by Lasota and Mira,
that unbeknownst to Li and Yorke (and perhaps all of western mathematics) he had
proved his results about periodic points of interval mappings well before [10], even
though he did not at the time say what that result was.
Besides introducing the idea of chaos to a wide audience, Li and Yorke’s paper
was to lead to global recognition of Sharkovsky’s work. Within a few years of [10]
new proofs of the Sharkovsky Forcing Theorem appeared, one due to ˇ Stefan [18],
and a later one, which is now viewed as the “standard” proof, due to Block, Guck-
enheimer, Misiurewicz, and Young [3], Burkart [4], Ho and Morris [9], and Strafﬁn
[19]. Nitecki’s paper [12] provides a lovely survey from that time. Alsed` a, Llibre, and
Misiurewicz improved this standard proof [1] and also gave a beautiful proof of the
Realization Theorem, which we reproduce in Section 7.
The result has also been popular with contributors to the MONTHLY. We mention
here a short proof of one step in the standard proof [2] and several papers by Du
[6, 8, 7]. Reading the papers by Du inspired the work that resulted in this article.
1.3. Related Work. There is a wealth of literature related to periodic points for one-
dimensional dynamical systems. [1] is a good source of pertinent information. There is
a characterization of the exact structure of a periodic orbit whose period comes earliest
in the Sharkovsky order for a speciﬁc map. There is also work on generalizations to
other permutation patterns (how particular types of periodic points force the presence
of others, and how intertwined periodic orbits do so), to different one-dimensional
spaces (that look like the letter “Y,” the letter “X,” or a star “∗”), and to multivalued
maps.
2. INTERVALS, COVERING RELATIONS, AND CYCLES.
Deﬁnition 2.1. We say that an interval I covers an interval J and write I
f
−→ J if
J ⊂ f (I). We usually omit f and simply write I → J instead.
2.1. CoveringsProduceCycles. TheIntermediate-ValueTheoremallowsustotrans-
late knowledge of how intervals are moved around into information about the presence
of periodic points. This is the content of the next three lemmas.
Lemma 2.2. If [a1,a2]
f
−→ [ a1,a2], then f has a ﬁxed point in [a1,a2].
Proof. If b1,b2 ∈[ a1,a2] with f (bi) = ai, then f (b1) − b1 ≤ 0 ≤ f (b2) − b2. By the
Intermediate-Value Theorem, f (x) − x = 0 for some x between b1 and b2.
Lemma 2.3 (Itinerary Lemma). If J0,...,Jn−1 are closed bounded intervals and
J0
f
−→ · · ·
f
−→ Jn−1
f
−→ J0 (this is called a loop or n-loop of intervals) then there is
a point x that follows the loop, that is, f i(x) ∈ Ji for 0 ≤ i < n and f n(x) = x.
Proof. We write I ￿ J if f (I) = J. If I → J, there is an interval K ⊂ I such that
K ￿ J because the intersection of the graph of f with the rectangle I × J contains a
3It should not be forgotten that Li and Yorke’s work contains more than a special case of Sharkovsky’s:
“chaos” is not just “points of all periods.”
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be the projection to I of such an arc.
I
J
K
Figure 1. Finding K ￿ J.
Thus there is a closed bounded interval Kn−1 ⊂ Jn−1 such that Kn−1 ￿ J0. Then
Jn−2 → Kn−1, and so there is Kn−2 ⊂ Jn−2 such that Kn−2 ￿ Kn−1. Inductively, there
are closed bounded intervals Ki ⊂ Ji,0≤ i < n, such that
K0 ￿ K1 ￿ ···￿ Kn−1 ￿ J0.
Any x ∈ K0 satisﬁes f i(x) ∈ Ki ⊂ Ji for 0 ≤ i < n and f n(x) ∈ J0. Since K0 ⊂
J0 = f n(K0), Lemma 2.2 implies that f n has a ﬁxed point in K0.
We wish to ensure that the period of the point x found in Lemma 2.3 is n and not a
proper divisor of n, such as for the 2-loop [−1,0] ￿ [0,1] of f (x) =− 2x, which is
followed only by the ﬁxed point 0.
Deﬁnition 2.4. We say that a loop J0 →···→Jn−1 → J0 of intervals is elementary
if every point that follows it has period n.4
With this notion, the conclusion of Lemma 2.3 gives us:
Proposition 2.5. For an elementary loop J0 →···→Jn−1 → J0 there is a periodic
point with period n that follows the loop.
This makes it interesting to give convenient criteria for being elementary. The sim-
plest is that any loop of length 1 is elementary (since the period of a point that follows
such a loop must be a factor of 1). A criterion with wider utility is:
Lemma 2.6. A loop J0 →···→Jn−1 → J0 of intervals is elementary if it is not
followed by either endpoint of J0 and the interior Int(J0) of J0 is disjoint from each of
J1,...,Jn−1, i.e., Int(J0) ∩
￿n−1
i=1 Ji = ∅.
Proof. If x follows the loop, then x ∈ Int(J0) because x ∈ J0 and it is not an endpoint.
If 0 < i < n then f i(x)/ ∈ Int(J0) because it is in Ji, and so x ￿= f i(x). Thus x has
period n.
2.2. Cycles Produce Coverings. A closed bounded interval whose endpoints belong
to a cycle O of f is called an O-interval.
4This is a different use of the word “elementary” from the one in [1].
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only information that can be obtained from the action of f on O and therefore applies
to all continuous maps f for which O is a cycle.
In particular, all of the covering relations I → J of O-intervals considered in the
rest of the paper are O-forced. By this we mean that J lies in the O-interval whose
endpoints are the leftmost and rightmost points of f (I ∩ O). By our standing assump-
tion that f is continuous and the Intermediate-Value Theorem, this implies I → J.W e
say that a loop of O-intervals is O-forced if every arrow in it arises from an O-forced
covering relation.
Because in the remainder of the paper these are the only covering relations we will
use, the symbols “
f
−→ ” and “→” will henceforth denote O-forced covering relations.
3. EXAMPLES. The ﬁrst example is the most celebrated special case of the Shar-
kovsky Theorem: that period 3 implies all periods. The second and third examples
apply the same method to longer cycles and illustrate how our choice of O-intervals
differs from that made in the standard proof. The last example illustrates our induction
argument, which is built on the doubling structure of the Sharkovsky order.
3.1. Period 3 Implies All Periods. A 3-cycle comes in two versions that are mirror
images of one another. In Figure 2, the dashed arrows indicate that x1 = f (x0), x2 =
f (x1), and x0 = f (x2). In both pictures, I1 is the O-interval with endpoints x0 and x1,
and I0 is the O-interval with endpoints x0 and x2. The endpoints of I1 are mapped to
the very left and right points of the cycle, so we have the O-forced covering relations
I1 → I1 and I1 → I0. The endpoints of I0 are mapped to those of I1, and so I0 → I1
is O-forced. We summarize these covering relations by writing I1 ￿ I0.
I0 I1 I1 I0
x2 x0 x1 x1 x0 x2
Figure 2. 3-cycles.
Since I1 → I1, Lemma 2.2 implies that I1 contains a ﬁxed point of f .
The endpoints of I1 cannot follow the cycle I1 → I0 → I1 because they are periodic
points with period 3, whereas a point that follows this cycle must have period 1 or 2.
By Lemma 2.6, f has a point with period 2.
No point of O, and hence no endpoint of I0, has three consecutive iterates in the
interval I1. Hence by Lemma 2.6 the loop
I0 →
l − 1 copies of I1 ￿ ￿￿ ￿
I1 → I1 →···→I1 → I0
is elementary if l > 3. Thus, f has a periodic point of period l for each l > 3.
This shows a special case of the Sharkovsky Theorem: the presence of a period-3
point causes every positive integer to be a period.
3.2. A 7-cycle. Consider a 7-cycle O and O-intervals as in Figure 3. Again, we write
xi = f i(x0) and I1 =[ x0,x1] and so on, as indicated. With this choice of intervals we
get the following O-forced covering relations:
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I1
I2
I3
I4
I5 I0
Figure 3. A 7-cycle.
(1) I1 → I1 and I0 → I1,
(2) I1 → I2 → I3 → I4 → I5 → I0, and
(3) I0 → I5, I3, I1.
This information can be summarized in a graph as follows:
I1 I2
I0 I3
I5 I4
(2)
From this graph we read off the following loops.
(4) I1 → I1,
(5) I0 → I5 → I0,
(6) I0 → I3 → I4 → I5 → I0,
(7) I0 → I1 → I2 → I3 → I4 → I5 → I0,
(8) I0 → I1 → I1 →···→I1 → I2 → I3 → I4 → I5 → I0 with 3 or more
copies of I1.
I1 → I1 is elementary because it has length 1, and the remaining loops are elementary
by Lemma 2.6 because Int(I0)∩ Ij = ∅ if 1 ≤ j ≤ 5 and the loops cannot be followed
by an endpoint of I0 for reasons familiar from the previous example. The lengths of
these loops are 1, 2, 4, 6, and anything larger than 7, which proves that this cycle forces
every period l ￿ 7.
The standard proof uses a different choice of O-intervals to study this example: the
interval Ii for each i with 2 ≤ i ≤ 5 is replaced by the interval between xi and xi−2.
With this alternative choice one still obtains the covering relations (1)–(3), but our
choice of O-intervals adapts better to other situations such as that in the next example.
3.3. A 9-cycle. Figure 4 shows a 9-cycle O for which we chose O-intervals I0,...,I5
such that Int(I0) ∩ Ij = ∅ if 1 ≤ j ≤ 5 and the covering relations in the graph (2)
above are satisﬁed. The arguments in Subsection 3.2 apply word-for-word to show
that there are elementary loops, and hence periodic orbits, of length 1, 2, 4, 6, and
anything larger than 7.
The endpoints x0,...,x6 of the intervals in Figure 4 spiral outwards from the “cen-
ter” c := (x0 + x1)/2 like the corresponding points in Figure 3, but now they do not
constitute the entire cycle O and we do not have f (xi) = xi+1 for every i.
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I1
I2
I3
I4
I5 I0
Figure 4. A 9-cycle.
The sequence x0,...,x6 is chosen using the algorithm explained in Section 5. The
main idea in this algorithm is that one does not always choose xi+1 = f (xi), but moves
inwards towards the center c if this will make f (xi+1) lie further from c. Figure 5
illustrates this with the graph of a simple function f that exhibits the cycle O.
Starting from a point (xi, f (xi)) on the graph of O one moves horizontally to the
diagonal, then vertically to the point ( f (xi), f 2(xi)) on the graph. Then, if possible,
one skips to a point on the graph of O that is closer to c in the horizontal direction and
further from c in the vertical direction; this point will be (xi+1, f (xi+1)). Such skips
happen in steps 2 and 3 of this example.
The process terminates when the sequence has spiralled out past a point (x6 here)
whose image under f is on the same side of c as the point itself.
+++++++ +++
+
+
+
+
+
+
+
+
+
+
x6 x4 x2 x0 cx 1 x3 x5
x6
x4
x2
x0
c
x1
x3
x5
Figure 5. The spiral of the points xi.
In the next section we abstract the properties of the endpoints of the intervals
I0, I1,... that are essential to the above argument.
3.4. A 6-cycle. Consider the 6-cycle in Figure 6. The salient feature here is that the
3 points in the left half are mapped to the 3 points in the right half and vice versa.
Therefore, the 3 points in the right half form a cycle ••• for the second iterate
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I0
I1
I0
I1
Figure 6. A 6-cycle.
f 2. As in Subsection 3.1 we have the covering relations I1
f 2
−→ I1, I1
f 2
−→ I0, and
I0
f 2
−→ I1 for the intervals I0 and I1 shown in Figure 6. We can conclude as before that
f 2 has elementary loops of all lengths.
For f itself we choose two additional intervals I￿
0 and I￿
1 by taking I￿
j to be the
shortest O-interval that contains f (Ij ∩ O).
We now illustrate a recursive method we will use later: we show how to associate
with an elementary k-loop for f 2 an elementary 2k-loop for f itself. In the present
example this then tells us that every even number is a period.
Consider an elementary k-loop for f 2 made using the covering relations I1
f 2
−→ I1,
I1
f 2
−→ I0, and I0
f 2
−→ I1. Replace each occurrence of “I1
f 2
−→ ” by “I1
f
−→ I￿
1
f
−→ ” and
each occurrence of “I0
f 2
−→ ” by “I0
f
−→ I￿
0
f
−→ ” and note that this produces a 2k-loop
for f that is not a k-loop traversed twice (which would cause difﬁculty with being
elementary). We show that it is elementary using the deﬁnition of elementary. Suppose
a point p follows the 2k-loop under f . We need to show that it has period 2k for f .
Observe that p follows the original elementary k-loop under f 2 and hence has period
k for f 2. On the other hand, the iterates of p under f are alternately to the left and
the right of the middle interval (x0,x1) since the 2k-loop for f alternates between
primed and unprimed intervals. Therefore, the orbit of p consists of 2k distinct points;
there are k even iterates on the right and k odd iterates on the left. This means that the
period of p for f is 2k. Since k was arbitrary, we infer that this 6-cycle forces all even
periods (as well as period 1 due to the interval [x0,x1] in the center, which covers itself
under f ).
In the next 3 sections we prove the Sharkovsky Forcing Theorem 1.1. We ﬁrst show
that the existence of a special sequence in an m-cycle O produces all desired cycles.
Next we construct such a sequence under a mild assumption on O. Finally we reduce
the general case to this latter one.
4. ˇ STEFAN SEQUENCES PRODUCE CYCLES. Let m ≥ 2 and O an m-cycle of
a continuous map f on an interval.
Deﬁnition 4.1. Let p be the rightmost of those points in O for which f (p)>p, and
q the point of O to the immediate right of p.
We deﬁne the center of O by c := (p + q)/2. For x ∈ O we denote by Ox ⊂ O the
set of points of O in the closed interval bounded by x and c. That is, Ox = O ∩[x, p]
when x ≤ p, and Ox = O ∩[ q,x] when x ≥ q.
We say that a point x ∈ O switches sides if c is between x and f (x).
From the examples in Section 3 we extract the following desirable properties of a
sequence of points of O.
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(ˇ S1) {x0,x1}={p,q}.
(ˇ S2) x0,...,xn are on alternating sides of the center c and the sequences (x2j) and
(x2j+1) are both strictly monotone (necessarily moving away from c).
(ˇ S3) If 1 ≤ j ≤ n − 1, then x j switches sides and x j+1 ∈ O f (xj).
(ˇ S4) xn does not switch sides.
Remark 4.3. The condition x j+1 ∈ O f (xj) in (ˇ S3) means that c < x j+1 ≤ f (x j) if
x j < c and c > x j+1 ≥ f (x j) if x j > c.
(ˇ S2) implies that x0,...,xn are pairwise distinct. Hence n + 1 ≤ m and so n < m.
Figure 2 and Figure 3 show ˇ Stefan sequences that happen to consist of the entire cycle;
we have n + 1 = m in these cases. Figure 4 provides an illustration in which a ˇ Stefan
sequence is a proper subset of the cycle and n + 1 < m.
(ˇ S1) and (ˇ S4) together imply that n ≥ 2 and hence m ≥ 3. Note that for m = 1 the
Sharkovsky Forcing Theorem is vacuously true and for m = 2 it is an application of
Lemma 2.2.
Proposition 4.4. Suppose that the m-cycle O has a ˇ Stefan sequence. If l ￿ m, then
f has an O-forced elementary l-loop of O-intervals and hence a periodic point with
least period l.
Given a ˇ Stefan sequence x0,...,xn we deﬁne the desired O-intervals I0,...,In−1
as follows. For 1 ≤ j < n, we take Ij to be the shortest interval that contains x0, x1,
and x j, while I0 is deﬁned to be the O-interval with endpoints xn and xn−2. It follows
from (ˇ S2) that Int(I0) ∩ Ij = ∅ if 1 ≤ j < n.
Proposition 4.5. With Ij chosen as above, we have the following O-forced covering
relations.
(1) I1 → I1 and I0 → I1.
(2) I1 → I2 →···→In−1 → I0.
(3) I0 → In−1, In−3,....
They can be summarized in a graph as follows:
I1
I0 In−5
In−1 In−4
In−2 In−3
Proof. (1) We will, in fact, prove that Ij → I1 for j = 0,...,n − 1. This amounts to
showing that f (Ij) contains x0 and x1.
By (ˇ S2) and (ˇ S3) (or by (ˇ S1) if j = 1) the endpoints of Ij for j = 1,...,n − 1
are on opposite sides of c and both switch sides. The endpoints of I0 are on the same
side of c, but one switches sides and the other does not, by (ˇ S4). In either case f (Ij)
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and the deﬁnition of c.
(2) It sufﬁces to show for 1 ≤ j ≤ n − 1 that f (Ij) contains x0, x1, and x j+1.W e
have already seen that x0 and x1 are in f (Ij). Since f (x j) is also in the interval f (Ij),
this implies that O f (xj) ⊂ f (Ij). It follows from this and (ˇ S3) that x j+1 ∈ f (Ij) as
well.
(3) It sufﬁces to show that f (I0) contains x0, x1, and all of the points xn−1,xn−3,...
of O that are on the opposite side of c from xn. We have already seen that f (I0)
contains x0 and x1. But xn−2 is in I0 and it follows from (ˇ S3) that f (xn−2) is at least as
far from c as xn−1, which is further from c than xn−3,xn−5,...,by (ˇ S2). Consequently
the points xn−1,xn−3,... lie in f (I0).
From the graph in Proposition 4.5 we read off the following loops:
(L1) I1 → I1;
(L2) I0 → In−(l−1) → In−(l−2) →···→In−2 → In−1 → I0 for even l ≤ n;
(L3) I0 → I1 → I1 →···→I1 → I2 →···→In−1 → I0 with r ≥ 1 repeti-
tions of I1 (and hence of length l = n − 1 + r).
Proof of Proposition 4.4. If l ￿ m then there are 3 cases.
If l = 1 we use that the loop (L1) has length 1 and is hence elementary.
If l ≤ n is even, (L2) provides a loop of length l.
If n ≤ l ￿= m, then (L3) with r = l − n + 1 provides a loop of this length.
The fact that Int(I0) ∩ Ij = ∅ if 1 ≤ j < n combined with Lemma 2.6 will tell us
that these loops are elementary once we show that they cannot be followed by a point
of O. This holds for the loops in (L2) because they have length l ≤ n < m (Remark
4.3) and for the loops in (L3) because either they have length l < m, or else we have
l > m and hence r = l − n + 1 ≥ m + 1 − n + 1 ≥ 3 repetitions of I1.
5. CONSTRUCTING A ˇ STEFAN SEQUENCE. The Sharkovsky Forcing Theo-
rem would be immediate from Proposition 4.4 if every cycle had a ˇ Stefan sequence.
However, the cycle in Figure 6 has no ˇ Stefan sequence because every point switches
sides. We now show that this is the only obstacle to ﬁnding a ˇ Stefan sequence.
Proposition 5.1. A cycle with more than one point contains a ˇ Stefan sequence unless
every point switches sides.
Proof. Let O be a cycle with m ≥ 2 points.
First we identify a set S ⊂ O, which contains the points of O that are candidates to
be nonﬁnal terms in a ˇ Stefan sequence. Let M be the maximal O-interval containing
[p,q] such that all points of O that are in M switch sides; O ∩ M is thus the set
of all x ∈ O such that every point of Ox switches sides. The set S consists of those
x ∈ O ∩ M such that f maps x further from c than any other point in Ox. Equivalently,
x ∈ O ∩ M is in S if O f (w) ⊂ O f (x) for all w ∈ Ox. Note that p,q ∈ S.
x f (x)
... ... ... ... |
c
Figure 7. x ∈ S.
238 c ￿ THE MATHEMATICAL ASSOCIATION OF AMERICA [Monthly 118We now deﬁne a map σ : S → O, which will take an element of a ˇ Stefan sequence
to its successor in the sequence. We always choose σ(x) ∈ O f (x); since x ∈ M this
ensures that x and σ(x) are on opposite sides of c.
(i) If f (x)/ ∈ M, we can take σ(x) to be any point of O f (x) that does not switch
sides. In this case σ(x)/ ∈ S.
(ii) If f (x) ∈ M, then σ(x) is the point of O f (x) that maps furthest from c, i.e.,
f (O f (x)) ⊂ O f (σ(x)).
By construction (see Figure 8, for example) we have σ(x) ∈ S in this case.
f (x) σ(x) f (σ(x))
... ... ... ... |
c
Figure 8. The successor map σ in case (ii).
We noted that x and σ(x) are on opposite sides of c, so σ2(x), if deﬁned, is again on
the same side as x. It is crucial for obtaining the outward spiraling in (ˇ S2) that σ2(x)
is further from c than x, i.e., that σ2(x)/ ∈ Ox.
Lemma 5.2. If there is an x ∈ S such that σ2(x) ∈ Ox, then all points of O switch
sides.
Proof. In order to have σ2(x) deﬁned and in Ox, we must have x, y := σ(x), and
z := σ(y) = σ2(x) all in S. Moreover σ(x) and σ(y) are both obtained using case (ii)
in the deﬁnition of σ. Hence
f (O f (x)) ⊂ O f (σ(x)) = O f (y)
and
f (O f (y)) ⊂ O f (σ(y)) = O f (z).
Since z = σ2(x) ∈ Ox and x ∈ S, we have
O f (z) ⊂ O f (x).
Combining the above inclusions shows that O f (x) ∪ O f (y) is mapped into itself by
f . Since f is a cyclic permutation of O, the only nonempty f -invariant subset of O is
O itself. Thus O = O f (x) ∪ O f (y). But all points of this set switch sides because x and
y are in S.
To conclude the proof of Proposition 5.1 we now suppose that there is a point of O
thatdoesnotswitchsidesandshowthatthisimpliestheexistenceofa ˇ Stefansequence.
The contrapositive of Lemma 5.2 implies that we cannot have both σ(p) = q and
σ(q) = p.Thereforewecanchoose{x0,x1}={p,q}insuchawaythat x2 :=σ(x1) ￿=
x0 and then continue to choose xi+1 = σ(xi) while xi ∈ S. We now verify that this
produces a ˇ Stefan sequence.
Our choice of {x0,x1}={p,q} gives (ˇ S1).
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σ(x) are on opposite sides of c. To check that the sequence spirals outward note ﬁrst
that our choice of x0 and x1 ensures that x2 / ∈ Ox0. Thereafter, Lemma 5.2 shows that
xi+2 = σ2(xi)/ ∈ Oxi, i.e., xi+2 lies further from c than xi.
This implies in particular that the terms of the sequence are pairwise distinct. Since
they lie in the ﬁnite set O, the sequence terminates. We label the last term xn and note
that it necessarily arises from (i) in the deﬁnition of σ. Hence xn does not switch sides,
which implies (ˇ S4).
To check (ˇ S3) we note ﬁrst that for j < n we have x j ∈ S ⊂ M, and x j therefore
switches sides. Finally, x j+1 = σ(x j) ∈ O f (xj) by the deﬁnition of σ.
Proposition 5.1 and Proposition 4.4 give the following main case of the Sharkovsky
Theorem.
Proposition 5.3. If an m-cycle O with m ≥ 2 contains a point that does not switch
sides, then for each l ￿ m there is an elementary, O-forced l-loop of O-intervals, and
hence an l-cycle.
6. PROOF OF THE SHARKOVSKY FORCING THEOREM. To prove the Shar-
kovsky Forcing Theorem it remains to reduce the case of a cycle in which all points
switch sides to the main case of Proposition 5.3. We use the fact that the left and right
halves of such a cycle are cycles for f 2 of half the length.
Proposition 6.1. An m-cycle O has an O-forced elementary l-loop of O-intervals for
each l ￿ m.
By Proposition 2.5, this implies the Sharkovsky Forcing Theorem 1.1.
Proof. We proceed by induction on m. Proposition 6.1 is vacuously true for m = 1
since there is no l ￿ 1.
Suppose now that Proposition 6.1 is known for all cycles of length less than m. Let
O be an m-cycle. If there is a point that does not switch sides, then the conclusion of
Proposition 6.1 follows by Proposition 5.3.
Otherwise, all points switch sides. Write L := minO and R := maxO. Then OL
(see Deﬁnition 4.1) contains the points in O to the left of c, OR contains those to the
right of c, and f swaps these sets: f ￿ OL is a bijection from OL to OR and f ￿ OR is
a bijection from OR to OL, so OL and OR have the same number of points, and m is
even.
Since m is even, it follows from the doubling property (1) that l ￿ m if and only if
l = 1 or l = 2k with k ￿ m/2. Therefore we need to show that f has an elementary
1-loop as well as an elementary O-forced 2k-loop of O-intervals for each k ￿ m/2.
As the elementary 1-loop we can take the middle O-interval [p,q], since p =
maxOL and q = minOR.
To ﬁnd the required 2k-loops, we use the inductive assumption and the fact that
OL and OR are cycles of length m/2 for the second iterate f 2. Proposition 6.1 can be
applied to either of these cycles. Using OR, we ﬁnd that f 2 has an elementary OR-
forced k-loop of OR-intervals for each k ￿ m/2. The induction will be complete once
we show that these give rise to elementary 2k-loops for f itself.
To that end, consider an elementary k-loop
I0
f 2
−→ I1
f 2
−→ I2
f 2
−→ · · ·
f 2
−→ Ik−1
f 2
−→ I0 (3)
240 c ￿ THE MATHEMATICAL ASSOCIATION OF AMERICA [Monthly 118of OR-intervals for f 2. For later convenience we set Ik := I0. Let I￿
i be the shortest
closed interval that contains f (Ii ∩ O) ⊂ OL. These are O-intervals and by construc-
tion we have the O-forced covering relation Ii
f
−→ I￿
i for each i,0≤ i < k. The re-
mainder of the proof consists of showing that this produces an O-forced 2k-loop
I0
f
−→ I
￿
0
f
−→ I1
f
−→ I
￿
1
f
−→ · · ·
f
−→ Ik−1
f
−→ I
￿
k−1
f
−→ I0 (4)
for f that is elementary.
To see that this is an O-forced loop we show that we also have the covering rela-
tions I￿
i
f
−→ Ii+1 and that they are O-forced. Since Ii
f 2
−→ Ii+1 and this covering is OR-
forced, there are points ai,bi ∈ Ii ∩ OR such that the closed interval between f 2(ai)
and f 2(bi) contains Ii+1. But then a￿
i := f (ai) and b￿
i := f (bi) are in I￿
i ∩ O and the
closed interval between f (a￿
i) = f 2(ai) and f (b￿
i) = f 2(bi) contains Ii+1, as required.
It remains to show that the loop in (4) is elementary. Consider a periodic point x
for f that follows the loop (4). It is a periodic point for f 2 that follows the elementary
loop (3) and hence has period k with respect to f 2. Therefore k points of its f -orbit
(the even iterates) lie in OR. Since the intervals in the loop (4) are alternately to the
right and the left of the center, so are the iterates of x under f . Therefore another k
points (the odd iterates) lie in OL, and the orbit has length 2k. Hence x has period 2k
with respect to f , and the loop (4) is elementary.
7. THE SHARKOVSKY REALIZATION THEOREM. An elegant proof of the
Sharkovsky Realization Theorem 1.2 is given in [1]. It reveals one Sharkovsky tail at
a time as one increases h in the family of truncated tent maps
Th:[ 0,1]→[ 0,1], x ￿→ min(h,1 − 2|x − 1/2|) for 0 ≤ h ≤ 1.
This family has several key properties.
h
Th
Figure 9. Truncated tent maps.
(a) T1 has only one periodic point (the ﬁxed point 0) while the tent map T1 has
a 3-cycle {2/7,4/7,6/7} and hence has all natural numbers as periods by the
Sharkovsky Forcing Theorem 1.1.
(b) Any cycle O ⊂[ 0,h) of Th is a cycle for T1, and any cycle O ⊂[ 0,h] of T1 is
a cycle for Th.
What makes the proof so elegant is that h plays three roles: as a parameter, as the maxi-
mum value of Th, and as a point of an orbit. The key idea is to let h(m) := min{maxO |
O is an m-cycle of T1} for m ∈ N. (We can write “min” instead of “inf” because T1 has
a ﬁnite number of periodic points for each period.5) From this and (b) we obtain:
5Inspection of the graph of Tn
1 shows that it has exactly 2n ﬁxed points.
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(d) The orbit of h(m) is an m-cycle for Th(m), and all other cycles for Th(m) lie in
[0,h(m)).
From (d) and the Sharkovsky Forcing Theorem 1.1 we see that if l ￿ m, then Th(m) has
an l-cycle that lies in [0,h(m)); it follows from (c) that h(l)<h(m). By symmetry,
(e) h(l)<h(m) if and only if l ￿ m.
We see from (c), (d), and (e) that for any m ∈ N the set of periods of Th(m) is the tail of
the Sharkovsky order consisting of m and all l ￿ m.
The set of all powers of 2 is the only other tail of the Sharkovsky order (besides
∅, which is the set of periods of the translation x ￿→ x + 1 on R). We have h(2∞) :=
supk h(2k)>h(2k)by(e)forallk ∈ N,so Th(2∞) has2k-cyclesforallk by(c).Suppose
Th(2∞) has an m-cycle with m not a power of 2. By Theorem 1.1 Th(2∞) also has a 2m-
cycle. Since the m-cycle and the 2m-cycle are disjoint, at least one of them is contained
in [0,h(2∞)) and hence in [0,h(2k)) for some k ∈ N, contrary to (c) and (e).
8. CONCLUSION. It may be of interest to note that the proof given here provides
more information than the statement of the Sharkovsky Forcing Theorem 1.1. When in
the proof of Proposition 4.4 we treated the loops in (L3) on page 238 we only needed
to know that n ≤ l ￿= m. Therefore Proposition 4.4 can be ampliﬁed to the following:
Proposition 8.1. If an m-cycle O contains a ˇ Stefan sequence x0,...,xn, then O forces
periods l = 1 (from (L1)), l ≥ n (from (L3)), and even l ≤ n (from (L2)).
This includes periods that precede m in the Sharkovsky order.
An extreme instance is given by a cycle in which the pointq chosen at the beginning
of Proposition 5.1 is maxO and f (q) = minO, i.e., a cycle of the form •···• •. The
3 points shown here constitute a ˇ Stefan sequence with n = 2, which forces period 3
and hence all periods.
Another way in which additional information can be extracted by keeping track of
patterns arises in connection with cycles whose length is 2k for some k. If such a cycle
O contains a point that does not switch sides, then there is a ˇ Stefan sequence with
n < m − 1, and Proposition 8.1 shows that O forces all periods l ≥ n, in particular for
some odd such l, and hence there are periods that are not powers of 2. Morover, if all
points of O do switch sides, the reduction in the proof of Proposition 6.1 yields a cycle
of length 2k−1 for f 2 to which one can apply the previous reasoning: it either forces
a period that is not a power of 2 or all its points switch sides. In the latter case one
can again reduce a step. If this keeps happening until one has reduced to period 2 for
f 2k−1
, then we say that O is simple, and we have observed that if a continuous map has
only powers of 2 as periods, then all cycles must be simple.
In other words, if there is a cycle of length 2k for any k > 1 that is not simple, then
it forces a period that is not a power of 2.
These observations illustrate that our method can make use of more information
than just the period of the cycle from which one starts; this differs from the standard
proof, which begins by discarding the initial orbit. Like our proof, reﬁnements of Shar-
kovsky’s Theorem systematically take into account “patterns” instead of just periods.
The deﬁnition of a ˇ Stefan sequence implies that if n = m − 1, there will be only
one point of O, namely xm−1, that does not switch sides. The point xm−1 must be either
the leftmost or rightmost point of O and the sequence x0,x1,... must spiral outwards
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xm−1 ... x4 x2 x0 x1 x3 ... xm−2 or xm−2 ... x3 x1 x0 x2 x4 ... xm−1.
Furthermore we must have f (xi) = xi+1 for 0 ≤ i < m − 1. These orbits are called
ˇ Stefan cycles. They are central to the standard proof of the Sharkovsky Theorem. Our
proof is more direct because we do not need these cycles, but they inspired our deﬁni-
tion of ˇ Stefan sequences.
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Polanyi on Mathematics
“All these difﬁculties are but consequences of our refusal to see that mathemat-
ics cannot be deﬁned without acknowledging its most obvious feature: namely,
that it is interesting. Nowhere is intellectual beauty so deeply felt and fastidi-
ously appreciated in its various grades and qualities as in mathematics, and only
the informal appreciation of mathematical value can distinguish what is math-
ematics from a welter of formally similar, yet altogether trivial statements and
operations.”
Michael Polanyi, Personal Knowledge: Towards a Post-Critical Philosophy,
University of Chicago Press, Chicago, 1958, p. 200
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