ABSTRACT Moderate-and high-resolution measurements (k=Á k k 40; 000) of interstellar resonance lines of D i, C ii, N i, O i, Al ii, and Si ii (hereafter called light ions) are presented for all available observed targets located within 100 pc that also have high-resolution observations of interstellar Fe ii or Mg ii (heavy ions) lines. All spectra were obtained with the Goddard High Resolution Spectrograph or the Space Telescope Imaging Spectrograph instrument aboard the Hubble Space Telescope. Currently, there are 41 sight lines to targets within 100 pc with observations that include a heavy ion at high resolution and at least one light ion at moderate or high resolution. We present new measurements of light ions along 33 of these sight lines and collect from the literature results for the remaining sight lines that have already been analyzed. For all of the new observations we provide measurements of the central velocity, Doppler width parameter, and column density for each absorption component. We greatly increase the number of sight lines with useful local interstellar medium (LISM) absorption-line measurements of light ions by using knowledge of the kinematic structure along a line of sight obtained from high-resolution observations of intrinsically narrow absorption lines, such as Fe ii and Mg ii. We successfully fit the absorption lines with this technique, even with moderate-resolution spectra. Because high-resolution observations of heavy ions are critical for understanding the kinematic structure of local absorbers along the line of sight, we include 18 new measurements of Fe ii and Mg ii in an Appendix. We present a statistical analysis of the LISM absorption measurements, which provides an overview of some physical characteristics of warm clouds in the LISM, including temperature and turbulent velocity. This complete collection and reduction of all available LISM absorption measurements provides an important database for studying the structure of nearby warm clouds, including ionization, abundances, and depletions. Subsequent papers will present models for the morphology and physical properties of individual structures (clouds) in the LISM.
INTRODUCTION
Most resonance lines of important ions in the local interstellar medium (LISM) lie in the ultraviolet (UV) spectral range. This paper continues our inventory of LISM absorption-line observations observed by the two high-resolution spectrographs on board the Hubble Space Telescope (HST ), the Goddard High Resolution Spectrograph (GHRS) and the Space Telescope Imaging Spectrograph (STIS). In this paper, we extend the work of , who analyzed all available LISM Fe ii and Mg ii absorption lines observed by HST and Ca ii lines observed from the ground, along sight lines less than 100 pc, to include six more ions: D i, C ii, N i, O i, Al ii, and Si ii. These ions, which all fall in the 1200-1800 Å spectral range, extend the resonance line database to include a range of ion masses from atomic weight 2.01, D i, to atomic weight 55.85, Fe ii. This collection of LISM absorption-line observations will form the basis for a comprehensive analysis of many of the physical properties of the LISM, which will be published in subsequent papers of this series.
The format of this work is similar to that of , and we refer the reader to that paper for a thorough introduction to our procedure for the analysis of interstellar absorption lines. The most important difference between these two papers is our inclusion of moderateresolution spectra for the analysis of low-mass ions. The velocity structure along a line of sight is best measured by resonance lines of the heaviest ions observed with high spectral resolution, as discussed by . We use the kinematic information obtained from the highresolution spectra of the high-mass ions when fitting the moderate-resolution spectra of the lighter ions. Because of the cosmological and Galactic chemical evolution implications of the abundance of deuterium in the LISM (Linsky 1998) , D i measurements have already been published for many nearby stars, and 11 more measurements are presented in this paper. The other light ions, C ii, N i, O i, Al ii, and Si ii, have not been analyzed for the majority of sight lines with available spectra. Although a few sight line investigations have already been presented Gnaciński 2000; Wood et al. 2002; Vidal-Madjar, des Etangs, & Ferlet 1998) , this paper provides a valuable new database of LISM measurements of these ions, which is complete to date. By coupling the data sets presented here with those of Mg ii and Fe ii , we can investigate fundamental physical properties of the LISM, including the morphology (Redfield & Linsky 2000) , small-scale structure (Redfield & Linsky 2001) , ionization structure (Wood et al. 2002) , and the temperature and turbulent velocity structure (Redfield & Linsky 2004 ).
OBSERVATIONS
We list in Table 1 all stars located within 100 pc that have moderate (30; 000 k=Ák 45; 000) or high (k=Ák ! 100; 000) resolution spectra of LISM absorption lines in the 1200-1800 Å spectral range. We include in this sample only those sight lines that also have high-resolution observations of Fe ii and/or Mg ii to ensure that we have an accurate measurement of the kinematic structure along the line of sight ). Ca ii is not used alone, as a kinematic constraint on other UV lines, because low column density clouds not detected in Ca ii are observed in stronger UV resonance lines (e.g., the Cen line of sight). Resonance lines that show LISM absorption in the 1200-1800 Å spectral range include the D i fine-structure doublet at 1215.3376 and 1215.3430 Å , C ii at 1334.532 Å , the N i triplet at 1199.5496, 1200.2233, and 1200.7098 Å , O i at 1302.1685 Å , Al ii at 1670.7874 Å , and five Si ii resonance lines at 1190. 4158, 1193.2897, 1260.4221, 1304.3702, and 1526.7066 Å . Because some sight lines with light-ion absorption spectra included recent high-resolution observations of Mg ii and Fe ii, we have included the analysis of new heavy-ion absorption lines in the Appendix. These measurements complement the Mg ii and Fe ii survey published by . For all of the stars, the stellar spectral type, visible magnitude, stellar radial velocity, and Galactic coordinates are taken from the SIMBAD database unless otherwise noted. The Hipparcos distances (Perryman et al. 1997 ) are listed without errors, but the errors in trigonometric parallax measurements for stars within 100 pc are small enough to have no influence on the interpretation of our results. In general, at 1 pc the 1 error in the distance is $0.1 pc, at 30 pc the 1 error is $1.0 pc, and at 100 pc the 1 error is $5.0 pc. Also listed are the predicted absorption velocities for the Local Interstellar Cloud (LIC) and Galactic (G) clouds computed by using the vectors proposed by Lallement & Bertin (1992) and Lallement et al. (1995) .
All observations were taken with the high-resolution spectrographs on board the HST, the GHRS and STIS instruments. The GHRS instrument is described by Brandt et al. (1994) and Heap et al. (1995) . Soderblom et al. (1994) describe improvements to the GHRS instrument for observations taken after the installation of the Corrective Optics Space Telescope Axial Replacement in 1993 December. The STIS instrument is described by Kimble et al. (1998) and by Woodgate et al. (1998) .
Many HST observations of the stars listed in Table 1 were taken for the express purpose of studying the structure of the LISM along these sight lines. However, more than one-third of the observations along lines of sight listed in Table 1 were taken for other purposes. We list in Table 2 the HST observations of those stars with LISM absorption data that have not been published. All of these data were taken from the HST Data Archive and are publicly available. The data reduction procedure for the observations listed in Table 2 is described in x 2.1, and the spectral analysis is discussed in x 2.2.
Data Reduction
We reduced the GHRS data acquired from the HST Data Archive with the CALHRS software package using the Image Reduction and Analysis Facility (IRAF) and the Space Telescope Science Data Analysis System (STSDAS) software. The most recent reference files were used in the reduction. In many cases, the current reference files produced an improvement in data quality, compared with data reduced with reference files contemporaneous with the observations. Many of the echelle observations were obtained in the FP-SPLIT mode to reduce fixed-pattern noise. The individual readouts of the FP-SPLIT spectra were combined using a cross-correlation procedure called HRS_MERGE . The reduction included assignment of wavelengths using calibration spectra obtained during the course of the observations. The calibration spectra include either a WAVECAL, a direct PtNe lamp spectrum from which a dispersion relation can be obtained, or a SPYBAL (Spectrum Y-Balance), from which only a zero-point offset can be obtained. Any significant errors involved in the wavelength calibration are included in our central velocity determinations.
We reduced the STIS data acquired from the HST Data Archive using the STIS team's CALSTIS software package written in IDL (Lindler 1999) . The reduction included assignment of wavelengths by using calibration spectra obtained during the course of the observations. The ECHELLE_SCAT routine in the CALSTIS software package was used to remove scattered light. Figure 1 shows our fits to the LISM absorption lines that were observed in the 1200-1800 Å spectral range and have not yet been published (see Table 2 for a list of the observational parameters). All of the spectra are shown with a heliocentric velocity scale, together with our estimate of the stellar continuum (thin solid lines), the best fits to the absorption by each interstellar component (dashed lines), and the total interstellar absorption convolved with the instrumental profile (thick solid lines). Table 3 presents an inventory of detected LISM absorption toward all 41 stars within 100 pc that have both a high-resolution heavy-ion detection and at least one moderate-to high-resolution detection of a light ion. We differentiate the new measurements presented in this work from those already analyzed in the literature. Of the 41 sight lines listed in Table 3 , 33 have new LISM absorption-line observations.
Spectral Analysis
The LISM absorption lines are fitted using standard techniques Piskunov et al. 1997; Dring et al. 1997; ). This involves estimating the stellar continuum, determining the fewest absorption components required to obtain a satisfactory fit, convolving the absorption feature with an instrumental line-spread function, and fitting all lines of the same ion simultaneously. Determining the stellar continuum is usually straightforward when one is dealing with high-resolution data, and systematic errors in this procedure are further reduced when several resonance lines of the same ion are fitted simultaneously. Because the central wavelength of the interstellar absorption is different for each line of sight, the placement of the unobserved stellar flux for some cases can be both difficult and the dominant source of error. In most cases, the ''continuum'' against which the absorption is measured can be determined by fitting a simple polynomial to spectral regions just blueward and redward of the interstellar absorption. Of the 206 interstellar absorption spectra shown in Figure 1 (as well as those shown in the Appendix), 68% of the continua were determined in this straightforward way.
Occasionally, a simple polynomial is not sufficient to accurately estimate the missing stellar continuum. We employ three additional techniques to accurately estimate the continuum: 
indicates a detection of LISM absorption; '' < '' indicates that no LISM absorption is detected, but an upper limit is provided. Symbols in parentheses indicate that the LISM absorption analysis has already been presented in the literature. All detections that have not been previously analyzed are presented in this work. For the light ions, references for analyzed sight lines can be found in Tables 4-9. Details regarding the heavy-ion measurements can be found in and the Appendix. mirroring, similarity, and simultaneous fitting. The mirroring technique for estimating the unobserved stellar flux involves reflecting the emission line about the stellar photospheric radial velocity. If the interstellar absorption is far from line center, typically because of the high radial velocity of the star, this technique can be very useful in estimating the stellar flux. Since these circumstances are not very common, we used this method for estimating the continuum for only 5% of the sample. Fitting the C ii line of 36 Oph A and 70 Oph (see Fig. 1a ) are examples of this technique.
A stellar emission line with LISM absorption is often a member of a multiplet. Because the other members of the multiplet are not resonance transitions, no LISM absorption is seen against these emission lines. The shape of this line can be used to help reconstruct the continuum of the absorbed resonance line. This is particularly useful with lines that may or may not exhibit self-reversals at line center or multiple Gaussian profiles, such as Mg ii, C ii, and O i, as well as lines that are severely blended with additional lines or a rising stellar continuum, such as Fe ii. Although the line width and integrated flux vary among multiplet members, the shapes of the line profiles are often very similar. Examples of this technique are the C ii lines of Eri (see Fig. 1a ) and the O i lines of Gem, Cet, and Cap (see Figs. 1b, 1c, and 1d, respectively) . This method is used for estimating 13% of the continua in this sample. One of the strengths of this sample is that there are often several absorption lines for the same ion, particularly N i, Si ii, Mg ii, and Fe ii. Because the oscillator strengths are known, the measured absorption in one line predicts the absorption for all of the other resonance lines of the same ion. In this way, we can estimate continua for low signal-to-noise ratio (S/ N) absorption features in moderate-resolution data for an ion, as long as we have at least one other reasonably simple absorption feature of the same ion. By simultaneously fitting all of the absorption features of the same ion, we can make a reasonable estimate of the continuum that is consistent with each absorption line. Although this technique can yield some curious continuum estimates, it is the best method for reducing the systematic errors involved in continuum placement. In only a few cases, approximately 14%, does this method produce results that deviate from a simple polynomial continuum estimation. Some examples include the Si ii lines of GD 153 (see Fig. 1e ) and the Fe ii lines of HD 184499.
Once the continuum has been determined, we apply the minimum number of absorption components for a satisfactory fit to the spectra. Adding more absorption components invariably improves the goodness-of-fit metric ( 2 ). We use the F-test to determine whether the improvement in the fit is statistically significant (Bevington & Robinson 1992) , which allows us to determine the minimum number of necessary absorption components in an objective way.
The instrumental line-spread functions assumed in our fits for GHRS spectra are taken from Gilliland (1994) and for STIS spectra from Sahu et al. (1999) . The rest wavelengths and oscillator strengths of the lines used in our fits are taken from Morton (1991) with updates from D. C. Morton (2003, private communication) . We fit all lines of each ion simultaneously in order to obtain the most robust parameters for the interstellar absorption. The difference in oscillator strengths between the various lines can be very useful in constraining the interstellar parameters, the stellar continuum level, and the number of absorption components. By providing an independent measure of the same absorbing column using absorption lines with different optical depths and at different locations relative to the stellar continuum, our analysis of several lines of the same ion reduces the effect of systematic errors, in particular from saturation and line blends, that result from the measurement of only one line.
Occasionally, absorption features due to terrestrial material are detected in spectra of O i and N i (see HZ 43, GD 153, and DK UMa in Figs. 1d, 1e, and 1f, respectively) . The absorption is easily identified because it is centered at the mean velocity of the Earth during the time of observation and because it is often also seen in the other members of the multiplet, where no LISM absorption is detected. The airglow absorption features are easily modeled and do not adversely affect the fit to the LISM absorption lines.
For each absorption component there are three fit parameters: the central velocity (v [in km s À1 ]), the Doppler width (b [in km s À1 ]), and the column density (N ion [in cm À2 ]). The central velocity corresponds to the mean projected velocity of the absorbing material along the line of sight to the star. If, as a first approximation, we assume that the warm partially ionized material in the solar neighborhood exists in small, homogeneous cloudlets each moving with a single bulk velocity, then each absorption component will correspond to a single cloudlet, and its velocity is the projection of its three-dimensional 
where k is Boltzmann's constant, m is the mass of the ion observed, and A is the atomic weight of the element in atomic mass units (where A can range from A D ¼ 2:01410 to A Fe ¼ 55:847). The Doppler width parameter, or line width, of an ion with a large atomic weight is more sensitive to turbulent broadening than thermal broadening. The column density measures the amount of material along the line of sight to the star. If we assume homogeneous cloudlets with constant density, then the column density will be directly proportional to the cloud thickness. The compilation of all measurements for stars within 100 pc provides an important database for the analysis of the structure of the LISM. The velocity structure is discussed in x 3.1, the Doppler width parameter structure is discussed in x 3.2, and the column density structure is discussed in x 3.3. In order to extract as much information as possible from the UV observations of LISM absorption lines, we apply knowledge of the velocity structure along the line of sight derived from high-resolution spectra of intrinsically narrow absorption lines of Fe ii and Mg ii to the fitting of the moderate-resolution spectra of the lower mass, and thus intrinsically broader, absorption lines. For example, an Fe ii absorption line formed by interstellar material at the canonical LISM temperature, $ 7000 K, with no turbulent broadening will have a Doppler line width of b ¼ 1:44 km s À1 , whereas the D i absorption line for the same conditions will have b ¼ 7:60 km s À1 . To fully resolve the interstellar Fe ii absorption feature requires a spectral resolution of R ¼ k=Ák > 200; 000, whereas the D i feature requires a resolution of R > 40; 000. If the heavy ions accurately trace the same collection of gas as the light ions, then the required resolving power can decrease as the atomic weight of the ion decreases, provided that the kinematic structure along the line of sight has already been determined from the analysis of intrinsically narrow lines observed at high resolution. In this paper, we take advantage of such high-resolution observations of Fe ii and Mg ii lines presented by to fit moderate-resolution data of the same sight lines. In particular, we fit the same number of velocity components to the light-ion spectra that were necessary in the high-resolution spectra. In practice, the vast majority of light-ion absorption spectra have enough spectral resolution and S/ N to independently constrain the number of components and their central velocities. However, in cases where the absorption components are severely blended or the S/ N is particularly poor, we use information from the highresolution fits to Fe ii and Mg ii. In only two sight lines, 70 Oph (C ii, O i, and Si ii) and HD 28568 (C ii), the absorption features are so blended that we use the velocity information directly from the Mg ii data to fit these spectra. In a handful of additional cases, the absolute velocity structure is not constrained; only the differences in central velocities are taken from the high-resolution fits to constrain the light-ion spectra.
Tables 4-9 list the interstellar absorption parameters and 1 errors for all targets in Table 1 that show interstellar absorption in D i, C ii, N i, O i, Al ii, and Si ii, respectively. The data in Tables 4-9 include our fits to the lines of sight shown in Figure 1 . All errors quoted in the text, tables, and figures are 1 error bars. In Table 4 we list 1 errors in log N D i that for the best cases are as small as 0.01. For those lines of sight with only one velocity component and high-S/ N spectra, we can reliably interpolate the H i line profile in the neighborhood of the D i line to achieve this precision. Observations with moderate S/ N and/or several velocity components detected along the line of sight typically have uncertainties in log N D i on the order of 0.1.
DISCUSSION
The following discussion will be primarily a statistical analysis of the LISM absorption fit parameters discussed above. In future papers we will present more detailed analyses of the database, including the morphology, kinematics, and physical properties of identifiable structures (i.e., clouds) in the LISM. The locations of all stars listed in Table 1 are shown in Galactic coordinates in Figure 2 . Although spatial coverage overall is fairly good, there are areas of the sky that are poorly sampled, while others are densely sampled.
Velocity Distribution
Because the focus of this paper is the fitting of relatively broad absorption lines of low-mass ions with moderate- References.-(1) This paper; (2) Wood et al. 2002. resolution data, the measurement of velocity centroids is unlikely to improve the accuracy obtained from fits to the highresolution spectra of narrow absorption lines. However, our analysis of the low-mass ion profiles provides an opportunity to measure the consistency of the observed velocity centroids for a particular absorber. By comparing the measured absorption velocities of many resonance lines along the same sight line, we can test (1) the implicit assumption that all of the observed ions sample the same collection of gas and will therefore have the same observed projected velocity and (2) the magnitude of systematic errors involved in comparing observations obtained with different spectral resolutions and observed with different instruments (e.g., GHRS or STIS). Ionization models of the LISM by Slavin & Frisch (2002) indicate that all of the measured ions discussed in this paper are expected to be the dominant ion of the element, and therefore we expect them all to sample the same collection of gas. Each individual sight line now includes multiple measurements with different ions of the projected velocity of each interstellar absorber (cloud) along the line of sight. Figure 3 shows the distribution of the standard deviation about the weighted mean of these velocity measurements for each particular absorber. If all ions sample the same collection of gas and all of our instruments were infinitely precise and perfectly calibrated, then the standard deviation should be $0. Although there is a distribution of standard deviations, it is strongly peaked at 0. Therefore, all of the measured ions for each cloud appear to sample the same collection of gas. The dashed line indicates a Gaussian fit to the distribution, which well characterizes the data. The Gaussian has a standard deviation of Gavis ¼ 0:59 km s À1 . We believe that this is a good estimate of the typical systematic error involved in measuring LISM absorption lines in moderate-and high-resolution spectra observed with the GHRS and STIS instruments. Because we are comparing a large number of individual observations, each with its own systematic errors particular to each absorption feature (i.e., continuum placement, degree of blending with other lines, etc.), the distribution of systematic errors approaches a random distribution. Therefore, the range of standard deviations for all of the central velocity measurements of a particular absorber (cloud) should and does approximate a Gaussian distribution with a rather small halfwidth. Table 1 in Galactic coordinates. All HST targets with high-resolution spectra of Mg ii and/or Fe ii are indicated by a cross. There are 80 sight lines within 100 pc, which currently have these heavy-ion detections (see and the Appendix of this work). Those stars that in addition have moderate-or high-resolution spectra of any light ions, such as D i, C ii, N i, and O i, are plotted as open circles. For the 41 sight lines that have both high-resolution observations of a heavy ion and at least one observation of a light ion at moderate or high resolution, new data are presented in this work for 33 lines of sight. Fig. 3. -Distribution of standard deviations (the square root of the weighted average variance) about the weighted mean velocity centroid measurements in resonance lines of different ions for individual LISM components along the same line of sight. There are 87 individual components along 45 sight lines, where two or more resonance lines trace absorption from the same collection of local gas. The sight lines include those presented in this paper with both heavyand light-ion observations, plus a few lines of sight with both Fe ii and Mg ii, but no light-ion observations, as discussed by and in the Appendix. Each absorption line provides an independent measurement of the projected velocity of the absorbing gas. However, because of random and systematic errors, those measurements are distributed about the true value. This figure shows the standard deviation about the weighted mean for all of the velocity centroid measurements for each component along each line of sight. The dashed line indicates a Gaussian distribution with a mean of 0 km s À1 and a standard deviation of 0.59 km s À1 . The large majority (78%) of velocity components agree to within 1.0 km s À1 . The outliers are most likely caused by unresolved blends or large systematic errors in the instrumental wavelength calibration. The bin size used is 0.2 km s À1 . Table 10 . A clear shift to larger line widths is seen toward lighter ions, indicating that for the heaviest ions turbulent broadening dominates and the Doppler width parameter is independent of atomic mass, while for the lightest ion thermal broadening dominates.
Doppler Width Parameter Distribution
The observed value of the Doppler width parameter (b) is a measure of the temperature (T ) and turbulent velocity (). The relationship is provided by equation (1). With increasing atomic mass, the Doppler width parameter is influenced less by thermal broadening and more by turbulence or unresolved clouds along the line of sight. In Figure 4 , the Doppler width parameter distribution is plotted for all ions, from the heaviest ion, Fe ii, at the top, to the lightest ion, D i, at the bottom. The increase in line width for ions with decreasing atomic weight demonstrates that thermal broadening becomes increasingly important relative to turbulent broadening for the lightest ions. The Doppler width parameter distributions of the heaviest ions look very similar, probably because turbulent broadening completely dominates the thermal broadening, thereby making the Doppler width parameter independent of atomic mass. The weighted mean and standard deviation of the Doppler width parameter for all of the ions is given in Table 10 . The high Doppler width parameter tails for all of the distributions likely results from unresolved blends (Welty, Morton, & Hobbs 1996) . We attempt to minimize the occurrence of unresolved Table 10 . The variations among the various ions result from different cosmic abundances, depletions, and ionization structure.
blends by (1) observing many absorbing ions along the same line of sight, (2) observing optically thin absorption lines where individual cloud absorbers are more easily identified, (3) using high-resolution observations, and (4) observing the shortest ( 100 pc) lines of sight to keep the absorption profile relatively simple. However, despite our efforts, we may not be resolving all the absorbers. Observations with higher spectral resolution would help to disentangle the component structure and fully resolve the smallest line widths, allowing us to investigate more accurately the thermal and nonthermal characteristics of warm clouds in the LISM.
Comparing the line widths of various atomic species with a range of atomic masses is a powerful technique for measuring the temperature and turbulent velocity of clouds in the LISM. In Figure 5 , we plot the mean Doppler width parameters, inversely weighted by the variance of each measurement, of the entire data set, as a function of atomic weight. We fit the weighted mean values to equation (1) to calculate a typical temperature and turbulent velocity for the LISM in the aggregate. The variations in temperature and turbulent velocity among the various warm clouds in the LISM will be discussed in detail in Redfield & Linsky (2004) . As a whole, the LISM can be roughly characterized by a temperature of 6900 þ2400 À2100 K and a turbulent velocity of 1:67 þ0:57 À0:71 km s À1 , where the error bars likely reflect the intrinsic range in these parameters rather than measurement uncertainties (Redfield & Linsky 2004 ).
Column Density Distribution
The observed column densities give the number of ions along the line of sight to the background source. If we assume a homogeneous medium with constant gas density, the column density is directly proportional to the distance that the line of sight traverses through the cloud. If the gas density is known, the column density of an individual absorption component is a direct measurement of the cloud thickness, which is vital to understanding the morphology of the LISM. The measured Tables 1, 3 , and 4 can be used to identify each particular sight line. The total column densities are clearly spatially correlated. The highest column densities tend to be in the southern Galactic center direction, and the lowest column densities tend to be in the northern anti-Galactic center direction. abundances also provide information on the degree of ionization and depletion of ions in the LISM. These characteristics can vary from cloud to cloud and even within a single cloud structure.
The cloud column density distribution function for each ion is given in Figure 6 . The distribution functions vary because of differences in cosmic abundances, depletion patterns, and ionization structure. The weighted mean and standard deviation of the individual cloud column density for all of the ions are given in Table 10 . The relatively small dispersion in the column densities, particularly in D i, suggests that nearby clouds in the LISM may have similar sizes. If we assume a constant D/H ratio of 1:5 Â 10 À5 in the LISM (Linsky 1998; Moos et al. 2002) and a constant H i number density of 0.1 cm À3 (Redfield & Linsky 2000) , then we can use the weighted mean and standard deviation of the D i column density distribution to estimate a typical length scale for clouds in the LISM. This calculation results in a mean length of 2:2 þ1:7 À1:0 pc and a range from 0.1 to 11 pc. In Figures 7-12 , the total column density for each ion is shown in Galactic coordinates. The size of a symbol is inversely proportional to the target's distance, and the shading of a symbol indicates the total column density, as shown by the scale at the bottom of each plot. The total column densities are clearly spatially correlated. As was found by Génova et al. (1990) , the highest column densities tend to be for lines of sight south of the Galactic center, and the lowest column densities tend to be in the northern anti-Galactic center direction. However, exceptions to this generalization exist. Good spatial coverage of the sky and of objects at various distances is crucial to understanding the morphology of the LISM.
CONCLUSIONS
We present a compilation of LISM absorption-line measurements of ions in the spectral range from 1200 to 1800 Å , which includes lines of D i, C ii, N i, O i, Al ii, and Si ii. This work is a companion paper to the research presented by on the high-resolution LISM absorption lines of the heavy ions Fe ii, Ca ii, and Mg ii. These two papers provide a complete inventory of available LISM measurements in the UV that can be used to determine the physical properties of the LISM and to test models of the structure of the gas in our local environment. The results of this work can be summarized as follows:
1. We take advantage of the known kinematic structure along a line of sight, obtained from high-resolution observations of intrinsically narrow (high-resolution) absorption lines , to accurately measure the LISM absorption features of intrinsically broad (low-mass ion) lines. We successfully fit the absorption lines with this technique, even with moderate-resolution spectra. This greatly enlarges the number of sight lines with useful LISM absorption-line measurements.
2. The central velocity of a particular absorbing cloud is now measured using many resonance lines of different ions. The central velocity measurements for a given velocity component made with two different instruments (GHRS and STIS) and with a range of spectral resolutions have a standard deviation of only 0.59 km s À1 .
3. The distribution of Doppler widths shows a systematic increase as the atomic weight of the absorbing ion decreases. This demonstrates that thermal broadening becomes more important relative to turbulent broadening with decreasing ion mass. For the LISM in aggregate, we measure a temperature of 6900 þ2400 À2100 K and a turbulent velocity of 1:67 þ0:57 À0:71 km s À1 . Variations in temperature and turbulent velocity are significant in the LISM as is discussed in detail by Redfield & Linsky (2004) .
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On the basis of the number of observed LISM absorbers for each ion, given in Table 10 , the best sampling of the distribution of LISM clouds will come from Mg ii and Fe ii. By comparing the number of velocity components (clouds) along a given sight line with the distance of the background star, we can investigate the rough distribution of warm clouds within 100 pc. In Figure 14 , the average number of clouds along the line of sight toward stars located in 10 pc bins is compared for the heavy ions, Fe ii, Ca ii, and Mg ii, on the basis of the analysis of only high-resolution spectra presented here and in . It is remarkable that the average number of clouds remains nearly constant out to 100 pc. Only a very slight increase with stellar distance is detected, indicating that the distribution of clouds in the LISM is not uniform but instead is concentrated near the Sun. The specific morphology of the LISM can induce biases into these estimates, particularly if only one star is used in a particular distance bin, as is the case for Fe ii and Mg ii at distances greater than 70 pc. These particular sight lines happen to be at high latitudes, where little LISM material is detected (see . The specific morphology of the LISM will be the subject of a future paper in this series.
Previous estimates of the number density of clouds in the ISM have been between eight and 10 cloud components per kiloparsec (Spitzer 1978) . These relatively low resolution observations were of more distant sight lines that traversed a more varied ISM environment and more clouds. Our estimate, as shown in Figure 14 , is $20 clouds per kiloparsec. Although we sample only a relatively simple ISM environment, namely, warm partially ionized clouds within the Local Bubble, our data are not severely blended because of the short lines of sight and high spectral resolution. The cloud density estimated from more distant sight lines may suffer from such severe blending that many clouds are undetected, leading to an underestimate of the number of clouds along the line of sight. . The name of the target star is given above each group of plots, and the resonance line is identified within each individual plot. The data are shown in histogram form. The thin solid lines are our estimates for the intrinsic stellar flux across the absorption lines. The dashed lines are the best-fit individual absorption lines before convolution with the instrumental profile. The thick solid line represents the combined absorption fit after convolution with the instrumental profile. The spectra are plotted vs. heliocentric velocity. The parameters for these fits are given in Table 13 for Mg ii and in Table 14 for Fe ii. Fig. 14. -Distribution of the average number of velocity components (clouds) along sight lines as a function of the distance to the background star. The bin size is 10 pc. The total number of sight lines included in the average is given near the bottom of each bin. Although the distance to each cloud is not known, the distance to the star provides an upper limit. The specific morphology of the LISM can induce biases into the distribution. For example, the sharp decline in the average number of absorbers for Fe ii and Mg ii at distances approaching 100 pc results from the few stars observed at these distances being located at high latitudes, where little LISM material is detected (see Figs. 7-12) . The relatively constant average number of absorbers with distance indicates that the distribution of LISM clouds within the Local Bubble is not uniform but instead is concentrated close to the Sun.
