Convolution structures associated with orthogonal polynomials  by Szwarc, Ryszard
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 170, 158-l 70 (1992) 
Convolution Structures Associated 
with Orthogonal Polynomials 
RYSZARD SZWARC * 
Institute of Mathematics, Wroclaw University, 
pl. Grunwaldzki 214, 50-384 Wroclaw, Poland, and 
Department of Mathematics, University of Wisconsin, 
Madison, Wisconsin 53706 
Submitted by George Gasper 
Received January 8, 1991 
We study Banach algebras associated with orthogonal polynomials via the 
product formula. Sutlicient conditions under which the spectrum of this algebra 
coincides with the support of the orthogonalizing measure are given. The results 
apply to the Jacobi polynomials Pps) with a 2 /I and cx + /J + 1 3 0. f> 1992 Academic 
Press, Inc. 
Let PnL,o be polynomials orthogonal with respect o a measure p on 
the real line. It is well known that the non-negativity of the coefficients 
c(n, m, k) in the product formula 
P, P, = c ch m, k) Pk 
gives rise to a convolution structure on I’(N) (see [3, $6, 8, 10, 111) 
which makes Z’(N) the Banach algebra. At this point the study of the maxi- 
mal ideal space 4 of this algebra seems appropriate especially because J& 
can be easily identified with the set (zEC: /P,(z)1 < 1, n =O, 1, . ..} or 
{zEC: sup” IP,(z)l < + co}. It is always the case that supp p c 4 
(Theorem 1). Our aim is to find some reasonable conditions which give the 
opposite inclusion thus securing supp p = &!. This is done in Theorem 2. 
In Section 2, Theorem 2 and its generalization (Proposition 2) are 
applied to derive a maximum value principle for P, asserting that on any 
*The paper was completed while the author was visiting the Department of Mathematics, 
University of Wisconsin-Madison during the 19901991 academic year. 
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ellipse with foci at - 1 and 1 the polynomial P, attains its absolute 
maximal value at the right end of the major axis. 
Applications to the Jacobi polynomials are also given. 
In the Appendix we separated two propositions concerning the unilateral 
shift operator on ZP(N). These results are well known. The proofs are given 
for the sake of self-containedness. 
THE CONVOLUMON STRUCTURE 
Let the polynomials P,, n = 0, 1, 2, . . . . satisfy the recurrence formula 
xp,=Y,p,+l+B~p,+~,p,-,, P,(x) = 1, (1) 
where a,, yn > 0 for n = 1, 2, . . . . y,,> 0, and a,=O. By the Favard theorem 
there exists a measure ~1 such that the P, are orthogonal with respect o CL. 
We assume throughout the paper that 
a,+/%+y,= 1 for n =O, 1, 2, . . . . (2) 
The latter implies that the P, are normalized at the point x = 1, i.e., 
P,(l)= 1 for n = 0, 1, 2, . . . . (3) 
Besides this normalization, our other blanket assumption which we will 
adhere to is that in the product formula 
PA’,,,= 1 ch m, k)Pk 
k=ln--m( 
(4) 
the coefficients c(n, m, k) are non-negative. By (3) and (4) we get 
(5) 
We refer to [ 1,2, $6, 10, 111 for sufficient conditions under which 
c(n, m, k) are non-negative. 
The formula (4) gives rise to a convolution structure on I’, the space of 
absolutely summable sequences. More precisely, if 6, denotes the sequence 
which is zero except at the n th coordinate which is 1 then 
?l+TPl 
6, * 6, = c c(n, m, k) 8k. 
k=ln-ml 
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Then * can be extended linearly to all sequences. The positivity of the 
coelkients c(n, m, k) and (5) together imply 
Indeed. 
Therefore (I’, *) becomes a Banach algebra. The aim of this paper is to 
identify its maximal ideal space. 
Let cp be a linear multiplicative functional on (1’, *). The algebra is 
generated by the single element ~3~ (cf. (6)), so cp is determined by (~(6,). 
Since P, is linear (~(6,) = PI(z) for a complex number z. Next combining 
(4) and (6) leads to (~(6,) = P,(z) for n = 0, 1,2, . . . . Now in a Banach 
algebra every multiplicative functional is continuous and its norm does 
not exceed 1. Hence the sequence (P,(z) jnao is bounded; moreover 
sup, IP,(z)l < 1. Thus the maximal ideal space of (1’, *) can be identified 
with 
Jz= (zEC:sup IP”(Z)l< +coo>= {zeC:sup IP,(z)l< l}. (8) 
n n 
We intend to examine the relation between A? and supp ,u, the support of 
the orthogonalizing measure. 
Let o, = (j Pz dp)-i for n = 0, 1,2, . . . . Then the quantity 
c(n, m, k) w;l= 
I 
P,P,Pk dp (9) 
is invariant under permutation of the variables n, m, k. In particular we 
have 
c(n,m,k)o;‘=c(n,k,m)o;‘. 
Define linear operators T,, acting on sequences {ak}k 3o by 
(T,a)(m)=Cc(n,m,k)ak. 
k 
(10) 
(11) 
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We will examine the operators T, on the weight spaces lP(o) = 
Ia= bA,o: c,“=o bnl Pun< +co}. We rewrite (11) as 
(T,a)(m)=x c(n, m, k) ~;‘a@,. 
Therefore the matrix of T,, with respect o the weight o is 
t,(m, k) = c(n, m, k) o; ’ . 
This matrix is symmetric so T, is selfadjoint on 1*(o). 
(12) 
PROPOSITION 1. The operators T,, n = 0, 1,2, . . . . are contractions on 
lP(w). 
ProoJ: Combining (5) (lo), and (12) gives 
1 t,(m, k) ok = c c(n, m, k) = 1 
k k 
1 t,(m, k) o, = c c(n, k, m) = 1. 
m m 
The conclusion follows now from the Schur theorem which is stated below. 
THEOREM (Schur [7, Theorem 5.2, p. 223). Let A be a linear operator 
acting on Ip(o) by 
(Au)(m) = f a(m, k) akWk. 
k=O 
Assume 
Then A is a contraction on lp(o) for 1 < p < + 00. 
Let us introduce a transform from the space of all sequences (un}naO 
into the space of functions on the real line by 
A: a= {un}n,O~ f U,O”P,. 
?I=0 
(13) 
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We will also write B = C,“=, a,o, P,. This transform is an isometry from 
Z*(o) onto L’(p). Indeed, by the definition of w we have 
= ~~gwnPn~~~2(y)= lI4lL(, . 
Let c denote the operator associated with T,, acting on the transforms of 
sequences. Then by (4) and (9) 
~=~(Tu)(k)w,P,=~ xc(n,k,m)a,w,P, 
=~a,,,~c(n,k,m)~~P~=~a,,,w,~c(n,m,k)P, 
=; 
k m k 
a,o,P,P,= P,-6. (14) 
m 
We are now in a position to derive the following. 
THEOREM 1. Ifx~suppp then [P,(x)1 < 1 for n=O, 1,2, . . . . 
ProoJ Let UEZ*(QJ). Then 
II Tsll 12(w) = II T,all L2(p) = IIPA L*cp). 
On the other hand by the earlier proposition the following holds 
IITn42~,)~ ll4,2(,,= l141~qp). 
Thus we have IIP,dIIL+,) < llcill~~~~,, i.e., the linear operator M,“: 
L*(p) + L*(p) whose action is to multiply by P, is a contraction. It is well 
known that llMP,ll = sup{ IP,(x)l: x E supp ,u}. Therefore sup{ IP,(x)l: 
XESUPP/A}<l. 
Consider the linear operator L acting on sequences as 
(La)(n)=y,a,+l+B,a,+a,a,-l. (15) 
The coefficients yn, a,, and w, are interdependent, By (1) we have 
<xpm P”+JL2~r,=Yn%T~,. On the other hand (xP,, P,, l)L~CpJ = 
(Pm xpn> L~cPJ =~1, + I w;’ . Therefore 
0 n+l Yn -=- 
wn an+l 
(16) 
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Using (1) and (15) gives 
L? = xci. (17) 
Comparing (14) and (17) we conclude 
T,, = P,(L). (18) 
The formula (17) has one important consequence. The spectrum of the 
operator L on Z2(w) coincides with that of multiplication by x on L2(p). 
The latter is nothing other than supp p. 
LEMMA. Let fl, + 0, a, + l/2, y,, + l/2 as n tends to infinity. Then 
supp~~[2~,,-1,1]and[-1,1]~supp~. 
Proof: P,=y;‘(x-j?,) by (1); thus T,=y;‘(L-&Z). Hence 
L = y0 T1 + &,I. By the earlier proposition T, is a contraction on Z’(o) so 
o(T,)c C-1, 11. Therefore, since yO+&,+aO= 1 and a,=0 
o(L)cC-Y,+p,,Y,+Pol=C-l+2Po, 11. 
This proves the first part of the conclusion. 
The second part of the conclusion follows from the Blumenthal theorem 
(see [4, Chap. IV.41, see also [9, Theorem 7, pp. 23-241). For readers’ 
convenience we give a proof of it based on the Fredholm theory. 
It is rather inconvenient to deal with operators acting on the weight 
space 12(cu). We therefore find a similar operator acting on the usual Z’(N) 
space and examine its spectrum. 
Let L be a linear operator acting on 12(N) as 
(La)(n) = &an+ 1 +Bnan+LIan-l, (19) 
where I, = (a,+ Iy,) l/2 Then 2 is similar to L. The isometry @ .
Z2(W) 36, I--% 01’2c!i,E12 ” 
intertwines L and E, i.e., @o L = zo @. Hence their spectra coincide. 
Observe that by the assumptions I, = (a,, ryn)‘12 + l/2 as n tends to 
infinity. 
Let U be the operator given by 
(20) 
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It is well known that the spectrum of U on 1’ coincides with [ - 1, l] (see 
Appendix). Moreover the difference 
is a compact operator because 1, -+ l/2 and B, + 0. Hence by the Weyl 
theorem the continuous spectra of E and U coincide. Thus [ - 1, l] c 
CT,*(~) =0,2(,,(L) = supp ~1. Furthermore by this same theorem any number 
x in supp p \ [ - 1, I] is an eigenvalue of the operator L. 
Now we can state the main result of the paper. 
THEOREM 2. Let {P,}, a 0 be polynomials orthogonal with respect to a 
measure p on the real line. Assume that (1) (2) hold and the linearization 
coefficients in (4) are non-negative. If c(, -+ l/2, y,, + l/2, and j?, + 0 as 
n --f + co then the following conditions are equivalent for every z E C: 
(i) supnao IP&)l < + 00, 
(ii) Supnpo IP&)l= 1, 
(iii) z E supp p. 
Proof: Let L be a linear operator acting on 1’ by 
(21) 
By (1) and (6) we have 
P,(E)&=& *6,. 
Thus the operator L belongs to the convolution algebra generated by 
6,) namely E = y. 6, + PO ao. Moreover, if rp is a multiplicative functional 
such that (~(6,) = P,(z), then cp(L) = z. This means that the set 
{zEC: lP,(z)l G 1, n = 0, 1,2, . ..} coincides with the spectrum of the 
operator E on the space 1’. Let U be the operator acting on 1’ defined by 
(20). Then (r,~ (U) = [ - 1, 11 (see Appendix). Again as in the proof of our 
Lemma the difference I- U is a compact operator on 1’. By the Weyl 
theorem 6,1 (E) = [ - 1, l] u D, where D is a countable set consisting of the 
eigenvalues of 1. We already know that [ - 1, l] is contained in supp cc. It 
remains to show that D c supp p as well. 
Let z E D. Then La = za for a nonzero sequence a E 1’. By (21) 
G)(n) = ~1, + 1 an + 1 +pnan+yn-~un-~=Zun. 
Applying ( 16) gives 
Ynb,-: I@, + I )+Bn(O,‘an)+cr,(w~~,a,-,)=z(w,‘a,). 
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The above formula can be rewritten as (cf. (1)) 
Ynbn+, + Pnb,, + a,b,-, = zb,, (22) 
where b, = w; ‘a,. Moreover the sequence b= (b,},>. belongs to l’(o) 
since a= {u~}~~~ is in I’. Furthermore, by virtue of (1) and (22) we have 
b,= P,(z) b,. Since ZE D the sequence P,(z) is bounded by 1. Thus 
lb,1 < lb01 and {bnln20 is a bounded sequence from 1 l(o). This implies that 
VnLo belongs also to 1*(o). Now (22) is equivalent to Lb =zb (see 
(15)), so z is an eigenvalue of the operator L with an eigenvector from 
1*(w). Thus z E ap(L) = supp p. This completes the proof of Theorem 2. 
EXAMPLE. Consider the Jacobi polynomials RFD’, u, j3 > - 1. They are 
orthogonal with respect to the measure &(x) = (1 -.x)*, (1 + x)8, dx. 
When normalized at the point x = 1 they satisfy the recurrence formula (1) 
with 
2(n+cc+fl+ l)(n+a+ 1) 
“=(2n+cc+fl+ 1)(2n+a+/?+2)’ 
p’-cc’ 
Pn=(2n+a+fl)(2n+a+/?+2)’ 
(23) 
24n + P) 
““=(2n+cc+B+1)(2n+a+p). 
We have 01, + fi, + y, = 1 (as Rpp) are normalized at x = 1); also ~1, + l/2, 
yn -, l/Z and P, + 0. If ~12 /I and 01+ /I + 12 0 then by Gasper’s theorem 
[S, 6, 111 the linearization coefficients are non-negative. Hence all the 
assumptions of Theorem 2 hold. Therefore the maximal ideal space of the 
convolution algebra associated with RF8’ can be identified with [ - 1, 11. 
The multiplicative functionals on (I ‘, *) are then given by 
Applying Gelfand’s theorem gives the following. 
PROPOSITION 2. Let o! 2 /I > - 1 and a + j + 1 2 0. If C,“= o la,,1 < + cc 
und ~:,"=oa,R,(x)#Ofor XE C-1, 11, then (C,“=ou,R,)-l=C~==ob,R,, 
where C,“=. lb,1 < + 00. 
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A MAXIMUM VALUE PRINCIPLE 
Let us examine the set {zEC: lP,(z)l < 1, n =O, 1,2, ,..} with the same 
assumptions as in Theorem 2 except that we assume CI,, -+ CI, yn -+ y, pn -+ a 
as n tends to infinity and CI # y. First of all analyzing the proof of 
Theorem 1 gives 
supp p = [-(cry)“‘, (cty)“‘] u D, 
where D is a countable set contained in ( - cc, l] consisting of the eigen- 
values of L” on the space Z2. Next, if U is the linear operator on I1 defined 
by 
Ud,=yJn+l +a&-,, 
then I- U (see (21)) is a compact operator. Thus the continuous spectra 
of e and U coincide, the latter being the ellipse E = {z E C: Iz - 2(ay)“‘l + 
Iz + 2(ay)1’21 < 2) ( see Appendix). Hence (rll (1) = E u D’, where D’ is a 
countable set consisting of the eigenvalues of L on I’. As in the proof of 
Theorem 2 we can show that D’ c supp p. In particular the following holds. 
PROPOSITION 3. Let the polynomials {P,}, a 0 satisfy all the assumptions 
of Theorem 2 except that a, + a, y,, -+ y, /I,, -+ 0 as n tends to infinity. Then 
for each n = 0, 1,2, . . . the maximal absolute value of P, on the ellipse 
E= {zEC: lz-2(ay)1’21 + jz+2(ay)1’2) 62) 
is attained at z = 1 and is equal to 1. 
Proposition 3 implies a maximum value principle for orthogonal polyno- 
mials satisfying the assumptions of Theorem 2. 
Suppose that (P,),ao satisfy the assumptions of Theorem 2. Assume 
also that the sequences {y,} and {y, - a,> are decreasing. Fix a number 
a > 1. We are going to show that the sequence P, + l(a)/P,(a) is increasing 
and converges to a + ,/z. Let c, = P, + 1 (a)/P, (a). Then 
a-BO,l-Pozl c,=Pl(a)=- - 
Yo Yo . 
Assume that c, > c,- i > 1. We will show c,+ i B c,. For a contradiction 
suppose that c,+ 1 < c,. Then by substituting a in (1) and dividing by P,,(a) 
we obtain 
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and 
a”+1 
a=Yn+,cn+, +Pn+1+- 
a 
cn 
<Y”+A?+Pn+I++. 
n 
Therefore 
Y”+lc,+B”+I+~ZY,c,+8.+~. 
n n 
Multiplying both sides by c, and using (2) yields 
(Y ?I+1 - Ynkf - CM) - (%I + I - %)(Cn - 1) > 0. 
Since by assumption c, - 1 > 0 
(Y n+l -Yn)Cn-(%+I-K)>O. 
As {yn} is decreasing and c, > 1 we have 
(Y n+l -a,+1)- (Yn-a,)= (Yn+l -YJ- (%+I-%) 
~(Yn+l-Yn)Cn-(C(n+I-C(n)>O. 
This gives a contradiction since {Y,, - tl,} is decreasing. Hence the sequence 
c, = P, + 1 (a)/P, (a) must be increasing. 
The formula 
a=ynC”+Bn+5 
C n-1 
implies that {c,} is bounded because Y,, L l/2 and 8, + 0. Thus {c,} 
converges to a limit c > 1. Taking the limits on the right hand side we 
obtain 
1 1 
a=- c+- . 
( ) 2 c 
Hence c = a + ,/z. 
Let us introduce the renormalized polynomials PIP' by the formula 
1 P’“‘(x) = - n 
P,(a) 
P, (ax). (24) 
Then the P!f) satisfy the recurrence relation 
xP(Q) = yjp’p~~ , + /jIp’pt) + Q)p~-,) n 
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where 
y(a)=a-‘y,c,, p=a-yJn, ay=a-fa,c;~,. n 
Observe that by (24), Pf)(l)=l. Thus y~‘+/?~‘+cl~‘=l for 
n = 0, 1, 2, . . . . Hence {PIP)} satisfy all the assumptions of Proposition 3. 
In particular N:’ -+ (a - Jm)/2a and y?’ -+ (a + JG)/2a. By 
Proposition 3 the maximal absolute value of Pp’ on the ellipse {z E C: 
Iz--a-‘[ + Jz+a-‘(<2} is 1 and it is attained at z = 1. Using (24) and 
resealing Pip) yields that the maximal value of P, on the ellipse (ZE C: 
)z - 11 + Iz + 11 < 2~) is attained at z = a. Collecting all the above we have 
the following. 
THEOREM 3. Let the orthogonal polynomials {P,}, a0 satisfy the 
assumptions of Theorem 2. Let the sequences { y, }, z 0 and y,, - a,,}” a 0 be 
decreasing. Thus on any ellipse with the foci at - 1 and 1 the maximum 
absolute value of P,, n = 0, 1, 2, . . . . is attained on the right end of the major 
half-axis. 
EXAMPLE. Consider again the Jacobi polynomials RFp’ normalized at 
x = 1. If tl > p and c1+ /? + 12 0 then by (23), {y,} is a decreasing sequence, 
while {cl”} is increasing. Thus the assumptions of Theorem 3 are fulfilled. 
So the conclusion of Theorem 3 holds in this case. 
Remark. Let ( T,, } n > 0 be the Tchebyshev polynomials of the first kind. 
They are the special case of the Jacobi polynomials (a = /I = - l/2). In par- 
ticular the Tchebyshev polynomials satisfy the conclusion of Theorem 3. 
This can be verified directly using the formula T,((~/~)(z+z~‘))= 
(l/2)(2” + z-“) or by applying Theorem 3. Furthermore, if the polynomials 
P, can be expressed as linear combinations of the T,,‘s with non-negative 
coefficients then the P,‘s satisfy the maximum principle introduced in 
Theorem 3. In a forthcoming paper we will show that if the polynomials P, 
satisfy xP,=y,P,+,+p,P,+a,P,_l, a,+y,<l, a,<1/2, and p,,<O 
then the coefficients a(n, m) in P, = Ci =0 a(n, m) T, are non-negative. 
APPENDIX 
PROPOSITION A. Let U be a linear operator acting on ZP(N), 1 < p < co, 
by 
Uc3n=~(h”--l+dn+1). 
Then the spectrum o(U) can be identified with the closed interval [ - 1, 11. 
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Proof Let S be the unilateral shift defined by S6, = 6, + , . Then S* is 
given by S*6,=6,-, for n>l and S*&,=O. Moreover U=(1/2)(S+S*) 
and S*S=Z. Both S and S* are contractions on Zp, so their spectra are 
contained in the closed unit disc {z E C: IzI < 1 }. On the other hand, any 
sequence (z” } n r 0 is an eigenvector for S* corresponding to the eigenvalue 
z if lzl < 1. Thus a,,(S*)= {zEC: 1.~1 < 1). 
Let c1 be complex number outside the interval [ - 1, 11. There exists 
a unique complex number z such that lzl < 1 and CI = (1/2)(z+z-‘). 
Therefore 
The operator on the right hand side is invertible because the operator 
norms of zS and zS* are strictly less than 1. This means that al- U is an 
invertible operator. Hence c1 does not belong to the spectrum of U, i.e., 
ap(V) c c- 1, 11. 
In order to complete the proof we will show that the interval [ - 1, l] 
is contained in the spectrum of U. Let CI E [ - 1, 11. Then CI = 
(1/2)(e-“+ e”) for some PER. By (Al) it suffices to show that I-e”S* 
is not surjective. First note that I-ei’S* is injective. Indeed, let 
(I-ee”S*) a = 0 for UE lp. Then a, -eifan+, = 0 for n = 0, 1, 2, . . . . This 
implies that la,, i( = Ia,1 for n = 0, 1,2, . . . . Thus (a,} E Zp only if a, = 0 for 
all n. So I-ee”S* is injective and non-invertible, as CJ,~(S*) = {ZE C: 
IzI < I}. Thus it cannot be surjective. 
PROPOSITION B. Let U be a linear operator acting on l’(N) by 
u~,=a~,+~+$,-~, 
where a, y > 0, a # y, and a + y = 1. Then the spectrum a(U) coincides with 
the ellipse E 
Proof. We adopt the notation from the proof of Proposition A. Thus 
we have U= aS+ yS*. We consider the case y > cc The complementary 
case can be treated similarly. One can observe that the ellipse E is the 
holomorphic image of the annulus {w E C: y-l < (WI < (ay)- ‘I*} under the 
mapping w H w - ’ + ayw, while the punctured disc {w E C: 0 < lw( <y-l} 
is mapped onto C\E. 
Let 0 #z E C. Then z = w-i + ayw for some w satisfying (w( < (cry)-‘/*. 
We have 
zZ- U= (w-l + ayw) I- (aS+ yS*) = w-‘(Z- ywS*)(Z- awS). (AZ) 
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If z$E then (WI <y-l. Thus IIywS*Ij=ylwl < 1 and ~~awS~l = 
alw( < ay-’ < 1. Therefore by (A2), zl- U is invertible, so z $ r~( U). In case 
that ZE E we have y-l < JwI < (~ry)~“‘. Hence l/crwSIJ =CIIWI < (oly I)‘/* 
< 1. Consequently I- awS is invertible. But I- ywS* is non-invertible as 
(yw)-’ is in the unit disc which coincides with a(S*). Thus by (A2), zl- U 
is non-invertible, i.e., z E a(U). This completes the proof. 
Note added in proof After submitting the manuscript I learned from M. Voit that 
Theorem 2 is contained in Theorem 8.2 of his paper Factorization of probability measures on 
symmetric hypergroups, J. Austral. Muth. Sot. 50 (1991), 417467. The proof however is 
completely different. 
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