Abstract-In most cases, we estimate the direction-ofarrivals (DOAs) of signals by using subspace methods, which obtains DOA estimation through the eigenvalue decomposition of the sample covariance matrix. But when the signals are correlative, the sample covariance matrix is not full rank, and so the subspace methods are not applicable. Using a uniform linear array (ULA), a new method for DOA estimation is proposed in this paper, which can estimate the DOAs of multiple signals in spatially nonstationary uncorrelated noise environment. The method firstly constructs a new covariance matrix by using forward/backward smoothing technique, and then the matrix is transformed and construct the differential covariance matrix. Simulation results show that the proposed method can reduce the influence of the noise and improve the performance of DOA estimation. In addition, it is also applicable to the correlative signals.
I. INTRODUCTION
In array signal processing, direction-of-arrival (DOA) estimation using an array of spatially distributed sensors is an essential and important problem [1] , [2] . It has typically played an important role in a variety of applications such as wireless communications [3] , audio processing [4] , radar and sonar [5] , [6] . The problem has been studied for decades, and many high resolution methods have been proposed. The well-known estimator is the maximum-likelihood (ML) estimator [7] . However, the ML estimator is computationally quite expensive due to the required multivariate nonlinear maximization. Therefore, the researchers have derived the so-called eigenstructure or signal subspace methods such as MUSIC [8] and ESPRIT [9] which represent more computationally attractive methods for DOA estimation [10] .
The subspace methods are based on the orthogonality between the signal subspace and the noise subspace, which require that the sample covariance matrix is full rank. But for correlative signals, the signal subspace diverges into the noise subspace, and the sample covariance matrix is not full rank. Thus, the subspace methods are not applicable in this case. Moreover, the existing methods [11] [12] [13] [14] [15] for DOA estimation of correlative signals are designed for the known white noise, and can't be applied to other noise case.
In this paper, we have proposed a new DOA estimation algorithm, which can be used in the spatial nonstationary uncorrelated noise environment. To deal with the correlative signals, the forward/backward smoothing technique is firstly used to keep full rank of the sample covariance matrix. And then the differential covariance matrix is constructed. Theoretical analysis and simulation results indicate that the algorithm can reduce the influence of the noise and improve estimation performance.
II. SIGNAL MODEL
Assume that K narrowband far-field signal sources impinging on a ULA of M sensor elements, separated by L wavelengths, with the phase reference at the center of the array. It is supposed that the DOA of the ith signal is
The received signal of the ULA can be expressed as
where
T is a K×1 signal vector; n(t) is the M×1 additive noise vector; A=[a 1 a 2 …a K ] is the M×K steering matrix and 
R = AR A + R
where R s and R n are, respectively, the signal covariance matrix and the noise covariance matrix. Because there are multipath duplicates, R s is as follows:
In the condition of white noise, there is R n =σ 2 I, σ 2 is the noise variance, I is the M×M identity matrix. Under the circumstance, the steering vectors also include multipath duplicates, so A=[a 1 
, where Φ i is the DOA of the ith signal multipath duplicate signal. From Eq(4), it can be known that R s is not full rank when some signals are correlative, and the signal subspace are no longer orthogonal to the noise subspace. Thus, the conventional MUSIC isn't applicable.
When the noise is spatial nonstationary uncorrelated, R n is the following diagonal matrix whose diagonal elements are different from each other
The covariance matrix x R is generally estimated by the following sample covariance matrix
where x i is a n×1 column vector which consists of n snapshots of the ith sensor element; X is a n×M matrix. In order to compensate the rank loss of R x which is caused by the correlation between signals, we construct the forward/backward smoothing covariance matrix as follows [16] :
where * notes the conjugation. Ω is the reverse order matrix as follows:
The matrix FB R needs to be transformed in order to estimate the DOAs of signals, and the transformation should not destroy the orthogonality between the signal subspace and the noise subspace. Define the following converting matrix
where 0 1 ρ < < .
In order to reduce noise, we construct the differential covariance matrix as follows:
where 1 j = − . Next, we will prove that the condition which the eigenvectors of R D are orthogonal to the noise subspace is M >2K (K includes the number of multipath duplicates). That is, the number of sensor elements is more than twice the number of signals. Moreover, when M >2K, the signal subspace is orthogonal to the noise subspace.
When Eq. (6) 
Obviously, R n =ΩR * n Ω and R n =T -1 R n T. Eq(11) can be further simplified as: 
Based on the above derivation, R D hasn't included the noise covariance matrix, and thus the effect from noise has been eliminated. R D can be further converted as the following matrix: 
where u i is the zero eigenvector. The DOA value corresponding to the spectrum-peak is the DOA estimation.
IV. SIMULATION RESULTS AND ANALYSIS
In this section, we investigate the performance of the proposed algorithm through several simulation examples. In our simulation, the ULA has 8 sensor elements, the distance between two adjacent sensors is L=λ/2, and ρ=0.85. Assume that all signals are DSSS signals. It is supposed the array noise is the spatial nonstationary uncorrelated white noise, the noise power of the second, third and fifth element are, respectively, 2, 4 and 5, and that of other elements are all 1. That is, R n =diag (1 2 4 1 5 1 1 1). The signal-to-noise ratio (SNR) of the ith signal is defined as its signal power to the noise power of the first sensor element. Based on the correlative degree between signal sources, three different cases are considered.
Case 1: All signals are incoherent
In the first example, we illustrate the performance of the proposed algorithm for two equipower incoherent signals as well as a comparison with the conventional MUISC. Assume that the SNRs of two signals are all5dB, and their DOAs are, respectively, 48° and 130°. Fig.  1 shows the searching spectrum of the proposed algorithm, whereas Fig. 2 displays the conventional MUSIC spectrum. From Fig.1 , we can clearly observe that the spatial spectrum with the cost function (17) exhibits two prominent peaks close to 48° and 130°, which indicates that the proposed algorithm can estimate effectively the DOAs of two incoherent signals. Similarly, Fig.2 has also two peaks close to 48° and 130°, but the peaks are not more prominent than those of Fig.1 . This indicates that our algorithm can provide a better performance than the conventional MUISC. The main reason is that the proposed algorithm reduces the array noise. 
Case 2: All signals are coherent
In the second example, we investigate the performance of the proposed algorithm for two coherent signals. It is supposed that the DOA of signal 1 is 74°, signal 2 is a multipath duplicate of signal 1 and its DOA is 112°. Compared with signal 1, signal 2 arrives at the array after two chips delay. So signal 2 is coherent with signal 1. Assume that the SNRs of signals 1 and 2 are, respectively, -5dB and -8dB. The searching spectrum of the proposed algorithm is illustrated in Fig. 3 . It can be seen that the spatial spectrum has two prominent peaks approaching to 74° and 112°. Therefore, our approach can be used to estimate multiple coherent signals. In the third example, we consider the case of three signals. Assume that signal 2 is the multipath duplicate of signal 1, and signal 3 is irrelevant to signal 1. The DOAs of signals 1, 2 and 3 are, respectively, 50°, 74° and 136°. Their SNRs are, respectively, -5dB, -8dB and -6dB. The spatial spectrum of the proposed algorithm is demonstrated in Fig.4 . As can be seen from this figure, there are three prominent peaks approaching to 50°, 74° and 136°. Therefore, our approach is also applicable when partial signals are coherent. V. CONCLUSIONS
In this paper, the DOA estimation problem of correlative signals has been discussed in detail, and an algorithm based on differential covariance matrix is proposed. Simulation results show that the proposed algorithm can reduce evidently the influence of the noise. Moreover, compared to the conventional MUSIC, the proposed algorithm can provide a better estimation performance in the case of spatial nonstationary uncorrelated noise. Furthermore, the algorithm can also deal with coherent signals and partial coherent signals. 
