Abstract. We study the ideal generated by polynomials vanishing on a semialgebraic set and propose an algorithm to calculate the generators, which is based on some techniques of the cylindrical algebraic decomposition. By applying these, polynomial optimization problems with polynomial equality constraints can be modified equivalently so that the associated semidefinite programming relaxation problems have no duality gap. Elementary proofs for some criteria on reality of ideals are also given.
Introduction
Polynomial Optimization Problem (POP) is a problem for minimizing a polynomial objective function over a basic closed semialgebraic set defined by polynomial inequalities and equalities: minimize f (x) subject to g i (x) ≥ 0, i = 1, . . . , ℓ;
(1.1) h j (x) = 0, j = 1, . . . , m, where and f, g i , h j are real polynomial functions of x ∈ R n . POP represents various kinds of optimization problems and can be solved efficiently under moderate assumptions by SemiDefinite Programming (SDP) relaxations developed by several authors, in particular Lasserre [5] and Parrilo [11, 12] ; see, for recent developments with equality constraints [6, 14] and references therein. Let R[x] denote the polynomial ring R[x 1 , . . . , x n ] and R[x] k be the set of polynomials with degree up to k. The method constructs sequences {P k } of optimization problems and their dual problems {D k } from POP (1.1);
Here g 0 (x) = 1 and Σ R[x] 2 is the set of the sum of square polynomials. The union M of all M k is called the quadratic module generated by g 1 , . . . , g ℓ and h 1 , . . . , h m . Let f * k and q * k be the optimal values of P k and D k , respectively. Lasserre [5] formulated them as SDP problems, and showed that the sequences {f * k } k≥k 0 and {q * k } k≥k 0 converge to the optimal value of the given POP under moderate assumptions. In addition, he showed that if the feasible region has nonempty interior (no equality constraints), the equality f * k = q * k holds for any k ≥ k 0 ; SDP has no duality gap. On the other hand, Marshall [7] focused on the quadratic module M from POP (1.1) instead of the basic semialgebraic set, and then proved that f * k = q * k if I(K) ⊂ M holds,where K = {x ∈ R n | g i (x) ≥ 0, i = 1, . . . , ℓ, h j (x) = 0, j = 1, . . . , m}; the feasible region of POP (1.1) and
| p(x) = 0, ∀x ∈ K}; the vanishing ideal of K. However, it is difficult to check this assumption for a given POP.
In this paper, we study the method through investigations on vanishing ideals of general semialgebraic sets in R n . Let V(I) = {x ∈ R n | p(x) = 0, ∀p ∈ I} for an ideal I ⊂ R[x].
When we deal with a polynomial ring over C, the Hilbert's Nullstellensatz describes a relationship between varieties and ideals. On the other hand, for an ideal I in R[x], the Real Nullstellensatz says that I(V(I)) = I if I is real; see Section 3 for the details. We give elementary proofs for some criteria on reality of ideals (Theorem 3.11 and Theorem 3.12). Then we discuss equivalent conditions for the equality I(S ∩ V(I)) = I, where S is a semialgebraic set (Theorem 2.2 and 3.13). Both conditions I(V(I)) = I and I(S ∩ V(I)) = I are verifiable and closely related to duality of SDP (Proposition 2.1). In addition, we propose an algorithm to calculate generators of I(K), using some techniques of the Cylindrical Algebraic Decomposition (CAD) after Collins [2, 10] . Applying these, one can equivalently modify any POP so that associated semidefinite programming relaxation problems have no duality gap. No duality gap of SDP is an important property theoretically and practically. For example, it is one of fundamental conditions for convergence of interior point methods, or it is used to confirm optimality of a solution. This paper is organized as follows: In Section 2, we present a relationship between the vanishing ideal of K and the duality of SDP for POP (1.1). In Section 3, elementary proofs are given for some criteria on reality of ideals and equivalent conditions are obtained for the equality I(S ∩ V(I)) = I. Algorithms for deciding reality of ideals and for calculating generators of I(S ∩ V(I)) are given in Section 4.
Duality
We discuss the duality of SDP relaxation problems for POP (1.1). We rewrite POP (1.1) as follows.
where S = {x ∈ R n | g j (x) ≥ 0, j = 1, . . . , ℓ} and I = h 1 , . . . , h m is the ideal generated
The following proposition is a sufficient condition for the duality.
Proposition 2.1. Suppose that I(K) = I. Then f * k = q * k . Moreover if there is a feasible point in (D k ), it has an optimal solution.
Proof. If M k is closed in the Euclidean topology, the similar arguments in [13, Corollary 21] ensure f * k = q * k and existence of an optimal solution. Closedness of M k is shown in the later paragraphs of this section (Theorem 2.5).
It should be noted that Marshall [7] has shown a similar result. Under the assumption
Although our assumption is slightly stronger than his, it can be verified directly as given below. The following theorem gives one of verifiable conditions for our assumption. The proof is given in Section 3 and a decision algorithm for the condition (2) is given in Section 4. (
is the topological dimension of S ∩ V(I t ).
Here the dimension dim I of an ideal I is defined in Section 3 (dim R 
Example 2.1. We consider the following POP.
where f, g i ∈ R[x], a j ∈ R n and b j ∈ R. We assume that S • ∩ V(I) is nonempty. Then it follows from Corollary 2.3 that SDP relaxation problems for POP (2.2) have no duality gap. Indeed, it is clear that h 1 , . . . , h m is prime. In addition, rank
To show closedness of M k , we start with the following technical lemma.
It is known that ϕ is surjective (the Gram matrix description of sums of squares); see for instance [13] .
Lemma 2.4. Under the same assumption of Proposition 2.1, ϕ(q) ∈ I if and only if q iα belongs to the quotient of ideals (I :
Proof. Suppose ϕ(q) ∈ I. Then i α (q iα ) 2 g i belongs to I and hence vanishes on K.
Since g i (x) ≥ 0, we have each q 2 iα g i = 0 on K and thus q iα g i = 0. Therefore the assumption implies q iα g i ∈ I. The converse is obvious.
Let R[x] k be endowed with Euclidean topology. The following theorem is a slight modification of Theorem 3.1 of Marshall [7] .
Theorem 2.5. Under the same assumption of Proposition 2.1, M k is closed.
ThenX is a normed space.
Letφ :X → M k /I k be the induced mapping by ϕ. Then we haveφ is surjective,
where V is the image of the unit sphere inX underφ. In addition, V is compact and does not contain zero element. Now we suppose p s ∈ M k and p s → p in R[x] k . Letp s andp be the cosets of p s and p respectively. Then there exist λ s ≥ 0 and v s ∈ V such thatp s = λ s v s . By compactness of V , we may assume v s converges to some element v ∈ V . Then the limit of λ s exists, since
Real ideals and semialgebraic sets
The first main result of this section is Theorem 3.11, which is called the simple point criterion for reality of ideals and has already been proved 1 by M. Marshall [8] . In this section we give an elementary proof of this theorem and introduce another equivalent condition (Theorem 3.12). Using these, we also obtain some conditions equivalent to
, V(I) denotes the set of all zero points of I in k n . For a subset V of k n , I(V ) denotes the set of all polynomials witch vanish on V . A semialgebraic set in R n is a subset of the form
where f i,j ∈ R[x] and * i,j is either >, ≥ or =.
For an ideal I of k[x], the dimension of I, dim I, is the transcendence degree of I. If
The dimension does not depend on extensions of the coefficient field. See [8, 15] for more details. Finally, the rank of an ideal I = f 1 , . . . , f m is the maximal rank of the Jacobian
is the maximal dimension as manifolds.
Remark 3.1. The results and the proofs of this section are still valid if R and C are replaced by real closed field and its extension with √ −1 respectively.
is called real if the following equivalent conditions are satisfied.
(1) I(V(I)) = I; (2) For any integer m and any
We give the equivalent condition for an ideal to be real. The following proposition is well known (see Lemma 2.5 of [4] for example).
Then I is real if and only if each I t is prime and real.
For a while, we assume that ideals are prime, and investigate the reality.
and thus,
These equations yield that c(
belongs to I. By reality of I, both a and b belong to I. This implies that a + b √ -1 belongs to I ′ , which is a contradiction.
Lemma 3.3 (Lemma 3.4 of [3]). If a prime ideal
, and thus rank I ′ + dim I ′ = n holds, because C is algebraically closed. Suppose rank I + dim I < n on V(I) and let h i 's be the sub-determinants of Jacobian of size r = n − dim I. From the assumption, there exists i such that h i is identically zero on V(I) but is not identically zero on V(I ′ ). Such h i does not belong to I ′ , thus h i ∈ I, which contradicts reality of I.
The following lemma can be shown similarly to the proof of Lemma 3.2,
Proof. By assumption,
If g is factorized as g = g 1 g 2 , then g 1 , g 2 ∈ I ′ and gg = (g 1 g 1 )(g 2 g 2 ) ∈ I. Since I is prime, g 1 g 1 or g 2 g 2 belongs to I. Reset g as suitable one.
Here, I = x 2 + y 2 is prime, while I ′ is decomposed as
(ii) The ideal I = x 2 + y 2 + z 2 is prime and I ′ is also prime. However, since the rank of I is zero, I is not real. (iii) The ideal I = x 2 + y 2 , z 2 + w 2 , xz + yw, xw − yz is prime in R[x], while I ′ is decomposed as
, thus I is not real. This example is essential for the proof of the following proposition.
The following proposition is essentially a special case of Theorem 9.3 of [9] , which is related to going-up theorem. We give an elementary and constitutive proof. 
) is the prime decomposition of I ′ .
Proof. From Lemma 3.4, there exists an irreducible polynomial
We decompose I ′ inductively with respect to k.
Suppose I ′ is decomposed as
If both I ′
g and I ′ g are prime, the assertion follows. Suppose I ′ g is not prime (which implies I ′ g is not prime either). There exist
Since I is prime, g k+1 g k+1 or h k+1 h k+1 belongs to I. We can assume g k+1 g k+1 ∈ I. Similar to the proof of Lemma 3.4, we can also assume g k+1 is irreducible. Set
Since I is prime, the former implies a i , b i ∈ I and the latter implies a k+1 , b k+1 ∈ I, each of which is a contradiction. Similarly,
Suppose
We show I ′ = J, i.e.
belong to I ′ . This means
belong to I ′ , which is obvious by the assumption. Similarly, the assumption that a i a k+1 − b i b k+1 , a i b k+1 + a k+1 b i ∈ I for all 1 ≤ i ≤ k yields I ′ = J * . Exchanging g k+1 and g k+1 , we have
. is an ascending chain, this procedure terminates in finite steps. Finally, we show that if I ′ is primarily decomposed as (3.2), this is the prime decomposition. Suppose g m ∈ I ′ g for some m > 1 and
Since I is prime, gg ∈ I. By construction, we have g ∈ I ′ g .
Corollary 3.6. Let I be a prime ideal in R[x], then dim I ′ + rank I ′ = n holds for
Proof. If I ′ is prime, the assertion is obvious. We assume I ′ not to be prime. We show the latter assertion, which leads the former immediately. By the general theory, dim I ′ = max{dim I ′ g , dim I ′ g } holds. Now, by symmetry, it is clear that dim I ′ g = dim I ′ g . Next, we show the equation for the rank. We can assume V(I ′ ) = ∅. By the symmetry of
The opposite inequality rank I ′ ≤ rank I ′ g = rank I ′ g is obvious.
The following lemma is very elementary, but the authors could not find it in any literature. Proof. Without loss of generality we can assume dim
is also d, which implies that a polynomial g ∈ I 1 is identically
Since I i is prime, g = 0 on V(I i ), which implies g ∈ I i . Thus, g ∈ ∩ k i=1 I i = I, which implies I = I 1 ; contradicts k ≥ 2. Proof. By Proposition 3.5, I ′ is decomposed as (3.2) . By the above lemma, it is enough to show , then dim I + rank I = n implies dim top V(I) = dim I.
By a suitable reordering of the variables, the equations f i = 0 can be solved for the first n − r variables as functions of the last d variables in a neighborhood of x 0 . Let u 1 , . . . , u n−r be such solution functions. We writex = (x n−d+1 , . . . ,
. Then
holds for allx in a neighborhood ofx 0 . Let f belong to I ′ , then we havef (x) = 0 for allx, unless otherwise the dimension of the manifold V(I ′ ) is less than d, which is a contradiction. Hencex is a coordinate of the manifold
,x is also a coordinate of the real manifold V(I). 
and hence
. . . . . .
which implies rank I(V(I)) = n − d. From Lemma 3.9, I is real. 
Proof. The "Only if" part follows from Theorem 3.11 i) and Lemma 3.10. We show the "if" part. Suppose dim
is not prime, then Chapter IV of [15] . Thus f is identically zero on V(I ′ ).
Example 3.2. (i)
The ideal I = xy is decomposed as I = x ∩ y . dim top V( x ) = dim x = 1 implies x is real prime, and similarly y is real prime. Hence I is real.
(ii) The ideal I = y 2 − xz, x 3 − yz is decomposed as I = J ∩ x, y , where J = y 2 − xz,
implies J is real prime, and dim top V( x, y ) = dim x, y = 1 implies x, y is real prime.
Hence I is real.
Now we return to the semialgebraic set S. We recall that S • is the interior of a semialgebraic set S in R n . 
Proof. (i) ⇒ (ii) Suppose that there exists t (1 ≤ t ≤ k) such that rank x t I t < n − dim I t for any x t ∈ V(I t ) ∩ S • . From Theorem 3.11 (i), there exists x t in V(I t ) such that rank x t + dim I t = n, and hence the set {x ∈ V(I t ) ; rank x I t ≤ n − dim I t − 1} is a proper subvarietiy of V(I t ). Hence, there exists a polynomial f t identically zero on V(I t ) ∩ S • and not identically zero on V(I t ). Thus f t ∈ I t . Set f ∈ R[x] as f = k s=1 f s , where f s ∈ I s \ I t for s = t. Then f is identically zero on V(I) ∩ S • and f ∈ I, which is a contradiction.
(ii) ⇒ (iii) Suppose that there exists x t in V(I t ) ∩ S • such that rank x t I t = n − dim I t . From the proof of Theorem 3.11, there exists a neighborhood U x t of x t in R n such that
The assertion follows from Theorem 3.12 and Proposition 3.1.
We give a proof of Theorem 2.2.
Proof of Theorem 2.2. (i) ⇒ (ii) Suppose that dim top V(I t ) ∩ S < dim I t for some t. From Theorem 3.12, dim top V(I t ) = dim I t . Thus, V(I t ) ∩ S is included in some proper subvarieties of V(I t ). Hence, there exists a polynomial f t such that f t = 0 on V(I t ) ∩ S and f t is not identically zero on V(I t ). Thus f t ∈ I t , which yields a contradiction similarly to the proof of Theorem 3.
Remark 3.2. The condition obtained by replacing S • by S in (ii) of Theorem 3.13: "For any t (1 ≤ t ≤ k), there exists x t in V(I t ) ∩ S such that rank x t I t = n − dim I t ." does not guarantee (i) of Theorem 2.2. Indeed, set S = {(x, y) ; g(x, y) = 1 − x 2 − (y − 1) 2 ≥ 0} and h(x, y) = y, then I = y , the origin O is in V(I) and rank O I = 1 = 2 − dim I. However I(V(I) ∩ S) = I(O) = x, y is not included in I.
Algorithms for testing or guaranteeing the duality
In this section we propose an algorithm to calculate generators of ideal I(K) = I(S ∩ V(I)). Applying it, one can obtain an equivalent problem to POP (1.1) such that the resulting problem satisfies Condition (ii) of Theorem 2.2. The algorithm uses a part of the cylindrical algebraic decomposition (CAD) after G. E. Collins (see [2, 10] and references therein for basic literature).
The following algorithm is for detecting whether the condition of I(K) = I holds or not. Note that if this condition holds, I itself should be real, because I ⊂ I(V(I)) ⊂ I(K) = I. We omit details of the CAD procedures, which are illustrated in the examples below.
Let g 1 , . . . , g ℓ and h 1 , . . . , h m be defining polynomials of the semialgebraic set S and of generators of the ideal I respectively, i.e. {g 1 , . . . , (a) Choose coordinatesx = (x i 1 , . . . , x i d t ), where d t = dim I t , such that 1 ∈ C(x)I j . Here C(x) denotes the field extended by {x i 1 , . . . , x i d t } from C. (b) Let P n and Q n denote the set of polynomials {p 1 , . . . , p s } and {p 1 , . . . , p s , g 1 , . . . , g ℓ } respectively. Execute the projection of CAD for the polynomial sets P n and Q n from R n to R 1 , wherex ∈ R dt . For d t ≤ n ′ ≤ n let P n ′ and Q n ′ denote the set of irreducible factors of resulting polynomials on R n ′ from P n and from Q n respectively. Also let C n ′ denote the set of cells in R n ′ from Q n .
(c) For any open cell U s ∈ C dt , take a sample pointx s ∈ U s ⊂ R dt .
(d) Liftx s to the point where some polynomial p ∈ P dt+1 is zero, i.e. p(x s , x i d t +1 ) = 0. Denote x dt+1 s = (x s , x i d t +1 ) (x dt+1 s can be more than one point).
(e) Iterate the above step to the top level. Condition (ii) of Theorem 2.2 holds if and only if there exists a pointx s such that the point can be lifted to a point x n s ∈ R n belonging to S.
Example 4.2. Set h 1 = (x 2 + y 2 + z 2 )(z − 2) and g 1 = 1 − x 2 − (z − 1) 2 . Applying Algorithm 4.2, we have the following.
(1) I = I 1 ∩ I 2 , where I 1 = x 2 + y 2 + z 2 and I 2 = z − 2 , is the prime decomposition and C[x]I 1 and C[x]I 2 are prime.
(2) Both dimensions of I 1 and I 2 are 2 and 1 ∈ C(x, y)I. The set of irreducible factors of the resultants and sub-resultants for I 1 and g 1 with respect to z is Q 2 1 = {x + 1, x − 1, x 2 + y 2 , 4x 2 + 4y 2 + y 4 }. The irreducible factors of the resultants and sub-resultants for Q 2 1 with respect to y is {x, x − 1, x + 1}, thus we have By lifting C 1 1 to xy-plane by Q 2 1 , we obtain C 2 1 = {{x < −1}, {x = −1}, {−1 < x < 0}, {x = 0, y < 0}, {x = 0, y = 0} {x = 0, y > 0}, {0 < x < 1}, {x = 1}, {x > 1}}.
Further, by lifting it to xyz-plane by P 3 = I 1 , we obtain only one point U 2 1 = (0, 0, 0) satisfying g 1 ≥ 0. We take defining polynomial f 1 of (0, 0) from Q 2 , e.g. f 1 = x 2 + y 2 .
Similarly, from I 2 and g 1 we obtain Q 1 2 = Q 2 2 = {x, x + 1, x − 1}. By lifting them to xyzplane by P 3 = I 2 , we obtain {x < 0, z = 2}, {x = 0, z = 2}, {x > 0, z = 2}, among which only U 2 2 = {x = 0, z = 2} satisfy g 1 ≥ 0. We take defining polynomial f 2 of {x = 0} ⊂ R 2 from Q 2 , i.e. f 2 = x. We replace I by
(this does not satisfy I(K) = I yet). From x 2 + y 2 = (x + y √ -1)(x − y √ -1), we should add x, y to I 1 . Thus we should replace I by I = x, y, z ∩ x, z − 2 = x, y(z − 2), z(z − 2) . Now, if we set h 1 = x, h 2 = y(z − 2), h 3 = z(z − 2) and g 1 = 1 − x 2 − (z − 1) 2 ≥ 0, then I(K) = I is satisfied.
