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Abstract
In this paper we provide a method for constructing joint distributions for an
arbitrary set of observables on finite dimensional Hilbert spaces irrespective of
whether the observables commute or not. These distributions have a number of
desirable properties: they agree with the standard quantum mechanical ones if the
observables commute, they also depend continuously on the observables, and under
unitary transformations they behave in a reasonable manner.
1 Introduction
As discussed by Ballentine [4], the assumption that a particle has a definite position
and momentum is not incompatible with the uncertainty principle. More generally, the
assumption that a quantum state has definite values for certain observables even if the
observables do not commute is compatible with the statistical interpretation of quantum
mechanics. Therefore, as indicated by Ballentine [4], there is, in principle, no problem
with admitting joint distributions for any set of observables commutative or otherwise.
As the standard quantum formalism does not provide a recipie for constructing joint
distributions associated with non-commuting observables, the formalism must be ex-
tended. The problem can be thought of as the problem of constructing joint distribu-
tions with given marginals. In [9] (see also [7, 8]), Cohen and Zaparovanny provided a
method for constructing joint distributions with given marginals. It was later shown
in [10,13] that the Cohen-Zaparovanny construction actually generated all possible joint
distribtuions. Consequently, it is possible to construct joint distributions for any set of
observables, commuting or not. The difficulty is that the Cohen-Zparovanny construction
does not single out a particlular distribution.
In this paper we provide a method for constructing joint distributions of an arbitrary
set of observables on finite dimensional Hilbert spaces irrespective of whether the ob-
servables commute or not. We restrict ourselves to observables with distinct eigenvalues.
This is not entirely necessary because if there is some degeneracy then the construction
∗PACS No: 03.65.Ta
†todd.oliynyk@ise.canberra.edu.au
1
still goes through but does not result in a unique distribution. Instead, a number of
distributions are possible and we do not have a criterion for selecting out a particular
one.
The method we employ is technically simple. We first represent the usual transition
probabilities as the volume of certain regions in projective Hilbert space. The joint
distributions are then constructed naturally via the volume of the intersected regions.
This is the strength of our method as compared to [9, 7, 8] because once we choose to
represent the transition probablities as volumes then then the joint distributions arise
naturally. For all the technical simplicity of our method, the drawback is that the joint
distributions are difficult compute as they require the evaluation of complicated integrals
on projective Hilbert space. However, we do show that these distributions have a number
of desirable properties. For example, they agree with the standard ones if the observables
commute. They also depend continuously on the observables. Finally, under unitary
transformations they behave in a reasonable manner.
We also note that the volume representation of transition probablities introduced here
can be used to simplify the constructions used in the hidden measurment approach to
quantum probabilites [2,3,6,5]. Moreover, the present approach to transition probabilites
can also be used to easily construct new hidden measurement systems. We will report
on this work elsewhere.
2 Projective Hilbert Space
In this section we review some basic results about projective Hilbert space. We use the
book [11] as our standard reference. Let (H, 〈·|·〉) be a complex Hilbert space where the
inner product 〈·|·〉 is taken to be linear in the second variable. Define
H× := H \ {0} and C× := C \ {0}.
On H× we can define an equivalence relation ∼ by
ψ ∼ φ if and only if there exists a λ ∈ C× such that ψ = λφ.
Letting [ψ] denote the equivalence class for ψ ∈ H×, we have
[ψ] := {λψ |λ ∈ C× } .
Projective Hilbert PH space is defined as
PH := H×/ ∼= { [ψ] |ψ ∈ H× } .
It is well known that PH carries a Hilbert manifold structure for which the canonical
projection
π : H× → PH ; ψ 7→ [ψ]
is a C∞ submersion. As a consequence for any q ∈ PH and vq ∈ TqPH there exists a
ψ ∈ H× and φ ∈ H such that
q = [ψ] and vq = Tψπ · φ .
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This can be used to define a complex structure J and a strongly non-degenerate symplectic
form ω on PH via the formulas
J(Tψπ · φ) := Tψ · iφ (2.1)
and
ω[ψ](Tψπ · φ1,Tψπ · φ2) := 2~‖ψ‖−4Im
(〈φ1|φ2〉‖ψ‖2 − 〈φ1|ψ〉〈ψ|φ2〉) (2.2)
for every ψ ∈ H× and φ, φ1, φ2 ∈ H. It should be noted that
g(v, w) = ω(v, Jw) (2.3)
defines a Riemannian metric on PH and hence establishes that PH is a Ka¨hler manifold.
Given a function f ∈ C∞(PH), the fact that the symplectic form is strongly non-
degenerate implies that the following equation
iXfω = df (2.4)
uniquely defines the vector field Xf . The Poisson bracket {·, ·} is then defined via
{f, g} := ω(Xf , Xf) ∀ f, g ∈ C∞(PH) . (2.5)
Let L(H) denote the set of bounded linear operators on H. Then the unitary group
U(H) is defined by
U(H) := {U ∈ L(H) | 〈Uψ|Uφ〉 = 〈ψ|φ〉 ∀ψ, φ ∈ H} .
Its Lie algebra u(H) is the set of skew-adjoint operators, i.e.
u(H) := {A ∈ L(H) |A† = −A } .
Here we are using † to denote the adjoint of an operator. The following map
ρ : U(H)× PH → PH : (U, [ψ])→ [Uψ]
defines an action of U(H) on PH by symplectomorphism (i.e. ρ∗Uω = ω for all U ∈ U(H)).
There exists an equivariant momentum mapping J : PH −→ u(H)∗ for this action defined
by
〈J([ψ]), A〉 := i~ 〈ψ|Aψ〉‖ψ‖2 ∀ ψ ∈ H, A ∈ u(H) , (2.6)
where 〈·, ·〉 denotes the canonical pairing between u(H)∗ and u(H). Letting C∞(PH)
denote the set of smooth functions on PH, the momentum map can be viewed as a map
J : u(H) −→ C∞(PH) by defining
J(A)(x) := 〈J(x), A〉 ∀ x ∈ PH . (2.7)
Because of the equivariance of the momentum map J, we have the useful property
{J(A), J(B)} = J([A,B]) ∀ A,B ∈ u(H) . (2.8)
Let Sa denote the set of bounded self-adjoint operators on H. For each operator
H ∈ Sa we define a smooth function 〈H〉 on PH via
〈H〉 := J(− i
~
H) . (2.9)
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Thus 〈H〉 is just the usual expectation of the observable H , i.e.
〈H〉([ψ]) = 〈ψ|Hψ〉‖ψ‖2 . (2.10)
With this notation (2.8) can be written in the more familiar form
{〈A〉, 〈B〉} = 〈 i
~
[B,A]〉 . (2.11)
3 Action angle coordinates on PH
For the remainder of this article, we will assume that dimH = N <∞. Let {ψ1, . . . , ψN}
be an orthonormal basis for H. Define the projection operators
Pψk = |ψk〉〈ψk| . (3.1)
We can use the momentum map to define smooth functions pψk on PH by
pψ := 〈Pψk〉 . (3.2)
Using (2.10) we get
pψ([ψ]) =
〈ψk|ψ〉
‖ψ‖
2
(3.3)
which is the transition probability from the state ψ to ψk. As the operators Pψk commute,
formula (2.11) shows that the functions {pψ1 , . . . , pψN} are in involution, i.e.
{ψj , ψk} = 0 ∀ j, k = 1, 2, . . .N . (3.4)
It follows from 1I =
∑N
k=1 Pψk that
N∑
j=1
pψk = 1 , (3.5)
which shows that at most (N − 1) of the functions pψk can be independent. It is not
hard to show that the set {pψ2 , . . . , pψN} is independent. That is the set of points in
PH for which the covectors {dpψ2 , . . . , dpψN} are linearly dependent has measure zero.
Consequently, we can use these functions to construct action angle coordinates of PH
following the standard recipe, see [11] for details. This results in the following coordinate
chart
τ : TN−1 × S −→ PH
(θ, I) = ((θ2, . . . , θN ), (I2, . . . , IN )) 7→
[(
1−
N∑
k=2
Ik
)1/2
ψ1 +
N∑
j=2
e−iθj
√
Ijψj
]
(3.6)
where TN−1 is the (N − 1) torus and
S :=
{
(I2, . . . , IN ) ∈ RN−1 | 0 < Ij
N∑
j=2
Ij < 1
}
. (3.7)
4
In this chart, the symplectic form ω is given be
ω = ~
N∑
j=2
dθk ∧ dIk . (3.8)
We also note that the functions pψk have the coordinate representations
pψj (θ, I) = Ij j = 2, 3, . . . , N .
We can define a volume form µ on PH by
µ :=
( −1
2π~
)N−1
ω ∧ . . . ∧ ω︸ ︷︷ ︸
N-1 times
. (3.9)
Locally this given by
µ =
(N − 1)!
(2π)(N−1)
dθ2 ∧ . . . ∧ θN ∧ dI2 ∧ . . . ∧ dIN . (3.10)
Then because the chart (3.6) covers all of PH except for a set of measure zero, the volume
of PH is given by
Vol(PH) = (N − 1)!
(2π)(N−1)
∫ 2π
0
. . .
∫ 2π
0
dθ2 . . . dθN
∫
S
dI2 . . . dIN .
A straightforward calculation shows that∫
S
dI2 . . . dIN = 1/(N − 1)!
and hence Vol(PH) = 1.
4 Volume representation of transition probabilities
Suppose ψ, φ ∈ H×. Then the transition probability from the state ψ to φ, or vice versa,
is given by
T (ψ, φ) :=
|〈ψ|φ〉|2
‖ψ‖2‖φ‖2 . (4.1)
Because this formula is invariant under scaling of φ or ψ by non-zero complex numbers,
it passes to a well defined function on PH× PH given by
T ([ψ], [φ]) =
|〈ψ|φ〉|2
‖ψ‖2‖φ‖2 ∀ ψ, φ ∈ H
× . (4.2)
It was shown in [12] that if we let d(x, y) denote the geodesic distance between points
x, y ∈ PH then the distance d(x, y) is related to the transition probability T (x, y) via the
formula
T (x, y) = cos2
(d(x, y)√
2~
)
. (4.3)
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[ψ1]
[ψ2]
[ψ]
Ω
Figure 1: Volume representation of transition probabilities
This shows that there exists a representation of the transition probability in terms of the
geodesic distance. The question now is, are there other representations for the transition
probability in terms of geometrical objects on PH? We will show that the transition
probability, at least for finite dimensional Hilbert spaces, can be related the volume
of certain regions in PH. To motivate this, we will first look at PH where H is a 2
dimensional Hilbert space. Then PH ∼= S2 where S2 is the ordinary two sphere in R3.
Suppose {ψ1, ψ2} is an orthonormal basis for H and ψ ∈ H× is an arbitrary state vector.
Since {ψ1, ψ2} is orthonormal, we can choose them to be the north and south poles of
S2 as in Figure 1. The symplectic form on S2 is
ω =
~ sin θ
2
dφ ∧ dθ
while the volume form µ is given by
µ =
1
2~π
ω .
The normalization on the volume form is chosen so that
∫
PH
µ = 1.
Referring to Figure 1, let Ω be the shaded region between the points [ψ1] and [ψ].
Then a straightforward calculation shows that
T ([ψ2], [ψ]) = Vol(Ω) :=
∫
Ω
µ .
Of course if we let γ be the geodesic between [ψ] and [ψ2] represented by the dashed line
in Figure 1 then we also have
T ([ψ2], [ψ]) = cos
2
(
(2~)−1(geodesic lenth of γ)
)
.
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Letting Ωc denote the complement of Ω we also have
T ([ψ1], [ψ]) = Vol(Ω
c) :=
∫
Ωc
µ .
It is interesting to note that the conservation of probability
1 = T ([ψ1], [ψ]) + T ([ψ2], [ψ])
has the simple geometric representation
PH = Ω ∪ Ωc .
Now, consider the self-adjoint operator
A = a1|ψ1〉〈ψ1|+ a2|ψ2〉〈ψ2|
where the eigenvalues a1 and a2 are distinct. Then upon measurement, the probability
of a measurement of the observable A yielding a value aj given that it is in the state [ψ]
is
Prob(A = aj | [ψ]) = Vol(Ωj) j = 1, 2 ,
where we let
Ω2 := Ω and Ω1 := Ω
c .
Now suppose {φ1, φ2} is another orthonormal basis and B is the operator,
B = b1|φ1〉〈φ1|+ b2|φ2〉〈φ2| .
Then as above, we find two sets Σ1 and Σ2 such that
PH = Σ1 ∪ Σ2
and
Prob(B = bj | [ψ]) = Vol(Σj) j = 1, 2 .
So far we have not done anything new, except express the usual transition probabilities
in terms of the volume of certain regions in PH. However, we observe that there is a
natural way to construct a joint distribution for the observables A and B which is given
by
Prob(A = aj , B = bk | [ψ]) := Vol(Ωj ∩ Σk) j, k = 1, 2 .
It is important to realize that this formula is valid even if A and B do not commute. It
is also easy to see that it gives the correct joint distribution if A and B do commute. See
figure 2 for an illustration of the region Ω2 ∩ Σ2, the volume of which would yield the
transition probability Prob(A = a2, B = b2 | [ψ]).
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Figure 2: Volume representation of joint probabilities
5 Joint distributions
To generalize the construction in the previous section to arbitrary but finite dimensions
we must first find a method for generalizing the decomposition PH = Ω1∪Ω2. So for the
moment, let us still assume that dimH = 2 and that {ψ1, ψ2} is an orthonormal basis.
Now, a short calculation shows that
x ∈ Ωk if and only if pψj (x)pψk(y) ≥ pψk(x)pψj (y) for j = 1, 2 ,
where
y = [ψ] .
This motivates us to make the following definition. Let H be an N dimensional Hilbert
space. Suppose β = {ψ1, . . . , ψN} is an orthonormal basis for H. Then define a region
Ω(y, β, ψj) of PH that depends on a point y ∈ PH, the basis β, and a particular basis
vector ψj by
Ω(y, β, ψk) := { x ∈ PH | pψj (x)pψk(y) ≥ pψk(x)pψj (y) for j = 1, 2, . . . , N } .
It is useful to introduce an alternate characterization for Ω(y, β, ψk) which although
it looks more complicated is actually easier to work with. To start, consider the following
vectors in RN−1
ξ1 := 0 and ξj+1 := (0, . . . ,
jth
1 , . . . , 0) j = 1, 2, . . . , N − 1 .
Let
ξ˜ :=
N∑
j=1
pψj (y)ξj (5.1)
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and define
S(y, β, ψk) :=
{ N∑
j=1,j 6=k
Ijξj + Ik ξ˜ ∈ RN−1
∣∣∣ Ik ≥ 0 and N∑
j=1
Ij = 1
}
. (5.2)
Proposition 5.1. Suppose β = {ψ1, . . . , ψN} is an orthonormal basis for H and y ∈ PH.
Then
Ω(y, β, ψk) =
{
x ∈ PH
∣∣∣ N∑
j=1
pψj (x)ξj ∈ S(y, β, ψk)
}
.
Proof. Assume that pψk(y) 6= 0. The case pψk(y) = 0 will be left to the reader. Then
using (5.1), we can write
∑N−1
j=1 pψj (x)ξj as
N−1∑
j=1
pψj (x) =
N∑
j=1,j 6=k
(
pψj (x)−
pψj (y)
pψk(y)
pψk(x)
)
ξj +
pψk(x)
pψk(y)
ξ˜ .
From (3.5) it is easy to see that
N∑
j=1,j 6=k
(
pψj (x) −
pψj (y)
pψk(y)
pψk(x)
)
+
pψk(x)
pψk(y)
= 1 (5.3)
These two results along with the fact that pψj ≥ 0 show by the definition of S(y, β, ψk)
that
N−1∑
j=1
pψj (x)ξj ∈ S(y, β, ψk) ⇐⇒ pψj (x)pψk(y) ≥ pψj (y)pψk(x) j = 1, 2, 3, . . . , N .
The next two propositions show that the sets Ω(y, β, ψj) have the required properties
to be considered a generalization of the sets Ω1 and Ω2 from the previous section.
Proposition 5.2. Suppose β = {ψ1, . . . , ψN} is an orthonormal basis for H and y ∈ PH.
Then
PH =
N⋃
k=1
Ω(y, β, ψk)
and
Vol
(
Ω(y, β, ψj) ∩ Ω(y, β, ψk)
)
= 0 for j 6= k .
Proof. Let S denote the closure of S defined by (3.7), i.e.
S =
{
(a2, . . . , aN ) ∈ RN−1 | aj ≥ 0 and
N∑
j=2
aj ≤ 1
}
and define a map J˜ : PH→ RN−1 by
J˜(x) =
N∑
j=2
pψj (x)ξj .
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Since pψj ≥ 0 and
∑N
j=1 pψj = 1, we have that J˜(PH) ⊂ S. To see that this inclusion is
actually an equality, consider any state vector
φ =
N∑
j=1
cjψj
where at least one of the coefficients cj is non-zero. Then φ ∈ H× and
J˜([φ]) :=
1∑N
k=1 |ck|2
N∑
j=2
|cj |2ξj .
It follows directly from this formula that J˜(PH) = S. Also, it is not hard to verify that
S =
N⋃
j=1
S(y, β, ψj) .
The above two results and proposition 5.1 then imply that PH = ⋃Nj=1 Ω(y, β, ψj).
From proposition 5.1 and the definition of J˜, we have that Ω(y, β, ψj) = J˜
−1
(S(y, β, ψj)).
Consequently
Ω(y, β, ψj)∩Ω(y, β, ψk) = J˜
−1
(S(y, β, ψj))∩J˜
−1
(S(y, β, ψk)) = J˜
−1
(S(y, β, ψj)∩S(y, β, ψk)) .
But for j 6= k, the set S(y, β, ψj) ∩ S(y, β, ψk) lies inside an N − 2 dimensional subset
of RN−1 and hence J˜
−1
(S(y, β, ψj)∩ S(y, β, ψk)) must have measure zero. Therefore for
j 6= k the formula Vol(Ω(y, β, ψj) ∩ Ω(y, β, ψk)) = 0 follows.
Proposition 5.3. Suppose {ψ1, . . . , ψN} is an orthonormal basis for H and y ∈ PH.
Then
Vol(Ω(y, β, ψj)) = pψj (y) j = 1, 2, . . . , N .
Proof. It is enough to prove it for j = N . From proposition 5.1, and equations (3.8)-
(3.10) it is clear that
Vol(Ω(y, β, ψN )) =
(N − 1)!
(2π)(N − 1)
∫ 2π
0
. . .
∫ 2π
0
dθ2 . . . dθN
∫
S(y,β,ψN)
dI2 . . . dIN
= (N − 1)!
∫
S(y,β,ψN)
dI2 . . . dIN
But from (5.1) and (5.2) it is easy to verify that∫
S(y,β,ψN)
dI2 . . . dIN =
1
(N − 1)!pψN (y) ,
which completes the proof.
We are now ready to construct the joint distribution. We only handle the case of two
observables with the generalization to more observables being obvious.
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Theorem 5.4. Suppose A and B are two self adjoint operators with distinct eigenvalues.
Let A =
∑N
j=1 aj |ψAj 〉〈ψAj | and B =
∑N
j=1 bj |ψBj 〉〈ψBj | be the unique spectral representa-
tions of A and B. Then for each y ∈ PH,
Prob(A = aj , B = bk|y) := Vol
(
Ω(y, βA, ψAj ) ∩ Ω(y, βB, ψBj )
)
is a well defined probability distribution. Moreover, the marginal probability distributions
Prob(A = aj|y) :=
N∑
k=1
Prob(A = aj , B = bk|y)
and
Prob(B = bk|y) :=
N∑
j=1
Prob(A = aj, B = bk|y)
satisfy
Prob(A = aj |y) = pψAj (y) and Prob(B = bk|y) = pψBj (y) ,
and hence agree with the usual quantum probability distributions.
Proof. From proposition 5.2 we get
PH = PH ∩ PH =
( N⋃
j=1
Ω(y, βA, ψAj )
)
∩
( N⋃
k=1
Ω(y, βB, ψBk )
)
=
N⋃
j,k=1
Ω(y, βA, ψAj ) ∩Ω(y, βB , ψBk ) .
Also from proposition 5.2 we get that
Vol
((
Ω(y, βA, ψAj ) ∩ Ω(y, βB, ψBk )
) ∩ (Ω(y, βA, ψAl ) ∩ Ω(y, βB, ψBm)))
≤
{
Vol(Ω(y, βA, ψAj ) ∩ Ω(y, βA, ψAl )) = 0 if j 6= l
Vol(Ω(y, βB, ψBk ) ∩ Ω(y, βB, ψBm)) = 0 if k 6= m
. (5.4)
Combining these two results shows that
1 = Vol(PH) =
N∑
j,k=1
Vol
(
Ω(y, βA, ψAj ) ∩ Ω(y, βB, ψBk )
)
,
and hence 1 =
∑N
j,k=1 Prob(A = aj, B = bk|y) . This along with the fact that Prob(A =
aj , B = bk|y) = Vol
(
Ω(y, βA, ψAj )∩Ω(y, βB, ψBk )
) ≥ 0 shows that Prob(A = aj, B = bk|y)
is a well defined probability distribution.
Now,
Ω(y, βA, ψAj ) = Ω(y, β
A, ψAj ) ∩ PH = Ω(y, βA, ψAj ) ∩
N⋃
k=1
Ω(y, βB, ψBk )
=
N⋃
k=1
Ω(y, βA, ψAj ) ∩ Ω(y, βB, ψBk ) .
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This result along with (5.4) shows that
Vol
(
Ω(y, βA, ψAj )
)
=
N∑
k=1
Vol
(
Ω(y, βA, ψAj ) ∩ Ω(y, βB, ψBk )
)
.
Using this and proposition 5.3, we find that
pψAj (y) =
N∑
k=1
Prob(Aj = aj , Bk = bk|y) ,
as required. The same arguments can be used to show that
pψB
k
(y) =
∑N
j=1 Prob(Aj = aj , Bk = bk|y).
It is important to realize that the above proposition is also valid for operators without
distinct eigenvalues once a basis of orthonormal eigenvectors is fixed. The problem is that
unlike the case where the eigenvalues are distinct there is no unique choice of basis and
it is not hard to see that the joint distribution will depend on the basis that is chosen.
Therefore, two different bases will, in general, lead to two different joint distributions.
What is needed is a reasonable criteria that will select a particular basis.
The next proposition shows that the joint distributions transform correctly under
unitary transformations.
Proposition 5.5. Suppose U ∈ U(H), y ∈ PH, and A = ∑Nj=1 aj |ψAj 〉〈ψAj | and B =∑N
j=1 bj |ψBj 〉〈ψBj | are two self-adjoint operators with distinct eigenvalues. Let
A′ := UAU−1 =
N∑
j=1
aj|ψA′j 〉〈ψA
′
j | ψA
′
j := Uψ
A
j ,
B′ := UBU−1 =
N∑
j=1
bj|ψB′j 〉〈ψB
′
j | ψB
′
j := Uψ
B
j .
Then
Prob(A′ = aj , B
′ = bk|y) = Prob(A = aj , B = bk|ρU (y)) .
Proof. To start, suppose α := {ψ1, . . . , ψN} is an orthonormal basis. From the definition
of the functions pψ it is easy to see that
pUψj (y) = pψj (ρU (y)) j = 1, 2, . . . , N .
It then follows directly from the definition of the set Ω(y, α, ψj) that
Ω(ρU (y), α, ψj) = ρU (Ω(y, α
′, ψ′j))
where α′ := {ψ′1 := Uψ1, . . . , ψ′N := UψN}. Therefore,
Ω(ρU (y), β
A, ψAj ) ∩ Ω(ρU (y), βB, ψBk ) = ρU
(
Ω(y, βA
′
, ψAj ) ∩ Ω(y, βB
′
, ψB
′
k )
)
(5.5)
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for all j, k = 1, 2, . . . , N . Since ρ∗Uω = ω it follows that the volume form µ is invariant
under the action of U , i.e. ρ∗Uµ = µ. So (5.5) and the change of variables theorem implies
that
Vol
(
Ω(ρU (y), β
A, ψAj ) ∩Ω(ρU (y), βB , ψBk )
)
= Vol
(
Ω(y, βA
′
, ψAj ) ∩ Ω(y, βB
′
, ψB
′
k )
)
for all j, k = 1, 2, . . . , N , which completes the proof.
6 Continuity of the joint distributions
Let dH denote the Hausdorff distance, i.e. if A,B ⊂ PH then
dH(A,B) := inf{ ǫ | A ⊂ B(B, ǫ),B ⊂ B(A, ǫ)}
where for any set C ⊂ PH we define
B(C, ǫ) := {x ∈ PH | d(x, C) < ǫ} .
Proposition 6.1. Let β = {ψ1, . . . , ψN} and γ = {φ1, . . . , φN} be two orthonormal bases
for H and suppose x ∈ PH. Then for any ǫ > 0 there exists a δ > 0 such that
dH(Ω(x, β, ψj),Ω(x, γ, φj)) ≤ ǫ j = 1, 2, . . . , N
whenever ‖φj − ψj‖ < δ for j = 1, 2, . . . , N .
Proof. For j 6= k,
|〈ψj |φk〉| = |〈ψj − φj |φk〉| ≤ ‖ψj − φj‖ ‖φk‖ < δ 1 = δ . (6.1)
Without loss of generality assume δ < 1. Then ‖ψj − φj‖ < δ implies that
|2− 〈ψj |φj〉 − 〈φj |ψj〉| < δ , (6.2)
and
|〈ψj |φj〉 − 〈φj |ψj〉| = |〈ψj − φj |φj〉 − 〈φj |ψj − φj〉| ≤ 2‖φj − ψj‖ ‖φj‖ < 2δ . (6.3)
Let ψ ∈ H satisfy ‖ψ‖ = 1 and x = [ψ]. We will assume that there exists a ν > 0
such that
|〈ψ|ψj〉| , |〈ψ|φj〉| > ν j = 1, 2, . . .N .
The case where |〈ψ|ψj〉| = 0 or |〈ψ|φj〉| = 0 for some j can be taken care of by a slight
modification of the arguments below and will be left to the reader.
Fix ǫ > 0 and k ∈ {1, 2, . . . , N}. Suppose φ ∈ H satisfies ‖φ‖ = 1 and [φ] ∈
Ω(x, γ, φk). Then by the definition of Ω(x, γ, φk), pφj ([φ])pφk([ψ]) ≥ pφk([φ])pφj ([ψ]) for
j = 1, 2, . . .N , or equivalently
|〈φj |φ〉|2|〈φk|ψ〉|2 ≥ |〈φk|φ〉|2|〈φj |ψ〉|2 j = 1, 2, . . .N . (6.4)
Define
Ψ :=
N∑
j=1
〈φj |φ〉λjψj
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where
λj :=
|〈ψj |ψ〉|
|〈φj |ψ〉| .
Then for j = 1, 2, . . .N ,
|〈ψj |Ψ〉|2|〈ψk|ψ〉|2 = |〈φj |φ〉|2|〈φk|ψ〉|2|λj |2|λk|2
≥ |〈φk|φ〉|2|λk|2|〈ψj |ψ〉|2 by (6.4)
= |〈ψk|Ψ〉|2|〈ψj |ψ〉|2 ,
and hence [Ψ] ∈ Ω(x, β, ψk).
Note that λj = |〈ψj − φj |ψ〉〈φj |ψ〉−1 + 1| and so
1− |〈ψj − φj |ψ〉||〈φj |ψ〉| ≤ λj ≤ 1 +
|〈ψj − φj |ψ〉|
|〈φj |ψ〉| .
But |〈ψj − φj |ψ〉|
|〈φj |ψ〉| ≤
‖ψj − φj‖ ‖ψ‖
ν
<
δ
ν
,
and hence
1− δ
ν
≤ λj ≤ 1 + δ
ν
j = 1, 2, . . . , N . (6.5)
Now, ‖Ψ‖2 =∑j=1N |〈φj |φ〉|2λ2j and 1 = ‖φ‖2 =∑Nj=1 |〈φj |φ〉|2 implies that(
1− δ
ν
)
≤ ‖Ψ‖2 ≤
(
1 +
δ
ν
)
(6.6)
by (6.5). Also we have
|〈Ψ|φ〉| =
∣∣∣ N∑
j,l=1
〈φ|φj〉λj〈ψj |φl〉〈φl|φ〉
∣∣∣
=
∣∣∣ N∑
j=1
|〈φ|φj〉|2λj〈ψj |φj〉+
N∑
j,l=1 j 6=l
〈φ|φj〉λj〈ψj |φl〉〈φl|φ〉
∣∣∣
≥
∣∣∣ N∑
j=1
|〈φ|φj〉|2λj〈ψj |φj〉
∣∣∣− N∑
j,l=1 j 6=l
|〈φ|φj〉λj〈ψj |φl〉〈φl|φ〉|
=
∣∣∣ N∑
j=1
|〈φ|φj〉|2 −
N∑
j=1
|〈φ|φj〉|2(1− λj〈ψj |φj〉)
∣∣∣− N∑
j,l=1 j 6=l
|〈φ|φj〉λj〈ψj |φl〉〈φl|φ〉|
≥
∣∣∣ N∑
j=1
|〈φ|φj〉|2
∣∣∣− N∑
j=1
|〈φ|φj〉|2|(1 − λj〈ψj |φj〉)| −
N∑
j,l=1 j 6=l
|〈φ|φj〉λj〈ψj |φl〉〈φl|φ〉| .
(6.7)
But note that
∣∣∣ N∑
j=1
|〈φ|φj〉|2
∣∣∣ = ‖φ‖2 = 1 , |〈φ|φj〉| ≤ ‖φ‖2‖φj‖2 = 1 , (6.8)
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and
|λj〈ψj |φj〉 − 1| = |(λj − 1 + 1)〈ψj |φj〉 − 1| ≤ |λj − 1||〈ψj |φj〉|+ |〈ψj |φj〉 − 1|
≤ |λj − 1|‖ψj‖‖φj‖+ 1
2
|〈ψj |φj〉 − 1 + 〈φj |ψj〉 − 1|+ 1
2
|〈ψj |φj〉 − 〈φj |ψj〉|
≤ δ
ν
+
δ
2
+ δ =
(
1
ν
+
3
2
)
δ (6.9)
where in deriving the last inequality we used (6.2), (6.3), and (6.5). Using (6.1), (6.5),
(6.8), and (6.9), we can write (6.7) as
|〈Ψ|φ〉| ≥ 1−N
(
1
ν
+
3
2
)
δ − (N − 1)2
(
δ
ν
+ 1
)
δ . (6.10)
Therefore (6.6) and (6.10) imply that
1 ≤ |〈Ψ|φ〉|
2
‖Ψ‖2‖φ‖2 ≥
(1 −N(1/ν + 3/2)δ − (N − 1)2(δ/ν + 1)δ)2
(δ/ν + 1)2
,
or by (4.2) and (4.3)
1 ≥ cos2
(
d([Ψ], [φ])√
2~
)
≥ (1−N(1/ν + 3/2)δ − (N − 1)
2(δ/ν + 1)δ)2
(δ/ν + 1)2
.
This shows that by choosing δ > 0 small enough we get d([Ψ], [φ]) ≤ ǫ. Since [Ψ] ∈
Ω(x, β, ψk) and [φ] ∈ Ω(x, γ, φk) was chosen arbitrarily, we have that d(y,Ω(x, β, ψk) ≤ ǫ
for all x ∈ Ω(x, γ, φk). The same arguments show that δ can be chosen small enough so
that d(y,Ω(x, γ, φk) ≤ ǫ for all x ∈ Ω(x, β, ψk). Therefore it follows that
dH(Ω(x, β, ψk),Ω(x, γ, φk)) ≤ ǫ.
Proposition 6.2. Let β = {ψ1, . . . , ψN}, β′ = {ψ′1, . . . , ψ′N}, γ = {φ1, . . . , φN}, and
γ′ = {φ′1, . . . , φ′N} be orthonormal bases and suppose x ∈ PH. Then for any ǫ > 0 there
exists a δ > 0 such that
|Vol(Ω(x, β, ψj) ∩ Ω(x, γ, φk))−Vol(Ω(x, β′, ψ′j) ∩Ω(x, γ′, φ′k))| ≤ ǫ
for j, k = 1, 2, . . . , N whenever ‖ψj − ψ′j‖ < δ and ‖φj − φ′j‖ < δ for j = 1, 2, . . . , N .
Proof. Fix η > 0. Given an ǫ > 0, there exists, by proposition 6.1, a δ > 0 such that ‖ψj−
ψ′j‖ < δ and ‖φj−φ′j‖ < δ for j = 1, 2, . . . , N implies that dH(Ω(x, β, ψj),Ω(x, β′, ψ′j)) <
η and dH(Ω(x, γ, φj),Ω(x, γ
′, φ′j)) < η . So
Ω(x, β, ψj) ⊂ B(Ω(x, β′, ψ′j), ǫ) = Ω(x, β′, ψ′j) ∪ T 1ǫ
Ω(x, γ, φk) ⊂ B(Ω(x, γ′, φ′k), ǫ) = Ω(x, γ′, φ′k) ∪ T 2ǫ
where
T 1ǫ := B(Ω(x, β
′, ψ′j), ǫ) \ Ω(x, β′, ψ′j) and T 2ǫ := B(Ω(x, γ′, φ′k), ǫ) \ Ω(x, γ′, φ′k) .
Therefore
Ω(x, β, ψj) ∩ Ω(x, γ, φk) ⊂ Ω(x, β′, ψ′j) ∩ Ω(x, γ′, φ′k) ∪ T 3ǫ ∪ T 4ǫ ∪ T 5ǫ
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where T 3ǫ := Ω(x, β
′, ψ′j) ∩ T 2ǫ , T 3ǫ := Ω(x, γ′, φ′k) ∩ T 1ǫ , and T 5ǫ := T 1ǫ ∩ T 2ǫ . Thus
Vol(Ω(x, β, ψj) ∩ Ω(x, γ, φk)) ≤ Ω(x, β′, ψ′j) ∩ Ω(x, γ′, φ′k) +
5∑
s=3
Vol(T sǫ ) .
It is clear that Vol(T sǫ ) → 0 as ǫ → 0 which shows that by choosing δ small enough we
get
Vol(Ω(x, β, ψj) ∩Vol(Ω(x, γ, φk)) ≤ Ω(x, β′, ψ′j) ∩ Ω(x, γ′, φ′k)) + η .
Similar arguments show that by choosing δ small enough we also have
Vol(Ω(x, β′, ψ′j) ∩Vol(Ω(x, γ′, φ′k)) ≤ Ω(x, β, ψj) ∩ Ω(x, γ, φk)) + η .
Therefore we have established that
|Vol(Ω(x, β′, ψ′j) ∩ Ω(x, γ′, φ′k))−Vol(Ω(x, β, ψj) ∩ Ω(x, γ, φk))| ≤ η .
As before, let Sa := {A ∈ L(H) | A† = A } be the set of self-adjoint operators and
D ⊂ Sa be the set of all self-adjoint operators with distinct eigenvalues. Note that D is
open in Sa.
Lemma 6.3. For each A ∈ D there exist a neighborhood NA ∈ D and smooth maps
αj : HA → R and φj : NA → S(H) j = 1, 2, . . . , N
such that for all B ∈ NA
Bφj(B) = αj(B)φj(B) j = 1, 2, . . . , N .
Proof. Let a1 < a2 < · · · < aN be the distinct eigenvalues for A and ψ1, . . . , ψN the
corresponding unit eigenvectors. Define a map
F j : Sa×H → H
by
F j(B,ψ) := (B − aj〈ψj |ψ〉1I )ψ .
This map is smooth and also satisfies F j(A,ψj) = 0.Now
D2F
j(B,ψ) · δψ = (B − aj〈ψj |ψ〉1I )δψ − aj〈ψj |δψ〉ψ .
Without loss of generality we can assume that aj 6= 0 because if it were then we could
replace A be a nearby operator in D with aj 6= 0. Expanding δψ as
δψ =
N∑
j=1
cjψj
we get
D2F
j(B,ψj) · δψ =
N∑
k=1,k 6=j
ck(ak − aj)ψk − ajcjψj .
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Since aj 6= 0 and ak−aj 6= 0 for k 6= j it is clear from the above result that D2F j(B,ψj)H →
H is an isomorphism. Therefore by the implicit function theorem there exists a neigh-
borhood NA of A and a map φ˜j : NA → H such that
F j(B, φ˜j(B)) = 0 for all B ∈ NA and φ˜j(A) = ψ(j) . (6.11)
Since ‖ψj‖ = 1 we can by shrinking NA if necessary define
φj : NA → S(H) : B → φ˜j(B)‖φ˜j(B)‖
.
It follows from (6.11) that
(B − αj(B)1I )φj(B) = 0 for all B ∈ NA
where
αj(B) := aj〈φj |φ˜j(B)〉 .
This shows that αj : NA → C is smooth. However, since B is self-adjoint, it has only
real eigenvalues and we must have αj(NA) ⊂ R.
The above lemma allows us to compare the joint distributions for the self-adjoint
operators A,B and A′, B′ provided that A and A′, and B and B′ are close enough.
To see this fix A,B ∈ D. Let NA,NB ⊂ D, φAj : NA → S(H), φBj : NB → S(H),
αAj : NA → S(H), and αBj : NB → S(H) be as in lemma 6.3. Suppose A′ ∈ NA and
B′ ∈ NB, then we can define
ψA
′
j := φ
A
j (A
′) , ψB
′
j := φ
B
j (B
′) , ψAj := φ
A
j (A
′) , ψBj := φ
B
j (B
′) , (6.12)
a′j := α
A
j (A
′) , b′j := α
B(B′) , aj := α
A
j (A) , bj := α
B(B) . (6.13)
For any x ∈ PH, we can compare the joint distributions Prob(A = aj , B = bk |x) and
Prob(A′ = a′j , B
′ = b′k |x) by computing
‖Prob(A,B |x)− Prob(A′, B′ |x)‖
:=
N∑
j,k=1
|Prob(A = aj , B = bk |x)− Prob(A′ = a′j , B′ = b′k |x) | . (6.14)
Theorem 6.4. For any x ∈ PH and ǫ > 0 there exists a δ > 0 such that if A,A′, B,B′ ∈
D and ‖A−A′‖, ‖B −B′‖ < δ then
‖Prob(A,B |x)− Prob(A′, B′ |x)‖ < ǫ .
Proof. We know from the discussion following lemma 6.3, that for any η > 0 there exists
a δ > 0 such that if ‖A− A′‖ < δ and ‖B −B′‖ < δ then ‖ψAj − ψA
′
j ‖, ‖ψBj − ψB
′
j ‖ < η
for j = 1, 2, . . . , N where ψAj ,ψ
A′
j , ψ
B
j , and ψ
B′
j are as defined by (6.12). Now,
|Prob(A = aj , B = bk |x)− Prob(A′ = a′j , B′ = b′k |x) |
= |Vol(Ω(x, βA, ψAj ) ∩ Ω(x, βB , ψBk ))−Vol(Ω(x, βA′ , ψA′j ) ∩Ω(x, βB′ , ψB′k )) | .
Proposition 6.2 then shows that if we choose η small enough then
|Vol(Ω(x, βA, ψAj ) ∩Ω(x, βB , ψBk ))−Vol(Ω(x, βA′ , ψA′j ) ∩ Ω(x, βB′ , ψB′k )) | < ǫN2
and the proof follows immediately from (6.14).
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7 Conclusion
We have presented a method for constructing joint distributions for an arbitrary number
of observables on finite dimensional Hilbert spaces. In the case where the observables
commute, the joint distributions agree with the standard quantum mechanical ones.
Furthermore, we have shown that that our joint distributions depend continuously on
the observables and transform correctly under unitary transformations.
Acknowledgements
This work was partially supported by the ARC grant A00105048 at the University of
Canberra.
References
[1] R. Abraham and J.E. Marsden, Foundations of mechanics, Benjamin/Cummings,
Reading, Mass, 1978.
[2] D. Aerts, A possible explanations for the probabilites of quantum mechanics, J. Math.
Phys. 27 (1986), 202.
[3] , The hidden measurement formalism: what can be explained and where the
paradoxes remain, Int. J. Theor. Phys. 37 (1998), 291.
[4] L.E. Ballentine, The statistical interpretation of quantum mechanics, Rev. Mod.
Phys. 42 (1970), 165.
[5] B. Coecke, Generalization of the proof on the existence of hidden measurments to
experiments with an infinite set of outcomes, Found. Phys. Lett. 8 (1995), 437.
[6] , A hidden measurement representation for quantum entities described by
finite-dimensional complex hilbert spaces, Found. Phys. 25 (1995), 1185.
[7] L. Cohen, Probabillity distributions with given marginals, J. Math. Phys. 25 (1984),
2402.
[8] , Rules of probability in quantum mechanics, Found. Phys. 18 (1988), 983.
[9] L. Cohen and Y.I. Zaparovanny, Positive quantum joint distributions, J. Math. Phys.
21 (1980), 794.
[10] P.D. Finch and R. Groblicki, Bivariate probability densities with given margins,
Found. Phys. 14 (1984), 549.
[11] J.E. Marsden and T.S. Ratiu, Introduction to mechanics and symmetry, Springer-
Verlag, 1994.
[12] T.A. Schilling, Geometry of quantum mechanics, Ph.D. thesis, Pennsylvania State
University, 1996.
[13] B. Schweizer and A. Sklar, Probability distributions with given margins: Note on a
paper by finch and groblicki, Found. Phys. 16 (1986), 1061.
18
