Abstract. In this paper neutral delay models of single population growth, predator-prey, and competition interactions are introduced and investigated. These systems are more general than previous ones by allowing per capita growth rates to be nonlinear and delays to be of the general distributed type. Conditions are given for solutions of these systems to be bounded for proper initial functions. For neutral delay single population models, sufficient conditions for solutions tending to the positive-steady states are also presented.
, and Pielou [27] ). It has been the object of intensive analysis by numerous authors (see the references cited in [10] ).
Indeed, it is a natural generalization of the following well-known logistic single-species population equation:
(1.2) 2(t) rx(t)[1 x(t)/g].
Here r is called the intrinsic growth rate of the species x, K is interpreted as the environment carrying capacity for x, and r[1 -x(t)/K] is the per capita growth rate of x at time t. Based on his investigation on laboratory populations of Daphnia magna, F.E. Smith [28] argued that a growing population will use food faster than a saturated one; thus the per capita growth rate in (1.2) should be replaced by r[1-(x(t) + pic(t))/K] (for details see Pielou [27, pp. 38-40] ). This leads to the following equation"
(1.3) (t) rx(t)[1 (x(t) + p(t))/K].
We may think of x as a species grazing upon vegetation, which takes time T to recover. In this case, it will be even more realistic to incorporate a single discrete delay T in the per capita growth rate, which results in the following neutral delay logistic equation
(1.4) k(t) rx(t)[1 (x(t T) + p2(t T))/K].
This equation was first introduced and investigated by Gopatsamy and Zhang [10] . Subsequently, it was studied by Freedman and Kuang [6] , and Kuang and Feldstein *Received by the editors July 25, 1990 ; accepted for publication (in revised form) April 5, 1991. [19]. The focus of these works was the qualitative behavior of the solutions, such as boundedness, asymptotic stability, and oscillation. In a recent paper Gopalsamy, He, and Wen [9] studied the existence and linear asymptotic stability of periodic solutions of equation (1.4), when r, p, and K are replaced by periodic functions of period w, and T nw for some positive integer n.
Assume the population x(t) described by (1.4) is a prey species, and suppose there exists a predatory species y(t) that preys on species x(t); then it is natural to propose the following mathematical model to describe their interaction:
2(t) rx(t)[1 -(x(t-T) + p2(t T))/K] y(t)p(x(t)), (t) (t)[--+ ,((t-))].
Here c, , and a are all positive constants, and p(x) is the predator response function for the predator species y with respect to the prey species x. A slightly more general version of (1.5) was introduced and studied in Kuang [16] , where the focus of the study was the local stability and oscillation analysis of system (1.5). An even more general version of (1.5) was proposed and studied in [18] where sufficient conditions were obtained for its solutions to be bounded. Assume x(t) described by (1.4) is the population of a species competing with another species with population y(t) for a shared limited resource--space or a nutrient, for example; then the following system may model their interaction:
Here all parameters except are assumed to be positive constants. We have included klx(t) into the per capita growth rate of x(t), which may reflect the possible instantaneous interference within species x. System (1.6) was first introduced and studied in Kuang [17] . Again the focus of that work was the local stability and oscillatory analysis of system (1.6). Sufficient conditions for solutions of (1.6) to be bounded can be found in [18] . Clearly, when a < 0, b > 0, c 0, and g(x) r(1-x), then system (2.1) reduces to a slightly more general form of (1.5). We may refer to this resulting system as Gause-type neutral delay predator-prey system (cf. [16] ). When a > 0, b < 0, we see (2.1) has (1.6) as a special case. System (2.1) is more general than the one considered in [18] in the following two aspects: (i) we allow the per capita growth rate of x to be nonlinear when y is absent, (ii) all delays are of the distributed type.
Let TO In the rest of this paper II(s)ll max{(s),s e I--T0,0]} is denoted for any continuous function (s) defined on 0] .
3. Boundedness of x(t). Our main object in this section is to obtain conditions under which x(t) will be bounded. To this end, we will analyze the system independent of y. We need the following lemma. Its proof can be found in [18] . For convenience and completeness, we repeat its proof here.
LEMMA 3.1. If 0 < <_ e-l, then there exists a A(a), 1 < A(a) < e such that exp(a()) (a) and exp(ax) > x for x Proof. If e-1, then we easily see that e x >_ x for all x E R and e ax x if and only if x e. Clearly, for x > 0, e x is strictly increasing with respect to a. Thus, we see that if 0 < < e-1, e x will. intersect with x at exactly two distinct points, say xl(a) and x2(a) and xl() < x2(a). Then, we must have 1 < xl(a) < e < x2(a). Let 
If x(t) is not bounded by A(a), then there must exist t* > to > 0 such that x(t*) (), x(to) 1, 1 < x(t) < A(a) for t e (to, t*) and x(t) < A(a) for t e [--TO, t*). It is easy to see that (3.1) implies that, for t > to,
T1
If t* > to + T1, then X(T + S) > 1 for s [-7-1,0] , T [to -7-1,t*], which implies 9(x(T + s)) < 0 by (H2 
That is, in both cases, we have
Clearly, this is a contradiction to the definition of A(a). Therefore, x(t*) must be less than A(a), and the theorem is proved. We call a function x(t) (defined on [0, +z)) oscillatory about x* (see also [7] exp{r(x-1)} for x e (1, h(r)). Proof. Clearly, for 0 < r < 1, er(x-) always intersects with x at x 1.
(d/dx)(er(x-))lx= r < (dx/dx)lx= 1, we see that er(x-l) will intersect with x at another point, say h(r). Clearly, this h(r) has all those properties described in the lemma.
As (ii') G(a)T1 -+-2p < (e-1) -1, which is more restrictive, but easy to verify. This is because 1 < A(a) < e for 0 < a < e-l; thus by Lemma 4.1 we have h-l((c)) > h-l(e) --(e-1) -1. 
since y(t) > 0 for t >_ 0. A substitution of (5.2) into (15.1) yields 9(t) < u(t)(Z--u(t)).
Clearly, solutions of (5.4) 9(t) y(t)(1 c-le-ry(t)) satisfy (5.5) lim y(t) c-le . Thus (t) ay(t), which implies that y(t + s) y(t)ea, for s 0. Therefore (t) y(t)(a ce-y(t)).
Hence, by repeating the above argument, we can show that limsupy(t) c-ae.
This completes the proof.
In the rest of this section we assume c 0, a -5 < 0, b > 0. System (2.1) thus
When delays are absent from the above system, it reduces to the so-called Gause-type Proof. Again, the assertion on x(t) follows from Theorem 3.1. In the following we assume y(t) is not bounded by A. Clearly, in this case 2 must be less than since if 2 > A(a), then (t) < 0; which implies that y(t) <_ y(O) < A. The first equation in (5.7) gives us, for t _> to,
which leads to
The second equation of (5.7) implies that < which leads to (5.9) y(t) < y(to)exp{[bp(A(a))-5](t-to)}, t _> to. Since y(t) is not bounded by A, there must be t2 > tl > 0, such that y(tl) y(t2) A, and y(t) > fl for t 6 It1, t2]. From (5.9) we see that t2 t > T3 + T4 + 1 In (5.8) we let to t + T3 and to + 1 < t < t2, then y(T + S) > 1 for T 6 [t0, t], S e I--T3, 0]. Thus, Our boundedness result in 3 indicates that if initial population is less than the carrying capacity of the environment (in our case, it is 1), and both the delay T and the neutral coefficient p are small, then the population stays bounded by ,(a), where ,(a) is between 1 and e, as defined in Lemma 3.1. Our global stability result in 4 suggests that, under slightly more restrictive conditions, the population approaches the environment carrying capacity as time goes by, a phenomenon observed for Wright's equation (for small delay) and logistic equations. This somehow partially justifies that the neutral delay effect can be ignored, provided that the delay length and neutral coefficient are expected to be small.
The results in 5 imply, to some extent, that the dissipativities of the considered systems are maintained for small delay T1 and small neutral coefficient p. They are certainly not surprising. However, for large T1 and p, the local stability analysis of [16] and [17] indicated that the neutral delay terms can be destabilizing. 
