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ABSTRACT
Achieving high resolution time-of-arrival (TOA) estimation in mul-
tipath propagation scenarios from bandlimited observations of com-
munication signals is challenging because the multipath channel im-
pulse response (CIR) is not bandlimited. Modeling the CIR as a
sparse sequence of Diracs, TOA estimation becomes a problem of
parametric spectral inference from observed bandlimited signals. To
increase resolution without arriving at unrealistic sampling rates,
we consider multiband sampling approach, and propose a practical
multibranch receiver for the acquisition. The resulting data model
exhibits multiple shift invariance structures, and we propose a cor-
responding multiresolution TOA estimation algorithm based on the
ESPRIT algorithm. The performance of the algorithm is compared
against the derived Crame´r Rao Lower Bound, using simulations
with standardized ultra-wideband (UWB) channel models. We show
that the proposed approach provides high resolution estimates while
reducing spectral occupancy and sampling costs compared to tradi-
tional UWB approaches.
Index Terms— time-of-arrival, multiresolution estimation, cog-
nitive radio, multiband sampling, multipath channel estimation
1. INTRODUCTION
Time-of-arrival (TOA) estimation usually starts with the estimation
of the underlying multipath communication channel. As the chan-
nel frequency response (CFR) is not bandlimited while we can only
probe the channel with bandlimited signals, modeling assumptions
are required. Traditionally, the channel impulse response (CIR) is
modeled as an FIR filter of limited time duration, and the resulting
time resolution for TOA estimation is inversely proportional to the
sampling rate, i.e., to the bandwidth of the probing signal. This mo-
tivates the use of ultra-wideband (UWB) systems [1, 2], but at the
cost of large spectrum occupancy, high sampling, and high compu-
tational requirements at the receiver.
High resolution techniques therefore refine the channel model
by considering a parametric model consisting of a small number of
attenuated and delayed Diracs. Under this assumption, theoretically
we only need to take an equally small number of samples in the
frequency domain. The main challenge is to devise practical and
robust schemes for implementing this.
In the past, many delay estimation algorithms have been pro-
posed, and they can be classified into methods based on (i) subspace
estimation [3, 4, 5], (ii) finite rate of innovation [6, 7, 8], and (iii)
compressed sampling signal reconstruction [9, 10, 11, 12, 13, 14].
Some of these methods are not quite robust to noise, while other
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methods require a separate receiver chain for each multipath compo-
nent, which may not be practical.
To improve resolution, a large frequency band (aperture) must
be covered, while to limit sampling rates, the total band should not
be densely sampled. This motivates the use of multiband acquisi-
tion systems, for e.g., [15] proposes estimation from a set of “dis-
persed” Fourier coefficients. Other methods include for e.g., band-
pass sampling, multicoset sampling and modulated wideband con-
verter (MWC) [16], where the implementation at the analog front-
end is not straight forward.
In this paper, we aim at a limited complexity high resolution
TOA estimation algorithm and consider coherent multiband acquisi-
tion. In a multichannel receiver, each receiver chain will coherently
sample one of the sub-bands, which can be implemented with off-
the-shelf radio frequency (RF) components. By stacking the obser-
vations into Hankel matrices, the resulting data model has precisely
the form of Multiple Invariance ESPRIT [17], so that the related al-
gorithms are applicable, in particular, the Multiresolution ESPRIT
algorithm [18], which was aimed at carrier frequency estimation.
Similar to [18], we propose an algorithm where the invariance
structure of a single sub-band will provide coarse parameter esti-
mates, while the the invariance structure of the lowest against the
highest frequency sub-band will provide high-resolution, but phase
wrapped, estimates. The wrapping is resolved using the coarse esti-
mates.
The resulting algorithm is benchmarked through simulations,
by comparing its performance with the Crame´r Rao Lower Bound
(CRLB). The results show that the proposed approach provides high
resolution estimates while reducing spectral occupancy and sam-
pling costs compared to classical UWB approaches, paving the way
for cognitive radio ranging systems.
2. PROBLEM FORMULATION AND DATA MODEL
Channel model: We consider a channel model which is appropri-
ate for modeling the multipath propagation of wideband and UWB
signals. The multipath channel with K propagation paths is defined
by a continuous-time impulse response rhptq and its continuous time
frequency transform (CTFT) rHpΩq as
rhptq “ Kÿ
k“1
rαkδpt´ τkq and rHpΩq “ Kÿ
k“1
rαke´jΩτk , (1)
where we use “tilde” to represent signals at RF frequencies, rαk P R
and τk P R` represent the gain and time-delay of the kth resolvable
path [19]. This model neglects the effects of frequency dependent
distortions [20]. However, for the purpose of our analysis, it provides
sufficient characterization of the radio signal propagation.
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Fig. 1: (a) The multiband channel frequency response, and (b) a
multibranch receiver with L RF chains.
Continuous-time signal model: The objective in the paper is to
estimate the 2K channel parameters by probing the channel by a
wideband training signal rsptq. Assume that rsptq covers (at least) L
separate bands Wi “ rΩi ´ 12Bi,Ωi ` 12Bis, i “ 1, ¨ ¨ ¨ , L, where
Ωi is the center frequency and Bi is the bandwidth of the ith sub-
band. The CTFT of rsptq is
rSpΩq “ #rSipΩq, Ω PWi, i “ 1, ¨ ¨ ¨ , L
arbitrary, otherwise .
(2)
The received signal is rxptq “ rsptq ˚ rhptq ` rnptq, where rnptq rep-
resents additive white Gaussian noise. The corresponding CTFT is
(cf. Fig. 1a) rXpΩq “ rHpΩqrSpΩq ` rNpΩq . (3)
Now, consider a multibranch receiver having L RF chains and com-
plex sampling ADCs as shown in Fig. 1b. The ith RF chain ban-
dlimits rXpΩq to Ω PWi, and performs complex downconversion to
baseband, possibly followed by additional lowpass filtering before
sampling at Nyquist. We model this by an equivalent lowpass filter
GipΩq with passband Bi “ r´ 12Bi, 12Bis. The CTFT of the signal
xiptq P C received in the ith branch at baseband is thus given by
XipΩq “
#
GipΩqHipΩqSipΩq `NipΩq, Ω P Bi
0, otherwise
(4)
where NipΩq is bandlimited white Gaussian noise and tHipΩq,
SipΩq, GipΩqu are the complex baseband equivalents of t rHpΩq,rSpΩq, rGpΩqu. In particular, HipΩq “ rHpΩ` Ωiq.
Discrete-time data model: Assume for theoretical purposes, that
xiptq has a finite duration T , and is zero (or periodic) outside this
interval.1 For simplicity of exposition, we will consider that the
bandwidths of the signals and the sampling periods in all receiver
branches are the same, that is Bi “ B and Ts,i “ Ts for all
i P r1, Ls. We sample xiptq with period Ts, and take N samples
1In more general cases, a small bias will occur in the subsequent deriva-
tion.
on the nonzero interval such that T “ NTs. Let Ωs “ 2pi{Ts, then
the N -point DFT of xiptq is given by2
Xirns “ GirnsHirnsSirns `Nirns, n “ 0, ¨ ¨ ¨ , N ´ 1 (5)
with, in particular,
Hirns “ Hi
´ n
N
Ωs
¯
“ rHp n
N
Ωs ` Ωiq .
Inserting the channel model (1) gives
Hirns “
Kÿ
k“1
rαke´jΩiτke´jnΩtτk (6)
where Ωt “ 1NΩs “ 2piT .
Let us stack the N samples of Xirns into a vector xi, and like-
wise for gi, hi, si, and ni. The data model (5) then becomes
xi “ hi d gi d si ` ni . (7)
where d denotes a pointwise multiplication. The channel model (6)
can be written as
hi “MΘiα , (8)
whereM is the N ˆK Vandermonde matrix
M “
»———–
1 1 ¨ ¨ ¨ 1
Φ1 Φ2 ¨ ¨ ¨ ΦK
...
...
. . .
...
ΦN´11 Φ
N´1
2 ¨ ¨ ¨ ΦN´1K
fiffiffiffifl , (9)
and Φk “ e´jφk , where φk “ Ωtτk. Likewise,
Θi “
»—–Θi,1 0. . .
0 Θi,K
fiffifl , α “
»—– rα1...rαK
fiffifl (10)
and Θi,k “ e´jθi,k , where θi,k “ Ωiτk.
Next, we apply deconvolution to the data vector (7). Assume
that no entry of gi and si is zero or close to zero.3 As the entries of
these vectors are known from training and filter design/calibration,
the deconvolution step to estimate the DFT channel coefficients is
written as
hi “ tdiagpgi d siqu´1xi, (11)
which satisfies the model
hi “MΘiα` n1i, (12)
where n1i is a zero mean circular symmetric complex Gaussian dis-
tributed noise vector. It is common that the power spectral densities
of the signal or the filters are not perfectly flat. In that case, the noise
vector is not white, but the coloring is known and can be taken into
account.
3. MULTIRESOLUTION DELAY ESTIMATION
Our next objective is to estimate the K time-delays tτkuKk“1. We
begin with an algorithm for estimating these time-delays using a sin-
gle frequency band, and later extend it for the multiple bands. The
2A factor 1{Ts is absorbed in Sirns.
3If there are zero entries, then we need to select a subvector of consecutive
nonzero entries, and similar results will hold.
single band algorithm is in fact classical (cf. [3, 21, 22] and earlier
references).
3.1. Single band estimation algorithm
From a single vector hi, we construct a Hankel matrix of size P ˆQ
as
Hi “
»———–
Hir0s Hir1s ¨ ¨ ¨ HirQs
Hir1s Hir2s ¨ ¨ ¨ HirQ` 1s
...
...
. . .
...
HirP ´ 1s HirP s ¨ ¨ ¨ HirN ´ 1s
fiffiffiffifl . (13)
Here, P “ N ´Q´ 1, and we require P ą K and Q ě K. From
(12), and using the shift invariance of the Vandermonde matrix (9),
the Hankel matrix satisfies
Hi “M 1ΘiA`Ni , (14)
whereM 1 is an P ˆK submatrix ofM , andNi is a noise matrix.
Furthermore,
A “ rα, Φα, Φ2α, ¨ ¨ ¨ ,ΦQ´1αs
where Φ “ diagprφ1 ¨ ¨ ¨φKsq.
Since (14) resembles the data model of the classical ESPRIT al-
gorithm, Φ can be estimated by exploiting the low-rank approxima-
tion of the Hankel matrix and its shift-invariance properties. From
Φ, the parameters τk immediately follow.
In particular, let U be a K-dimensional orthonormal basis for
the column span ofHi, obtained using the singular value decompo-
sition, then we can write M 1 “ UT , where T is a K ˆK nonsin-
gular matrix. Next, let us define selection matrices
J
p1q
1 “ rIP´r 0P´r,rs, J p1q2 “ r0P´r,r IP´rs, (15)
where IP´r is identity matrix of size pP ´rqˆpP ´rq and 0P´r,r
is a zero matrix of size pP ´ rq ˆ r. For r “ 1, U1 “ J p1q1 U and
U2 “ J p1q2 U are submatrices of U obtained by dropping its first
and, respectively, last row. In view of the shift invariance structure
ofM 1, we have
U1 “M 11T´1 , U2 “M 11ΦT´1 (16)
where M 11 “ J p1q1 M 1. Finally, we form the matrix Ψ “ U :1U2
where : denotes pseudo-inverse. Φ can then be estimated directly
from the eigenvalue decomposition of Ψ, as it satisfies the model
Ψ “ TΦT´1 . (17)
In other words, let λˆk be an estimate of the kth eigenvalue of Ψ, then
the corresponding time delay estimate is τk “ argtλku{Ωt. Since
Ωtτk ă 2pi because τk ă T , there is no phase wrapping issue here.
Note that for TOA estimation, we are mostly interested in retrieving
the smallest τk as it belongs to the line-of-sight propagation, i.e., true
distance.
3.2. Multiresolution estimation algorithm
The aforementioned algorithm used data from a single sub-band and
has a limited resolution, since it is based on the shift of one row
in the Hankel matrix Hi, which results in only a small phase shift
Ωtτk. Note that the sampling rate does not play a role in Ωt, only
the total signal duration T . Thus, oversampling would increase the
signal-to-noise ratio (SNR) but not the resolution.
The matrix M is also invariant for shifts over multiple rows,
and therefore, if N is sufficiently large, then we can increase the
resolution by considering shifts of multiple rows of Hi. Indeed, a
shift of r rows using shift matrices J prq1 ,J
prq
2 (or by interleaving
rows of Hi [8]) leads to an estimate of Φr . Unfortunately, phase
shifts have an ambiguity of multiples of 2pi, so that approaches for
increasing the resolution introduce ambiguity in the estimates for the
τk. If T is not very large, this approach is limited.
Here, we are interested in an algorithm for high resolution and
unambiguous estimation of the τk from multiband channel estimates
hi, where i “ 1, ¨ ¨ ¨ , L. For simplicity of exposition, we will con-
sider for the moment only two bands (i.e., i “ 1, 2), with central
frequencies Ω1 and Ω2. Following the procedure described in Sec-
tion 3.1, we form the Hankel matricesHi defined in (13) and stack
them in a matrix
H “
„H1
H2

.
The matrixH has the model
H “
„
M 1
M 1Θ

Θ1A`N , (18)
where Θ “ Θ2Θ´11 , Θ1 and Θ2 are given in (10), andN is formed
by stackingN1 on top ofN2. Note thatH has a double shift invari-
ance structure introduced by the phase shifts of the τk on the (i) sam-
pling frequency within a single band, φk, and (ii) carrier frequency
difference between two bands, θk “ θ2,k´θ1,k, as shown in Fig. 1a
[23]. In general, the carrier frequency difference is much higher than
the sampling frequency, and therefore, θk " φk for k “ 1, ¨ ¨ ¨ ,K.
The estimation of the τk from Θ will result in high resolution but
ambiguous estimates, due to unknown multiples of 2pi in the phases.
However, we can use the idea of multiresolution parameter estima-
tion [18] to develop the algorithm for high resolution estimation of
the τk without ambiguity by combining coarse and fine estimates
obtained from Φ and Θ, respectively.
We follow a similar approach as in the previous section. Let U
be an orthonormal basis for the column span ofH, obtained using a
truncated SVD. Define the selection matrices
J
prq
Φ1 “ I2 b rIP´r 0P´r,rs, JΘ1 “ r1 0s b IP ,
J
prq
Φ2 “ I2 b r0P´r,r IP´rs, JΘ2 “ r0 1s b IP .
(19)
To estimate Φ, we set r “ 1 and take submatrices consisting of the
first and, respectively, the last row of each block matrix stacked in
U , that is UΦ1 “ J p1qΦ1U and UΦ2 “ J p1qΦ2U . The estimation of Θ
is based on the first and, respectively, second block matrix present in
U , that is UΘ1 “ JΘ1U and UΘ2 “ JΘ2U . The selected matrices
have the following models:
UΦ1 “
„
M2
M2Θ

Θ1T
´1, UΘ1 “M 1T´1,
UΦ2 “
„
M2
M2Θ

ΦΘ1T
´1, UΘ2 “M 1ΘT´1,
(20)
whereM2 “ J p1q1 M 1 and J p1q1 is given in (15). The Least Squares
approximate solutions to the set of equations in (20) satisfy a model
of the form
Ψ :“ U :Φ1UΦ2 “ TΦT´1,
Υ :“ U :Θ1UΘ2 “ TΘT´1.
(21)
0 5 10 15 20 25 30 3510
-7
10-6
10-5
10-4
10-3
10-2
10-1
100
101
(a)
0 5 10 15 20 25 30 3510
-6
10-5
10-4
10-3
10-2
10-1
100
101
102
(b)
0 5 10 15 20 25 30 3510
-6
10-5
10-4
10-3
10-2
10-1
100
101
102
(c)
Fig. 2: Root Mean Square Error (RMSE) of TOA estimates (τ1) for: (a) varying bandwidths, (b) varying band positions and (c) varying power
and spacing of second and third MPC.
Observe that Ψ and Υ are jointly diagonalizable by the same
matrix T . If each submatrix in (20) has at least K rows, the joint
diagonalization can be computed by means of QZ iterations or Jacobi
iterations [24, 25, 26]. After T has been determined, the parameters
φk and θk for k “ 1, ¨ ¨ ¨ ,K are estimated.
Based on the phase estimates, coarse and fine time-delays of the
delays are computed as
τk “ Ω´1t φk “ pΩ2 ´ Ω1q´1pθk ` 2pinkq. (22)
The unknown number of cycles nk is determined as the best
fitting integer that satisfies (22), that is,
nk “ round
"
1
2pi
`
Ω´1t pΩ2 ´ Ω1qφk ´ θk
˘*
. (23)
If the estimation errors of the φk and the θk are comparable, then
the τk estimate based on θk is Ω´1t pΩ2 ´ Ω1q times more accurate
and less affected by noise compared to the one based on φk. There-
fore, the final estimate of φk is obtained based on θk, or by optimal
combining of coarse and fine estimates [18].
This technique can be extended to L matrices. Alternatively, we
only consider pairwise estimates, gradually increasing the resolution
until we are able to reliably estimate the amount of 2pi phase wraps
for the largest shift (ΩL ´ Ω1).
4. RESULTS
4.1. Crame´r Rao Lower Bound (CRLB)
We use the CRLB as a benchmark to study the performance of the
algorithm derived in Section 3.2. The model (12) can be written as
hi “ Biα` ni, (24)
where Bi “ MΘi “ rm1Θi,1, m2Θi,2, . . . mKΘi,Ks, mk for
k “ 1, ¨ ¨ ¨ ,K are the columns of M and ni „ CN p0, σ2IN q. The
Bi is parameterized by τ “ rτ1, ¨ ¨ ¨ , τKsT . Under the assumption
that the unknown multipath parameters α and τ are deterministic,
the CRLB for estimating of τ , conditioned on complex path attenu-
ations α, is given by [27]
CRLBpτ q “ σ
2
2
"
<
”
DHPKBiDdRα
ı´1*
, (25)
where D “
„Bbipτ1q
Bτ1 , . . . ,
BbipτKq
BτK

, bipτkq “ mkθi,k is the
kth column of Bi, PKBi “ IN ´ BipBHi Biq´1Bi and Rα “
EtααHu. It is straightforward to extend the CRLB for the multi-
band case by creating the overall data model in the form (24).
4.2. Simulations
We consider a standard outdoor UWB channel model to evaluate
the performance of the proposed algorithm [28]. The channel (1)
has eight dominant multipath components (MPCs). The first MPC
has 8 times higher power in comparison to the second MPC. The
continuous time is modeled using a 3 GHz grid, where the channel
tap delays are spaced at 333.33 ps. In the simulations, we assume
that the TOA is estimated using two bands with central frequencies
at rfi “ Ωi{p2piq and bandwidths ∆fi “ Bi{p2piq for i P r1, 2s.
We use Root Mean Square Error (RMSE) as a metric for evaluation,
which is obtained over 104 independent Monte Carlo runs. These
results are compared against the numerically computed CRLB (25).
In Fig. 2a, the RMSEs of the estimated TOAs (τ1) for the first
MPC are plotted against SNR for the frequency bands with band-
widths r160, 200, 300s MHz. The proposed algorithm asymptot-
ically achieves the CRLB, for increasing SNR. As expected, for
larger bandwidths the proposed algorithm is more robust to noise,
and offers higher resolution.
In Fig. 2b, the RMSEs of τ1 are plotted against SNR, for various
positions of the 200 MHz wide bands. It can be seen that by increas-
ing the distance between two bands, i.e. frequency aperture, the res-
olution of the τ1 increases for high SNR. However, for low SNR the
proposed algorithm has better performance in scenarios where the
frequency aperture is lower which is a consequence of lower error
for fine time-delay estimation.
Fig. 2c shows the RMSEs of the τ1 with respect to SNR for the
following scenarios. Firstly, in scenarios S1 and S2, we consider the
power of the second (PMPC2) and third (PMPC3) multipath com-
ponents increased 2 or 1.5 times as compared to their value in S3,
respectively. In scenarios S4 and S5 the distance between main and
second (∆1,2) and third (∆1,3) MPC has been increased 2 or 3 times
as compared to S3, respectively. As expected, the proposed algo-
rithm is less robust to noise and has a lower resolution for scenarios
where close MPCs have high power. It is seen, that the resolution of
τ1 increases in scenarios where the main MPCs are more separated.
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