ABSTRACT The traditional linear quadratic optimal control can be summarized as finding the state feedback controller so that the closed-loop system is stable and the performance index is minimum. And, it is well-known that the solution of the linear quadratic optimal control problem can be solved by algebraic Riccati equation. However, the feature of the traditional linear quadratic optimal control theory is that the convergence rate is not specified. This may result in the phenomena of slow convergence. In this paper, we mainly consider the linear quadratic optimal control with guaranteed convergence rate (LQOCGCR) and propose a policy iteration-based adaptive dynamic programming algorithm that includes offline and online versions for finding the solution of the LQOCGCR. Finally, a numerical example is worked out to show the effectiveness of the proposed approach.
I. INTRODUCTION
In the early 1960s, with the development of space technology and the wide application of digital computers, the optimal control theory has developed rapidly. Up to now, optimal control theory has been successfully applied, such as [1] - [4] and so on. At the same time, many theoretical and practical problems need to be solved in the process of improvement and enrichment of optimal control theory, such as the problem of solving HJB equation [5] and the problem of the curse of dimensionality [6] and so on. Because of these reasons, optimal control is still a fairly active field of study.
In this paper, we mainly discuss the optimal control problem of continuous-time linear systems. It is well known that when the plant is continuous-time linear system and the index function is quadratic, the optimal control law can be solved by ARE. Since ARE is nonlinear, it is usually difficult to solve it directly, especially for large-size matrices. In order to solve this problem, some excellent algorithms have been proposed, including the famous Kleinman algorithm [7] . According to the Kleinman algorithm, the solution of the ARE can be numerically approximated by iteratively solving the Lyapunov equation. However, the Kleinman algorithm needs for the information of the system. When the information of the system is unknown, the general approach to design an adaptive optimal control law can be pursued by first identifying the system parameters, and then solving the related ARE [8] , [9] . However, the algorithm responds slowly to parameter variations of the plant.
Inspired by the learning behavior from biological systems, reinforcement learning theories have been broadly applied for solving optimal control problems for unknown systems in recent years [10] - [13] . The direct adaptive optimal control scheme (i.e., no identification procedure is employed) for linear systems with unknown internal system dynamics was studied in [14] - [16] . However, the feature of this method is that partial knowledge of the system dynamics is assumed to be exactly known. In order to remove the assumption on partial knowledge of the system dynamics, a computational model-free adaptive optimal control methodology was proposed in [17] . This method employs reinforcement learning theories to iteratively solve the ARE using the online information of input and state, without requiring the knowledge of the linear system. It is worth noting that this approach can serve as a computational tool to study ADP related problems for continuous-time linear systems, such as zerosum games [18] , [19] , adaptive optimal output regulation problem [20] , online adaptive optimal control problems for a class of continuous-time markov jump linear systems [21] , leader-to-formation stability of multiagent systems [22] , a class of systems with multiple delays [23] and so on.
However, a common feature of the above ADP-based results is that the convergence rate is not specified. This may result in the phenomena of slow convergence. From the engineering point of view, we hope that the eigenvalues of the optimal control system are located in a certain region of the s-plane (i.e. the asymptotically stable optimal control systems have a given dynamic performance). However, there are few studies related to optimal control with guaranteed convergence rate and these studies are based on the system models, such as minimal energy control with guaranteed convergence rate [24] - [26] , Linear-quadratic optimal observers with guaranteed convergence rate [27] and so on.
This paper aims at generalizing the main result of [17] to computational adaptive optimal control with guaranteed convergence rate of the continuous-time linear systems with Completely Unknown Dynamics. With the help of reinforcement learning, a PI based ADP algorithm is proposed. In this approach, the approximate solution of the LQOCGCR can be obtained by using the online information of state and input. To the best of our knowledge, this note is the first attempt to apply the PI based ADP algorithm for the LQOCGCR.
This paper is organized as follows. In Section II, we briefly introduce the background of the linear optimal control with guaranteed convergence rate of continuous-time systems. In Section III, a computational adaptive optimal control method is developed and its convergence is proved. In Section IV, the proposed approach is applied to the optimal controller design problem of a three-order linear system. In Section V, concluding remarks as well as potential future work are contained.
Notation: Throughout this paper, R is used to denote the sets of real numbers. ⊗ is used to indicate the Kronecker product, and vec(A) is defined to be the mn-vector formed by stacking the columns of A ∈ R n×m on top of one another, i.e., vec
T , where a i ∈ R n are the columns of A. Re(λ(A)) denotes the set of the real parts of the eigenvalues of A. The feedback gain matrix K ∈ R m×n is said to be stabilizing feedback gain matrix with convergence rate which is faster than e −at for linear systemsẋ
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider a continuous-time linear system described bẏ
where x ∈ R n is the system state vector; u ∈ R m is the control input; A ∈ R n×n , B ∈ R n×m are constant matrices. In addition, (A, B) is stabilizable. The purpose of optimal control design with guaranteed convergence rate is to find a linear quadratic regulator (LQR) in the form of
which minimizes the following performance index
where x 0 is the initial state vector of system; a ≥ 0,
observable. Based on linear optimal control theory with guaranteed convergence rate [28] , when both A and B are known, the solution to this problem can be found by solving the following ARE
where P is analytically given by
It is remarkable that P is a finite matrix if and only if A + aI − BK is Hurwitz. And P * is the unique symmetric positive definite solution of (4) with the following standard assumptions: 1) The pair (A, B) is stabilizable; 2) The pair (A, Q 1 / 2 ) has no unobservable modes on the imaginary axis. The optimal feedback gain matrix K * in (2) can thus be determined by
Then, the closed-loop system can be obtained directlẏ
Finally, a lemma related to the closed-loop system (7) is given. Lemma 1: When standard assumptions are satisfied, the problem of the LQOCGCR can be solved by (4) and the closed-loop system (7) is globally exponentially stable with
Proof: Definex,ū,Ā,B bȳ
where I ∈ R n×n is a diagonal matrix. Then taking the time derivative ofx (i.e., xe at ) along the system (1), it follows thaṫ
Finally, the performance index (3) can be rewritten as
Based on the above analysis, the problem of optimal control with guaranteed convergence rate (1-3) can be converted to the problem of traditional linear optimal control (10-11). It should be noted that (Ā,B) is stabilizable for the reason that (A, B) is assumed to be stabilizable. Similarly, (A, Q 1 / 2 ) is assumed to be observable, as a result, (Ā, Q 1 / 2 ) is also observable. Since bothĀ andB are accurately known, the solution to the problem of traditional linear optimal control can be obtained by solving the following well-known ARĒ
ARE (12) is another form of (4). Defining P * is the unique symmetric positive definite solution of (12), P * is also the unique symmetric positive definite solution of (4) .
Then the optimal control law can be obtained directly.
It is known from the linear optimal control theory that the closed-loop system (10) and (13) is asymptotically stable (i.e., lim t→∞x (t) = 0). Utilizingx = xe at , lim t→∞ x(t)e at = 0 can be proved.
The above content has proved that ARE (4) can be used to solve the problem of optimal control with guaranteed convergence rate and the closed-loop system (7) is globally exponentially stable. However, (4) is nonlinear in P, so it is usually difficult to solve it directly, especially for large-size matrices. In order to solve this problem, we generalize the main result of [17] to computational adaptive optimal control with guaranteed convergence rate of continuous-time linear systems and propose an offline PI based ADP algorithm.
Theorem 1: Let K 0 ∈ R m×n be any stabilizing feedback gain matrix with the convergence rate which is faster than e −at (i.e., A + aI − BK 0 is Hurwitz or min {Re[λ (A − BK 0 )]} < −a), and repeat the following steps for k = 0, 1, . . .
(2) Update the feedback gain matrix by
Then, the following properties holds:
Proof: Consider the Lyapunov equation (14) with k = 0. Since A+aI − BK 0 is Hurwitz, by (5) we know P 0 is positive definite and finite. In addition, by (5) and (14) we obtain [29] 
where
Similarly, by (4) and (5) we have
Therefore, P * ≤ P 1 ≤P 0 can be obtained from (16) and (17) . In addition, since both P 0 and P * are finite, P 1 must be finite. This implies that A + aI − BK 1 is Hurwitz. Repeating the above analysis for k = 1, 2, . . ., Properties (1) and (2) in Theorem 1 can be proved.
Finally, since sequence {P k is monotonically decreasing and lower bounded by P * , lim k→∞ P k = P ∞ exists. And by taking the limit of (14) as k → ∞, we have
Since P * is the unique positive definite solution of (18), P ∞ = P * can be proved.
Remark 1: It is worth noting that in Theorem 1, by solving the Lyapunov equation (14) iteratively, which is linear in P k , and updating K k by (15) , the solution to the nonlinear equation (4) is numerically approximated. Therefore, Theorem 1 can obtain the numerically approximate optimal solution which is difficult to be solved in ARE (4). Meanwhile, Theorem 1 is employed to design a model-free optimal controller in Section III.
III. MATH MODEL-FREE OPTIMAL CONTROL WITH GUARANTEED CONVERGENCE RATE
In this section, we will develop an online model-free PI based ADP algorithm for the LQOCGCR with completely unknown dynamics. And this section will be divided into three parts: theory of online model-free PI based ADP algorithm, online implementation of online model-free PI based ADP algorithm and convergence analysis.
A. THEORY OF ONLINE MODEL-FREE PI BASED ADP ALGORITHM
To begin with, let us consider systems (10) and propose the following control lawū
where ε denotes a time-varying artificial noise, known as the exploration noise, added for the purpose of online learning. Then, the closed-loop system (10) and (19) can be written aṡ
whereĀ k =Ā −BK k . Taking the time derivative ofx T P kx along the system (20) , it follows that
Finally, we use the term −Q−K T k RK k in (14) to replace the termĀ T k P k + P kĀk in (21) which depends onĀ andB. Also, we use the term RK k+1 in (15) to replace the termB T P k in (21) which depends onB. Therefore, (21) can be rewritten as (22) It can be seen that (22) does not depend on the system matricesĀ andB, so that it becomes possible to solve simultaneously for P k and K k+1 using online measurements.
IV. ONLINE IMPLEMENTATION OF ONLINE MODEL-FREE PI BASED ADP ALGORITHM
By integrating both sides of (22) on any given interval [t, t + δt] and rearranging the terms, we havē
By using the term xe at to replacex, (23) can be rewritten as
Obviously, (24) is the concrete form of (23) . And it can be clearly seen that (24) relies on the knowledge of state measurements x(t), instead of the system knowledge . So we call (23) or (24) the online policy iteration equation. For convenience, we still use (23) below. In order to iteratively solve P k and K k+1 by using (23) , the specific steps are as follows.
First, in order to simplify the calculation without losing any information, we use the Kronecker product to convertx T P kx and ε T RK k+1x into the following form [30] .
Utilizing (25), (23) can be rewritten as
By specifying t = t k,1 , t k,2 , . . . ,t k,l k with 0 ≤t k,i + δt≤t k,i+1 and t k,i + δt ≤ t k+1,1 for all k = 0, 1, . . . and i = 1, 2, . . . , l k , (26) can be used to generate a series of equations as follows. where
Assumption 2: For each k = 0, 1, . . ., there exists a sufficiently large integer l k > 0 to ensure the following rank condition hold.
Remark 2: The rank condition (28) is essentially inspired from the persistent excitation (PE) condition in adaptive control [31] , [32] . To satisfy the rank condition in (28) , the choice of the exploration noise plays an important role.
Lemma 2: Under Assumption 2, there is a unique pair (P k , K k+1 ) ∈R n×n × R n×m satisfying (27) . In addition, P k is a symmetric matrix (i.e., P k = P T k ). The proof of lemma 2 is similar to the proof of Lemma 2.3.3 in [33] , thus omitted Now, we are ready to give the following online model-free PI based ADP algorithm, a flowchart describing the algorithm is shown in Fig. 1 .
In Fig. 1 , η is the stopping threshold, which determines the accuracy of iterative learning.
A. CONVERGENCE ANALYSIS OF ONLINE MODEL-FREE PI BASED ADP ALGORITHM
Theorem 2: When Assumption 2 is satisfied. Let K 0 ∈ R m×n be any stabilizing feedback gain matrix with the convergence rate which is faster than e −at , and solve (P k , K k+1 ) from the online model-free PI based ADP algorithm in Fig.1 . The following properties hold:
Proof: It can be seen that the pair (P k , K k+1 ) obtained from (27) must satisfy (14) and (15) . In addition, by Lemma 2, such a pair (P k , K k+1 ) obtained from (27) is unique. Therefore, the solution to (27) is the same as the solution to (14) and (15) for all k = 0, 1, . . .. The proof is thus completed by Theorem 1.
Remark 3: Theorem 2 in this paper generalizes the main result of [17] to computational adaptive optimal control with guaranteed convergence rate of continuous-time uncertain linear systems. When the parameter a = 0 in Theorem 2 is satisfied, Theorem 2 proposed in this paper is similar to in [17, Th. 7] .
V. SIMULATIONS
Consider the following linear constant systeṁ
with the initial state vector x 0 = [10, −10, 15] T . In the linear system, a 1 , a 2 , a 3 , b are the uncertain parameters. Only for simulation purpose, we set a 1 = 0.1, a 2 = 0.5,
The design objective is to find a linear optimal control law to minimize the following performance index
All the relevant parameters designed in this paper are set as follows: K 0 = [50, 50, 10]; δt = 0.1; t k+1,1 − t k,l k = t k,i+1 − t k,i = 0.1; η = 0.5×10 −4 ; ε = sin(100t). For comparison purposes, the optimal cost matrix P * and the optimal gain matrix K * , which can be directly obtained by ARE (4), are given below. 
Then, the simulation results are given as follows. 1) The states trajectories are plotted in Fig. 2 .
2) After six iterations, the approximate optimal matrices P 6 and K 6 are obtained as follows. 
3) The convergence of K k to its optimal values is illustrated in Fig. 3 . and after simple calculation, one can get the set of the real parts of the eigenvalues of (A − BK 6 ) directly.
As shown in Fig. 2 , the closed-loop system remains stable and the system state variables tend to zero. Moreover, from (33), we know the eigenvalues of the closed-loop system are located on the left side of the line s = −1 in the s-plane. As can be seen from Fig. 3 , after a period of online learning, K k tends to its optimal value K * . And the specific numerical analysis can refer to (31) and (32) .
In addition, we set a = 0. This implies that the performance index can be written as
Then we use the algorithm proposed in [17] to find the optimal gain matrix. And the simulation result based on the algorithm in [17] can be given as follows K [17] = [ 0.905 1.893 1.597 ]
After simple calculation, the set of the real parts of the eigenvalues of (A − BK [17] ) can be obtained directly.
Re[λ(A − BK [17] )] = [−0.8746 − 0.7112 − 0.7112] (36) As shown in (36) , the eigenvalues of the closed-loop system are located on the right side of the line s = −1 in the s-plane. Comparing (33) and (36), we know that the convergence rate of the closed-loop system obtained by the algorithm proposed in this paper is faster than the convergence rate of the closed-loop system obtained by the algorithm in [17] . To sum up, compared with the algorithm in [17] , the algorithm proposed in this paper considers the convergence rate of the system and overcome the shortcoming of slow convergence.
VI. CONCLUSIONS
This paper proposes a novel computational policy iteration approach, which is generalizes the main result of [17] , for finding online adaptive optimal controllers with guaranteed convergence rate for continuous-time linear systems with completely unknown system dynamics. By iteratively solving the algebraic Riccati equation with system state and input information collected online, the numerically approximate optimal controllers with guaranteed convergence rate can be solved without knowing the system matrices. The methodology developed in this paper may serve as a computational tool to study the related questions of optimal control with guaranteed convergence rate, such asmultiagent systems [34] - [36] , switched systems [37] - [39] , two-player zero-sum games, industrial process [40] , [41] and so on.
