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Regression analysis is intended to be used when the researcher seeks to test a given hypothesis 
against a data set. Unfortunately, in many applications it is either not possible to specify a 
hypothesis, typically because the research is in a very early stage, or it is not desirable to form a 
hypothesis, typically because the number of potential explanatory variables is very large. In these 
cases, researchers have resorted either to overt data mining techniques such as stepwise 
regression, or covert data mining techniques such as running variations on regression models 
prior to running the final model (also known as “data peeking”). While data mining side-steps 
the need to form a hypothesis, it is highly susceptible to generating spurious results. This paper 
draws on the known properties of OLS estimators in the presence of omitted and extraneous 
variable models to propose a procedure for data mining that attempts to distinguish between 
parameter estimates that are significant due to an underlying structural relationship and those that 









Regression analysis is designed to estimate the probability of observing a given data set 
given that a pre-determined hypothesis about the relationship between an outcome variable and a 
set of factors is assumed to be true. Unfortunately, in many applications it is not possible to 
specify a hypothesis. Two possible reasons why a researcher would want to perform analysis 
absent a hypothesis are: 
Large Data Scope: Data size refers to the number of observations in a data set. Data 
scope refers to the number of potential explanatory factors (“candidate factors”) in the 
data set. In the case of large data scope (e.g., economic and financial data sets), the 
number of candidate factors is so large that the cost of forming a tractable hypothesis is 
prohibitive. 
Early Stage Analysis: In the case of early stage analysis (e.g., clinical data), there has not 
been enough observation to as yet for a hypothesis. 
To date, stepwise regression (SR) has been one of the more widely used techniques for 
performing these “hypothesis-less” analyses. SR methods perform a “smart” sampling of 
regression models in an attempt to find a regression model that best fits the data. The procedure 
for “smartly” sampling is ad-hoc. Two typically used procedures are backward (wherein the first 
model includes all factors and factors are removed one at a time) and forward (wherein the first 
model includes no factors and factors are added one at a time). SR procedures contain three 
major flaws: 
 
Sampling size: The number of regression models that can be constructed from a 
given data set can be incredibly large. For example, with only 30 candidate  
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factors one could construct more than 1 billion regression models (2
30 – 1). 
Stepwise procedures sample only a small number (typically less than 100) of the 
set of possible regression models. While stepwise methods can find models that 
fit the data reasonably well, as the number of factors rises, the probability of 
stepwise methods finding the best-fit model is virtually zero. 
Fit criterion: In evaluating competing models, stepwise methods typically employ 
an F-statistic criterion. This criterion causes stepwise to methods to seek out the 
model that comes closest to explaining the data set. However, as the number of 
candidate factors increases, what also increases is the probability of a given factor 
adding explanatory power simply by random chance. Thus, the stepwise fit 
criterion cannot distinguish between factors that contribute explanatory power to 
the outcome variable because of an underlying relationship (“deterministic 
factors”) and those that contribute by random chance only (“spurious factors”). 
Initial condition: Because SR only examines a small subset of the space of 
possible models and because the space of “fits” of the models (potentially) 
contains many local optima, the solution SR returns varies based on the starting 
point of the search. For example, for the same data set, SR backward and SR 
forward can yield different results. As the starting points for SR backward and SR 
forward are arbitrary, there are many other potential starting points each of which 
potentially yields a different result. For example, Figure 1 depicts the space of 
possible regression models that can be formed using K factors. Each block 
represents one regression model. The shade of the block indicates the “quality” of 
the model (e.g., goodness of fit). A stepwise procedure that starts at model A  
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evaluates models in the vicinity of A, moves to the best model, then re-evaluates 
in the new vicinity. This continues until the procedure cannot find a better model 
in the vicinity. In this example, stepwise would move along the indicated path 
starting at point A. Were stepwise to start at point B, however, it would end up at 
a different “optimal” model. Out of the four starting points shown, only starting 
point D finds the best model. 
 
Figure 1. Results from stepwise procedures are dependent on the initial condition from which the search commences. 
 
2. All Subsets Regression 
All Subsets Regression (ASR) is a procedure intended to be used when a researcher 
wants to perform analysis in the absence of a hypothesis and wants to avoid the sampling size 
problem inherent in stepwise procedures. For K potential explanatory factors, ASR examines all 
2
K – 1 linear models that can be constructed. Until recently, ASR has been infeasible due to the 
massive computing power required. By employing grid-enabled super computation, it is now  
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feasible to conduct ASR for moderately sized data sets. For example, as of today an average 
computer would require nearly 100 years of continuous work to perform ASR on a data set 
containing 40 candidate factors (see Figure 2), while a 10,000 node grid computer could 
complete the same analysis in less than a week. While ASR solves the sampling size and initial 
condition problems inherent in SR, ASR remains subject to the fit criterion problem. If anything, 
the fit criterion is more of a problem for ASR as the procedure examines a much larger space of 
models than does SR and therefore is more likely to find spurious factors. 
 




3. Exhaustive Regression 
Exhaustive Regression (ER) utilizes the ASR procedure, but attempts to identify spurious 
factors via a cross-model chi-square statistic that tests for stability in parameter estimates across 
models. The cross-model stability test compares parameter estimates for each factor across all  
2
K – 1 models in which the factor appears. Factors whose parameter estimates yield significantly 
different results across models are identified as spurious. A given factor can exist in one of three 
types of models: omitted factor model, correctly specified model, and extraneous factor model. A 
correctly specified model contains all of the explanatory factors (i.e., the factors contribute to 
explaining the outcome variable because of some underlying relationship between the factor and 
the outcome) and no other factors. An omitted variable model includes at least one, but not all 
explanatory factors and (possibly) other factors. An extraneous variable model includes all 
explanatory factors and at least one other factor. 
In the cases of the correctly specified model and the extraneous variable model, estimates 
of parameters associated with the factors (“slope coefficients”) are unbiased.
1 In the case of the 
omitted variable model, however, estimates of the slope coefficients are biased and the direction 
of bias is a function of the covariances of the omitted factor with the outcome variable and the 
omitted factor with the factors included in the model. For example, consider a data set containing 
k1+k2+k3 factors, for each of which there are N observations. Let the factors be arranged into 
three Nxkj, j={1,2,3} matrices X1, X2, and X3, and let the sets of slope coefficients associated 
with each set of factors be the kjx1 vectors β1, β2, and β3, respectively. Let Y be an Nx1 vector of 
observations on the outcome variable. Suppose that, unknown to the researcher, the process that 
determines the outcome variable is 
                                                 
1 Assuming, of course, that the remaining classical linear model assumptions hold.  
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  11 22 Y=Xβ +Xβ +u (1) 
where u is an Nx1 vector of independently and identically normally distributed errors. The three 
cases are attained when we apply the ordinary least squares (OLS) procedure to estimate the 
following models: 
  Omitted Variable Case:  + 11 O Y=Xβ u  
  Correctly Specified Case:  11 22 Y=Xβ +Xβ +u 
 Extraneous  Variable  Case:  33 11 22 E Y=Xβ +Xβ +Xβ +u  
In the correctly specified case, the ordinary least squares regression procedure yields the slope 
estimate: 










=X X X X X XY
β
 (2) 
where the square brackets indicate a partitioned matrix. Substituting the definition for Y from (1) 
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This is the unbiasedness condition. Similarly, in the extraneous variable case, we have: 














β = XXXXXX XXX Y
β
 (3) 
















By contrast, in the omitted variable case, we have 
  ( ) ˆ
-1 ''
11 1 1 β =X X X Y  (4) 
Substituting (1) into (4), we have 
  ( ) () ˆ
-1 ''
11 1 1 1 1 2 2 β =X X X X β +Xβ +u  
and the expected values of the slope estimates are: 
  ( ) ( ) ˆ E ≠
-1 ''
111 11 2 2 1 β = β +X X X X ββ  (5) 
From (5), we see that the expected value of the slope estimates in the omitted variable case are 
biased and that the direction of the bias depends on 
'
12 2 XXβ . 
  We can construct a sequence of omitted variable cases as follows. Let 
2 2 21 {  ,  ...,  } k − 1 Z,Z Z  be the set of all (column-wise unique) subsets of X2.
2 Let  i X %  be the set of 
regressors formed by merging X1 and X2 and then removing Zi so that, from the superset of 
regressors formed by merging X1 and X2,  i X %  is the set of included regressors and Zi  is the 
corresponding set of excluded regressors. Finally, let  ˆi
1 β  be the OLS estimate of  1 β  obtained by 
regressing Y on  i X % . The expected value of the mean of the  ˆi
1 β  across all 
2 21

















−− ⎝⎠ ⎝ ⎠ ∑∑
-1 ''
11 2 β = β +X X X Z β %% %  (6) 
                                                 
2 Since Zi’s are subsets of X2, each Zi is Nxj where j ≤ k2.  
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From (6), we see that the expected value of the mean of the  ˆi
1 β  is  1 β  when any of the following 
conditions are met: 
1.  For each set of included regressors, there is no covariance between the included 
regressors and the corresponding set of excluded regressors (i.e.,     ∀
'
ii XZ =0 i % ); 
2.  For some sets of included regressors, there is a non-zero covariance between the included 
regressors and the corresponding set of excluded regressors (i.e.,     ≠∀
'
ii XZ 0 i % ), but the 
expected value of the covariances is zero (i.e.,  ( ) E
'
ii XZ =0 % ); 
3.  For some sets of included regressors, there is a non-zero covariance between the included 
regressors and the corresponding set of excluded regressors (i.e.,     ≠∀
'
ii XZ 0 i % ), and the 
expected value of the covariances is non-zero (i.e.,  ( ) E ≠
'
ii XZ 0 % ), but the expected 
covariance of the excluded regressors with the dependent variable is zero 
(i.e.,  ( ) E
i
2 β =0); 
4.  None of the above holds, but the expected value of the product of (1) the covariances 
between the included and excluded regressors and (2) the covariance of the excluded 
regressors with the dependent variable is zero (i.e.,  ( ) E =
'
ii i XZβ 0 % ). 
The ER procedure relies on the reasonable assumption that, as the data number of factors in the 
data set increases, conditions (2), (3), and (4) will hold asymptotically. If true, this enables us to 




4. The Cross-Model Chi-Square Statistic 
   Let us assume that the i
th (in a set of K) factor, xi (where xi is an Nx1 vector) has no 
structural relationship with an outcome variable y. Consider the equation: 
  11 22 ... kk y xx x u α ββ β = ++ + + +  (7) 
Under the null hypothesis of  0 i β = , the square of the ratio of  ˆ
i β  to its standard error is 
distributed χ
2 with one degree of freedom. By adding factors to and removing factors (other than 
xi) from (7), we can obtain other estimates of  i β . Let  ˆ
ij β  be the j
th such estimate of  i β . By 
looking at all combinations of factors from the superset of K factors, we can construct 2
K–1 
estimates of  i β . Under the null hypothesis that  0 i β =  and assuming that the  ˆ
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∑  (9) 
  Given the (typically) large number of degrees of freedom inherent in the ER procedure, it is 
worth noting that the measure in (8) is likely to be subject to Type II errors. In an attempt to 
compensate, we divide by the number of degrees of freedom to obtain ci, a relative chi-square 
statistic, a measure that is less dependent on sample size. Carmines and McIver (1981) and Kline 
(1998) claim that one should conclude that the data represent a good fit to the hypothesis when 
the relative chi-square measure is less than 3. Ullman (2001) recommends using a chi-square less 
than 2.  
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 Because  the  ˆ
ij β  are obtained by exploring all combinations of factors from a single 
superset, one might expect the  ˆ
ij β  to be correlated (particularly when factors are positively 
correlated), and for the correlation to increase in the presence of stronger multicollinearity 
among the factors. 
 
5. Monte-Carlo Tests of ci 
  To test the ability of the cross-model chi-square statistic to identify factors that might 
show statistically significant slope coefficients simply by random chance, consider an outcome 
variable, Y, that is determined by three factors as follows 
   11 22 33 YX X X u α ββ β = ++ ++  (10) 
where u is an error term satisfying the requirements for the classical linear regression model. Let 
us randomly generate additional factors X4 through X15, run the ER procedure and calculate ci for 
each of the factors. The following figures show the results of the ER runs. The first set of bars 
show results for ER runs applied to the superset of factors X1 through X4. The results are derived 
as follows: 
1.  Generate 500 observations for X1, randomly selecting observations from the uniform 
distribution. 
2.  Generate 500 observations each for X2 through X15 such that  1 ii i X Xv γ = +  where the γi 
are randomly selected from the standard normal distribution and distributed, and vi are 
normally distributed with mean zero and variance 0.1. This step creates varying 
multicollinearity among the factors. 
3.  Generate Y according to (10) where α = β1 = β2 = β3 = 1, and u is normally distributed 
with a variance of 1.  
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4.  Run all 2
K – 1 = 15 regression models to obtain the 2
K–1 estimates for each β: 
1,1 1,8 2,1 2,8 3,1 3,8 4,1 4,8 ˆˆ ˆˆ ˆˆ ˆˆ , ..., , , ..., , , ..., , , ..., β ββ ββ ββ β . 
5.  Calculate c1, c2, c3, and c4 according to (9). 
6.  Repeat steps 1 through 5 three-thousand times. 
7.  Repeat steps 1 through 6, each time increasing the variance of u by 1 until the variance 
reaches 20.
3 
At the completion of the algorithm, there will be 60,000 measures for each of c1, c2, c3, and c4 
based on (60,000) (15) = 900,000 separate regressions. We then repeat the procedure using a 
superset of factors X1 through X5, then X1 through X6, etc. up to X1 through X15.
4 
  Step 2 introduces random multicollinearity among the factors. On average, the 
multicollinearity of factors with X1 follows the pattern shown in Figure 3. Approximately half of 
the correlations with X1 are positive and half are negative. While the correlations are constructed 
between X1 and the other factors, this will also result in the other factors being pair-wise 
correlated though to a lesser extent (on average) than they are correlated with X1. 
                                                 
3 This results in an average R
2 for the estimate of equation (10) of approximately 0.2. 
4 This final pass requires the estimation of 2 billion separate regressions. The entire Monte-Carlo run requires 






















































This proportion of factors…
 
Figure 3. Pattern of Squared Correlations of Factors X2 through XK with X1 
 
  Figure 4 shows the results of the Monte-Carlo runs in which the critical value for the ci is 
set to 3. For example, when there are four factors in the data set, c1, c2, and c3 pass the 
significance test slightly over 50% of the time versus 20% for c4. In other words, for data sets in 
which three out of four factors determine the outcome variable (and a critical value of 3), the ER 
procedure will identify the three determining factors 50% of the time and identify the non-
determining factor 20% of the time. As the number of factors in the data set increases, the ER 
procedure better discriminates between the factors that determine the outcome variable and those 
that might appear significant by random chance alone. The last set of bars in Figure 4 shows the 
results for data sets in which three out of fifteen factors determine the outcome variable. Here,  
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the ER procedure identifies the determining factors approximately 85% of the time and 

























































Number of Factors in the Regression Model
Factor  1 Factor  2 Factor  3 All Other Factors
 
Figure 4. Monte-Carlo Tests of ER Procedure Using Supersets of Data from 4 Through 15 Factors (critical value = 3) 
 
  These results are based on the somewhat arbitrary selection of 3 for the relative chi-
square critical value. Reducing the critical value to 2 produces the results shown in Figure 5. As 
expected, reducing the critical value causes the incidence of false positives (where “positive” 
means “identification of a determining factor”) to approximately 25%, but the incidence of false 
negatives falls to below 10%. Figure 6 and Figure 7, where the critical value is set to 1.5 and 1, 
respectively, are shown for comparison. As expected, the marginal gains in the reduction in false 



























































Number of Factors in the Regression Model
Factor  1 Factor  2 Factor  3 All Other Factors
 



























































Number of Factors in the Regression Model
Factor  1 Factor  2 Factor  3 All Other Factors
 

























































Number of Factors in the Regression Model
Factor  1 Factor  2 Factor  3 All Other Factors
 




  To measure the effect of the deterministic model’s goodness of fit on the cross-model 
chi-square statistic, we can arrange the Monte-Carlo results according to the variance of the error 
term in (10). The algorithm varies the error term from 1 to 20 in increments of 1. Figure 8 shows 
the proportion of times that ci passes the significance threshold of 3 for factors X1, X2, and X3 
(combined) for various numbers of factors in the data set and for various levels of error variance. 
An error variance of 1 corresponds to an R
2 (for the estimate of equation (10)) of approximately 
0.93 while an error variance of 20 corresponds to an R

























































Variance of the Error Term
5-Factor Models 10-Factor Models 15-Factor Models
 
Figure 8. Monte-Carlo Tests of ER Procedure for Factors X1 through X3 (combined) 
 
  As expected, as the error variance rises in a 15-factor data set, the probability of a false 
negative rises from approximately 5% (when var(u) = 1) to 30% (when var(u) = 20). Results are 









X15, combined. Here, we see that the probability of a false positive rises from under 5% (when 
var(u) = 1) to almost 20% (when var(u) = 20) for 15-factor data sets. Employing a critical value 
of 2.0 yields the results in Figure 10 and Figure 11. Comparing Figure 8 and Figure 9 with 
Figure 10 and Figure 11, we see that employing the critical value of 3 versus 2 cuts in half 

























































Variance of the Error Term
5-Factor Models 10-Factor Models 15-Factor Models
 

































































Variance of the Error Term
5-Factor Models 10-Factor Models 15-Factor Models
 

























































Variance of the Error Term
5-Factor Models 10-Factor Models 15-Factor Models
 
















6. Estimated ER (EER) 
  Even with the application of super computation, large data sets can make ASR and ER 
impractical. For example, it would take a full year for a top-of-the-line 100,000 node cluster 
computer to perform ASR/ER on a 50-factor data set. When one considers data mining just 
simple non-linear transformations of factors (inverse, square, logarithm), the 50-factor data set 
becomes a 150-factor data set. If one then considers data mining two-factor cross-products (e.g., 
X1X2, X1X3, etc.), the 150-factor data set balloons to an 11,175-factor data set. This suggests that 
super computation alone isn’t enough to make ER a universal tool for data mining. One possible 
approach to using ER with large data sets is to employ estimated ER. Estimated ER (EER) 
randomly selects J (out of a possible 2
K – 1) models to estimate. Note that EER does not select 
the factors randomly, but selects the models randomly. Selecting factors randomly biases the 
model selection toward models with a total of K/2 factors. Selecting models randomly gives each 
of the 2
K – 1 models an equal probability of being chosen. 
  Figure 12 and Figure 13 show the results of EER for various numbers of randomly 
selected models for 5-, 10-, and 15-Factor data sets. These tests were performed as follows: 
1.  Generate 500 observations for each of the factors X1, randomly selecting observations 
from the uniform distribution. 
2.  Generate 500 observations each for X2 through XK (where K is 5, 10, or 15) such that 
1 ii i X Xv γ =+  where the γi are randomly selected from the standard normal distribution 
and distributed, and vi are normally distributed with mean zero and variance 0.1. This 
step creates varying multicollinearity among the factors. 
3.  Generate Y according to (10) where α = β1 = β2 = β3 = 1, and u is normally distributed 
with a variance of 1.  
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4.  Randomly select J models out of the possible 2
K – 1 regression models to obtain J 
estimates for each β. 
5.  Calculate c1, c2, c3, …, cK according to (9). 
6.  Repeat steps 1 through 5 three-hundred times. 
7.  Calculate the percentage of times that the cross-model test statistics for each β exceed the 
critical value. 

























































Number of Randomly Selected Models
5-Factor Data  Sets 10-Factor Data S ets 15-Factor Data S ets
 
Figure 12. Monte-Carlo Tests of EER Procedure for Factors X1 through X3 (combined) 
 
  Evidence suggests that smaller data sets are more sensitive to a small number of 
randomly selected models. For 5-factor data sets, the rate of false negatives (Figure 12) does not 
stop falling significantly until approximately J = 30, and the rate of false positives (Figure 13)  
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does not stop rising significantly until approximately J = 45. The rates of false negatives (Figure 
12) and false positives (Figure 13) for 10-factor and 15-factor data sets appear to settle for lesser 






















































Number of Randomly Selected Models
5-Factor Data  Sets 10-Factor Data S ets 15-Factor Data S ets
 
Figure 13. Monte-Carlo Tests of EER Procedure for Factors X4 through X5, X10, and X15 (combined) 
 
  The number of factors in the data set that determine the outcome variable has a greater 
effect on the number of randomly selected models required in EER.  Figure 14 compares results 
for 5-factor data sets when the outcome variable is a function of only one factor versus being a 
function of three factors. The vertical axis measures the cross-model chi-squared statistic for the 
indicated number of randomly selected models divided by the average cross-model chi-squared 
statistic over all 100 runs. Figure 14 shows that, for 5-factor data sets, as the number of randomly 
selected models increases, the cross-model chi-squared statistic approaches its mean value for  
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the 100 runs faster when the outcome variable is a function of three factors versus being a 



























































Number of Randomly Selected Models
Y = f (X1) Y = f(X1, X2, X3)
 
Figure 14. EER Procedure for Factor X1  and X1 through X3 (combined) for 5-Factor Data Sets when Outcome Variable is 



























































Number of Randomly Selected Models
Y = f (X1) Y = f(X1, X2, X3)
 
Figure 15. EER Procedure for Factor X1  and X1 through X3 (combined) for 10-Factor Data Sets when Outcome Variable 




























































Number of Randomly  Selected Models
Y = f (X1) Y = f(X1, X2, X3)
 
Figure 16. EER Procedure for Factor X1  and X1 through X3 (combined) for 15-Factor Data Sets when Outcome Variable 




  Results in Figure 16 are less compelling, but not contradictory. A second result, common 
to the large data sets (Figure 15 and Figure 16), is that the variation in the cross-model chi-
squared estimates is less when the outcome variance is a function of three versus one factor. 
Figure 17, Figure 18, and Figure 19 show corresponding results for factors that do not determine 
the outcome variable. These results suggest that EER may be an adequate procedure for 


























































Number of Randomly  Selected Models
Y = f (X1) Y = f(X1, X2, X3)
 
Figure 17. EER Procedure for Factors X1 through X15 (combined) and X4 through X15 (combined) for 5-Factor Data Sets 






























































Number of Randomly  Selected Models
Y = f (X1) Y = f(X1, X2, X3)
 
Figure 18. EER Procedure for Factors X1 through X15 (combined) and X4 through X15 (combined) for 10-Factor Data Sets 


























































Number of Randomly  Selected Models
Y = f (X1) Y = f(X1, X2, X3)
 
Figure 19. EER Procedure for Factors X1 through X15 (combined) and X4 through X15 (combined) for 15-Factor Data Sets 




7. Comparison to Stepwise and k-Fold Holdout 
  Kuk (1984) demonstrated that stepwise procedures are inferior to all subsets procedures 
in data mining proportional hazard models. Logically, the same argument applies to data mining 
regression models. As stepwise examines only a subset of models and ASR examines all models, 
the best that stepwise can do is to match ASR. Because stepwise smartly samples on the basis of 
marginal changes to a fit function, multicollinearity among the factors can cause stepwise to 
return a solution that is a local, but not global, optimum. What is of interest is a comparison of 
stepwise to EER because EER, like stepwise, samples the space of possible regression models. 
  K-fold holdout is less an alternative data mining method than it is an alternative 
objective. Data mining methods typically have the objective of finding the model that best fits 
the data (typically measured by improvements to the F-statistic). K-fold holdout offers the 
alternative objective of maximizing the model’s ability to predict observations that were not 
included in the model estimation (i.e., “held out” observations). The selection of which 
observations to hold out varies depending on the data set. For example, in the case of time series 
data, it makes more sense to hold out observations at the end of the data set. 
  The following tests use the same data set and apply EER, “estimated” all subets 
regression (EASR) where we conduct a sampling of models rather than examine all possible 
models, and stepwise. The procedure is as follows: 
1.  Generate 500 observations for X1, randomly selecting observations from the uniform 
distribution. 
2.  Generate 500 observations each for X2 through X15 such that  1 ii i X Xv γ = +  where the γi 
are randomly selected from the standard normal distribution and distributed, and vi are  
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normally distributed with mean zero and variance 0.1. This step creates varying 
multicollinearity among the factors. 
3.  Generate Y according to (10) where α = β1 = β2 = β3 = 1, and u is normally distributed 
with a variance of 1. 
4.  Perform EER and EASR k-fold holdout: 
a.  Randomly select 500 models out of the possible 2
30 – 1 regression models to 
obtain J estimates for each β. 
b.  Evaluate the k-fold holdout criterion: 
c.  Calculate c1, c2, c3, …, c30 according to (9). 
d.  Mark factors for which ci > 2 as being “selected” by EER. 
5.  Evaluate the EER models using the k-fold holdout criterion: 
a.  For each randomly selected model in step 4a, randomly select 50 observations to 
exclude. 
b.  Estimate the model using the remaining 450 observations. 
c.  Use the estimated model to predict the 50 excluded observations. 







MSE observation predicted observation =− ∑  
e.  Over the 500 models randomly selected by EER, identify the one for which the 
MSE is least. Mark the factors that produce that model as being “selected” by the 
k-fold holdout criterion. 
6.  Peform backward stepwise: 
a.  Let M be the set of included factors, and N be the set of excluded factors such that 
, ,  and  30. Mm Nn m n == + =   
30 
 






= ++ ∑  and calculate the estimated model’s 
adjusted multiple correlation coefficient, 
2
0 R . 







=+ + ∑  , calculate the estimated model’s adjusted multiple 
correlation coefficient, 
2
i R , and then return the factor Xj to M from N. This will 
result in the set of measures 
22
1 ,..., m R R . 
d.  Let  ( )
22 2
0 min ,..., L m R RR = . Identify the factor whose removal resulted in the 
measure 
2
L R . Move that factor from set M to set N. 
e.  Given the new set M, for each factor Xi, i = 1,…, m, remove the factor from set M, 






= ++ ∑  , calculate the estimated model’s 
adjusted multiple correlation coefficient, 
2
i R , and then return the factor Xj to M 
from N. This will result in the set of measures 
22
1 ,..., m R R . 






=+ + ∑  , calculate the estimated model’s adjusted multiple 
correlation coefficient, 
2
i R , and then return the factor Xi to M from N. This will 
result in the set of measures 
22
1,..., mm n R R + + . 
g.  Let  ( )
22 2
1 min ,..., L mn RR R + =  and  ( )
22 2
1 max ,..., H mn RR R + = . Identify the factor whose 
removal resulted in the measure 
2
L R . Move that factor from set M to set N. If 
2
H R  
was attained using a factor from N, move that factor from set N to set M.  
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h.  Repeat steps e through g until there is no further improvement in 
2
H R . 
i.  Mark the factors in the model attained in step 5h as being “selected” by stepwise. 
7.  Repeat steps 1 through 6 six-hundred times. 
8.  Calculate the percentage of times that each factor is selected by EER, k-fold, and 
stepwise. 
  Figure 20 shows the results of this comparison. For 30 factors, where the outcome 
variable is determined by the first three factors, stepwise correctly identified the first factor 
slightly less frequently than did EER (43% of the time versus 48% of the time). Stepwise 
correctly identified the second and third factors slightly more frequently than did EER (87% and 
92% of the time versus 81% and 85% of the time). The k-fold criterion when applied to EASR 
identified the first three factors 53%, 63%, and 63% of the time, respectively. In this, the false 
positive error rate was comparable for EER and stepwise, and significantly worse for k-fold. 
EER erroneously identified the remaining factors as being significant, on average, 17% of the 
time versus 34% of the time for stepwise and 49% of the time for k-fold. This suggests that EER 


















































































































EER St epwi se E AS R With k-Fold Criterion
 
Figure 20. Comparison of EER, Stepwise, and k-Fold Criterion 
 
8. Applicability to Other Procedures and Drawbacks 
  Ordinary least squares estimators belong to the class of maximum likelihood estimators. 
The estimates are unbiased (i.e.,  () ˆ E β β = ), consistent (i.e.,  ( ) ˆ lim Pr 0
N ββ ε
→∞ − >=  for an 
arbitrarily small ε), and efficient (i.e.,  ( ) ( ) ˆ var var β β < %  where β %  is any linear, unbiased 
estimator of β. The ER procedure relies on the fact that parameter estimators are unbiased in 
extraneous variable cases though biased in varying directions across the omitted variable cases.   
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  In the case of limited dependent variable models (e.g., logit), parameter estimates are 
unbiased and consistent when the model is correctly specified. However, in the omitted variable 
case, logit slope coefficients are biased toward zero. For example, suppose the outcome variable, 
Y, is determined by a latent variable Y
* such that 







. Suppose also that Y
* is 
determined by the equation 
*
11 22 YX X u αβ β =+ + +. If we omit the factor X2 from the (logit) 
regression model, we estimate 
*
11

















As the denominator in (11) is strictly greater than zero, the estimator is biased toward 
zero. More importantly, the biased estimator has the same sign as the unbiased estimator. This 
violates all four of conditions in (6), any one of which would validate the ER procedure. 
However, while estimates of deterministic parameters are biased downward, estimates of non-
deterministic parameters are randomly biased. For example, if Y
* is determined by the equation 
*
11 22 YX X u αβ β =+ + + and we estimate 
*
11 33



































Because X3 is extraneous, β3 is zero and so repeated estimates of  3 ˆo β  will be randomly distributed 
around zero. In short, parameter estimates for deterministic factors will be: (1) unbiased in the  
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correctly specified case, (2) unbiased in the extraneous variable case, and (3) biased toward zero 
in the omitted variable case. But, parameter estimates for spurious factors will be unbiased 
toward zero in all three cases. Hence, we can expect the cross-model chi-square statistics to work 
in the case of logit models, though likely in an asymptotic sense. 
  One drawback of the ER (and EER) procedure is that the procedure may select a set of 
factors that, while individually passing the cross-model chi-square test, are not statistically 
significant when run together in a regression model. One possible explanation is that, within the 
confines of a single regression model, the error variance is large enough to drown out the 
explanatory power of a factor but, because the cross-model chi-square statistic is based on cross-
model information that has estimated and filtered out the error term, the factor appears 
significant. This is analogous to the gain in information obtained from employing panel data 
versus time series data (cf., Davies, 2006). A time series data set may measure the same 
phenomenon over the same time period as a panel data set, but because the panel data set also 
measures the phenomenon over multiple cross-sections, information across cross-sections can be 
used to mitigate the error variance within a given time period. 
 
9. Conclusion 
  The purpose of this analysis is to build on ASR by proposing a new procedure, ER, that 
combines ASR with a cross-model chi-square statistic that attempts to distinguish deterministic 
factors from spurious factors. Recognizing that, for large data sets, even ER is infeasible even 
with the application of super computation, this analysis further proposes an adaptation on ER, 
EER, which samples the space of possible regression models.  
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  This analysis (1) proves that, under conditions less stringent than the classical linear 
model conditions, the cross-model chi-square statistic is a reasonable measure for distinguishing 
between deterministic and spurious factors, (2) demonstrates via Monte-Carlo studies the 
likelihood of ER produce false positive and false negative results under conditions of varying 
numbers of factors in the data set, varying variance of the regression error, and varying choice of 
critical value, (3) proposes a procedure, EER, that estimates ER results via sampling a subset of 
the space of possible regression models, (4) demonstrates via Monte-Carlo studies the likelihood 
of EER producing false positive and false negative results under conditions of varying sample 
size, and varying number of factors in the deterministic equation, (5) compares EER model 
selection with backward stepwise and the k-fold criterion by via Monte-Carlo studies that apply 
the same data sets to all three procedures, and (6) demonstrates that EER avoids false positives 
and false negatives better than the k-fold criterion, avoids false positives approximately as well 
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