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MOTIVIC IRRATIONALITY PROOFS
MATT KERR
Abstract. We exhibit geometric conditions on a family of toric
hypersurfaces under which the value of a canonical normal function
at a point of maximal unipotent monodromy is irrational.
1. Introduction
The limit of a generalized normal function at a point where the un-
derlying variation of Hodge structure degenerates, as recently studied
in [7K], turns out to have an unexpected arithmetic application. R.
Apéry’s famous proof (see [vdP]) of irrationality of ζ(3) := ∑k≥1 k−3 re-
lies on the existence of rapidly divergent sequences am ∈ Z, bm ∈ Q (the
latter having denominators of bounded growth) with 2amζ(3)+bm con-
verging rapidly to zero. Beukers, Peters and Stienstra [Be, BP, Pe, PS]
geometrically repackaged much of the proof, noting for instance that
the generating function ∑m≥0 amλm =: A(λ) records periods of a holo-
morphic 2-form on a family ofK3 surfaces {Xλ}λ∈P1 , hence must satisfy
a Picard-Fuchs differential equation DPFA(λ) = 0.
Behind the remaining details of the irrationality proof lurks a family
of cycles in (algebraic) K3 of the K3. The associated higher normal
function V˜ (λ) has special value V˜ (0) = −2ζ(3), and satisfies the inho-
mogeneous equation DPFV˜ (λ) = Y (λ), where Y denotes the Yukawa
coupling. Setting ∑m≥1 bmλm := A(λ)V˜ (0) − V˜ (λ), one deduces from
this recurrence relations on the {bm} which (as presented here) give
“half” of the required bounded denominator growth. The other “half”
comes from the Fermi family of K3s studied, but not related to the
Apéry proof, in [PS]. Finally, the behavior of the cycles at singular
members of the family {Xλ} shows that V˜ (λ) has no mondromy about
the conifold singular fiber closest to λ = 0, implying the rapid conver-
gence of 2amζ(3) + bm → 0.
In this paper, we reveal a general criterion for the irrationality of
special values of certain higher normal functions. Given a Laurent
polynomial φ(x1, . . . , xn) with reflexive Newton polytope ∆, the equa-
tion φ(x) = λ defines a family of Calabi-Yau hypersurfaces {Xλ} in
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2 MATT KERR
the toric variety P∆. Associated to this family is a pure irreducible
variation Vφ of weight (n − 1) (over a Zariski open U ⊂ P1), together
with a canonical section {ω˜λ} of the Hodge line bundle Fn−1Vφ. We
call φ tempered if the coordinate symbol {x1, . . . , xn} lifts to a family of
motivic cohomology classes Ξλ on the family, producing an extension
(1.1) 0→ Vφ(n)→ Eφ → Q(0)U → 0
of admissible variations of mixed Hodge structure over U . (This tem-
peredness typically holds, for example, for LG-models constructed from
Minkowski polynomials [dS].) Applying a variant of this hypothesis al-
lows us to construct a canonical truncated higher normal function V˜ (λ)
on P1\φ(R×n− ) by pairing the regulator class of Ξλ (i.e., the extension
class of (1.1)) with ω˜λ (see Theorem 4.2).
To arrange V˜ (0) /∈ Q, we must impose several additional conditions
on φ, roughly as follows (see Theorem 3.1):
• the local system of periods of ω˜λ must be of rank n, admit an isomor-
phism to its pullback by λ 7→ C/λ, and have two mild singularities
apart from 0 and ∞, one of which is very far from 0;
• φ(−x) has positive integer coefficients, and the Picard-Fuchs operator
associated to ω˜λ (suitably normalized) is integral; and
• a finite (r : 1) pullback of the family Xλ can be presented as a family
of toric hypersurfaces in P, where  is a “facile” polytope (Definition
2.2).
The role of the last condition is to produce a basis of periods whose
power-series coefficients have the right denominator bounds (see Corol-
lary 2.5). This basis is closely tied to mirror symmetry [HLY] and the
Frobenius method [IKSY]; for n ≥ 4, Theorem 2.3 uncovers a surpris-
ing arithmetic implication of the Hyperplane Conjecture [HLY, LZ].
We also remark that, assuming only temperedness, the higher normal
function V˜ (λ) can always be written as one of the chain-integral solu-
tions of [HLYZ], while V˜ (0) may be interpreted as an Apéry constant
as studied in [Ga, Go, GGI, GI, GZ].
In the last section, we exhibit Laurent polynomials which satisfy
all these conditions for n = 1, 2, and 3, recovering irrationality of
log(1 + b−1) (b ∈ N), ζ(2), and ζ(3). We also propose relaxations of
some of the conditions, together with specific families of polynomials,
for making contact with results on linear forms in more than one odd
zeta value – for instance [Va], [Z1], and especially [Br], whose basic
cellular integrals onM0,n+3 are the power series coefficients of a V˜ (λ)
as above.
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While the results on ζ(2) and ζ(3) complete, in a way, the story be-
gun in [BP], the reader familiar with those works will notice (perhaps
deplore?) the complete lack of reference to modular forms in what
follows. The omission is strategic, as a weight-(n − 1) VHS Vφ with
maximal unipotent and conifold monodromies cannot have a modu-
lar parametrization for n ≥ 4. This is, of course, precisely where we
hope to stimulate the search for examples with Theorem 3.1, starting
with the increasingly sophisticated databases of polytopes, local sys-
tems, Calabi-Yau differential operators and their geometric realizations
[AESZ, Fano1, Fano2, DM].
The same reader may be puzzled by our reference to “splitting up
the bound” on denominators of bm, as in the Apéry story one simply
shows that 2(Lm)3bm ∈ Z, where Lm := lcm{1, 2, . . . ,m}. What we are
able to show under general hypotheses, using techniques from Hodge
theory and mirror symmetry, is instead that (for some fixed ε ∈ N)
both ε(Lrm)nbm and ε(m!)nbm are integers (with r = 2 for Apéry),
which together are enough for an irrationality proof. With that said,
the results of this article are intended to be a narrow proof of concept
for a Hodge-theoretic approach to irrationality proofs, rather than to
be optimal as respects either methodology or hypotheses.
We freely (though infrequently) use the notation and terminology of
regulator currents and toric varieties throughout, as reviewed in §§1-2
of [DK].
Acknowledgments. It is my pleasure to thank S. Bloch, F. Brown,
C. Doran, V. Golyshev, B. Lian, V. Maillot, F. Rodriguez-Villegas, D.
Zagier and W. Zudilin for helpful conversations and correspondence –
some recent, and some further back. This work was partially supported
by NSF FRG Grant DMS-1361147.
2. Facile polytopes
Let ∆,∆◦ be a dual pair of reflexive polytopes in Rn, admitting
regular projective triangulations T , T ◦. Take Σ,Σ◦ to be the fans on
these triangulations, and P∆,P∆◦ (respectively) the toric Fano n-folds
determined by the fans. Write
A = A∆ := ∆ ∩ Zn = {v(0) = 0, v(1), . . . , v(N)}
for the integer points, and
L :=
{
` =
(
`0 = ΣNi=1`i, `1, . . . , `N
)
∈ ZN+1
∣∣∣ΣNi=1`iv(i) = 0}
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for the lattice of integral relations on them. The irreducible compo-
nents {Di}Ni=1 of P∆◦\Gnm = D∆◦ (with degDi(xk) = v(i)k ) generate
H2(P∆◦ ,Z), and KP∆◦ = −
∑N
i=1Di =: D0.
Assume that the Mori coneM = M∆◦ ⊂ H2(P∆◦ ,R) (of classes of
effective curves) is regular simplicial, so that M :=M∩H2(P∆◦ ,Z) =
Z≥0〈C1, . . . , CM=N−n〉. Write Cj 7→ `(j) = Cj ·D for the images under
H2(P∆◦ ,Z)
∼=→ L ∼=→ Hom
(
H2(P∆◦ ,Z),Z
)
,
so that the dual (nef) cone K ⊂ H2(P∆◦ ,R) has K := K∩H2(P∆◦ ,Z) =
Z≥0〈J1, . . . , JM〉 with Jk ·Cj = δkj and Di = ∑Mk=1 `(k)i Jk. (To compute
the `(k), one may use primitive collections as in [LZ].)
Let fa(x) :=
∑N
i=0 aix
v(i) , and X×a := {fa(x) = 0} ⊂ Gnm with (CY
(n − 1)-fold) Zariski closure Xa ⊂ P∆; take X◦ ⊂ P∆◦ to be any
smooth anticanonical hypersurface. We are interested in the A-periods
piγ(a) =
´
γ
ωa (γ ∈ Hn−1(Xa,A), A = Z,Q, or C) of
ωa = ResXaΩa = a0(2pii)n−1ResXa
(
dx1/x1∧···∧dxn/xn
fa(x)
)
∈ Ωn−1(Xa),
in the large complex-structure limit (LCSL) — i.e., where the tk := a`
(k)
are sufficiently small. These are known to solve the GKZ system
τ∆GKZ :
{(∏
`i>0 ∂
`i
ai
−∏`i<0 ∂−`iai ) 1a0}`∈L ,{(
ΣNi=0v
(i)
j δai
)
1
a0
}
j=1,...,n
,
(
ΣNi=0δai + 1
)
1
a0
whose remaining solutions are the other integrals of 12piiΩa over relative
cycles in Hn
(
P∆\Xa,D∆\D∆ ∩Xa;C
)
[HLYZ].
A formula for the solutions to τ∆GKZ in the LCSL was given by [HLY]:
writing τi := log(ti)2pii , O := C[[t]][τ ], they are precisely the functions
ψ(B∆) ∈ O where ψ ∈ H•(P∆◦ ,C)∨ and
B∆ :=
∑
`∈M
B`(D)a`+D =
∑
n∈ZM≥0
Bn(J)tn+J ∈ H•(P∆◦ ,O)
with Bn(J) := B∑nk`(k) (∑ `(k)Jk) and
(2.1)
B`(D) :=
∏N
i=1:`i<0Di(Di − 1) · · · (Di + `i + 1)∏N
i=1:`i>0(Di + 1) · · · (Di + `i)
× (D0−1) · · · (D0 + `0).
According to the Hyperplane Conjecture [HLY, LZ], ψ(B∆) is a C-
period (in the above sense) precisely when ψ belongs to
im {ı•∗ : H•(X◦,C)∨ → H•(P∆◦ ,C)∨} .
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More precisely, for each κ := (κ1, . . . , κM) ∈ ZM≥0 with |κ| :=
∑
κj ≤
n, we compute
Bκ(t, τ) := 1(2pii)|κ|
(
∂κ1J1 · · · ∂κMJM B∆
)∣∣∣
J=0
=
∑
κ′+κ′′=κ
(2pii)−|κ′′|τκ′
∑
n∈ZM≥0
bκ
′′
n t
n
where bκ′′n =
(
∂
κ′′1
J1 · · · ∂
κ′′M
JM
Bn
)
(0) . Given bases {ψr`} ⊂ H2r(P∆◦ ,Z)
resp. {ψˆr`} ⊂ im(ı2r∗ )Z, we obtain C-bases for the solutions to τ∆GKZ resp.
for the C-periods (assuming the Hyperplane Conjecture) which are Z-
linear combinations of the {Bκ}. That is, writing B∅(t) = ∑ b∅ntn =:∑
ant
n =: A(t), we have
(2.2)
(∧)
ψ r`(B∆) = A(t)
(∧)
P r`(τ) +
∑
|κ′|<r
(2pii)|κ′|−rτκ′
∑
n
 ∑
|κ′′|=r−|κ′|
(∧)
c κ′,κ′′b
κ′′
n
 tn
where
(∧)
P r` are Z-homogeneous polynomials of degree r and
(∧)
c κ′,κ′′ ∈ Z.
Remark 2.1. (i) The full assertion for the C-periods holds without
the Hyperplane Conjecture for r ≤ min
{
n−1
2 , 1
}
. Writing A′ ⊂ A
for the points (if any) interior to facets, the periods canot depend on
the {log(ai)}v(i)∈A′ because taking ai → 0 does not make Xa singular.
Moreover, X◦ avoids the corresponding (exceptional) {Di}; so there are
M − |A′| independent {ψˆ1`} (with leading terms A(t)× the M − |A′|
independent linear combinations of the {τj} with no such log(ai)’s).
But these must all be periods since (by mirror symmetry) there are
h1,1tr (Xa) = h1,1alg(X◦) = M − |A′| independent periods.
(ii) Moreover, applying r {Ni = log(Ti)} to a Z-period with “logr(t)”
leading term must yield a Z-multiple of A(t). So (a fixed integer mul-
tiple of) this period must be a Z-linear combination of the {ψr` (B∆)}
plus a C-linear combination of the {ψr′` (B∆)}r′<r. If all of the C-linear
combinations that can appear are themselves C-periods, they can be
subtracted off. So one in fact has a basis of C-periods of the form (2.2)
for r ≤ min{n+12 , 2}.
Call `(n) := ∑nk`(k) effective (resp. quasi-effective) if all `i(n) (i >
0) are ≥ 0 (resp. at most one < 0). Clearly the
an =

(−`0(n))!∏
i>0 `i(n)!
`(n) effective
0 otherwise,
being multinomial coefficients, are all integers. Now using (2.1):
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• If `(n) is effective, then the
(
∂r0D0 · · · ∂rNDNB`(n)
)
(0)
/
an are Z-linear
combinations of products
N∏
i=0
∏
P ∈ Z|`i(n)|≥0
|P | = ri
`i(n)∏
j=1
j−pj .
Since bκ′′n /an is a Z-linear combination of these with |r| = |κ′′|, bκ′′n
can be written as P
Q
(P,Q ∈ Z) with Q | L|κ′′||`0(n)|, where Ls :=
lcm{1, . . . , s}.
• If `(n) is quasi-effective, with (say) `1(n) < 0, then
(
∂D1B`(n)
)
(0) =
(−`0(n))! (−`1(n)− 1)!∏
i>1 `i(n)!
= (Σi>1`i(n))!Πi>1`i(n)!
/
(Σi>1`i(n))!
(−`0(n))! (−`1(n)− 1)!
is the quotient of a multinomial coefficient by an integer of the form
A!/(B − 1)!(A − B)!, which always divides LA. Repeated differen-
tiation as above now shows that bκn = P/Q with Q | L|κ||`(n)|+ , where
|`|+ = ∑i: `i>0 `i (≥ −`0).
Definition 2.2. A reflexive polytope ∆ ⊂ Rn is facile if:
• ∆,∆◦ admit regular projective triangulations;
• the Mori coneM∆◦ is regular simplicial, with generators `(k);
• `(n) := ∑nk`(k) is quasi-effective for each n ∈ ZM≥0; and
• n ≤ 3, or the Hyperplane Conjecture holds for ∆.
Now let W• denote the monodromy weight filtration for the large com-
plex structure limit, with
hi := rk
(
GrW2iHn−1(Xa)
)
= rk
(
GrW−2iHn−1(Xa)
)
= rk
(
H i,n−i−1(Xa)
)
(a very general), which is 1 for i = 0 or n− 1.
Theorem 2.3. If ∆ is facile, there exists a basis of Hn−1(Xa,C), of
the form γrµ ∈ W2(r−n+1)Hn−1(Xa,C) (r = 0, . . . , n− 1; µ = 1, . . . , hr),
with periods
(2.3) pirµ :=
ˆ
γrµ
ωa =
∑
|κ|=r
crµ,κτ
κ
∑
ant
n +
∑
|κ|<r
1
(2pii)r−|κ| τ
κ
∑
n∈ZM≥0
βr,κµ,nt
n,
where each an ∈ Z, each crµ,κ ∈ Z, βr,κµ,n = PQ (P,Q ∈ Z) with Q | Lr−|κ||`(n)|+,
and (for each r, µ) some crµ,κ 6= 0. Moreover, this basis becomes Q-
rational in the associated graded ⊕GrW2i .
For the irrationality proofs, we need to apply this to certain 1-
parameter families.
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Definition 2.4. A facile CY pencil is a family of anticanonical hyper-
surfaces Xξ = {φ(ξ) = 0} ⊂ P∆ parametrized by ξ ∈ P1, where:
• ∆ ⊂ Rn is a facile polytope;
• φ(ξ, x) := ∑m∈A∆ ξomPm(ξ)xm, with o0 = 0 and om > 0 for m 6= 0,
Pm(ξ) ∈ Z[ξ] with gcdm∈A{Pm(ξ)} = 1, and (if n > 1)
∏N
i=0 Pv(i)(0)`
(k)
i =
1 (∀k), P0(0) = 1;
• the VHS on Hn−1(Xξ) is pure, with a factor Hn−1tr (Xξ) =: Wφ with
Hodge numbers hn−1,0 = hn−2,1 = · · · = h0,n−1 = 1; and
• ∑Ni=1 ov(i)`i(n) ≥ |`(n)|+ ∀n ∈ ZM≥0.1
In particular, note that Wφ has maximal unipotent monodromy
at ξ = 0. Since the resulting tk = ξ
∑
oi`
(k)
i gk(ξ) with gk(ξ) ∈ 1 +
ξZ[[ξ]], and 2piiτk = (
∑
oi`
(k)
i ) log ξ+
∑
m>0
hkm
m
ξm (hkm ∈ Z), while also
P0(ξ)−1 ∈ 1 + ξZ[[ξ]], substituting into (2.3) and normalizing yields at
once the
Corollary 2.5. Near ξ = 0, any facile CY pencil admits a multivalued
basis {γj}n−1j=0 of W∨φ,C ∼= H trn−1(Xξ,C) (Q-rational in GrW• ), holomor-
phic functions f (j)(ξ) = ∑m≥0 f(j)m ξm, and an integer ε ∈ N, such that
the periods
Π` :=
ˆ
γ`
ωξ :=
ˆ
γr
1
(2pii)n−1ResXξ
(
dx1/x1∧···∧dxn/xn
φ(ξ,x)
)
take the form
Π`(ξ) =
1
(2pii)`
∑`
j=0
1
j! log
j(ξ)f (`−j)(ξ),
with each εLjmf(j)m ∈ Z, and f(0)0 = 1.
Note that in this scenario, γj generates GrW2(j−n+1), the monodromy
logarithm N sends γn−1 7→ γn−2 7→ · · · 7→ γ1 7→ γ0, and γ0 generates
the local invariant cycles in Htrn−1(Xξ,Z).
3. Very special values
Let φ ∈ Z[x±11 , . . . , x±1n ] (n ≥ 1) be an integral Laurent polynomial,
with reflexive Newton polytope ∆ = ∆φ, and P∆ be the (possibly
singular) toric variety associated to a maximal projective triangulation
of ∆◦ [Ba]. We begin by defining several notions we shall require for
the general irrationality statement.
1this is automatic if `(n) is effective.
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Denote by Xφ ρ→ P1 the Zariski closure in P∆ × P1t of X×φ := {1 −
tφ(x) = 0} ⊂ Gnm× (P1t\{0}), and write t = λ−1, Xφ,t := Xλφ := ρ−1(t).
(Note that ρ is given by 1/φ resp. φ when working in t resp. λ.) We
shall call φ involutive if there exists a birational map I : Xφ 99K Xφ over
t 7→ ±t−1, defined over Q. Further, φ is said to admit a facile r-cover
(r ∈ N) if there is a facile CY pencil X = {′φ(ξ, y) = 0} ⊂ P∆′ × P1ξ
and a dominant (genrically r : 1) rational map J : X 99K Xφ over
ξ 7→ ξr = t. We say that φ is of conifold type if2 the nonzero critical
values of φ : (C×)n → C underlie (isolated) ordinary double points in
the fibers.
While we will not assume that 1−tφ is ∆-regular for general t, or even
that the generic fiber of ρ is smooth, we shall impose the conditions that
the variation Hφ underlain by Rn−1ρ×Q is pure (of weight (n − 1)),3
and that the minimal sub-VHS Vφ containing the class of
ωφ,t := ωλφ := 1(2pii)n−1ResXλφ
(
dx1/x1∧···∧dxn/xn
1−tφ(x)
)
∈ Ωn−1(Xλφ)
is of rank n, with Hodge numbers {hi,n−i−1}0≤i≤n−1 all 1. In this case
we call φ principal (since Vφ is a “principal VHS” [Ro]). Denote the
singularity (discriminant) locus of Vφ by Dφ; since Xφ,0 = D∆, Vφ has
maximal unipotent monodromy at t = 0, and so 0 ∈ Dφ. Write D×φ :=
Dφ ∩ Gm, Pφ(t) := ∏t0∈D×φ ( tt0 − 1), δφ := |D×φ | = deg(Pφ), and rφ =
min{|t| | t ∈ D×φ }. For φ of conifold type, the monodromy of Vφ about
each point of D∗φ is given by a single Picard-Lefschetz transformation.
Since the local exponents are then given by {0, 1, . . . , n − 2} ∪ {n−22 },
an easy calculation4 shows that the Picard-Fuchs operator for ωφ takes
the form
Dφ(t) := Pφ(t)δnt +
n−1∑
k=0
fφ,k(t)δkt ∈ C[t, δt].
2When φ is not ∆-regular, we also assume that no non-generic singularities of
Xλφ along the base locus Xλφ ∩ D∆ occur for values λ ∈ D∗φ (hence don’t affect the
local system Vφ), see below.
3For n = 1, the generic Xφ,t is a pair of points, and H0[resp. H0] means ev-
erywhere the augmentation cokernel [resp. kernel], i.e. reduced (co)homology.
Involutivity and reflexivity imply that xφ(x) is a quadratic polynomial with two
distinct roots.
4With no information on exponents, one would have Pφ(t)δnt +
∑n−1
k=0
Fk(t)
Pφ(t)n−k−1 δ
k
t
(Fk ∈ C[t]); the existence of holomorphic solutions with orders 0 thru n− 2 about
each root t of Pφ forces (t− t)n−k−1 | Fk. Note that if n is even, the exponent n−22
is repeated.
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For n > 2 we remark that ρ is not semistable over 0 (and possibly at
other points of Dφ) without blowing up P∆ along the singularities of
the base locus, but this won’t be an issue for us.
The isomorphism X×φ → Gnm provides n coordinates xi ∈ O∗(X×φ ) ∼=
H1M(X ∗φ ,Q(1)) whose cup product produces the coordinate symbol {x} =
{x1, . . . , xn} ∈ HnM(X×φ ,Q(n)). We shall call φ tempered if this lifts
to a motivic cohomology class Ξ ∈ HnM(X−φ ,Q(n)), where X−φ :=
Xφ \ X∞φ . Writing Txi [resp. T{x}] for the analytic chain of x−1i (R−)
[resp. ∩ni=1x−1i (R−)] and Uφ := P1\ρ(T{x}), we term φ strongly tempered
if the higher normal function (HNF) defined by
νφ,t := AJn,nXφ,t(Ξ|Xφ,t) ∈ Hn−1(Xφ,t,C/Q(n))
has a single-valued holomorphic family of lifts
ν˜φ,t ∈ Hn−1(Xφ,t,C)
over Uφ.5 We shall only really care about the Vφ-component of νφ below,
so one might as well regard it as an element of ANF(Vφ(n)). Note that
any lift (such as ν˜φ) of this component must have nontrivial monodromy
on P1 \ Dφ (as opposed to just Vφ): otherwise its topological invariant
[νφ] ∈ Hom (Q(0), Hn (ρ−1(P1 \ Dφ),Q(n))) would vanish. Since the
latter is computed by ΩΞ, which restricts to the Haar form on X ∗φ ∼= Gnm,
this is absurd.
Now either ωφ,t or ω˜φ,t := tωφ,t is a holomorphic section of the canon-
ically extended Hodge bundle Fe := Fn−1Vφ,e. As residue forms, they
are really most naturally regarded as elements of Hn−1(Xφ,t,C) for any
t ∈ P1. If t /∈ Dφ, then purity of Hφ makes Hn−1 → Hn−1 an isomor-
phism,6 allowing us to treat them as cohomology classes; but over all
of P1 or Uφ, they only make sense as sections of Hn−1. Conveniently
enough, this pairs with Hn−1(Xφ,t,C), allowing us to define
V˜φ(λ) :=
〈
ν˜λφ , ω˜
λ
φ
〉
∈ O(Uφ).
This extends to a multivalued-holomorphic function
Vφ(λ) :=
〈
νλφ , ω˜
λ
φ
〉
mod P˜Q(n)φ
5Note that if we assume this only over Uφ \ Uφ ∩ Dφ, the lift extends to Uφ
anyway: the single-valuedness of ν˜ on a punctured disk about t0 means ν has no
singularity at the center, so that ν˜ uniquely extends to the whole disk. The value
ν˜(t0) lies in ker(T − I) in the canonical extension Hlimφ , which contains the image
of Hn−1(Xφ,t0); see [7K, §5].
6Here and below, we use the polarization Q to make this identification (up to
twist).
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on P1 \ Dφ, defined up to Q(n)-periods of ω˜λφ; we shall refer to both
V and V˜ as the truncated higher normal function (THNF) associated
to Ξ and ω˜φ. Note that V˜φ cannot extend to an entire function, since
ν˜φ has nontrivial monodromy on P1 \ Dφ and ω˜φ has n independent
periods (courtesy of the maximal unipotent monodromy).
We can now state the main result of this section:
Theorem 3.1. Let φ(x1, . . . , xn) be an integral Laurent polynomial,
such that φ(−x) has all positive coefficients, which is reflexive, involu-
tive, principal, strongly tempered, of conifold type, and admits a facile
r-cover. Assume that δφ = 2, Dφ ∈ Z[t, δt], and rφ < e−n. Then
V˜φ(0) /∈ Q×.
3.1. Proof of Theorem 3.1.
Step 1: The power series. By involutivity, the four points of Dφ have
λ-values 0, λ0,±λ−10 ,∞, with |λ0| = rφ < 1 < |λ0|−1. Moreover, the Z-
local system Vφ underlying Vφ has maximal unipotent monodromy at
λ = 0, with (rank 1) invariant subsystem on the diskDrφ generated by a
family of (n− 1)-cycles ϕλ0 . Indeed, we may assume that ϕλ0 = I∗′ϕI(λ)0
where Tube(′ϕ0) = Tn := {|x1| = · · · = |xn| = 1} ⊂ P∆ \ XI(λ)φ . As
the Hodge bundle Fe has degree 1 [GGK], and ωφ ∈ Γ(P1,Fe) has a
zero at ∞, we have (I∗ω)/ω = Mλ−1 for some M ∈ Q×. But then
(I∗)2ω = I∗M
λ
ω = M2
λI(λ)ω = ±M2ω, and since (I∗)2 acts on Vφ (and VCφ
is irreducible), we must have M2 ∈ Z× = {±1}. This forces M = ±1
hence I∗ω = ±ω˜. The holomorphic period at λ = 0 is therefore
Aφ(λ) :=
ˆ
ϕλ0
ω˜λφ =
ˆ
′ϕI(λ)0
I∗ω˜λφ
= ±
ˆ
′ϕI(λ)0
ω
I(λ)
φ = ±
ˆ
′ϕ0,±λ
ωφ,±λ
= ±
ˆ
Tn
dx1/x1∧···∧dxn/xn
1∓λφ(x) ,
and of course we may change the signs of ϕ0 and λ if needed so that
(3.1) A(λ) =
∑
k≥0
[φk]0λk =:
∑
k≥0
akλ
k
(where [·]0 denotes “constant term”), with a0 = 1. By the fundamental
result of [DvdK], we have rA :=
(
lim supk→∞ |ak|1/k
)−1 ∈ C×; and since
A is a period of (Vφ, ω˜φ), rA must be the modulus of an element of D×φ
(i.e., rφ or r−1φ ). Since the [φk]0 are all (positive) integers, rA = rφ.
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On the other hand, positivity of the coefficients of φ(−x) forces
φ(Tx) ⊂ [1,∞]. Now the global minimum of φ(Tx) necessarily occurs
at a critical point of φ; more precisely, it may be regarded as the ter-
minus of a Lefschetz thimble on the generator ∂TΞ of V0,limφ /NV0,limφ ∼=
GrW0 Hn−1(X0φ), and thus is ± the λ-coordinate of a point of D∗φ. Clearly
this must be the larger one, so that Uφ contains the disk Dr−1
φ
about
λ = 0. Writing
V˜φ(λ) =:
∑
k≥0
vkλ
k,
it follows that rV :=
(
lim supk→∞ |vk|1/k
)−1
= r−1φ .7 Moreover, since
A(λ) is (up to scale) the only period of ω˜φ invariant about λ = 0, and
it is not invariant about λ = λ0, we conclude that V˜φ(λ) [resp. ν˜λφ ] is
the unique analytic continuation of Vφ(λ) [resp. holomorphic lift of νλφ ]
which is well-defined on Uφ.
In particular, V˜φ(0) = v0 ∈ C is well-defined. Assuming henceforth
that v0 6= 0, we may consider
Bφ(λ) := −V˜φ(λ) + V˜φ(0)Aφ(0) =:
∑
k≥1
bkλ
k.
Obviously this has radius of convergence rB = rA (< 1), while vk =
v0ak − bk → 0 as k → 0. Restricting if necessary to a subsequence
akj →∞, we therefore have
lim
j→∞
bkj
akj
= v0.
Step 2: The inhomogeneous equation. Since the holomorphic period of
ω˜ about λ = 0 is obtained by substituting λ for t in the holomorphic
period of ω about t = 0, the same goes for the (inhomogeneous) Picard-
Fuchs equations: that is,
Dφ(λ)P˜Cφ = 0.
Consequently, in Vφ we have
(3.2) Pφ(λ)∇nδλ [ω˜φ] = −
n−1∑
k=0
fφ,k(λ)∇kδk [ω˜φ];
and regarding ω˜φ as a section of Vφ,e, maximal unipotent monodromy at
λ = 0 and Res0∇ = 12piiN imply the independence of the {∇kδk [ω˜φ]}n−1k=0
in the fiber V0φ,e. As Nn = 0, ∇nδλ [ω˜φ] vanishes in V0φ,e, and so all
7Recall that V˜φ cannot be entire.
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fφ,k(0) = 0 =⇒ fφ,k(λ) =: λgφ,k(λ). Moreover, since Dφ(λ) ◦ λ−1 (like
Dφ(t)) kills [ωφ], we have
F (t) ◦Dφ(t) = Dφ(λ) ◦ λ−1 = Dφ(±t−1) ◦ t
for some function F (t). Since (δφ = 2 =⇒ ) P (λ) is quadratic, a short
computation shows that F (t) = ±1
t
and that the tgφ,k(t−1) must be
polynomials, forcing the gφ,k to be linear.
Next, define the Yukawa coupling by
(3.3) Y (λ) := Q
(
[ω˜λφ],∇n−1δλ [ω˜λφ]
)
∈ C(λ)×.
Let w be a local coordinate at a point p ∈ D×φ , about which monodromy
is described by C 7→ C − 〈C, σ〉σ (since φ is of conifold type). Writing
[ω˜λφ] with respect to a local basis {σ0, . . . , σn−1} of Vφ with σ1, . . . , σn−1
invariant about p and σ = σ0 [resp. σ1] for n odd [resp. even] (with
σ0 7→ −σ0 resp. σ0 7→ σ0 − σ1), the coefficients ui(w) of {σ1, . . . , σn}
are holomorphic and we have (near p) u0(w) ∼ w n−22 [resp. u0(w) ∼
u1(w) log(w) ∼ w n−22 log(w)]. From this we compute Y ∼ w n−22 −(n−1)×
w
n−2
2 = w−1, so that Y has (at worst) simple poles at D×φ . Moreover,
the pairing (3.3) makes sense in V0φ,e, so that Y (0) 6=∞; while I∗ω˜λφ =
±λω˜λφ =⇒ Y (I(λ)) = ±λ2Y (λ) =⇒ ord∞(Y ) ≥ 2. Since Y is
rational with only 2 simple poles, it can have only the double zero at
∞, and thus8
Y (λ) = Y (0)
Pφ(λ)
.
To evaluate Y (0), and also anticipating Step 3, we extend ϕλ0 to a
basis {ϕλj }n−1j=0 of (Vλ,Qφ )∗ ∼= Hn−1(Xλφ ,Q) on an angular sector of the
punctured disk D×rφ satisfying ϕn−j−1 = N
jϕn−1 hence ϕj ∈ W2(j−n+1)
(N = log(T ) the monodromy logrithm at 0, and W• = W (N)[n −
1]•). From NQ = −QN and Nn = 0, the Q(ϕj, ϕk) are zero for
j + k < n − 1, and the (−1)jQ(ϕj, ϕn−j−1) equal a common constant
Q−10 ∈ Q×. We may then modify ϕj 7→ ϕˆj = ϕj +
∑
i<j αijϕi ∈
W2(j−n+1) (αij ∈ Q) so that Q(ϕˆi, ϕˆn−j−1) = (−1)iQ−10 δij, with Nφˆj =
φˆj−1 +
∑
i<j−1 ηijϕˆi (ηij ∈ Q) and dual basis {ϕˇj} of VQφ . (Note that
ϕˇj ∈ W2(n−j−1)Vφ, −Nϕˇj = ϕˇj+1 +∑i>j+1 ηjiϕˇi, while Q(ϕˇn−i−1, ϕˇj) =
(−1)iQ0δij.) Writing locally
[ω˜λφ] =
n−1∑
j=0
(ˆ
ϕˆj
ω˜λφ
)
ϕˇj =:
n−1∑
j=0
pˆij(λ)ϕˇj
8One may also show that gφ,n−1(λ) = n2P ′φ(λ), but we won’t need this.
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in Vφ, and pij(λ) :=
´
ϕj
ω˜λφ, we have
pi0(λ) = pˆi0(λ) = Aφ(λ) =: A(0)φ (λ)
and
pˆij = pij(λ) +
∑
i<j
αijpii(λ);
while in accordance with the monodromy properties of ϕj,
(3.4) pij(λ) =
j∑
k=0
logk(λ)
(2pii)kk!A
(j−k)
φ (λ)
for some functions A(`)φ (λ) holomorphic on Drφ . Clearly, the limits
limλ→0 log`(λ)
(
δn−1λ pˆij
)
(λ) are zero for j < n − 1, while we have
limλ→0(2pii)n−1
(
δn−1λ pˆin−1
)
(λ) = 1 = A(0)φ (0); and so Y (0) = (2pii)1−n×
Q(ϕˇ0, ϕˇn−1) = ±Q0(2pii)n−1 .
Now the fiberwise restrictions Ξλ := Ξ|Xλ
φ
(λ 6= ∞) have trivial
class in HomMHS
(
Q(0), Hn(Xλφ ,Q(n))
)
, so that TΞ is a coboundary
over any sufficiently small B ⊂ A1λ. Since the regulator current RΞ has
dRΞ = dx1x1 ∧ dxnxn − (2pii)nδTΞ on X−φ , writing TΞ|ρ−1(B) ≡ ∂ΓB (mod
∂ρ−1(B)) yields a current R˜BΞ := RΞ|ρ−1(B) + (2pii)nδΓB with closed
fiberwise pullbacks. This yields
(3.5)
∇δλνλφ = ∇δλ [R˜BΞλ ] =
[(
dx1
x1
∧ · · · ∧ dxn
xn
y δ˜λ
)∣∣∣
Xλ
φ
]
= −(2pii)n−1[ωλφ].
Using this (and Q(ω,∇kδλω˜) = 0 for k < n − 1), one computes that
δkλV (λ) = δkλQ(ν, ω˜) = Q(ν,∇kδλω˜) for k < n and−(2pii)n−1Q(ω,∇n−1δλ ω˜)+
Q(ν,∇nδλω˜) for k = n. Using (3.3), we have at once
Dφ(λ)Vφ(λ) = ±(2pii)n−1λY (λ)Pφ(λ) = ±Q0λ.
Notice that while Vφ(λ) is multivalued, the ambiguities are killed by
Dφ(λ). Moreover, V˜φ(λ) satisfies the same equation, so thatDφ(λ)Aφ(λ) =
0 =⇒
(3.6) Dφ(λ)Bφ(λ) = ∓Q0λ.
Step 3: Arithmetic of coefficients. By (3.1) and the integrality of φ,
we have am ∈ Z (∀m). Expressing bm as pmqm with pm ∈ Z and qm ∈ N
relatively prime, we claim that for some fixed εB ∈ N,
(3.7) qm | εB(m!)n (∀m).
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Indeed, if we write Pφ(λ) = c′nλ2 + c′′nλ + 1 and gφ,j(λ) = c′jλ + c′′j (al
c′j, c
′′
j ∈ Z; c′n = ±1), substituting
∑
m≥1 bmλm = Bφ(λ) in (3.6) yields
b1 = ±Q0 ∈ Q and the recurrence
−mnbm =
(
Σnj=0c′j(m− 2)j
)
bm−2 +
(
Σnj=0c′′j (m− 1)j
)
bm−1.
Taking εB = q1, this establishes (3.7).
We claim that, in addition (modifying εB if necessary),
(3.8) qm | εBLnrm (∀m).
To show this, we make use of the facile r-cover J , which induces an iso-
morphism of VHS J ∗Vφ ∼=W′φ hence of their extended Hodge bundles
OP1
ξ
(r) ∼= J ∗Fn−1e,φ ∼= Fn−1e,′φ over P1ξ , of which J ∗ωφ,ξr and
′ωξ = (2pii)1−nResXξ
(
dy1/y1∧···∧dyn/yn
′φ(ξ,y)
)
are sections. Since gcdm∈′A{′Pm(ξ)} = 1, ′ωξ has no zeroes over A1ξ , so
that both sections share the divisor r[∞]. Since (J ±1ξ )∗ exchanges the
generators I∗(ϕ0) and γ0 of the integral invariant cycles about ξ = 0
and λ = 0, and limt→0
´
I∗(ϕ0) ωφ,t = 1 = limξ→0
´
γ0
′ωξ, we find that
′ωξ = J ∗ωφ,ξr . Via I∗ω˜ξrφ = ωφ,ξr , Corollary 2.5, and (3.4), we therefore
have (0 ≤ ` ≤ n− 1)
pˆi`(ξr) =
ˆ
ϕˆ`
ω˜ξ
r
φ =
ˆ
J∗γˆ`
ωφ,ξr =
ˆ
γˆ`
′ωξ
for some γˆ` =
∑
k≤`(2pii)k−`βk`γk ∈ W2(`−n+1)W∨φ,Q (βk` ∈ C; β`` = r`).
That is,
(3.9) pˆi`(ξr) =
1
(2pii)`
∑
m ≥ 0,
0 ≤ j ≤ k ≤ `
1
j! f
(k−j)
m βk` ξ
m logj(ξ).
Returning to the λ-disk for a moment, we have [ω˜0φ] ≡ Q0ϕˆn−1 in
Hn−1(X0φ) so that ν˜0φ = Q−10 v0ϕˇn−1 in Hn−1(X0φ). This fixes the con-
stant of integration, so that (3.5) gives
ν˜λφ −Q−10 v0ϕˇn−1 =
ˆ
0
(
∇δλνλφ
) dλ
λ
= −(2pii)n−1
ˆ
0
[ωλφ]
dλ
λ
= (2pii)n−1
n−1∑
`=0
ˆ
0
pˆi`(λ)dλ ϕˇ`
(3.10)
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in Vφ. Since Q(Q−10 v0ϕˇn−1, ω˜λφ) = v0Aφ(λ) and Q(ν˜λφ , ω˜λφ) = V˜φ(λ),
pairing (3.10) with [ω˜λφ] =
∑n−1
`′=0 pˆi`′(λ)ϕˇ`′ yields the key formula
−Bφ(λ) = (−2pii)n−1Q0
n−1∑
`=0
(−1)`pˆin−`−1(λ)
ˆ
0
pˆi`(λ)dλ.
Substituting ξr = λ, this becomes
±∑
µ≥1
bµξ
rµ = (2pii)n−1Q0
n−1∑
`=0
(−1)`pˆin−`−1(ξr)
ˆ
0
pˆi`(ξr)rξr−1dξ,
and using
´
0 log
a(x)xb−1dx = xb∑ac=0 (−1)a−ca!(a−c)!bc+1 loga−c(x) together with
(3.9),
= Q0r
∑
m≥0
ξm
∑
(∗)m
(−1)`+j′−i′
(j′ − i′)!j′′!
f
(k′′−j′′)
m′′ f
(k′−j′)
m′ βk′′,n−`−1βk′,`
(m′ + r)i′+1 log
j′′+j′−i′(ξ),
where the ∑(∗)m (finite for each m) is over m′ + m′′ = m− r, 0 ≤ ` ≤
n − 1, 0 ≤ j′′ ≤ k′′ ≤ n − ` − 1, and 0 ≤ i′ ≤ j′ ≤ k′ ≤ `. Since this
plainly has to be a power series in ξr, the log∗ ξ terms must cancel out
(forcing j′′ = 0 = j′ − i′), leaving us with
(3.11) = Q0r
∑
m≥0
ξm
∑
(∗)m
(−1)`
(m′ + r)j′+1 f
(k′′)
m′′ f
(k′−j′)
m′ βk′′,n−`−1βk′,`.
Let {σ1, . . . , σd} (σ1 = 1) be a basis of the Q-vector space B generated
by all the products {βijβk`}, and write βijβk` = ∑ds=1 qijk`s σs. Since
(3.11) = ±∑ bµξrµ with bµ ∈ Q (and f(a)b ∈ Q), the resulting “σs-
components” of (3.11) vanish for s > 1, while
(3.12) ± bµ = Q0r
∑
(∗)rµ
(−1)`
(m′ + r)j′+1 f
(k′′)
m′′ f
(k′−j′)
m′ q
k′′,n−`−1,k′,`
1 .
Choose  ∈ N sufficiently large that all the {Q0qijk`1 } (a finite set) are
integers. Now m′ + r ≤ rµ =⇒ Lj
′+1
rµ
(m′+r)j′+1 ∈ Z, while Corollary 2.5
=⇒ εf(k′′)m′′ Lk′′rµ, εf(k
′−j′)
m′ L
k′−j′
rµ ∈ Z. Since in each term of RHS(3.12) we
have k′′ + k′ − j′ + j′ − 1 = k′′ + k′ + 1 ≤ (n − ` − 1) + ` + 1 = n,
multiplying the original εB by ε2 gives εBbµLnrµ ∈ Z, as desired.
Step 4: Irrationality of v0. Let Λm := gcd(m!, Lrm), so that by Step 3
we have εBΛnmbm =: Bm ∈ Z (∀m). Writing Pm := {p prime | p ≤ m},
set
pi(m) = |Pm| and χ(m) :=
∑
p∈Pm
log(p).
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Evidently
eχ(m) ≤ Λm ≤
∏
p ≤ m
p prime
pblogp(rm)c ≤ (rm)pi(m),
hence
(3.13) eχ(m)/m ≤ Λ1/mm ≤ (rm)pi(m)/m.
By the Prime Number Theorem and its proof, pi(m)
m
∼ 1log(m) and
limm→∞ χ(m)m = 1. So the outer terms of (3.13) limit to e, and so
does Λ1/mm .
Finally, suppose v0 = PQ (P ∈ Z, Q ∈ Z \ {0}). Then
lim sup
m→∞
|εBΛnmamP −BmQ|
1
m
=
(
lim
m→∞Λ
1/m
m
)n
· lim
m→∞ |εBQ|
1
m · lim sup
m→∞
|amv0 − bm| 1m
= en · 1 · rφ (by Step 1)
< 1 (by assumption),
and for some sufficiently large m we therefore have
0 < |εBΛnmamP −BmQ| < 1,
a contradiction. Q.E.D.
3.2. Casting a wider net. By [7K, Thm. 5.2], we can think of ν˜0φ
as computing the extension of Q(0) by W−2nHn−1(X0φ,Q(n)) ∼= Q(n)
associated to Ξ|X0
φ
∈ HnM(X0φ,Q(0)). Since (I∗ω)|X0φ generates the top
graded piece GrW0 Hn−1(X0φ,Q), pairing with it sends the generator of
Q(n) to (2pii)n. So V˜φ(0) realizes AJ
(
Ξ|X0
φ
)
∈ C/(2pii)nQ, which one
interprets (arguing as in [op. cit.], at least for n ≤ 3) as a Borel
regulator value rBor for K2n−1 of the number field k required to resolve
X0φ. Since this is just the field of definition of I, the numbers V˜φ(0)
appearing in Theorem 3.1 are limited (at best) to ζ(n).
The first step in a generalization of this result would be to expand
the notion of involutivity:
• drop the requirement k = Q,
• replace t 7→ ±t−1 by t 7→ 1
Ct
(C ∈ Z), and
• allow I to be a correspondence inducing an isomorphism between
the Q-VHS Vφ and its pullback.
Unfortunately, we have to pay for this expansion with a stronger bound:
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Proposition 3.2. Let φ be as in Theorem 3.1, but with the weaker
involutivity just described. Assume in addition that rφ < e
−n
|C| . Then
V˜φ(0) /∈ Q.
The proof is a straightforward, but tedious, generalization of the
above. One nice formal consequence is that I∗ω = c
λ
ω for c ∈ C×
with c2
C
= ±1, so that V˜φ(0) = 〈ν˜0φ, ω˜0φ〉 = c−1〈ν˜0φ, I∗ωφ,0〉 = c−1rBor.
For example, if n = 2 and I is defined over Q(i), then one expects
rBor ∼
Q×
iG, where G = L(χ−4, 2) is Catalan’s constant. But then,
one also expects c ∼
Q×
i, so that V˜φ(0) ∼
Q×
G — a not-insignificant
“calibration”, as irrationality of iG and of G are rather different things.
Naturally, we don’t have a proof of the latter, but we will briefly discuss
some higher normal functions with G as a special value below.
Remark 3.3. The function of I and J in the above proof is to match
periods of a pullback of Vφ with those of Vφ resp. the facile family. If
one has such a matching by other means, there is obviously no need
for the maps of varieties.
Another natural way to relax the hypotheses is to permit the New-
ton polytope of φ to be non-reflexive, as long as 0 remains its unique
interior integral point. This ensures that, while Xλφ may not be Calabi-
Yau, hn−1,0(Xλφ) remains 1. More significantly, one could abandon the
“principality” constraint that Hodge numbers of Vφ all equal 1, in or-
der to make contact with results (such as [Z2]) involving linear forms
in more than one zeta value; two likely sources of interesting examples
will be discussed in §5.4.
4. Low dimension
In order to implement Theorem 3.1 in any specific cases, we must
be able to check strong temperedness and compute V˜φ(0). To this end,
we examine the boundary structure more closely. Let φ and P∆ be
as in the first paragraph of §3, with associated family Xφ →
ρ
P1 of
anticanonical hypersurfaces.
Consider the toric variety Pˆ∆ associated to ∆◦ without the trian-
gulation, with canonical blow-down morphisms P∆ 
b
Pˆ∆, D∆ 
b
Dˆ∆ = Pˆ∆ \ Gnm. Let σ ⊂ ∆ be a codimension-j face with ((j − 1)-
dimensional) dual σ◦ ⊂ ∆◦, and Gn−jm ∼= Dˆ×σ ⊂ Dˆσ ⊂ Dˆ∆ the corre-
sponding (open resp. closed) codimension-j stratum. The ((n− j+ 1)-
dimensional) strata Dασ ⊆ b−1(Dˆσ) correspond to the ((j − i − 1)-
dimensional) faces σ◦α ⊆ σ◦ in the triangulation of ∆◦. A basis of
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the flag ann(σ◦) ⊆ ann(σ◦α) ⊆ Zn produces n− j + 1 toric coordinates
{xσ1 , . . . , xσn−j; y1, . . . , yi} on Dα,×σ , with b induced by forgetting the {yi}.
Writing Yφ := Xλφ ∩ D∆ 
b
Yˆφ, each9
Y ασ := Yφ ∩ Dασ = ∪µσi=1Y α,iσ 
b
∪µσi=1Yˆ iσ = Yˆσ =: Yˆφ ∩ Dσ
is cut out of Dασ resp. Dˆσ by a “face polynomial” φσ(xσ1 , . . . , xσn−j) given
(up to a shift) by rewriting the terms {cxm | m ∈ σ} of φ in terms of
xσ.
A precondition for temperedness of φ (as defined above) is that the
iterated residues of the coordinate symbol {x}|(Xλ
φ
)× along strata Y ασ of
Xλφ \ (Xλφ)× all vanish, which is equivalent to the vanishing of the {xσ}
on Yˆ ×σ :
Definition 4.1. φ is weakly tempered10 if the symbols
(4.1) {xσ1 , . . . , xσn−j}|Yˆ ×σ = 0 ∈ KMn−j(Q¯(Yˆ iσ))⊗Q
for all 1 ≤ j ≤ n− 1, σ ∈ ∆(j), and i = 1, . . . , µσ.
This is a condition on the face polynomials φσ =
∏
φσ,i. For example,
(4.1) holds:
• for j = n− 1 if all edge polynomials are cyclotomic; and
• for j = n−2 if (for all 2-faces) the φσ,i are Steinberg (i.e. φσ,i(x, y) = 0
makes {x, y} = 0 in K2).
We will say that φσ is Q-Steinberg if its factors are Steinberg and
defined over Q.
For n ≥ 4, it may not even be the case that weak temperedness im-
plies the existence of pointwise lifts Ξλ ∈ CHn(X˜λφ , n)⊗Q of {x}|Xλ,×
φ
to a smoothing. This is always true for n ≤ 3; for n = 4, 5 it holds if
(for instance) all boundary strata are rational and defined over a totally
real number field. (See [DK, §3] for other refinements.) For particular
families one can certainly check temperedness in any dimension. How-
ever, in the remainder of this section, we prefer to restrict to the case
n ≤ 3.
Let Kφ := ρ(T{x}) ⊂ P1 and Uφ := P1 \ Kφ (as in §3). We are
interested in conditions under which not only is φ strongly tempered,
9The {Yˆσ, Y ασ } need not be irreducible, as λ − φ is not assumed ∆-regular for
generic λ.
10Note that this is the definition of temperedness in [DK, §3]. Our use of “tem-
pered” here correlates to the property of “{x} completes to a family of motivic
cohomology classes” in [op. cit.].
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but where the (unique) single-valued lift ν˜λφ over Uφ is given by fiberwise
restrictions of
R{x} =
n∑
j=1
(−1)(n−1)(j−1)(2pii)j−1 log(xj)dxj+1
xj+1
∧ · · · ∧ dxn
xn
δTx1∩···∩Txj−1
up to push-fowards of currents from Yφ nd coboundary currents. The
biggest nuisance turns out ot be the correction term (2pii)nδΓλ added to
RΞλ to produce a closed current; part of this correction is (the current
of integration over) a chain on Xλφ bounding on an unknown (n − 2)-
cycle on Yφ. In order that this not contribute to V˜φ, we have to assume
that Hn−2 of Yφ (or part of it) vanishes.
To make these conditions relatively weak, we define some “bad” sub-
sets of the boundary. Let Iφ ⊂ Yφ be the generic ∆-irregularity locus
of λ−φ— that is, the closure of the union of all singularities and nonre-
duced components of all Y ×σ (computable by taking partials of φσ). Let
A ⊂ I be the locus of generic singularities of Xλφ .11 Denoting by I∆
the intersection with D∆ of the closure of the locus ∪ni=1{xi = 1} in P∆,
we writeJφ for the union of all components of Yφ not contained in I∆,
and (for n = 3) not of “Steinberg type” {xi1 + xi2 = 1, xi3 = 0 or ∞}.
Theorem 4.2. Let φ ∈ Z[x±11 , . . . , x±1n ] be a reflexive Laurent polyno-
mial for n = 1, 2, or 3.
(a) Assume that edge polynomials [resp. 2-face polynomials] of φ
are cyclotomic [resp. Q-Steinberg], and that I ⊂ I∆ and I ∩
J ⊂ A ; if n = 3, assume A consists only of A1 singularities
and lies in I∆ ∩ sing(D∆). Then φ is tempered.
(b) If n = 2, assume in addition that J is one point. If n = 3,
assume in addition that H1(J \J ∩ A ) = {0}. Then φ is
strongly tempered, with single-valued THNF
(4.2) V˜φ(λ) =
ˆ
Xλ
φ
R{x} ∧ ω˜λφ
over Uφ.
Sketch. (a) is a restatement of part of [DK, Thm. 3.8]. The strong-
temperedness part of (b) recapitulates [DK, Prop. 4.12]. We now show
that (4.2) is consistent with the lift constructed in the proof of [loc.
cit.]. Assuming first thatA = ∅, we can extend {x} to a closed precycle
on Zn(X−φ \J ×A1, n) by taking Zariski closure and (for n = 3) adding
precycles of the form
(
t, 1− t, 1− xi1
t
)
t∈P1 over the “Steinberg type”
locus S . As in [loc. cit.], one then has γ ∈ Zn(X−φ \J × A1, n + 1)
11A is empty for n = 1 or 2.
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and (closed) Ξ ∈ Zn(X−φ , n) with Ξ|X−
φ
\J×A1 = {x} + ıS∗ Z + ∂γ =⇒
RΞ|X−
φ
\J×A1 = R{x} + 12piidRγ + ı
S
∗ RZ − (2pii)nδTγ and TΞ ≡ ∂Tγ + τ
mod ρ−1(K), with τ supported on J × (P1,K). Arguing as in [loc.
cit.], our hypotheses give that τ ≡
hom
0 onJ × (P1,K). Writing this as
τ ≡ ∂CJ , the “lift” of RΞ given there is R′Ξ = RΞ + (2pii)nδTγ+CJ , so
that
R′Ξ|X−
φ
\J×A1 = R{x} + 12piidRγ.
Writing Xλφ, for Xλφ minus a small tubular neighborhood of J , this
leads to
V˜φ(λ) =
ˆ
Xλ
φ
R′Ξ ∧ ω˜λφ = lim→0

ˆ
Xλ
φ,
R{x} ∧ ω˜ + 12pii
ˆ
∂Xλ
φ,
Rγ ∧ ω˜

hence (4.2), provided lim→0
´
∂Xλ
φ,
Rγ ∧ ω˜ = 0. Viewing γ as a family of
curves in n+1 over Xφ, the (n− 2)-current Rγ is the push-forward of
R{z} (z = coordinates on n+1). If n = 2, and n is a local holomorphic
coordinate about J , one checks that Rγ is locally O(log2 u); clearly¸
|u|= log
2(u)du → 0. For n = 3 (with |(u)0| = J locally), Rγ is the
current of integration over a 3-chain times a locally-O(log2(u)) func-
tion, with the same result. Finally, in the event that A is nonempty,
and X˜−φ the blowup along A × P1 (with exceptional divisor E , one
replaces all complexes (of higher Chow cycles and currents) on X−φ by
cone (double-)complexes for the morphism E −→ A q X˜−φ . The as-
sumption that H1(J \J ∩ A ) = {0} allows CJ to be drawn so as
to avoid E . 
This result is likely far from optimal, but suffices for the applications
in the next section.
Corollary 4.3. For φ as in Theorem 4.2(b), if φ(−x) has all positive
coefficients, then
V˜φ(0) =
ˆ
ψ
R{x}|X0
λ
for any (n− 1)-cycle ψ ⊂ X0λ \J representing Q0ϕˆn−1 ∈ Hn−1(X0λ).12
Sketch. The additional hypothesis on φ ensures that λ = 0 belongs to
Uφ. Now Z0 = ResX0(I∗Ξ) = I∗ResX0(Ξ) = I∗Z0 has ΩZ0 = I∗ΩZ0 =
(2pii)n−1I∗ω0 = (2pii)n−1ω˜0, while TZ0 is an (n − 1)-cyle with dRZ0 =
ΩZ0 − (2pii)n−1δTZ0 =⇒ [TZ0 ] = [ω˜0] = Q0ϕˆn−1 in homology. So for ψ
12Q0ϕˆn−1 is the class with intersection number (±)1 against ϕˆ0; one should
think of a membrane “stretched once around” X0λ.
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as above, there exists an (n− 2)-current R on X0 with dR = ω0 − δψ,
with closed hence (by hypothesis on J ) exact restriction to J . We
may therefore assume that R (is of intersection type with respect to
J and) pulls back to 0 on J , so that lim→0
´
∂X0
φ,
R{x} ∧ R = 0. It
now follows that V˜φ(0) = lim→0
´
X0
φ,
R{x}∧ ω˜0φ = lim→0
´
X0
φ,
R{x}∧ δψ
as claimed. 
5. Examples and near-examples
Here we record some Laurent polynomials that satisfy the conditions
of Theorems 3.1 and 4.2, as well as a few which stray close enough to
warrant attention.
5.1. n = 1. Let b ∈ Z+, a = 2b+ 1, and set
φ(x) := −x+ a+ 1− a
2
4x .
Xλφ is a pair of points {pλ+, pλ−} which are distinct unless λ is a root of
Pa(λ) := λ2 − 2aλ+ 1, and Xφ has involution13
(x, λ) 7−→
(
λ−1x+ 12(1− λ−1)(a+ 1), λ−1
)
.
We have pλ± = 12(a− λ± Pa(λ)1/2), and the 0-form
ω˜λφ = λ−1ωλφ =
±1
2
√
Pa(λ)
on pλ±
has period
A(λ) =
ˆ
pλ+−pλ−
ω˜λφ =
1√
Pa(λ)
.
The regulator 0-current Rλ = log(pλ±) on pλ±, and so the HNF is
V˜φ(λ) =
1√
Pa(λ)
log(pλ+/pλ−).
Since rφ = a−
√
a2 − 1 < e−1 for all b ≥ 1, we conclude that
V˜φ(0) = log
(
b+ 1
b
)
/∈ Q.
13of course, it is its own facile 1-cover!
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5.2. n = 2. Let
φ(x1, x2) := x−11 x−12 (1− x1)(1− x2)(1− x1 − x2);
the picture
λφX
∆
indicates the (reflexive) Newton polytope ∆ and Xλφ ⊂ P∆. The green
[resp. red] dots represent Yφ \J [resp. J ]; edge polynomials are
xσ − 1 or (xσ − 1)2, so φ is strongly tempered.
The singular fibers of Xφ are over 0, ∞, and t± = −11±5
√
5
2 , with
rφ = t+ < e−2 (and Xφ,t± of type I1), while
Dφ(t) = (t2 + 11t− 1)δ2t + t(2t+ 11)δt + t(t+ 3)
is integral.14 Involutivity is ensured by the (order 4) automorphism
I : (x1, x2, t) 7−→
(
x1
x1−1 ,
1−x2
1−x1−x2 ,−1t
)
,
while the facile 2-cover given by
(1− ξ2) + ξy1 + ξ2y2 − ξy1y2 − ξy−11 y−12 = 0
maps down by
J : (y1, y2, ξ) 7−→
(
y1
ξ
, y1−ξ
y1y2−ξ , ξ
2
)
.
To compute the special value, note that X0 = {x1 = 1} ∪ {x2 =
1} ∪ {x1 + x2 = 1}, with ψ going “once around” the figure. Fur-
thermore, R{x} = log(x1)dx1x1 − 2pii log(x2)δTx1 vanishes on the first
two components. Parametrizing the remaining component of −ψ by
[0, 1] 3 s 7→ (1− s, s),
V˜φ(0) = −
ˆ 1
0
log(1− s)ds
s
= Li2(1) = pi
2
6 /∈ Q.
In view of the results of Zagier’s search for recurrencies of Apéry type
[Za], it seems likely that this φ is the unique example for n = 2 that
satisfies the conditions of Proposition 3.2. One can match tempered
Laurent polynomials (hence higher normal functions) to the sporadic
examples of [op. cit.], but outside case “D” (just treated), both the
14The coefficients of the holomorphic solution are the “baby Apéry” sequence
am =
∑m
k=0
(
m
k
)2(m+k
k
)
= 1, 3, 19, 147, . . . .
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bound on rφ and involutivity fail. For instance, case “E” of [op. cit.]
is φ(x) = (x1 + x−11 )(x2 + x−12 ) + 4; this has V˜φ(0) = 2G (Catalan), but
rφC = 18 · 32 = 4 (too big), and the Kodaira fiber types at λ0 and C/λ0
(or 0 and ∞) don’t match, so that Vφ  I∗Vφ. This non-involutivity
is not a problem for the approach via modular forms, which gives a
different means for obtaining period expansions about any cusp; we
are trading off this advantage for (at least in principle) the ability to
treat non-modular families in higher dimension.
Remark 5.1. One other “near-example” related to Catalan’s constant
arises from work of Zudilin [Z3], who found an Apéry-like recurrence
with rational solutions am, bm whose ratios bm/am converge rapidly to
G. With some work, one can write the generating series ∑m≥0(amG−
bm)λm as a normal function associated to a higher cycle on a fam-
ily of open15 genus-9 curve, which are branched 4:1 covers of the “baby
Apéry” family of elliptic curves above! By construction, this has V (0) =
G.
5.3. n = 3. The Newton polytope ∆ of
(5.1) φ(x1, x2, x3) =
x−11 x
−1
2 x
−1
3 (x1 − 1)(x2 − 1)(x3 − 1)(1− x1 − x2 + x1x2 − x1x2x3)
and its dual are
∆
x
z
y
∆
showing reflexivity; maximal triangulation adds the green edge. The
edge and facet polynomials are products of (xσi − 1), (xσi − 1)2, and
15The corresponding Laurent polynomial is neither reflexive nor tempered; 2
points are removed from each fiber.
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(1− xσ1 ± xσ2 ), and A (red),J (blue), and I (green) are as depicted:
1= A  singularities of generic fiber
In particular,J \J ∩A is two copies of A1 attached at a point, and
we conclude that φ is strongly tempered.
Singular fibers are at 0, ∞, t± = (
√
2 ± 1)4, and 1; the last of
these does not contribute to monodromy of Vφ, and so δφ = 2, while
rφ = t− < e−3. To see that the generic Picard rank is 19, one can use
a torically-induced elliptic fibration (cf. [Ke, §2]). The Picard-Fuchs
operator is
Dφ(t) = (t2 − 34t+ 1)δ3t + 3t(t− 17)δ2t + 3t(t− 9)δt + t(t− 5),
and the {am} the famous Apéry sequence am = ∑mk=0 (mk)2(m+kk )2 =
1, 5, 73, 1445, . . . .
Changing coordinates by Xi = xixi−1 brings 1 − tφ(x) = 0 into the
form studied by Beukers and Peters [BP]. By the results of Peters and
Stienstra [PS], Xφ,t thus has a (facile) 2-cover by the Fermi family
Xξ :=
{
ξ
3∑
i=1
(yi + y−1i ) + 1 + ξ2 = 0
}
.
It also has an involution, by
I : (x1, x2, x3, t) 7−→
(
x3
x3−1 ,
(x1−1)(x2−1)
1−x1−x2+x1x2−x1x2x3 ,
x1
x1−1 ,
1
t
)
.
The 2-current
R{x} = log(x1)dx2x2 ∧ dx3x3 + (2pii) log(x2)dx3x3 δTx1 + (2pii)2 log(x3)δTx1∩Tx2
vanishes on the components {xi = 1} of X0φ. The piece of ψ on the
remaining component x3 = (1−x1)(1−x2)x1x2 is parametrized by 0 ≤ r ≤ s ≤
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1 7−→ (1− r, s, r(1−s)
s(1−r)), and so
V˜φ(0) =
ˆ
0≤r≤s≤1
log(1− r)dlog(s) ∧ dlog( r1−r )
= −
ˆ 1
0
log(1− r) log(r)dlog( r1−r )
= −2
ˆ 1
0
log(1− r) log(r)dlog(r)
= 2
∑
k≥1
1
k
ˆ 1
0
rk−1 log(r)dr = −2ζ(3) /∈ Q.
There are at least three “near-examples” for n = 3, identified in [dS]
(and closely related to [Go]), which satisfy all the criteria in Proposition
3.2 that we have checked, except for the bound: writing φI for (5.1),
these are
φII = (1− x1 − x2 − x3)(1− x−11 )(1− x−12 )(1− x−13 )
φIII = (x1 + x2 + x3)(−1 + x−11 + x
−1
2 + x
−1
3 − x
−1
1 x
−1
2 − x
−1
1 x
−1
3 − x
−1
2 x
−1
3 )
φIV = (1− x1 − x2 − x3)(1− x−11 − x−12 − x−13 ).
They are reflexive, tempered, and involutive, with CI = 1, CII = 16,
CIII = −27, and CIV = 64; while V˜ (0) ∼
Q×
ζ(3) except for φIII, where
V˜ (0) ∼
Q×
L(χ−3, 3) ∼
Q×
pi3/
√
3. For rφ|C|e3 we obtain ≈ 0.59, 13.78,
27.97, resp. 80.34, which satisfies the required bound (< 1) only in the
first case.
5.4. Higher dimension? Here we propose two sources for examples
with n ≥ 4, if one is prepared to weaken the hypotheses as in the last
paragraph of §3.2. In both cases, the Laurent polynomials considered,
while not in general reflexive, all have Newton polytope ∆ ⊂ [−1, 1]n
having the origin as unique integer interior point. Details, proofs, and
further developments will appear elsewhere.
Define the VZ polynomials {φn} inductively by ψ1 = 1,
ψn(x1, . . . , xn) := x1 · · ·xn + (1− xn)ψn−1(x1, . . . , xn−1),
φn(x) := (1− x−11 ) · · · (1− x−1n )ψn(x);
they are obtained (by substituting Xi := xixi−1) from denominators of in-
tegrals first considered by Vasilyev [Va] and Zudilin [Z2] in their works
on linear forms in zeta values. For n = 2 and 3, this recovers (up to in-
version and permutation of coordinates) the Apéry polynomials above.
For n = 5, we expect that φ5 is strongly tempered, and conjecture that
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Hodge numbers of Vφ are (1, 1, 2, 1, 1). This would result in two invari-
ant periods A(λ) = 1 +∑m≥1 amλm, B(λ) = λ+∑m≥2 bmλm about the
maximal unipotent monodromy point, as N has two primitive classes.
Writing V (λ) for the HNF, one then expects rφ < e−5, and
C(λ) := −V (λ) + A(λ)V (0) +B(λ) (−V (0)A′(0) + V ′(0))
=
∑
m≥2
cmλ
m
to satisfy an inhomogeneous equation as above. Combining this with
Vasilyev’s results, one would conclude that
V (λ) =
∑
m≥0
(2amζ(5) + bmζ(3)− cm) ,
where am, L2mbm, L5mcm ∈ Z, with the innocuous consequence that “at
least one of ζ(3) and ζ(5) is irrational.”
Recent work of F. Brown [Br] provides another expected source of
interesting Laurent polynomials. Given a permutation pi ∈ Sn+3, write
formally
θpi(z1, . . . , zn+3) :=
∏
i∈Z/(n+3)Z
(zpi(i) − zpi(i+1)),
xpij := −CR
(
zpi(1), zpi(n+2−j), zpi(n+3−j), zpi(n+4−j)
)
,
where j = 1, . . . , n, and
Ωpi :=
dxpi1
xpi1
∧ · · · ∧ dx
pi
n
xpin
;
if pi = Id then we drop the sub- and superscripts. Now let σ ∈ Sn+3 be
a convergent permutation in the sense of [op. cit.]; namely, we assume
that for any i ∈ Z/(n + 3)Z and 2 ≤ k ≤ n + 1, {σ(i), . . . , σ(i + k)}
is not a consecutive sequence of integers mod (n + 3). It turns out
that θσ(z)/θ(z) can be written as a Laurent polynomial φσ(x1, . . . , xn)
(with Newton polytope ∆σ), and the basic cellular integrals on M0,n
of [op. cit.] become the integrals
I(k)σ :=
ˆ
T{x}
φσ(x)−kΩσ
on P∆σ . Defining Xλσ ⊂ P∆σ by λ = φσ(x), the generating series
Vσ(λ) := (2pii)1−n
∑
k≥0
I(k)σ
= (2pii)1−n
ˆ
T{x}
dx1/x1 ∧ · · · ∧ dxn/xn
λ− φσ(x)
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may be rewritten (using integration by parts) in the form
=
ˆ
Xλσ
R{x}
∣∣∣
Xλσ
∧ ω˜λ,
which is a truncated HNF under a strong temperedness hypothesis.
Finally, involutivity may be arranged via the additional hypothesis
that σ−1 = pi1 ◦ σ ◦ pi2, with pi1, pi2 belonging to the dihedral group
Dn+3.
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