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Abstract
We study a ferromagnetic Ising model with a staggered cell-board magnetic field previously proposed
for image processing [17]. We complement previous results on the existence of phase transitions at low
temperature [14] by determining bounds to the region of uniqueness of Gibbs measures. We establish
sufficient rigorous uniqueness conditions derived from three different criteria: (1) Dobrushin criterion
[7], (2) Disagreement percolation [4] and (3) Dobrushin-Shlosman [11] criteria. These conditions are
subsequently solved numerically and the resulting uniqueness regions compared.
1 Introduction
In his seminal work [7], Dobrushin introduced a constructive sufficient condition for absence of phase transi-
tions in statistical mechanics. The condition is “constructive” in the sense that its validity can be determined
by a finite (usually small) number of computations. This feature opened the way to computer-assisted proofs
of uniqueness. Dobrushin criterion was later generalized in two directions. On the one hand, Dobrushin
and Pecherski [10] and Dobrushin and Shlosman [11] produced constructive generalizations that have been
extensively used to obtain, or refine, a number of uniqueness results in classical statistical mechanics. On
the other hand, van den Berg [2] introduced the alternative approach called disagreement percolation, later
improved by van den Berg and Maes [4]. The approach is based in comparing probabilities of disagreements
between two realizations of the model with a corresponding model of independent percolation.
These three criteria —Dobrushin (DC), Dobrushin-Shlosman (DS) and disagreement percolation (DP)—
have different optimal domains of application, and they may produce complementary results for the same
model. In this paper we apply them to the cell-board Ising models introduced in [17] in reference to image
processing. The case of 1x1 cells corresponds to the antiferromagnetic Ising model which has been an
important laboratory for the different uniqueness criteria. Indeed, the model was first studied via DS in [9]
in the vicinity of the critical external field, namely hc = 4J (see (2.5) below). Later, van den Berg used this
model to introduce the DP method [2].
Other than the 1x1 case, published papers on cell-board focus in the phase-transition region. This region
was proven to be non-trivial in [14], using a Peierls-type argument based on a chessboard inequality obtained
via reflection positivity. The present paper is the first one, in our knowledge, establishing uniqueness regions.
We consider some models from [14], including those studied by Nardi et al. [19].
We conclude that the best criterion to deal with the class of cell-board Ising models is the DS criterion.
Essentially, both DP and DC criteria are not able to identify the influence of parameters L1 and L2.
Although it is possible to observe that the latter give us complementary results depending on the strength
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of the external field. In addition, the numerical results allow us to conclude that uniqueness holds for
all temperature whenever the external field is larger than a critical value (see Conjecture 2.3). The main
difficulty is the computational cost of such calculations. We remark that rigorous proof of this fact is still
an open problem.
2 The uniqueness regions of cell-board Ising models
2.1 Setup and overview
Let Ω = {−1,+1}Z2 be a set of all spin configurations on Z2. For any σ ∈ Ω the formal Hamiltonian is
defined as
H(σ) = −J
∑
〈t,s〉
σ(t)σ(s)−
∑
s
h(s)σ(s) , (2.1)
where J > 0 is the ferromagnetic interaction constant, 〈t, s〉 denotes unordered pairs of nearest neighbours
s, t ∈ Z2 and the function h(s) represents periodical cell-board external fields, defined as follows. For each
pair n,m of integers we associate the cell
C(n,m) =
{
(t1, t2) ∈ Z2 : nL1 ≤ t1 < (n+ 1)L1 , mL2 ≤ t2 < (m+ 1)L2
}
, (2.2)
where L1 and L2 are given positive integers, representing size of cells, and let
Z+ =
⋃
n,m:
n+m is even
C(n,m) , Z− = Z2 \ Z+ . (2.3)
We interpret Z+ as the set of white cells and Z− as the set of black cells of the infinite “chess-board” Z2.
See Figure 4 for particular cases L1 = 3, L2 = 2 and L1 = L2 = 2. Then, for a fixed h ≥ 0 we define the
configuration of external field (h(s), s ∈ Z2), where
h(s) =
{
h, if s ∈ Z+,
−h, if s ∈ Z− . (2.4)
Note that cell-board external field (2.4) may create a non-constant ground state σc, which we call cell-board
configuration, where σc(t) = +1, for all t ∈ Z+ and σc(t) = −1, whenever t ∈ Z−. These ground states
appear, however, at precisely tuned values. Indeed, the phase diagram at T = 0 is given by the following
result from [17].
Theorem 2.1. (Maruani et al. [17]) If
h < hc :=
2J
L1
+
2J
L2
, (2.5)
then there exist two periodical ground states, namely the constant configurations σ+ ≡ +1 and σ− ≡ −1. If
h > hc, then σc is the unique periodical ground state.
In the critical case h = hc, there exist infinitely many ground states.
The coexistence of ground states for weak fields was shown in [14] to extend to a coexistence of Gibbs
states for low enough temperatures.
2
Theorem 2.2. (Gonza´lez-Navarrete et al. [14]) Consider the cell-board model on Z2 defined by the Hamil-
tonian (2.1). If (2.5) holds, then there exists βc := βc(J, h, L1, L2)
1, such that for any β > βc, there exist
two distinct measures µ+β , µ
−
β ∈ Gβ, which satisfy µ±β (σ(t) = ±1) > 12 for all t ∈ Z2.
The region h ≥ hc has not been studied so far, and it is in fact the object of the present work. The
underlying conjecture is the uniqueness of the Gibbs measure for all temperatures.
Conjecture 2.3. For the cell-board Ising model on Z2, as defined in (2.1), there exists a unique Gibbs
measure for all temperature, whenever h ≥ hc .
It is worth mentioning that the antiferromagnetic Ising model with uniform external field correspondes
to the case L1 = L2 = 1, see Corollary 1 from [14]. For this case, the existence of multiple Gibbs states at
low temperatures was proved by Dobrushin [6], see also Fro¨lich et al. [13]. In the opposite direction, the
uniqueness criteria of Dobrushin and Shlosman [11] and of van den Berg [2] prove Conjecture 2.3 for
h > hc = 4J (2.6)
in agreeement with (2.5).
In addition, the model considered by Nardi, Olivieri and Zahradn´ık [19] can be obtained from cell-board
Ising, by letting L1 =∞ and L2 = 1, in that work it was proven uniqueness at low-temperature for h > 2J ,
by using the method of cluster expansion. Note that Conjecture 2.3 completes the results from [19] for all
temperature. We will refer to that model as NOZ Ising model.
2.2 Results
We apply three uniqueness criteria: Disagreement percolation (DP), Dobrushin criterion (DC) and Dobrushin-
Shlosman criterion (DS). We obtain rigorous bounds on the corresponding uniqueness regions, involving
inequalities that are subsequently compared numerically. Unless stated otherwise, the results below apply
to cell-board Ising models on Z2 with general L1, L2 ≥ 1.
Proposition 2.4 (Disagreement percolation criterion). Let
p(J/T, h/T ) :=
sinh(8J/T )
cosh(2h/T ) + cosh(8J/T )
. (2.7)
Then, the cell-board Ising model has a unique Gibbs measure whenever
p(J/T, h/T ) < pc (2.8)
where pc is the critical percolation probability of the independent site percolation in Z2. This condition
defines a DP-temperature
TDP (J, h) ≡ TDP (J, h, L1, L2) := inf {p(J/T, h/T ) ≤ pc} (2.9)
In particular, there exists a unique Gibbs measure for all temperatures, whenever h ≥ 4J .
Proposition 2.5 (Dobrushin criterion). Let
γ(J/T, h/T ) := max
n∈{−3,−1,1,3}
sinh(2J/T )
cosh(2(Jn+ h)/T ) + cosh(2J/T )
(2.10)
1The proof can be easily extended to any d ≥ 2, where βc := βc(d, J, h, L1, L2)
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Then, the cell-board Ising model has a unique Gibbs measure whenever
γ(J/T, h/T ) <
1
4
. (2.11)
Furthermore, the DC-temperature
TDC(J, h) ≡ TDC(J, h, L1, L2) := inf
{
T ≥ 0 : γ(J/T, h/T ) = 1/4} , (2.12)
above which the Gibbs measure is unique, satisfies the following relations:
(i) TDC(J, h) is symmetric around 2J on the interval h ∈ [0, 4J ], and it is symmetric around J (3J) on
the interval h ∈ [0, 2J ] (h ∈ [2J, 4J ]), that is,
TDC(J, h) = TDC(J, h+ 2J) = TDC(J, 2J − h) = TDC(J, 4J − h) (2.13)
for all h ∈ [0, 2J ].
(ii) The following inequalities hold
4J
ln 3
≤ TDC(J, h) ≤ 2J
ln(5/3)
, when h ∈ [0, 4J ]. (2.14)
Proposition 2.6 (Dobrushin-Shlosman criterion). There exist a sequence of parameters
γn(J/T, h/T, L1, L2), n = 1, 2, . . . , (2.15)
such that the cell-board Ising model has a unique Gibbs measure whenever
γn(J/T, h/T, L1, L2) < 1 for some n ∈ N . (2.16)
Furthermore, the DS-critical lines
lDS(n; J, L1, L2) =
{
(h, T ) ∈ R2+ : γn(J/T, h/T, L1, L2) = 1
}
. (2.17)
satisfy the following relations for all J > 0:
(i) For any L1 and L2 finite, such that min{L1, L2} ≥ n,
lDS(n; J, L1, L2) = l
DS(n; J, n, n) . (2.18)
(ii) For any n ≥ 2,
lDS(n; J, n, n) ≥ lDS(n; J, n− 1, n− 1). (2.19)
(iii) For any L1, L2 <∞,
lDS(2; J, L1, L2) = l
DS(2; J, 1, 1), for all J > 0. (2.20)
The expression for the functions γn is detailed in Section 3.3. In particular γ1 = 4γ, the latter being the
function for the Dobrushin criterion in (2.10).
In the following figures we summarize numerical comparisons of the above criteria. Without loss we set
J = 1 that is, we plot in terms of scaled parameters h/J and T/J .
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Figure 1: Bounds for the case L1 = L2 = 1. Phase transition as obtained in [16]. The region of uniqueness was obtained with
Dobrushin-Shlosman criterion by square of size n = 3. The critical hc = 4.
Figure 1 shows a comparison of the three criteria for the case L1 = L2 = 1, namely the antiferromagnetic
Ising model with uniform external field. The figure shows the curves of TDP (1, h), defined by (2.9), TDC(1, h)
defined by (2.12) and lDS(3; 1, T, 1, 1) defined by (2.17). In addition it shows the limit phase-transition curve
obtained from [16] and references therein.
It is apparent that DS criterion allows better estimates. In particular it offers another proof of Conjecture
2.3 with hc = 4J . The DC criterion, in turns, is better than DP for low values of the magnetic field and
inversely for values close to the critical field. This agrees with the observation [4] that DC criterion is better
than DP for ferromagnetic models, while DP is better for antiferromagnetic models.
Figures 2 and 3 present DS lines for different values of L1 and L2. Figure 2 compares estimates for
cell-board Ising with L1 = L2 = 2 and the NOZ Ising model [18, 19], that is, L1 =∞ and L2 = 1, for square
sizes n = 2 and n = 3. We remark that both models have the same critical value hc = 2.
Figure 3 presents three estimates obtained for n = 3. The one for the model L1 = 2 and L2 = 1 almost
reaches the critical value hc = 3. However, it is possible to prove that this estimate is the same as long as
L2 = 1 and 2 ≤ L1 <∞:
lDS(3; J, L1, 1) = l
DS(3; J, 2, 1), for all finite L1 ≥ 2. (2.21)
The DS estimate for the NOZ Ising model exceeds the critical hc = 2. We also analyse the external
fields proposed in Section 5 of [14], namely L1 = ∞ and L2 ≥ 2, which generalize the Ising model studied
in [18, 19]. The DS estimates with n = 3 is the same for all cases. In particular, Figure 3 shows the case
L2 = 2.
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Figure 2: Dobrushin-Shlosman estimates, taking squares n = 2 and n = 3. (a) The Nardi-Olivieri-Zahradn´ık Ising model [18, 19]. (b)
The case L1 = L2 = 2. For both models the critical value hc = 2.
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Figure 3: Dobrushin-Shlosman estimatives with square size n = 3. The case L1 = 2 and L2 = 1, critical value hc = 3. NOZ Ising
models, in case L2 = 1 with hc = 2, and L2 = 2 with hc = 1.
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3 Proofs
The three criteria are based on the total variation distance between finite-region Boltzmann-Gibbs dis-
tributions for different boundary conditions. A finite region Λ ⊂ Z2 corresponds to configurations in
ΩΛ = {−1, 1}Λ and distributions µβ,Λ are completely determined by their single-configuration weights
µβ,V (σΛ) for each σΛ ∈ ΩΛ. The weights for the Boltzmann-Gibbs distribution for a region Λ ⊂ Z2 with
external configuration ω at inverse temperature β take the form
µβ,Λ(σΛ | ω) = e
−βHΛ(σ|ω)∑
ξΛ
e−βHΛ(ξ|ω)
(3.1)
The total variation distance between two distributions with external conditions ω and ω′ is defined by
d
(
µβ,Λ(· | ω), µβ,Λ(· | ω′)
)
=
1
2
∑
σΛ
∣∣µβ,Λ(σΛ | ω)− µβ,Λ(σΛ | ω′)∣∣ . (3.2)
Both DP and DC criteria depend on the distance between single-site distributions. In this case the distance
admits the simpler form
d(µβ,s(·|ω), µβ,s(·|ω′)) =
∣∣µβ,s(+1|ω)− µβ,s(+1|ω′)∣∣ (3.3)
[we have denoted µβ,s := µβ,{s}].
3.1 Proof of Proposition 2.4
The disagreement percolation introduced in the DP criterion [2] is an independent site percolation model in
which each site s ∈ Z2 is open with probability
ps(β, J, h(s)) = max
ω,ω′
d(µβ,s(·|ω), µβ,s(·|ω′)) . (3.4)
The criterion states that there exists a unique Gibbs measure in the absence of percolation, i.e. if
P (there exists an infinite open path) = 0 (3.5)
where P is the product probability defined by (3.4). In particular this happens if
p := sup
s∈Z2
ps(β, J, h(s)) < pc(Z2), (3.6)
where pc(Z2) is the critical probability of the independent site percolation model on the square lattice.
Sufficient conditions can be obtained using lower bounds on pc. The bound pc > 1/2 [15] leads to the proof
of uniqueness for cell-board Ising models with h > 1/4 (see below). The lower bound pc > 0.556 [3] was
used to generate the corresponding curve in Figure 1.
To determine p in (3.6) we consider the set N (s) of nearest-neighbors of s and introduce
n =
∑
j∈N (s)
ω(j) and n′ =
∑
j∈N (s)
ω′(j),
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where n, n′ ∈ {−4,−2, 0, 2, 4}. Then
p = max
s
max
n,n′
∣∣∣ 1
1 + exp(−2β(Jn+ h(s))) −
1
1 + exp(−2β(Jn′ + h(s)))
∣∣∣
= max
s
( 1
1 + exp(−2β(4J + h(s))) −
1
1 + exp(−2β(−4J + h(s)))
)
=
1
1 + exp(−2β(4J + h)) −
1
1 + exp(−2β(−4J + h)) .
The last equality is due to the fact that the argument of the max is invariant under the change h(s)→ −h(s).
Simple manipulations yield
p =
sinh(8βJ)
cosh(2βh) + cosh(8βJ)
, (3.7)
which proves (2.7)-(2.8).
The last statement of the proposition follows from the inequalities
p =
sinh(8βJ)
cosh(2βh) + cosh(8βJ)
≤ sinh(8βJ)
2 cosh(8βJ)
=
1
2
tanh(8βJ) <
1
2
< pc . (3.8)
3.2 Proof of Proposition 2.5
Dobrushin criterion [7] establishes that there is a unique Gibbs state if
sup
s∈Z2
∑
t
max
ω≡ω′ off t
d(µβ,s(·|ω), µβ,s(·|ω′)) < 1. (3.9)
Here “ω ≡ ω′ off t” means that both configurations coincide at all sites different from t. For cell-board Ising
models this condition is equivalent to
sup
s∈Z2
max
ω≡ω′ off t
d
(
µβ,s(·|ω), µβ,s(·|ω′)
)
<
1
4
. (3.10)
Denoting
n =
∑
j∈N (s)\t
ω(j) =
∑
j∈N (s)\t
ω′(j) ∈ M = {−3,−1, 1, 3} , (3.11)
condition (3.10) becomes
1
4
> sup
s∈Z2
max
n∈M
ω(t)=±1
∣∣∣ exp(βJ(n+ ω(t)) + βh(s))
2 cosh(βJ(n+ ω(t)) + βh(s))
− exp(βJ(n− ω(t)) + βh(s))
2 cosh(βJ(n− ω(t)) + βh(s))
∣∣∣
= sup
s∈Z2
max
n∈M
ω(t)=±1
∣∣∣ sinh(2βJω(t))
cosh(2β(Jn+ h(s))) + cosh(2βJω(t))
∣∣∣ .
Criterion (2.10)–(2.11) follows from the fact that the last line is invariant under changes in the signs of ω(t)
and h(s).
To see the symmetry properties (2.13), write the criterion (2.10)–(2.11) as
f˜(J/T, h/T ) = max
n∈M
fn(J/T, h/T ) <
1
4
(3.12)
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with
fn(J/T, h/T ) :=
sinh(2J/T )
cosh(2(Jn+ h)/T ) + cosh(2J/T )
. (3.13)
We have
f˜(J/T, h/T ) =
{
f−1(J/T, h/T ), if h ∈ [0, 2J ],
f−3(J/T, h/T ), if h ∈ [2J, 4J ]. (3.14)
All the symmetry properties of TDC(J, h) stated in (i) are an immediate consequence of the symmetry
properties of function f˜(J/T, h/T ) for h ∈ [0, 4J ].
To prove the bounds (2.14), note that the extremal values of the function TDC(J, h) for h on the interval
[0, 4J ] coincide with those attained on the interval [0, J ]. They can, therefore, be determined studying
f−1(J/T, h/T ). This function is monotone increasing on h ∈ [0, J ] and, hence
1
2
tanh(2J/T ) = f−1(J/T, 0) ≤ f˜(J/T, h/T ) ≤ f−1(J/T, J/T ) = sinh(2J/T )
1 + cosh(2J/T )
(3.15)
Therefore the value of TDC(J, h) lies between Tmin and Tmax, which are respectively the solutions of the
equations
1
2
tanh
(
2J/Tmin
)
=
1
4
(3.16)
and
sinh(2J/Tmax)
1 + cosh(2J/Tmax)
=
1
4
(3.17)
This proves inequalities (2.14).
3.3 Dobrushin-Shlosman criterion and Proposition 2.6
Dobrushin-Shlosman criterion can be seen as a double generalization of Dobrushin criterion. On the one
hand it admits general Kantorovich distances, rather than just total variation and, on the other hand, it
replaces single-site by multiple-site conditions. The first generalization is of little use for spin-1/2 models
and is not considered here. The second generalization involves a family of conditions CΛ for finite regions
Λ ⊂ Z2 based on the total variation between Boltzmann-Gibbs distributions on Λ with different external
conditions. This total variation, however, is computed for the projections on single sites within Λ and
changing one external spin at a time. The criterion applies only to finite-range interactions, here we write
it for the nearest-neighbor case. Let us fix Λ and considers its translates Λu = Λ + u, u ∈ Z2. Define
γΛ(β) := sup
u
1
|Λu|
∑
s∈Λu
∑
t∈∂Λu
max
η≡η′ off t
∣∣∣µβ,Λu(σ(s) = +1|η)− µβ,Λu(σ(s) = +1|η′)∣∣∣ (3.18)
The DS criterion states that there is a unique Gibbs state as long as there exist some finite Λ such that
γΛ < 1 . (3.19)
This is the condition CΛ. The case Λ = {(0, 0)} corresponds to Dobrushin criterion.
For the cell-board Ising models we adopt the approach of [1] and consider Λ in the form of square regions
Sn = {(i, j) : 0 ≤ i, j < n} (see Figure 4).
The sup over translations u amounts to consider all configurations of external fields within all possible
translations of Sn, that is all fields in
H(n;L1, L2) =
{
{h(s) , s ∈ Sn + (i, j)} : 0 ≤ i < L1, 0 ≤ j < L2
}
. (3.20)
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(a) (b)
Figure 4: Example for S2, a square of side 2. External fields given by: (a) L1 = 3 and L2 = 2. (b)
L1 = L2 = 2.
For an instance, in the case of Figure 4(b),
H(2; 2, 2) =
{ ◦ ◦ • • • • ◦ ◦ ◦ • • ◦ • ◦ ◦ •
◦ ◦ , • • , ◦ ◦ , • • , ◦ • , • ◦ , ◦ • , • ◦
}
. (3.21)
The version of DS criterion adopted here is, therefore, determined by the constants
γn(J/T, h/T, L1, L2) := max
h∈H(n;L1,L2)
1
n2
∑
s∈Sn
∑
t∈∂Sn
αst(h;h, T ) (3.22)
with
αst(h;h, T ) = sup
η≡η′ off t
∣∣∣µ(h)β,Sn(σ(s) = +1|η)− µ(h)β,Sn(σ(s) = +1|η′)∣∣∣ (3.23)
[µ
(h)
β,Sn
is the Gibbs-Boltzmann distribution for the given choice of h.] These are the functions defining the
DS lines (2.17) and numerically computed in Figures 1, 2 and 3.
Identity (2.18) follows from the fact thatH(n;L1, L2) = H(n;n, n) for all L1 and L2 such that min{L1, L2} ≥
n. Inequality (2.19) is a consequence of the contention H(n;n− 1, n− 1) ⊆ H(n;n, n).
The proof of (2.20) relies on the following observations:
• By (2.18), lDS(2; J, T, L1, L2) = lDS(2; J, T, 2, 2) for all L1, L2 ≥ 2.
• H(2; 2, 2) ⊇ H(2; 1, 2),H(2; 2, 1) ⊇ H(2; 1, 1).
• lDS(2; J, T, 2, 2) = lDS(2; J, T, 1, 1) (this can be checked with a symbolic computing program).
A Appendix: Numerical algorithms
We present the codes used to obtain the numerical results in Section 2. Remember that we are interested
in the region h < 4J , that is, we consider h < 4 for all numerical calculations. In particular, we will check
DP and Dobrushin conditions on the discretized values T ∈ T and h ∈ H, where
T = {t = 0.001× k | k = 0, 1, . . . , 7000} and H = {h = 0.1× k | k = 0, 1, . . . , 45}. (A.1)
Disagreement percolation
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We just noted that the disagreement percolation condition does not depend on values of cell sizes: for any L1
and L2 the temperature defined by (2.9), T
DP (h) ≡ TDP (1, h, L1, L2), is the same. For the condition (3.6) we
use the result from [3], that provide the following bound for critical percolation probability: pc(Z2) > 0.556.
Thus, for each h ∈ H we numerically find the root TDP (h) of the equation inside (2.9), where the left-hand
function was defined by (3.7). In order to obtain the DP estimates for uniqueness region we run the (simple)
Algorithm 1.
Algorithm 1 Disagreement Percolation condition
1: for all h ∈ H do
2: find numerically the root t(h) of equation: p(h, t(h))− 0.556 = 0
3: put the found root to array T
4: end for
5: plot values of arrays (H, T )
Dobrushin condition
Analogously for Dobrushin criterion, for each h ∈ H, we obtain TDC(1, h) defined by (2.12). Moreover,
in the proof of Theorem 2.5 the function TDC(1, h) was defined as an implicit function by formulas (3.13)
and (3.14). Thus the algorithm which we run in order to construct a bound for uniqueness region is simple
again and is as follows.
Algorithm 2 Dobrushin condition
1: for all h ∈ H do
2: if h ∈ [0, 2] then
3: find numerically the root t(h) : of the equation f−1(h)− 0.25 = 0 (see (3.13),(3.14))
4: put the found root to array T
5: end if
6: if h ∈ [2, 4] then
7: find numerically the root t(h) : of the equation f−3(h)− 0.25 = 0 (see (3.13),(3.14))
8: put the found root to array T
9: end if
10: end for
11: plot values of arrays (H, T )
Dobrushin-Shlosman criterion
It is the computationally time consuming case. We use
T = {t = 0.002× k | k = 1, . . . , 205} and H = {h = 0.05× k | k = 1, . . . , 80}. (A.2)
The numerical implementation of (2.17) will be the following: for fixed L1 and L2, given n ∈ N, at each
T ∈ T we calculate
hDS(n; 1, T, L1, L2) = min{h ∈ H : condition (3.19) holds}.
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This curve is enough in most of the cases. However, in the curve lDS(3; 1,∞, 2) in Figure 3, it was
necessary to detail the analysis and complement the estimate hDS with the curve
TDS(n; 1, h, L1, L2) = min{T ∈ T : condition (3.19) holds},
for each h ∈ H.
In Algorithm 3 we introduce the pseudo-code used to obtain all the numerical results with DS criterion.
In the case of TDS the algorithm is analogous.
Algorithm 3 Dobrushin-Shlosman condition
1: fix parameters n,L1, L2
2: for all t ∈ T do
3: h = 0 the initial value of external field
4: Ind = 0 the indicator of the DS condition
5: while Ind = 0 do
6: for all h ∈ H(n;L1, L2) do
7: Sum = 0, the sum in the condition (3.22)
8: for all s ∈ Sn and t ∈ ∂Sn do
9: calculate αst(h), see (3.23)
10: Sum = Sum+ αst(h)
11: end for
12: put Sum/n2 in array Γ
13: end for
14: if max(Γ) < 1 then
15: Ind = 1
16: put the current value of h in array H
17: else
18: h = h+ 0.05
19: end if
20: end while
21: end for
22: plot values of arrays (H, T )
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