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ON A DUAL PROPERTY OF THE MAXIMAL
OPERATOR ON WEIGHTED VARIABLE Lp SPACES
ANDREI K. LERNER
Abstract. L. Diening [5] obtained the following dual property of
the maximal operator M on variable Lebesque spaces Lp(·): if M
is bounded on Lp(·), then M is bounded on Lp
′(·). We extend this
result to weighted variable Lebesque spaces.
1. Introduction
Given a measurable function p : Rn → [1,∞), denote by Lp(·) the
space of functions f such that for some λ > 0,∫
Rn
|f(x)/λ|p(x)dx <∞,
with norm
‖f‖Lp(·) = inf
{
λ > 0 :
∫
Rn
|f(x)/λ|p(x)dx ≤ 1
}
.
Set p− ≡ ess inf
x∈Rn
p(x) and p+ ≡ ess sup
x∈Rn
p(x).
Let M be the Hardy-Littlewood maximal operator defined by
Mf(x) = sup
Q∋x
1
|Q|
∫
Q
|f(y)|dy,
where the supremum is taken over all cubes Q ⊂ Rn containing the
point x.
In [5], L. Diening proved the following remarkable result: if p− > 1,
p+ <∞ andM is bounded on L
p(·), thenM is bounded on Lp
′(·), where
p′(x) = p(x)
p(x)−1
. Despite its apparent simplicity, the proof in [5] is rather
long and involved.
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In this paper we extend Diening’s theorem to weighted variable
Lebesgue spaces L
p(·)
w equipped with norm
‖f‖
L
p(·)
w
= ‖fw‖Lp(·).
We assume that a weight w here is a non-negative function such that
w(·)p(·) and w(·)−p
′(·) are locally integrable. The spaces L
p(·)
w have been
studied in numerous works; we refer to the monographs [3, 6] for a
detailed bibliography.
Recall that a non-negative locally integrable function v satisfies the
Muckenhoupt Ar, 1 < r <∞, condition if
sup
Q
(
1
|Q|
∫
Q
v dx
)(
1
|Q|
∫
Q
v−
1
r−1 dx
)r−1
<∞.
Set A∞ = ∪r>1Ar.
Our main result is the following.
Theorem 1.1. Let p : Rn → [1,∞) be a measurable function such that
p− > 1 and p+ <∞. Let w be a weight such that w(·)
p(·) ∈ A∞. If M
is bounded on L
p(·)
w , then M is bounded on L
p′(·)
w−1.
The relevance of the condition w(·)p(·) ∈ A∞ in this theorem will be
discussed in Section 6 below.
Notice that L
p′(·)
w−1 is the associate space of L
p(·)
w , namely,
(
L
p(·)
w
)′
=
L
p′(·)
w−1 (see Sections 2.1 and 2.2). Hence, it is desirable to characterize
Banach function spaces X with the property that the boundedness
of M on X implies the boundedness of M on X ′. In Section 3, we
obtain such a characterization in terms of an A∞-type property of X .
However, a verification of this property in the case ofX = L
p(·)
w is not as
simple. In doing so, we use some ingredients developed by L. Diening
in [5] (Lemmas 5.1 and 5.2). We slightly simplified their proofs and we
give them here in order to keep the paper essentially self-contained.
2. Preliminaries
2.1. Banach function spaces. Denote by M+ the set of Lebesgue
measurable non-negative functions on Rn.
Definition 2.1. By a Banach function space (BFS)X over Rn equipped
with Lebesque measure we mean a collection of functions f such that
‖f‖X = ρ(|f |) <∞,
where ρ :M+ → [0,∞] is a mapping satisfying
(i) ρ(f) = 0⇔ f = 0 a.e.; ρ(αf) = αρ(f), α ≥ 0;
ρ(f + g) ≤ ρ(f) + ρ(g);
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(ii) g ≤ f a.e. ⇒ ρ(g) ≤ ρ(f);
(iii) fn ↑ f a.e. ⇒ ρ(fn) ↑ ρ(f);
(iv) if E ⊂ Rn is bounded, then ρ(χE) <∞;
(v) if E ⊂ Rn is bounded, then
∫
E
fdx ≤ cEρ(f).
Note that it is more common to require that E is a set of finite
measure in (iv) and (v) (see, e.g., [1]). However, our choice of axioms
allows us to include weighted variable Lebesque spaces L
p(·)
w (with the
assumption that w(·)p(·), w(·)−p
′(·) ∈ L1loc) in a general framework of
Banach function spaces. Moreover, it is well known that all main ele-
ments of a general theory work with (iv) and (v) stated for bounded
sets (see, e.g., [13]). We mention only the next two key properties that
are of interest for us. The first property says that if X is a BFS, then
the associate space X ′ consisting of f such that
‖f‖X′ = sup
g∈X:‖g‖X≤1
∫
Rn
|fg| dx <∞
is also a BFS. The second property is the Lorentz-Luxemburg theorem
saying that X = X ′′ and ‖f‖X = ‖f‖X′′.
The definition of ‖f‖X′ implies that
(2.1)
∫
Rn
|fg|dx ≤ ‖f‖X‖g‖X′,
and the fact that ‖f‖X = ‖f‖X′′ yields
(2.2) ‖f‖X = sup
g∈X′:‖g‖X′≤1
∫
Rn
|fg| dx.
2.2. Variable Lp spaces. It is well known (see [3] or [6]) that if p :
R
n → [1,∞), then Lp(·) is a BFS. Further, if p− > 1 and p+ <∞, then
(Lp(·))′ = Lp
′(·) and
(2.3)
1
2
‖f‖Lp′(·) ≤ ‖f‖(Lp(·))′ ≤ 2‖f‖Lp′(·)
(see [6, p. 78]).
Assume now that p : Rn → [1,∞) and w is a weight such that w(·)p(·)
and w(·)−p
′(·) are locally integrable. The weighted space L
p(·)
w consists
of all f such that
‖f‖
L
p(·)
w
= ‖fw‖Lp(·) <∞.
It is easy to see that L
p(·)
w is a BFS. Indeed, axioms (i)-(iii) of Def-
inition 2.1 follow immediately from the fact that the unweighted Lp(·)
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is a BFS. Next, (iv) follows from that w(·)p(·) ∈ L1loc. Finally, applying
(2.1) with X = Lp(·) along with (2.3) yields∫
E
fdx ≤ 2‖fw‖Lp(·)‖w
−1χE‖Lp′(·),
and this proves (v) with cE = 2‖w
−1χE‖Lp′(·) <∞ (here we have used
that w(·)−p
′(·) ∈ L1loc).
Since ‖fw−1‖(
Lp(·)
)
′ = ‖f‖(
L
p(·)
w
)
′, we obtain from (2.3) that if p− > 1
and p+ <∞, then
(
L
p(·)
w
)′
= L
p′(·)
w−1 and
1
2
‖f‖
L
p′(·)
w−1
≤ ‖f‖(
L
p(·)
w
)′ ≤ 2‖f‖
L
p′(·)
w−1
.
Denote ̺(f) =
∫
Rn
|f(x)|p(x)dx. We will frequently use the following
lemma (see [3, p. 25]).
Lemma 2.2. Let p : Rn → [1,∞) and p+ <∞. If ‖f‖Lp(·) > 1, then
̺(f)1/p+ ≤ ‖f‖Lp(·) ≤ ̺(f)
1/p− .
If ‖f‖Lp(·) ≤ 1, then
̺(f)1/p− ≤ ‖f‖Lp(·) ≤ ̺(f)
1/p+ .
2.3. Dyadic grids and sparse families. The standard dyadic grid
in Rn consists of the cubes
2−k([0, 1)n + j), k ∈ Z, j ∈ Zn.
Following its basic properties, we say that a family of cubes D is a
general dyadic grid if (i) for any Q ∈ D its sidelength ℓQ is of the form
2k, k ∈ Z; (ii) Q∩R ∈ {Q,R, ∅} for any Q,R ∈ D ; (iii) for every k ∈ Z,
the cubes of a fixed sidelength 2k form a partition of Rn.
Given a dyadic grid D , consider the associated dyadic maximal op-
erator MD defined by
MDf(x) = sup
Q∋x,Q∈D
1
|Q|
∫
Q
|f(y)|dy.
On one hand, it is clear that MDf ≤ Mf . However, this inequality
can be reversed, in a sense, as the following lemma shows (its proof can
be found in [10, Lemma 2.5]).
Lemma 2.3. There are 3n dyadic grids Dα such that for every cube
Q ⊂ Rn, there exists a cube Qα ∈ Dα such that Q ⊂ Qα and |Qα| ≤
6n|Q|.
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We obtain from this lemma that for all x ∈ Rn,
(2.4) Mf(x) ≤ 6n
3n∑
α=1
MDαf(x).
Given a cube Q0, denote by D(Q0) the set of all dyadic cubes with
respect to Q0, that is, the cubes from D(Q0) are formed by repeated
subdivision of Q0 and each of its descendants into 2
n congruent sub-
cubes. Consider the local dyadic maximal operator MdQ0 defined by
MdQ0f(x) = sup
Q∋x,Q∈D(Q0)
1
|Q|
∫
Q
|f(y)|dy.
Denote fQ =
1
|Q|
∫
Q
f . The following lemma is a standard variation
of the Caldero´n-Zygmund decomposition (see, e.g., [8, Theorem 4.3.1]).
We include its proof for the reader convenience.
Lemma 2.4. Suppose D is a dyadic grid. Let f ∈ Lp(Rn), 1 ≤ p <∞,
and let γ > 1. Assume that
Ωk = {x ∈ R
n : MDf(x) > γk} 6= ∅ (k ∈ Z).
Then Ωk can be written as a union of pairwise disjoint cubes Q
k
j ∈ D
satisfying
(2.5) |Qkj ∩ Ωk+l| ≤ 2
n(1/γ)l|Qkj | (l ∈ Z+).
The same property holds in the local case for the sets
Ωk = {x ∈ Q0 : M
d
Q0f(x) > γ
k|f |Q0} (f ∈ L
1(Q0), k ∈ Z+).
Proof. Consider the case of Rn, the same proof works in the local case.
Let Qkj be the maximal cubes such that |f |Qkj > γ
k. Then, by maxi-
mality, they are pairwise disjoint and |f |Qkj ≤ 2
nγk. Also, Ωk = ∪jQ
k
j .
Therefore,
|Qkj ∩ Ωk+l| =
∑
Qk+li ⊂Q
k
j
|Qk+li | < (1/γ)
k+l
∫
Qkj
|f | ≤ 2n(1/γ)l|Qkj |.

Definition 2.5. Let D be a dyadic grid, and let 0 < η < 1. We say
that a family of cubes S ⊂ D is η-sparse if for every cube Q ∈ S, there
is a measurable subset E(Q) ⊂ Q such that η|Q| ≤ |E(Q)| and the sets
{E(Q)}Q∈S are pairwise disjoint.
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Lemma 2.6. Let D be a dyadic grid, and let 0 < η < 1. For every
non-negative f ∈ Lp(Rn), 1 ≤ p < ∞, there exists an η-sparse family
S ⊂ D such that for all x ∈ Rn,
MDf(x) ≤
2n
1− η
∑
Q∈S
fQχE(Q)(x).
Proof. For k ∈ Z, set Ωk =
{
x ∈ Rn : MDf(x) >
(
2n
1−η
)k}
. Then, by
Lemma 2.4, Ωk = ∪jQ
k
j , and |Q
k
j ∩ Ωk+1| ≤ (1 − η)|Q
k
j |. Therefore,
setting E(Qkj ) = Q
k
j \ Ωk+1, we obtain that η|Q
k
j | ≤ |E(Q
k
j )|, and the
sets {E(Qkj )} are pairwise disjoint. Further,
MDf ≤
∑
k∈Z
(MDf)χΩk\Ωk+1 ≤
2n
1− η
∑
k∈Z
( 2n
1− η
)k
χΩk\Ωk+1
≤
2n
1− η
∑
j,k
fQkjχE(Qkj ),
which completes the proof with S = {Qkj}. 
2.4. Ap weights. Given a weight w and a measurable set E ⊂ R
n,
denote w(E) =
∫
E
wdx. Given an Ap, 1 < p < ∞, weight, its Ap
constant is defined by
[w]Ap = sup
Q
(
1
|Q|
∫
Q
wdx
)(
1
|Q|
∫
Q
w−1/(p−1)dx
)p−1
.
Every Ap weight satisfies the reverse Ho¨lder inequality (see, e.g., [9,
Theorem 9.2.2]), namely, there exist c > 0 and r > 1 such that for any
cube Q,
(2.6)
(
1
|Q|
∫
Q
wrdx
)1/r
≤ c
1
|Q|
∫
Q
w dx.
It follows from this and from Ho¨lder’s inequality that for every Q and
any measurable subset E ⊂ Q,
(2.7)
w(E)
w(Q)
≤ c
(
|E|
|Q|
)1/r′
.
Notice also that the following converse estimate
(2.8)
w(Q)
w(E)
≤
(
|Q|
|E|
)p
[w]Ap (E ⊂ Q, |E| > 0)
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holds for all p > 1. Indeed, by Ho¨lder’s inequality,
|E|p ≤
(∫
E
w dx
)(∫
E
w−1/(p−1) dx
)p−1
,
which along with the definition of [w]Ap implies (2.8).
3. Maximal operator on associate spaces
Since
(
L
p(·)
w
)′
= L
p′(·)
w−1 , the statement of Theorem 1.1 leads naturally
to a question about conditions on a BFS X such that M : X → X ⇒
M : X ′ → X ′. The result below provides a criterion in terms of sparse
families and an A∞-type condition. Its proof is based essentially on
the theory of Ap weights.
Theorem 3.1. Let X be a BFS such that the Hardy-Littlewood max-
imal operator M is bounded on X. Let 0 < η < 1. The following
conditions are equivalent:
(i) M is bounded on X ′;
(ii) there exist c, δ > 0 such that for every dyadic grid D and any
finite η-sparse family S ⊂ D,
∥∥∥∑
Q∈S
αQχGQ
∥∥∥
X
≤ c
(
max
Q∈S
|GQ|
|Q|
)δ ∥∥∥∑
Q∈S
αQχQ
∥∥∥
X
,
where {αQ}Q∈S is an arbitrary sequence of non-negative num-
bers, and {GQ}Q∈S is any sequence of pairwise disjoint measur-
able subsets GQ ⊂ Q.
Proof. Let us first prove (i) ⇒ (ii). Let g ≥ 0 and ‖g‖X′ = 1. We use
the standard Rubio de Francia algorithm [14], namely, set
Rg =
∞∑
k=0
Mkg
(2‖M‖X′)k
,
where Mk denotes the k-th iteration ofM and M0g = g. Then g ≤ Rg
and ‖Rg‖X′ ≤ 2. Also,
M(Rg)(x) ≤ 2‖M‖X′Rg(x).
Therefore, Rg ∈ A1.
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Using the properties of Rg along with (2.7) and Ho¨lders inequal-
ity (2.1), we obtain that there exist c, δ > 0 such that∫
Rn
(∑
Q∈S
αQχGQ
)
g dx ≤
∑
Q∈S
αQ
∫
GQ
Rg dx
≤ c
∑
Q∈S
αQ
(
|GQ|
|Q|
)δ ∫
Q
Rg dx
≤ c
(
max
Q∈S
|GQ|
|Q|
)δ ∫
Rn
(∑
Q∈S
αQχQ
)
Rg dx
≤ 2c
(
max
Q∈S
|GQ|
|Q|
)δ ∥∥∥∑
Q∈S
αQχQ
∥∥∥
X
.
It remains to take here the supremum over all g ≥ 0 with ‖g‖X′ = 1
and to use (2.2).
Turn to the proof of (ii) ⇒ (i). By (2.4), it suffices to prove that
the dyadic maximal operator MD is bounded on X ′. Let us show that
there is c > 0 such that for every f ∈ L1 ∩X ′,
(3.1) ‖MDf‖X′ ≤ c‖f‖X′.
Notice that (3.1) implies the boundedness ofMD onX ′. Indeed, having
(3.1) established, for an arbitrary f ∈ X ′ we apply (3.1) to fN =
fχ{|x|≤N} (clearly, fN ∈ L
1 ∩X ′). Letting then N →∞ and using the
Fatou property ((iii) of Definition 2.1), we obtain that (3.1) holds for
any f ∈ X ′.
In order to prove (3.1), by Lemma 2.6, it suffices to show that the
operator
MSf =
∑
Q∈S
fQχE(Q)
satisfies
‖MSf‖X′ ≤ c‖f‖X′
for every non-negative f ∈ L1∩X ′ with c > 0 independent of f and S.
Notice that here S = {Qkj}, and Q
k
j are maximal dyadic cubes forming
the set
Ωk =
{
x ∈ Rn : MDf(x) >
( 2n
1− η
)k}
.
By duality, it is enough to obtain the uniform boundedness of the
adjoint operator
M⋆Sf =
∑
j,k
(
1
|Qkj |
∫
E(Qkj )
f
)
χQkj
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on X . Using the Fatou property again, one can assume that S is finite.
Take ν ∈ N such that
2nδc
∞∑
l=ν
(1− η
2n
)lδ
≤
1
2
,
where c and δ are the constants from condition (ii). Denote αj,k =
1
|Qkj |
∫
E(Qkj )
f . Then, using that ∪jQ
k
j \ Ωk+ν = ∪
ν−1
i=0Ωk+i \ Ωk+i+1, we
obtain
M⋆Sf ≤
∑
j,k
αj,kχQkj \Ωk+ν +
∑
j,k
αj,kχQkj∩Ωk+ν
≤ νMf +
∞∑
l=ν
∑
j,k
αj,kχQkj∩(Ωk+l\Ωk+l+1).
Therefore, applying (2.5) along with condition (ii), we obtain
‖M⋆Sf‖X ≤ ν‖Mf‖X +
∞∑
l=ν
‖
∑
j,k
αj,kχQkj∩(Ωk+l\Ωk+l+1)‖X
≤ ν‖M‖X‖f‖X + 2
nδc
∞∑
l=ν
(1− η
2n
)lδ
‖
∑
j,k
αj,kχQkj ‖X
≤ ν‖M‖X‖f‖X +
1
2
‖M⋆Sf‖X .
Since S is finite, by (iv) of Definition 2.1 we obtain that ‖M⋆Sf‖X <∞.
Hence,
‖M⋆Sf‖X ≤ 2ν‖M‖X‖f‖X ,
and this completes the proof of (ii)⇒ (i). 
4. Proof of Theorem 1.1
Take X = L
p(·)
w in Theorem 3.1. All we have to do is to check
condition (ii) in this theorem. In order to do that, we need a kind of
the reverse Ho¨lder property for the weights (tw(x))p(x). The following
key lemma provides a replacement of such a property which is enough
for our purposes.
Lemma 4.1. Let 1 < p− ≤ p+ < ∞. Assume that w(·)
p(·) ∈ A∞ and
that M is bounded on L
p(·)
w . Then there exist γ > 1 and c, η > 0, and
there is a measure b on Rn such that for every cube Q and all t > 0
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such that t‖χQ‖Lp(·)w ≤ 1 one has
|Q|
(
1
|Q|
∫
Q
(tw(x))γp(x)dx
)1/γ
(4.1)
≤ c
∫
Q
(tw(x))p(x)dx+ 2tηb(Q)χ(0,1)(t),
and for every finite family of pairwise disjoint cubes π,
∑
Q∈π b(Q) ≤ c.
The proof of this lemma is rather technical, and we postpone it until
the next Section. Let us see now how the proof of Theorem 1.1 follows.
Proof of Theorem 1.1. Let D be a dyadic grid, and let S ⊂ D be a
finite 1
2
-sparse family. Let {GQ}Q∈S be a family of pairwise disjoint
sets such that GQ ⊂ Q. Take any sequence of non-negative numbers
{αQ}Q∈S such that
(4.2)
∥∥∥∑
Q∈S
αQχQ
∥∥∥
L
p(·)
w
= 1.
By Lemma 2.2 and Theorem 3.1, it suffices to show that there exist
absolute constants c, δ > 0 such that
(4.3)
∑
Q∈S
∫
GQ
(αQw(x))
p(x)dx ≤ c
(
max
Q∈S
|GQ|
|Q|
)δ
.
It follows from (4.2) that αQ‖χQ‖Lp(·)w ≤ 1 for every Q ∈ S. There-
fore, if αQ ≥ 1, by Lemma 4.1 and Ho¨lder’s inequality along with (4.2)
we obtain∑
Q∈S:αQ≥1
∫
GQ
(αQw(x))
p(x)dx(4.4)
≤
∑
Q∈S:αQ≥1
|Q|
(
|GQ|
|Q|
)1/γ′ (
1
|Q|
∫
Q
(αQw(x))
γp(x)dx
)1/γ
≤ c
∑
Q∈S:αQ≥1
(
|GQ|
|Q|
)1/γ′ ∫
Q
(αQw(x))
p(x)dx ≤ c
(
max
Q∈S
|GQ|
|Q|
)1/γ′
.
The case when αQ < 1 is more complicated because of the additional
term on the right-hand side of (4.1). We proceed as follows. Denote
Sk = {Q ∈ S : 2
−k ≤ αQ < 2
−k+1} (k ∈ N).
Let Qki be the maximal cubes from Sk such that every other cube
Q ∈ Sk is contained in one of them. Then the cubes Q
k
i are pairwise
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disjoint (for k fixed). Set
ψQki (x) =
∑
Q∈Sk:Q⊆Q
k
i
χGQ(x).
Then ∑
Q∈S:αQ<1
∫
GQ
(αQw(x))
p(x)dx =
∞∑
k=1
∑
Q∈Sk
∫
GQ
(αQw(x))
p(x)dx
=
∞∑
k=1
∑
i
∑
Q∈Sk:Q⊆Q
k
i
∫
GQ
(αQw(x))
p(x)dx
≤ 2p+
∑
i,k
∫
Qki
(αQkiw(x))
p(x)ψQki (x)dx.
By Ho¨lder’s inequality,∑
i,k
∫
Qki
(αQkiw(x))
p(x)ψQki (x)dx
≤
∑
i,k
|Qki |
(
1
|Qki |
∫
Qki
(αQkiw(x))
γp(x)dx
)1/γ (
1
|Qki |
∫
Qki
ψQki (x)
γ′dx
)1/γ′
.
Since S is 1
2
-sparse,∫
Qki
ψQki (x)
γ′dx =
∑
Q∈Sk:Q⊆Q
k
i
|GQ| ≤
(
max
Q∈S
|GQ|
|Q|
) ∑
Q∈Sk:Q⊆Q
k
i
|Q|
≤ 2
(
max
Q∈S
|GQ|
|Q|
)
|Qki |.
Combining this with the two previous estimates yields∑
Q∈S:αQ<1
∫
GQ
(αQw(x))
p(x)dx
≤ c
(
max
Q∈S
|GQ|
|Q|
)1/γ′ ∑
i,k
|Qki |
(
1
|Qki |
∫
Qki
(αQkiw(x))
γp(x)dx
)1/γ
.
By Lemma 4.1 along with (4.2), and Lemma 2.2,
∑
i,k
|Qki |
(
1
|Qki |
∫
Qki
(αQkiw(x))
γp(x)dx
)1/γ
≤ c+ 2
∑
i,k
αη
Qk
i
b(Qki ).
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Since for every fixed k, the cubes {Qki } are pairwise disjoint,∑
i,k
αη
Qki
b(Qki ) ≤ 2
η
∞∑
k=1
2−kη
∑
i
b(Qki ) ≤ c
∞∑
k=1
2−kη ≤ c.
This, combined with the two previous estimates implies
∑
Q∈S:αQ<1
∫
GQ
(αQw(x))
p(x)dx ≤ c
(
max
Q∈S
|GQ|
|Q|
)1/γ′
,
which along with (4.4) proves (4.3). 
5. Proof of Lemma 4.1
We split the proof of Lemma 4.1 into several pieces. Lemmas 5.1
and 5.2 below are due to L. Diening [5]. We give slightly shortened
versions of their proofs for the sake of completeness. Notice that these
lemmas hold for arbitrary weights w such that w(·)p(·) is locally in-
tegrable. Lemma 5.3 is new. The assumption that w(·)p(·) ∈ A∞ is
essential there. Throughout this section, we assume that p− > 1 and
p+ <∞.
Lemma 5.1. Assume that M is bounded on L
p(·)
w . Then there exist
r, c > 1 such that for every family of pairwise disjoint cubes π and for
every sequence of non-negative numbers {tQ}Q∈π,
∑
Q∈π
∫
Q
(tQw(x))
p(x)dx ≤ 1⇒
∑
Q∈π
|Q|
(
1
|Q|
∫
Q
(tQw(x))
rp(x)dx
)1/r
≤ c.
Proof. Given a family π and a sequence {tQ}Q∈π, denote vQ(x) =
(tQw(x))
p(x) and αQ =
1
|Q|
∫
Q
vQdx.
By Lemma 2.4, write the set
Ωk(Q) = {x ∈ Q : M
d
QvQ(x) > (2
n+1)kαQ} (k ∈ N)
as a union of pairwise disjoint cubes P kj (Q) satisfying |E
k
j (Q)| ≥
1
2
|P kj (Q)|,
where Ekj (Q) = P
k
j (Q) \ Ωk+1(Q). From this,∑
Q∈π
tQχΩk(Q) ≤ 2M
(∑
Q∈π
tQχΩk(Q)\Ωk+1(Q)
)
,
and hence,∥∥∥∑
Q∈π
tQχΩk(Q)
∥∥∥
L
p(·)
w
≤ 2‖M‖
L
p(·)
w
∥∥∥∑
Q∈π
tQχΩk(Q)\Ωk+1(Q)
∥∥∥
L
p(·)
w
.
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Setting t′Q =
tQ
‖
∑
Q∈pi tQχΩk(Q)‖Lp(·)w
, this inequality yields
1 ≤ 2‖M‖
L
p(·)
w
∥∥∥∑
Q∈π
t′QχΩk(Q)\Ωk+1(Q)
∥∥∥
L
p(·)
w
.
Since ∥∥∥∑
Q∈π
t′QχΩk(Q)\Ωk+1(Q)
∥∥∥
L
p(·)
w
≤
∥∥∥∑
Q∈π
t′QχΩk(Q)
∥∥∥
L
p(·)
w
= 1,
Lemma 2.2 along with the previous estimate implies,
1
(2‖M‖
L
p(·)
w
)p+
≤
∑
Q∈π
∫
Ωk(Q)\Ωk+1(Q)
(t′Qw(x))
p(x)dx
≤ 1−
∑
Q∈π
∫
Ωk+1(Q)
(t′Qw(x))
p(x)dx,
which in turn implies (again, by Lemma 2.2)∥∥∥∑
Q∈π
t′QχΩk+1(Q)
∥∥∥
L
p(·)
w
≤ β,
where β =
(
1− 1
(2‖M‖
L
p(·)
w
)p+
)1/p+
. Hence,
∥∥∥∑
Q∈π
tQχΩk+1(Q)
∥∥∥
L
p(·)
w
≤ β
∥∥∥∑
Q∈π
tQχΩk(Q)
∥∥∥
L
p(·)
w
,
and thus, ‖
∑
Q∈π tQχΩk(Q)‖Lp(·)w ≤ β
k−1, which by Lemma 2.2 implies
(5.1)
∑
Q∈π
∫
Ωk(Q)
(tQw(x))
p(x)dx ≤ βp−(k−1).
Denote Ω0(Q) = Q. Then, for ε > 0 we have
∫
Q
(tQw(x))
(1+ε)p(x)dx =
∞∑
k=0
∫
Ωk(Q)\Ωk+1(Q)
(tQw(x))
(1+ε)p(x)dx
≤ αεQ
∞∑
k=0
2(n+1)(k+1)ε
∫
Ωk(Q)
(tQw(x))
p(x)dx.
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Take ε > 0 such that
∑∞
k=0(2
(n+1)εβp−)k <∞. Then, combining the
previous estimate with (5.1) and Ho¨lder’s inequality, we obtain
∑
Q∈π
|Q|
(
1
|Q|
∫
Q
(tQw(x))
(1+ε)p(x)dx
) 1
1+ε
≤
∑
Q∈π
vQ(Q)
ε
1+ε
(
∞∑
k=0
2(n+1)(k+1)εvQ(Ωk(Q))
) 1
1+ε
≤
(
2n+1ε+
∞∑
k=1
2(n+1)(k+1)εβp−(k−1)
) 1
1+ε
≤ c,
and therefore, the proof is complete. 
Lemma 5.2. Assume that M is bounded on L
p(·)
w . Then there exist
r, k > 1, and a measure b on Rn such that the following properties
hold: if
∫
Q
(tw(x))p(x)dx ≤ 1, then
(5.2) |Q|
(
1
|Q|
∫
Q
(tw(x))rp(x)dx
)1/r
≤ k
∫
Q
(tw(x))p(x)dx+ b(Q),
and for every finite family of pairwise disjoint cubes π,
∑
Q∈π
b(Q) ≤ 2k.
Proof. Let r and c be the constants from Lemma 5.1. Set k = 2
p+
p−
+1
c.
Given a cube Q, denote by A(Q) the set of t > 0 such that∫
Q
(tw(x))p(x)dx ≤ 1
and
(5.3) |Q|
(
1
|Q|
∫
Q
(tw(x))rp(x)dx
)1/r
> k
∫
Q
(tw(x))p(x)dx.
Let tQ = supA(Q) (if A(Q) = ∅, set tQ = 0). Then
(5.4)
∫
Q
(tQw(x))
p(x)dx < 1.
Indeed, if
∫
Q
(tQw(x))
p(x)dx = 1, we obtain
|Q|
(
1
|Q|
∫
Q
(tQw(x))
rp(x)dx
)1/r
≥ k,
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and this would contradict Lemma 5.1. Further, we have
(5.5) |Q|
(
1
|Q|
∫
Q
(tQw(x))
rp(x)dx
)1/r
= k
∫
Q
(tQw(x))
p(x)dx,
since otherwise (5.3) holds with t = tQ, and by continuity, using also
(5.4), we would obtain that tQ + ε ∈ A(Q) for some ε > 0, which
contradicts the definition of tQ.
Set now
b(Q) = |Q|
(
1
|Q|
∫
Q
(tQw(x))
rp(x)dx
)1/r
.
Then (5.2) holds trivially.
Let π be any finite family of pairwise disjoint cubes. Let π′ ⊆ π be
a maximal subset such that
∑
Q∈π′
∫
Q
(tQw(x))
p(x)dx ≤ 2 (maximal in
the sense of the number of elements; this set is not necessarily unique,
in general). We claim that π′ = π. Indeed, assume that π′ 6= π. Then
we have
∑
Q∈π′
∫
Q
(tQw(x)/2
1/p−)p(x)dx ≤ 1, and by Lemma 5.1,
∑
Q∈π′
|Q|
(
1
|Q|
∫
Q
(tQw(x))
rp(x)dx
)1/r
≤ 2
p+
p− c.
From this and from (5.5),∑
Q∈π′
∫
Q
(tQw(x))
p(x)dx =
1
k
∑
Q∈π′
|Q|
(
1
|Q|
∫
Q
(tQw(x))
rp(x)dx
)1/r
≤
1
2
.
Therefore, if P ∈ π \ π′, we obtain∑
Q∈π′∪{P}
∫
Q
(tQw(x))
p(x)dx ≤
3
2
,
which contradicts the maximality of π′. This proves that π′ = π.
Hence, ∑
Q∈π
b(Q) = k
∑
Q∈π
∫
Q
(tQw(x))
p(x)dx ≤ 2k,
which completes the proof. 
Lemma 5.3. Assume that w(·)p(·) ∈ A∞ and thatM is bounded on L
p(·)
w .
There exist γ, c > 1 and ε > 0 such that if
(5.6) t ∈
[
min
(
1, 1/‖χQ‖
1+ε
L
p(·)
w
)
,max
(
1, 1/‖χQ‖
1+ε
L
p(·)
w
)]
,
then
(5.7)
(
1
|Q|
∫
Q
(tw(x))γp(x)dx
)1/γ
≤ c
1
|Q|
∫
Q
(tw(x))p(x)dx.
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Proof. By the definition of A∞, there is an s > 1 such that w(·)
p(·) ∈
As. By (2.6), w(·)
p(·) satisfies the reverse Ho¨lder inequality with an
exponent ν > 1. Let r > 1 be the exponent from Lemma 5.1. Take
any γ satisfying 1 < γ < min(ν, r). Set ε = r−γ
γ(1+(s−1)r)
.
For every α > 0,(
1
|Q|
∫
Q
(tw(x))γp(x)dx
)1/γ
=
(
1
|Q|
∫
Q
tγ(p(x)−α)w(x)γp(x)dx
)1/γ
tα.
Next, by (5.6), for all x ∈ Q,
tγ(p(x)−α) ≤ 1 + ‖χQ‖
γα(1+ε)
L
p(·)
w
(1/‖χQ‖
1+ε
L
p(·)
w
)γp(x),
and hence,∫
Q
tγ(p(x)−α)w(x)γp(x)dx ≤
∫
Q
w(x)γp(x)dx
+ ‖χQ‖
γα(1+ε)
L
p(·)
w
∫
Q
(
w(x)
‖χQ‖
1+ε
L
p(·)
w
)γp(x)
dx.
Combining this with the previous estimates yields(
1
|Q|
∫
Q
(tw(x))γp(x)dx
)1/γ
≤
(
1
|Q|
∫
Q
w(x)γp(x)dx
)1/γ
tα(5.8)
+‖χQ‖
α(1+ε)
L
p(·)
w

 1
|Q|
∫
Q
(
w(x)
‖χQ‖
1+ε
L
p(·)
w
)γp(x)
dx


1/γ
tα.
Let α = mp(Q) be a median value of p over Q, that is, a number
satisfying
max
(
|{x ∈ Q : p(x) > mp(Q)}|
|Q|
,
|{x ∈ Q : p(x) < mp(Q)}|
|Q|
)
≤
1
2
.
Set E1 = {x ∈ Q : p(x) ≤ mp(Q)} and E2 = {x ∈ Q : p(x) ≥ mp(Q)}.
Then |E1| ≥
1
2
|Q| and |E2| ≥
1
2
|Q|.
Suppose, for instance, that ‖χQ‖Lp(·)w ≤ 1. Then t ≥ 1. Let us
estimate the first term on the right-hand side of (5.8). Since γ < ν,
the reverse Ho¨lder inequality implies(
1
|Q|
∫
Q
w(x)γp(x)dx
)1/γ
≤ c
1
|Q|
∫
Q
w(x)p(x)dx.
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By (2.8) and since |E2| ≥
1
2
|Q|,∫
Q
w(x)p(x)dx ≤ c
∫
E2
w(x)p(x)dx.
Using also that t ≥ 1, we obtain(
1
|Q|
∫
Q
w(x)γp(x)dx
)1/γ
tmp(Q) ≤
c
|Q|
tmp(Q)
∫
E2
w(x)p(x)dx(5.9)
≤
c
|Q|
∫
Q
(tw(x))p(x)dx.
Turn to the second term on the right-hand side of (5.8). The bound-
edness of M on L
p(·)
w implies ‖χQ‖Lp(·)w ≤ c‖χE1‖Lp(·)w . By Lemma 2.2 (to
be more precise, we use here a local version of Lemma 2.2; see [3, p.
25] for details),
‖χE1‖Lp(·)w ≤
(∫
E1
w(x)p(x)dx
)1/p+(E1)
≤
(∫
E1
w(x)p(x)dx
)1/mp(Q)
,
where p+(E1) = ess sup
x∈E1
p(x). As previously, by (2.8),
∫
E1
w(x)p(x)dx ≤
c
∫
E2
w(x)p(x)dx. Therefore, combining the previous estimates yields
(5.10) ‖χQ‖Lp(·)w ≤ c
(∫
E2
w(x)p(x)dx
)1/mp(Q)
.
Let q = 1+r(s−1)
1+γ(s−1)
and q′ = q
q−1
. Then q(1 + ε)γ = r and q′εγ = 1
s−1
.
Hence, Ho¨lder’s inequality with the exponents q and q′ along with
Lemma 5.1 implies
1
|Q|
∫
Q
(
w(x)
‖χQ‖
1+ε
L
p(·)
w
)γp(x)
dx
≤

 1
|Q|
∫
Q
(
w(x)
‖χQ‖Lp(·)w
)rp(x)
dx


1/q (
1
|Q|
∫
Q
w(x)−
1
s−1
p(x)dx
)1/q′
≤ c
1
|Q|
r−1
q
+1
(∫
Q
w(x)−
1
s−1
p(x)dx
)1/q′
.
Notice that
r − 1
q
+ 1 =
r
q
+
1
q′
= (1 + ε)γ + εγ(s− 1) = γ(sε+ 1).
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Therefore, from the previous estimate and from (5.10),
‖χQ‖
mp(Q)ε
L
p(·)
w

 1
|Q|
∫
Q
(
w(x)
‖χQ‖
1+ε
L
p(·)
w
)γp(x)
dx


1/γ
≤ c
|Q|sε
|Q|
(
r−1
q
+1
)
1
γ
(
1
|Q|
∫
Q
w(x)p(x)dx
)ε(
1
|Q|
∫
Q
w(x)−
1
s−1
p(x)dx
)ε(s−1)
≤ c[w(·)p(·)]εAs
1
|Q|
.
From this, using (5.10) again, we obtain
‖χQ‖
mp(Q)(1+ε)
L
p(·)
w

 1
|Q|
∫
Q
(
w(x)
‖χQ‖
1+ε
L
p(·)
w
)γp(x)
dx


1/γ
tmp(Q)
≤
c
|Q|
tmp(Q)
∫
E2
w(x)p(x)dx ≤
c
|Q|
∫
Q
(tw(x))p(x)dx.
This along with (5.8) and (5.9) proves (5.7).
Finally, we note that the proof in the case when ‖χQ‖Lp(·)w ≥ 1 is the
same, with reversed roles of the sets E1 and E2. 
Proof of Lemma 4.1. Assume that t‖χQ‖Lp(·)w ≤ 1. If t ≥ 1, then the
conclusion of Lemma 4.1 follows immediately from Lemma 5.3. There-
fore, it remains to consider the case when t < 1.
We may keep all main settings of Lemma 5.3, namely, assume that
w(·)p(·) ∈ As, and take the same numbers γ and ε =
r−γ
γ(1+(s−1)r)
.
If (
1
|Q|
∫
Q
(tw(x))γp(x)dx
)1/γ
≤ A
1
|Q|
∫
Q
(tw(x))p(x)dx,
where A > 0 will be determined later, then (4.1) is trivial. Suppose
that
(5.11)
1
|Q|
∫
Q
(tw(x))p(x)dx <
1
A
(
1
|Q|
∫
Q
(tw(x))γp(x)dx
)1/γ
.
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As in the proof of Lemma 5.3, take q = 1+r(s−1)
1+γ(s−1)
and apply Ho¨lder’s
inequality with the exponents q and q′. We obtain(
1
|Q|
∫
Q
(tw(x))γp(x)dx
)1/γ
≤
(
1
|Q|
∫
Q
(t
1
1+εw(x))rp(x)dx
) 1+ε
r
(
1
|Q|
∫
Q
w−
1
s−1
p(x)dx
)(s−1)ε
.
From this, applying Ho¨lder’s inequality again along with (5.11) yields
1
|Q|
∫
Q
(t
1
1+εw(x))p(x)dx(5.12)
≤
(
1
|Q|
∫
Q
(tw(x))p(x)dx
) 1
1+ε
(
1
|Q|
∫
Q
w(x)p(x)dx
) ε
1+ε
≤
1
A
1
1+ε
(
1
|Q|
∫
Q
(tw(x))γp(x)dx
) 1
γ(1+ε)
(
1
|Q|
∫
Q
w(x)p(x)dx
) ε
1+ε
≤
1
A
1
1+ε
[w(·)p(·)]
ε
1+ε
As
(
1
|Q|
∫
Q
(t
1
1+εw(x))rp(x)dx
)1/r
.
Further, from (5.11) and from Lemma 5.3, t
1
1+ε ≤ 1
‖χQ‖
L
p(·)
w
(here we
assume that A ≥ c, where c is the constant from Lemma 5.3). Hence,
by Lemma 5.2,
|Q|
(
1
|Q|
∫
Q
(t
1
1+εw(x))rp(x)dx
)1/r
≤ k
∫
Q
(t
1
1+εw(x))p(x)dx+ b(Q),
where b(Q) is defined in the proof of Lemma 5.2. Thus, taking A =
max((2k)1+ε[w(·)p(·)]εAs, c), where c is the constant from Lemma 5.3,
and applying (5.12), we obtain
|Q|
(
1
|Q|
∫
Q
(t
1
1+εw(x))rp(x)dx
)1/r
≤ 2b(Q),
which implies
|Q|
(
1
|Q|
∫
Q
(tw(x))rp(x)dx
)1/r
≤ 2t
ε
1+ε
p−b(Q).
This along with Ho¨lder’s inequality (since γ < r) proves (4.1). 
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6. Concluding remarks and open questions
6.1. About the assumption w(·)p(·) ∈ A∞. We start with the fol-
lowing question.
Question 6.1. Is it possible to remove completely the assumption
w(·)p(·) ∈ A∞ in Theorem 1.1?
Several remarks related to this question are in order. Denote by
LH(Rn) the class of exponents p(·) with p− > 1, p+ < ∞ and such
that
|p(x)− p(y)| ≤
c
log(e + 1/|x− y|)
and |p(x)− p∞| ≤
c
log(e + |x|)
for all x, y ∈ Rn, where c > 0 and p∞ ≥ 1. Also denote by Ap(·) the
class of weights such that
sup
Q
|Q|−1‖χQ‖Lp(·)w ‖χQ‖Lp
′(·)
w−1
<∞.
It was shown in [2, 4] that if p(·) ∈ LH(Rn), then M is bounded on
L
p(·)
w if and only if w ∈ Ap(·). An important ingredient in the proof in [4]
is the fact that if p(·) ∈ LH(Rn) and w ∈ Ap(·), then w(·)
p(·) ∈ A∞.
Since the boundedness ofM on L
p(·)
w implies the Ap(·) condition trivially,
we see that if p(·) ∈ LH(Rn), then the assumption that w(·)p(·) ∈ A∞
in Theorem 1.1 is superfluous. However, we do not know whether this
assumption can be removed (or at least weakened) in general.
It is well known (see, e.g., [3, Th. 3.16]) that if p(·) ∈ LH(Rn), then
M is bounded on Lp(·). This fact raises the following questions.
Question 6.2. Suppose that M is bounded on Lp(·) and w ∈ Ap(·).
Does this imply w(·)p(·) ∈ A∞?
Question 6.3. Is it possible to replace in Theorem 1.1 the assumption
w(·)p(·) ∈ A∞ by the boundedness of M on L
p(·)?
Question 6.3 is closely related to another open question stated in [7]
and [3, p. 275]: is it possible to deduce the equivalence M : L
p(·)
w →
L
p(·)
w ⇔ w ∈ Ap(·) assuming only that M is bounded on L
p(·)?
6.2. An application. It is a well known principle that ifM is bounded
on a BFS X and on X ′, then some other basic operators in harmonic
analysis are also bounded on X . Consider, for instance, a Caldero´n-
Zygmund operator T . By this we mean that T is an L2 bounded
integral operator represented as
Tf(x) =
∫
Rn
K(x, y)f(y)dy, x 6∈ supp f,
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with kernel K satisfying |K(x, y)| ≤ c
|x−y|n
for all x 6= y, and for some
0 < δ ≤ 1,
|K(x, y)−K(x′, y)|+ |K(y, x)−K(y, x′)| ≤ c
|x− x′|δ
|x− y|n+δ
,
whenever |x− x′| < |x− y|/2. It was shown in [12] that∫
Rn
|Tf(x)g(x)|dx ≤ c
∫
Rn
Mf(x)Mg(x)dx.
This estimate along with (2.1) and (2.2) implies that if M is bounded
on a BFS X and on X ′, then T is bounded on X . Hence, Theorem 1.1
yields the following corollary.
Corollary 6.4. Let p : Rn → [1,∞) be a measurable function such
that p− > 1 and p+ < ∞. Let w be a weight such that w(·)
p(·) ∈ A∞.
If M is bounded on L
p(·)
w (Rn), then T is bounded on L
p(·)
w .
As we have mentioned above, it was shown in [4] that if p(·) ∈
LH(Rn) and w ∈ Ap(·), then w(·)
p(·) ∈ A∞ and M is bounded on L
p(·)
w .
Therefore, Corollary 6.4 implies the following less general result.
Corollary 6.5. If p(·) ∈ LH(Rn) and w ∈ Ap(·), then T is bounded on
L
p(·)
w .
Notice that a closely related result was very recently proved in [11].
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