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Abstract
The magnets for the LHC must satisfy strict requirements
regarding field quality. This is obtained through quality
control during manufacture supplemented by targeted cor-
rection based on information from the ’multipole factory’.
The field quality in the main magnets is not sufficient for
operation without correction and the LHC has several inde-
pendent correction systems. The layout of the fundamental
correction circuits will be shown with a short description of
their functions and limitations. The adjustment of the cor-
rection circuits presents a fundamental task for the machine
commissioning and the following report describes the dif-
ficulties connected with it.
1 INTRODUCTION
The early commissioning phase of the LHC will have to
simultaneously address two different and partially conflict-
ing goals. The first goal of the LHC commissioning will
be to optimise the machine performance and to maximise
the luminosity that can be delivered to the main LHC ex-
periments ATLAS and CMS (after all, CMS and ATLAS
want to discover the HIGGS before the TEVATRON has
done it). This requires increasing the bunch current and the
number of bunches as early as possible and establishing ef-
ficient and reproducible operation procedures. On the other
hand, the second goal of the LHC commissioning must be
to protect the precious hardware of the new machine. This
requires keeping the total beam current below a ’safe’ limit
and to operate the machine with large margins in the ma-
chine protection system. Thus, pushing the beam current
up will ultimately lead to beam aborts triggered by the ma-
chine protection system and jeopardises the goal of estab-
lishing an efficient operation cycle.
The following report will summarise the LHC beam pa-
rameters and limits for particle losses and discuss the dif-
ferent correction circuits in the machine which need to be
properly adjusted before the machine performance can be
pushed to high beam currents. Looking at the experience
from the HERA commissioning the report will discuss the
various operation modes each optimised for a different set
of commissioning goals.
2 LHC BEAM PARAMETER AND
MACHINE PROTECTION
Table 1-3 list the nominal LHC parameter. The total stored
energy per beam is given by
Etot,beam = nbunch ·Nbunch · E. (1)
Inserting the values from Table 2 into Equation (1) yields a
total beam energy of approximately 350 MJ per beam.
τbunch npara φ δdrift δmin
25 ns 30 ±150 µrad 9.5 σ 7.0 σ
Table 1: The nominal LHC beam parameters related to the
crossing angle at the IP. τ gives the bunch spacing, npara
the number of parasitic beam-beam interactions per IP, φ
the crossing angle at the IP, δdrift the beam separation in
the drift space left and right from the interaction points at
collision and δmin the minimum separation between D1 left
and right from the interaction points [2].
Nbunch nbunch Ibeam E
1.1 · 1011 2835 0.5 A 7 TeV
Table 2: Nominal LHC beam parameters related to the
total energy stored in the each beam. Nbunch gives the
number of particles per bunch, nbunch the total number of
bunches per beam, I the total and E the top beam energy
at collision.
n [µrad] β∗ ξ ∆Q L/[cm2s]
3.75 0.5 m 0.0034 0.015 1034
Table 3: Nominal LHC beam parameters related to the ma-
chine luminosity. n the normalised transverse emittance,
β∗ the β-function at the IP in the two high luminosity ex-
periments (ATLAS and CMS), ξ the beam-beam parameter
per IP, ∆Q the total tune spread in the machine (beam-
beam tune spread plus machine non-linearities) and L the
maximum luminosity per experiment.
The energy deposition required for triggering a magnet
quench in the super-conducting dipole magnets is given by
[1] (values given for instantaneous losses)
3.8 · 10−11 Jcm−3 at 450 GeV (2)
1.3 · 10−9 Jcm−3 at 7 TeV (3)
which corresponds to maximum particle losses of [1]
1.0 · 109 protons per meter at 450 GeV (4)
6.0 · 105 protons per meter at 7 TeV. (5)
Comparing these numbers with the nominal total number
of particles per beam given in Table 2 one obtains for the
maximum tolerable loss at injection energy
Nlost < 3.2 · 10−6 ·Nbeam at 450 GeV (6)
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Thus, operating the LHC with high beam intensities re-
quires a tight control of the beam losses in the super-
conducting magnets and the machine operation requires
large beam lifetimes and/or an efficient collimation system
at all stages of the operation (injection, ramp and luminos-
ity operation).
3 MECHANICAL APERTURE
The beam lifetime in the LHC depends on the ratio of the
mechanical (MA) and dynamical (DA) aperture. The MA
depends on the orbit errors, the β-beat and the energy er-
ror of the particles in the machine [3]. Assuming a peak
orbit distortion of 4 mm, a β-beat of 20 % and mechanical
alignment tolerances of δ = 2.5 mm one obtains a max-
imum mechanical aperture of MA = 8.5 σ in the LHC
arcs. Table 4 summarises the permissible tolerances for the
LHC machine. Protection of the cold elements is ensured
as long as the aperture given by the secondary collimator
jaws is smaller than the minimum MA in the machine. The
base line design of the LHC collimation system assumes a
primary collimator position of 7 σ and a secondary collima-
tor position of 8.2σ. Additional collimators are foreseen in
δp/p0 Closed Orbit β-beat δ
< 10−3 < 4mm < 20 % 2.5 mm
Table 4: Tolerances for beam parameters relevant for the
mechanical aperture. δp/p0 is the maximum permissible
momentum error and δ the maximum permissible sum of
mechanical and alignment tolerances.
the injection regions in order to minimise the particle losses
during injection failure scenarios. These auxiliary collima-
tors must be adjusted such that their aperture is larger than
the aperture given by the secondary collimators of the main
collimation system but still smaller than the minimum MA
of the cold elements in the machine leaving only a small
margin of 0.3 σ for their adjustment.
4 COMMISSIONING BEAM
PARAMETER
The DA depends on the tune and the multi-pole error dis-
tribution of the magnets in the machine and a good beam
life time is only possible if the dynamic aperture in the ma-
chine is larger than the mechanical aperture. The current
estimate for the DA in the LHC based on numerical sim-
ulations is 11.5 σ. The simulations assume a perfect ad-
justment of the correction circuits and neglect the effect of
power supply ripple and noise on the DA. Experience with
existing storage rings (e.g. SPS and HERA) show that the
final DA in the real machine is approximately only half of
the DA found in the simulations. For the LHC this im-
plies that the DA will be very close to the MA in the ma-
chine imposing tight margins for the operation of the ma-
chine. Operating the machine with smaller beam sizes is
one possibility for reducing the tight margins mentioned
above. For example, reducing the normalised beam emit-
tance from n = 3.75 µrad to n = 1.0 µrad (approxi-
mately 25 ring by a factor two. This brings two important
advantages:
• the mechanical aperture increases in terms of beam-
σ and the margins for the orbit and optics corrections
can be relaxed.
• the maximum particle amplitudes in the beam become
smaller and the particles experience weaker multi-
pole errors (the field quality improves with decreasing
β-tron amplitude) and the particle motion becomes
’more regular’.
Reducing the beam emittance also implies lowering the
beam intensity. Table 5 lists the LHC commissioning beam
parameter together with the maximum luminosity that can
be delivered to the experiments in this operation mode.
Nbunch n [µrad] ξ L/[cm2s]
0.17 · 1011 1.0 0.002 1033
Table 5: The LHC commissioning beam parameter. Nbunch
gives the number of particles per bunch, n the normalised
transverse emittance, ξ the beam-beam parameter per IP
and L the resulting luminosity. All other parameters are as
in Table 2 and 3.
The values in Table 5 are based on the assumption that
the total number of bunches and the β ∗ function remain
unchanged.
5 CORRECTION CIRCUITS AND LHC
POWERING
The main dipole and quadrupole magnets have individual
power supplies for each arc. The focusing and defocusing
quadrupole magnets in Ring1 and Ring2 are powered in
series and the phase advance per cell can not be changed
independently for the two rings. An accurate power supply
tracking between the dipole and quadrupole circuits in the
eight arcs is the prerequisite for a satisfactory performance
of the machine.
Furthermore, each arc in the LHC is equipped with cor-
rection circuits for the most important multi-pole compo-
nents The LHC arcs have two different types of correction
circuits:
• spool piece corrector magnets: these magnets are
mounted directly to the end of the main dipole mag-
nets and are foreseen for the b3, b4 and b5 multi-pole
errors. The b3 spool piece magnets are mounted to
each dipole magnet and the b4 and b5 spool piece mag-
nets form one package which is only mounted to every
second main dipole magnet. The spool piece magnets
form three circuits per arc which allow a compensa-
tion of the systematic multi-pole error per octant (un-
certainty). The b3 error changes the machine chro-
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maticity, the b4 changes the particle tune as a func-
tion of oscillation amplitude (anharmonicity or detun-
ing with amplitude) and the b5 error leads to a third
order chromaticity (Q′′′).
• lattice corrector circuits: these corrector magnets are
mounted to the main arc quadrupole magnets and are
part of the short straight section (SSS) assembly. The
SSS consists out of a beam position monitor (BPM), a
corrector magnet, the main quadrupole, and a com-
bined package of orbit corrector and arc sextupole
magnet. Lattice corrector circuits are foreseen for the
b2, b3, a2 and a3 multi-pole errors. The b2 circuits
allow an separate adjustment of the tune in the two
rings, the b3 circuits correct the natural chromaticity
of the machine (including the effect of the large β-
function in the triplet magnets), the b4 magnets gen-
erate transverse Landau damping at top energy, the
a2 circuits allow a correction of the machine coupling
and the a3 magnets a correction of the chromatic cou-
pling in the machine.
Table circuit summarises the number of spool piece and
lattice circuits for the LHC arcs. Table 7 lists the function-
ality and limits for the lattice correction circuits in terms
of beam observables and Table 8 lists the functionality and
limits for the spool piece circuits in terms of main bend
multi-pole error strength.
Name Type number of
families
A) sextupoles lattice corrector 8 · 4
B) skew sextupoles lattice corrector 8 · 1
C) octupoles lattice corrector 8 · 2
D) skew quadrupole lattice corrector 4 · 1 + 4 · 2
E) tuning quadrupoles lattice corrector 8 · 2
F) b3 spool piece 8 · 1
G) b4 spool piece 8 · 1
H) b5 spool piece 8 · 1
Table 6: Correction circuits for the eight LHC arcs. The to-
tal number of correction circuits in the LHC is 108 yielding
an average circuit number of 13.5 per octant.
Name Function Limit
A) compensate the natural ξ = 80 inj. optics
machine chromaticity ξ = 160 coll. optics
B) chromatic coupling
C) anharmonicity corrector δQ(10 σ) = 0.01
D) coupling corrector ∆Q ≈ 0.3
E) tuning quadrupoles δQ < 0.3
Table 7: Functionality and limits for the lattice correction
circuits. The limits are given in terms of beam observables
at top energy. δQ indicates the change in the transverse
tune and∆Q the minimum tune separation due to coupling.
Name Function Limit
b3 chromaticity 4 · 10−4
b4 detuning with amplitude ??
b5 spool piece 0.25 · 10−4
Table 8: Functionality and limits for the spool piece cor-
rection circuits. The limits are given in terms of maximum
correctable dipole field error at top energy.
6 CHALLENGE FOR THE LHC
COMMISSIONING
Each magnet will be measured cold before installation in
the tunnel and the correction circuits will be adjusted to
compensate the measured error distribution in the machine
requiring the adjustment of 108 circuits (an average of 13.5
circuits per octant) in the LHC. This large number of cor-
rection circuits, alone represents a challenge for the ma-
chine setup. On top of this, the correction is not adjusted
to a static machine but to a machine that changes with time
and operation mode.
The persistent current errors in the super- conducting
magnets of the LHC change over a time period of approxi-
mately 30 minutes by approximately 30 %. The persistent
current decay is most relevant at injection energy. With
increasing energy (B field in the magnets) the machine be-
comes more stable. The scaling of the persistent current







For example, the persistent current b3 error (sextupole field
component) of the main dipole fields is approximately
b3 = −11 · 10−4 at injection energy and the persistent cur-
rent decay amounts to approximately 3.6 units. One unit of
b3 corresponds to approximately 45 units of chromaticity
and the total change in chromaticity due to the persistent
current decay at 450 GeV is
∆Q
′
(injection) = 160. (8)
At 7 TeV the persistent current decay amounts to 0.06 units




(injection) = 3 (9)
which is just on the border of being negligible or requiring
correction. If the LHC would be operated at a collision
energy of 4 TeV the b3 persistent current decay would still
be 0.14 units and the change in chromaticity
∆Q
′
(injection) = 22. (10)
At the beginning of the ramp the persistent current errors
change abruptly back to their initial values. The speed of
this ’snap back’ effect depends on the speed of the current
Chamonix XI234
change at the beginning of the ramp and occurs during the
first 50 A of the ramp. Slowing down the ramp speed at the
beginning of the ramp thus provides the means of adjusting
the speed of the ’snap back’ effect.
During the ramp the multi-pole errors change due to
ramp induced current perturbations. The field amplitude
of these errors is proportional to the ramp speed.
In summary, the correction circuits require readjust-
ments during all stages of the LHC operation. And to make
things worse, the persistent current decay and snap-back
effects depend on the magnet history (time at flat top on
the previous cycle and time at injection) (see Luca Botturas
talk for more details). For a given cycle history the mag-
net measurements allow a prediction of the time dependent
effects with a 80 % accuracy.
One of the key challenges for the LHC commissioning
will be to find proper beam observables for the verifica-
tion of the correction circuit settings. Even if some circuit
settings can be easily measured for a static machine at in-
jection energy it can be quite challenging to perform inde-
pendent measurements continuesly at the beginning of the
ramp. For example, the b3 and b5 circuit settings can be
measured with a classical chromaticity measurement dur-
ing the injection plateau: the b3 setting changes the linear
chromaticity and the b5 setting the third order chromaticity.
But it is far from trivial to perform these measurements on-
line at the beginning of the ramp (snap back) and during the
main ramp. On top of this, the effect of the different multi-
pole errors can be coupled. For example an orbit change in-
side the b3 field errors will change the tune of the machine
and separating this effect from a change in the b2 errors
requires a careful analysis of the beam measurements.
δp/p0 Orbit δQ ∆Q δξ
 10−4 < 4mm < 3 · 10−3 < 10−2 1↔ 2
Table 9: Tolerances for key beam parameters
Table 9 summarises the tolerances for some key beam
parameters and all correction circuits in the LHC should
correct the magnet errors to better than 20 /[1]. The maxi-
mum orbit distortion in Table 9 assumes a maximum static
error of 2.0 mm and a transient orbit error of 2.0 mm due
to injection oscillations (see the talk by Wolfgang Ho¨fle for
more details).
7 REMEDIES
In order to cope with the dynamic effects in the machine
all LHC magnets will be measured cold and for different
operation scenarios. The measured multi-pole errors will
be implemented into a database which has been nicknamed
the ’multipole factory’. The goal of this multi-pole factory
is to predict the actual magnet errors in the machine for
different operation cycles. In addition of this the machine
will be equipped with reference magnets. These magnets
have their own power converter but follow the same ramp
curve as the magnets in the machine. They are located in
an external surface building and are equipped with mea-
surement coils in order to provide online information on
the multi-pole errors in the magnets. The success of the
above system depends on two key ingredients:
• a precise prediction of the field errors in the machine
requires a cold measurement of all dipole magnets
which will be installed in the LHC. This is a rather
time consuming procedure and might be difficult to
implement if the installation schedule becomes tight.
• the reference magnets must well represent the aver-
age behaviour of the magnets in each arc of the ma-
chine. For this reason the number of reference mag-
nets must be sufficiently large and the each reference
magnet must be carefully chosen.
The beginning of the ramp follows a parabolic function
for the current change. This initial phase of the ramp lasts
approximately 5 minutes and brings the magnets with a
maximum ramp speed of only 0.6 A/s through the snap
back. The ramp speed is increased during an exponential
phase of the current ramp. This second phase lasts approx-
imately 8 minutes before the magnet currents are increased
linearly with the maximum ramp speed of 10 A/s. After 12
minutes of this main ramp phase the ramp rate is decreased
again in a parabolic round off phase. Fig.1 shows the full
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Figure 1: Main dipole ramp for the LHC.
8 EXPERIENCE FROM HERA
Table 10 compares some key parameters of the HERA and
LHC machines. The total chromaticity in HERA is only a
factor two smaller than in the LHC. HERA uses two ref-
erence magnets for adjusting the b3 correction circuits. If
the LHC uses four reference magnets the chromaticity per
reference magnet corresponds roughly to the value in the
HERA machine. Furthermore, the MA of the two machines






DA(simulation) 8 σ 11.5 σ
DA(measurement) 6 σ ↔ 3 σ -
MA 6.5 σ 8.5 σ/7 σ
Nquench 2.1 · 1012 7.0 · 108
Imax 90 mA 0.5 A
Nquench 0.17 ·Ntot 3 · 10−6 ·Ntot
E-range 23 15.6
β-range 5 / 9 36
parasitic none 32
beam-beam
X-angle none ±160 µrad
ramp time 20 minutes 20 minutes
Table 10: Comparison between some key parameters of the
HERA and LHC machines.
out to be 50 % of the DA obtained in the simulations the ra-
tio of MA and DA is also comparable in the two machines.
The total minimum turnaround time after a beam dump at
top energy to the next beam at collision energy is approx-
imately 60 minutes for both machines and HERA seems
to be a good role model for the LHC machine. However,
the most striking difference between the two machines is
the quench limit expressed in percentage of the total stored
beam current. While HERA can afford to lose approxi-
mately 20 % of the total beam current at injection LHC can
only tolerate a beam loss of 3 per mill.
The early commissioning of the HERA machine was
done in three steps [5]:
• The early commissioning using a special magnet cycle
which eliminates the b3 multi-pole error in the main
dipole magnets. The b3 snap back error would have
been very large for this operation mode and the ma-
chine was only operated at injection energy during this
phase of the machine commissioning. The main goal
of this operation mode was to establish a circulating
beam with sufficient life time and to verify the op-
tics settings and magnet polarities. This step lasted
for three month and the maximum beam life time at
the end was approximately 30 minutes.
• Beam commissioning using the nominal magnet cy-
cle (→ b1andb3 error at injection). The goal of this
second commissioning phase was to understand the
persistent current decay and to adjust the correction
circuits. The beam was only stored at injection energy
(no acceleration). However, the machine was repeat-
edly cycled in order to regenerate the persistent error
decay at injection. This second commissioning phase
lasted one month.
• Commissioning of the initial ramp (→ snap back ef-
fects). One bunch was accelerated to only half of the
nominal beam energy and the maximum bunch cur-
rent was only 25 % of its nominal value (→ larger
quench limits in the magnets). This third commis-
sioning phase lasted again on month and used only
one single bunch.
All three commissioning stages benefited from lower beam
intensities and the resulting relaxed constraints. On top of
this the injection process can be simplified by using long
injection times. The persistent current decay lasts for only
20 to 30 minutes and is the most pronounced right after
the magnet cycle. Thus, waiting with the beam injection
for a few minutes after the magnet cycle reduces the time
varying effects during the injection process. The drawback
of this strategy is that the field error changes during at the
beginning of the ramp will be more violent and that the
overall turnaround time of the machine increases.
One limit for this approach and the strategy of a slow
initial ramp speed is the beam lifetime at injection energy.
If the beam lifetime is not sufficiently large at injection
the pressure to speed up the injection process will be quite
high. For example, the beam intensity in HERA drop by up
to 40 % during the injection process and by another 30 %
during the beginning of the ramp. Depending on the ef-
ficiency of the LHC collimation system such high losses
might not be tolerable in the LHC machine.
The machine commissioning of HERA benefited from
low level control knobs that allowed the operators of the
machine to readjust online the powering of the tuning
quadrupoles and the sextupole correction circuits. The
manual readjustment was based on online tune and loss rate
measurements (the width of the tune signal on the spectrum
analyser was used as an indication for the machine chro-
maticity and the loss rate as a measure for the beam life-
time). With the help of these knobs it was possible to keep
the maximum tune excursions smaller than ∆Q = 10−3
and the chromaticity within 5 and 10 units (combined ef-
fort of low level control knobs and online feed back from
the reference magnets).
9 MACHINE TURNAROUND TIME
We look again at the experience from the HERA commis-
sioning. The first dedicated luminosity run of HERA in
1991 produced 24 runs within one month of operation. The
average fill time was 80 minutes with a variance of approx-
imately 75 minutes (some runs lasted only a few minutes
while others lasted for more than one hour). On average
the machine was cycled 5 to 7 times per day in order to pro-
duce one lumi run per day. The last luminosity run in 2000
produced an average of 2 luminosity runs per day with an
average run time of 6 hours. The average turnaround time
(time required from beam dump to next beam at top energy)
was 6.6 hours. In other words, after 10 years of operation
the HERA machine still has an average of 4 hours of down
time per day and one quarter of all ramps does not lead to
a luminosity runs.
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Extrapolating the experience from HERA to the LHC
machine one can expect that the turnaround time of the
LHC will be at least 7 hours. However, there are three
features of the LHC which impose additional constraints
on the machine operation and might further increase the
turnaround time of the machine:
• The number of hardware components in the LHC is
much lager than in HERA and the machine perfor-
mance might suffer more from hardware failure.
• The loss tolerances in the LHC are much smaller than
in HERA and the machine might suffer more from
beam aborts which are triggered by the machine pro-
tection system. In order to minimise the risk of ma-
chine damage during the injection setup the machine
adjustment will be done with a low intensity ’pilot
beam’. This special machine setup raises the addi-
tional challenge that right before the injection of the
nominal LHC beam all pre-injectors of the LHC have
to change their operation mode while still ensuring
proper settings for the nominal beam.
• The LHC has to inject and ramp two beams at the
same time. This implies that the injection optimisa-
tions have to be performed twice and that the injection
process has to cope with the parasitic beam-beam in-
teractions. For example, the parasitic beam-beam in-
teractions couple the orbit motions of the two beams
in the LHC and the beam separation at the parasitic
beam crossing points must be included in the orbit cor-
rection algorithm.
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