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ABSTRAK 
UPT Perpustakaan UNS memiliki jumlah koleksi sebanyak 37.271 buah 
pustaka dan rata-rata 75.316 pertahun sirkulasi buku yang dikelola dalam sistem 
UNSLA (UNS Library Automation). Analisis diperlukan untuk menggali informasi 
berharga yang dapat digunakan untuk berbagai kepentingan. Apriori adalah 
algoritma yang paling sering digunakan dalam association rule mining. 
Penggunaan Apriori memiliki kelemahan pada data yang tersebar. Jaccard 
Similarity adalah algoritma yang digunakan untuk mencari kesamaan antar dua set. 
Penerapan Jaccard Similarity pada association rule mining diketahui dapat 
menemukan assocation rule pada data yang tersebar. Penelitian ini dilakukan untuk 
mencari tahu bagaimana konsistensi association rule yang dihasilkan kombinasi 
Apriori dan Jaccard Similarity dibandingkan dengan Apriori dan Jaccard 
Similarity pada data peminjaman buku UPT Perpustakaan UNS. Data buku yang 
digunakan dikelompokkan menjadi 10 kategori buku dan dipecah berdasarkan 
bulan dan tahun. Association rule mining dilakukan dengan menggunakan ketiga 
metode. Association rule yang dihasilkan dibandingkan konsistensinya pada bulan 
dan tahun yang diketahui. Sebagai hasil, diketahui bahwa association rule mining 
menggunakan kombinasi Apriori dan Jaccard Similarity lebih konsisten 
dibandingkan Apriori dan Jaccard Similarity. Biarpun begitu, association rule 
mining menggunakan Jaccard Similarity menghasilkan variasi lebih banyak 
dibanding Apriori dan kombinasinya. 
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USING APRIORI AND JACCARD SIMILARITY 
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ABSTRACT 
UPT Perpustakaan UNS has 37,271 collections and on average 75,316 
annual circulations of the book that is managed by UNSLA (UNS Library 
Automation). An analysis is needed to discover valuable information that can be 
used for various purposes. Association rule mining is one of data mining techniques 
to look for relationship pattern in the market basket data. Apriori algorithm is 
commonly used in association rule mining. However, Apriori has limitations in 
conducting association rule mining on sparse data. Jaccard Similarity algorithm is 
used to find the similarities between the two sets. Application of Jaccard Similarity 
to the association rule mining can find association rule on sparse data. This research 
was conducted to determine the consistency of association rule generated by the 
combination of both Apriori and Jaccard Similarity compared to regular Apriori 
and Jaccard Similarity on the book lending data of UPT Library UNS. Data are 
grouped into ten different categories of books and split by month and year. 
Association rule mining is done by using all three methods. Association rules 
produced by each method compared for consistency in the known month and year. 
As a result, it is known that the association rule mining using a combination of 
Apriori and Jaccard Similarity is more consistent than the original Apriori and 
Jaccard Similarity. However, association rule mining using Jaccard Similarity 
generate more variation than Apriori and combination. 
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