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The zero-dipole summation (ZD) method recently developed as one of the non-Ewald methods was 
extensively applied to a molecular dynamics (MD) simulation of a large biomolecular system, composed 
of a membrane protein with explicit water and lipid molecules. As in our previous report for a homoge- 
neous water system, the ZD method reproduced the electrostatic energies of the current protein system, 
which were very similar to those generated by the Ewald method. The MD simulations using the ZD 
method provided a stable molecular system, with similar structures and dynamic properties to those pro- 
duced by the conventional Particle mesh Ewald method. 
 2013 Elsevier B.V. Open access under CC BY-NC-ND license. 1. Introduction 
Intra- and inter-molecular electrostatic interactions play funda- 
mental roles in the structural and functional features of biological 
macromolec ules, such as proteins, DNA, lipids and their complexes 
[1–3]. Molecular simulations at quantum mechanical , classical 
Newtonian mechanical, and even coarse-grained molecular levels 
always consider the electrostatic interactions, which essentially 
have a long-ranged nature. 
At the beginning of the simulation studies, a simple cutoff of the 
electrostatic interactions was frequently applied, but many arti- 
facts resulted, since the long distance effects were simply ne- 
glected [4,5]. In particular, a widely known artifact is in the 
dielectric features of pure water system with a strongly polar nat- 
ure, which may greatly deviate from the correct ones [6] during a
molecular dynamics (MD) simulation. An alternative approach is 
the usage of lattice sum techniques such as the Ewald method 
[7] and the Particle mesh Ewald (PME) [8,9] method assuming 
the periodic boundary condition , which do not ignore the long- 
range electrostatic interactions and reproduce the physicochemical 
properties of many periodic systems. 
Although the lattice sum approach is the most popular standard 
technique, its applications to intrinsically non-periodic systems, 
such as proteins and DNA in aqueous solvent, clearly deviate from 
reality [10]. Recently, the artifacts produced by the simple cutoff 
method have been signiﬁcantly reduced by several new ap- 
proaches, referred to as the non-Ewald methods, which were re- 
viewed in detail elsewhere [10]. Among them, we have 
developed the zero-dipole summation (ZD) method [11,12], which takes into account the neutralities of charges (zero-monopole) and 
dipoles (zero-dipole) in a truncated subset. The ZD method can be 
viewed as an extension of the other non-Ewald method develope d
by Wolf et al. [13,14], and it provided more accurate electrost atic 
energies for a liquid NaCl system [11] and a pure TIP3P water sys- 
tem [12].
Here, we applied the ZD method to a membrane protein, the hu- 
man b2-adrenergic receptor (b2AR), which is a member of the G- 
protein coupled receptors (GPCRs), with explicit lipids, small ions 
and water molecule s. GPCRs are good targets for new drug devel- 
opment, because they govern the initiation of many cellular reac- 
tions by selectively recognizing their individual ligands. The 
crystal structures of many different GPCRs, with antagoni sts or 
agonists, have recently been determined at atomic resolutions .
Among them, the crystal structure of b2AR was solved by several 
groups [15–17], and its dynamic nature has also been analyzed 
by an NMR study [18]. This highly charged and polar system is 
quite inhomogeneous , and it was previously considered to be too 
difﬁcult for a simple cutoff method to provide the correct physico- 
chemical properties by molecular simulations . In this Letter, we 
applied the ZD method to such an inhomogene ous system for the 
ﬁrst time. 2. Methods 
2.1. The algorithm of the ZD method 
The algorithm and its application to molecular systems have 
been described in details elsewhere [11,12], and are brieﬂy sum- 
marized here. The total Coulombic electrostatic energy in a peri- 
odic boundary condition, Etotal, is described as follows: 
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Here, ri and qi are the position and the atomic charge of the i’th
atom, respective ly. L and n are the edge length and the unit vector 
of the periodic cell. Here, ‘j–i at n = 0’ indicates the summation with 
respect to j such that j = i is excluded for n = 0. The error function 
and the complemen tary error function are designate d as erf and
erfc, respective ly, with a damping factor a, which is a non-nega tive 
paramete r. In the Ewald metho d, the ﬁrst term of Eq. (2) is calcu- 
lated with an appropr iately short cutoff distance, and the second 
term is calculate d in the Fourier space. The third term is a constant. 
In the theoretical frame of the non-Ewald methods [10] such as 
the Wolf method [13,14] and the ZD method [11,12], the second 
term of Eq. (2) is ignored because the value is proportional to a3
and it is negligible for small a (P0) less than 0.1 (Å1) or vanishes 
for a = 0. Speciﬁcally, in the ZD method only n = 0 term with the 
minimum image convention is used. Although the neglect of the 
second term of Eq. (2) relies on the decreasing feature of the func- 
tion erfc(ar) with respect to a, other functions may be possible. The 
detailed considerations along such a line have been done in Refs. 
[19,20]. The investiga tion of the effect of damping parameter a is
of value for the methods employing function erfc(ar), such as the 
Wolf method [21,22] and ZD method [11,12].
In order to provide a good estimate of the ﬁrst term, the ZD 
method assumes that the interaction contribution is counted in a
neutralized subset Mi that consists of certain particles, including 
the i’th atom, inside the cutoff sphere, for which the center and 
the radius are ri and the cutoff distance rc, respectively. The total 
sums of the charges and dipole moments are both zero in Mi, and 
any atoms not belonging to Mi but inside the cutoff sphere are lo- 
cated close to the sphere. Instead of directly using Mi, as we proved 
in our previous report [11], Eq. (2) is approximated using a usual 
pairwise summation form, irrelevantly to the boundary conditions, 
as:
Etotal  EZD total ¼
1
2
X
i
X
ðj–i rij<rcÞ
qiqj½uðrijÞ  uðrcÞ
 uðrcÞ
2
þ aﬃﬃﬃ
p
p
 X
i
q2i ð3Þ
with a transformed function: 
uðrÞ ¼ erfcðarÞ
r
þ erfcðarcÞ
2rc
þ aﬃﬃﬃ
p
p expða2r2c Þ
 
r2
r2c
ð4Þ
Here, rij is the distance between ri and rj. When u(r) = erfc(ar)/r is
applied instead of Eq. (4), the ZD summatio n method coincides with 
the equation provided by Wolf et al. [13], and so it can be viewed as 
an extension of the Wolf metho d, which only assumes the charge 
neutrality [10–12]. When a = 0, Eq. (4) becomes a much simple r
form similar to the equation given by the reaction ﬁeld (RF) method 
[10,23,24]:
uðrÞ ¼ 1
r
1 þ r
3
2r3c
 
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However, we should mention that the RF and the ZD method differ 
in their concepts , derivatio ns, and the energy formulae themselves 
[10,11], even if a = 0 is applied in the latter method. In particula r, the last issue is explained from the following facts: First, the RF 
method needs the dielectric constant param eter that cannot be pro- 
vided a priori for inhomogeneou s systems , but the ZD needs no such 
a paramete r. Second, the ZD method produces in a consiste nt man- 
ner the term u(rc) and the constant (last) term in Eq. (3), but such 
terms are ambiguous in the RF method. Third, the RF method usu- 
ally employs the group-b ased cutoff procedure, due to its deriva- 
tion, but the ZD method employs the atom-bas ed cutoff 
procedu re, due to the reasons such that the neutra lity of charges 
is taken into account by the neutra lized subset, and that the 
smoothn ess of the potential function is ensured. In particular, the 
third point is critical in MD simulations , as discussed in Refs. 
[10,12].
For general molecular systems with covalent bonds, some mod- 
iﬁcations to Eq. (3) are required, as described in detail in our pre- 
vious report [12].2.2. Human b2-adrene rgic receptor 
The atomic coordina tes of Asp29 to Leu342 of human b2-adren-
ergic receptor (b2AR), a membrane protein, were obtained from the 
Protein Data Bank (PDB) [25] as one of the GPCRs (PDBID 2rh1 
[15]). Since T4-lysozym e was artiﬁcially inserted within the third 
inner cellular loop of the original structure [15], it was deleted 
and replaced by a ﬂexible loop structure composed of 16 amino 
acid residues (Gln-Lys-Ile-Asp-Lys-Se r-Glu-Gly-Gly-Gl y-Gly-Ser- 
Gly-Gly-Gly -Ser) between Leu230 and Lys263 [26]. The N- and C- 
termini were capped by acetyl and N-methyl groups, respectively. 
This b2AR model was embedded in a lipids bilayer composed of 
160 POPC (1-palmitoyl-2-oleoyl-s n-glycero-3-ph osphocholine)
molecule s in a box with dimensio ns of 85.740 Å (horizontal direc- 
tion to the membran e)  78.437 Å (horizontal direction to the 
membran e)  100.822 Å (perpendicular direction to the mem- 
brane). In total, 9951 explicit TIP3P water molecules [27] and 16 
Na+ and 20 Cl  ions were added in the box, for a physiologica lly 
neutral environm ent. The total number of atoms in the box was 
56 121. The initial steepest descent energy minimizatio n (400
steps) was followed by conjugated gradient minimizatio ns (400
steps) with positional restraints on the solute, using a force con- 
stant of 10 kcal/(mol Å2). The system was then equilibrated for 
200 ps by adopting Berendsen’s NPT algorithm [28] with tempera- 
ture and pressure coupling at 300 K and 1 atm, respectively , with 
the periodic boundary condition using the PME method [9] for
electrost atic interactions with a cutoff of 12 Å, a damping factor 
a = 0.35 Å1, and a time step of 1 fs. The cutoff distance of 
the van der Waals interactions was 12 Å. After this equilibration 
run, the NVT production run at 300 K was performed by 
either the PME or ZD method with the cell size (80.396 
81.844  81.831 Å3). The SHAKE algorithm was applied to the sys- 
tem. The charges of the protein atoms and the force ﬁeld were orig- 
inated from AMBER parm99 [29]. The MD simulations by the PME 
method and the energy calculations by the Ewald method were 
performed by using cosgene/myPr esto [30].
In addition, to assess the accuracy of the ZD method quantita- 
tively, the energies were computed by both the Ewald and ZD 
methods for 1000 snapshot structures taken every 1 ps, from the 
1 ns MD trajectory that was produced by the PME method. Note 
that the PME is not necessar y here, and it was just used to generate 
physically plausible phase-space points. 3. Results and discussion 
First, the total electrostatic energies of the b2AR system were 
computed by the ZD method, EZD, depending on the cutoff distance, 
for the M  1000 snapshot structure s, frðkÞ  ðrðkÞ1 ; . . . ; rðkÞN Þgk¼1;;M .
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and they are shown in Figure 1. The atom-bas ed cutoff procedu re 
was used in the ZD method. For comparison with the straight trun- 
cation methods, the total energie s by the residue-b ased cutoff 
method of the bare Coulombi c function (the RESA method), ERESA total ,
were also calculated by the following equation: 
ERESA total ¼
1
2
X
i
X
j2Ri
qiqj
rij
ð7Þ
In Eq. (7), Ri is a group of interacting atoms for the i’th atom, where 
all of the interactio ns in a residue are counted, if at least one atom 
in the residue is inside the cutoff sphere, centered on the i’th atom. 
For ERESA total , the relative deviatio ns from E
Ewald 
total were also calculate d in 
the same manner as in Eq. (6), and are shown in Figure 1.
It is clear that the deviation of EZD total from E
Ewald 
total is very small, 
even at a short cutoff distance. In fact, the relative deviation was 
only about 0.04% at rc = 12 Å when a = 0.0, and it decreased to 
about 0.02% at rc = 18 Å, although the deviation values were 
about 3 to 4 times larger than those for the homogeneous pure 
water system observed in our previous study [12]. In contrast, 
ERESA total deviated greatly from E
Ewald 
total , even at the 18 Å cutoff 
distance.Figure 1. Relative electrostatic energy deviations by the ZD and RESA methods with 
the cutoff distance rc, averaged for 1000 sampled structures produced by MD with 
the PME method, compared with those calculated by the Ewald method (Eq. (6)).
The thin solid line, dotted line, dashed line, and dash-dotted line with ﬁlled circles 
are results from the ZD method with damping factor a values = 0.0, 0.06, 0.10, and 
0.14 (Å1), respectively. The thick solid line with open circles is a result from the 
RESA method. The error bars are the standard deviations for 1000 samples. In addition to the generation of better results for the larger 
cutoff distance rc in the ZD method, the accuracies are improved 
for the smaller damping factor a. This feature is the same as that 
in the pure water system found in our previous study [12],
although it is different from that in the NaCl liquid and far from 
that in the NaCl crystal [11], where a > 0 is more adequate than 
a = 0 in those NaCl systems with practical cutoff distance regions. 
This feature originates from the two compensating factors. One is 
the damping effect, which is signiﬁcant for larger a with smaller 
rc. The other is the neglect of the erf-term, which is apparent for 
larger a with larger rc. The compens ation occurs even for small rc
in the ZD method, due to the accurate description of the excess 
energy and the mobility provided by the components, including 
ions and water molecules [12]. The current Letter revealed that 
the description also works effectively for an inhomogene ous 
system at short rc, thus allowing us to use a very small or even 
zero damping factor without the annoying choice of the parame- 
ter value. 
Since the system is not homogeneous , in order to dissect the 
contributi ons from each molecule and amino acid residue, we 
investiga ted the electrostatic energy contributed from the i’th
atom, Exi , which is deﬁned below considering the interaction en- 
ergy between the i’th and j’th atoms, Exij :
Exi ¼
1
2
X
j–i
Exij ð8Þ
Extotal ¼
1
2
X
i
X
j–i
Exij ¼
X
i
Exi ð9Þ
Here, x design ates the method used to calculate the electrostatic 
energie s: Ewald, ZD, and RESA, respective ly. 
The average contributions from individual molecules in the 
energy deviation s from the Ewald electrostatic energy were 
determined by the following Eq. (10), and they are shown in 
Figure 2.
X
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where x is ZD with a = 0 and 0.1 (Å1), and RESA that is used for 
compari son. Here, the molecu le is b2AR, all 160 POPCs, all 
9951wat ers, 16 Na +, and 20 Cl . The total deviation in Eq. (6) is also 
shown .
Except for the Cl  ions, the energy accuracies were about ten 
times better with the ZD method than the RESA method. The en- 
ergy error in the Cl  in the RESA method seems peculiar, since it 
became signiﬁcantly larger with greater cutoff distances. Although 
the residue-bas ed cutoff can reduce the artifacts in the group- 
based cutoff [10,12], the reduction was not complete for the iso- 
lated ions, which may be the reason of the peculiarity. Note that 
one of the main reasons for using the group-based cutoff is that 
it can maintain the charge neutralit y in the cutoff sphere, as long 
as an individual molecule/re sidue is neutral. In contrast, in the 
ZD method, the neutrality of the charges along with the dipoles 
is taken into account by a certain set of atoms in the cutoff sphere 
with the atom-bas ed cutoff, due to the deﬁnition of the energy for- 
mula itself. 
It is interesting to reveal the residue contributions in the energy 
deviation from the Ewald electrost atic energy, to understand 
which residue type contributed to the total energy deviation. The 
following values in Eq. (11) were calculated for the individual res- 
idues of the current b2AR model with 300 amino acid residues, and 
they are shown in Figure 3.
Figure 2. Relative individual contributions to electrostatic energy deviations by the ZD and RESA methods from the Ewald electrostatic energy, averaged for 1000 sample 
structures produced by MD with the PME (Eq. (10)). Solid blue, red, and black bars are the contributions by the ZD method with the cutoff distance rc values = 12, 14, and 16 
(Å), respectively, with the damping factor a = 0.0. Hatched blue, red, and black bars are those with rc = 12, 14, and 16 (Å), respectively, with a = 0.1 (Å1). Open blue, red, and 
black bars are those by the RESA method with rc = 12, 14, and 16 (Å), respectively. The numbers in parentheses are the number of residues in GPCR, the numbers of POPC and 
water molecules, and the numbers of Na + and Cl  ions. The error bars are the standard deviations for 1000 samples. (For interpretation of the references to colour in this ﬁgure
legend, the reader is referred to the web version of this article.)
Figure 3. Residual relative contributions to the electrostatic energy deviations, determined by the ZD and RESA methods from the Ewald electrostatic energy averaged for 
1000 sample structures produced by MD with the PME method (Eq. (11)). The parameters for the individual bars are the same as those in Figure 2. The numbers in 
parentheses are the numbers of residues. The error bars are shown only for the deviations with rc = 12 Å as the standard deviations for 1000 samples. 
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Here, x is ZD and RESA. The number of each residue type is de- 
scribed in parenthese s after each amino acid type in Figure 3. The 
accuracies with the ZD method were two- to ten-times better than those with the RESA method. The deviatio ns with the ZD method 
using a = 0 and a = 0.1 (Å1) were similar, and they were smaller 
for larger rc in every residue . The contrib utions from the ionic resi- 
dues were greater than those from the other amino acid residues, 
and they were about ten-fold greater with the ZD method. However, 
the results of the ZD metho d were better by a factor of ten than 
those of the RESA metho d for the ionic residue s, and this superiority 
was enhanc ed, as compared to the neutral residue s. 
One may concern about the assumption applied by the ZD 
method in the current inhomogene ous GPCR system for the 
Figure 5. The rmsf values of Ca atoms averaged along the last 1 ns MD trajectories 
shown in Figure 4B by the ZD (red lines) (rc = 14 Å and a = 0.0) and PME methods 
(black lines), respectively. The thick bars indicated above the residue numbers are 
the locations of the trans-membrane helical regions (residues 29–60, 67–96,103–
136, 147–171, 197–229, 267–298, and 305–328). (For interpretation of the 
references to colour in this ﬁgure legend, the reader is referred to the web version 
of this article.)
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ﬁed in the large ensemble of the homogeneous systems such as 
the NaCl liquid [11] and pure water systems [12]. However, it 
is well known that the distribut ions of ionic residues of proteins 
are generally complimentar y to their a-helical dipoles, and that 
the solvent monopol es and dipoles always work to shield the 
long-range electrost atic ﬁeld in a statistical manner [1]. There- 
fore, even for inhomogeneous systems such as the current GPCR 
system, the monopole and dipole moments in a rather small local 
region can be small enough to be well approximated by the ZD 
method.
In order to examine the dynamic properties by the ZD method 
comparing with those by the PME method, we ﬁrst performed a
5 ns MD simulation with the PME method for b2AR, and the tra- 
jectory of the root-mean square deviations (rmsds) from the ini- 
tial crystal structure is shown in Figure 4A and B by black lines. A
5 ns MD simulation with the ZD method (rc = 12 Å and a = 0.0)
was also performed, and the rmsd trajectory is shown in Fig-
ure 4A by a blue line. In addition, for more accurate comparison, 
starting after the equilibration (3 ns) of the PME MD simulation, 
a 2 ns MD simulation by the ZD method was performed using 
longer cutoff rc = 14 Å with a = 0.0, and the rmsd trajectory is 
shown in Figure 4B by a red line. These rmsds by the ZD method 
ﬂuctuated, but they were similar to those generate d by the PME 
method, showing that the stabilities of the systems in the MD 
simulations by the ZD method and the PME method were 
comparable .
The protein dynamic properties were analyzed by examining 
the root-mean-squ are ﬂuctuations (rmsf) of the Ca atoms, averaged 
along the MD trajectories. The averaged residual rmsf values are 
plotted in Figure 5 for the last 1 ns of the MD trajectories by the 
PME method and the ZD method starting after 3 ns of the PME 
MD simulation, shown in Figure 4B. The rmsfs coincided well, ex- 
cept around the inner and external loop regions. The Pearson cor- 
relation coefﬁcient of the residual rmsf values between the PME 
method and the ZD method was 0.884 for all of the residues, except 
for the 16 inserted amino acid residues. 
The residual cross-correlations in the Ca atom ﬂuctuations,
averaged along the trajectories, were also examine d by monitoring 
the following cross-correlation matrix element Cij:Figure 4. (A) The trajectory of rmsd values of the backbone atoms of b2AR from those at
(black line), and those generated with the ZD method (rc = 12Å and a = 0.0) (a blue line),
left axis. (B) The trajectory of rmsd values generated with the ZD method (rc = 14 Å and a
3 ns of the above simulation with the PME method. The rmsd values are shifted from (A) a
is also displayed for comparison by a black line. (For interpretation of the references to cCij ¼
hDri  Drjitrajectoryﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hDr2i itrajectory
q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hDr2j itrajectory
q ð12Þ
Here Dri is the displace ment from the mean position of the Ca atom
of the i’th residue. A positive cross correlation indicates in-phase 
displace ment, while a negative correlat ion is out-of- phase. In Fig-
ure 6, the averaged matrix elemen ts are plotted during the last 
1 ns of the MD simulati ons shown in Figure 4B. The upper triangle 
shows the correlat ions obtained by the ZD method, and the lower 
triang le shows those generated by the PME method. The residual 
dynamic correlations for the ZD method and the PME method coin- 
cide very well, although slight differences are observed at the loop 
regions. The Pearson correlat ion coefﬁcient of each Cij elemen t be- 
tween the PME method and the ZD method was 0.888 for all of 
the residue s, except for the 16 inserted amino acid residue s. oms of the initial crystal structure along 5 ns MD simulations with the PME method 
which started from the same initial structure. The rmsd values are indicated by the 
= 0.0) (a red line), which started from the snapshot structure and atomic velocities at 
nd indicated by the right axis. The rmsd trajectory by the PME method shown in (A)
olour in this ﬁgure legend, the reader is referred to the web version of this article.)
Table 1
Execution time (sec) for 1 step MD simulation of the GPCR system by the ZD method 
and by the real space part of the PME (RPME) method . Cutoff length rc (Å) and 
damping factor a (Å1) are indicated; n is the number of processors. 
Method: rc, a n = 1 n = 8 n = 16 n = 32 n = 64 
ZD: 12, 0 5.2054 0.9623 0.6424 0.4836 0.4139 
ZD: 12, 0.1 5.8363 1.0440 0.6838 0.5013 0.4239 
ZD: 14, 0 6.0313 1.0678 0.6947 0.5076 0.4253 
RPME *: 10, 0.35 4.9313 0.9257 0.6245 0.4711 0.4069 
RPME *: 12, 0.35 5.8028 1.0387 0.6808 0.5008 0.4221 
* Execution time with a single processor (n = 1) for the reciprocal part of the PME 
method was 0.3100 s. 
Figure 6. The residual cross-correlation matrix elements in ﬂuctuations of the Ca atoms, averaged along the trajectories of the last 1 ns of the 5 ns MD simulations. The 
positive and negative cross correlations are indicated by black and white colors, respectively. The upper triangle shows the correlations provided by the ZD method (rc = 14 Å
and a = 0.0) in Figure 4B, and the lower triangle shows those by the PME method. The inserted linker region from residues 231 to 262 is not displayed. The bars below the 
horizontal axis show the locations of the trans-membrane helices. 
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sponding to the distinctive concerted ﬂuctuations at the inner 
and external cellular loops, respectivel y, and at the interfaces of 
the neighboring trans-mem brane helices. These characteristic 
behaviors were captured by the both methods. 
These structura l and dynamical propertie s generally depended 
on the electrostatic calculation scheme, as discussed in Refs. 
[4,31,32]. The results presented in Figures 4–6 indicate that the 
ZD method provides the dynamic properties of an inhomogeneous ,
complicated molecular system, in addition to the basic physical 
quantities, as correctly as the MD simulation with the conventional 
PME method. Here, we concentrate on the comparis on between the 
methods for an inhomogeneous system, regarding the fundamen- 
tal properties, which are not responsible for a system-depend ent 
analysis but can be generally deﬁned in many systems. 
In this Letter, we implement for the ﬁrst time the ZD method to 
study an anisotropic system. In this context, we should point out 
that there have been several previous works, in which the non- 
Ewald methods [10] other than the ZD method were also applied 
to study anisotropi c or inhomogene ous systems. For example, the 
pre-average d summation method [33], which is intimately related 
to the ZD method [10], has been shown to be adequate for nano- 
particles in a highly anisotropic ionic cloud [34], and the Wolf 
method has been successfully applied for interfacial problem 
[13], charged hard spherocylin ders [35], and a slab geometry in 
the presence of a gravitational ﬁeld [36]. An analytical averaged 
version of the Ewald sums has been analyzed in an electrical dou- 
ble layer around a charged macroparticle [37]. The isotropic peri- 
odic sum method has been adapted for calculating long-range 
interactions of heterogeneous systems [38]. These studies indicate 
positive applicabi lity of the non-Ewa ld methods to certain inho- 
mogeneous or anisotropi c systems. 
Finally, as a practical point, we discuss the computati onal tim- 
ing for the current GPCR system. The timings in single and parallel 
calculations using the ZD method were evaluated, and they are 
shown in Table 1, in comparis on with those of the PME method. 
For this purpose, we focus on the real space part of the PME meth- od in the same manner for a homogeneous water system discussed 
previousl y in Ref. [12], because the evaluation of the reciprocal 
Fourier part highly depends on the parallel algorithm and architec- 
ture. In general, the real space part of the PME method with a
shorter cutoff length requires a shorter computational timing than 
that of the ZD method. However, as shown in Table 1, the differ- 
ences between the results of the distinct rc values in the practical 
cutoff region tend to be small, as the number of processors in- 
creases. As well as the accuracy, in view of the timing, the ZD 
method with a = 0 has an advantage because of the elimination 
of the complemen tary error function. The full PME method needs 
to add the calculation of the reciprocal Fourier part. Thus, the com- 
putational timing required by the ZD method with a long rc value
could become compara ble to or shorter than that by the PME 
method including the reciprocal space part. 
4. Conclusion 
As in previous studies on the ion liquid, ion crystal, and bulk li- 
quid water systems, the current Letter showed that good accura- 
cies, stabilities, and dynamic properties in the GPCR system were 
provided by the ZD method, as compared with the Ewald and 
PME methods. Using this advantage, the ZD method can be applied 
to general inhomogeneous biomolecula r systems to perform rapid 
32 N. Kamiya et al. / Chemical Physics Letters 568–569 (2013) 26–32MD simulations , where very distant electrostatic interactio ns are 
not necessar ily considered such as in the reciprocal space compu- 
tations in the Ewald or PME method [12].
In the current Letter, the comparisons were performed with the 
lattice sum methods , the Ewald and PME methods, with the peri- 
odic boundary conditions, because this treatment has been popular 
in biological simulatio n studies, and the periodic boundary condi- 
tion can eliminate the artiﬁcial boundary and interface inﬂuences.
In this sense, the agreements of the results between the conven- 
tional methods and the current ZD method provide a measure of 
the reliability of the ZD method. However, there were some differ- 
ences, which are considered to be due not only to the approximat- 
ing nature of the ZD method, but also to the intrinsic nature of the 
lattice sum method in part. Namely, the periodic boundary condi- 
tion induces non-physi cal, inﬁnitely duplicated interactions . The 
pursuit of a ﬁne and realistic description of an inherently non-peri- 
odic charged particle system is critical for further understand ing of 
such biomolecular systems. 
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