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A SEMICLASSICAL BIRKHOFF NORMAL FORM FOR
CONSTANT-RANK MAGNETIC FIELDS
LÉO MORIN
Abstract. We consider the semiclassical magnetic Laplacian L~ on a Riemannian man-
ifold, with a constant-rank and non-vanishing magnetic field B. Under the localization
assumption that B admits a unique and non-degenerate well, we construct three suc-
cessive Birkhoff normal forms to describe the spectrum of L~ in the semiclassical limit
~ → 0. We deduce an expansion of all the eigenvalues under a threshold, in powers of
~
1/2.
1. Introduction
1.1. Motivations and context. Let (M,g) be either a d-dimensional compact and ori-
ented Riemannian manifold with boundary ∂M , or Rd endowed with the Euclidean metric.
For q ∈M , gq is a scalar product on the tangent space TqM . Since M is oriented, there is
a canonical volume form, denoted either dxg or dqg. If f ∈ L2(M), we denote its norm by
‖f‖ =
(∫
M
|f(q)|2dqg
)1/2
.
Let TqM
∗ denote the dual of TqM . If p ∈ TqM∗, we denote by |p|g∗q or |p| the norm of p,
defined by
∀Q ∈ TqM, |Q|2gq = |gq(Q, .)|2g∗q .(1.1)
We denote by g∗q the associated scalar product. The norm of a 1-form α on M is
‖α‖ =
(∫
M
|α(q)|2dqg
)1/2
.
It is associated with a scalar product, denoted by brackets 〈., .〉. We denote by d the ex-
terior derivative, associating to any p-form a (p + 1)-form dα. Using the scalar products
induced by the metric, we can define its adjoint d∗, associating to any p-form α a (p− 1)-
form d∗α.
Let B be a smooth closed 2-form on M , the magnetic field. We assume that B is exact,
and we chose a 1-form A such that B = dA, the magnetic potential. We consider L~, the
Friedrich extension on L2(M) of the operator:
u ∈ C∞0 (M) 7→ (i~d +A)∗(i~d +A)u ∈ L2(M).
L~ is the magnetic Laplacian with Dirichlet boundary conditions. It depends on the semi-
classical parameter ~ ∈ (0, 1] (Planck’s constant). On the Euclidean Rd, L~ is given by:
L~ = (i~∇ +A)2,
with A = (A1, ..., Ad) ∈ C∞(Rd,Rd) and A = A1dq1 + ... + Addqd. The spectral analysis
of L~ in the semi-classical limit ~ → 0 has given rise to many investigations in the last
twenty years. It has shown very various behaviours according to the geometry of (M,g)
and the variations of the magnetic field. For instance, the case of a Neumann magnetic
Key words and phrases. magnetic Laplacian, normal forms, spectral theory, semiclassical limit, pseudo
differential operators, microlocal analysis, symplectic geometry.
1
2 LÉO MORIN
Laplacian on a bounded domain Ω of R2 with vanishing magnetic field was studied in [37],
[11]. The first purely magnetic WKB constructions for the eigenfunctions were established
in [4]. The influence of symmetries is also of great interest, as in the recent paper [5] where
the first magnetic tunneling formula is proved. The reader is referred to the books and
review [18], [14], [42] for further discussions about the subject. Actually, many spectral
properties of L~ are dictated by the magnetic intensity
b(q) = Tr+B(q),
which can be defined in the following way. For any q ∈ M , denote by B(q) the linear
operator on TqM defined by:
gq(B(q)u, v) = Bq(u, v), ∀u, v ∈ TqM.(1.2)
B(q) is skew-symmetric with respect to gq, so its eigenvalues lie in iR. We define:
b(q) = Tr+B(q) :=
∑
iβj∈sp(B(q)), βj>0
βj .(1.3)
On the Euclidean R2, B is identified with a function R2 → R, and b(q) = |B(q)|. On
R3, B is identified with a vector field R3 → R3, and b(q) = ‖B(q)‖. In many papers, it
appeared that ~b could be interpreted as an effective potential for L~, playing the same
role as V for the Schrödinger operator −~2∆+ V . In this article, we focus on the case of
a non-vanishing and confining magnetic field. We do the following assumptions.
Assumption 1. b admits a unique and non-degenerate minimum, reached at q0 ∈M \∂M ,
and
0 < b(q0) = b0.
In the case M = Rd, we also assume that
b∞ := lim inf|q|→∞
b(q) > b0,
and the existence of a C > 0 such that:
|∂ℓBij(q)| ≤ C(1 + |B(q)|).(1.4)
Remark. Assumption 1 ensures a localization of the first eigenfunctions of L~ on a neigh-
borhood of q0 (see [21]).
One of our motivations is to get expansions in powers of ~ or ~1/2 of the first eigenvalues
of L~:
λ1(L~) ≤ λ2(L~) ≤ λ3(L~) ≤ ...
A first method would be to construct quasimodes, as in the papers of Helffer and Kordyukov
(see [20], [19], [18]). In the case M = R2, they get an expansion:
λj(L~) ∼ ~
∑
ℓ≥0
αj,ℓ~
ℓ/2,(1.5)
with αj,0 = b0 and αj,1 = 0. Our approach here is based on semi-classical Birkhoff normal
forms. Using the semi-classical Weyl quantization, we can see L~ as a pseudodifferential
operator with principal symbol:
H : (q, p) ∈ T ∗M 7→ |p−Aq|2g∗q .
H is the classical Hamiltonian of a charged particle moving in the magnetic field given by
B, and in some sense we can interpret the semi-classical limit ~ → 0 as a perturbation
of the classical dynamics. Our method enlightens the influence of the geometry of the
magnetic field on the eigenvalues and eigenstates of L~. Since we focus on eigenvalues λ(~)
such that λ(~)→ 0, the surface
Σ = H−1(0)
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of classical energy H = 0 plays a specific role. We will see that it is naturally endowed
with the closed 2-form B, when restricting the canonical symplectic structure of T ∗M . If
B was non-degenerate, (Σ, B) would be a symplectic manifold. This case was studied in
[38]. Here we make the following less restrictive assumption.
Assumption 2. The 2-form B has constant rank on a neighborhood of q0. We denote this
rank by 2s (s is positive because we assumed the magnetic field to be non-vanishing). The
kernel of B has dimension k = d− 2s.
In particular, (Σ, B) is a pre-symplectic submanifold of T ∗M (near q0), and its geom-
etry greatly influences the behaviour of the classical and semi-classical particles. Before
describing more precisely our results, we state the following corollary, which describes the
first eigenvalues of L~, generalizing (1.5) to higher dimensions.
Theorem 1.1. There exists r ≥ 4 such that, for any j > 0 and ε > 0, λj(L~) admits an
expansion in powers of ~1/2 modulo O(~ r4−ε):
λj(L~) = ~
∑
ℓ≥0
αj,ℓ~
ℓ/2
+O(~ r4−ε),
with αj,0 = b0, αj,2 = c+Ej , where Ej is the j-th eigenvalue of a s-dimensional harmonic
oscillator, counted with multiplicities. Moreover, for some C > 0 these estimates are
uniform with respect to j such that
λj(L~) ≤ ~b0 + C~3/2.
Actually, we get much more than that. First, the order r is explicit, and depends on
resonances between the eigenvalues of three given harmonic oscillators. Moreover, we have
geometric interpretations of the coefficients appearing in the expansions. For instance, the
odd powers of ~ comes from the kernel of B (i.e. the direction of the field lines in dimen-
sion 3). More precisely, we will use three successive Birkhoff normal forms to describe the
semi-classical behavior of L~, each of one corresponding to a specific classical motion : first
the cyclotron motion, then an oscillation in the directions of the field lines, and finally a
slow drift of this oscillation.
The classical Birkhoff normal form has a long story in physics, and goes back to Delaunay
[12] and Lindstedt [32]. This formal normal form was the starting point of a lot of studies on
stability near equilibrium, and KAM theory (after Kolmogorov [29], Arnold [1], Moser [41]).
The works of Birkhoff [2] and Gustavson [16] gave its name to this normal form. We refer to
the books [40] and [23] for precise statements. Our approach here relies on a quantization.
Physicists and quantum chemists already noticed in the 1980’ that a quantum analogue of
the Birkhoff normal form could be used to compute energies of molecules ([13],[26],[33],[45]).
Joyeux and Sugny also used such techniques to describe the dynamics of excited states (see
[27] for example). In [46], Sjöstrand constructed a semi-classical Birkhoff normal form for
a Schrödinger operator −~2∆+ V , using the Weyl quantization, to make a mathematical
study of semi-excited states. In their paper [43], Raymond and Vu˜ Ngo.c had the idea to
adapt this method for L~ on R2, under assumption (1). This method is reminiscent of
Ivrii’s approach (in his book [25]). It yields high energy estimates. Indeed, they get an
expansion:
λj(L~) ∼ ~
∑
ℓ≥0
αj,ℓ~
ℓ,(1.6)
uniform with respect to j, as soon as λj(L~) ≤ b1~ (for some b1 > b0). Note that they
proved that no odd powers of ~1/2 can appear. In [17], Helffer and Kordyukov obtained
similar results from a different point of view. These results are included in our work, they
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correspond to the case d = 2, s = 1, k = 0. In this two-dimensional case, a key ingredient
is that (Σ, B) is a symplectic manifold if and only if B never vanishes. Thus, in [38], this
method was adapted for any general M , under the assumption that B is symplectic. This
is also included in our work, as the case 2s = d, k = 0. However, in dimension d ≥ 4,
some resonances are limiting the construction of the normal form itself. If we denote by
(±iβj(q))1≤j≤d/2 the eigenvalues of B(q), with βj(q) > 0, let us define their resonance
order by:
r := inf
|α|, α ∈ Zd/2 \ {0},
d/2∑
j=1
αjβj(q0) = 0
 .
Then the following expansion was proven in [38], for every ε > 0:
λj(L~) = ~
r−1∑
ℓ=1
αj,ℓ~
ℓ/2 +O(~r/2−ε),(1.7)
uniformly with respect to j such that λj(L~) ≤ b1~. This article also gave magnetic Weyl
laws. A few magnetic Weyl laws were proven before, as in [10] and [47].
On the EuclideanR3, with a non-vanishing magnetic field, Helffer, Kordyukov, Raymond
and Vu˜ Ngo.c adapted this method in [22]. Their results motivated this article, and are
contained in our work : it corresponds to the case d = 3, s = 1, k = 1. They constructed
three successive Birkhoff normal forms to describe the spectrum of L~, and get an expansion
of the form:
λj(L~) ∼ ~
∑
ℓ≥0
αj,ℓ~
ℓ/2.
All these previous results are generalized by our work.
1.2. Organization of the article. In Section 2, after introducing some notations, we
detail our results. Since we consider three successive normal forms, they are separated into
three subsections 2.4, 2.5 and 2.6. In Sections 3, 4, and 5 we prove the results on the first,
second, and third normal forms respectively.
2. Main results
2.1. Notations. Under assumption 2, and using (1.2), we know that B(q) is a skew-
symmetric operator on TqM with rank = 2s (on a neighborhood of q0). Thus, the non-zero
eigenvalues of B(q) can be written:
±iβj(q), 1 ≤ j ≤ s,
with βj(q) > 0.
Assumption 3. The non-zero eigenvalues of B(q0) are simple.
Under this assumption, we know that the functions
βj : Ω→ R∗+
are smooth on a neighborhood Ω of q0. There also exist smooth orthonormal vectors
u1(q),v1(q), ...,us(q),vs(q) ∈ TqM,
such that
B(q)uj(q) = −βj(q)vj(q), B(q)vj(q) = βj(q)uj(q),(2.1)
and we take smooth vectors
w1(q), ...,wk(q) ∈ Ker B(q),(2.2)
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such that
(u1(q),v1(q), ...,us(q),vs(q),w1(q), ...,wk(q)) is an orthonormal basis of TqM.(2.3)
In the case s = k = 1 on R3, w1 is colinear to the magnetic vector curl(A1, A2, A3).
2.2. Local coordinates. If we choose local coordinates q = (q1, ..., qd) on M , we get the
corresponding vector fields basis (∂q1 , ..., ∂qd) on TqM , and the dual basis (dq1, ...,dqd)
on TqM
∗. In these basis, gq can be identified with a symmetric matrix (gij(q)) with
determinant |g|, and g∗q is associated with the inverse matrix (gij(q)). We can write the
1-form A and the 2-form B in the coordinates:
A ≡ A1dq1 + ...+Addqd,
B =
∑
i<j
Bijdqi ∧ dqj,
with A = (Aj)1≤j≤d ∈ C∞(Rd,Rd) and
Bij = ∂iAj − ∂jAi = ( tdA− dA)ij .(2.4)
Let us denote by (Bij(q))1≤i,j≤d the matrix of the operator B(q) : TqM → TqM in the
basis (∂q1 , ..., ∂qd). With this notation, equation (1.2) relating B to B can be rewritten:
∀Q, Q˜ ∈ Rd,
∑
ijk
gkjBkiQiQ˜j =
∑
ij
BijQiQ˜j,
which means that
∀i, j, Bij =
∑
k
gkjBki.(2.5)
Finally, in the coordinates, H is given by:
H(q, p) =
∑
i,j
gij(q)(pi −Ai(q))(pj −Aj(q)),(2.6)
and L~ acts as the differential operator:
Lcoord~ =
d∑
k,l=1
|g|−1/2(i~∂k +Ak)gkl|g|1/2(i~∂l +Al).(2.7)
Remark. In the case M = Rd, the potential is given by:
A(q) = A1(q)dq1 + ...+Ad(q)dqd, A = (A1, ..., Ad) ∈ C∞(Rd,Rd).
The cotangent bundle T ∗M can be identified with R2d(q,p). Under this identification, the
classical Hamiltonian H is:
H(q, p) = |p −A(q)|2 =
d∑
j=1
(pj −Aj(q))2, ∀(q, p) ∈ R2d.(2.8)
On the quantum side, the magnetic Laplacian on Rd is given by:
L~ = (i~∇ +A)2 =
d∑
j=1
(
i~
∂
∂qj
+Aj
)2
.(2.9)
The magnetic field is the 2-form B =
∑
i<j Bijdqi ∧ dqj, Bij = ∂iAj − ∂jAi, and the
magnetic matrix is
B = (Bij).
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2.3. Pseudodifferential operators. We refer to [50] and [36] for the general theory of
~-pseudodifferential operators. If m ∈ Z, we denote by
Sm(R2d) = {a ∈ C∞(R2d), |∂αx ∂βξ a| ≤ Cαβ〈ξ〉m−|β|, ∀α, β ∈ Nd}
the class of Kohn-Nirenberg symbols. If a depends on the semiclassical parameter ~, we
require that the coefficients Cαβ are uniform with respect to ~ ∈ (0, ~0]. For a~ ∈ Sm(R2d),
we define its associated Weyl quantization Opw~ (a~) by the oscillatory integral
A~u(x) = Opw~ (a~)u(x) =
1
(2π~)d
∫
R2d
e
i
~
〈x−y,ξ〉a~
(
x+ y
2
, ξ
)
u(y)dydξ,
and we denote:
a~ = σ~(A~).
If M is a compact manifold, a pseudodifferential operator A~ on L2(M) is an operator
acting as a pseudodifferential operator in coordinates. Then the principal symbol of A~
(and its Kohn-Nirenberg class) does not depend on the coordinates, and we denote it by
σ0(A~). The subprincipal symbol σ1(A~) is also well-defined, up to imposing the charts
to be volume-preserving (in other words, if we see A~ as acting on half-densities, its sub-
principal symbol is well defined). In the case where M is a compact manifold, L~ is a
pseudodifferential operator, and its principal and subprincipal symbols are:
σ0(L~) = H, σ1(L~) = 0.
If M = Rd and m is an order function on R2d, we denote by
S(m) = {a ∈ C∞(R2d), |∂αx ∂βξ a| ≤ Cαβm(x, ξ), ∀α, β ∈ Nd}
the class of standard symbols, and we similarly define the operator Opw~ (a) for such symbols.
In this case, we assume that B belongs to some standard class. This is equivalent to assume
that H belongs to some (other) standard class. Then, L~ is a pseudodifferential operator
with total symbol H.
2.4. The first normal form : Main results. We construct three normal forms to
describe the spectrum of L~. First, we construct the following symplectomorphism reducing
the classical Hamiltonian H. We write our canonical variables as:
z = (x, ξ) ∈ R2s, w = (y, η) ∈ R2s, v = (t, θ) ∈ R2k.
Theorem 2.1. There exists a local symplectomorphism
Φ1 : D
′
1 ⊂ R4s+2k(w,v,z) → D1 ⊂ T ∗M,
between neighborhoods D1 of (q0, Aq0) and D
′
1
of 0, under which the Hamiltonian H be-
comes:
Ĥ(w, v, z) := H ◦ Φ1(w, v, z),
such that:
Ĥ(w, v, z) = 〈M(w, t)θ, θ〉+
s∑
j=1
β̂j(w, t)|zj |2 +O(|(z, θ)|3),
uniformly with respect to (w, t), where M is a smoothly (w, t)-dependent positive definite
symmetric matrix. Here β̂j denotes βj in the new variables q = ϕ1(w, t), defined by:
(q,A(q)) = Φ1(w, t, 0, 0).
On the quantum part, we can use these new variables to construct a Birkhoff normal
form, turning L~ into a function of the harmonic oscillators:
I(j)
~
= Opw~ (|zj |2) = −~2
∂2
∂x2j
+ x2j .
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This construction is possible until we encounter resonnances between the (βj). Hence, we
chose r1 ∈ N such that:
∀α ∈ Zs, 0 < |α| < r1,
s∑
j=1
αjβj(q0) 6= 0.(2.10)
Note that we can take r1 ≥ 3 because the (βj(q0)) are simple. This construction yields the
following theorem.
Theorem 2.2. There exist ~0 > 0 and for ~ ∈ (0, ~0]:
• A Fourier Integral Operator V1,~ : L2(M) → L2(Rd(y,t,x)) quantizing the symplecto-
morphism Φ1 using the Egorov Theorem,
• A unitary operator W1,~ on L2(Rd(y,t,x)),
• A pseudo-differential operator R1,~ on L2(Rd(y,t,x)),
• A function f⋆
1
∈ C∞((0, ~0]×R2s+2k(w,v) ×Rs), with arbitrarily small compact support
with respect to I ∈ Rs,
such that, with the notation U1,~ = V1,~W1,~,
(1) U∗
1,~L~U1,~ = N~ +R1,~,
(2) N~ = Opw~ 〈M(w, t)θ, θ〉+
∑d
j=1Op
w
~
β̂j(w, t)I(j)~ + Opw~ f⋆1(~, w, v,I(1)~ , ...,I(s)~ ),
(3) f⋆
1
admits a Taylor expansion of the form:
[f⋆1 ] =
∑
2|α|+|α′|+2ℓ≥3
c⋆αℓ(w, v)I
α1
1 ...I
αs
s θ
α′1
1 ...θ
α′k
k ~
ℓ,
(4) The symbol of R1,~ is O((~+ |z|2 + |θ|2)r1/2) on D′1,
(5) The symbol of W1,~R1,~W ∗1,~ is O((~+ |z|2 + |θ|2)r1/2) on D1.
Microlocalization results on the eigenfunctions of L~ and N~ yield:
Theorem 2.3. Let δ ∈ (0, 1/2) and b1 > b0 small enough. Then,
λj(L~) = λj(N~) +O(~δr1),
uniformly with respect to j such that λj(L~) ≤ b1~ and λj(N~) ≤ b1~.
Being a function of harmonic oscillators, N~ can be splitted into a direct sum of operators,
according to the eigenspaces of I(j)
~
(1 ≤ j ≤ s). In this Theorem hn denotes the n-th
Hermite function, eigenfunction of I(j)
~
.
Proposition 2.1. For n = (n1, ..., ns) ∈ Ns, there exists a pseudodifferential operator N [n]~
acting on L2(Rs+ky,t ) such that:
N~(u⊗ hn1 ⊗ ...⊗ hns) = N [n]~ (u)⊗ hn1 ⊗ ...⊗ hns , ∀u ∈ S(Rs+ky,t ).
Its symbol is:
N
[n]
~
(w, v) = 〈M(w, t)θ, θ〉+ ~
s∑
j=1
β̂j(w, t)(2nj +1) + f
⋆
1(~, w, v, (2n1 +1)~, ..., (2ns +1)~),
and we have:
sp (N~) =
⋃
n
sp
(
N [n]
~
)
.
Moreover, the multiplicity of λ as eigenvalue of N~ is the sum over n of the multiplicities
of λ as eigenvalue of N [n]
~
.
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2.5. The second normal form : Main results. We will see that, for b1 > b0 small
enough, the spectrum of N~ below b1~ is given by the spectrum of N [0]~ . Thus, we now
focus on constructing a Birkhoff normal form for the pseudo-differential operator N [0]
~
. The
method is the same as for the first normal form. We first construct a symplectomorphism
reducing the symbol N
[0]
~
, in the canonical variables:
w = (y, η) ∈ R2s, v = (t, θ) ∈ R2k.
In order to construct the Birkhoff normal form, we want to expan N
[0]
~
with respect to
v = (t, θ) near its minimum. Thus we define for w in a neighborhood of 0 ∈ R2s, the point
s(w) ∈ Rk minimizing the function
t 7→ b̂(w, t).
s defines a smooth function near 0 by the implicit system:
∂tb̂(w, s(w)) = 0.
We also denote
(ν21(w), ..., ν
2
k (w))
the eigenvalues of the Hessian:
1
2
∂2t b̂(w, s(w)).
νj are smooth positive functions on a neighborhood of w = 0.
Theorem 2.4. There exists a local symplectomorphism
Φ2 : D
′
2 ⊂ R2s+2k(w,v) → D2 ⊂ R2s+2k(w,v) ,
between neighborhoods D2 and D
′
2
of 0, under which the symbol N
[0]
~
becomes:
N̂~(w, v) := N
[0]
~
◦Φ2(w, v),
such that:
Nˆ~ = ~b̂(w, s(w)) +
k∑
j=1
νj(w)
(
θ2j + ~t
2
j
)
+O(|t|3|θ|2)
+O(|t|3~) +O(~2) +O(~|θ|) +O(|θ|3) +O(|t||θ|2).
uniformly with respect to w.
We see that the natural oscillators here are
J (j)
~
= Opw~ (~
−1θ2j + t
2
j ) = −~
∂2
∂t2j
+ t2j ,
which are semiclassical harmonic oscillator for the
√
~-quantization. Indeed, if we change
the semiclassical parameter into
h :=
√
~,
then for any symbol a~(t, θ):
A~ := Opw~ (a) = Opwh (a) =: Ah,
with
ah(t, θ˜) = ah2(t, hθ˜),
so that:
J (j)
~
= Opwh (θ˜
2
j + t
2
j).
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We can use this new quantization to construct a Birkhoff normal form, turning N [0]
~
into
a function of the harmonic oscillators J (j)
~
. This construction is possible until we encounter
resonnances between the (νj). Hence, we chose r2 ∈ N such that:
∀α ∈ Zk, 0 < |α| < r2,
k∑
j=1
αjνj(0) 6= 0.(2.11)
Then we prove the following Theorem.
Theorem 2.5. Assume that r2 ≥ 3. There exist ~0 > 0 and for ~ ∈ (0, ~0]:
• A Fourier Integral Operator V2,~ on L2(Rs+k(y,t)) quantizing the symplectomorphism
Φ2 using the Egorov Theorem,
• A unitary operator W
2,
√
~
on L2(Rs+k(y,t)), (a
√
~-Fourier Integral Operator).
• A pseudodifferential operator R2,~ on L2(Rs+k(y,t)),
• A function f⋆
2
∈ C∞((0,√~0]×R2sw ×Rk), with arbitrarily small compact support,
• A ~-pseudodifferential operator M~ whose symbol admits an expansion in powers
of
√
~,
such that, with the notation U2,~ = V2,~W2,
√
~
,
(1) U∗
2,~N [0]~ U2,~ =M~ + ~R2,~,
(2) M~ = ~Opw~ b̂(w, s(w)) + ~
∑k
j=1Op
w
~ νj(w)J (j)~ + ~Opw~ f⋆2(
√
~, w,J (1)
~
, ...,J (k)
~
),
(3) f⋆
2
admits a Taylor expansion of the form:
[f⋆2 ] =
∑
2|α|+2ℓ≥3
c⋆αℓ(w)J
α1
1 ...J
αk
k ~
ℓ/2,
(4) The symbol of R2,~ is O((
√
~+ |t|2 + ~−1|θ|2)r2/2) on D′
2
,
(5) The symbol of W
2,
√
~
R2,~W ∗
2,
√
~
is O((√~+ |t|2 + ~−1|θ|2)r2/2) on D2.
Microlocalization results on the eigenfunctions of N [0]
~
and M~ yield:
Theorem 2.6. Let η ∈ (0, 1/2), δ ∈ (0, η) and c > 0. Then,
λj(N [0]~ ) = λj(M~) +O(~1+
δ
2
r2),
uniformly with respect to j such that λj(N [0]~ ) ≤ ~(b0 + c~η) and λj(M~) ≤ ~(b0 + c~η).
Being a function of harmonic oscillators, M~ can be splitted into a direct sum of oper-
ators, according to the eigenspaces of J (j)
~
. In this Theorem, hn denotes the n-th Hermite
function, eigenfunction of J (j)
~
.
Proposition 2.2. For n ∈ Nk, there exists a pseudodifferential operator M[n]
~
acting on
L2(Rsy) such that:
M~(u⊗ hn1 ...⊗ hnk) =M[n]~ (u)⊗ hn1 ...⊗ hnk , ∀u ∈ S(Rsy).
Its symbol is:
M
[n]
~
(w, v) = ~b̂(w, s(w))+~3/2
k∑
j=1
(2nj+1)νj(w)+~f
⋆
2(
√
~, w, (2n1+1)
√
~, ..., (2nk+1)
√
~),
and we have:
sp (M~) =
⋃
n
sp
(
M[n]
~
)
.
Moreover, the multiplicity of λ as eigenvalue of M~ is the sum over n of the multiplicities
of λ as eigenvalue of M[n]
~
.
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2.6. The third normal form : Main results. We will see that the first eigenvalues
of M~ are given by the first eigenvalues of M[0]~ . Thus, we now focus on constructing a
Birkhoff normal form for the pseudo-differential operator M[0]
~
. Again, we begin with a
symplectic reduction of the symbol M
[0]
~
, in the canonical variables
w = (y, η) ∈ R2s.
To do so, we want to expand b̂(w, s(w)) with respect to w near 0. Thus we denote
µ2j , 1 ≤ j ≤ s,
the eigenvalues of the Hessian of w 7→ b̂(w, s(w)) at w = 0.
Theorem 2.7. There exists a local symplectomorphism
Φ3 : D
′
3 ⊂ R2sw → D3 ⊂ R2sw ,
between neighborhoods D3 and D
′
3
of 0, under which the symbol M
[0]
~
becomes:
M̂~(w) := M
[0]
~
◦Φ3(w)
such that:
M̂~ =~b0 + ~
3/2
k∑
j=1
νj(0) + ~
2g0 +
~
2
s∑
j=1
µj
(yj − cj~1/2
µj
)2
+
(
ηj − dj~
1/2
µj
)2
− ~
2
2
s∑
j=1
c2j + d
2
j
µj
+O(~3/2|w|2) +O(~|w|3) +O(~2|w|) +O(~5/2),
for some fixed numbers g0, c1, d1, ..., cs, ds.
We see that the natural harmonic oscillators are centered at
yj =
cj~
1/2
µj
, ηj =
dj~
1/2
µj
.
A conjugation by an explicit Fourier Integral Operator will center it at 0. Hence, we can
use these new variables to construct a Birkhoff normal form, turning M[0]
~
into a function
of the harmonic oscillators:
K(j)
~
= Opw~ (|wj |2) = −~2
∂2
∂y2j
+ y2j .
This construction is possible until we encounter resonnances between the (µj). Hence, we
chose r3 ∈ N such that:
∀α ∈ Zs, 0 < |α| < r3,
s∑
j=1
αjµj 6= 0.(2.12)
This construction yields the following theorem.
Theorem 2.8. Assume that r3 ≥ 3. There exist ~0 > 0 and for ~ ∈ (0, ~0]:
• A Fourier Integral Operator V3,~ on L2(Rsy) quantizing the symplectomorphism Φ3
using the Egorov Theorem,
• A unitary operator W3,~ on L2(Rsy), (a ~-Fourier Integral Operator).
• A pseudodifferential operator R3,~ on L2(Rsy),
• A function f⋆
3
∈ C∞((0,√~0] × Rs), with arbitrarily small compact support with
respect to K ∈ Rs,
• A ~-pseudodifferential operator F~ whose symbol admits an expansion in powers of√
~,
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such that, with the notation U3,~ = V3,~W3,~,
(1) U∗
3,~M[0]~ U3,~ = F~ + ~R3,~,
(2) F~ = ~b0 + ~3/2
∑k
j=1 νj(0) + ~
2f2 +
~
2
∑s
j=1 µjK(j)~ + ~f⋆3(
√
~,K(1)
~
, ...,K(s)
~
) for
some f2 ∈ R,
(3) f⋆
3
admits a Taylor expansion of the form:
[f⋆3 ] =
∑
2|α|+ℓ≥3
c⋆αℓK
α1
1 ...K
αk
k ~
ℓ/2,
(4) The symbol of R3,~ is O((~+ |w|2)r3/2) on D′3,
(5) The symbol of W3,~R3,~W ∗3,~ is O((~+ |w|2)r3/2) on D3.
Microlocalization results on the eigenfunctions of M[0]
~
and F~ yield:
Theorem 2.9. Let η ∈ (0, 1/2), δ ∈ (0, η/2) and c > 0. Then,
λj(M[0]~ ) = λj(F~) +O(~1+δr3),
uniformly with respect to j such that λj(M[0]~ ) ≤ ~b0 + c~1+η and λj(F~) ≤ ~b0 + c~1+η.
Being a function of harmonic oscillators, the computation of the spectrum of F~ is
straightforward.
Proposition 2.3. For n = (n1, ..., ns) ∈ Ns, we have:
F~(hn1 ⊗ ...⊗ hns) = F [n]~ hn1 ⊗ ...⊗ hns ,
with:
F
[n]
~
= ~b0+ ~
3/2ν(0)+ ~2
f2 + 1
2
s∑
j=1
µj(2nj + 1)
+ ~f⋆3(√~, ~(2n1 +1), ..., ~(2ns +1)).
2.7. Conclusion. The bottom of the spectrum of L~ is described by the bottom of the
spectrum of the first normal form N~ modulo O(~δr1), and it coincides with the spectrum
of N [0]
~
.
The bottom of the spectrum of N [0]
~
is described by the bottom of the spectrum of the
second normal form M~ modulo O(~1+ δ2 r2), and it coincides with the spectrum of M[0]~ .
Finally, the bottom of the spectrum of M[0]
~
is described by the bottom of the spectrum
of the third normal form F~ modulo O(~1+δr3).
From all this, we deduce the following expansion of the first eigenvalues of L~ in powers
of ~1/2.
Corollary 2.1. For any j > 0 and ε > 0, λj(L~) admits an expansion in powers of ~1/2
modulo O(~ r4−ε) where
r := min(2r1, 4 + r2, 4 + r3).
This expansion begins with:
λj(L~) = ~b0 + ~3/2
k∑
i=1
νi(0) + ~
2(f2 + Ej) +O(~5/2),
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where E1 ≤ E2 ≤ E3... are the values of12
s∑
j=1
µj(2nj + 1);n ∈Ns
 ,
counted with multiplicities. Moreover, for any c ∈ (1, 3), these estimates are uniform with
respect to j such that
λj(L~) ≤ ~b0 + c~3/2
k∑
j=1
νj(0).
2.8. Organization and strategy of the proofs. In Sections 3, 4, and 5, we construct
the first, second and third normal forms. The proof of Theorems 2.3, 2.6, and 2.9 compar-
ing the eigenvalues of the operators are based on the general method detailled in Section
A (Theorem A.1). This method requires microlocalization results on the eigenfunctions of
the operators we consider.
In Section 3.1, we prove Theorem 2.1. In Section 3.2, we construct the first normal form
in a space of formal series. In Section 3.3, we finish the construction of the first Birkhoff
normal form N~, proving Theorem 2.2. Then, we detail the spectral properties of N~ in
Section 3.4. Finally, in order to prove Theorem 2.3 using the method of Theorem A.1,
we need microlocalization results on the eigenfunctions of L~ and N~, which are proved in
Section 3.5.
Then we focus on the second normal form. In Section 4.1, we prove Theorem 2.4. In
Section 4.2, we construct the second normal form in a space of formal series. In Section 4.3,
we finish the construction of the second Birkhoff normal form M~, proving Theorem 2.5.
Then, we detail the spectral properties ofM~ in Section 4.4. In order to prove Theorem 2.6
using the method of Theorem A.1, we need microlocalization results on the eigenfunctions
of N [0]
~
and M~, which are proved in Section 4.5.
Finally, we follow the same ideas for the third normal form. In Section 5.1, we prove
Theorem 2.7. In Section 5.2, we construct the third formal Birkhoff normal form in a space
of formal series. In Section 5.3, we finish the construction of the third Birkhoff normal form
F~, proving Theorem 2.8. Then, we detail the spectral properties of F~ in Section 5.4. In
order to prove Theorem 2.9 using the method of Theorem A.1, we need microlocalization
results on the eigenfunctions of M[0]
~
and F~, which are proved in Section 5.5.
2.9. Related questions and perspectives. If the 2-form B is not exact, we usually
consider a Bochner Laplacian on the p-th tensor product of a complex line bundle L over
M , with curvature B. This Bochner Laplacian ∆p, depends on p ∈ N, and the limit
p → +∞ is interpreted as the semi-classical limit. ∆p is a good generalization of the
magnetic Laplacian because locally it can be written 1
~2
(i~∇+A)2, where the potential A
is a local primitive of B, and ~ = p−1. For details, we refer to the recent articles [31], [30],
[34], and the references therein. In [30], Kordyukov constructed quasimodes for ∆p in the
case of a symplectic B and under assumption (1). He gets expansions:
λj(∆p) ∼
∑
ℓ≥0
αjℓp
−ℓ/2.
Our work could also yield such expansions for ∆p. Indeed, assumption (1) implies that the
eigenfunctions of ∆p are exponentially localized on an arbitrarily small neighborhood of q0.
On this neighborhood, ∆p can be written
1
~2
L~, and we could deduce that the eigenvalues
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of 1
~2
L~ and ∆p coincides modulo O(e−cp−1/2). Similarly, if b admits several non-degenerate
minimas, we could find an effective operator L(j)
~
on a neighborhood of each minimum, and
the spectrum of ∆p would be given by:
sp(∆p) =
⋃
j
sp
(
1
~
L(j)
~
)
,
modulo an exponentially small error. We expect to precise these statements in a future
paper [39].
In this paper, we only mentionned the study of the eigenvalues of L~: What about the
eigenfunctions ? WKB expansions for the j-th eigenfunction were constructed by Bonthon-
neau and Raymond on R2 in [6], and by Nguyen on a 2-dimensional Riemannian manifold
in [8]. We do not know how to construct magnetic WKB solutions in higher dimensions.
This article suggests that the directions corresponding to the kernel of B could play a
specific role.
An other related question is the decreasing of the real eigenfunctions. Agmon estimates
only give a O(e−c/
√
~) decay outside any neighborhood of q0, but 2D WKB suggest a
O(e−c/~) decay. In the recent paper [7], Bonthonneau, Raymond and Vu˜ Ngo.c proved this
on R2, using the FBI Transform to work on the phase space T ∗R2. This kind of question
is motivated by the study of the tunneling effect: The exponentially small interaction be-
tween two magnetic wells for example.
Birkhoff normal forms are of deep importance in the study of inverse problems. Indeed,
in various settings, the full classical and semi-classical Birkhoff normal forms can be recov-
ered from the spectrum of the quantum operator we consider. See for example the works
of Guillemin [15] and Zelditch [49] where the case of elliptic periodic orbits is studied, and
Iantchenko-Sjöstrand-Zworski [24] which generalize this to semi-classical Fourier integral
operators. It could be interesting to know if our magnetic semi-classical Birkhoff normal
forms can be recovered from the spectrum of L~.
In this paper, we only have investigated the spectral theory of the stationary Schrödinger
equation with a pure magnetic field ; it would be interesting to describe the long-time dy-
namics of the full Schrödinger evolution, as was done in the Euclidean 2D case by Boil and
Vu˜ Ngo.c in [3].
Finally, it would be interesting to study higher Landau levels and the effect of reson-
nances in our normal forms, as was done by Charles and Vu˜ Ngo.c in [9] for an electric
Schrödinger operator −~2∆+ V .
3. The first normal form
3.1. Theorem 2.1 : Reduction of the Hamiltonian H. In this section we construct
a symplectomorphism Φ1 reducing the classical Hamiltonian
H(q, p) = |p−A(q)|2, (q, p) ∈ T ∗M.
We want to Taylor-expan H near its zero set
Σ = H−1(0) = {(q,Aq) ∈ T ∗M, q ∈M} .
To do so, we will construct canonical coordinates:
w = (y, η) ∈ R2s v = (t, θ) ∈ R2k z = (x, ξ) ∈ R2s,
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such that (w, t) ∈ Rd parametrize Σ and (θ, z) ∈ Rd parametrize the distance to Σ. Then,
we will expan H (in the coordinates) with respect to (θ, z). We first recall some standard
notations on symplectic geometry. We denote by π the canonical projection:
π : (q, p) ∈ T ∗M 7→ q ∈M,(3.1)
and
dπ : T (T ∗M)→ TM(3.2)
its differential. On T ∗M , the Liouville 1-form α is defined by
α(q,p)(V) = p(dπ(V)), ∀V ∈ T(q,p)(T ∗M).(3.3)
The symplectic structure on T ∗M is defined by the 2-form:
ω = dα.(3.4)
Σ is a submanifold of T ∗M , parametrized by:
j : q ∈M 7→ (q,Aq) ∈ T ∗M.
Lemma 3.1. ω|Σ = π∗B.
Proof. Using the definition (3.3) of α, we have:
(j∗α)q(Q) = αj(q)(dqj(Q)) = Aq(d(π ◦ j)Q) = Aq(Q),
because π ◦ j(q) = q. Thus j∗α = A, and j∗ω = B. Finally,
ω|Σ = (j ◦ π)∗ω = π∗B.

Hence, (Σ, B) is a d-dimensional submanifold of (T ∗M,ω), with constant rank (= 2s).
Charles-Michel Marle proved in [35] that this situation is locally modelled (i.e. symplecto-
morphic) on the submanifold (Rd(w,t),dη ∧ dy) of (R2d(w,v,z), ω0), with:
ω0 = dη ∧ dy + dθ ∧ dt+ dξ ∧ dx.
We will follow his proof in order to keep track on the construction of the symplectomorphism
Φ1 : R
2d
(w,v,z) → T ∗M
.
First of all, let us rewrite our problem using local coordinates
ψ : Ω ⊂M → Rd,
on a (small) neighborhood Ω of q0. ψ induces local coordinates on T
∗M ,
ψˆ : T ∗Ω ⊂ T ∗M → R2d(qˆ,pˆ).
In these coordinates,
A becomes : Aˆ = ψ∗A = Aˆ1(qˆ)dqˆ1 + ...+ Aˆd(qˆ)dqˆd,
B becomes : Bˆ = ψ∗B =
∑
i<j
(∂jAˆi − ∂iAˆj)dqˆi ∧ dqˆj,
α becomes : αˆ = ψˆ∗α = pˆ1dqˆ1 + ...+ pˆddqˆd,
ω becomes : ωˆ = ψˆ∗ω = dpˆ1 ∧ dqˆ1 + ...+ dpˆd ∧ dqˆd,
Σ becomes : Σˆ = ψˆ(Σ) =
{
(qˆ, Aˆ(qˆ)); qˆ ∈ ψ(Ω)
}
,
j becomes : ˆ(qˆ) = (qˆ, Aˆ(qˆ)).
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p ∈ TqM
q ∈ M
Σ
ψˆ
pˆ ∈ Rd
qˆ ∈ Rd
Σˆ
Φ
(z, θ) ∈ Rd
Φ−1
(
Σˆ
)
= {(w, t) ∈ Rd}
Let us construct Φ1, in the coordinates (i.e. we construct Φ = ψˆ ◦ Φ1). First, the
variables (w, t) should parametrize Σ. Thus, on Rd(w,t), Φ1 will be given by:
Φ1(w, t, 0, 0) = ˆ ◦ ϕ(w, t),
where
ϕ : Rd(w,t) → Rdqˆ
is such that
ϕ∗Bˆ = dη ∧ dy.(3.5)
Such a ϕ locally exists by Darboux’s Lemma, because B has constant rank. Then, we can
split the tangent space
T(q,Aq)(T
∗M)
in the following way.
Lemma 3.2. For any qˆ ∈ ψ(Ω), we have the following decomposition:
T(qˆ,Aˆ(qˆ))(R
2d) =
T Σˆωˆ︷︸︸︷
E ⊕K ⊕ F ⊕ L︸︷︷︸
T Σˆ
where T Σˆωˆ denotes the ωˆ-orthogonal of T Σˆ, and:
K = T Σˆ ∩ T Σˆωˆ = ker πˆ∗Bˆ,
E = d(ˆ ◦ ϕ) (R2sw × {0}) ,
F = span (ej, fj 1 ≤ j ≤ s) ,
L is a Lagrangian complement of K in (E ⊕ F )ωˆ.
Here ej and fj are the qˆ-dependent vectors defined by:
ej =
1√
βj
(uˆj ,
tdAˆ(uˆj)), fj =
1√
βj
(vˆj ,
tdAˆ(vˆj)),
with
uˆj = dψ(uj), vˆj = dψ(vj).
A basis (gj)1≤j≤k of L is given by the condition:
ωˆ(gj ,dϕ(0, T )) = Tj, ∀T ∈ Rk.(3.6)
Proof. First, {0} ×Rkt is the kernel of dη ∧ dy, and ϕ∗ˆ∗(πˆ∗B) = dη ∧ dy by (3.5). Thus,
K = ker πˆ∗Bˆ = d(ˆ ◦ ϕ)({0} ×Rkt ),
and:
T(qˆ,Aˆ(qˆ))Σˆ = E ⊕K.
Moreover,
T Σˆ =
{
(Q,P ) ∈ R2d, P = dAˆ(Q)
}
,
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so we can describe T Σˆωˆ in the following way.
(Q,P ) ∈ T Σˆωˆ ⇔ ∀Q0 ∈ Rd, 〈P,Q0〉 − 〈dAˆ(Q0), Q〉 = 0
⇔ ∀Q0 ∈ Rd, 〈P − tdAˆ(Q), Q0〉 = 0
⇔ P = tdAˆ(Q).
Hence
T Σˆωˆ =
{
(Q,P ) ∈ R2d, P = tdAˆ(Q)
}
,
and ej , fj ∈ T Σˆωˆ. Moreover, (ej , fj)j is a linearly independent family because (uj ,vj)j is,
and ej , fj /∈ K because uj ,vj /∈ kerB. Thus,
T Σˆωˆ = F ⊕K.
Finally, K is a lagrangian subspace of (E⊕F )ωˆ (i.e. ωˆ|K = 0), so we can chose a Lagrangian
complement L, such that (E ⊕ F )ωˆ = K ⊕ L. Being so, ωˆ induces an isomorphism
L ≃ K∗,
from which the basis gj is constructed. 
From this splitting we can construct the desired Φ1.
Lemma 3.3. There exists a local diffeomorphism
Φ : R2d(w,t,θ,z) → R2d(qˆ,pˆ)
such that:
Φ∗ωˆ = ω0, Φ(w, t, 0, 0) = ˆ ◦ ϕ(w, t),
and:
(dΦ)(w,t,0,0)(W,T,Θ,X,Ξ) = d(ˆ ◦ ϕ)(W,T ) +
k∑
j=1
Θjgj(w, t) +
2s∑
j=1
Xjej(w, t) + Ξjfj(w, t).
(3.7)
Proof. We define Φ˜ by:
Φ˜(w, t, θ, x, ξ) = ˆ ◦ ϕ(w, t) +
k∑
j=1
θjgj(w, t) +
2s∑
j=1
xjej(w, t) + ξjfj(w, t).
Its differential at a point (w, t, 0, 0) ∈ Rd(w,t)×{0} satisfies (3.7). From this, we can compute
Φ˜∗ωˆ at (w, t, 0, 0) using the following computations. First,
ωˆ(ei, ej) =
1√
βiβj
〈( tdA− dA)uˆj, uˆi〉 = 1√
βiβj
Bˆ(uˆj , uˆi)
=
1√
βiβj
B(ui,uj) =
1√
βiβj
g(Buj ,ui) = 0,
and similarly:
ωˆ(ei, fj) = δij , ωˆ(fi, fj) = 0,
ωˆ(gi, ej) = ωˆ(gi, fj) = 0, because gj ∈ F ωˆ,
ωˆ(gi,gj) = 0, because L is Lagrangian,
ωˆ(ei,d(ˆ ◦ ϕ)(W,T )) = ωˆ(fi,d(ˆ ◦ ϕ)(W,T )) = 0, because ei, fi ∈ T Σˆωˆ,
ωˆ(gi,d(ˆ ◦ ϕ)(W,T )) = ωˆ(gi,d(ˆ ◦ ϕ)(0, T )) = Ti, because gi ∈ Eωˆ and (3.6),
ωˆ(d(ˆ ◦ ϕ)(W1, T1),d(ˆ ◦ ϕ)(W2, T2)) = dη ∧ dt(W1,W2) because ϕ∗ˆ∗ωˆ = ϕ∗Bˆ = dη ∧ dt.
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From all this we deduce that (Φ˜∗ω) and ω0 coincide at any point (w, t, 0, 0). Weinstein’s
Lemma allows use to correct Φ˜ into Φ such that Φ∗ω = ω0 and
Φ˜ = Φ +O(|(θ, z)|2).

To conclude, it remains to compute H in the new variables. First, in the coordinates ψ,
H becomes:
H ◦ ψˆ−1(qˆ, pˆ) =
∑
ij
gij(qˆ)(pˆi − Aˆi(qˆ))(pˆj − Aˆj(qˆ)),
and:
d(H◦ψˆ−1)(Q,P ) = 2
∑
ij
gij(qˆ)(pˆi−Aˆi(qˆ))(Pj−dAˆj(Q))+
∑
ij
(pˆi−Aˆi(qˆ))(pˆj−Aˆj(qˆ))dgij(Q),
and at any (qˆ, Aˆ(qˆ)) ∈ Σˆ:
d2(H ◦ ψˆ−1)((Q1, P 1), (Q2, P 2)) = 2
∑
ij
gij(qˆ)(P 1i − dAˆi(Q1))(P 2j − dAˆj(Q2)).
Lemma 3.4. If we denote
Φ1 = ψˆ
−1 ◦ Φ,
the new Hamiltonian
Hˆ := H ◦ Φ1
admits the following Taylor expansion:
Hˆ(w, t, θ, z) = 〈∂2θ Ĥ(w, t, 0)θ, θ〉+
s∑
j=1
βˆj(w, t)|zj |2 +O(|(θ, z)|3),
with the notation
βˆ(w, t) = β ◦ ψ−1 ◦ ϕ(w, t).
Proof. The partial Hessian of Ĥ is given by:
∂2(θ,z)Ĥ(w, t, 0, 0) =
[
t∂(θ,z)Φ
]
d2(H ◦ ψˆ−1) [∂(θ,z)Φ] .
Thus, according to (3.7), it suffices to compute the following quantities.
d2(H ◦ ψˆ−1)(ei, ej) = 2√
βiβj
∑
ℓ,ℓ′
gℓℓ
′
(qˆ)( tdAˆuˆi − dAˆuˆi)ℓ( tdAˆuˆj − dAˆuˆj)ℓ′
=
2√
βiβj
g∗(B(ui, .), B(uj , .))
=
2√
βiβj
g(Bui,uj)
=
√
βiβjδij .
Similarly:
d2(H ◦ ψˆ−1)(fi, fj) =
√
βiβjδij ,
d2(H ◦ ψˆ−1)(ei, fj) = 0,
and finally:
d2(H ◦ ψˆ−1)(gi, ej) = d2(H ◦ ψˆ−1)(gi, fj) = 0,
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because
L ⊂ F ωˆ =
(
T Σˆωˆ
)⊥H
,(3.8)
where ⊥ H denotes the orthogonal for
d2(H ◦ ψˆ−1).
Indeed, (3.8) comes from:
(Q,P ) ∈ (T Σˆωˆ)⊥H ⇔ ∀u ∈ Rd, d2(H ◦ ψˆ−1)((u, tdA(u)), (Q,P )) = 0
⇔ ∀u ∈ Rd,
∑
ijk
gij(Bˆikuk)(Pj − dAˆj(Q)) = 0
⇔ ∀u ∈ Rd,
∑
jk
Bˆjkuk(Pj − dAˆj(Q)) = 0,
where (Bˆjk) is the matrix of B in the coordinates ψ. Indeed, the relation
B(u, v) = g(Bu, v)
implies in coordinates that
Bˆjk =
∑
i
gijBˆik.
Thus,
(Q,P ) ∈ (T Σˆωˆ)⊥H ⇔ ∀u ∈ Rd, 〈Bˆu, P − dA(Q)〉 = 0
⇔ ωˆ((Bˆu, tdAˆBˆu), (Q,P )) = 0,
⇔ (Q,P ) ∈ F ωˆ,
because F = {(Bˆu, tdABˆu), u ∈ Rd} (Indeed, (uˆj, vˆj) span the range of B by properties
(2.1) and (2.2)). 
3.2. The first formal Birkhoff normal form. We will construct a Birkhoff normal form
in the z-variables so we work in the space of formal series:
E1 = C∞(R2s+k(w,t) )[[x, ξ, θ, ~]].
We extend the function β̂j to all R
d
(w,t) so that it is constant greater than βj(q0) outside a
neighborhood of 0. Hence
H2 := 〈M(w, t)θ, θ〉+
s∑
j=1
β̂j(w, t)|zj |2
defines an element of E1. The degree function is defined by:
deg(xα1ξα2θα3~ℓ) = |α1|+ |α2|+ |α3|+ 2ℓ.
The degree of a general series depends on (w, t). We denote DN the subspace spanned by
monomials of degree N , and ON the subspace of formal series with valuation at least N
on a neighborhood of (w, t) = 0. We endow E1 with the Moyal product ⋆, compatible with
the Weyl quantization. For τ1, τ2 ∈ E1, we define:
adτ1τ2 = [τ1, τ2] = τ1 ⋆ τ2 − τ2 ⋆ τ1.
For N1 +N2 ≥ 2 we have:
1
~
[ON1 ,ON2 ] ⊂ ON1+N2−2.
Keeping in mind the definition (2.10) of r1, we can prove the following formal Birkhoff
normal form.
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Lemma 3.5. For any γ ∈ O3, there exists κ, τ ∈ O3 and ρ ∈ Or1 such that
e
i
~
adτ (H2 + γ) = H2 + κ+ ρ,
and [κ, |zj |2] = 0 for 1 ≤ j ≤ s.
Proof. We prove this by induction. Assume that we have, for some N > 0, a τ ∈ O3 such
that
e
i
~
adτ (H2 + γ) = H2 +K3 + ...+KN−1 +RN +ON+1,
with RN ∈ DN and Ki ∈ Di such that [Ki, |zj |2] = 0 for 1 ≤ j ≤ s. We are looking for a
τN ∈ DN . For such a τN , i~adτN : Oj → ON+j−2 so:
e
i
~
adτ+τN (H2 + γ) = H2 +K3 + ...+KN−1 +RN +
i
~
adτNH2 +ON+1.
So we are finally looking for τN ,KN ∈ DN solving the equation
RN = KN +
i
~
adH2τN +ON+1.(3.9)
To solve this equation, we study the operator i
~
adH2 : ON → ON .
i
~
adH2(τN ) =
i
~
ad〈M(w,t)θ,θ〉(τN ) +
s∑
j=1
(
β̂j
i
~
ad|zj |2(τN ) +
i
~
adβˆj
(τN )|zj |2
)
,
with:
i
~
adβˆj
τN =
s∑
i=1
(
∂βˆj
∂yi
∂τN
∂ηi
− ∂βˆj
∂ηi
∂τN
∂yi
)
+
k∑
i=1
∂βˆi
∂ti
∂τN
∂θi
+ON−1 = ON−1,
and:
i
~
ad〈M(w,t)θ,θ〉τN =
k∑
j=1
〈∂tjM(w, t)θ, θ〉
∂τN
∂θj
− 2∂〈M(w, t)θ, θ〉
∂θj
∂τN
∂tj
+ON+1 = ON+1.
Hence,
i
~
adH2(τN ) =
s∑
j=1
β̂j
i
~
ad|zj |2(τN ) +ON+1,
and equation (3.9) becomes:
RN = KN +
s∑
j=1
β̂j
i
~
ad|zj |2(τN ) +ON+1.(3.10)
Moreover, with the notation zj = xj + iξj ,
i
~
ad|zj |2 acts as:
s∑
j=1
β̂j
i
~
ad|zj |2(z
α1 z¯α2θα3~ℓ) = 〈β̂, α2 − α1〉zα1 z¯α2θα3~ℓ,
and the definition (2.10) of r1 ensures that 〈β̂, α2−α1〉 does not vanish on a neighborhood
of (w, t) = 0 if N = |α1|+|α2|+|α3|+2ℓ < r1 and α1 6= α2. Hence we can decompose every
RN as in (3.10), where KN contains the terms with α1 = α2. These terms are exactly the
ones commuting with |zj |2 for 1 ≤ j ≤ s. 
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3.3. Proof of Theorem 2.2. Now we can quantize Theorem 2.1 and Lemma 3.5 to prove
Theorem 2.2 on the first Birkhoff normal form. Theorem 2.1 gives a symplectomorphism
Φ1 such that:
H ◦ Φ1(w, t, θ, z) = 〈M(w, t)θ, θ〉 +
s∑
j=1
β̂j(w, t)|zj |2 +O(|(θ, z)|3).
We can apply the Egorov Theorem to get a Fourier Integral Operator V1,~ such that:
V ∗1,~Op
w
~ (H)V1,~ = Op
w
~ (Ĥ),
with
Ĥ = H ◦ Φ1 +O(~2).
With the notations of Section 3.2, the Taylor series [Ĥ] of Ĥ is
[Ĥ] = H2 + γ, γ ∈ O3.
We apply Lemma 3.5 and we get formal series τ, κ, ρ. κ ∈ O3 commutes with |zj |2, so it
can be written
κ =
∑
2|α|+|α′|+2ℓ≥3
c⋆αα′ℓ(w, t)
(|z1|2)⋆α1 ... (|zs|2)⋆αs θα′11 ...θα′kk ~ℓ.
We take a smooth compactly supported symbol a(~, w, t, θ, z) with Taylor series τ . We
take f⋆
1
(~, w, v, I1, ..., Is) a smooth compactly supported function with Taylor series:
[f⋆1 ] =
∑
2|α|+|α′|+2ℓ≥3
c⋆αα′ℓ(w, t)I
α1
1 ...I
αs
s θ
α′
1
1 ...θ
α′k
k ~
ℓ.
Using the Taylor formula we have:
ei~
−1Opw
~
(a)Opw~ Ĥe
−i~−1Opw
~
(a) =
r1−1∑
n=0
(
i
~
)n
adnOpw
~
(a)Op
w
~ Ĥ
+
∫ 1
0
(1− s)r1−1
(r1 − 1)! e
is~−1Opw
~
(a)adr1
i~−1Opw
~
(a)
Opw~ Ĥe
−is~−1Opw
~
(a)ds,
and (
i
~
)r1
adr1τ : O0 → Or1 ,
so Lemma 3.5 and the Egorov Theorem imply that:
ei~
−1Opw
~
(a)Opw~ Ĥe
−i~−1Opw
~
(a) = Opw~ (σ),
for some symbol σ with Taylor series:
[σ] = H2 + κ+Or1 .
f⋆
1
is constructed such that the pseudo-differential operator f⋆
1
(~, w, v,I(1)
~
, ...,I(s)
~
) has a
symbol with Taylor series κ. So there exists a symbol R~ with Taylor series in Or1 such
that:
W ∗1,~Op
w
~ ĤW1,~ = N~ + Opw~R~.
with
N~ = Opw~H2 + Opw~ f⋆(~, w, v,I(1)~ , ...,I(s)~ )
andW1,~ = e
−i~−1Opw
~
(a). Finally, the Egorov Theorem implies that the symbol ofW1,~R1,~W ∗1,~
is in Or1 .
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3.4. Spectral properties of N~. In this section we prove some spectral properties of N~,
that we will use later to prove microlocalization results on its eigenfunctions.
First note that the function f⋆
1
defining N~ can have an arbitrarily small compact sup-
port. This yields the following property.
Lemma 3.6. For any ζ > 0, N~ can be constructed such that:
(1− ζ)
 s∑
j=1
β̂j(w, t)|zj |2
 ≤ N~ − 〈M(w, t)θ, θ〉 ≤ (1 + ζ)
 s∑
j=1
β̂j(w, t)|zj |2
 .
Proof. The function f⋆
1
defining N~ is defined by its Taylor series. Hence, for any K > 0,
we can take a cutoff function χ supported in {|λ| ≤ K}, and change f⋆ into χf⋆. Then:
|χ(λ)f⋆1(~, w, v, λ)| ≤ CK|λ|
≤ C˜K
∑
j
β̂j(w, t)λj ,
and for K = ζ/C˜,
|χf⋆1(~, w, v, |z1 |2, ..., |zs|2)| ≤ ζ
∑
j
β̂j(w, t)|zj |2.
We conclude using fonctional calculus and the Gårding inequality. 
Now we detail the spectral properties of N~. We denote by hn the n-th normalized
Hermite function. The (hn)n≥0 are the eigenfunctions of I(j)~ :
I(j)
~
hn(xj) = ~(2n+ 1)hn(xj).
(hn) is a Hilbertian basis of L
2(R), and N~ is a function of (I(j)~ )1≤j≤s, so the following
result is straightforward.
Proposition 3.1. For n = (n1, ..., ns) ∈ Ns, there exists a pseudodifferential operator N [n]~
acting on L2(Rs+ky,t ) such that:
N~(u⊗ hn1 ⊗ ...⊗ hns) = N [n]~ (u)⊗ hn1 ⊗ ...⊗ hns , ∀u ∈ S(Rs+ky,t ).
Its symbol is:
N
[n]
~
(w, v) = 〈M(w, t)θ, θ〉+ ~
s∑
j=1
β̂j(w, t)(2nj +1) + f
⋆
1(~, w, v, (2n1 +1)~, ..., (2ns +1)~),
and we have:
sp (N~) =
⋃
n
sp
(
N [n]
~
)
.
Moreover, the multiplicity of λ as eigenvalue of N~ is the sum over n of the multiplicities
of λ as eigenvalue of N [n]
~
.
Any eigenfunction ψ~ of N~ corresponds to an eigenfunction of N [n(~)]~ for some n(~) ∈
Ns. Here we give bounds on |n(~)| as ~→ 0.
Lemma 3.7. Let b1 > b0. Let (λ~, ψ~) be an eigenpair of N~ for ~ ∈ (0, ~0]. It is associated
to an eigenpair (λ~, u~) of N [n(~)]~ for some n(~) ∈Ns. If λ~ ≤ b1~ then:
|n(~)| = O(1) as ~→ 0.
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Proof. The functions β̂j are bounded from below by a positive constant. Thus, by the
Gårding inequality, there are ~0, c > 0 such that, for ~ ∈ (0, ~0],
〈Opw~ (β̂j)u, u〉 ≥ c‖u‖2, ∀u ∈ L2(Rs+k(y,t)).
Thus, using Lemma 3.6,
〈N [n(~)]
~
u~, u~〉 ≥ (1− ζ)~
k∑
j=1
(2nj + 1)〈Opw~ (β̂j)u~, u~〉
≥ ~(1− ζ)c(2|n|+ k)‖u~‖2.
Thus,
b1~ ≥ ~(1− ζ)c(2|n(~)| + 1),
so n(~) = O(1). 
3.5. Spectral reduction from L~ to N~. In order to prove Theorem 2.3 comparing the
first eigenvalues of L~ to those of N~, using the method given by Theorem A.1, it remains
to prove some microlocalization results on the eigenfunctions of L~ and N~. We recall them
for L~, and we prove them for N~.
Pick b˜1 > b0 and denote
K = {b(q) ≤ b˜1},
and for ε > 0,
Kε = {d(q,K) ≤ ε}.
If b˜1 > b0 and ε > 0 are small enough, then Kε is compact and
Kε ⊂ ΠD1,
where ΠD1 is the projection of the domain of Φ
−1
1
on the (w, t) variables.
The Agmon estimates gives localization of the eigenfunctions of L~. This is where we
use assumption 1.4 in the case M = Rd. See [21] or [43] for example.
Lemma 3.8 (Agmon estimates). Let α ∈ (0, 1/2) and b0 < b1 < b˜1. There exist C, ~0 > 0
such that for all ~ ∈ (0, ~0] and for all eigenpair (λ, ψ) of L~ with λ ≤ ~b1, we have:∫
M
|ed(q,K)~−αψ|2dq ≤ C‖ψ‖2.
In particular, if χ0 : M → [0, 1] is a smooth function being 1 on Kε,
ψ = χ0ψ +O(~∞) in L2(M).
The following Lemma gives the microlocalization of the eigenfunctions of L~ near Σ. It
uses usual semiclassical techniques. See [43] or [38] for a detailled proof.
Lemma 3.9. Let ε > 0, δ ∈ (0, 12), and 0 < b1 < b˜1. Let χ0 : M → [0, 1] be a smooth
function being 1 on Kε. Let χ1 : R → [0, 1] be a smooth cutoff function being 1 near 0.
Then for any normalized eigenpair (λ, ψ) of L~ such that λ ≤ ~b1 we have:
ψ = χ1(~
−2δL~)χ0(q)ψ +O(~∞) in L2(M).
Here we prove the microlocalization of the eigenfunctions of N~ in the (w, t) variables.
Lemma 3.10. Let χ0 be a smooth cutoff function on R
d
w,t such that χ0 = 1 on a neighbor-
hood of {b̂(w, t) ≤ b˜1}. Then for any normalized eigenpair (λ, ψ) of N~ such that λ ≤ b1~,
we have:
ψ = Opw~ (χ0)ψ +O(~∞) in L2(Rdy,t,x).
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Proof. Let χ(w, t) = 1 − χ0(w, t), and take χ¯ an extension of χ, being 1 on suppχ and 0
on a neighborhood of {b̂(w, t) ≤ b˜1}. We need a preliminary estimate. First note that:
‖~DtjOpw~ (χ)ψ‖2 = 〈Opw~ θ2jOpw~ (χ)ψ,Opw~ (χ)ψ〉
≤ 〈Opw~ |θ|2Opw~ (χ)ψ,Opw~ (χ)ψ〉
≤ C〈Opw~ 〈Mθ, θ〉Opw~ (χ)ψ,Opw~ (χ)ψ〉
+ (1− ζ)
s∑
j=1
〈Opw~ (β̂j)I(j)~ Opw~ (χ)ψ,Opw~ (χ)ψ〉
by the Gårding inequality, because the norms |θ|2 and 〈M(w, t)θ, θ〉 are equivalent. Using
Lemma 3.6, we get:
‖~DtjOpw~ (χ)ψ‖2 ≤ 〈N~Opw~ (χ)ψ,Opw~ (χ)ψ〉
≤ λ‖Opw~ (χ)ψ‖2 + 〈[N~,Opw~ (χ)]ψ,Opw~ (χ)ψ〉
≤ b1~‖Opw~ (χ)ψ‖2 + C~‖Opw~ (χ¯)ψ‖2 +O(~∞),
because the symbol of [N~,Opw~ (χ)] is of order ~ and supported on supp(χ). So we have
our preliminary estimate:
‖Opw~ (θj)Opw~ (χ)ψ‖ ≤ C~1/2‖Opw~ (χ¯)ψ‖ +O(~∞).(3.11)
Now, let us give a precise estimate of the following commutator.
〈[N~,Opw~ χ]ψ,Opw~ χψ〉 = 〈[Opw~ 〈Mθ, θ〉,Opw~ χ]ψ,Opw~ (χ)ψ〉 + ~〈[Opw~ (...),Opw~ χ]ψ,Opw~ χψ〉
≤ ~|〈Opw~ {〈Mθ, θ〉, χ}ψ,Opw~ χψ〉|+ C~2‖Opw~ χ¯ψ‖2
≤ ~|
k∑
j=1
〈Opw~
(
∂θj 〈Mθ, θ〉∂tjχ
)
ψ,Opw~ χψ〉|+ C~2‖Opw~ χ¯ψ‖2
≤ C~
k∑
j=1
|〈Opw~ (θj)Opw~ (χ¯)ψ,Opw~ χ¯ψ〉|+ C~2‖Opw~ χ¯ψ‖2
≤ C~3/2‖Opw~ χ¯ψ‖2,
(up to increasing a little the support of χ¯) because of our preliminary estimate (3.11).
From this commutator estimate we deduce, since λ ≤ b1~:
〈N~Opw~ χψ,Opw~ χψ〉 ≤ b1~‖Opw~ χψ‖2 + C~3/2‖Opw~ χ¯ψ‖2.(3.12)
Now, we minore the N~-quadratic form using Lemma 3.6.
〈N~Opw~ (χ)ψ,Opw~ (χ)ψ〉 ≥ 〈Opw~ 〈Mθ, θ〉Opw~ (χ)ψ,Opw~ (χ)ψ〉
+ (1− ζ)~〈Opw~ b̂Opw~ (χ)ψ,Opw~ (χ)ψ〉
≥ (1− ζ)~〈Opw~ b̂Opw~ (χ)ψ,Opw~ (χ)ψ〉,
and b̂(w, t) ≥ b˜1 on suppχ, so we use the Gårding inequality to get:
〈N~Opw~ χψ,Opw~ χψ〉 ≥ (1− ζ)~(b˜1 − C~)‖Opw~ χψ‖2 +O(~∞).
Together with (3.12), we get:[
~(1 − ζ)b˜1 − ~b1 − C~2
]
‖Opw~ χψ‖ ≤ C~3/2‖Opw~ χ¯ψ‖+O(~∞).
If ζ is small enough, then (1− ζ)b˜1 > b1 and so
‖Opw~ (χ)ψ‖ ≤ C~1/2‖Opw~ (χ¯)ψ‖ +O(~∞).
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Iterating with χ¯ instead of χ, we deduce that
Opw~ (χ)ψ = O(~∞).

Here we prove the microlocalization of the eigenfunctions of N~ in the θ-variables.
Lemma 3.11. Let δ ∈ (0, 1/2), and let χ1 be a smooth cutoff function on Rkθ such that
χ = 1 on a neighborhood of 0. Then for any normalized eigenpair (λ, ψ) of N~ such that
λ ≤ b1~, we have:
ψ = Opw~ (χ1(~
−δθ))ψ +O(~∞) in L2(Rdy,t,x).
Proof. We follow the ideas of the proof of Lemma 3.10, the main difference being that
χ(θ) := 1− χ1(~−δθ) is in Sδ(1) and not in S(1). We still have the preliminary estimates
‖Opw~ θjOpw~ χψ‖2 ≤ C~1/2‖Opw~ χ¯ψ‖2.
From this we similarly deduce the following commutator estimates:
〈[N~,Opw~ (χ)]ψ,Opw~ χψ〉 ≤ ~|〈Opw~ {〈Mθ, θ〉, χ}ψ,Opw~ χψ〉| +C~2−2δ‖Opw~ χ¯ψ‖2
≤ ~
k∑
j=1
|〈Opw~ (〈∂tjMθ, θ〉∂θjχ)ψ,Opw~ χψ〉|+ C~2−2δ‖Opw~ χ¯ψ‖2
≤ C~1−δ
k∑
j=1
|〈Opw~ θ2jOpw~ χ¯ψ,Opw~ χ¯ψ〉|+ C~2−2δ‖Opw~ χ¯ψ‖2
≤ C~1−δ
k∑
j=1
‖Opw~ θjOpw~ χψ‖2 + C~2−2δ‖Opw~ χ¯ψ‖2
≤ C~2−2δ‖Opw~ χ¯ψ‖2
Since λ ≤ b1~ we deduce that
〈N~Opw~ χψ,Opw~ χψ〉 ≤ b1~‖Opw~ χψ‖2 + C~2−2δ‖Opw~ χ¯ψ‖2.(3.13)
We can also minore the N~-quadratic form using that, for θ ∈ suppχ:
|θ|2 ≥ c~2δ,
and with the Gårding inequality:
〈N~Opw~ (χ)ψ,Opw~ (χ)ψ〉 ≥ (c~2δ − C~)‖Opw~ (χ)ψ‖2 +O(~∞).
Together with (3.13), we get:[
c~2δ − b1~− C~2
]
‖Opw~ (χ)ψ‖2 ≤ C~2−2δ‖Opw~ (χ¯)ψ‖2 +O(~∞).
Dividing by ~2δ and noticing that 2− 4δ > 0, we get:
‖Opw~ (χ)ψ‖2 ≤ C~2−4δ‖Opw~ (χ¯)ψ‖2 +O(~∞).
Iterating with χ¯ instead of χ, we deduce that
Opw~ (χ)ψ = O(~∞).

Here we prove the microlocalization of the eigenfunctions of N~ in the z variables.
Lemma 3.12. Let δ ∈ (0, 1/2) and let χ2 be a real cutoff function being 1 near 0. Then,
for any normalized eigenpair (λ, ψ) of N~ such that λ ≤ b1~, we have
ψ = χ2
(
~
−2δI(1)
~
)
...χ2
(
~
−2δI(s)
~
)
ψ.
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Proof. Using Proposition 3.1, ψ~ = u~⊗hn(~) for some u~ ∈ L2(Rs+ky,t ), n(~) ∈ Ns, and so:
χ2
(
~
−2δI(1)
~
)
...χ2
(
~
−2δI(s)
~
)
ψ = χ1(~
1−2δ(2n1(~) + 1))...χ1(~1−2δ(2ns(~) + 1))ψ.
But χ1 = 1 on a neighborhood of 0, and |n(~)| = O(1) (Lemma 3.7), so there is ~0 > 0
such that, for any ~ ∈ (0, ~0],
χ1(~
1−2δ(2n1(~) + 1))...χ1(~1−2δ(2ns(~) + 1)) = 1.
Thus,
ψ = χ2
(
~
−2δI(1)
~
)
...χ2
(
~
−2δI(s)
~
)
ψ.

Finally, we want the previous microlocalization results to be uniform with respect to
λ ≤ b1~. That is why we need the following estimates:
Lemma 3.13. There exists N > 0 such that
N(L~, b1~) = O(~−N ), and N(N~, b1~) = O(~−N ).
Proof. The result for L~ is well-known (see [43] or [38] for example), let us prove this for
N~. By Lemma 3.6 and the Gårding inequality, we get the rough estimate:
〈N~ψ,ψ〉 ≥ C〈Opw~ (|θ|2)ψ,ψ〉 + (1− ζ)~〈Opw~ (̂b)ψ,ψ〉
≥ C˜~〈Opw~ (|θ|2 + b̂)ψ,ψ〉.
Using the min-max principle, it follows that
N(N~, b1~) ≤ N(Opw~ (|θ|2 + b̂), C˜−1b1),
and using Weyl estimates (see [28] for example), we get
N(Opw~ (|θ|2 + b̂), C˜−1b1) = O(~−(s+k)).

3.6. Reduction from N~ to N [0]~ . In this section we prove that the first eigenvalues of
N~ are the first eigenvalues of N [0]~ .
Lemma 3.14. Let b1 > b0. There exists ~0, c > 0 such that, for any ~ ∈ (0, ~0] and any
n ∈Ns, n 6= 0,
sp(N [n]
~
) ⊂ [~(b0 + c|n|),+∞).(3.14)
In particular, if b1 > b0 is small enough, the spectrum of N~ below b1~ is the spectrum of
N [0]
~
below b1~.
Proof. The functions β̂j are bounded from below by a positive constant. Thus, by the
Gårding inequality, there are ~0, c > 0 such that, for ~ ∈ (0, ~0],
〈Opw~ (β̂j)u, u〉 ≥ c‖u‖2, ∀u ∈ L2(Rs+k(y,t)).
The Gårding inequality applied to b̂ also gives:
〈Opw~ (̂b)u, u〉 ≥ (b0 − C~)‖u‖2, ∀u ∈ L2(Rs+k(y,t)).
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Thus, for any n ∈ Ns, using Lemma 3.6,
〈N [n]
~
u, u〉 ≥ (1− ζ)~
k∑
j=1
(2nj + 1)〈Opw~ (β̂j)u, u〉
≥ ~(1− ζ)(2c|n|+ b0 − C~)‖u‖2
≥ ~(b0 + 2(1− ζ)c|n| − ζb0 − C(1− ζ)~0)‖u‖2
≥ ~ (b0 + |n|(2(1 − ζ)c− ζb0 − C(1− ζ)~0)) ‖u‖2.
If ζ > 0 and ~0 > 0 are small enough, we have:
〈N [n]
~
u, u〉 ≥ ~(b0 + c˜|n|)‖u‖2.

4. The second normal form
In this section we will construct a semiclassical Birkhoff normal form for the pseudo-
differential operator
N [0]
~
= Opw~ 〈M(w, t)θ, θ〉 + ~Opw~ b̂(w, t) + Opw~ f⋆1(~, w, v, ~, ..., ~).
4.1. Theorem 2.4 : Symplectic reduction of N
[0]
~
. In order to prove Theorem 2.4
and construct the normal form, we first expan the symbol of N [0]
~
near its minimum with
respect to the v = (t, θ) variables. First, from the Taylor expansion of f⋆
1
we deduce:
N
[0]
~
= 〈M(w, t)θ, θ〉+ ~b̂(w, t) +O(~2) +O(θ~) +O(θ3).
To expan with respect to t, we recall the notations introduced in Section 2.5. The map
t 7→ b̂(w, t)
has a non-degenerate minimum at s(w), and we denote (ν21 (w), ..., ν
2
k (w)) the eigenvalues
of
1
2
∂2t b̂(w, s(w)).
ν1, ..., νk are smooth non-vanishing functions in a neighborhood of w = 0. We define new
variables (y˜, η˜, t˜, θ˜) = ϕ˜(y, η, t, θ) by:
y˜ = y −∑kj=1 θj∇ηsj(y, η),
η˜ = η +
∑k
j=1 θj∇ysj(y, η),
t˜ = t− s(y, η),
θ˜ = θ.
Then ϕ˜∗ω0 = ω0 + O(θ). Using the Darboux-Weinstein Theorem B.2, we can make ϕ˜
symplectic on a neighborhood of 0, up to a change of order O(θ2). In these new variables,
the symbol N˜~ := N
[0]
~
◦ ϕ˜−1 is:
N˜~ = 〈M
[
w˜ +O(θ˜), t˜+ s(w˜ +O(θ˜))
]
θ˜, θ˜〉+ ~b̂
[
y˜ +O(θ˜), η˜ +O(θ˜), s(y˜, η˜) + t˜+O(θ˜)
]
+O(~2) +O(~θ˜) +O(θ˜3)
= 〈M(w˜, t˜+ s(w˜))θ˜, θ˜〉+ ~b̂ [y˜, η˜, s(y˜, η˜) + t˜]+O(~2) +O(~θ˜) +O(θ˜3).
Then we remove the tildes and we expand this symbol in powers of t, θ, ~. We get
N˜~ = 〈M(w, s(w))θ, θ〉 + ~b̂(w, s(w)) + ~
2
〈∂2t b̂(w, s(w))t, t〉
+O(|t|3~) +O(~2) +O(~|θ|) +O(|θ|3) +O(|t||θ|2).
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Now, we want to coreduce the positive quadratic forms M(w, s(w)) and 12∂
2
t b̂ [w, s(w)].
The reduction of quadratic forms in orthonormal coordinates implies that there exists a
matrix P (w) such that:
tP M−1P = I, and tP
1
2
∂2t b̂ P = diag(ν
2
1 , ..., ν
2
k).
We define the new coordinates (yˇ, ηˇ, tˇ, θˇ) = ϕˇ(y, η, t, θ) by:
tˇ = P (w)−1t
θˇ = tP (w)θ
yˇ = y + t[∇η(P−1t)].tPθ
ηˇ = η − t[∇y(P−1t)].tPθ,
so that ϕˇ∗ω0 − ω0 = O(|t|2 + |θ|). Again, we can make it symplectic up to a change of
order O(|t|3+ |θ|2) by the Darboux-Weinstein Theorem. In these new variables, the symbol
becomes (after removing the "checks"):
Nˇ~ = ~b̂(w, s(w)) +
k∑
j=1
(
θ2j + ~νj(w)
2t2j
)
+O(|t|3|θ|2)
+O(|t|3~) +O(~2) +O(~|θ|) +O(|θ|3) +O(|t||θ|2).
The last change of coordinates (yˆ, ηˆ, tˆ, θˆ) = ϕˆ(y, η, t, θ) defined by:
tˆj = νj(w)
1/2tj
θˆj = νj(w)
−1/2θj
yˆj = yj +
∑k
i=1 ν
−1/2
i θi∂ηjν
1/2
i ti
ηˆ = η −∑ki=1 ν−1/2i θi∂yjν1/2i ti,
is such that ϕˆ∗ω0 = ω0 + O(θ), so it can be corrected modulo O(|θ|2) to be symplectic,
and we get the new symbol:
Nˆ~ = ~b̂(w, s(w)) +
k∑
j=1
νj(w)
(
θ2j + ~t
2
j
)
+O(|t|3|θ|2)
+O(|t|3~) +O(~2) +O(~|θ|) +O(|θ|3) +O(|t||θ|2).
and Theorem 2.4 is proved.
4.2. The second formal Birkhoff normal form. In this section, we construct the sec-
ond Birkhoff normal form at a formal level. The harmonic oscillators occuring in Nˆ~ are
J (j)
~
= Opw~ (~
−1θ2j + t
2
j), 1 ≤ j ≤ k.
If we denote
h =
√
~,
the symbol of J (j)
~
for the h-quantization is θ˜2j + t
2
j . That is why we use the following
mixed quantization:
Opw♯ (a)u(y0, t0) =
1
(2π~)n−k(2π
√
~)k
∫
e
i
~
〈y0−y,η〉e
i√
~
〈t0−t,θ˜〉a(
√
~, y, η, t, θ˜)dydηdtdθ˜.
It is related to the ~-quantization by the relation
θ = hθ˜, h =
√
~.
In other words, if a is a symbol in some standard class S(m), and if we denote:
a(h, y, η, t, θ˜) = a(h2, y, η, t, hθ˜),
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then we have:
Opw♯ (a) = Op
w
~ (a).
However, if we take a ∈ S(m), then Opw♯ (a) is not necessarily a ~-pseudodifferential opera-
tor, since the associated a may not be bounded with respect to ~, and though it does not
belong to any standard class. For instance, we have:
∂θa =
1√
~
∂θ˜a.
But still Opw♯ (a) is a h-pseudodifferential operator, with symbol:
a(h, y, η˜, t, θ˜) = a(h, y, hη˜, t, θ˜).
With this notation:
Opw♯ (a) = Op
w
h (a).
Thus, is this sense, we can use the properties of ~-pseudodifferential and h-pseudodifferential
operators to deal with our mixed quantization.
In our case, we have:
Opw♯ (Nh) = Op
w
~ (N̂~),
with
Nh = h
2b̂(w, s(w)) + h2
k∑
j=1
νj(w)(θ˜
2
j + t
2
j) +O(h2|t|3) +O(h4) +O(h3|θ˜|) +O(h2|t||θ˜|2).
Let us construct a semiclassical Birkhoff normal form with respect to this quantization.
We will work in the space of formal series
E2 := C∞(Rdw)[[t, θ˜, h]]
endowed with the star product ⋆ adapted to our mixed quantization. In other words
Opw♯ (a ⋆ b) = Op
w
♯ (a)Op
w
♯ (b).
The change of variable θ = hθ˜ between the classical quantization and our mixed quantiza-
tion yields the following formula for the star product:
a ⋆ b =
∑
k≥0
1
k!
(
h
2i
)k
Ah(∂)
k(a(h, y1, η1, t1, θ˜1)b(h, y2, η2, t2, θ˜2))|(t1,θ1,y1,η1)=(t2,θ2,y2,η2),
(4.1)
with
Ah(∂) =
k∑
j=1
∂
∂t1j
∂
∂θ˜2j
− ∂
∂t2j
∂
∂θ˜1j
+ h
s∑
j=1
∂
∂y1j
∂
∂η2j
− ∂
∂y2j
∂
∂η1j
.
The degree function on E2 is defined by:
deg(tα1 θ˜α2hℓ) = |α1|+ |α2|+ 2ℓ.
The degree of a general series depends on w. We denote by DN the subspace spanned by
monomials of degree N , and ON the subspace of formal series with valuation at least N
on a neighborhood of w = 0. For τ1, τ2 ∈ E2, we define
adτ1(τ2) = [τ1, τ2] = τ1 ⋆ τ2 − τ2 ⋆ τ1.
Then, if τ1 ∈ ON1 and τ2 ∈ ON2 ,
i
h
adτ1(τ2) ∈ ON1+N2−2.
We denote
N0 = b̂(w, s(w)) ∈ D0
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and
N2 =
k∑
j=1
νj(w)|v˜j |2 ∈ D2,
with the notation v˜j = tj + iθ˜j , so that
1
h2
Nh = N0 +N2 +O3.
Then we can construct the following normal form.
Lemma 4.1. For any γ ∈ O3, there exist κ, τ ∈ O3 and ρ ∈ Or2 such that
e
i
h
adτ (N0 +N2 + γ) = N0 +N2 + κ+ ρ,(4.2)
and [κ, |v˜j |2] = 0 for 1 ≤ j ≤ k.
Proof. We prove this result by induction. Assume that we have, for some N > 0, a τ ∈ O3
such that
e
i
h
adτ (N0 +N2 + γ) = N0 +N2 +K3 + ...+KN−1 +RN +ON+1,
with RN ∈ DN and Ki ∈ Di such that [Ki, |v˜j |2] = 0. We are looking for a τN ∈ DN . For
such a τN ,
i
hadτN : Oj → ON+j−2 so:
e
i
h
adτ+τN (N0 +N2 + γ) = N0 +N2 +K3 + ...+KN−1 +RN +
i
h
adτN (N0 +N2) +ON+1.
Moreover N0 does not depend on (t, θ) so the expansion (4.1) yields
i
h
adτN (N0) = h
s∑
j=1
(
∂τN
∂yj
∂N0
∂ηj
− ∂τN
∂ηj
∂N0
∂yj
)
+ON+6 = ON+2,
and thus:
e
i
h
adτ+τN (N0 +N2 + γ) = N0 +N2 +K3 + ...+KN−1 +RN +
i
h
adτN (N2) +ON+1.
So we are looking for τN ,KN ∈ DN solving the equation
RN = KN +
i
h
adN2τN +ON+1.(4.3)
To solve this equation, we study the operator ihadN2 : ON → ON .
i
h
adN2(τN ) =
k∑
j=1
(
νj(w)
i
h
ad|v˜j |2(τN ) +
i
h
adνj (τN )|v˜j |2
)
,
and since ν only depends on w, expansion (4.1) yields:
i
h
adνi(τN ) =
s∑
j=1
h
(
∂νi
∂yj
∂τN
∂ηj
− ∂νi
∂ηj
∂τN
∂yj
)
+ON+6 = ON+2.
Hence,
i
h
adN2(τN ) =
k∑
j=1
νj(w)
i
h
ad|v˜j |2(τN ) +ON+2,
and equation (4.3) becomes:
RN = KN +
k∑
j=1
νj(w)
i
h
ad|v˜j |2(τN ) +ON+1.(4.4)
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Moreover, ihad|v˜j |2 acts as:
k∑
j=1
νj(w)
i
h
ad|v˜j |2(v
α1 v¯α2hℓ) = 〈ν(w), α2 − α1〉vα1 v¯α2hℓ.
The definition (2.11) of r2 ensures that 〈ν(w), α2−α1〉 does not vanish on a neighborhood
of w = 0 if N = |α1| + |α2| + 2ℓ < r2 and α1 6= α2. Hence we can decompose every RN
as in (4.4), where KN contains the terms with α1 = α2. These terms are exactly the ones
commuting with |v˜j |2 for 1 ≤ j ≤ k. 
4.3. Proof of Theorem 2.5 : The second normal form. Now we can quantize Theo-
rem 2.4 and Lemma 4.1 to prove Theorem 2.5 on the second Birkhoff normal form. Theorem
2.4 gives a symplectomorphism Φ2 such that:
N
[0]
~
◦Φ2 = ~b̂(w, s(w)) +
k∑
j=1
νj(w)
(
θ2j + ~t
2
j
)
+O(|t|3|θ|2)
+O(|t|3~) +O(~2) +O(~|θ|) +O(|θ|3) +O(|t||θ|2).
We can apply the Egorov Theorem to get a Fourier Integral Operator V2,~ such that:
V ∗2,~Op
w
~ (N
[0]
~
)V2,~ = Op
w
~ (Nˆ~),
with
Nˆ~ = N
[0]
~
◦Φ2 +O(~2).
We define
Nh(y, η, t, θ˜) = Nˆ~(y, η, t, hθ˜),
and following the notations of Section 4.2, we have the associated formal series:
1
h2
Nh = N0 +N2 + γ, γ ∈ O3.
We apply Lemma 4.1 and we get formal series τ, κ, ρ. κ ∈ O3 commutes with |v˜j |2, so it
can be written
κ =
∑
2|α|+2ℓ≥3
c⋆αℓ(w)
(|v˜1|2)⋆α1 ... (|v˜k|2)⋆αk hℓ.
We take a compactly supported symbol a(h,w, t, θ˜) with Taylor series τ . We take f⋆
2
(h,w, J1, ..., Jk)
a smooth compactly supported function with Taylor series:
[f⋆2 ] =
∑
2|α|+2ℓ≥3
c⋆αℓ(w)J
α1
1 ...J
αk
k h
ℓ.
Using the Taylor formula we have:
eih
−1Opw♯ (a)Opw♯ (h
−2Nh)e−ih
−1Opw♯ (a) =
r2−1∑
n=0
(
i
h
)n
adnOpw♯ (a)
Opw♯ (h
−2Nh)
+
∫ 1
0
(1− s)r2−1
(r2 − 1)! e
ish−1Opw♯ (a)adr2
ih−1Opw♯ (a)
Opw♯ (h
−2Nh)e−ish
−1Opw♯ (a)ds,
and (
i
h
)r2
adr2τ : O0 → Or2 ,
so Lemma 4.1 and the Egorov Theorem imply that:
eih
−1Opw♯ (a)Opw♯
(
h−2Nh
)
e−ih
−1Opw♯ (a) = Opw♯ (σ) + Op
w
h (s),
for some symbol σ with Taylor series:
[σ] = N0 +N2 + κ+Or2 ,
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and s = O((|t|2 + |θ˜|2 + h)r2/2). (Note that, if [s] ∈ Or2 , then s = O((|t|2 + |θ˜|2 + h)r2/2)).
f⋆
2
is constructed such that the pseudo-differential operator f⋆
2
(h,w,J (1)
~
, ...,J (k)
~
) has
a symbol with Taylor series κ. So there exists a symbol rh = O((|t|2 + |θ˜|2 + h)r2/2) such
that:
eih
−1Opw♯ (a)Opw♯
(
h−2Nh
)
e−ih
−1Opw♯ (a) = Opw♯ N0 + Op
w
♯ N2 + Op
w
~ f
⋆
2(h,w,J (1)~ , ...,J (k)~ )
+ Opwh rh.
We denoteW2,h = e
−ih−1Opw♯ (a). Multiplying by h2, and getting back to the ~-quantization,
we get:
W ∗
2,
√
~
Opw~ (Nˆ~)W2,
√
~
=M~ + ~R√~,
with:
M~ = ~Opw~ b̂(w, s(w)) + ~
k∑
j=1
Opw~ νj(w)J (j)~ + ~Opw~ f⋆2(
√
~, w,J (1)
~
, ...,J (k)
~
),
andR a
√
~-pseudodifferential operator with symbol rh. Note thatM~ is a ~-pseudodifferential
operator whose symbol admits an expansion in powers of
√
~.
4.4. Spectral properties of M~. In this section we prove some spectral properties of
M~, that we will use later to prove microlocalization results on its eigenfunctions.
First note that the function f⋆
2
defining M~ can have an arbitrarily small compact
support. This yields the following property.
Lemma 4.2. For any ζ > 0, M~ can be constructed such that:
(1− ζ)~
k∑
j=1
νj(w)|vj |2 ≤M~ − ~b̂(w, s(w)) ≤ (1 + ζ)~
k∑
j=1
νj(w)|vj |2.
Proof. The function f⋆
2
defining M~ is defined by its Taylor series. Hence, for any K > 0,
we can take a cutoff function χ supported in {|λ| ≤ K}, and change f⋆
2
into χf⋆
2
. Then:
|χ(λ)f⋆2(
√
~, w, λ)| ≤ CK|λ|
≤ C˜K
k∑
j=1
νj(w)λj ,
and for K = ζ/C˜,
|χf⋆2(
√
~, w, |v1|2, ..., |vk|2)| ≤ ζ
k∑
j=1
νj(w)|vj |2.
We conclude using fonctional calculus and the Gårding inequality. 
Since M~ is a function of the harmonic oscillators J (j)~ , it can be reduced. We denote
by hn the n-Hermite function, such that:
J (j)
~
hn =
√
~(2n+ 1)hn.
Then (hn) is a Hilbertian basis of L
2(R). Thus, the following result is straightforward.
Proposition 4.1. For n ∈ Nk, there exists a pseudodifferential operator M[n]
~
acting on
L2(Rsy) such that:
M~(u⊗ hn1 ⊗ ...⊗ hnk) =M[n]~ (u)⊗ hn1 ⊗ ...⊗ hnk , ∀u ∈ S(Rsy).
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Its symbol is:
M
[n]
~
(w, v) = ~b̂(w, s(w))+~3/2
k∑
j=1
(2nj+1)νj(w)+~f
⋆
2(
√
~, w, (2n1+1)
√
~, ..., (2nk+1)
√
~),
and we have:
sp (M~) =
⋃
n
sp
(
M[n]
~
)
.
Moreover, the multiplicity of λ as eigenvalue of M~ is the sum over n of the multiplicities
of λ as eigenvalue of M[n]
~
.
Any given eigenfunction ψ~ of M~, corresponds to an eigenfunction of M[n(~)]~ for some
n(~) ∈ Nk. Here we prove bounds on n(~) as ~→ 0.
Lemma 4.3. Let η > 0. Let (λ~, ψ~) be an eigenpair of M~ for ~ ∈ (0, ~0]. It is associated
to an eigenpair (λ~, u~) of M[n(~)]~ for some n(~) ∈Nk. If λ~ ≤ ~(b0 + c~η), then
~
1/2|n(~)| = O(~η).
Proof. There exists c, C > 0 and ~0 > 0 such that, for ~ ∈ (0, ~0] and u ∈ L2(Rs),
〈Opw~ νju, u〉 ≥ c‖u‖2,
〈Opw~ b̂(w, s(w))u, u〉 ≥ (b0 − C~)‖u‖2.
Thus, using Lemma 4.2,
〈M[n(~)]
~
u~, u~〉 ≥ ~〈Opw~ b̂(w, s(w))u~, u~〉+ ~3/2(1− ζ)
k∑
j=1
(2nj(~) + 1)〈Opw~ νju~, u~〉
≥ ~b0 + ~3/2(1− ζ)(2|n(~)|+ k)c‖u~‖2,
and so:
~b0 + c~
1+η ≥ ~b0 + ~3/2(1− ζ)(2|n(~)|+ k)c,
which gives the desired estimates. 
4.5. Spectral reduction from N [0]
~
to M~. In order to prove Theorem 2.6 comparing
the first eigenvalues of N [0]
~
to those of M~, using the method given by Theorem A.1, it
remains to prove some microlocalization results on the eigenfunctions of N [0]
~
andM~. The
microlocalization in the w-variables for N [0]
~
(given by Theorem 3.10) is enough. In the
(t, θ)-variables, we need to prove stronger estimates. The following Lemma gives microlo-
calization of the eigenfunctions of N [0]
~
on a set of the from |t|2 ≤ C~δ.
Lemma 4.4. Let η ∈ (0, 1/3), δ ∈ (0, η) and c > 0, let χ1 be a smooth cutoff function on
Rkt such that χ = 1 on a neighborhood of 0. Then for any normalized eigenpair (λ, ψ) of
N [0]
~
such that λ ≤ (b0 + c~η)~, we have:
ψ = Opw~ (χ1(~
−δ/2t))ψ +O(~∞) in L2(Rs+ky,t ).
Proof. Let χ(t) = 1 − χ1(~−δ/2t). Using the same method as in Lemma 3.10 (equation
3.12), we prove the following commutator estimates.
〈[N [0]
~
,Opw~ (χ)]ψ,Op
w
~ (χ)ψ〉 ≤ C~3/2−δ/2‖Opw~ (χ¯)ψ‖2,(4.5)
where χ¯ is a small expansion of χ. Thus,
〈N [0]
~
Opw~ (χ)ψ,Op
w
~ (χ)ψ〉 ≤ λ‖Opw~ (χ)ψ‖2 + C~3/2−δ/2‖Opw~ (χ¯)ψ‖2(4.6)
≤ (b0~+ c~1+η)‖Opw~ (χ)ψ‖2 + C~3/2−δ/2‖Opw~ (χ¯)ψ‖2.(4.7)
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Moreover, we have the following symbol estimates, for all t in the support of χ:
N
[0]
~
= 〈M(w, t)θ, θ〉+ ~b̂(w, t) + f⋆1(~, w, v, ~, ..., ~)
≥ ~(b0 + C~δ)− C~2,
and using the Gårding inequality:
〈N [0]
~
Opw~ (χ)ψ,Op
w
~ (χ)ψ〉 ≥ (b0~+ C~1+δ − C~2)‖Opw~ (χ)ψ‖2 +O(~∞).
Together with (4.7), we get:
(C~1+δ − c~1+η − C~2)‖Opw~ (χ)ψ‖2 ≤ C~3/2−δ/2‖Opw~ (χ¯)ψ‖2 +O(~∞).
Since δ < η, we deduce that:
‖Opw~ (χ)ψ‖2 ≤ C˜~1/2−3δ/2‖Opw~ (χ¯)ψ‖2 +O(~∞).
Since 3δ < 3η < 1, we can iterate with χ¯ instead of χ. We finally get:
Opw~ (χ)ψ = O(~∞).

The following Lemma gives microlocalization of the eigenfunctions of N [0]
~
on a set of
the from ~−1|θ|2 ≤ C~δ.
Lemma 4.5. Let η ∈ (0, 1/3), δ ∈ (0, η), and c > 0. Let χ2 be a smooth cutoff function
on Rkθ such that χ2 = 1 on a neighborhood of 0. Then for any normalized eigenpaire (λ, ψ)
of N [0]
~
such that λ ≤ (b0 + c~η)~, we have:
ψ = Opw~ (χ2(~
−(1+δ)/2θ))ψ +O(~∞) in L2(Rs+ky,t ).
Proof. We use our mixed quantization Opw♯ . We have:
N [0]
~
= Opw♯ (N
[0]
h ),
with
N
[0]
h = h
2〈M(w, t)θ, θ〉+ h2b̂(w, t) + f⋆1(h2, w, t, hθ, h2).
Let us denote χ(θ) = 1− χ2(h−δθ). We have the commutator estimates:
〈[N~,Opw♯ χ]ψ,Opw♯ χ〉 ≤ Ch3−δ‖Opw~ (χ¯)ψ‖2,
where χ¯ is a small extension of χ. Thus,
〈N~Opw♯ χψ,Opw♯ χψ〉 ≤ λ‖Opw♯ χψ‖2 + Ch3−δ‖Opw♯ χ¯ψ‖2(4.8)
≤ (h2b0 + ch2+2η)‖Opw♯ χψ‖2 + Ch3−δ‖Opw♯ χ¯ψ‖2.(4.9)
Moreover, for all θ in the support of χ we have:
N
[0]
h ≥ h2〈M(w, t)θ, θ〉+ h2b0 − Ch4 ≥ h2b0 +Ch2+2δ − Ch4.
Hence, using the Gårding inequality:
〈N~Opw♯ χψ,Opw♯ χψ〉 ≥ (h2b0 + Ch2+2δ − Ch4)‖Opw♯ (χ)ψ‖2 +O(h∞).
Together with 4.9, we get:
(Ch2+2δ − ch2+2η −Ch4)‖Opw♯ χψ‖2 ≤ Ch3−δ‖Opw♯ χ¯ψ‖2 +O(h∞).
Since δ < η, we have:
‖Opw♯ χψ‖2 ≤ C˜h1−3δ‖Opw~ χ¯ψ‖2 +O(h∞).
We can iterate with χ¯ instead of χ (because 3δ < 1) to get
‖Opw♯ χψ‖2 = O(h∞).
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Back in the ~-quantization, we have:
Opw♯ χψ = ψ − Opw~ (χ2(~−(1+δ)/2θ)))ψ,
and the Lemma is proved. 
Here we prove microlocalization of the eigenfunctions of M~ in the w-variable.
Lemma 4.6. Let b˜1 > b1 > b0. Let χ0 be a smooth cutoff function on R
2s
w such that χ0 = 1
on a neighborhood of {b̂(w, s(w)) ≤ b˜1}. Then for any normalized eigenpair (λ, ψ) of M~
such that λ ≤ b1~, we have:
ψ = Opw~ (χ0)ψ +O(~∞) in L2(Rs+ky,t ).
Proof. Let χ = 1− χ0. First we have the following commutator estimates:
〈[M~,Opw~ (χ)]ψ,Opw~ (χ)ψ〉 ≤ C~2‖Opw~ (χ¯)ψ‖2 +O(~∞).(4.10)
where χ¯ is a small extension of χ, being 1 on supp(χ). Indeed, M~ is of order ~ so the
commutator is of order ~2, and is supported on supp(χ) modulo O(~∞). Thus,
〈M~Opw~ (χ)ψ,Opw~ (χ)ψ〉 ≤ λ‖Opw~ (χ)ψ‖2 +C~2‖Opw~ (χ¯)ψ‖2 +O(~∞)(4.11)
≤ b1~‖Opw~ (χ)ψ‖2 + C~2‖Opw~ (χ¯)ψ‖2.(4.12)
Moreover, we have the following lower bound, for w in the support of χ,
M~(w, v) ≥ ~b˜1 − C~3/2.
Thus, the Gårding inequality yields:
〈M~Opw~ (χ)ψ,Opw~ (χ)ψ〉 ≥ (~b˜1 − C~3/2)‖Opw~ (χ)ψ‖2 +O(~∞).
Together with (4.12), we get:
(~b˜1 − ~b1 − C~3/2)‖Opw~ (χ)ψ‖2 ≤ C~2‖Opw~ (χ¯)ψ‖2 +O(~∞).
Since b˜1 > b1, we have:
‖Opw~ (χ)ψ‖2 ≤ C˜~‖Opw~ (χ¯)ψ‖2 +O(~∞).
Iterating with χ¯ instead of χ, we get
‖Opw~ (χ)ψ‖2 = O(~∞).

Here we prove microlocalization of the eigenfunctions of M~ in the (t, θ) variables.
Lemma 4.7. Let η ∈ (0, 1/3), c > 0, δ ∈ (0, η) and let χ1 be a real cutoff function being
1 near 0. Then, for any normalized eigenpair (λ, ψ) of M~ such that λ ≤ ~(b0 + c~η), we
have
ψ = χ1
(
~
−δJ (1)
~
)
...χ1
(
~
−δJ (k)
~
)
ψ.
Proof. Using Proposition 4.1, ψ~ = u~⊗hn1(~)⊗...⊗hnk(~) for some u~ ∈ L2(Rsy), n(~) ∈ Nk,
and so:
χ1
(
~
−δJ (1)
~
)
...χ1
(
~
−δJ (k)
~
)
ψ~ = χ1(~
1/2−δ(2n1(~) + 1))...χk(~1/2−δ(2nk(~) + 1))ψ~.
Moreover, ~1/2(2nj(~) + 1) = O(~η) by Lemma 4.3, so
χ1
(
~
−δJ~
)
ψ~ = χ1(O(~η−δ))ψ~.
But η > δ and χ1 = 1 on a neighborhood of 0, so for ~ small enough:
χ1
(
~
−δJ~
)
ψ~ = ψ~.

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The symbol of χ1
(
~
−δJ~
)
is 0 where
t2 + ~−1θ2 ≥ c~δ,
so Lemma 4.7 proves microlocalization on t2 ≤ c~δ and ~−1θ2 ≤ c~δ . Finally, we need the
following estimates:
Lemma 4.8. There exists N > 0 such that
N(N~, (b0 + c~η)~) = O(~−N ), and N(M~, (b0 + c~η)~) = O(~−N ).
Proof. For N~, a stronger result was proved in Lemma 3.13. Let us focus on M~. For any
ψ,
〈M~ψ,ψ〉 ≥ ~〈Opw~ (̂b(w, s(w)))ψ,ψ〉 − C~2‖ψ‖2.
Using the min-max principle, it follows that (for any b1 > b0):
N(M~, b1~) ≤ N(Opw~ (̂b(w, s(w))), b1 −C~),
and using Weyl estimates (see [28]), we get
N(Opw~ b̂(w, s(w)), b1 − C~) = O(~−s).
The result follows because ~b0 + c~
1+η ≤ ~b1 as ~→ 0. 
4.6. Reduction from M~ to M[0]~ . In this section we prove that the first eigenvalues of
M~ are the first eigenvalues of M[0]~ .
Lemma 4.9. Let ε > 0. There exists ~0 > 0 such that, for any ~ ∈ (0, ~0) and any n ∈ Nk:
sp(M[n]
~
) ⊂
~b0 + ~3/2(1− ζ)(1− ε) k∑
j=1
νj(0)(2nj + 1),+∞
 .
In particular, for any c ∈ (0, 3), we can choose ζ > 0 such that, for ~ small enough, the
spectra of M~ and M[0]~ below ~b0 + ~3/2c
∑k
j=1 νj(0) coincide.
Proof. Since ν is continuous, we can take b1 > b0 such that
νj(w) ≥ (1− ε)νj(0), ∀w ∈ {b̂(w, s(w)) ≤ b1}.
Then, by Lemma 4.6, the eigenfunctions of M~ of energy ≤ b1~ are microlocalized where
νj(w) ≥ (1− ε)νj(0). Thus, for all ψ ∈ 1(−∞,b1~](M~),
〈Opw~ νjψ,ψ〉 ≥ (1− ε)νj(0)‖ψ‖2,
and
〈Opw~ b̂(w, s(w))ψ,ψ〉 ≥ (b0 − C~)‖ψ‖2.
For any n ∈ Nk, any ~ ∈ (0, ~0] and any u eigenfunction of M[n]~ of energy λ ≤ b1~, we
have, using ψ = u⊗ hn1 ⊗ ...⊗ hnk :
〈M[n]
~
u, u〉 ≥ ~〈Opw~ b̂(w, s(w))u, u〉 + ~3/2(1− ζ)
k∑
j=1
(2nj + 1)〈Opw~ νju, u〉,
≥
~b0 − C~2 + ~3/2(1− ζ)(1− ε) k∑
j=1
νj(0)(2nj + 1)
 ‖u‖2
≥
~b0 + ~3/2(1− ζ)(1− 2ε) k∑
j=1
νj(0)(2nj + 1)
 ‖u‖2,
if we choose ~
1/2
0 ≤ ε(1− ζ)
∑k
j=1 νj(0). 
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5. The third normal form
In this section we construct a semiclassical Birkhoff normal form for the pseudo-differential
operator M[0]
~
= Opw~M
[0]
~
, with
M
[0]
~
= ~b̂(w, s(w)) + ~3/2
k∑
j=1
νj(w) + ~f
⋆
2(~
1/2, w, ~1/2, ..., ~1/2).
5.1. Theorem 2.7 : Symplectic reduction of M
[0]
~
. In order to prove Theorem 2.7, we
expan the symbol of M~ near w = 0.
M
[0]
~
= ~b0 +
~
2
Hess0b̂(w, s(w)) + ~
3/2
k∑
j=1
νj(0) +O(~3/2|w|) +O(~|w|3) +O(~2).
There exists a linear symplectic transformation Φ3 which diagonalize the Hessian of
b̂(w, s(w)). In these new variables, M~ becomes:
M̂~ = ~b0 + ~
3/2
k∑
j=1
νj(0) +
~
2
s∑
j=1
µj|wj |2 +O(~3/2|w|) +O(~|w|3) +O(~2).
We need to explicit the terms of order ~3/2w and ~2:
M̂~ =~b0 + ~
3/2
k∑
j=1
νj(0) +
~
2
s∑
j=1
µj|wj |2 + ~3/2
s∑
j=1
(cjyj + djηj) + ~
2g0
+O(~3/2|w|2) +O(~|w|3) +O(~2|w|) +O(~5/2).
M̂~ =~b0 + ~
3/2
k∑
j=1
νj(0) + ~
2g0 +
~
2
s∑
j=1
µj
(yj − cj~1/2
µj
)2
+
(
ηj − dj~
1/2
µj
)2
− ~
2
2
s∑
j=1
c2j + d
2
j
µj
+O(~3/2|w|2) +O(~|w|3) +O(~2|w|) +O(~5/2).
Thus Theorem 2.7 is proved. The Egorov Theorem gives a ~-Fourier integral operator
V3,~ : L
2(Rsy)→ L2(Rsy),
quantizing the symplectomorphism Φ3, such that:
V ∗3,~M[0]~ V3,~ = M̂~,
where M̂~ is a pseudodifferential operator with total symbol M̂~ +O(~3) (The remainder
is of order ~3 because M~ is of order ~). The harmonic oscillators in M̂~ are centered at
yj =
cj~
1/2
µj
, ηj =
dj~
1/2
µj
.
An explicit Fourier integral operator can center these oscillators at 0. If we denote
V˜~ : L
2(Rsy)→ L2(Rsy),
the Fourier Integral Operator defined by
V˜~u(x) = e
i√
~
〈x,d〉
u(x−
√
~c),
then we have:
V˜~
∗M̂~V˜~ = M˜~,
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where M˜~ is a pseudodifferential operator with symbol:
M˜~ =~b0 + ~
3/2
k∑
j=1
νj(0) + ~
2g0 +
~
2
s∑
j=1
µj |wj |2 + ~
2
2
s∑
j=1
c2j + d
2
j
µj
+O(~3/2|w|2) +O(~|w|3) +O(~2|w|) +O(~5/2).
We can construct a formal Birkhoff normal form for this operator.
5.2. The third formal Birkhoff normal form. We work in the space of formal series:
E3 = C[[y, η, ~1/2]],
endowed with the Moyal product ⋆, compatible with the Weyl quantization. The degree
function is defined by:
deg(yα1ηα2~ℓ/2) = |α1|+ |α2|+ ℓ.
We denote by DN the subspace spanned by monomials of degree N , and ON the subspace
of formal series with valuation at least N . For τ1, τ2 ∈ E3, we define:
adτ1τ2 = [τ1, τ2] = τ1 ⋆ τ2 − τ2 ⋆ τ1.
For N1 +N2 ≥ 2 we have:
1
~
[ON1 ,ON2 ] ⊂ ON1+N2−2.
The formal Taylor series of 1
~
M˜~ is:
1
~
M
[0]
~
= M0 +M2 +O3,(5.1)
with
M0 = b0 + ~
1/2ν(0) + ~
g0 + s∑
j=1
c2j + d
2
j
2µj
 ,
and
M2 =
1
2
s∑
j=1
µj|wj |2.
Lemma 5.1. For any γ ∈ O3, there exists κ, τ ∈ O3 and ρ ∈ Or3 such that
e
i
~
adτ (M0 +M2 + γ) = M0 +M2 + κ+ ρ,(5.2)
and [κ, |wj |2] = 0 for 1 ≤ j ≤ s.
Proof. We prove this result by induction. Assume that we have, for some N > 0, a τ ∈ O3
such that:
e
i
~
adτ (M0 +M2 + γ) = M0 +M2 +K3 + ...+KN−1 +RN +ON+1,
with RN ∈ DN and Ki ∈ Di such that [Ki, |wj |2] = 0 for 1 ≤ j ≤ s. We are looking for a
τN ∈ DN . For such a τN , i~adτN : Oj → ON+j−2 so:
e
i
~
adτ+τN (M0 +M2 + γ) =M0 +M2 +K3 + ...+KN1 +RN +
i
~
adτNM2 +ON+1.
So we are looking for τN ,KN ∈ DN solving the equation
RN = KN +
i
~
adM2τN +ON+1.(5.3)
To solve this equation, we study the operator i
~
adM2 : ON → ON .
i
~
adM2(w
α1w¯α2~ℓ/2) =
1
2
〈µ, α2 − α1〉wα1w¯α2~ℓ/2,
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with the notation wj = yj + iηj . The definition (2.12) of r3 ensures that 〈µ, α2 − α1〉 is
non-zero if N = |α1|+ |α2|+ ℓ < r3 and α1 6= α2. Hence we can decompose every RN as
in (5.3), where KN contains the terms with α1 = α2. These terms are exactly the ones
commuting with |wj |2 for 1 ≤ j ≤ s. 
5.3. Proof of Theorem 2.8. Let us quantize Lemma 5.1 to get Theorem 2.8. With the
notations of Section 5.2, the Taylor series [M˜~] of M˜~,
[M˜~] = ~(M0 +M2 + γ), γ ∈ O3.
We apply Lemma 5.1 and we get formal serie τ, κ, ρ. κ ∈ O3 commutes with |wj |2 so it
can be written
κ =
∑
2|α|+ℓ≥3
c⋆αℓ
(|w1|2)⋆α1 ... (|ws|2)⋆αs ~ℓ/2.
We take a smooth compactly supported symbol a(~, w) with Taylor series τ . We take
f⋆
3
(
√
~,K1, ...,Ks) a smooth compactly supported function with Taylor series:
[f⋆3 ] =
∑
2|α|+ℓ≥3
c⋆αℓK
α1
1 ...K
αs
s ~
ℓ/2.
Using the Taylor formula we have:
ei~
−1Opw
~
(a)Opw~ (~
−1M˜~)e−i~
−1Opw
~
(a) =
r3−1∑
n=0
(
i
~
)n
adnOpw
~
(a)Op
w
~ (~
−1M˜~)
+
∫ 1
0
(1− s)r3−1
(r3 − 1)! e
is~−1Opw
~
(a)adr3
i~−1Opw
~
(a)
Opw~ (~
−1M˜~)e−is~
−1Opw
~
(a)ds,
and (
i
~
)r3
adr3τ : O0 → Or3 ,
so Lemma 5.1 and the Egorov Theorem imply that:
e
i
~
Opw
~
(a)Opw~ (~
−1M˜~)e−
i
~
Opw
~
(a) = Opw~ (σ),
for some symbol σ with Taylor series:
[σ] = M0 +M2 + κ+Or3 .
f⋆
3
is constructed such that the pseudo-differential operator f⋆
3
(
√
~,K(1)
~
, ...,K(s)
~
) has a
symbol with Taylor series κ. So there exists a symbol R~ with Taylor series in Or3 such
that:
W ∗3,~Op
w
~ (M˜~)W3,~ = F~ + ~Opw~R~,
with
F~ = ~Opw~M0 + ~Opw~M2 + ~f⋆(
√
~,K(1)
~
, ...,K(s)
~
),
andW3,~ = e
− i
~
Opw
~
(a). Finally, the Egorov Theorem implies that the symbol ofW3,~Op
w
~
(R~)W
∗
3,~
is in Or3 .
5.4. Spectral properties of F~. In this section we describe the spectral properties of
F~. We denote by hn the n-th normalized Hermite function, which are the eigenfunctions
of K(j)
~
for all j:
K(j)
~
hn = ~(2n+ 1)hn.
(hn)n≥0 is a Hilbertian basis of L2(R), and F~ is a function of K(j)~ (1 ≤ j ≤ s), so the
following proposition is straightforward.
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Proposition 5.1. For n = (n1, ..., ns) ∈ Ns:
F~(hn1 ⊗ ...⊗ hns) = F [n]~ hn1 ⊗ ...⊗ hns ,
with:
F
[n]
~
= ~b0 + ~
3/2
k∑
j=1
νj(0) + ~
2
g0 − 1
2
s∑
j=1
c2j + d
2
j
µj
+
1
2
s∑
j=1
µj(2nj + 1)

+ ~f⋆3(
√
~, (2n1 + 1)~, ..., (2ns + 1)~),
and thus F
[n]
~
(n ∈ Ns) are the eigenvalues of F~, counted with multiplicities.
Here we give bounds on n(~) for a given bound on F [n(~)].
Lemma 5.2. Let η ∈ (0, 1/2) and c > 0. If, for ~ ∈ (0, 1], we have n(~) ∈ Ns such that
F
[n(~)]
~
≤ ~b0 + c~1+η ,
then :
|n(~)| = O(~η−1).
Proof.
~b0 + c~
1+η ≥ F [n(~)]
~
≥ ~b0 + ~3/2
k∑
j=1
νj(0) + C~
2 + C~2|n(~)|,
so that:
c~η −
k∑
j=1
νj(0)~
1/2 − C~ ≥ C~|n(~)|.
Hence, n(~) = O(~η−1). 
5.5. Spectral reduction fromM[0]
~
to F~. In order to prove Theorem 2.9 comparing the
first eigenvalues ofM[0]
~
to those of F~, using the method given by Theorem A.1, it remains
to prove some microlocalization results on the eigenfunctions of M[0]
~
and F~. First, we
prove that the first eigenfunctions of M[0]
~
are microlocalized where |w|2 ≤ C~2δ.
Lemma 5.3. Let η ∈ (0, 2/3), δ ∈ (0, η/2), and c > 0. Let χ0 be a smooth cutoff function
being 1 on a neighborhood of 0. Then, for any normalized eigenpair (λ, ψ) of M[0]
~
such
that λ ≤ ~b0 + c~1+η we have:
ψ = Opw~ (χ0(~
−δw))ψ +O(~∞).
Proof. Let χ(w) = 1− χ0(~−δw). First, we have the following commutator estimates:
〈[M[0]
~
,Opw~ (χ)]ψ,Op
w
~ (χ)ψ〉 ≤ C~2−δ‖Opw~ (χ¯)ψ‖2 +O(~∞),(5.4)
where χ¯ is a small extension of χ. Thus,
〈M[0]
~
Opw~ (χ)ψ,Op
w
~ (χ)ψ〉 ≤ λ‖Opw~ (χ)ψ‖2 + C~2−δ‖Opw~ (χ¯)ψ‖2 +O(~∞)
(5.5)
≤ (~b0 + c~1+η)‖Opw~ (χ)ψ‖2 + C~2−δ‖Opw~ (χ¯)ψ‖2 +O(~∞).(5.6)
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Moreover, we have the following lower bound, for w in the support of χ,
M
[0]
~
(w) ≥ ~b̂(w, s(w)) + ~3/2
k∑
j=1
νj(w)− C~2
≥ ~b0 + C~1+2δ − C~2.
Thus, the Gårding inequality yields:
〈M~Opw~ (χ)ψ,Opw~ (χ)ψ〉 ≥ (~b0 + C~1+2δ − C~2)‖Opw~ (χ)ψ‖2 +O(~∞).
Together with (5.6), we get:
(C~1+2δ − c~1+η −C~2)‖Opw~ (χ)ψ‖2 ≤ C~2−δ‖Opw~ (χ¯)ψ‖2 +O(~∞).
Since 2δ < η, we have:
‖Opw~ (χ)ψ‖2 ≤ C˜~1−3δ‖Opw~ (χ¯)ψ‖2 +O(~∞).
Since δ < 1/3, we can iterate with χ¯ instead of χ, to get
‖Opw~ (χ)ψ‖2 = O(~∞).

Here we prove the microlocalization of the first eigenfunctions of F~ where |w| ≤ C~δ.
Lemma 5.4. Let η ∈ (0, 1/2), δ ∈ (0, η/2) and c > 0. Let χ0 be a real cutoff function
being 1 near 0. Then, for any normalized eigenpair (λ, ψ) of F~ such that λ ≤ ~b0+ c~1+η,
we have
ψ = χ0
(
~
−2δK(1)
~
)
...χ0
(
~
−2δK(s)
~
)
ψ.
Proof. Using Proposition 5.1, ψ~ = hn1(~) ⊗ ...⊗ hns(~) for some n(~) ∈ Ns. Thus,
χ0
(
~
−2δK(1)
~
)
...χ0
(
~
−2δK(s)
~
)
ψ = χ0(~
1−2δ(2n1(~) + 1))...χ1(~1−2δ(2ns(~) + 1))ψ.
But χ1 = 1 on a neighborhood of 0, and ~
1−2δ(2nj(~) + 1) = O(~η−2δ) (Lemma 5.2), so
there is ~0 > 0 such that, for any ~ ∈ (0, ~0],
χ1(~
1−2δ(2n1(~) + 1))...χ1(~1−2δ(2ns(~) + 1)) = 1.
Thus,
χ0
(
~
−2δK(1)
~
)
...χ0
(
~
−2δK(s)
~
)
ψ = ψ.

Finally the following estimates are already proved for M[0]
~
(Lemma 4.8), and for F~
(Lemma 5.2).
Lemma 5.5. Let η ∈ (0, 1/2) and c > 0. There exists N > 0 such that
N(M[0]
~
, ~b0 + c~
1+η) = O(~−N ), N(F~, ~b0 + c~1+η) = O(~−N ).
Appendix A. Spectral reduction method
Theorem A.1. Let a, b ∈ S(m) be real symbols, bounded from below, and A~ = Opw~ (a),
B~ = Opw~ (b). Let α : (0, 1]→ R be a continuous function of ~. Assume that there exist:
• Φ : D′ ⊂ R2n → D ⊂ R2n a symplectomorphism,
• V~ : L2(Rn)→ L2(Rn) a Fourier Integral Operator quantizing Φ,
• W~ : L2(Rn)→ L2(Rn) a unitary operator,
• R~ = Opw~ (R~) for some R ∈ S(m),
such that, with the notation U~ = V~W~:
(1) U∗
~
A~U~ = B~ +R~,
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(2) The spectra of A~ and B~ in (−∞, α(~)] are discrete,
(3) The eigenfunctions ψ~ of A~ of energy ≤ α(~) are such that
ψ~ = Op
w
~ (χ)ψ~ +O(~∞), uniformly with respect to ψ~,
for some χ ∈ Sδ(1) such that suppχ ⊂ K~ ⊂ D,
(4) The eigenfunctions φ~ of B~ of energy ≤ α(~) are such that
φ~ = Op
w
~ (χ
′)φ~ +O(~∞), uniformly with respect to φ~,
for some χ′ ∈ Sδ(1) such that suppχ′ ⊂ K ′~ ⊂ D′,
(5) The symbol of R~ is O(~s) on K ′~,
(6) The symbol of W~R~W ∗~ is O(~s) on Φ−1(K~).
Then
λj(A~) = λj(B~) +O(~s),
uniformly in j such that λj(A~) ≤ α(~) and λj(B~) ≤ α(~).
Proof. We shall only prove λj(B~) ≤ λj(A~) + O(~s), the other inequality being similar.
We will use the min-max principle. Let J > 0 and VJ be the J-dimensional subspace of
L2(Rn) generated by the microlocalized eigenfunctions of A~:
VJ = span{Opw~ (χ)ψj : 1 ≤ j ≤ J}.
For any ψ˜ = Opw
~
(χ)ψ ∈ VJ , equality (1) gives:
〈B~U∗~ ψ˜, U∗~ ψ˜〉 = 〈A~U~U∗~ ψ˜, U~U∗~ ψ˜〉 − 〈R~U∗~ ψ˜, U∗~ ψ˜〉.(A.1)
Since W~ is unitary, we have:
U~U
∗
~ ψ˜ = V~V
∗
~ ψ˜.
Moreover, V~ is the Fourier Integral Operator quantizing the simplectomorphism Φ, so
V~V
∗
~
= I microlocally on D, where ψ˜ = Opw
~
(χ)ψ is microlocalized because supp(χ) ⊂
K~ ⊂ D. Hence,
V~V
∗
~ ψ˜ = ψ˜ +O(~∞),
and thus:
〈A~U~U∗~ ψ˜, U~U∗~ ψ˜〉 = 〈A~ψ˜, ψ˜〉+O(~∞),
and ψ˜ = ψ +O(~∞), so
〈A~U~U∗~ ψ˜, U~U∗~ ψ˜〉 = 〈A~ψ,ψ〉+O(~∞)(A.2)
≤ λJ(A~)‖ψ‖2 +O(~∞).(A.3)
Now let us estimate the remainder:
〈R~U∗~ ψ˜, U∗~ ψ˜〉 = 〈W~R~W ∗~ V ∗~ ψ˜, V ∗~ ψ˜〉.
ψ˜ is microlocalized on K~, and V~ quantizes Φ, so V
∗
~
ψ˜ is microlocalized on Φ−1(K~), where
W~R~W ∗~ is O(~s). So:
〈W~R~W ∗~ V ∗~ ψ˜, V ∗~ ψ˜〉 = O(~s).
From this, together with (A.1) and (A.3), we get:
〈B~U∗~ ψ˜, U∗~ ψ˜〉 ≤ λJ(A~)‖ψ‖2 +O(~s),
≤ λJ(A~)‖U∗~ ψ˜‖2 +O(~s),
Finally, since U∗
~
(VJ) is J-dimensional, the min-max principle implies that:
λJ(B~) ≤ λJ(A~) +O(~s).

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Appendix B. Darboux-Weinstein lemmas
We used the following presymplectic Darboux Lemma.
Theorem B.1. Let M be a d-dimensional manifold endowed with a closed constant-rank
two form ω. We denote 2s the rank of ω and k the dimension of its kernel. For ev-
ery q0 ∈ M , there are a neighborhood V of q0, a neighborhood U of 0 ∈ R2s+k(y,η,t), and a
diffeomorphism:
ϕ : U → V,
such that
ϕ∗ω = dη ∧ dy.
We also used the following Weinstein result (see [48]). We follow the proof given in [43].
Theorem B.2. Let ω0 and ω1 be two 2-forms on R
d which are closed and non-degenerate.
Let us split Rd into Rkx×Rd−ky . We assume that ω0 = ω1+O(|x|α), for some α ≥ 1. Then
there exists a neighborhood of 0 ∈ Rd and a change of coordinates ψ on this neighborhood
such that:
ψ∗ω1 = ω0 and ψ = Id+O(|x|α+1).
Proof. First we recall how to find a 1-form σ on a neighborhood of x = 0 such that:
τ := ω1 − ω0 = dσ, and σ = O(|x|α+1).
We define the family (φt)0≤t≤1 by:
φt(x, y) = (tx, y).
We have:
φ∗0τ = 0 and φ
∗
1τ = τ.(B.1)
Let us denote by Xt the vector field associated with φt:
Xt =
dφt
dt
◦ φ−1t = t−1(x, 0).
The Lie derivative of τ along Xt is given by φ
∗
tLXtτ = ddtφ∗t τ . From the Cartan formula
we have:
LXtτ = ι(Xt)dτ + d(ι(Xt)).
Since τ is closed, dτ = 0, and:
d
dt
φ∗t τ = d(φ
∗
t ι(Xt)τ).(B.2)
We choose the following 1-form (where (ej) denotes the canonical basis of R
d):
σt := φ
∗
t ι(Xt)τ =
k∑
j=1
xjτφt(x,y)(ej ,∇φt(.)) = O(|x|α+1).
Equation (B.2) shows that t 7→ φ∗t τ is smooth on [0, 1]. Thus, we can define σ =
∫ 1
0 σtdt.
It follows from (B.2) and (B.1) that:
d
dt
φ∗t τ = dσt and τ = dσ.
Then we use the Moser deformation argument. For t ∈ [0, 1], we let ωt = ω0 + t(ω1 − ω0).
The 2-form ωt is closed and non degenerate on a small neighborhood of x = 0. We look
for ψt such that:
ψ∗tωt = ω0.
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For that purpose, let us determine the associated vector field Yt:
d
dt
ψt = Yt(ψt).
The Cartan formula yields:
0 =
d
dt
ψ∗t ωt = ψ
∗
t
(
d
dt
ωt + ι(Yt)dωt + d(ι(Yt)ωt)
)
.
So :
ω0 − ω1 = d(ι(Yt)ωt),
and we are led to solve:
ι(Yt)ωt = −σ.
By non degeneracy of ωt, this determines Yt. ψt exists until time t = 1 on a small enough
neighborhood of x = 0, and ψ∗t ωt = ω0. Thus ψ = ψ1 is the desired diffeomorphism. Since
σ = O(|x|α+1), we get ψ = Id+O(|x|α+1). 
Appendix C. Pseudodifferential calculus
For the general theory of pseudodifferential operators, we refer to [36] and [50]. Among
the results on this topic, we recall the Gårding inequality, used several times in this paper.
Theorem C.1 (G
◦
arding inequality). Let a ∈ S(1) such that a ≥ 0. Then there exist c > 0
and ~0 > 0 such that, for ~ ∈ (0, ~0],
〈Opw~ (a)u, u〉 ≥ −c~2‖u‖2, ∀u ∈ L2(Rn).
Corollary C.1. Let a, χ ∈ S(1), with χ constant outside a compact. If a ≥ a0 on a
neighborhood of supp(χ), then:
〈Opw~ (a)Opw~ (χ)u,Opw~ (χ)u〉 ≥ (a0 − c~2)‖Opw~ (χ)u‖2 +O(~∞), ∀u ∈ L2(Rn).
Proof. Let χ¯ be a cutoff function begin 1 on supp(χ), such that a ≥ a0 on suppχ¯. Then,
Opw~ (a) = Op
w
~ (aχ¯) + Op
w
~ (a(1− χ¯)),
and
〈Opw~ (a(1− χ¯))Opw~ (χ)u,Opw~ (χ)u〉 = O(~∞),
because a(1− χ¯) and χ have disjoint supports. Thus,
〈Opw~ (a)Opw~ (χ)u,Opw~ (χ)u〉 = 〈Opw~ (aχ¯)Opw~ (χ)u,Opw~ (χ)u〉+O(~∞).
Since aχ¯ ≥ a0χ¯ and aχ¯ ∈ S(1), the Gårding inequality yields:
〈Opw~ (a)Opw~ (χ)u,Opw~ (χ)u〉 ≥ a0〈Opw~ (χ¯)Opw~ (χ)u,Opw~ (χ)u〉 − c~2‖Opw~ (χ)u‖2 +O(~∞).
Since (1− χ¯) and χ have disjoint supports,
〈Opw~ (χ¯)Opw~ (χ)u,Opw~ (χ)u〉 = ‖Opw~ (χ)u‖2 +O(~∞),
and thus:
〈Opw~ (a)Opw~ (χ)u,Opw~ (χ)u〉 ≥ (a0 − c~2)‖Opw~ (χ)u‖2 +O(~∞).

We also used the following result on the functional calculus of pseudodifferential opera-
tors (see [36] for a proof).
Theorem C.2. Let a ∈ S(m) and χ a smooth compactly supported function on R. Then
χ(Opw~ (a)) is a pseudodifferential operator. Let us denote b its symbol. If χ = 0 on the
open set U , then b = O(~∞) on the open set a−1(U).
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Appendix D. Egorov Theorems
In this paper, we used several versions of the Egorov Theorem. See for example [44],
[50], or [22].
Theorem D.1. Let P and Q be ~-pseudodifferential operators on Rd, with symbols p ∈
S(m), q ∈ S(m′), where m and m′ are order functions such that:
m′ = O(1), mm′ = O′(1).
Then the operator e
i
~
QPe−
i
~
Q is a pseudodifferential operator whose symbol is in S(m),
and its symbol is:
p ◦ κ+ ~S(1),
where the canonical transformation κ is the time-1 Hamiltonian flow associated with q.
We can use this result with the
√
~-quantization, to get an Egorov Theorem for our
mixed quantization Opw♯ .
Theorem D.2. Let P be a h-pseudodifferential operator on Rd, and a ∈ C∞0 (R2d). Then
e
i
~
Opw♯ (a)Pe−
i
~
Opw♯ (a)
is a h-pseudodifferential operator on Rd.
Proof. As explained in Section 4.2, Opw♯ (a) is a h-pseudodifferential operator. Thus, we can
apply the Egorov Theorem, and we deduce that e
i
~
Opw♯ (a)Pe−
i
~
Opw♯ (a) is a h-pseudodifferential
operator on Rd. 
We also used the following version of the Egorov Theorem, which tells how to quantize
a canonical change of coordinates.
Theorem D.3. Let M and M ′ be two compact manifolds (or Rd). Let ϕ : U ′ 7→ U be a
symplectomorphism between open subsets of T ∗M ′ and T ∗M . Then, there exists a Fourier
integral operator V~, microlocally unitary on U
′ and U such that, for every pseudodifferential
operator P on M , with principal symbol p and subprincipal symbol 0,
V ∗~ PV~
is a pseudodifferential operator on M ′ with principal symbol equal to p ◦ ϕ−1 on U ′ and
subprincipal symbol 0 on U ′.
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