Introduction
A general approach to the analysis of symbolic sequence complexity was proposed by Kolmogorov (1965) . The complexity measure proposed by Ziv and Lempel (1976) was an explicitly computable implementation of this approach for finite sequences, and many text compression algorithms are based on their measure. Ziv and Lempel suggested measuring the complexity of a sequence by the minimal number of steps required for its synthesis in a certain process. In their approach, at each step of that process two operations were allowed: generation of a new symbol, and copying a fragment from the part of the sequence that has already been synthesized.
In this paper, we propose two complexity measures of symbolic sequences that generalize the Ziv-Lempel complexity measure by taking into account any isomorphic repeats in the text. By isomorphic repeats we mean fragments that are identical (or symmetric) modulo some permutations of the alphabet letters. Linear algorithms for computing these two complexity measures are proposed. We show that these measures can be used for recognition of the local structural regularities in DNA sequences. These local regularities appear, in the context of this paper, as fragments with abnormally low complexity (Gusev, 1989) . Some interesting structures related to the regulatory region of the human growth hormone are reported.
The present work has been motivated by the notion that the DNA sequences are known to be low abundant. Therefore the compression technique based on the Ziv-Lempel definition of complexity does not give any perceptible compression ratio in comparison with simple (two bits per symbol) encoding procedures. In papers by Grumbach and Taxi (1994) , Loewenstern and Yianilos (1997), and Alison et al. (1998) some specifics of genetic sequences, such as the presence of palindromic structures and inexact repeats, have been taken into account for DNA compression. We hope that our more general definition of complexity that takes into account any isomorphic repeats can lead to DNA compression algorithms with a better compression ratio (although this is beyond the scope of the present paper). Ziv and Lempel (1976) define the complexity measure, c LZ (S), of a non-empty sequence S as the minimal number of steps in some (optimal) procedure of its synthesis
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Preliminaries
At each step two operations are allowed: copying the longest fragment from the part of S that has already been synthesized plus generating an additional symbol which ensures the uniqueness of each component
More precisely, at each step k the sequence is extended by concatenating a fragment S[i k−1 + 1 : i k ]. The length of this fragment is equal to 1 if some symbol at position i k−1 + 1 occurs for the very first time. Otherwise, a component of length
The kth component itself can be represented as
where j (k) denotes the first position of the fragment to be copied at step k. Here j (k) equals zero if the symbol in position i k−1 +1 has not occurred before, l j (k) is the length of the fragment being copied, and S[i k ] is a new generated symbol.
Dependence of complexity on the set of permissible operations
To illustrate the fact that complexity depends upon the set of permissible operations, let us consider the fragment S = AB B AB A AB B A AB AB B A of the Morse-Hedlund sequence, known to possess a highly regular structure. The Ziv-Lempel schema of synthesis gives the following components and corresponding complexity:
Fragments to be copied are henceforth underlined or overlined.
If the uniqueness of the components is not required then the longest fragment can be copied without generating a new symbol. In this case the schema may contain identical components and complexity will be as follows:
If, instead of direct copying, only symmetric copying (from right to left) is allowed, then
Obviously, the second part of sequence S is an exact repeat of the first part if A is substituted by B, and B by A. This new operation, i.e. copying with the permutation (A → B, B → A), gives us the following components and the lowest value of complexity
These examples illustrate that sequence complexity depends upon the set of permissible operations and on the direction of copying. There are n! possible permutations in each direction. It can be shown that, if at each step an optimal permutation is sought for among all permissible ones, the resulting complexity will not be greater than the minimum complexity with only one of the permissible permutations. These observations provide the basis for further modifications of the Ziv-Lempel measure of complexity.
Complexity vectors and their relatedness
We will now consider a generalization of the Ziv-Lempel complexity measure designed for small alphabets such as the alphabet of nucleotides. Denote by P the set of one-to-one mappings, i.e. permutations p : A → A; there are |P| = n! possible permutations. We call two fragments S = a 1 a 2 . . .
For each permutation p i ∈ P, we can calculate the complexity measure (Kendall, 1975) . To this end, we replace the actual values of the components in a complexity vector by their ranks. Here the rank of a component is its position in the arrangements of the components in increasing order. This procedure is called the ranking.
The measure of similarity of m rankings is the coefficient of concordance, defined as
where ν is the sum (taken over all m rankings) of the squared deviations of all ranks from their mean value, 1/2 · m(|P| + 1), and |P| = n! is the number of all permissible permutations. This coefficient varies between 0 and 1. The significance of an observed value may be assessed using Fisher's z-distribution.
The coefficient of concordance between two or more complexity vectors can be used to measure, to some extent, the structural similarity of sequences. Instead of complexity vectors 
Complexity measure with step-by-step optimization
The second generalization of the Ziv-Lempel complexity measure is based on a search, at each step, for the longest isomorphic fragment in the history of a sequence synthesis and can be used for alphabets of arbitrary size. The main problem in this situation is that, for large alphabet size n, the number of possible permutations becomes very large, n!. This problem can be circumvented using structural representation (see below) which is invariant with respect to permutations defined above.
Algorithms
Tree structures
We choose some integer L, which does not exceed the estimated length of the average length of the longest repeat in a random text that has the same length and the same letter composition as a given text S. It has been shown by Zubkov and Mihailov (1974) that this estimate tends to 2 ln N ln n r =1 p 2 r , where N is the length of the sequence S and p r (1 ≤ r ≤ n) is the probability of the occurrence of the r th letter of the alphabet in the sequence. For DNA sequences one can normally choose L = 8 or 9 for a wide interval of values of N .
All L-tuples occurring in S, along with their start positions, can be represented by a tree structure known as a trie (Knuth, 1973) . For a set of L-tuples over a finite alphabet A, each edge of the trie is labeled by a symbol from the alphabet A, each vertex has at most one outgoing edge for each symbol of the alphabet and contains the information about the start positions of the corresponding L-tuples in S. (ii) D = L and the vertex ζ is a leaf labeled by
Search for the longest equal fragment
(n 1 , n 2 , . .
. , n m(ζ ) ). This means that the L-tuple S[ j
be extended and compared with the fragment of the text: 
and the length of the longest fragment is then D = L + D * . In both cases, (i) and (ii), fragment S[ j + 1 : j + D] is considered as the longest equal fragment to be copied.
The tree T R( j) is transformed into tree T R( j + D) by adding the L-tuples S[ j
The complexity of the algorithm described above is O(n · L · N ). Recall that the upper estimate for parameter L logarithmically depends on N and in practice the complexity of our algorithm, when we choose L = 8 or 9, is comparable with the complexity of the similar algorithm (Gusev et al., 1993) which has been developed on the basis of Weiner's prefix tree (Weiner, 1973) .
Search for the longest symmetric fragment
The same tree T R( j) can be used to find the longest symmetric fragment if the length D of the fragment to be copied is known in advance. The algorithms are the same as described above with the input sequence equals
If, however, the parameter D is not known this procedure is iterated with D running from 1 to D max , where D max is the length of the longest symmetric fragment found. This procedure is useful under strong restrictions to memory size.
Another way to find the longest symmetric fragment, which does not require iterations, is based on the construction of an alternative tree T R s ( j) for the text
To find the longest symmetric fragment to be copied we start at the root of T R s ( j) and the longest possible path
Search for the longest isomorphic fragment
To find the longest fragment isomorphic modulo permutation p i ∈ P or isomorphic modulo p i in inverse direction, two trees T R( j) and T R s ( j) are used. The algorithms are the same as described above with the input sequence being equal to + 2] ) . . .. As mentioned earlier, the complexity of this procedure is proportional to n! which is not too big a number for small alphabets, for example, for nucleotide alphabet n! = 4! = 24.
Step-by-step optimization We define the structural representation of an
This matrix can in turn be represented by a binary vector (ν) of length L(L − 1)/2, which is the concatenation of the 'upperdiagonal' columns of the matrix
represented by a prefix tree structure. The search for the fragment isomorphic to the actual L-tuple ν modulo permutation p i (that is not known beforehand) is reduced to a search for that fragment in the history that has the same structural representation. The complexity of this procedure is O(n·L 2 ·N ).
Implementation
The complexity of the human growth hormone sequence To illustrate the possibilities of complexity analysis let us analyze the human growth hormone sequence (EMBL, accession number J03071). Growth hormone is a multifunctional hormone, which promotes the postnatal growth of skeletal and soft tissues. The fragment of length 5227 bp upstream GH1 gene (including start codon) has been analyzed. This is a part of our studies of the evolution of the growth hormone gene promoter regions in vertebrates.
The minimum values of the complexity are achieved for identical permutation
gives the maximum value of the complexity, c = 1059.
Stepby-step optimization procedure gives us the complexity c = 634, which can lead to a better compression ratio in comparison with the standard Ziv-Lempel compression scheme (Algorithm LZ-77).
The analysis of the complexity vectors helps to determine most perspective permutations in the sense that they give the lowest values of complexity. For DNA sequences we reduce the number of permissible permutations to identical and complementary permutation in both directions. This helps to avoid some 'masking' effects, which can be due to choosing non-significant (for this text) permutations and to find some interesting structural regularities in genetic sequences (see below).
Inexact repeats
Although we considered above only exact repeats, our method can be used to determine inexact repeats, which can be regarded as exact matching fragments (conserved regions) separated by mismatching symbols.
The The homologous fragments (either in traditional sense or in the sense of homology isomorphic modulo a permutation) can be found by comparing the positions of the components with the positions (pointers) from which they have been copied using the same type of permutation. For example, in fragments A and A 1 the following positions and pointers, corresponding to direct copying, can be found:
Positions 746(6) 758(11) 843(20) 900(6) 920(8) 935 (7) The lengths of the copied components are given in parentheses. The distances between the neighboring positions and pointers are as follows 12, 85, 57, 20, 15, 42,. . . 12, 89, 55, 20, 15, 41,. . . The similarity of these two rows shows that there is an inexact repeat or extensive homology between fragments A and A 1 .
Fragments from groups A and B can form inexact hairpin-loop structures of length 300 bp. These structures can be reconstructed in the same way as described above. The only difference is that now we choose fragments which are complementary palindromic. In this case conserved fragments have length ∼30 bp (for example, in positions 754 ÷ 785 and 4261 ÷ 4292). They can form different structures, which probably regulate the process of transcription.
Some interesting structures
In order to find the local structural regularities in a sequence, the complexity analysis can be performed using a sliding window of variable width and reducing the number of permissible permutations to two: identical and complementary ones in both directions. The fragments with abnormally low complexities or abnormally long components were the subjects of our interest. Some specific structures found with the window width 30 are reported below. (2) The interpretation of these structures is beyond the scope of this paper but the results of analysis of the sequences with well-known structure confirm that fragments with abnormally low complexities, like reported above, are functionally meaningful.
EXAMPLE 1. Region consisting of AT-tandem repeats forms symmetric repeats (1) and
Conclusions
Two generalizations of the Ziv-Lempel complexity measure have been proposed. Both of them take into account symmetric, complementary and isomorphic repeats occurring in genetic sequences. The first measure, a complexity vector, is designed for small alphabets and allows the characterization of a sequence (especially a long one) by the number of complexity values. It shows what type of regularity is predominant in a text being analyzed, and what is the ratio quantitative numbers of the direct and symmetric repeats. The second (scalar) measure can be used for alphabets of arbitrary cardinality. Using step-by-step optimization procedure one can also improve the compression ratio of the text. This measure is also very promising for text deciphering because it allows us to find repeats isomorphic modulo any of the n! permutations in both directions and then try to estimate the randomness/nonrandomness of them. This scalar measure can be used for recognition of local structural regularities using the sliding window analysis.
