Computing is also called as Ubiquitous Computing, which means "being present everywhere at once" or "constantly encountered". The main idea behind making these pervasive computing systems is that these systems improve living by performing computations on their own, without having to be monitored by anyone. These systems are targeted to become invisible to the user i.e., they perform their tasks without the user's knowledge.
I. INTRODUCTION
Ubiquitous computing is roughly the opposite of virtual reality. Where virtual reality puts people inside a computergenerated world, ubiquitous computing forces the computer to live out here in the world with people.
Pervasive computing has many potential applications, from health and home care to environmental monitoring and intelligent transport systems. Pervasive computing systems [1] and services may lead to a greater degree of user knowledge of, or control over, the surrounding environment, whether at home, or in an office or car. They may also show a form of 'intelligence' that will make life easier. A few examples are worth mentioning here. A refrigerator can automatically signal the grocery shop once the milk or juice comes below a certain level, thus alleviating the owner from the task of notifying the grocery shop or going and buying. Various home appliances can become pervasive computing systems with similar 'intelligence', like a television that automatically switches on and tunes itself to a particular channel at a pre-defined time or an air conditioner that switches on automatically and brings the room to a specified temperature. A phone call can be made or answered only by gestures.
The main idea behind making these pervasive computing systems are, that these systems improve the living of the humans by performing the computation on their own, without having to be monitored by anyone. These systems are targeted to become invisible to the user i.e., they perform their tasks without the user's knowledge.
II. MATHEMATICAL ANALYSIS OF THE DELAY FOR THE IR SCHEME
In this section we analyze the IR scheme and evaluate mathematically the delay involved in the procedure. First we structure the IR mechanism as a set of distinct states with transitions among these states. Then this information is used to model IR as a Markov process [1] . In a Markov process, the probability of the system making a transition to a particular state depends only on the state the system is currently in.
111 | P a g e www.ijacsa.thesai.org Also, in this Markov process, we calculate the delays associated with the transitions between the states. Finally, by making use of the delays and probabilities associated with each of the transitions, we derive a mathematical equation describing the total IR delay. The Markov process is derived for IR in case of OFDMA PHY, since it covers all the steps in the OFDM based procedure as well. In case of the OFDMA PHY, Code Division Multiple Access (CDMA) codes are used instead of the RNG-REQ messages in the first part of the IR procedure.
A. Modeling IR as a Markov Process
Markov processes [2] provide very flexible, powerful, and efficient means for the description and analysis of dynamic (computer) system properties. Performance a n d dependability measures can be easily derived. Moreover, Markov processes constitute the fundamental theory underlying the concept of queuing systems. In fact, the notation of queuing systems has been viewed sometimes as a high-level specification technique for (a sub-class of) Markov processes. A stochastic process is defined as a family of random T, which is usually called the time parameter if T is a subset of the set of positive real numbers. The set of all possible values of X t (for each t ∈ T) is known as the state space S of the stochastic process. A large number of stochastic processes belong to the important class of Markov processes. A stochastic process is a Markov process when the future state of the process depends only the current state and not on the history of the system. A Markov process is a memory-less stochastic process.
After analyzing the Initial Ranging procedure [3] , we enumerate the following states as well as transitions needed for modeling the procedure. When in State 7, on reception of RNG-RSP with success status it moves to State 8. On reception of RNG-RSP with continue status it moves to State 9. Else on reception of RNG-RSP with abort status, it goes to State 6 and SS starts the network entry procedure again. When in State 3, if RNG-RSP is obtained with abort status then the system goes to State 6 and SS starts the network entry procedure again. The following matrix diagram shows the transition probability matrix for IR. Using these probabilities we design the Markov process representation of IR. The states 6, 8 and 9 lead out of IR and are the absorbing states. For these states, transition occurs back to the same state with a probability one. In states 3 and 7, the outgoing probabilities are marked with algebraic symbols a1 to a4 and b1 to b3. This is because the probabilities of the transitions originating from these states are non-deterministic in nature. The sum of probabilities of all transitions originating from states 3 and 6 are still equal to 1. Next, the transition matrix is used to obtain the overall delay formula.
The details of the delays [4] involved along with the associated probabilities are given in the table 2. www.ijacsa.thesai.org Table 2 -Delay components in IR
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B. Mathematical Derivation of the Backoff Delay
Consider the first time an SS enters Backoff procedure [5] . Let the Initial Contention window be w. The random number will be picked in the range [0, w-1]. Let this random number be called k. The SS has to defer a total of k contention slots (CSs). Let the number of CSs in a frame be n. The number of frames that have to be deferred is k / n.00cscs. The delay involved here will be (k / ncs) * frame length. After k / ncs frames have passed the SS defers a further k modulo ncs CSs. The delay involved here is equal to (k % n cs) * Tcs, where Tcs is the length of one CS and % denotes the modulo operation. Therefore the total delay incurred so far is (k / n cs ) * frame length + (k % n cs ) * T cs . Here the value of k can vary from 0 to w 0 -1. Thus, we take an average of the delay over the random number.
AD 0 = (1/w 0 ) *Sum of [(k/n cs )*frame length + (k % n cs )*T cs ] as k varies from 0 to w 0 -1.
Next we make an assumption that the probability of a successful transmission in a CS is 'p'. Thus, probability of failure will be '1-p'. In case of a failure the contention window is doubled in size. Let the new window be equal to [0, w 1 -1]. Similar to previous derivation the delay involved will be www.ijacsa.thesai.org AD 1 = (1/w 1 ) *Sum of [(k/n cs )*frame length + (k% n cs )*T cs ] as k varies from 0 to w 1 -1.
Here w 1 = 2 * w 0 .
Again there could be success or failure. So, it will enter the third Backoff window phase [0, w 2 -1]. Continuing in this fashion, we get the following delays for the next three phases. Here w 2 = 2 * w 1 , w 3 = 2 * w 2 and w 4 = 2 * w 3 .
We make another assumption at this point. The SS is assumed to complete successful transmission of its CDMA code, in a maximum of 5 Backoff phases. Thus, the worst case of transmission will be four failures followed be a success. The final formula for the delay will be as follows.
Here t is the time-out after which failure is assumed. So, we take half that value for success i.e. t/2.
C. Mathematical Derivation of the Overall IR delay
By traversing the transition diagram [6] and multiplying the probabilities with the corresponding delays, the total delay can be calculated. The first part of the delay is in the loops 1-2-3-1 and 1-2-3-4-1. We call this D loop . Then either success or abort occurs which is added to this part to get the final formula. -----------------------------------------------------------1-(a 1 +a 2 ) + a 3 * (RSP + CDMA_IE + RNG-REQ + RSP) + a 4 * RSP Now, the total delay involved can be represented using the formula given below. 
----------------------------------------------------------1-(a 1 +a 2 ) + a 3 * (RSP + CDMA_IE + RNG-REQ + RSP) + a 4 * RSP
III. WORKING OF THE CODE
A. TCL script
The Tcl file [8], [9] contains the codes to run the simulation for 1 base station and variable number of mobile station. The file accepts the following arguments i. The number of mobile nodes/stations ii. The seed value (for random number generation) www.ijacsa.thesai.org ;# max number of mobile node set packet_size 1500 ;# packet size in bytes at CBR Applications set output_dir . set gap_size 1 ;#compute gap size between packets puts "gap size=$gap_size" set traffic_start 5 ;# number of nodes for each cluster (1 for sink and one for mobile nodes + base station AddrParams set nodes_num_ $eilastlevel puts "Configuration of hierarchical addressing done" www.ijacsa.thesai.org # Create God Create-god [expr ($nb_mn + 2)] ;# nb_mn + 2 (base station and sink node) #puts "God node created" The above lines are used to setup the simulation environment [12] , which includesi. Creating a new instance of the ns2 simulator ii. Creating a new topology iii. Configuring the nam and trace files iv. Specifying that the entered value of the seed should be used by the default Random Number Generator v. Creating an address hierarchy, and configuring it * vi. Creating a 'God object'. The number of mobile nodes is passed as argument which is used by God to create a matrix to store connectivity information of the topology set sinkNode [$ns node 0.0.0] #provide some co-ord (fixed) to base station node $sinkNode set X_ 600.0 $sinkNode set Y_ 500.0 $sinkNode set Z_ 0.0 #puts "sink node created" #creates the Access Point (Base station) $ns node-config -adhocRouting $opt( This line searches the file out.txt for lines containing "found ranging opportunity", which indicates that a ranging opportunity has been found at the specific times. The lines thus selected are passed to the cut function, where we select the 2nd column (field). The values in this column are stored in startTimes.txt, which thus contains the times at which the nodes start the initial ranging procedure.
5. grep "Ranging response" out.txt | cut -d " " -f 2 > endTime.txt This line searches the file out.txt for lines containing "Ranging Response", which indicates that a ranging response has been found at the specific times. The lines thus selected are passed to the cut function, where we select the 2nd column (field). The values in this column are stored in endTimes.txt, which thus contains the times at which the nodes finish the initial ranging procedure. while [ $newCounter -le $nodes ] do endt=`grep ^"$newCounter " ourNewEndTimes.txt | cut -d " " -f 2` startt=`grep ^"$newCounter " ourNewStartTimes.txt | cut -d " " -f 2` delay[`expr $newCounter -1`]=`echo $endt -$startt | bc` newCounter=`expr $newCounter + 1` done These lines calculate the delays for all nodes. The start times are obtained from ourNewStartTimes.txt and the end times are obtained from ourNewEndTimes.txt. The delay for a node is the difference between the end time and start time for that particular node. We find the delay for all nodes by using a while loop, which iterates n number of times, where n is the number of nodes for this particular simulation. The delays are stored in an array called delay.
These lines calculate the total delay, for a particular value of nodes and seed. The total delay is simply the sum of delays for individual nodes.
9. avg=`echo "scale=10; $total_delay / $nodes" | bc`
This line calculates the average delay for a particular value of nodes and seed. The average delay is the total delay, divided by the number of need.
10.
Echo "$nodes $seed $avg" >> finalAvg$nodes.txt This line send the number of nodes, seed value and average delay for a particular simulation into a file called finalAvg$nodes.txt. The average delay for 4 nodes, and different seeds, will be stored in a file called finalAvg4.txt, and the average delay for 8 nodes, and different seeds, will be stored in a file called finalAvg8.txt, and so on. 
