In general, anesthetic depth is evaluated by an experienced anesthesiologist based on changes in blood pressure and pulse rate. Therefore, it is difficult to guarantee the accuracy of an evaluation of anesthetic depth. Efforts to develop an objective index for evaluating anesthetic depth have continued, but little progress has been made in this area. The information on the activity if sympathetic and parasympathetic nervous system is provided by heart rate variability, and almost all anesthetics depress autonomic activity. Novel monitoring systems that can simply and exactly analyze the autonomic activity of the cardiovascular system will provide important information for the evaluation of anesthetic depth. We investigated anesthetic depth during the following seven stages: pre-anesthesia, induction, skin incision, before extubation, after extubation, and postanesthesia. In this study, temporal, frequency, and chaos analysis methods were used to analyze the HRV time series from an electrocardiogram signal. NN10-NN50, mean, SDNN, and RMS parameters were used in the temporal method. For the frequency method, LF, HF, LF/HF ratio, 1/f noise, alpha1, and alpha2 of DFA analysis parameters were examined. In the chaos analysis, CD, entropy, and LPE were used. The chaos analysis method was valuable to estimate the anesthetic depth as compared with the temporal and frequency methods. This is likely because the human body shows chaotic characteristics.
Introduction
Depth of anesthesia can be defined accoding to the response to noxious stimuli. The triad of paralysis, unconsciousness, and analgesia are included. Clinical method for evaluating the depth of anethesia is to check autonomic signs such as pulse, blood pressure, sweating, and lacrimation, which are used widely, but not so reliable [1] . Many researchers develop methods to estimate the depth of anesthesia. Here we sought to identify the optimal methods for estimating depth of anesthesia by comparing linear and nonlinear methods measuring HRV.
The autonomic nervous activity of cardiovascular system can be estimated by heart rate variability(HRV) [2] . Heart rate variability can be one of the non-invasive methods of quantifying cardiac autonomic activity, and the application of HRV has widespread in clinical field. Evaluating risk after acute MI, HRV is depressed as a powerful predictor of mortality and of arrhythmic complications [3] . When assessing diabetic neuropathy, uremia and diabetes can lead to severe autonomic dysfunction that can be related to several disabling symptoms and sudden cardiac death [4] , [5] . HRV is related to left ventricular mass index closely. Moreover, from a perspective of chronic heart failure, there is a close correlation between HRV measurements and functional status of heart failure patients. Therefore, HRV can be a useful parameter for further classifying patients [6] [7] . HRV may also be one of the accurate methods to assess the value of various drug interventions in these patients.) Standard deviation (SD), root mean square (RMS), normal-to-normal 10 to 50 (NN10-50), and power spectrum analysis belong to standard time-and frequency domain measures of HRV. Time-domain analysis, i.e., SD, RMS, and NN 10 to 50, is very simple and easy but does not produce good results. The magnitude of periodic changes is quantified by power spectrum, which is usually created by Fourier Transform. It is theoretically assumed that HRV is caused by a linear sum of independent periodic process and that total power is associated with SD mathematically. Power spectrum analysis is common for the studies evaluating cardiovascular system. This method of interpretation theoretically assumes that HRV is caused by a linear sum of independent periodic processes and that the total power is mathematically related to the SD [8] . The vast majority of reports evaluating the cardiovascular system with HRV use power spectrum analysis. For innovative clinical utility, other studies used HRV to investigate ANS activity during anesthesia [9] . Despite of the effects of anesthetic technique the main changes in HRV indicated a decrease in total spectral power, with a shift toward predominance of HF power beginning at the onset of induction and persisting throughout anesthesia. In spite of the results, However, most previous studies focused on the effects of loss of consciousness, hypnosis depth, and arousal. HRV results of anesthesia were calculated from the complex interaction of hypnosis, surgical stimulation, analgesia (the second main component of anesthesia), and direct cardiovascular effects of drugs [10] . Another approach for quantifying the relationship of HRV to depth of anesthesia is detrended fluctuation analysis (DFA). The DFA is a simple and efficient parameter to quantify the long-term correlation of non-stationary time series [11] . It is also a promising approach to quantify the complexity of physiologic signals by the fractal property of the integrated time series of physiological signals [12] . The long-term correlation degree is scaled by the DFA scaling exponent. According to the development of chaotic analysis, chaotic techniques is helpful for describing the evolution of the behavior of a nonlinear system [13] . The results of analysis indicate the chaotic characteristics existing in a nonlinear system and are helpful for analyzing and predicting the condition of a nonlinear system. Recently, many different analysis algorithms have been proposed to quantify the depth of anesthesia, including entropy [14] , [15] . In this paper, linear and nonlinear analysis of HRV was compared to evaluate the depth of anesthesia. We use the linear and nonlinear analysis to identify HRV signals in different states of anesthesia depth: pre-anesthesia, induction, incision, operation, before intubation, after intubation, and post anesthesia.
Method

Subjects and data acquisition
After obtaining approval from the ethics committee and gaining informed written consent from the patients, 12 ASA I or II adult patients participated in this study. We compared linear and non-linear methods of HRV in 15 patients scheduled for general anesthesia. For each patient, electrocardiograms (ECGs) were recorded at preanesthesia, induction, incision, operation, before intubation, after intubation, and post-anesthesia. During pre-anesthesia and post-anesthesia, ECG data were acquired for 15 minutes, and during surgery, the data were continually recorded. Patients were premedicated with glycopyrrolate 0.004 mg/kg and midaxolam 0.05 mg/kg roughly 30 minutes preoperatively. 40 μ/kg fentanyl was induced and ECG was acquired by PhysioLab 400, PhysioLab Co., (Busan, Korea) Korea. The measured ECG was digitized with the frequency of 500 Hz and heart beat periods were calculated using the MATLAB program. The anesthesia stage was classified into seven stages: pre-anesthesia, induction, incision, operation, before intubation, after intubation, and post-anesthesia stage. Anesthesia during the operation progressed in accordance with the verbal direction of the attending anesthetist. ECG measurements and the process of anesthesia were recorded simultaneously. Pre-anesthesia ECG recordings of were acquired during the day prior to surgery because induction for the operation starts immediately after the patient is brought into the operating room, and only a few data points can be obtained within the short period of time. Furthermore, it is difficult to acquire reliable ECG data due to premedication. After the patient arrived at the operating room, data for the induction stage were acquired within 5 minutes. The induction stage immediately precedes intubation, and the operation stage lasts from the end of induction to the start of intubation. The two stages of intubation, before and after intubation, are next. The postanesthesia stage begins with the cessation of anesthesia. Data on the post-anesthesia stage were acquired on the day after surgery because of factors that would disrupt measurement during the recovery stage, such as hand trembling.
Linear analysis
For time-domain analysis, SDs, RMS, and NN10-50 of the series of RR intervals were calculated. NN 10 refers to the number of normal-to-normal RR intervals that are greater than 10 ms. NN 50 refers to normal-to-normal RR intervals that are greater than 50 ms. For frequency domain analysis, the power spectrum density (PSD) was conventionally estimated for two major frequency ranges, namely the low-frequency band (LF; 0.04 -0.15 Hz) including both sympathetic and parasympathetic components, and the high frequency band (HF; 0.15-0.4 Hz) reflecting parasympathetic modulation. The ratio of LF to HF power (LF/HF) was also calculated to evaluate sympathovagal balance, which reflects the function of the autonomic regulatory system [16] . The PSD may often conform to a power-law distribution: a straight line in coordinates of log power vs. log frequency. The exponent, x, of the distribution, 1/f x , ranges between 2 and 4. These findings are explained with a model of the neural source of the background activity in mutual excitation among pyramidal cells. The dendritic response of a population of interactive excitatory neurons to an impulse input is a rapid exponential rise and a slow exponential decay, which can be fitted with the sum of two exponential terms [17] .
Non-linear analysis
DFA
The DFA algorithm for estimating scaling exponents with local detrending was developed to remove the nonstationary component by Peng et al. [18] . F(s), the fluctuation function, is acquired by means of the root mean square of the detrended time series as a function of the segment size s. If the time series is self-similar, F(s) increases by a power-law. The scaling exponent a can be calculated by a linear fit on the log-log plot of F(s) versus s [19] [20] [21] .
Correlation dimension (CD)
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Among the various non-linear procedures available for experimental data, calculations of fractal complexity have probably received the widest attention. It has been mathematically established that, if we can measure any single variable of a dynamical system with sufficient accuracy, then it is possible to reconstruct a state portrait that is topologically equivalent to the attractor of the original system. The complexity of the reconstructed attractor may provide important information about the system. The most popular tool to assess this complexity is the correlation dimension defined as:
is the total number of hypercubes of sidelength e that cover the attractor, and pi is the probability of finding a point in the hypercube i. As Grassberger and Procaccia [22] 
where  is the Heaviside step function, and ||U|| usually represents the maximum norm. To estimate the correlation dimension, we plot ln ) ( This slope is called a correlation exponent, and the limit of it for vanishing  represents the value of the correlation dimension.
Lyapunov
Numerous methods for calculating the Lyapunov exponents have been developed during the past decade. In this study, Lyapunov exponents were evaluated by the observed time series. One of the quantitative measurements is Lyapunov exponent among the various types of orbits based upon their sensitivity on the initial conditions. Lyapunov exponents are used to determine the stability of any steady-state behavior, including chaotic solutions. The reason chaotic systems show aperiodic dynamics is that phase-space trajectories that have nearly identical initial states will separate from each other at an exponentially increasing rate captured by the so-called Lyapunov exponent. This is defined as follows: consider two (usually the nearest) neighboring points in phase space at time 0 and at time t, with distances of the points in the i-th direction being || δ xi(0)|| and || δ xi(t)||, respectively. Positive Lyapunov exponent implies chaos. There are two ways to extract Lyapunov exponents from observed signals. This one is able to estimate the largest Lyapunov exponent only. The second one is able to estimate all the Lyapunov exponents, which is based on the estimation of local Jacobi matrices. All of the Lyapunov-exponential vectors for particular systems are often considered their Lyapunov spectra [23] .
ApEn
Pincus et al. suggested the algorithm for calculating ApEn. For a given RR series, 3 parameters were required to calculate ApEn [24] . As the result of the of RR intervals analysis, the number of RR-peak, (n) was 400. After Pincus and Goldberger's work [25] , r, a tolerance level to determine differences in RR intervals, was set at 15% of the SD of the series. For calculating an ApEn value which is independent of the SD, the ApEn was calculated repeatedly over a wide range of r values (0 to 20). The maximal of calculated ApEn was considered the peak of ApEn. The r at peak ApEn was also reported.
Results
We divided observations into seven stages to estimate the depth of anesthesia for each stage. Specifically, we took measurements at pre-anesthesia, induction, incision, operation, before intubation, after intubation, and postanesthesia. Linear methods included time-and frequencydomain analysis, and non-linear methods included DFA, CD, Lyapunov, and ApEn. Table 1 shows the timedomain analysis of the linear analysis, and the methods used were NN10 to NN50. For NN10, the pre-anesthesia value was 514.5 ± 100.3, and the post-anesthesia value was 492.13 ± 61.31, both of which were very high. However, induction, incision, and operation values were very low. Before-intubation and after-intubation values were higher than intubation, incision, and operation values. The results of NN20 to NN50 were similar to NN10. NN10 among the NNx was the best parameter, because the SD was very small and clearly discriminated the stages of anesthesia. 
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Mean ± SD, *: p < 0.05 Pre vs Induct. , #: p < 0.05 After Ext. vs Post Table 2 shows the results of the frequency-domain analysis for the linear analysis. That is the LF, HF, LF/HF, and slope of 1/f noise. The resultant LF values were very high at pre-anesthesia and post-anesthesia. During the operation, values were much lower than at pre-anesthesia. However, values for the incision, operation, and intubation stages were not significantly different among stages. The HF results were similar to those for LF. That is, the resultant HF values were very high at pre-anesthesia and post-anesthesia, and during the operation, the value was much lower than at pre-anesthesia. However, the values for the incision, operation, and intubation stages were not significantly different. The results for LF/HF and 1/f noise were similar to each other; however, the SD of the results was much too high, and no significant differences were found between stages. Therefore, these parameters were not useful for estimating depth of anesthesia. Table 3 shows the DFA results for the non-linear analysis, α 1 and α 2. At pre-anesthesia and post-anesthesia, the values of α1 and α2 were lower than those at the other stages. The values of α1 and α2 were not significantly different at the other stages. The CD values for pre-anesthesia were higher than those for induction, and the value at post-anesthesia was higher than that after intubation. At the incision stage, the value was increased, and at the operation stage, the value was decreased. Before the intubation stage, however, the value was increased, and after intubation, the value was decreased. This result was suitable to estimate the depth of anesthesia. For ApEn, the values for pre-anesthesia were much higher than those at induction, and the value at post-anesthesia was higher than that after intubation. At the incision stage, the value was slightly increased, and at the operation stage, the value had high a SD, i.e., the variation was large. Before the intubation stage, the value was increased, and after the intubation stage, the value was decreased. This result was also suitable to estimate the depth of anesthesia. For LPE, the value at pre-anesthesia was much higher than at induction, but no differences were found at the other stages.
Conclusion
This study was designed to estimate the depth of anesthesia using linear and non-linear methods. Linear methods included time-and frequency-domain analyses, and non-linear methods included DFA, CD, LPE, and
ApEn. Among these, we determined which parameters are best to estimate the depth of anesthesia. For the time-domain analysis of the linear method, the NN10 value appeared high at pre-anesthesia and postanesthesia (514.5 ± 100.3 and 492.1 ± 61.3, respectively). This result means that the ANS (autonomous nervous system) is active at these stages. However, at the induction, incision, and operation stages, the values (88.1 ± 45.2, 86.3 ± 64.3, and 49.1 ± 34.1, respectively) rapidly decreased. Before intubation, the value (152 ± 78.1) was somewhat increased, and after intubation, the value (119.2 ± 70.0) was decreased. These results suggest that load was added to the respiratory system before intubation, and then the load was removed after intubation. At post-anesthesia, the value returned to pre-anesthesia levels. The results of NN20-NN50 were similar to those for NN10. LF and HF results for the frequency-domain analysis distinguished between anesthesia and non-anesthesia. It is known that when the patient is anesthetized, ANS activity is decreased. The LF value was increased at preanesthesia and post-anesthesia, and the value was sharply decreased at induction. At incision, the value was slightly increased, and during the operation, the value was decreased. However, before intubation, the value was increased, and after intubation, the value was again increased. These results suggest that respiratory and baroreceptor sympathetic nervous system activity was increased. The results for HF were the same. Both LF/HF ratio, known as reflected autonomous balance, and 1/f noise distinguished between pre-anesthesia and induction and between after intubation and post-anesthesia, but the SD was very large. In this study, these parameters were not suitable to estimate the depth of anesthesia. The depth of anesthesia can be assessed by many measures of HRV. Donchin et al. reported a loss of total power that gradually increased during recovery in patients receiving isoflurane/nitrous oxide/oxygen anesthesia. Kato et al. studied three increasing concentrations of isoflurane anesthesia in 10 healthy patients without the confounding effects of other medications or surgical stimuli [26] . The dose-dependent reduction in power during anesthesia was observed in frequency domain. The authors suggest that the activity of autonomic nervous system and depth of anesthesia may be assessed by HRV. The effect of surgical stimulation on HRV was carried out on healthy patients with laparoscopic tubal ligation [27] .
Latson and O'Flaherty divided subjects into two groups; thlopental/nitrous oxide/isoflurane and continuous propofol infusion. In both group, significant decrease in total power was identified, and returned to 55% of baseline in the propofol group, but remained low (<4%) in the isoflurane group after surgical stimulation. Surgical stimulation was related to a significant increase in LF, consistent with a shift toward predominant sympathetic activity. Therefore, the surgical stimulation effects on HRV is dependent according to anesthesia technique.
Propofol effects on HRV was also examined by Deuschman [28] . Propofol induction was associated with a significant decrease in power in frequency domain. Maintenance was related to decrease in total power and LF, but not in HF. Placement of laparoscopic trocar was related to HF increase. The authors suggest that the preservation of vagal tone may account for the cases of bradycardia and asystole observed with this anesthetic. HRV pattern during perioiperative period was examined in patients with coronary artery bypassing grafting (CABG) or nonthoracic and health volunteers [29] . Hogue et al. The significant decrease of HRV was identified after anesthetic drug. After operation, HRV remained at postinduction level in vascular surgery patients, but decreased further in patients with CABG. HRV remained depressed in the CABG group on postoperative day 5. Hogue of the research are consistent with the supposition that the autonomic nervous system is impaired after cardiac surgery.
The DFA results also distinguished between preanesthesia and induction and between after intubation and post-anesthesia. In the present study, this parameter was suitable to identify these stages of anesthesia. CD and ApEn for the non-linear analysis had values of 4.3 ± 0.6 and 1.3 ± 0.09, respectively, during preanesthesia, and the values decreased significantly to 1.7 ± 0.3 and 0.3 ± 0.08 during induction. These results suggest that body states are completely changed by the anesthesia drug. When strong external stimulation, such as a skin incision, was presented, these values increased to 3.1 ± 0.6 and 0.5 ± 0.1. These results suggest that this kind of stimulation under general anesthesia induces increases in blood pressure, pupil dilation, and sweating. These phenomenon resulted from autonomous nervous activity. During the operation, CD and ApEn values were continuously maintained at 1.3 ± 0.5 and 0.3 ± 0.1. The anesthesia drug was stopped to finish the operation, and the patient gradually recovered from the anesthesia. The CD and ApEn values of this stage increased to 3.3 ± 0.5 and 1.0 ± 0.1, respectively. Before intubation, the patients felt pain because of the intubation with the laryngoscope.
After intubation, these values were 1.7 ± 0.4 and 0.3 ± 0.08. The results show decreased pain due to removal of the laryngoscope. At post-anesthesia, these values returned to 4.1 ± 0.4 and 1.3 ± 0.1 and were similar to pre-anesthesia. In this study, we found that non-linear methods were better than linear methods. Specifically, CD and ApEn were the best methods to estimate depth of anesthesia.
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