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We review the charged particle and photon multiplicity, and transverse energy production in
heavy-ion collisions starting from few GeV to TeV energies. The experimental results of pseudora-
pidity distribution of charged particles and photons at different collision energies and centralities are
discussed. We also discuss the hypothesis of limiting fragmentation and expansion dynamics using
the Landau hydrodynamics and the underlying physics. Meanwhile, we present the estimation of
initial energy density multiplied with formation time as a function of different collision energies and
centralities. In the end, the transverse energy per charged particle in connection with the chemical
freeze-out criteria is discussed. We invoke various models and phenomenological arguments to inter-
pret and characterize the fireball created in heavy-ion collisions. This review overall provides a scope
to understand the heavy-ion collision data and a possible formation of a deconfined phase of partons
via the global observables like charged particles, photons and the transverse energy measurement.
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I. INTRODUCTION
At extreme temperatures and energy density, hadronic
matter undergoes a phase transition to partonic phase
called as Quark-Gluon Plasma (QGP) [1–3]. The main
goal of heavy-ion collision experiments is to study the
QGP by creating such extreme conditions by colliding
heavy nuclei at relativistic energies. During the last
decade, there are many heavy-ion collision experiments
carried out at SPS, RHIC and LHC to create and study
QGP in the laboratory. Global observables like trans-
verse energy (ET), particle multiplicities (Nγ , Nch etc.),
pT-spectra of the produced particles and their pseudora-
pidity distributions (dET/dη, dN/dη), with different col-
liding species and beam energies provide insight about
the dynamics of the system and regarding the formation
of QGP [2, 4]. It is also proposed that the correlation
of mean transverse momentum, 〈pT〉 and the multiplic-
ity of the produced particles may serve as a probe for
the Equation of State (EoS) of hot hadronic matter [5].
In a thermodynamic description of the produced system,
the rapidity density (dN/dy) reflects the entropy and the
mean transverse momentum (〈pT〉), corresponds to the
temperature of the system. Except at the phase transi-
tion points, the rapidity density linearly scales with 〈pT〉.
If the phase transition is of first order, then the temper-
ature remains constant at the co-existence of the hadron
gas and the QGP phase, thereby increasing the entropy
density. In such a scenario, 〈pT〉 shows a plateau with in-
crease of entropy, thereby characterizing the phase tran-
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sition associated with the time evolution of the system.
Hence, the global observables like, dN/dy and 〈pT〉, give
indication of a possible existence of a QGP phase and
the order of phase transition. dET/dη gives the max-
imum energy density produced in the collision process
which is necessary to understand the reaction dynamics.
The formation of QGP may also change the shape of the
pseudorapidity distribution [6, 7]. The event multiplic-
ity distribution gives information of the centrality and
energy density of the collision. The scaling of multiplic-
ity with number of participant nucleons (Npart) reflects
the particle production due to soft processes (low-pT).
Whereas, at high energy when hard processes (high-pT)
dominate, it is expected that the multiplicity will scale
with the number of nucleon-nucleon collisions (Ncoll).
There are models [8] to explain the particle production
taking a linear combination of Npart and Ncoll (called
two-component model). The most viable way of studying
QGP is via the particles produced in the collision in their
respective domain of proposed methods. Then one of the
most fundamental questions arises about the mechanism
of particle production and how they are related with the
initial energy density, gluon density in the first stage of
the collision evolution and entropy of the system. Simi-
larly, question can be put to figure out the role of soft and
hard process of particle productions. It is proposed that
the charged particle multiplicity or technically called as
the pseudorapidity density distributions of charged par-
ticles, dNch/dη, can be used to address the above ques-
tions [9–15]. Here the pseudorapidity, η = −ln tan θ/2,
where θ is the polar angle, the produced particles make
with the detector. So dNch/dη is called as one of the
global variables to characterize the system produced in
the heavy-ion collisions. Experimentally, it is more easy
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2to estimate this quantity as most of the detectors are ca-
pable of detecting charged particles and it involves only
kinematics of the charged particles.
In this review, in Section-II, we discuss the method of
experimental determination of collision centrality, which
is followed by discussions on the midrapidity pseudora-
pidity density distributions of charged particles for dif-
ferent collision energies, collision species and centralities
in Section-III. In this section, we discuss about the lon-
gitudinal scaling and factorization of charged particles.
The expansion dynamics of the system is discussed us-
ing the pseudorapidity density distributions of charged
particles and the Landau-Carruthers hydrodynamics. In
subsequent subsections, the scaling of total charged par-
ticles with collision centrality and its energy dependence
are discussed. This follows with similar discussions on
the photon pseudorapidity density at forward rapidities
in Section-IV, which includes longitudinal scaling of pho-
tons. Subsequently, in Section-V, discussions are made
on the production of transverse energy and its use for cen-
trality determination. Section-VI includes discussions on
collision energy dependence of transverse energy, which
is followed by discussions on the centrality dependence
in Section-VII. Section-VIII includes discussions on esti-
mation of initial energy density in Bjorken hydrodynamic
scenario, and its energy and centrality dependences. Fur-
ther we correlate the energy and centrality dependence
of transverse energy per charged particle with chemical
freeze-out criteria in Section-IX. In Section-X, we sum-
marize the review with conclusions. Appendix discusses
on the important properties of Gamma and Negative Bi-
nomial Distributions.
II. CENTRALITY DETERMINATION
In heavy-ion collisions, the event centrality is of ut-
most importance to understand the underlying physics
of the collision. The event centrality is related to the
impact parameter, defined as the distance between the
centroids of the two colliding nuclei in a plane transverse
to the beam axis, of the collision. The impact parameter
tells about the overlap volume of the two nuclei. This
overlap volume determines the geometrical parameters,
like number of participant nucleons (Npart), number of
spectator nucleons (Nspec) and the number of binary col-
lisions (Ncoll).
The impact parameter can not be determined exper-
imentally. However, the global observables, like total
charged particles (Nch), transverse energy (ET ) or en-
ergy deposited in ZDC (Ezdc) etc., are related to this
geometrical quantity. By combining the experimental ob-
servables with simulation, one can estimate the impact
parameter and hence, the centrality of the event class.
The centrality is expressed as the percentile (c) of the
total hadronic interaction cross section corresponding to
the charged particle multiplicity above certain threshold
and is given by,
c =
1
σAA
∫ b
0
dσ
db′
db′ . (1)
In Eq (1), σAA is the total nuclear interaction cross sec-
tion of A+A collision. Assuming constant luminosity,
the cross section can be replaced by the number of ob-
served events after the trigger efficiency correction. But
at very high energy, when these two nuclei pass by each
other, there is a large QED cross section because of the
electromagnetic field [16, 17]. This QED cross section is
much larger than the hadronic cross section and this con-
taminates the most peripheral events. That is why the
centrality determination is restricted to some percentile
where the QED contribution is negligible. The fraction
of hadronic events excluded by such cut as well as the
trigger efficiency can be estimated by using a Glauber
model simulation.
For a given impact parameter, the Npart and Ncoll
can be estimated by Glauber Monte Carlo method. The
parametrized Negative Binomial Distribution (NBD) can
be used to describe the nucleon-nucleon collisions. For
heavy-ion collisions, Npart and Ncoll are used to generate
the number of charged particles by incorporating two-
component model in the following way:
Nancestors = f ×Npart + (1− f)×Ncoll. (2)
This Nancestors refers to the “independent emitting
source”. The two-component model given in Eq (2) in-
corporates the soft and hard interactions. Soft process is
related to the Npart and hard process is related to Ncoll.
The functional form of NBD distribution is given by,
P (µ, k, n) =
Γ(n+ k)
Γ(n+ 1)Γ(k)
.
(µ/k)n
(µ/k + 1)n+k
. (3)
Eq (3) represents the probability of measuring n hits per
ancestor. Here, µ represents the mean multiplicity per
ancestor and k controls the width of the distribution.
In p + p(p¯) collision, a Negative Binomial Distribution
(NBD) with a fixed value of µ and k well describes the
charged particle multiplicity data. The charged particle
multiplicity for nucleus-nucleus collisions with a given im-
pact parameter is generated by sampling Nancestors times
the p+ p multiplicity, which is generated by using NBD.
Finally, a χ2 minimisation is done by fitting the Glauber
Monte Carlo generated multiplicity and the charged par-
ticle multiplicity obtained from the collision data. The
χ2 minimization will give us the value of f , µ and k.
This gives a connection between an experimental observ-
able and a Glauber Monte Carlo. From this one can have
access to Npart and Ncoll for a given class of centrality by
NBD-Glauber fit. For example, the centrality determi-
nation in ALICE using V0 amplitude is given in Figure
1. The two component model is fitted with the V0 am-
plitude in Figure 1 to find out the Npart and Ncoll values
for a corresponding centrality [16].
3FIG. 1: Distribution of the summed amplitudes in the
VZERO scintillator tiles (histogram); inset shows the low am-
plitude part of the distribution. The curve shows the result of
the Glauber model fit to the measurement. The vertical lines
separate the centrality classes used in the analysis, which in
total correspond to the most central 80% of hadronic colli-
sions. Figure taken from Ref. [18]
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FIG. 2: Charged particle pseudorapidity distributions of
Cu+Cu collision systems for the most central events for dif-
ferent collision energies.
III. PSEUDORAPIDITY DENSITY
DISTRIBUTION OF CHARGED PARTICLES
(dNch/dη)
A. Energy dependence of dNch/dη for different
collision species
The dNch/dη distributions as a function of pseudora-
pidity of most central events for Cu+Cu collisions at√
sNN = 22.4 GeV, 62.4 GeV and 200 GeV are given
in Figure 2 [19]. Similarly, the dNch/dη distributions
for Au+Au system at
√
sNN = 19.6 GeV, 62.4 GeV, 130
GeV and 200 GeV are given in Figure 3 [9, 20]. Both
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FIG. 3: Charged particle pseudorapidity distributions of
Au+Au collision system for the most central events for differ-
ent collision energies.
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FIG. 4: Charged particle pseudorapidity distributions of
Pb+Pb collision systems for the most central events at differ-
ent collision energies.
the collision systems, i.e. Cu+Cu and Au+Au, data are
from PHOBOS experiment which has maximum pseudo-
rapidity coverage of |η| < 5.3 at RHIC. In Figure 4, the
charged particle pseudorapidity distributions of Pb+Pb
collisions at different energies are presented. The filled
circles and star markers correspond to the fixed target
experiment for beam energies 40 AGeV and 158 AGeV,
respectively. For the fixed target experiment, the x-axis
is η−ηpeak. Here, ηpeak corresponds to the peak position
of the dNch/dη distribution in the fixed target experi-
ment. Theoretically, for fixed target environment, the
ηpeak = ηmid = ybeam/2 = 2.24 at 40 AGeV and 2.91 at
158 AGeV for Pb+Pb collisions, respectively. In exper-
iment, ηpeak is obtained by fitting a Gaussian function
4to the dNch/dη distribution. From the fitting, the ηpeak
comes out to be 2.43 and 3.12 for 40 AGeV and 158
AGeV, respectively. The hollow points at 40 AGeV cor-
respond to the mirror reflection around the ηpeak. The
Pb+Pb data at 40 AGeV and 158 AGeV taken from
NA50 have pseudorapidity coverage (η − ηpeak) < 1 and
(η− ηpeak) ≤ 2, respectively [10]. In Figure 4, the circles
represent the beam energy of 40 AGeV, the star markers
represents the beam energy of 158 AGeV. The dNch/dη
values of Pb+Pb collisions at
√
sNN=2.76 TeV which are
represented by squares and taken from ALICE experi-
ment [11]. ALICE has more wider pseudorapidity cov-
erage (|η| < 5.25). The data shown in Figure 2, 3 and
4 correspond to the most central events in the midra-
pidity. It is observed from Figure 2, 3 and 4 that the
distribution is symmetric around η = 0. It is also found
that with the increase of collision energy, the width and
amplitude of the dNchdη increase. Similarly, width of the
central plateau region also increases with increase of en-
ergy. Moreover, the plateau region converts into a dip for
Pb+Pb collisions at
√
sNN=2.76 TeV as shown in Figure
4. This can be addressed by the particles compositions
which is directly related to the chemistry of the QGP.
The pseudorapidity distributions of kaon has more dip
than pion and proton has more dip than pion and kaons
at η = 0. This is because of the mass of the particles.
In other way, heavier is the particles, the more is the
dip in its pseudorapidity distribution. In the mean time,
the transverse momentum spectra of identified particles
show that the total proton+anti-proton production cross
section is higher at LHC than at RHIC [16]. That ex-
plains the dip observed for the Pb+Pb collisions at LHC
energy.
The multiplicity distribution at LHC can be well de-
scribed by the double Gaussian function as follows [11],
A1e
−η2
σ21 −A2e
−η2
σ22 (4)
It is reported in Ref [11] that the values of A1/A2, σ1, σ2
are same within the errors for each measured centrality
bin. To test this whether it is valid for other systems
and energies, we tried to fit this double Gaussian func-
tion to other multiplicity distributions of Au+Au and
Cu+Cu systems measured at
√
sNN= 200 and 130 GeV.
To check the consistency, we considered dNch/dη distri-
butions of three centralities: 0-6%, 6-15% and 15-25%.
The χ2 of the fitting, the fitting parameters A1, A2, the
ratio of A1/A2, σ1, σ2 are given in Table I, II and III.
It can be seen from the tabulated values that the values
of A1/A2, σ1, σ2 are same within the errors for different
centralities at a particular energy. Hence, this observa-
tion for RHIC energies agree with the observation made
at LHC energy. It can be seen from Figure 2, 3 and 4
that with increase of energy, the width of pseudorapidity
distribution increases. This can be related to the lon-
gitudinal flow and velocity of sound of the system (cs)
using Landau hydrodynamic model. It is observed that
with increase of energy, the velocity of sound increases
and can be understood in the rapidity space as follows
[21, 22].
σ2y =
8
3
c2s
1− c4s
ln(
√
sNN/2mp). (5)
where mp is mass of proton and σy is the width of
rapidity distribution of charged particles and c2s is the
square of the velocity of sound, which equals to 1/3 for
an ideal gas.
B. Longitudinal Scaling
Charged particle production in the higher rapidity re-
gion are subject of interest in terms of hypothesis of limit-
ing fragmentation [23]. According to this hypothesis, the
observed pseudorapidity density of particle as a function
of η′ = η− ybeam approaches a limiting value in the frag-
mentation region even if the colliding energy is increased.
Here ybeam = ln
(√
sNN/mp
)
. This can be explained by
considering the whole heavy-ion collision process in lab-
oratory frame of one of the nuclei. The hypothesis can
be represented as follows. In the laboratory frame, out
of the produced particles, some of them will have veloc-
ity increasing with the increase of collision energy. But
some of them will have fixed velocity (or pseudorapid-
ity) as collision energy increases which is postulated as
they have approached a limiting distribution. This can
be explained as follows. In the frame of the target nu-
cleus, the projectile is Lorentz contracted and appears
like a disk, collides and produces particles. As collid-
ing energy is increased, the target will observe that a
more contracted disk is colliding with it. However, the
momentum transfer process between the projectile and
target does not change with respect to the contraction
rate. This leads to the limiting distribution of produced
particles in the fragmentation region even if the collision
energy is increased. One of the advantages of this obser-
vation is that it can be seen both in rapidity as well as in
pseudorapidity distributions of the particles because at
large forward rapidity region, η ∼ y − ln(pT/mT).
The normalized charged particle multiplicity density
per participant pair as a function of η′ = η−ybeam for dif-
ferent collision systems and different energies are shown
in Figure 5, 6 and 7. In Figure 5, the data are shown
for Cu+Cu collisions at
√
sNN = 22.4 GeV, 62.4 GeV
and 200 GeV [19]. In Figure 6, the data are shown for
Au+Au collisions at
√
sNN = 19.6 GeV, 62.4 GeV, 130
GeV and 200 GeV [9, 20]. Similarly, in Figure 7, the
data are shown for Pb+Pb collisions at beam energies of
40 AGeV, 158 AGeV and at
√
sNN = 2.76 GeV [10, 11].
The charged particle numbers for Pb+Pb collisions at√
sNN = 2.76 TeV at forward rapidity are estimated by
extrapolating the double Gaussian function used to ex-
plain the charged particle distribution [11]. Figure 5, 6
and 7 show the saturation or limiting nature of charged
particle density at very high value of η − ybeam even if
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FIG. 5: Charged particle multiplicity density normalized by
participant pairs for Cu+Cu collisions at different energies,
shown in the projectile rest frame by using η′ = η − ybeam.
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FIG. 6: Charged particle multiplicity density normalized by
participant pairs for Au+Au collisions at different energies,
shown in the rest frame of projectile by using η′ = η− ybeam.
the energy of the projectile is increased. It is also ob-
served in high energy e+ + e−, p + p and d+Au colli-
sions [24, 25]. The hypothesis of limiting fragmentation
assumes that the hadronic cross section approaches an
asymptotic value at high energy [26]. That means the
hadronic excitation and breakup probability are almost
independent of projectile energy. But later it is found
that the hadronic cross section increases with increase
of center of mass energy. The most spectacular fact of
this hypothesis is that still this phenomenon is observed
for a wide range of collision energies. Later this limiting
fragmentation was tried to explain through Color Glass
Condensate (CGC) model [27, 28]. The gluon saturation
picture at very small x is used to understand this phe-
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FIG. 7: Charged particle multiplicity density normalized by
participant pairs for Pb+Pb collisions at different energies,
shown in the frame one of the rest frame of projectile by
using η′ = η − ybeam.
nomenon. The charged particle multiplicity density nor-
malized to participant pair obtained from CGC model
is compared with the RHIC data at different energies
[27, 28]. This CGC based model calculations provides
reasonable description of the data at the fragmentation
region for p + p and A + A collisions systems by con-
sidering different scale parameters and initial conditions.
However, more precise modelling of the impact parame-
ter dependence of the “unintegrated” gluon distribution
functions is demanded in these models. In addition to
this, the precise estimation of final state effects and in-
clusion of quark distributions into this frameworks are
needed to explain the whole spectrum of data.
In the framework of statistical thermal model, the ex-
tended longitudinal scaling can also be explained upto
RHIC energies [29]. It is also predicted that the LHC
data will not show the longitudinal scaling. In Ref [29],
the string percolation model predictions were also used
to support their predictions [30]. However, the recent
LHC data violate the predictions from thermal model
and follow the universal longitudinal scaling. It indicates
that at LHC, some non-equilibrium phenomenon may be
playing a role, which needs to be understood [31].
It is reported in Ref [20] that the shape of the scaled
pseudorapidity density in the rest frame of the projec-
tiles is independent of the beam energy. However, this
shape differs when it is studied as a function of differ-
ent centralities. This centrality dependence mainly be-
cause of an excess of particles at high η and narrowing of
the width of the pseudorapidity distribution in peripheral
A+A collisions. The excess particles basically originate
from nuclear remnant in the peripheral collisions. So it
is realized that the shape is mainly a function of colli-
sion geometry. To cancel out the geometry effect, it is
argued in Ref [9, 20] that ratio of dNch/dη normalized to
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FIG. 8: RPC as a function of η
′ = η − ybeam for Au+Au
collisions at different energies.
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FIG. 9: RPC as a function of η
′ = η − ybeam for Cu+Cu
collisions at different energies.
Npart of central to peripheral events (RPC) can be used
to ensure the observations on the energy-independence
of the shape called as longitudinal scaling in the forward
rapidities. In Ref [20], variable RPC is defined as follows
RPC (η
′, 35− 45%) = (dNch/dη)
35−45%
/N35−45%part
(dNch/dη)
0−6%
/N0−6%part
(6)
was introduced which shows the energy independence be-
haviour for Au+Au collisions at
√
sNN = 19.6, 130 and
200 GeV. This is shown in Figure 8 [20]. The similar ob-
servation is tried for other collision systems. The RPC as
a function of η − ybeam for Cu+Cu collisions at √sNN=
22.4, 62.4 and 200 GeV are shown in Figure 9 [19]. Sim-
ilarly, in Figure 10, values of RPC of Pb+Pb collisions
at beam energies of 40 AGeV, 158 AGeV and
√
sNN =
beam
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FIG. 10: RPC as a function of η
′ = η − ybeam for Pb+Pb
collisions at three different energies.
2.76TeV are shown. Very interestingly, we observe both
for Au+Au ( Figure 8) and Cu+Cu (Figure 9) collision
data that RPC is independent of collision energy. For
Pb+Pb collisions at 2.76 TeV, the peripheral events cor-
responding to 20-30% centrality and central events of 0-
5% centrality [11]. For 158 AGeV and 40 AGeV Pb+Pb
collisions, peripheral events correspond to 25-35% cen-
trality and central events correspond to 0-5% centrality
[10]. From Figure 10, it is difficult to conclude about the
Pb+Pb collision data for the three energies as the data
are not available for the whole pseudorapidity range as
far as this discussion is concerned. However, the trend of
the RPC values as a function of η − ybeam in Figure 10
goes in line with the observations at RHIC.
C. Factorization
In a typical heavy-ion collision process, the nucleons in
the overlap zones are called as participant nucleons which
must have suffered at least one inelastic collision. Hence,
the charged particles produced in the collision may have
some relation with the number of participant nucleons in
the reaction zone as well as the number of binary col-
lisions. A nucleus-nucleus collision can be thought of
superposition of many individual p+ p collisions. So the
final charged particle density should have some empiri-
cal relationship with the 〈Npart〉 and number of binary
collisions (Ncoll). In the framework of “wounded nucleon
model”, it is observed that the dNchdη scales with some
power of Npart upto the SPS energy [32]. That is called
as power law fit and is given by,
dNch
dη
∝ Nαpart (7)
where α is found to be ∼ 1 for SPS energies. This lin-
ear relation with Npart is interpreted as that the particle
7production upto SPS energies is mainly from the soft
processes. However, the particle multiplicity at RHIC
energies could not be explained by the above relation-
ship. Then a two-component model was adopted which
incorporate both the contribution of soft and hard pro-
cesses by considering the 〈Npart〉 and 〈Ncoll〉 to describe
the final state hadron multiplicity [32, 33]. The two-
component model is given as,
dNch
dη
= (1− x)npp 〈Npart〉
2
+ xnpp〈Ncoll〉. (8)
where npp is the measured multiplicity density in p + p
collisions due to x fraction of hard processes and (1− x)
fraction represents the soft process.
Number of binary collisions is proportional to nucleon-
nucleon inelastic cross section (σNNinel). With increase of
collision energy, the σNNinel also increases [26]. This results
in dramatic increase of Ncoll with the increase of collision
energy and therefore, the contribution of hard process
will be dominant for particles production. So it is ex-
pected that there will be a strong centrality dependence
of pseudorapidity distributions at higher energies. This
can be tested by taking the ratio of scaled yield at the
respective centralities at different energies. It is reported
in Ref [12, 13] that the centrality dependence of parti-
cle production in the midrapidity exhibits factorization
of beam energy and collision centrality as follows,
2
〈Npart〉
dNch
dη
= f(s) g(Npart) (9)
Eq (9) basically illustrates the energy-centrality factor-
ization. In the right hand side of Eq (9), the first term,
i.e. f(s), depends on the energy and the second term,
i.e. g(Npart), depends on the 〈Npart〉. In the midra-
pidity, the charged particle multiplicity density normal-
ized to the participant pair, (〈Npart〉/2) at different en-
ergies is shown in Figure 11. The collision data are fitted
with the parametrized form of right hand side of Eq (9).
For Au+Au collision, the parametrized forms of f(s) and
g(Npart) found from Ref [13] are as follows,
f(s) = 0.0147[ln(s)]2 + 0.6 (10)
g(Npart) = 1 + 0.095N
1/3
part (11)
Similarly, for Cu+Cu collisions, the co-efficients of f(s)
does not change. However, the co-efficient of N
1/3
part in
g(Npart) changes, which is given by,
g(Npart) = 1 + 0.129N
1/3
part (12)
In Figure 12, ratios of the charged particle multiplicity
density normalized to the participant pair of Pb+Pb col-
lisions at
√
sNN = 2.76 TeV and Au+Au collisions data
at different energies are shown as a function of 〈Npart〉.
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This observation implies that the pseudorapidity density
of particles in the midrapidity normalized per participant
pair can be factorized. However, when the collision sys-
tem changes, the N
1/3
part dependence comes into picture.
We tried to fit the parametrized form of Eq (11) with the
LHC data. We keep the form of f(s) same and set one
parameter free of g(Npart). However, it doesn’t fit the
data. This is shown in Figure 13. Contrary, when both
the parameters of Eq (11) are set free, then it fits well to
the data. This observation contradicts the observation at
RHIC. The RHIC data show that only the co-efficient of
N
1/3
part changes when collision system changes at the same
collision energy. However, at LHC energy, the energy as
well as the system size changes. After χ2 minimization,
for better fit, we get the following form of g(Npart) for
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FIG. 13: Factorization of RHIC and LHC data. The data
points are fitted with various parametrized forms of Eq. 9.
LHC data. It can be inferred that some other factor is
playing a role for the particle production at LHC energy
in addition to the RHIC energy.
g(Npart) = 0.833 + 0.142N
1/3
part (13)
D. Expansion dynamics
The space-time evolution of the fireball created in the
heavy-ion collisions can be explained by relativistic hy-
drodynamical approach which assumes that the medium
is continuously flowing. The elliptic flow measurements,
the two-particle correlations and transverse momentum
spectra results at RHIC have given ample evidence of a
strongly interacting medium created in the laboratory.
There are many proposed statistical as well as hydrody-
namical models in the past to explain the multiplicity
and expansion dynamics of the systems. Landau hydro-
dynamics model is one of them, which is widely used
to explain the expansion of the system produced in the
collision, like e+ + e−, p + p and A + A [34]. It has
successfully explained the low energy collision data in-
cluding the charged pion data at RHIC [35]. The form
of Landau hydrodynamics has been evolved with time
to explain the global particle multiplicity and the differ-
ential rapidity distribution [36, 37]. The width of the
charged particle density distribution in the midrapidity
can shed some light on the longitudinal expansion dy-
namics of the system, velocity of sound and initial and
final state rescattering. A detailed analysis about these
are given in Ref. [38]. It can also be used to define the
degree of stopping or transparency in the heavy-ion col-
lision reactions.
The form of Landau-Carruthers rapidity distributions
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FIG. 14: The charged particle multiplicity density distribu-
tions of Cu+Cu collisions at three different energies, fitted
with double Gaussian function and Landau-Carruthers func-
tions.
is given as [36],
1
N
dN
dλ
=
exp(−λ2/2L)
(2piL)1/2
(14)
where λ = η = −ln tan(θ/2) and L = ln γ = 12 ln(s/4m2)
and γ, which is equal to
√
sNN/2mp, is the Lorentz con-
traction factor. Here mp is the mass of the proton. The
Gaussian form of it is given as,
dN
dy
∝ exp(−y2/2L). (15)
Later in Ref [37], the pseudorapidity variable is substi-
tuted by rapidity to describe the distribution appropri-
ately (the rapidity distribution of charged particles differs
from pseudorapidity distribution at the smaller rapidity
region). Then the rapidity distribution is given as [37],
dN
dy
∝ exp(
√
y2b − y2), (16)
where the beam rapidity, yb, in the center of mass
frame is cosh−1(
√
sNN/2mp) = ln(
√
sNN/mp). Then
Ref [37] connects the total entropy of the system with
the number density such that their ratio is constant for
a thermally equilibrated system.
It is found that when the transformation of the dis-
tribution is made to rest frame of one of the colliding
nuclei, the Gaussian form as given in Eq (15) shows the
limiting fragmentation behaviour. And surprisingly, by
setting some parameters, it also matches multiplicity dis-
tributions with the CGC calculations [35].
In this review, we have tried to see the agreement
of pseudorapidity distributions of charged particles by
Landau-Carruthers function. The advantage of fitting
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FIG. 15: The charged particle multiplicity density distribu-
tions of Au+Au collisions at three different energies, fitted
with double Gaussian function and Landau-Carruthers func-
tions.
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FIG. 16: The charged particle multiplicity density distribu-
tions of Pb+Pb collisions at three different energies, fitted
with double Gaussian function and Landau-Carruthers func-
tions.
Landau-Carruthers form to the data is that the λ variable
used in the function has similar form as the pseudora-
pidity. The multiplicity distribution of Cu+Cu collision
data as a function of rapidity for different energies are
shown in Figure 14. The Cu+Cu collision data are fitted
with the Landau-Carruthers functions. The multiplicity
distribution of Au+Au collisions as a function of rapidity
for different energies are shown in Figure 15. Similarly,
the rapidity distributions of charged particles of Pb+Pb
collisions at different energies are shown in Figure 16.
The dNch/dη distribution of charged particles are also
fitted with double-Gaussian functions. The width of the
distributions obtained from the data and the models are
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FIG. 17: The ratio of the widths of the data to the width ob-
tained by fitting Landau-Carruthers function to the charged
particle multiplicity density, as a function of collision energy.
 (GeV)
NN
s
1 10 210 310
ηd
ch
dN 〉
 
pa
rt
 
N〈
0.
5 
1
0
2
4
6
8
10 ALICE [5%]
PHENIX [5%]
PHOBOS AuAu [6%]
PHOBOS CuCu[6%]
NA49 recalc.[<7%]
E802/E917 recalc. [5%]
PHENIX BES [5%]
IP - Saturation Model
n)
NN
s) + R (
NN
sy = P + Q ln( 
)
NN
sy = D + E ln( 
p NSDppp/
p INELppp/
0.16
 s∝    
0.11
 s∝    
0.10
 s∝    
FIG. 18: Energy dependence of charged particle multiplic-
ity density distribution per participant pair for most central
collisions at midrapidity. Compared are the corresponding
measurements in pp/pp¯ NSD and INEL collisions.
divided and shown as a function of collision energy in
Figure 17. It is observed from Figure 17 that Landau-
Carruthers hydrodynamics form explains the data start-
ing from AGS, SPS to RHIC as the ratio is closed to
one. However, the LHC data is far from one which im-
plies that Landau hydrodynamics does not explain the
expansion dynamics at LHC energy.
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E. Energy dependence of multiplicity density
The energy dependence of charged particle multiplicity
density distribution per participant pair for most central
collisions in heavy-ion collisions at midrapidity and for
nucleon-nucleon non-single diffractive (NSD) and inelas-
tic (INEL) collisions, as a function of collision energy is
shown in Figure 18. The data points are from different
energy and different collision species. To explain the nor-
malized particle distribution in the midrapidity, different
phenomenological functions are fitted. Upto top RHIC
energy dNchdη for heavy-ion collisions is well described by
a logarithmic function. However, the LHC data is un-
derestimated by logarithmic function upto 26%. On the
other hand, a power law fit seems to overestimate the low
energy data for nucleus-nucleus collisions while explain-
ing the high energy data upto LHC energies. Looking
at the low-energy and high-energy behaviours of charge
particle production being well-described by a logarithmic
function and power-law functions, respectively, we have
tried to fit a hybrid function (a combination of both)
and find a very good agreement with the nucleus-nucleus
data at all energies upto LHC 2.76 TeV. The physics
motivation of the hybrid function can be explained by
considering the result by Wolschin et al. which states
that at high energy, charged particle multiplicity can be
explained by a combination of midrapidity gluonic source
predicted by the power law function and a fragmentation
source predicted by logarithmic function [39]. The pre-
dictions from IP-saturation model for the top RHIC en-
ergy and higher are also shown for a comparison with the
corresponding nucleus-nucleus experimental data. For a
direct comparison with A+A data, we have put together
the p+p(p¯) NSD and INEL data. Both the data seem to
fit to a power-law behaviour with the power decreasing
while going from A+A to p+ p(p¯) collisions.
F. Scaling of N totalch with Npart
It is observed that the particle multiplicity at midra-
pidity does not scale with the number of participant nu-
cleons, i.e. Npart. It is observed from Ref [9, 13] that
the total charged particle measured over a wide range
of pseudorapidity, when normalized per participant pair,
scales with Npart. We considered different collision ener-
gies and collision systems to see the scaling behaviour of
total charged particles. The normalized N totalch per par-
ticipant pair as a function of Npart are shown in Figure 19
and Figure 20 for Cu+Cu and Au+Au collisions, respec-
tively. The error bars shown in the figures are statistical
only.
It is observed from Figure 19 and Figure 20 that
the participant pair normalized N totalch scales perfectly
with Npart within the statistical uncertainties. Both for
Cu+Cu and Au+Au systems, the normalized value of
N totalch with respect to Npart is constant as a function of
Npart and increases with increase of collision energy. It
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FIG. 19: N totalch normalized to participant pair as a function
of Npart for Cu+Cu collisions at different collision energies.
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FIG. 20: N totalch normalized to participant pair as a function
of Npart for Au+Au collisions at different collision energies.
implies that modifications to particle production at for-
ward rapidities are strongly correlated with compensat-
ing changes at midrapidity.
G. Energy dependence of N totalch
As discussed earlier, the total charged particles nor-
malized par participant pair (N totalch /0.5 〈Npart〉 ) for
Cu+Cu, Au+Au systems at different collision energies
are independent of centrality. In addition to this, the
N totalch value increases with increase of energy for all cen-
tralities. The energy dependence of N totalch from AGS
to LHC is shown in Figure 21. It is observed that the
dNch/dη distribution in the midrapidity is almost flat
[13] and the width of the distribution decreases with de-
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FIG. 21: Energy dependence of total charged particle mul-
tiplicity per participant pair for most central collisions.
crease of collision energy. The fragmentation region can
be explained by dNch/dη = α(ybeam + η0 − η). So the
overall dNch/dη distribution now can be thought of a
trapezoid and hence, the total charged particles can be
given by the trapezoidal rule as follows [13].
N tpzch =
dNch|0
dη
(
2η0 + 2ybeam − 〈Npart〉
2α
dNch|0
dη
)
(17)
As ybeam ' 12 lnsNN − ln(m0c2) for
√
sNN  m0, m0 is
the mass of the nucleon, Eq. 17 reduces to
N tpzch
0.5 〈Npart〉 ' A + B ln sNN + C(ln sNN )
2
. (18)
To explain the evolution of N totalch /(0.5 〈Npart〉) with re-
spect to
√
sNN, parametrized form of Eq. 18 is used and
fitted with the collision data which is shown by a dashed
line in Figure 21. It is found that this equation explains
the PHOBOS Cu+Cu and Au+Au data at RHIC. How-
ever, it fails to explain the data at lower energies. Only
after considering the leading term (ln sNN)
2 in Eq. 18,
it explains the whole spectrum of energy dependence of
total charged particles very nicely starting from
√
sNN =
2.4 GeV to
√
sNN = 200 GeV. The general form is,
N tpzch
0.5 〈Npart〉 = A + C (ln sNN )
2
. (19)
The fitting of Eq. 19 to the data point is shown in Figure
21 by the solid line. It can be seen from Figure 21 that
derived form of trapezoidal rule given by Eq. 18 and Eq.
19 underestimate the N totalch of Pb+Pb collisions at
√
sNN
= 2.76 TeV measured by the ALICE experiment. This is
because the dNch/dη distribution of Pb+Pb data has a
dip which in principle deviate from a trapezoidal shape.
Measuring N totalch as a function of (
√
sNN)
1/2
is impor-
tant in terms of Landau hydrodynamics. According to
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√
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1/2. The data points are
fitted with the parametrized form of Eq. 20, which is shown
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Landau hydrodynamics, the ratio of entropy density to
the number density for a thermally equilibrated system is
constant. In other words, the number density is propor-
tional to the entropy density and hence the total number
of particles is proportional to the total entropy. To be
noted that during the hydrodynamic expansion of the
system, the total entropy remains constant. So by mea-
suring the total observed particles, the initial entropy can
be determined and vice versa. For a system which is in
local thermal equilibrium, the entropy density is propor-
tional to the energy density and under this assumption,
we can arrive at this relationship of N totalch with respect
to the center of mass energy
√
sNN as follows [37].
N totalch
0.5 〈Npart〉 = K(
√
sNN/GeV )
1/2
(20)
The parametrized form of Eq. 20 is obtained for PHO-
BOS Au+Au data, which is given by [37]
N totalch
0.5 〈Npart〉 = 1.135 + 2.019(
√
sNN/GeV )
1/2
(21)
and in general can be written as,
N totalch
0.5 〈Npart〉 = A + B(
√
sNN/GeV )
1/2
(22)
We have tried to fit Eq. 22 to the N totalch /(0.5 〈Npart〉)
data as a function of (
√
sNN/GeV)
1/2 obtained from AGS
to LHC experiments which is shown by the dotted line in
Figure 22. It is observed that Eq. 22 fails to explain the
LHC data, as it over predicts. This observation goes in-
line with the measurement as shown in Figure 17, i.e. the
width of dNch/dη of Pb+Pb data at
√
sNN = 2.76 TeV is
more than the expectation of Landau hydrodynamics. It
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√
sNN. The data points are fitted with the
parametrized form of Eq. 23, which is shown by the dotted
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is seen that the hybrid function nicely describes the whole
dNch/dη distribution as a function of
√
sNN and Landau
hydrodynamics can’t explain the LHC data. With this
motivation, we tried to fit a hybrid form as given in Eq.
23 to fit the N totalch /(0.5 〈Npart〉) as a function of
√
sNN
[57].
N totalch
0.5 〈Npart〉 = A + B ln (
√
sNN ) + C(
√
sNN )
n
(23)
It is found that this hybrid function can explain the whole
range of the data upto the LHC energy as shown in Figure
23. The extrapolation of this function for the upcoming
LHC Pb+Pb collisions at
√
sNN = 5.5 TeV is shown by
the filled circle in Figure 23.
IV. PSEUDORAPIDITY DENSITY
DISTRIBUTION OF PHOTONS
Photons are produced from every phase of the fire-
ball expansion, like from hard scattering to the decay
of hadrons in heavy-ion collision experiment. Photons
hardly interact with the medium. So when photons get
thermalized, their mean free paths become same as the
system size and they leave the system unaffected. Thus
it is believed that the photons carry the information of
the thermalized system at all stages of the evolution of
the produced fireball. Direct photons created from the
QCD process are treated as golden probe to measure
the thermodynamic parameters like initial temperature
of the fireball. The inclusive photon spectra contain all
photons including the photons produced from particle’s
decay, e.g. pi0 and η0. So photons can be used to esti-
mate the degree of thermalization of the system. It is also
proposed that as majority of photons are produced from
pi0 decay, so they can be used as a complementary mea-
surement to the charged pion measurements. Photons
can be used to study the anisotropic flow of the system.
Photons can be used as a precursor for the measurement
of pseudorapidity density distribution of charged parti-
cles. It is proposed that simultaneous measurement of
charged particles with photons can be used in the search
for Dis-oriented Chiral Condensate (DCC) [40]. Keeping
the importance of measurement of photons in mind as a
probe for QGP, we will be discussing the pseudorapidity
distribution of photons.
In this review, the pseudorapidity density of photons
for different collision systems and at different energies are
discussed. Then the expansion hydrodynamics of pho-
tons are discussed by invoking Landau hydrodynamics
along with its advanced forms. In the forward rapid-
ity, longitudinal scaling of photons are discussed. At the
end, the scaling of total measured photons as a function
of 〈Npart〉 is discussed for two collision systems.
A. System size and energy dependence of photon
distributions (dNγ/dη)
The energy dependence of pseudorapidity distributions
of photons are shown for Cu+Cu, Au+Au systems in Fig-
ure 24 and 25. In Figure 24, the pseudorapidity distribu-
tion of photons for Cu+Cu collisions at
√
sNN= 62.4 and
200 GeV are shown. In Figure 25, dNγ/dη for Au+Au
collisions at
√
sNN= 62.4 and 200 GeV are shown. The
Cu+Cu and Au+Au collision data are taken from STAR
experiment at RHIC [41]. The pseudorapidity distribu-
tion of photons of S+Au collisions data at 19.3 GeV and
Pb+Pb collisions at 17.6 GeV are shown in Figure 26.
The S+Au collision data and Pb+Pb collision data are
taken from Ref [42] and [43], respectively. Data collected
are at the forward rapidity. However, to get the pho-
ton distribution in the backward rapidities, a reflection
of the data about the midrapidity is done assuming that
the dNγ/dη is symmetric about η = 0 for collider ex-
periments, e.g. Cu+Cu and Au+Au collisions. For fixed
target experiments, like S+Au and Pb+Pb, the reflection
is carried out with respect to the ηpeak. The closed mark-
ers represent the mirror reflection of the data recorded by
the detectors. The dNγ/dη distributions are fitted with
a double Gaussian and Landau-Carruthers functions to
understand the expansion dynamics of the system. To see
the extent of the Landau hydrodynamics is applicable to
the system, the ratio of width of the dNγ/dη of data and
the width obtained from Landau-Carruthers fitting are
shown as a function of collision energies in Figure 27. It
can be observed that at lower energy, it deviates from 1,
but at RHIC energy, it agrees with Landau-Carruthers
hydrodynamical model. It would be interesting to have
corresponding LHC data to look into the validity of Lan-
dau hydrodynamics for photons at forward rapidities.
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FIG. 24: Photon multiplicity distributions of Cu+Cu colli-
sion system as a function pseudorapidity for the most central
events for different collision energies.
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FIG. 25: Photon multiplicity distributions of Au+Au colli-
sion system as a function pseudorapidity for the most central
events for different collision energies.
B. Longitudinal Scaling of Photon
In the previous section, the longitudinal scaling of
charged particles in the forward rapidities are discussed.
Is this longitudinal scaling a global phenomena of the
heavy-ion collision or only specific to charged particle
productions? To confirm this phenomena, the longitudi-
nal scaling of photons is studied separately for two dif-
ferent collision species. In Figure 28, the dNγ/dη as a
function of η′ for Cu+Cu collision data at
√
sNN= 62.4
and 200 GeV are shown. In Figure 29, the dNγ/dη for
Au+Au collisions at
√
sNN = 62.4, 200 GeV and Pb+Pb
collision data at beam energy 158 AGeV as a function of
η′ are shown. The dNγ/dη data are available for only
η
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FIG. 26: Photon multiplicity distributions of Pb+Pb colli-
sion system as a function pseudorapidity for the most central
events for different collision energies.
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FIG. 27: Ratio of the widths of the data and that obtained
from the fitting of Photon multiplicity distributions of differ-
ent collision systems as a function of collision energy.
small pseudorapidity coverage. Still, the nature of the
dNγ/dη distribution as a function of η
′ show the longi-
tudinal scaling behaviour as a consequences of limiting
fragmentation. It is observed from the Figure 28 and
29 that photon also shows the energy independent lim-
iting fragmentation behaviour. It is seen that the limit-
ing fragmentation of pions are same as the photon and
independent of centrality unlike charged hadrons. It is
also reported in Ref [44] that the limiting fragmentation
behaviour of photons for p + p¯ collisions at
√
s = 540
GeV are in close agreement with the measured photon
yield in Au+Au collisions at
√
sNN = 62.4 GeV unlike
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FIG. 28: Photon multiplicity density normalized per partic-
ipant pair for different energies shown in the frame one of the
rest frame of projectile.
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FIG. 29: Photon multiplicity density normalized per partic-
ipant pair for different energies shown in the projectile rest
frame.
the charged particle results. Study from HIJING event
generator indicates that about 93-96% of measured pho-
tons are from pi0 decays. Hence, the centrality indepen-
dent behaviour of photons is interpreted as indirect mea-
sure of meson limiting fragmentation. This contrasting
behaviour of photon results of the limiting fragmenta-
tion with respect to charged hadrons may be due to nu-
clear remnants and baryon stopping. It indicates that
mesons are not affected by baryon transport at forward
rapidities [44]. The study of identified charged parti-
cles with photon results done in Ref [44] clearly indi-
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FIG. 30: RPC of photons as a function of η
′ = η − ybeam for
Cu+Cu collisions for different energies.
cates that net-proton results violate the energy indepen-
dent behaviour of limiting fragmentation: a clear indi-
cation of baryon-meson anomaly. The centrality and en-
ergy independence behaviour of mesons contrary to inclu-
sive charged hadrons and identified baryons implies that
baryon transport plays an important role in particle pro-
duction at forward rapidities. It is argued that although
the baryon stopping is different for different collision en-
ergies, the mesons are not affected by it. In the context of
baryon junction picture, baryons would have shown the
energy independent limiting fragmentation behaviour at
forward rapidities, if they carry the valance quarks like
the mesons produced from the valance quarks. This sug-
gests that baryon number resides in a nonperturbative
configuration of gluon fields rather in the valence quarks
[44].
The longitudinal scaling behaviour observed for
charged particles and photons ensure the universality
of hypothesis of limiting fragmentation and put forward
many deeper questions about the actual processes behind
it.
During the discussion of extended longitudinal scal-
ing of charged particles, we have encountered that this
is independent of energy but shows some dependence of
collision geometry, i.e. centrality. Then RPC variable
was adopted to deal with this issue. But in the limiting
fragmentation of photons, it is found to be centrality in-
dependent [44]. But to see the consistency, we tried to
do the same exercise for photons by evaluating the RPC
for different collision systems at different energies. The
RPC is defined as given in Eq. (4). For the RHIC ener-
gies, the peripheral events correspond to 30-40% central-
ity and central events correspond to 0-5% centrality. For
WA98 experiment, 25-35% centrality and 0-5% events
are considered as peripheral events and central events,
respectively. In Figure 30, RPC for Cu+Cu collision data
at
√
sNN = 62.4 and 200 GeV are shown as a function
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FIG. 31: RPC of photons as a function of η
′ = η − ybeam for
Au+Au collisions for different energies.
of η′. Similarly, in Figure 31, RPC of Au+Au collision
data at
√
sNN = 62.4 and 200 GeV superimposed with
Pb+Pb data at beam energy 158 AGeV are shown as a
function of η′. The error bars shown in Figure 30 and
31 are of statistical only. We observe from Figure 30
and 31 that within error bars, the RPC is constant and
equal to one as a function of η′ irrespective of collision
energies. This observation strengthen our argument that
extended longitudinal scaling is a global phenomena for
charged particles as well as for photons produced in the
heavy-ion collision experiments.
C. Scaling of N totalγ with Npart
Like the scaling of total charged particles with Npart,
the total photons normalized per participant pairs as
a function of average participant pairs are shown for
Cu+Cu and Au+Au collision systems at 62.4, 200 GeV
in Figure 32 and 33, respectively. Both the data scale
nicely and the normalized Nγ values increase with in-
crease of collision energy. Note that Nγ is the value of
total number of photons measured within the detector
acceptance (−3.7 < η < −2.3) [46].
From Figure 32 and 33, we observed that Nγ scales
with the collision centrality like charged particles.
V. TRANSVERSE ENERGY AND COLLISION
CROSS SECTION
The transverse energy is one of the important global
observables used to characterize the system formed in
heavy-ion collisions at extreme conditions of temperature
and energy density, where the formation of Quark-Gluon
Plasma (QGP) is expected. The transverse energy (ET)
is the energy produced transverse to the beam direction
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FIG. 32: Nγ normalized per participant pair as a function of
Npart for Cu+Cu collisions.
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FIG. 33: Nγ normalized per participant pair as a function of
Npart for Au+Au collisions.
and is closely related to the collision geometry. ET is an
event-by-event variable defined as
ET =
∑
i
Eisinθi and
dET(η)
dη
= sinθ(η)
dE(η)
dη
. (24)
The sum is taken over all particles produced in an event
within the detector acceptance. Ei and θi are the en-
ergy and polar angle of the final state particles. The
energy of the individual particle can be determined by
knowing their momenta and particle identification using
tracking detectors and/or the total energy deposited in
a calorimeter. The source of transverse energy produc-
tion could be “soft” multi-particle production and/or the
“hard” scattering jets, depending on the collision energy.
The transverse energy distribution is related to the mul-
tiplicity distribution by
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FIG. 34: The midrapidity (0 < η < 1) minimum bias dis-
tribution of total transverse energy along with distributions
for different centrality bins for
√
sNN = 200 GeV, as is mea-
sured by the STAR experiment at RHIC. The shaded area
corresponds to the 5% most central bin. The main axis scale
corresponds to the ET measured in the detector acceptance
and the bottom axis is corrected to represent the extrapola-
tion to full azimuthal acceptance. The Figure demonstrates
the use of ET distribution for estimation of collision centrality.
Figure taken from Reference [45].
dET
dη
∼ 〈pT 〉 × dN
dη
(25)
To probe the early stages of the produced fireball, it is
ideal to take transverse observables like ET, pT etc. This
is because, before the collision of two nuclei, the longitu-
dinal phase space is filled by the beam particles whereas
the transverse phase space is empty. The ET is produced
due to the initial scattering of the partonic constituents of
the incoming nuclei and also by the re-scattering among
the produced partons and hadrons [47, 48]. The ET pro-
duction tells about the explosiveness of the interaction.
Additionally, in the framework of boost-invariant hydro-
dynamics, the measurement of ET helps in the quanti-
tative estimation of the initial energy density produced
in the interaction [2]. A comparison of this initial en-
ergy density with that of estimated by the lattice QCD
(lQCD) calculations, gives indication of a possible forma-
tion of QGP in the corresponding heavy-ion interactions
[3]. However, there are several competing processes to
make a difference between the initially generated and fi-
nally observed ET. In an ideal case, if the fireball of
the produced quanta, namely the partons or the hadrons
depending on the case, break apart instantaneously with-
out significant interactions, the observed transverse en-
ergy per unit rapidity dET/dy will be the same as that
was generated initially. On the other hand, if the sys-
tem interacts very strongly achieving an early thermal
equilibrium, which is maintained though out the system
expansion, dET/dy would decrease significantly due to
the longitudinal work done by the hydrodynamic pres-
sure [49, 50]. This decrease may however, be moderated
by the build up of transverse hydrodynamic flow, which
increases ET [51]. At higher collision energies, the dif-
ference between initially generated and finally observed
ET may be reduced because of the gluon saturation in
the wave function of the colliding heavy nuclei. This de-
lays the onset of hydrodynamic flow and hence reduces
the effective pressure, which decides the above difference
[52].
The collision centralities can be estimated by using the
minimum bias ET distribution in a way it is done using
the charged particle minimum bias distribution. This is
shown in Figure 34. The shaded area in the figure corre-
sponds to the most central (0− 5%) collisions having the
highest transverse energy. This corresponds to the 5% of
the total cross section. Different centralities are defined
by the percentages of total cross sections and are shown
in the same figure. Each centrality class follows a Gaus-
sian type of distribution with different mean and variance
following the central limit theorem. The lower edge of
the minimum bias distribution shows a peak, which cor-
responds to the most peripheral collisions. For the most
central collisions corresponding to largest values of ET,
the shape of the distribution is mainly governed by the
statistical fluctuations and the experimental acceptance.
For larger acceptances, the fall off with increasing ET is
very sharp [53].
Ref. [53] gives a very interesting account of address-
ing a fundamental question like if ET or the multiplicity
is primary. In other words, whether ET production is
primary, followed by fragmentation to final state parti-
cles, or whether ET is a random product of the particle
multiplicity and the pT distribution. The method as dis-
cussed in the above report is as follows. If one assumes
that the ET production is a result of the creation of the
particles according to the semi-inclusive multiplicity dis-
tribution followed by the random assignment of trans-
verse momentum to each particle in accordance with the
single-particle semi-inclusive pT distribution, the process
could be described by the equation,
dσ
dET
= σ
nmax∑
n=1
fNBD(n, 1/k, µ) fΓ(ET , np, b), (26)
where the multiplicity distribution in A+A collisions is
represented by a Negative Binomial Distribution (NBD),
fNBD(n, 1/k, µ) [54, 55]. The ET distribution for n par-
ticles in the final state is represented by a Gamma func-
tion, fΓ(ET , np, b), where p and b are the parameters of
the ET distribution for a single particle [56]. The details
of the NBD and Gamma distributions with their proper-
ties are given in the Appendix. If we assume that the ET
spectra for individual particles are independent of each
17
other and in addition, it is also independent of the multi-
plicity n, then the ET spectrum for n particles is the n
th
convolution of the single particle spectrum. As one finds
difficulty in the convergence of fits to Eq. 26, NBD was
restricted to Poisson by fixing 1/k = 0, which in turn
makes the convergence easier. If one assumes a simpler
proportionality between ET and n, so that the number
of particles in an event, n with transverse energy ET are
related by n = ET /〈pT 〉 (the nearest integer). The plot
of 〈ET 〉dσ/dET in barn as a function of ET /〈ET 〉 is fit-
ted by the function given by Eq. 25 [53] and to the NBD
given by
dσ
dET
= σfNBD(ET/〈pT〉, 1/k, µ). (27)
Note that the above NBD is now modified because
of the simple relationship of ET and the multiplicity n,
given by the Eq. 25. It is observed that the trend of the
data leads to a better fit of single-Gamma distribution at
higher values of ET compared to NBD and the reverse at
lower values of ET. Usually fitting functions with more
number of parameters give flexibility to the fitting lead-
ing to a better fit. However, in this case, complicated
functions like Eq. 26 with more number of parameters
give worse fit compared to simpler functions like Eq. 27.
Single-Gamma distribution fitting to the above distribu-
tion is better than the other two functions. If multiplicity
were the primary quantity compared to transverse en-
ergy, which leads to the form of Eqs. 26 and 27, then one
would expect these equations to fit better than the single-
Gamma distribution. It is interesting and compelling to
speculate on the implications of these results for a de-
tailed relationship of multiplicity with transverse energy
and the effect of hadronization. However, it remains as
an open question to be addressed by more controlled ex-
periments.
VI. COLLISION ENERGY DEPENDENCE OF
TRANSVERSE ENERGY
Figure 35 shows the collision energy dependence of
1
Npart/2
dET
dη for central collisions at midrapidity. A log-
arithmic growth of transverse energy upto the top RHIC
energy underestimates the LHC measurement, which is
better described by a power-law fit. However, the later
overestimates the low energy measurements. A hybrid
function, which is a combination of logarithmic and
power law, motivated by midrapidity gluonic source and
a fragmentation source seems to explain the data for
wide range of energies starting from few GeV to TeV
[39, 57]. 1Npart/2
dET
dη increases by a factor of 3.07 from√
sNN = 200 GeV to 2.76 TeV. The CMS experiment es-
timate of dETdη = 2007 ± 100 GeV and dNchdη = 1612 ± 55
for top 5% central Pb+Pb collisions at 2.76 TeV [15, 58].
Division of both leads to transverse energy per charged
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FIG. 35: Collision energy dependence of midrapidity
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.
particle of 1.25 ± 0.08 GeV at √sNN = 2.76 TeV, for
top 5% central Pb+Pb collisions, which is almost 42%
higher than its corresponding value at top RHIC energy
(0.88± 0.07 GeV).
VII. CENTRALITY DEPENDENCE OF
TRANSVERSE ENERGY
Figure 36 shows the centrality dependence of
1
Npart/2
dET
dη at midrapidity. Various lower energy mea-
surements are multiplied with some numbers to look into
the similarity in the shape at higher energies. Except ex-
treme peripheral events, within experimental uncertain-
ties the centrality shows a universal shape for all energies.
The value of 1Npart/2
dET
dη shows a monotonic increase with
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collision centrality.
One of the goals of heavy-ion collision experiments
is to create QGP in the laboratory and a pre-requisite
of this is to ensure that sufficiently large energy den-
sity has been produced in the heavy-ion collisions. To
ensure this, the estimation of the initial energy density
through the measurement of the final state multiplicity
and transverse energy is done through Bjorken hydrody-
namic model. Numerical simulations on lattice [3, 59]
give a lower bound for the initial energy density for the
formation of a Quark Gluon Plasma, which is of the order
of 1 GeV/fm3 [3]. A comparison of the estimated energy
density from Bjorken model may establish the possible
formation of QGP in heavy-ion collisions at a given col-
lision energy. A schematic diagram of energy density as
a function of fireball evolution time is given in Figure 37.
In general one can think of three different energy density
estimates and two different time scales:
1. The peak general energy density, which is achieved
when the incoming nuclei overlap with each other.
2. The peak formed energy density, which involves the
produced particles at a proper time τform.
3. The peak thermalized energy density, present at
proper time τtherm, when local thermal equilibrium
is first achieved, assuming that this occurs.
In this review we shall restrict ourselves to the discussion
on the formed energy density estimated through Bjorken
boost invariant hydrodynamics. However, for a detailed
discussions one can refer to Ref. [60].
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FIG. 37: Schematic diagram of the time and energy density
scales derived through the Bjorken picture [60].
VIII. BJORKEN HYDRODYNAMICS AND
INITIAL ENERGY DENSITY
The energy density, in general is defined as the ra-
tio of total mass-energy within some region of space and
FIG. 38: Geometry for the initial state of centrally produced
plasma in nucleus-nucleus collisions. This picture is valid in
any frame in which the incoming nuclei have very high en-
ergies and so are Lorentz contracted. Figure from Reference
[2]
.
the volume of that region, as seen at some instant of
time in some Lorentz frame. As discussed in Ref [60],
this definition is not satisfactory, as one can easily raise
any energy density by viewing the system from a dif-
ferent frame of reference. For example, a gold or lead
nucleus with constant energy density ρ0, when viewed
in a boosted frame will appear to have energy density
γ2ρ0, where γ is the value of the Lorentz boost factor.
In a region having total momentum zero, one can mean-
ingfully calculate the energy density as ratio of mass-
energy and volume. Considering symmetric heavy-ion
collisions (A+A) in collider experiments, with an over-
lapping of two nuclei, viewed in the center of momentum
frame, the total energy density in the overlapping region
is given by 〈〉 = 2ρ0γ2. If we take the normal nuclear
matter density, ρ0 = 0.14 GeV/fm
3, for a nucleus at
rest and γ = 106 at
√
sNN = 200 GeV, then the gen-
eral energy density is 〈〉 = 3150 GeV/fm3 at RHIC. For
LHC
√
sNN = 2.76 TeV Pb+Pb collisions, γ = 1471.2,
which leads to 〈〉 = 606053 GeV/fm3. As these numbers
are spectacularly high, when compared to the lQCD pre-
dicted value of 1 GeV/fm3 energy density as a condition
for the formation of a QGP phase, seem to be absurd.
Hence, our interest would be to consider the energy den-
sity of the produced particles in order to infer about the
possible formation of a QGP phase. This is done through
the measurement of transverse energy at midrapidity and
further the estimation of initial energy density in Bjorken
hydrodynamic model.
In the framework of Bjorken boost invariant hydro-
dynamic model, in any frame where the two incoming
nuclei have very high energies, the region when/where
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the nuclei overlap will be very thin in the longitudinal
direction and very short in duration. In this scenario, it
is fair to describe that all produced particles are created
at the same time and radiated out from a thin disk. This
is the Bjorken hydrodynamic picture of nucleus-nucleus
collision [2].
Once the Lorentz contracted beam “pancakes” recede
after their initial overlap, the region between them is oc-
cupied by secondaries at intermediate rapidities. We can
calculate the local energy densities of these created par-
ticles, if we assume the secondaries are formed at some
proper time τform.
Our region of interest, in any frame, will be a slab
perpendicular to the beam direction, with longitudinal
thickness dz, with one face of the “source” plane in
this frame, and the transverse overlap area A. The re-
gion described here corresponds to half the shaded re-
gion shown in Figure 38. Since β‖ ' 0 for particles
near the source location, this is an appropriate region
over which we can calculate a meaningful energy den-
sity. At time t = τform, this volume will contain all
the (now-formed) particles with longitudinal velocities
0 ≤ β‖ ≤ dz/τform (since we assume particles can’t scat-
ter before they are formed!). Then we can write this
number of particles as dN = (dz/τform)
dN
dβ‖
, or equiva-
lently dN = (dz/τform)
dN
dy , where y is longitudinal rapid-
ity, since dy = dβ‖ at y = β‖ = 0. If these particles have
an average total energy 〈mT〉 in this frame (E = mT for
particles with no longitudinal velocity), then the total en-
ergy divided by the total volume of the slab at t = τform
is
〈(τform)〉 = dN〈mT 〉
dzA
=
dN(τform)
dy
〈mT 〉
τformA
=
1
τformA
dET (τform)
dy
, (28)
where, we have equated dETdy = 〈mT〉dNdy ≈ 〈mT〉 32 dNchdy
and emphasized that Eq. (28) is true for the transverse
energy density present at time t = τform. The factor 3/2
compensates for the neutral particles.
Eq. (28) is referred as Bjorken energy density, Bj .
It is a valid measure of peak energy density in created
particles, on very general grounds and in all frames, as
long as two conditions are satisfied: (1) A finite formation
time τform can meaningfully be defined for the created
secondaries; and (2) The thickness/“crossing time” of the
source disk is small compared to τform, that is, τform >>
2R/γ. Here R is the rest-frame radius of the nucleus
and γ is the Lorentz factor. In particular, the validity
of Eq. (28) is completely independent of the shape of
the dET (τform)/dy distribution to the extent that β‖ is
infinitesimally small in a co-moving frame; a plateau in
dET /dy is not required. For practical purposes at RHIC,
we will consider condition (2) above to be satisfied as
long as τform > 2R/γ is true.
Historically, Bj has been calculated using the final
state dET /dy and simply inserting a nominal value of 1
fm/c for τform. In addition, fixed target experiments have
been using dET /dη as an estimate for dET /dy, which is
a good approximation for these experiments. For collider
experiments, a correction is made for the Jacobian dy/dη:
(
√
1−m2/〈mT〉2 dNdy = J dNdy = dNdη ). However, we can’t
take Bj as an exact estimate of energy density without
some justification for the value of 1 fm/c taken for τform.
Hence, we term it as NominalBj . An indication of potential
problems with this choice arises immediately when con-
sidering AGS Au+Au and SPS Pb+Pb collisions, where
the center of mass “crossing times” 2R/γ are 5.3 fm/c
and 1.6 fm/c respectively, which implies that this choice
for τform = 1 fm/c actually violates the validity condi-
tion τform > 2R/γ we set for the use of Eq.(28). So
we will deprecate the use of NominalBj as a quantitative
estimate of actual produced energy density and instead
treat it only as a compact way of comparing dET /dη
measurements across different systems, centralities and
beam energies.
The Bjorken energy density obtained in this framework
is given by
Bj =
dET
dy
1
τ0piR2
(29)
=
dET
dη
J(y, η)
1
τ0piR2
(30)
' 〈mT〉3
2
dNch
dy
1
τ0piR2
(31)
where, τ0 is the formation time, usually assumed to be 1
fm/c and piR2 is the transverse overlap area of the col-
liding nuclei. The formation time is usually estimated
from model calculations and has been a matter of de-
bate. There are different ways to estimate the transverse
overlap area. It goes like N
2/3
part in an approach which
accounts for only the common area of colliding nucleons
but not the nuclei (chosen by STAR). In this approach,
the transverse overlap area F = piR2, where R = R0A
1/3.
When we replace A with the number of participants by,
A = Npart/2 [61], F becomes,
F = piR20 (
Npart
2
)2/3 (32)
In the other approach (adopted by PHENIX) [62],
the transverse overlap area of the colliding species, F ,
is estimated in the following way. The Woods-Saxon
parametrization for the nuclear density profile is given
by
ρ(r) =
1
(1 + e(r−rn)/d)
, (33)
where ρ(r) is the nuclear density profile, rn is the nuclear
radius and d is a diffuseness parameter. Based on the
measurements of electron scattering from Au nuclei [63],
rn is set to (6.38± 0.27) fm and d to (0.54± 0.01) fm. A
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estimates of the transverse overlap area at
√
sNN = 130 GeV.
Figure taken from Reference. [62].
Monte Carlo-Glauber model with F ∼ σxσy, (where σx
and σy are the widths of x and y position distributions of
the participating nucleons in the transverse plane) is used
to estimate the transverse overlap area of two colliding
nuclei. In this approach, F is the transverse overlap area
of two colliding nuclei, not the participating nucleons.
The normalization to piR2, where R is the sum of rn
and d parameters in the Woods-Saxon parametrization
(given by Eq. 33), is done for most central collisions at
the impact parameter b = 0.
The results obtained in these two methods, as shown in
Figure 39, are different only in the peripheral bins. The
results obtained by STAR agree with PHENIX results
within systematic errors. However, STAR data show a
smaller rate of increase of the energy density with Npart.
As can be seen from the figure, the results agree rather
well within uncertainties for central collisions, where we
expect a deconfinement of quarks and gluons to take
place.
In the estimation of Bj .τ , one uses the energy and
rapidity dependent Jacobian factor, J(y, η), for the con-
version of pseudorapidity to rapidity phase space. The
value of the Jacobian is smaller at higher energies, as the
average transverse momentum of particles increases with
beam energy. STAR collaboration uses a factor of 1.18
for η → y-phase space conversion, as compared to 1.25
used by PHENIX [62, 64] for the estimation of Bjorken
energy density at 200 GeV. The value of Bj for Au+Au
collisions at
√
sNN = 19.6, 130 [62, 64] and 200 GeV
[45] are 2.2 ± 0.2, 4.7 ± 0.5 and 4.9 ± 0.3 GeV/fm3
(5.4 ± 0.6 GeV/fm3, PHENIX), respectively. Compared
to this, Bj at SPS for Pb+Pb collisions at
√
sNN =
17.2 GeV is found to be 3.2 GeV/fm3 [65]. This value of
Bj is much higher than the same for Au+Au collisions
at the SPS-like energy i.e
√
sNN = 19.6 GeV at RHIC.
The CMS collaboration has estimated Bj = 14 GeV/fm
3
with transverse overlap area of A = pi × (7 fm2) and
J(y, η) = 1.09 for top 5% central Pb+Pb collisions at√
sNN = 2.76 TeV [58]. As all these estimations as-
sume the same formation time of 1 fm/c, there is an
over estimation of Bj at SPS. In any case these energy
densities are significantly larger than the energy density
(∼ 1 GeV/fm3) predicted by lattice QCD calculations
[3] for a transition to a deconfined quark gluon plasma
phase. Following the deconfinement transition, there is
a hydrodynamic expansion. Subsequently local equilib-
rium is achieved at τ0 ∼ 1 fm/c. This picture is indeed
valid, if we compare the RHIC data for elliptic flow to
the hydrodynamic calculations [66–68].
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FIG. 40: The excitation function of Bj .τ [GeV fm
−2 c−1].
Logarithmic prediction fails to explain the LHC data. Shown
are different phenomenological data driven fitting functions
to describe the observable as a function of collision energy.
Taking all Bj measured for heavy-ion collisions at
different energies and colliding species, we show Bj .τ
as a function of collision energy in Figure 40. This
is done using the Eq. 31. The dashed line is a loga-
rithmic fit. The logarithmic extrapolation of Bj .τ for
Pb+Pb collisions at
√
sNN = 2.76 TeV at LHC is around
7.17 GeV fm−2 c−1. However, the experimental estima-
tion gives a value of Bj .τ = 14 GeV fm
−2 c−1, showing
almost 50% underestimation by the logarithmic trend of
the data. On the other hand, a hybrid fitting function,
which is a combination of logarithmic and power law
functions in center of mass energy, describes the data
from few GeV to TeV energies. Fitting a power law
function overestimates the low energy measurements. It
should be noted that the formation time at LHC will be
much less than 1 fm. The above value sets a lower bound
to the initial energy density formed at LHC. Going from
top RHIC energy to LHC 2.76 TeV, Bj .τ increases al-
most 3 times. Figure 41 shows the estimate of the prod-
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uct of the Bjorken energy density and the formation time
(Bj .τ) as a function of the centrality of the collision in
terms of Npart. As expected there is a monotonic increase
in Bj .τ with increasing centrality of the collision.
While comparing the results from different experi-
ments, related to the initial energy density, one needs to
take care of the following factors: (i) value of the forma-
tion time taken into the calculations, (ii) the procedure
of estimation of the transverse overlap area and (iii) the
value of the Jacobian used to transform η to y phase
space.
A. The Formation Time
Is it possible to justify a better estimate for τform?
From general quantum mechanical arguments, in a frame
where it’s motion is entirely transverse, a particle of en-
ergy mT can be considered to have “formed” after a time
t = h¯/mT . To estimate the average transverse mass, we
can use the final state dET /dη to estimate dET (τform)/dy
and, correspondingly, use the final state dN/dη as an es-
timate for dN(τform)/dy to obtain
〈mT 〉 = dET (τform)/dy
dN(τform)/dy
' dET /dη
dN/dη
(Final state).
(34)
It has been observed experimentally that the ratio of final
state transverse energy density to charge particle den-
sity, each per unit pseudorapidity is constant at about
0.85 GeV for central Au+Au collisions at top RHIC en-
ergy. This value is constant for a wide range of cen-
trality and shows a very little change with beam en-
ergy, decreasing to 0.7 GeV, when
√
sNN is decreased
by a order of magnitude down to 19.6 GeV. However,
at LHC, its observed value is 1.25 ± 0.08 GeV, which
will be discussed in the next section. If we approxi-
mate dNch/dη = (2/3)dN/dη in the final state, then
Eq.(34) would imply 〈mT〉 ' 0.57 GeV and correspond-
ing τform ' 0.35 fm/c, a value shorter than the “nomi-
nal” 1 fm/c but long enough to satisfy the given validity
condition τform > 2R/γ at RHIC. With R = 7 fm for
Au+Au collisions and Lorentz factor γ =
√
sNN
2mp
= 106.6,
at
√
sNN = 200 GeV, 2R/γ = 0.13 fm/c. For LHC,
at
√
sNN = 2.76 TeV, the observed 〈pT〉 ∼ 0.678 GeV
for Pb+Pb collisions [69]. Taking pion mass, one gets
〈mT〉 ∼ 0.81 GeV, which leads to τform ' 0.25 fm/c. For
Pb+Pb collisions at
√
sNN = 2.76 TeV, taking R = 7.1
fm, Lorentz factor, γ = 1471.22, we get 2R/γ = 0.01
fm/c. Hence, the condition of τform > 2R/γ is also satis-
fied at LHC.
It’s worth noting that the value of energy density ob-
tained by Eq. (28) represents a conservative lower limit
on the actual 〈(τform)〉 achieved at RHIC. This fol-
lows from two observations: (1) The final state mea-
sured dET /dη is a solid lower limit on the dET (τform)/dy
present at formation time; and (2) The final state ratio
(dET /dη)/(dN/dη) is a good lower limit on 〈mT〉 at for-
mation time, and so yields a good upper limit on τform.
The justification of these statements could be realized as
follows.
There are several known mechanisms that will decrease
dET /dy as the collision system evolves after the initial
particle formation, while no mechanism is known that
can cause it to increase (for y = 0, at least). There-
fore, its final state value should be a solid lower limit
on its value at any earlier time. A list of mechanisms
through which dET /dy will decrease after t = τform in-
cludes: (i) The initially formed secondaries in any local
transverse “slab” will, in a co-moving frame, have all
their energy in transverse motion and none in longitu-
dinal motion; if they start to collide and thermalize, at
least some of their ET will be converted to longitudinal
modes in the local frame; (ii) Should near local thermal
equilibrium be obtained while the system’s expansion is
still primarily longitudinal, then each local fluid element
will lose internal energy through pdV work and so its ET
will decrease; (iii) If there are pressure gradients during
a longitudinal hydrodynamic expansion then some fluid
elements may be accelerated to higher or lower rapidities;
these effects are complicated to predict, but we can state
generally that they will always tend to decrease dET /dy
where it has its maximum, namely at y = 0. Given
that we have strong evidence of thermalization and hy-
drodynamic evolution at RHIC collisions, it’s likely that
all these effects are present to some degree, and so we
should suspect that final state dET /dη is substantially
lower than dET (τform)/dy at midrapidity.
Coming to the estimate of τform, the assumption that
τform = h¯/〈mT〉 can’t be taken as exact, even if the pro-
duced particles’ mT ’s are all identical, since “formed” is
not an exact concept. However, if we accept the basic va-
lidity of this uncertainty principle argument, then we can
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see that the approximation in Eq. (34) provides a lower
limit on 〈mT〉. First, the numerator dET /dη is a lower
limit on dET (τform)/dy, as above. Second, the argument
is often made on grounds of entropy conservation that the
local number density of particles can never decrease [70],
which would make the final state denominator in Eq. (34)
an upper limit on its early-time value.
IX. TRANSVERSE ENERGY PER CHARGED
PARTICLE (ET/Nch) AND FREEZE-OUT
CRITERIA
The ratio of pseudorapidity densities of transverse en-
ergy and number of charged particles at midrapidity, i.e.
dET
dη /
dNch
dη (≡ ET/Nch) has been studied both experimen-
tally [45, 58, 62] and phenomenologically [76–78] to un-
derstand the underlying particle production mechanism.
This observable is known as global barometric measure of
the internal pressure in the ultra-dense matter produced
in heavy-ion collisions. This quantity depends on the ini-
tial state of the collision and the viscosity of the matter
as it expands to its final state, when it is observed by the
detectors. This observable when studied as a function of
collision energy (as shown in Figure 42 and the values
are given in Table IV), shows three regions of interest.
The first one from the lower SIS energies to SPS energies
shows a steep increase of ET/Nch values, thereby indi-
cating that the mean energy of the system increases (at
midrapidity, 〈E〉 ∼ 〈mT〉). In the second region, from
SPS to top RHIC energy, ET/Nch shows a very weak col-
lision energy dependence, i.e. like a saturation behaviour.
In this region the mean energy doesn’t increase, whereas
the collision energy increases. This may indicate that the
increase in collision energy results in new particle pro-
duction in this energy domain, which is consistent with
higher particle multiplicity observed at these energies.
This behaviour has been well described in the context of
a statistical hadron gas model (SHGM) [76, 77]. In the
framework of SHGM, it has been predicted that ET/Nch
would saturate at energies higher to that of top RHIC
energy with a limiting value of 0.83 GeV [76, 77]. Here
a static fireball is assumed at the freeze-out. However, a
value of 1.25±0.08 GeV is observed at the LHC 2.76 TeV
center of mass energy recently, by the CMS collaboration
[58]. This creates a third region in the excitation func-
tion of ET/Nch, showing a jump from top RHIC to LHC
energies. In this region, along with particle multiplicity,
the mean energy per particle also increases, which needs
to be understood from theoretical models taking the dy-
namics of the time evolution of the created fireball. It is
however, observed that models based on final state gluon
saturation (CGC like) seems to explain this behaviour in
the excitation function of ET/Nch [57]. The RHIC Beam
Energy Scan (BES) data seem to follow the overall trend
of the collision energy dependence of ET/Nch. It has been
seen in one of the previous works of one of us (RS) [77]
that various freeze-out criteria like constant energy per
particle (〈E〉/〈N〉 = 1.08 GeV) [79], fixed baryon+anti-
baryon density (nB + nB¯ ' 0.12 fm−3) [80], fixed en-
tropy density per T 3 ( sT 3 ' 7) [81, 82] seem to describe
the qualitative energy dependent behaviour of ET/Nch
quite consistently upto RHIC energies. As shown in the
figure, a hybrid function which is a combination of loga-
rithmic and power law in center of mass energy, seems to
describe the data quite well. At very high energies, the
creation and annihilation of gluons balances out leading
to gluon saturation. In the framework of gluon satura-
tion models, the high energy behaviour of this observable
is well described [57].
Figure 43 (upper panel) shows the centrality depen-
dence of ET/Nch from
√
sNN = 7.7 GeV to 2.76 TeV
energy. These data are enlisted in Table V. Since the cen-
trality definitions by the CMS experiment for dNchdη and
dET
dη are different, fitting the centrality dependent
dNch
dη by
a function, 10.5Npart
dNch
dη = A N
α
part, with A = 2.63± 0.24
and α = 0.19 ± 0.02, we have evaluated the dNchdη val-
ues corresponding to the Npart values used to define the
centrality classes for dETdη . Then we have estimated the
LHC values of ET/Nch at different centralities, which are
given in Table V and are shown in Figure 43. Within the
systematic errors, ET/Nch for all energies upto top RHIC
energy, show a weak centrality dependence with a modest
increase from most peripheral collisions to Npart = 100,
reaching a roughly constant value of around 0.8 GeV to-
wards central collisions. The LHC data also show a simi-
lar behaviour but the constant value of ET/Nch is around
1.25 GeV. This centrality dependence of ET/Nch is shown
to be equivalent to the behaviour of 〈pT〉 as a function of
centrality for top RHIC energy [45] and for
√
sNN = 2.76
TeV [83] at LHC. This is shown in the lower panel of
Figure 43. The value of 〈pT〉 = 0.678 ± 0.007 GeV/c at√
sNN = 2.76 TeV, which is almost 36% increase when
compared with its value (∼ 0.5 GeV/c) at top RHIC en-
ergy [45, 83]. The value of ET/Nch increases almost 45%
from top RHIC to LHC energy. This shows that not only
particle multiplicity increases while going from top RHIC
to LHC energy, the 〈pT〉 also increases, making a third
region in the excitation function of ET/Nch. The near
centrality independent behaviour of ET/Nch is explained
by statistical hadron gas model (SHGM) with a static
fireball approximation at freeze-out [76]. However, to ex-
plain the energy dependent behaviour of ET/Nch in the
whole range of energies upto LHC, one needs to consider
the dynamical effects during the time evolution of fire-
ball. Irrespective of the collisions species, the center of
mass energies and the collision centrality, starting from
the lower energies to top RHIC energy, the system evolves
to the same final state, which could be characterized by
a constancy in chemical freeze-out temperature. On the
other hand, LHC data shows a different trend of ET/Nch,
while the chemical freeze-out temperature doesn’t change
that much from RHIC to LHC. This needs to be under-
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stood from the thermodynamics point of view [84, 85].
A theoretical description of the time evolution of the
produced fireball in heavy-ion collisions is difficult, as it
involves different degrees of freedoms at different points.
The SHGM uses hadronic degrees of freedom at later
times, when the chemical composition of the matter is
frozen (known as chemical freeze-out). Then the par-
ticles mean free path becomes higher than the system
size, which forbids the elastic collision of the constituents
and the system is said to be kinetically frozen (known
as thermal or kinetic freeze-out). In general, freeze-out
could be a complicated process involving duration in time
and a hierarchy where different types of particles and re-
actions switch-off at different times. This gives to the
concept of “differential freeze-out” . From kinetic ar-
guments, it is expected that reactions with lower cross-
sections switch-off at higher densities/temperature com-
pared to reactions with higher cross-sections. Hence, the
chemical freeze-out, which corresponds to inelastic re-
actions occurs earlier in time compared to the kinetic
freeze-out, which corresponds to elastic reactions. In ac-
cordance with the above discussions, one can think of
strange or charmed particles decoupling from the system
earlier than the lighter hadrons. A series of freeze-outs
could be thought of corresponding to particular reaction
channels [86]. However, in general one focuses on chemi-
cal and kinetic freeze-outs, considering the freeze-out to
be an instantaneous process. At higher energies, when
µB ∼ 0, the transverse energy production is mainly due
to the meson content of the system. The experimental
observations go in line with the above fact, when we ob-
serve the ratio of p¯/p ∼ 1 at higher energies [85]. The
intersection points of lines of constant ET/Nch and the
freeze-out line give the values of ET/Nch at the chemical
freeze-out [76].
X. SUMMARY AND CONCLUSIONS
Pseudorapidity distribution of charged particles is pro-
posed to be one of the important global observables to
characterize the hot and dense medium produced in the
heavy-ion collisions. We reviewed the charged particle
and photon multiplicity density distribution results ob-
tained by various heavy-ion collision experiments start-
ing from AGS energies to top RHIC and LHC energies.
Before going to the results, a brief introduction on deter-
mination of centrality is given. Centrality determination
is important in terms of relating theoretical observables,
like impact parameters and numbers of nucleon partici-
pant (Npart), to the collision geometry and observed par-
ticle multiplicity. To correlate them, for example, two-
component model with NBD is fitted with the V0 ampli-
tude and the centrality percentile is evaluated to classify
the events into different centralities. In the mean time
the respective Npart, Ncoll and impact parameters are es-
timated by Monte Carlo Glauber model. The dNch/dη
spectra are discussed for Cu+Cu, Au+Au and Pb+Pb
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as a function of collision centrality for a wide range of ener-
gies spanning RHIC beam energy scan to LHC. Lower panel:
the mean transverse momentum as a function of collision cen-
trality, both for top RHIC energy and LHC 2.76 TeV center
of mass energy. A similar spectral behaviour is observed for
〈pT〉 and the barometric observable, ET/Nch.
collisions at different energies. It is observed that the
width and amplitude of the distribution increases with
increase of collision energy. A double-Gaussian function
is fitted with the distribution and it is found that the
ratio of amplitudes, the widths are similar from one cen-
trality to other in their respective collision energy. More
interestingly that more dip in the mid rapidity is ob-
served in Pb+Pb collisions at
√
sNN= 2.76 TeV. This is
an indication of different hadro-chemistry at LHC energy
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than RHIC. Still this needs to be understood in details.
Similarly, the energy dependence of dNγ/dη of Cu+Cu,
Au+Au, S+Au and Pb+Pb collisions are discussed.
Then the limiting fragmentation behaviour of charged
particles as well as photons are discussed for Cu+Cu,
Au+Au and Pb+Pb collisions at different energies. The
compilation of various experimental data go in line with
the hypothesis of limiting fragmentation. Moreover, af-
ter observing the centrality dependence of longitudinal
scaling of charged particles, RPC is used to confirm the
scaling behaviour and the scaling seems to be valid for a
wide range of energies. In contrast to charged particles,
photons do not show any centrality dependence. It is
interpreted as majority of photons in the forward rapidi-
ties are coming form pi0 decays. Hence, mesons are not
affected by baryon stopping as they are originated from
valence quarks. CGC model has successfully explained
the limiting fragmentation upto some extent. However, it
needs more development and complete understanding of
the final state effect and inclusion of quark distribution.
This longitudinal scaling of hadrons still needs more in-
sight to understand the physics process and its predicted
violation at LHC energies in the frame work of SHGM
and the validity from experimental data are to be under-
stood from theoretical considerations.
During the discussion of factorization, it is also ob-
served that the centrality dependence of dNch/dη can
be factorized to beam energy and collision centrality. By
taking the ratio of dNch/dη of Pb+Pb collision at
√
sNN=
2.76 TeV to other collision energies show a scaling be-
haviour as a function of Npart. To understand the expan-
sion dynamics of the system, the dNch/dη of charged par-
ticles and photons are fitted with Landau-Carruther and
Gaussian functions. By taking the ratio of widths of data
to the Landau-Carruther’s function, it is found that the
system is expanding more or less like a Landau hydrody-
namic fluid upto the RHIC energy. But the LHC data de-
viates from the Landau hydrodynamic model. Similarly,
photons at RHIC energies also obey the Landau hydrody-
namics. It is observed that the N totalch normalized to Npart
scales with centrality. It is to be noted here that in the
midrapidity, dNch/dη normalized to Npart doesn’t scale
with centrality, whereas the total charged particles do.
This is because of the modification of charged particles at
forward rapidities are strongly correlated with compen-
sating changes at midrapidity. dNγ/dη also shows simi-
lar scaling. It is found that trapezoidal rule can be used
to explain the N totalch normalized to participant pair from
AGS energies to RHIC energies. However, it fails at LHC
energy. When a hybrid function constructed by adding
the power law and logarithmic of
√
sNN, it explains the
whole range of data indicating that the charged particle
production is a combined process of midrapidity gluonic
source (power law) and fragmentation process (logarith-
mic).
The transverse energy measurement and the estima-
tion of initial energy density in the framework of Bjorken
boost invariant hydrodynamics are presented for collision
energies ranging from few GeV to TeV. In this energy
domain, the centrality and energy dependence of dETdη
and Bjorken energy density multiplied with formation
time, Bj.τ have been studied. A comparison of Bj with
that of lQCD value, indicates the formation of a QGP
phase both at RHIC and LHC energies. The barometric
observable, i.e. transverse energy per charged particle,
is related to the chemical freeze-out. Various freeze-out
criteria seem to describe the energy dependent behaviour
of ET/Nch starting from few GeV to top RHIC energies.
A static fireball approximation at freeze-out, however,
fails to reproduce the corresponding data at LHC and
necessitates the inclusion of fireball evolution dynamics
in space and time in order to describe the behaviour
for the whole range of energies. The similarity in
the centrality dependence upto the top RHIC energy
indicates that irrespective of the collision species and
center of mass energies, the system evolves to a similar
final state at freeze-out.
Note- In this review, we have made an attempt to give
the developments in heavy-ion collisions towards the mea-
surements of charged particle and photon multiplicities
alongwith transevrse energy production from few GeV to
TeV energies. Although we have tried to cover in some
details, it is not an easy task and we can never assume
the task to be complete. However, we believe that the
references mentioned in this review shall guide the read-
ers in the related fields. We apologize to those authors
whose valuable contributions in this area have not been
mentioned properly.
Appendix: The Gamma and Negative Binomial
Distributions
The Gamma distribution represents the probability
density for a continuous variable x, and has two param-
eters b and p. This is given by
f(x) = fΓ(x, p, b) =
b
Γ(p)
(bx)p−1 e−bx, (A.1)
where
p > 0, b > 0, 0 ≤ x ≤ ∞,
Γ(p) = (p − 1)! is the Gamma function if p is an
integer, and f(x) is normalized,
∫∞
0
f(x) dx = 1. The
first few moments of the distribution are
µ ≡ 〈x〉 = p
b
, σ ≡
√
〈x2〉 − 〈x〉2 =
√
p
b
,
σ2
µ2
=
1
p
.
(A.2)
The Negative Binomial Distribution (NBD) of an
integer m is defined as
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P (m) =
(m+ k − 1)!
m!(k − 1)!
(
µ
k
)m(
1 + µk
)m+k , (A.3)
where P (m) is normalized for 0 ≤ m ≤ ∞, µ ≡ 〈m〉, and
some of the higher moments are
σ =
√
µ
(
1 +
µ
k
)
,
σ2
µ2
=
1
µ
+
1
k
. (A.4)
The NBD is having an additional parameter k com-
pared to a Poisson distribution. In the limit k → ∞
NBD becomes a Poissonian distribution. With k equals
to a negative integer (hence the name) becomes NBD.
The NBD is strongly correlated with Gamma distribu-
tion, and hence becomes Gamma distribution in the limit
µ  k > 1. Usually Gamma distributions are replaced
with NBD to prove various theorems [87]. One impor-
tant difference between NBD and Gamma distributions
is in the limit m or x → 0: for p > 1 the limit is always
zero for a Gamma distribution, whereas for the NBD it
is always finite.
The Gamma Distribution has got potential applica-
tions as under convolution it shows an important prop-
erty. Define the n−fold convolution of a distribution with
itself as
fn(x) =
∫ x
0
dyf(y) fn−1(x− y); (A.5)
then for a Gamma distribution given by Eq. A.1, the
n−fold convolution is simply given by the function
fn(x) =
b
Γ(np)
(bx)np−1e−bx = fΓ(x, np, b), (A.6)
i.e., p → np and b remains unchanged. Note that the
mean µn and the standard deviation σn of the n−fold
convolution obey the familiar rule
µn = nµ =
np
b
, σn = σ
√
n =
√
np
b
,
σn
µn
=
1√
np
.
(A.7)
The convolution property of the Gamma distribution also
holds good for the NBD, with µn → nµ, k → nk, so that
µ/k remains constant [54]. Note that the charged par-
ticle multiplicity distribution in proton-proton collisions
obey a NBD, whereas the Gamma distribution fits to ET
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Centrality(%) χ2/ndf A1 A2 A1/A2 σ1 σ2
0-6 2.787/48 1130±60.52 951.2±56.7 1.19 2.94±0.06 2.62±0.08
6-15 1.238/48 821.7±36.66 682.5±36.67 1.20 3.0±0.08 2.65±0.09
15-25 0.913/48 789.9±26.18 670.7±525 1.18 3.02±0.113 2.77±0.12
TABLE I: PHOBOS Cu+Cu 200 GeV
Centrality(%) χ2/ndf A1 A2 A1/A2 σ1 σ2
0-6 2.574/48 1987±106 1461±86.48 1.36 2.96±0.04 2.28±0.06
6-15 1.591/48 1831±183.9 1344±186.9 1.36 2.99±0.08 2.42±0.08
15-25 1.427/48 1488±116.1 1125±78.8 1.32 3.01±0.50 2.53±0.06
TABLE II: PHOBOS Au+Au 200 GeV
Centrality(%) χ2/ndf A1 A2 A1/A2 σ1 σ2
0-6 4.987/48 1451±132.1 904.8±143.1 1.61 2.89±0.06 2.04±0.10
6-15 3.47/48 1128±24.3 699.3±88.9 1.61 2.97±0.08 2.13±0.08
15-25 1.674/48 898±9.9 600±60.7 1.51 2.99±0.03 2.3±0.08
TABLE III: PHOBOS Au+Au 130 GeV
ht
TABLE IV: ET/Nch (GeV) as a function of
√
sNN, plotted in
Figure 42.
√
sNN (GeV) Coll. Species ET/Nch (GeV) Reference
2.05 Au+Au 0.13 ± 0.03 [71]
3.81 Au+Au 0.598 ± 0.060 [62]
4.27 Au+Au 0.634 ± 0.063 [62]
4.84 Au+Au 0.680 ± 0.068 [62]
8.7 Pb+Pb 0.760 ± 0.060 [72, 73]
12.4 Pb+Pb 0.780 ± 0.060 [72, 73]
17.2 Pb+Pb 0.810 ± 0.060 [74]
19.6 Au+Au 0.738 ± 0.070 [62]
62.4 Au+Au 0.867 ± 0.121 [75]
130 Au+Au 0.869 ± 0.066 [64]
200 Au+Au 0.881 ± 0.071 [62]
2760 Pb+Pb 1.283 ± 0.085 [58]
TABLE V: ET/Nch (GeV) for different center of mass energies as a function of Npart, the measure of collision centrality (shown
in Figure 43)
√
sNN (GeV) 0-5 5-10 10-15 15-20 20-25 25-30 30-35 35-40 40-45 45-50 50-55 55-60 60-65 65-70
7.7 0.70 0.73 0.74 0.77 0.78 0.81 0.84 0.87 0.90 0.94
19.6 1.07 1.11 1.14 1.17 1.18 1.22 1.24 1.27 1.30 1.36
27 1.22 1.24 1.27 1.30 1.34 1.38 1.40 1.44 1.47 1.54
39 1.41 1.45 1.47 1.51 1.54 1.58 1.61 1.66 1.71 1.69
62.4 1.21 1.26 1.32 1.40 1.49 1.57 1.67 1.76 1.84 1.92 2.01 2.07 2.17 2.23
130 1.95 2.02 2.05 2.12 2.21 2.31 2.38 2.48 2.56 2.65 2.73 2.80 2.89 3.01
200 1.93 2.06 2.18 2.31 2.46 2.57 2.66 2.76 2.87 2.95 3.04 3.16 3.29 3.44√
sNN (TeV) 0-2.5 2.5-5 5-7.5 7.5-10 10-20 20-30 30-40 40-50 50-60 60-70 70-80
2.76 1.26 1.25 1.24 1.23 1.22 1.21 1.19 1.17 1.16 1.15 1.05
