
























ZETA AND FREDHOLM DETERMINANTS OF SELF-ADJOINT
OPERATORS
LUIZ HARTMANN AND MATTHIAS LESCH
Abstract. Let L be a self-adjoint invertible operator in a Hilbert space such that
L−1 is p-summable. Under a certain discrete dimension spectrum assumption
on L, we study the relation between the (regularized) Fredholm determinant,
detp(I+z·L
−1), on the one hand and the zeta regularized determinant, detζ(L+z),












log detζ(L + z)|z=0
)
· detp(I + z · L
−1
).
We show that the derivatives d
j
dzj
log detζ(L+ z)|z=0 can be expressed in terms of
(regularized) zeta values and heat trace coefficients of L. Furthermore, we give a
general criterion in terms of the heat trace coefficients (and which is, e.g., fulfilled
for large classes of elliptic operators) which guarantees that the constant term in
the asymptotic expansion of the Fredholm determinant, log detp(I+z·L
−1), equals




3. Operators with meromorphic ζ-function 7
4. The Fredholm determinant and the ζ-determinant 18
References 22
1. Introduction
The classical theory of trace ideals (see [Sim05]) allows to generalize the notion
of determinant to operators which differ from the identity by a p-summable op-
erator. More concretely, let first A be a trace class operator in a separable Hilbert
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space. Then
det(I + z ·A) =
∞∑
k=0
Tr(ΛkA) · zk =
∞∏
n=1
(1+ z · λn(A))
is an entire function of z with zeros exactly in −1/λn(A), where λn(A) are the
non-zero eigenvalues of A counted with multiplicity. This supports the intuition
that z 7→ det(I + z ·A) plays the role of the “characteristic polynomial” of A. The
value of det(I+ z ·A) at z is called Fredholm determinant of I+ z ·A.
The notion of Fredholm determinant can be lifted to operators A which are
only in some Schatten class Bp(H) for some p ≥ 1 (see [Sim77]). Then z 7→
detN+1(I + z · A), N + 1 ≥ p, a regularized version of the Fredholm determinant,
is an entire function of order at most N+ 1, again with zeros exactly in −1/λn(A).
The regularization process to obtain detN+1 is the classical Weierstraß method of
convergence generating factors which lead to canonical Weierstraß products of
finite genus.
A completely different notion of regularized determinants appears in the the-
ory of elliptic operators on manifolds. Here one encounters unbounded self-adjoint





and, by some heuristics, on puts
detζL := exp(−ζ
′(0; L))
and calls this the zeta regularized determinant (ζ-regularized determinant) of L. This
definition goes back to the celebrated work by Ray and Singer [RS71]. It has deep
applications, e.g., the Cheeger-Müller theorem on the analytic torsion.
It is not hard to see that, say for an elliptic self-adjoint differential operator L
on a closed manifold, the function z 7→ detζ(L + z) is an entire function of finite
order with zeros exactly in −λn(L), where λn(L) are the eigenvalues of L counted
with multiplicity.




= det(I+ z · L−1), (1.1)
that is there is a simple relation between the ζ-regularized determinant on the one
hand and the Fredholm determinant on the other hand.
One of the goals of this paper is to find the most general purely functional
analytic setting which guarantees Eq. (1.1) to hold. The result is the Theorem 4.5












log detζ(L + z)|z=0
)
· detp(I + z · L
−1). (1.2)
Here L is a self-adjoint bounded below operator in the Hilbert space H with p-
summable resolvent, p ∈ Z, p ≥ 1. Furthermore, roughly speaking it is needed
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that ζ(s; L) is meromorphic in C with 0 being a regular point and s = 1, . . . , p −
1 being at most simple poles. The numbers d
j
dzj
log detζ(L + z)|z=0 are “global”
invariants of L in the sense that they cannot be extracted from the heat expansion
of L, respectively as poles of ζ(s; L). However, these numbers can be expressed in
terms of (partie finie) zeta values and heat trace coefficients of L (Proposition 3.8).
The non-trivial information of Eq. (1.2), however, is that
log detζ(L + z) − log detζ(L) − log detp(I+ z · L
−1)
is a polynomial of degree at most p − 1, vanishing at z = 0. For p = 1 this
specializes to Eq. (1.1). The equality (1.2) contains another important information.
Namely, if log detζ(L + z) has an asymptotic expansion as ℜz → ∞ then so does
log detp(I+ z · L
−1).
This leads us naturally to the second topic of this paper. Namely, we would
like to explore further the relation between the ζ-regularized determinant and the
asymptotic expansion of detN+1(I + z · L
−1) as ℜz → ∞. To motivate this, we






this exists only if L−1 is trace class. If L−1 is in some Schatten class then differen-






If the latter has an asymptotic expansion as z → ∞ (as is the case for the elliptic
differential operators as above) the integration should lead to an asymptotic ex-
pansion of log detζ(L + z), respectively log detN+1(I + z · L
−1), as ℜz → ∞. For
elliptic (pseudo)differential operators on compact manifolds (resp. elliptic bound-
ary value problems if a boundary is present) the existence of the asymptotic ex-
pansion of log detζ(L + z) as ℜz → ∞ can be proven by genuinely microlocal
methods, see [BFK92, Appendix].
We show in this paper that no further microlocal methods are needed. Rather
the expansion of log detζ(L + z) as ℜz → ∞ is equivalent to the resolvent trace
expansion of Tr(L+ z)−p as ℜz → ∞ which is equivalent to the short time asymp-
totic expansion of the heat trace (Theorem 3.7, Section 3.3). This contains the
expansion result of [BFK92, Appendix] as special case.
Together with (1.2) we consequently show in a purely functional analytic set-
ting that the existence of the heat, resp. resolvent trace expansion (plus a mild
assumption on the absence of log-terms which is made mostly for convenience)
implies the existence of an asymptotic expansion as ℜz → ∞ of log detp(I+z·L
−1).
In Corollary 4.7, at the end, we give a precise expression of the coefficients of
the expansion in terms of the heat expansion coefficients, resp. ζ-function val-
ues. An interesting observation is that the constant term in the expansion of
log detp(I+z ·L
−1) equals log detζL. This generalizes the main result of [Fri89]. In
the case of certain Sturm-Liouville operators, similar results were obtained before
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in [HLV17, p. 3439] and in [LT98]. Recently, there has been quite some inter-
est in concrete computations of ζ-determinants and Fredholm determinant. We
mention, e.g., [GK19a, GK19b, GK19c] and the references therein.
2. Generalities
2.1. Notation. We will denote by Z,R,C the integer, real, and complex num-
bers, respectively, Z+ := {0, 1, 2, . . .} denotes the non-negative integers and by
N = {1, 2, 3, . . .} we denote the natural numbers.
For an analytic function f : {z ∈ C | 0 < |z − a| < ǫ} → C in a punctured
neighbourhood of a ∈ C, we denote by Resma f the coefficient of (z − a)
−m in the




(Res−ma f) · (z − a)
m. (2.1)
For the ordinary residue, we write Resa f ≡ Res
1
a f = a−1.
The letters o,O will denote the Landau (small and big) O-symbols.
2.2. Regularized integral and partie finie. In this paper we will use freely the
useful partie finie regularized integral, cf. [Les97, Sec. 2.1], [Les98, LT98], [LV11,
Sec. 1], [LV15, Sec. 1], [HLV17, Sec. 1]. However, to fix some notation and for the
convenience of the reader we present here the cheat sheet version.














β logk(x), as x → ∞.
(2.2)
Here, A,B are discrete sets of complex numbers with the property that the inter-
section with each finite vertical strip is finite. Moreover +∞ is the only accumu-
lation point of ℜα,α ∈ A, and −∞ is the only accumulation point of ℜβ,β ∈ B.
One could also work with partial asymptotic expansions but for our purposes
complete asymptotic expansions suffice. The class of such functions f satisfying
Eq. (2.2) will be called “regular functions with complete asymptotics on R+“. The
sets A,B may vary from function to function. For convenience we adopt the con-
vention that for f the coefficients a0αk, a
∞
αk are defined for all α ∈ C and all k ∈ Z+
with the understanding that a∗αk = 0 for all but the countably many α ∈ A, resp.
B, and that for each fixed α ∈ C the coefficients a∗αk vanish for all but finitely







ZETA AND FREDHOLM DETERMINANTS 5




f(x) := a000, LIM
x→∞
f(x) := a∞00 , (2.3)
for the regularized limits of f as x → 0, resp. x → ∞. In other words the regularized
limit of f as x → 0 (x → ∞) is the coefficient of x0 log0 x in the asymptotic
expansion of f as x → 0 (x → ∞).
If f is a regular function with complete asymptotics on R+ then so is F(x) :=∫x
1















where the order of LIM after the second = is inconsequential. The regularized
integral is a convenient extension of the integral to the class of regular functions
with complete asymptotics.
It has its peculiarities, though. We emphasize that changes of variables require






















xα · logk x dx = 0, (2.6)
for all α ∈ C, k ∈ Z+ [Les97, Eq. 2.1.12].
2.2.1. Mellin transform and relation to Hadamard’s partie finie. For a regular func-










xz−1f(x)dx, ℜz ≫ 0.
(2.7)
It turns out [Les97, Sec. 2.1] that M±c extends meromomorphically to C and the
Mellin transform (Mf)(z) := (M+c f)(z)+ (M
−
c f)(z) is well-defined independently of
the choice of c. Furthermore, it is a meromorphic function with poles of order at
most max(k∞α , k
0
α) + 1 in −α [Les97, Prop-Def. 2.1.2]. There are explicit formulas
for the principal part of Mf about −α in terms of a
0/∞
α,k , cf. [Les97, Eq. 2.1.8 and
2.1.9]. This may be viewed as a version of Watson’s Lemma (see [Wat18, pg. 133])
for the Mellin transform.






for all z ∈ C except the set −A ∪ (−B).
6 LUIZ HARTMANN AND MATTHIAS LESCH
The Mellin transform can be used for an alternative (equivalent) approach to
the regularized integral: namely, if F is a meromorphic function in a neighbour-
hood of a ∈ C one defines the finite part of F at a by





where the residue notation is explained in Section 2.1. In other words (Pf F)(a) is
the constant term in the Laurent expansion of F(z) about a. Needless to say, if F is
regular at a then (Pf F)(a) = F(a). Fortunately, it turns out that the finite part of
the Mellin transform at 1 of a regular function with complete asymptotics gives
its regularized integral:














where the integrals are a priori defined for ℜz large, resp. small, and then analytically
continued to C (a neighbourhood of z = 0 would suffice).






2.2.2. Example. We illustrate the concepts introduced before for the derivatives of
the Γ–function. This will also be needed later. For future reference we record the



























constant. Recall from Section 2.1 that Resξ f denotes the residue of the analytic










2), as s → 0, (2.13)
1
Γ(−n + s)
= (−1)nn! · s+ (−1)nn! · (γ− Ln)s
2 +O(s3), as s → 0. (2.14)
We have




xα−1 logk x e−xdx, (2.15)
for all α ∈ C. Clearly, the equality is valid for ℜα > 0 as an ordinary integral.
Hence, by analytic continuation and Eq. (2.10) it is valid for all α. The change of
variables formula will be used to show the next lemma.
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1, if − α ∈ Z+,
0, otherwise.


























and applying the binomial theo-
rem.
Proof. We apply the change of variables formula Eq. (2.5) to the function f(x) =
(x/z)α−1 logk(x/z)e−x. Certainly this is a regular function with complete asymp-
totics. Since ℜz > 0 it decays exponentially as x → ∞ and therefore we have
a∞αk = 0. It remains to find the terms x
−1 logk x in the asymptotic expansion as
x → 0, or in the notation of Eq. (2.2), a0−1,k. The expansion as x → 0 is obtained
from the Taylor expansion of e−x. Thus if −α 6∈ Z+ then a
0
−1,k = 0 as well. If
−α ∈ Z+ then we find for the terms of the form x






















(− log z)k−j logj x.






where we have used the Eq. (2.15) and (2.16). The rest is now straightforward. 
3. Operators with meromorphic ζ-function
3.1. Set up. For the trace ideals in the algebra of bounded operators on a sepa-
rated Hilbert space we refer to [Sim05] as a standard reference.
We now describe the class of operators we are going to consider in the re-
mainder of this paper. Let H be a separable complex Hilbert space and let
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L : D(L) ⊂ H → H be a self-adjoint operator, which is bounded below. It is
not a big loss of generality to assume for convenience that
〈Lu,u〉 ≥ 0, u ∈ D(L) ⊂ H. (3.1)
We consider the heat semigroup e−tL associated to L for any t ≥ 0. Since L =
L∗ ≥ 0 we have that specL is contained in the nonnegative real axis. We assume
additionally that
(L + I)−1 ∈ Bp(H), (3.2)
for some p ≥ 1. Here, Bp(H) denotes the Schatten class of order p. The condition





converges absolutely and locally uniformly for ℜ(s) > p. The function ζ(s; L) is


























for ℜ(s) > p. The second line follows from Eq. (2.6). Following Connes-Moscovici
(cf. [CM95, Definition II.1] and [Les13, Definition 2.1]) we define:
Definition 3.1. The operator L is said to have discrete dimension spectrum, if ζ(s; L)
extends to a meromorphic function in the complex plane C such that on finite vertical
strips one has a uniform estimate |Γ(s) · ζ(s; L)| = O(|s|−N), when ℑ(s) → ∞, for each
N ∈ N. We will denote by Σ(L) the set of poles of the function Γ(s) · ζ(s; L).
The discrete dimension spectrum assumption is, via the formula (3.4), in fact
equivalent to a strengthened form of a complete asymptotic expansion of the trace
of the heat semigroup. To explain this, we first note that by Eq. (3.1) and (3.2) one
has
Tr(e−tL) ∼ dim kerL+O(e−tλmin), as t → ∞, (3.5)
with λmin > 0 denoting the smallest positive eigenvalue of L. Hence the asymp-








α logk t, as t → 0+, (3.6)
with a discrete set A ⊂ C such that the intersection with each finite vertical strip is
finite and such that ℜα,α ∈ A has only +∞ as accumulation point. The assump-
tion (3.6) means in other words that the heat semigroup is a regular function of t
with complete asymptotics in the sense of Section 2.2. Furthermore, by Eq. (3.4),
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Γ(s) · ζ(s; L) is nothing but the Mellin-transform of the trace of the heat semi-
group. It then follows from the discussion in Section 2.2.1 that ζ(s; L) extends












ts−1 Tr(e−tL)dt, s ∈ C,









As a word of warning, we emphasize that one cannot expect this to hold for the
finite parts in the poles, cf. the discussion in the next section below.





















00 − dim kerL, (α, k) = (0, 0).
(3.8)
As a consequence, if α 6∈ Z+ the order of the pole −α is kα + 1 with residue





and if α ∈ Z+ then, since Γ(s)−1 has a simple zero at −α, the order of the pole −α
is kα with residue




Recall that Reska f denotes the coefficient of (s − a)
−k in the Laurent expansion of
f about a, see Section 2.1.
While the complete asymptotic expansion implies that ζ(s; L) has a meromor-
phic extension to the whole plane, in order to obtain the expansion from the mero-
morphic ζ-function, one needs the finite vertical strip decay assumption in order
to be able to shift vertical integration contours from the inverse Mellin transform
(cf. [BL99, Sec. 2]). This condition, being slightly stronger than just meromorphic-
ity, is reflected in a stronger asymptotic expansion condition. The result, being a
standard application of complex analysis, reads as follows (see e.g., [BL99, Lemma
2.2] and the references therein).
Proposition 3.2. Let L be a bounded below discrete operator in a Hilbert space with
resolvent of p-Schatten class. The operator L has discrete dimension spectrum if, and only
if, Tr(e−tL) has an asymptotic expansion (3.6) that can be differentiated, i.e., for N ∈ Z+,
10 LUIZ HARTMANN AND MATTHIAS LESCH
























K, as t → 0+ . (3.11)
From the asymptotic expansion of the trace of the heat semigroup one can
derive various other trace expansions. Well-known is the relation to the resolvent
expansion which we will also briefly review in Section 3.3 below. Less well-
known is probably the expansion of the zeta determinant (ζ-determinant) which we
are going to explain first.
3.2. The ζ-determinant and its expansion in terms of the resolvent parameter.
3.2.1. Standing assumptions. During this subsection, unless otherwise said, L de-
notes a discrete bounded below (Eq. (3.1)) self-adjoint operator in the Hilbert
space H whose resolvent lies in the pth-Schatten class. Furthermore, we assume
Eq. (3.6) to hold; recall that Eq. (3.5) is automatic. By Eq. (3.10), 0 is a pole of
ζ(s; L) of order k0 := k(0). In this section, we would like to ensure that ζ(s; L+ z)
is regular at s = 0 for all ℜz > 0 and therefore in this section we assume in addi-
tion that k−n = 0 for all n ∈ Z+. In view of Eq. (3.7) and (3.9) this is equivalent
to AH−n,k(L) = 0 for all n ∈ Z+ and all k > 0. In terms of ζ(s; L) this means that
ζ(s; L) is regular at 0 and that in the positive integers there are at most poles of at
most order 1.
3.2.2. The ζ-determinant of L+z. Under our standing assumptions ζ(s; L) is regular
at s = 0.
Definition 3.3. The ζ-regularized determinant of L is defined by
detζ(L) := exp(−ζ
′(0; L)).
Our first result relates the ζ–determinant of L to the heat trace.
Proposition 3.4. Let L satisfy the Standing assumptions 3.2.1. Then ζ(s; L) is regular
at s = 0 and one has
ζ(0; L) = AH00(L) − dim kerL, (3.12)
− log detζ(L) = γ ·
(







Here, γ denotes the Euler-Mascheroni constant (see Eq. (2.11), (2.12)) and AH00(L) denotes
the coefficient of t0 log0 t in the asymptotic expansion of Tr(e−tL) as t → 0+, see Eq. (3.6)
and (3.8).
While Eq. (3.12) has been known for a long time, Eq. (3.13) is more subtle.
At least for Dirac type operators, Eq. (3.13) was already known to K. P. Woj-
ciechowski, cf. [Woj99, Eq. (3.5) and (3.6)]. These formulas are the key to a sim-
ple derivation of the asymptotic expansion of ζ(0; L + z) and log detζ(L + z) as
ℜz → ∞. The latter will lead to yet another equivalent characterization of the dis-
crete dimension spectrum assumption. It is on the same footing as the resolvent
expansion.
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We use, as before, AH
′
00 (L) := A
H
00(L)−dim kerL. By Section 2.2.1 and Eq. (2.11) we
obtain as s → 0
ζ(s; L) =
(



























and the claim follows. 
We will later need the behavior of ζ(s; L) near n > 0, n ∈ Z+. Under the
Standing assumptions 3.2.1, we apply the same strategy as in the proof of the










Hence for an integer n > 0,






+ Pfs=n ζ(s; L) +O(s), as s → 0. (3.14)
Lemma 3.5. Let L satisfy the Standing assumptions 3.2.1. Then we have for ℜz > 0







Furthermore, the ζ-function of L + z is also regular at 0 and it has at most simple poles
in the positive integers. In other words, for all ℜz > 0 the operator L + z satisfies the
Standing assumptions 3.2.1.
Note that the previous sum is finite.
Proof. Let ℜz > 0. Then Tr(e−t(L+z)) = O(e−tz), as t → ∞. As t → 0+ we have





















n · tα logk t.
This gives in fact the general formula







From this we read off the claim about the constant term as well as the fact that
since AHαk(L) = 0 for −α ∈ Z+, k > 0, this is also true for the A
H
αk(L+ z). 
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e−tz · tα−1 logk t dt+O(e−ℜz).







. Since Tr(e−t(L+z)) = O(e−ℜz), for




is O(e−ℜz) as well, and hence it contributes only to
the error term of the claimed expansion.








as t → 0+. The contribution of the remainder to −
∫1
0
is O(z−N). So it remains to












e−tz · tα−1 logk t dt.
The contribution of the last summand is again of exponential decay in z. Thus we
reach the conclusion. 
Combining Lemmas 2.2, 3.5, and 3.6 we arrive at
Theorem 3.7. Let L be a discrete self-adjoint bounded below operator in the Hilbert
space H with resolvent of pth-Schatten class. Moreover, assume that the trace of the heat
semigroup has an asymptotic expansion (3.6) with AHαk(L) = 0 for α ≤ 0 and k > 0
1.


















(α) · z−α logk z (3.15)




AH−n 0(L) · (Res−n Γ) ·
(









Note that the coefficient of z0 log0 z in this expansion vanishes. Thus we obtain
a different proof of [HLV17, Lemma 2.2].
For (general) pseudodifferential operators on a compact manifold (with or
without boundary) the result was proved by genuinely pseudodifferential meth-
ods in [BFK92, Appendix]. Our standing assumption is in general only fulfilled
for differential operators. Our result shows, however, that even if there are no log-
terms in the heat expansion, nevertheless the terms t−n, n ∈ Z+, in the heat
expansion cause a term zn log z in the expansion of log detζ. Insofar we cannot
1i.e. the Standing assumptions 3.2.1 are fulfilled.
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confirm the claim made on the bottom of page 63 in [BFK92]. Of course the Stand-
ing assumption 3.2.1 can be relaxed to cover [BFK92]’s result completely. If there
is a pole at 0 of the ζ-function we define the regularized determinant as the finite
part of −ζ ′. This is not a problem at all. However, formulas become very clumsy.
Proof. The result follows by combining Lemmas 2.2, 3.5, and 3.6, Proposition 3.4
and Eq. (2.11), (2.12): We apply (3.12) to L+ z to obtain
log detζ(L + z) = −γ ·A
H





By Lemma 3.5 the first summand expand as






·AH−n,0(L) · γ · z
n. (3.18)












e−tztα−1 logk tdt. (3.19)
























z−α logk+1 z. (3.21)
Due to the assumption, AHαk = 0 if −α ∈ Z+ and k > 0 the last summand appears
only with k = 0.
Combining (3.18) - (3.21) we arrive at




























AH−n,0(L) · (Res−n Γ) · z
n log z. (3.24)
Substituting (j, k) → (k, j), Eq. (3.22) gives (3.15). Using Eq. (2.11) and (2.12)
one checks that
Res0 Γ = 1, γ · Res0 Γ + (Pf Γ)(0) = 0,
and for n > 0





Thus Eq. (3.23), (3.24) together give Eq. (3.16) and (3.17) completing the proof. 
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We are now able to describe the Taylor expansion of log detζ(L+z) about z = 0.
Proposition 3.8. Let L satisfy the Standing assumptions 3.2.1. Then ζ(s; L + z) is






log detζ(L+ z) = (−1)
n(n− 1)!
(










j . Therefore, the Taylor expansion of log detζ(L+z) about z = 0 reads

















Note that the last sum is in fact finite.
Proof. By Hartogs’s theorem [Hör90, Theorem 2.2.8], to prove that the zeta func-
tion of L + z is holomorphic in a neighbourhood of (0, 0) it is enough to verify
that ζ(s; L + z) is holomorphic in s and z, separately. For fixed z with |z| < λmin,
Lemma 3.5 shows that s 7→ ζ(s; L + z) is regular near s = 0. For fixed s, s small
enough, one invokes the heat expansion to see that z 7→ ζ(s; L+ z) is regular near
z = 0. Therefore, ζ(s; L + z) is holomorphic in a neighbourhood of (0, 0) and we
can commute the derivative in z with the derivative in s of ζ(s; L + z). Thus, let










































· s · ζ(n + s; L).
Now we use Eq. (3.14) and obtain Eq. (3.25). 
3.3. The heat expansion and the resolvent expansion. The method of proof of
Theorem 3.7 in fact can be summarized in yet another Watson Lemma type expan-
sion lemma. As an application we present a concise exposition of the equivalence
between the heat and the resolvent expansion in full generality.
In this section we still assume the Standing assumptions 3.2.12. For the self-
adjoint operator L the resolvent can be expressed in terms of the heat operator
as




e−zte−tLdt, for ℜz > 0, (3.26)
2Actually the assumption on the vanishing of AH−n,k(L) for n ∈ Z+ and k > 0 is not needed and
may be dropped in this section.








tN−1e−zte−tLdt, for ℜz > 0. (3.27)
















as ℜz → ∞ follows along the
lines of the proof of the Theorem 3.7 and the lemmas used therein. However,
we think it is worth to single out the following regularized integral version of
Watson’s Lemma (cf. [Wat18, Pg. 133]).
Lemma 3.9. Let q : (0,∞) → C be a locally integrable function. Assume that as t → 0+







α−1 logk t, as t → 0+, (3.29)




e−r0t|q(t)|dt < ∞. (3.30)







































· zn · logk+1 z+O((ℜz)−N), (3.33)
for any N > 0.
Remark 3.10. (1) In Eq. (3.29) we chose to write the exponent of t as α− 1 instead




has the usual meaning as elaborated in Section 2.2, cf. also
Eq. (3.6).
(3) The expansion (3.31) is valid as ℜz → ∞ in particular it holds in any sector
Λǫ := {z ∈ C | | arg z| < ǫ} for some 0 < ǫ < π/2. Furthermore, in any such sector
we have
O((ℜz)−N) = O(|z|−N), as |z| → ∞,
in Λǫ for any N > 0.
Proof. The proof follows the same scheme as the proof of Lemma 3.6 and of
Theorem 3.7.
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Therefore it remains to look at each individual summand which, as in the proof












e−zt · tα−1 logk t dt.




, ℜz → ∞ for any δ > 0. Thus the expansion
(3.31) is proved.
As in the proof of Theorem 3.7 we apply Lemma 2.2 to each regularized integral













(−1)j(Pf ∂k−jΓ)(α) · z−α · logj z+ δ−α,Z+
(−1)k−1 Resα Γ
k+ 1
· z−α · logk+1 z.
This gives Eq. (3.32) and (3.33).

Proposition 3.11. Let L be a discrete self-adjoint bounded below operator in the Hilbert
space H with resolvent in the pth-Schatten class. Moreover, assume that the trace of




























· zm+N · logk+1 z.
Proof. The result follows directly from the previous lemma and Eq. (3.28). 
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On the other hand, we can write the heat semigroup as a contour integral in






e−tµ · (L − µ)−Ndµ, (3.34)





Figure 1. A graphic representation of the curve C.
Then one has, cf. e.g., [BL96, Lemma 2.2].
Proposition 3.12. Let L be a discrete self-adjoint bounded below operator in the Hilbert










−α−N · logk z, as ℜz → ∞, z ∈ Λǫ, (3.35)

















(−α−N) · tα logk t.
We conclude this section observing that it is possible to obtain a result similar
to Proposition 3.4 using the asymptotic expansion of the resolvent trace. This is
















for some N ≥ p and ℜs > N. Here we used Eq. (3.34) and the definition of Euler
Gamma function (cf. [GR07, 8.310-2]) to write the last equation.
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4. The Fredholm determinant and the ζ-determinant
4.1. Fredholm determinant of operators in some Schatten class. We first recall
some facts on the Fredholm determinant. Under a discrete dimension spectrum
assumption we will derive our main result on the relation between the Fredholm
determinant and the zeta-regularized determinant. Our standard reference for
Fredholm determinants and trace class operators are [Sim77] and [Sim05].
Recall from [Sim77, Chap. 3] that for a trace class operator A in the Hilbert
space H







(1+ z · λn(A)),
(4.1)
where ΛkA is the induced operator on the exterior power ΛkH and {λn(A)} is
the summable sequence of eigenvalues of A. The latter identity is equivalent to
Lindskii’s theorem [Sim77, Theorem 3.7].
4.1.1. Standing assumptions. During this subsection, we assume that we are given a
self-adjoint operator L satisfying Eq. (3.1) and (3.2). Additionally, we assume from
now on that L is invertible. Denote by λ1 ≤ λ2 ≤ . . . the sequence of eigenvalues
of L with multiplicities. If p = 1 then L−1 is trace class and (4.1) implies
det(I + L−1) =
∞∏
q=1
(1+ λ−1q ). (4.2)
Due to the fact that L−1 is trace class the right hand side is an absolutely con-
vergent product.
Proposition 4.1. Under the Standing assumptions 4.1.1, z 7→ det(I+z·L−1) is an entire
function of order 1 with zeros exactly in − specL. The order of the zeros −λ, λ ∈ specL,






log det(I + z · L−1) = Tr((L+ z)−1). (4.3)
Proof. The first claim is standard, cf. [Sim77, Chap. 3], as the product expansion
det(I+ z · L−1) =
∞∏
q=1
(1+ z · λ−1q )
is a canonical Weierstraß-product of an entire function of genus 0. Therefore, the
logarithmic derivative may be taken term by term and the claim follows. 
It was shown in [Sim77, Section 6] that the previous construction may be lifted
to operators whose resolvent is in the pth-Schatten class. In this case one obtains
a canonical Weierstraß–product of higher genus.
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Definition 4.2. Suppose that L−1 ∈ Bp(H). Then for N+ 1 ≥ p the N + 1-Fredholm

























Note that for p = 1, det1(I+L
−1) = det(I+L−1). The next theorem summarizes
the main properties of the N+ 1-Fredholm determinant.
Theorem 4.3. Let L be a bounded below invertible self-adjoint operator with L−1 ∈
B
p(H). Then for N+ 1 ≥ p the function z 7→ detN+1(I + z · L
−1) is an entire function





N Tr(L−N(L+ z)−1), (4.4)
fN+1(0) = f
′
N+1(0) = . . . = f
N





NN!Tr((L + z)−(N+1)). (4.6)
Proof. If follows from the very definition that fN+1(z) is the logarithm of a canon-
ical Weierstraß-product of genus N, see also [Sim77, Theorem 3.3 and Lemma
6.1]. Consequently, the logarithmic derivate is the compactly convergent sum of
the logarithmic derivatives of the individual factors:
d
dz



































log detN+1(I+ z · L
−1) = (−z)N Tr(L−N(L + z)−1),
thus Eq. (4.5) and (4.6) are proved. 
It is a direct consequence of the last theorem that if L has discrete dimension
spectrum then the Fredholm determinant of L has an asymptotic expansion, as
ℜz → ∞, that can be differentiated. On the other side, if the Fredholm determi-
nant of L has an asymptotic expansion, as ℜz → ∞, that can be differentiated then
by Theorem 4.3 and Propositions 3.2 and 3.12, L has discrete dimension spectrum.
We summarize this discussion in the next corollary (compare with [Spr06, Lemma
2.2]).
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Corollary 4.4. Let L be a self-adjoint bounded below operator in the Hilbert space H sat-
isfying Eq. (3.1) and (3.2). For L to have discrete dimension spectrum it is necessary and
sufficient that the logarithm of the Fredholm determinant has an asymptotic expansion, as
ℜz → ∞, that can be differentiated.
The explicit knowledge of the coefficients of the asymptotic expansion of the
Fredholm determinant as ℜz → ∞ implies the explicit knowledge of the coeffi-
cients of the heat expansion as t → 0+. However, the converse of this implication
is not true, e.g., we will see below that the asymptotic expansion of the Fredholm
determinant contains log detζL which is a “global” invariant of the heat trace.
4.2. Asymptotic expansion of the Fredholm determinant. In this section we as-
sume that H is a separable Hilbert space and L is a self-adjoint operator satisfying
Eq. (3.1) and (3.2).
Now we come to one of our main results.
Theorem 4.5. Let L be a self-adjoint bounded below operator in the Hilbert space H
satisfying Eq. (3.1) and (3.2). Furthermore assume that L has discrete dimension spectrum
as defined in Def. 3.1 and that the ζ-function ζ(s; L) of L is regular at 0 and has at most
simple poles in s = 1, . . . , p− 1. Then











· detp(I + z · L
−1). (4.7)
Remark 4.6. Recall that the assumptions on the regularity at 0 and the simple
poles in the positive integers are equivalent to the assumption that in the heat
expansion AHα,k(L) = 0 for −α ∈ Z+ and k > 0, i.e., we are under the Standing
assumptions 3.2.1.
Proof. By Proposition 3.8, ζ(s; L+ z) is holomorphic for (s, z) in a neighbourhood
of (0, 0). Again we commute the derivative in z with the derivative in s to obtain,
dp
dzp





















ζ(s; L+ z) =
∑
λ∈spec L







(s− 1) . . . (−s− p+ 1)(λ + z)−s−p
)
.
Therefore, using Theorem 4.3 we obtain
dp
dzp





log detp(I+ z · L
−1).
Now the result follows from the series representation of the function log detζ(L+
z) at z = 0. 
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The value at zero is the best we can obtain from the heat expansion (cf. Proposi-
tion 3.4). The ζ-regularized determinant will not only depend on the heat expan-
sion. However, the asymptotic expansion of the Fredholm determinant delivers
sufficient information to obtain the derivative of the ζ-regularized determinant.
In [Fri89], the constant term of the asymptotic expansion of the Fredholm deter-
minant as ℜz → ∞ is determined for an elliptic differential operator, and it is
equal to minus the logarithm of the ζ-regularized determinant of the operator. A
similar result for a self-adjoint operator in Hilbert space with trace class resolvent
is proved in [HLV17, pag. 3439]. Theorem 4.5 provides an extension of these
results as we see in the next corollary.
Corollary 4.7. Let L be a self-adjoint bounded below operator in the Hilbert space H
satisfying Eq. (3.1) and (3.2). Furthermore assume that L has discrete dimension spectrum
as defined in Def. 3.1 and that the ζ-function of L is regular at 0 and has at most simple
poles in s = 1, . . . , p− 1. Then the logarithm of the Fredholm determinant of I+ z · L−1
has an asymptotic expansion as follows



















· (Pf ∂j−kΓ)(α) · z−α log z
− log detζ(L) +A
H























− (Pfs=n ζ(s; L))
)
· zn, as ℜz → ∞.
In particular3,







AF01(L) = ζ(0; L) = A
H
00(L). (4.9)
Proof. From Theorem 4.5 we have that
log detp(I+ z · L









Now we apply Theorem 3.7, Proposition 3.8 and obtain the asymptotic expansion
of the Fredholm determinant as ℜz → ∞. 
3The first two equalities of Eq. (4.8) and (4.9) were proved in [Spr06, Proposition 2.6] assuming
the asymptotic expansion of log detp(I+ z · L
−1) as z → ∞.
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Departamento de Matemática, Universidade Federal de São Carlos (UFSCar), Brazil
Email address: hartmann@dm.ufscar.br, luizhartmann@ufscar.br
URL: http://www.dm.ufscar.br/profs/hartmann
Universität Bonn, Germany
Email address: ml@matthiaslesch.de, lesch@math.uni-bonn.de
URL: www.matthiaslesch.de, www.math.uni-bonn.de/people/lesch
