T
he Internet is becoming the most powerful communication channel for enterprises and home users. However, the current IPv4 protocol will run out of addresses in the near future. 1 Its successor, IPv6, should not only increase the address space but will also provide the most up-to-date features, such as real-time audio and video delivery, stateless auto-configuration, security, quality of service (QoS), and mobility enhancements.
2 IPv6 can provide 2 128 addresses while IPv4 provides only 2 32 addresses (128 bits of address space for IPv6 versus 32 bits for IPv4). One drawback of its large address size, however, is that IPv6 has a larger overhead in its packets (a 40-byte header versus IPv4's 20-byte header 3 ). This increase has some implications for IPv6's performance.
IPv6's implementation is occurring side by side with the growth of wireless IEEE 802.11n usage and the release of the Windows 7 operating system. Thus, we should investigate how IPv6 networks perform with regard to these latest developments.
Here, we aim to study IPv6 implementation and compare it with IPv4 using the latest and most popular operating systems over a wireless peer-to-peer (P2P) IEEE 802.11n LAN. Such results will help industry professionals and researchers know what to expect when migrating to IPv6 using Windows XP, Windows 7, or Fedora 12. Our experimental results confirm previous studies on older operating systems that found different operating systems to affect IPv6 performance. 3 
Testbed and Measurement Procedure
To evaluate IPv6's performance and compare the results with IPv4's for Windows XP, Windows 7, and Fedora 12, we implemented a wireless P2P IEEE 802.11n network with WPA2 (Wi-Fi Protected Access 2) security. We measured throughput, round-trip time (RTT), and CPU utilization over the IPv4 and IPv6 protocol stacks.
Testbed Configuration
We connected two client machines wirelessly via a Cisco Linksys WAP4410N 802.11n Access Point (AP). These machines had identical hardware: an Intel Core 2 Duo 6300 1.87 GHz CPU, 2 Gbytes RAM, an Air Live Wn-5000 wireless PCI NIC network card, and a 160-Gbyte Western Digital Caviar 7200 hard drive.
Several factors can affect network performance, 4 such as process limitations and hardware design. To eliminate such factors' effects, we benchmarked the hardware and used the same setup for all experiments conducted. The distance between the AP and the workstations was well within two meters to maintain optimum signal strength. We selected 40 MHz for the AP channel bandwidth to utilize the full bandwidth and chose WPA2, based on 802.1x and the Advanced Encryption Standard (AES), which provides data encryption and user authentication, and solves several serious weaknesses in former cryptography methods.
In three testbeds, we installed the Microsoft Windows XP Professional with service pack 3,
Evaluating IPv6 in Peer-toPeer 802.11n Wireless LANs

Samad S. Kolahi and Peng Li • Unitec New Zealand
IPv6 is built into the latest versions of Microsoft Windows and Linux-based operating systems. It's expected to replace the current IPv4 and solve its numerous problems, such as address exhaustion, security, and mobility. However, implementing IPv6 will have drawbacks, such as lower bandwidth, so it's important to determine which modern operating systems will give the best bandwidth performance over IPv6 networks.
Microsoft Windows 7, and Linux Fedora 12 operating systems on both client machines. We did these setups separately for IPv4 and IPv6 and then compared the results.
Measurement Tools and Metrics
We selected Netperf 2.4.5 (www. netperf.org/netperf/NetperfNew.html) as the pr imar y net work-traff icgeneration and monitoring tool for measuring the data transfer and analyzing protocol performance. One of us (Samad Kolahi) has used Netperf in the past for similar research testing wireless LAN (WLAN) security's performance on different Windows operating systems. 5 As mentioned, the metrics we used in our tests were throughput (measured in megabits per second), RT T (measured in milliseconds), and CPU utilization (measured as a percentage).
We executed most performance evaluation tests for roughly 60 seconds, which usually generated 1 million packets (one run). To ensure the results' accuracy and rule out any inconsistencies, we repeated each test until we achieved a 95 percent confidence interval (after approximately 40 runs).
Experimental Results
For IPv6 and IPv4, we measured the performance parameters using both TCP and UDP protocols. We gradually increased the data packet sizes (128, 384, 640, 896, 1,152, and 1,408 bytes) because packet size affects the results.
IPv6 vs. IPv4 Throughput
Throughput is one measure of a system's comparative effectiveness in a given time period. As Figure 1 shows, for an 802.11n P2P WLAN with WPA2 security, IPv4's TCP throughput was higher than the TCP throughput values for IPv6 for all operating systems and most packet sizes. Comparing the three operating systems for both IPv6 and IPv4 (see Figure 1 ), Fedora 12 recorded the highest TCP throughput. Windows 7 gave the next highest, whereas Windows XP had the lowest throughput value. For IPv6, the highest TCP throughput was 45.14 Mbps (Fedora 12) followed by 41.30 Mbps (Windows 7) and 35.72 Mbps (Windows XP). For IPv4, the highest bandwidths were 46.11 Mbps (Fedora 12), 41.30 Mbps (Windows 7), and 35.72 Mbps (Windows XP). Fedora 12 outperformed Windows 7 and XP for IPv6 and IPv4 due to both a better kernel and how kernel network buffers are allocated and used in the Linux environment. 6 That is, Linux has a pre-allocation of fixed-sized memory buffers so that when a network application transmits data, these buffers help avoid the overhead associated with buffer allocations. The kernel is the most crucial part of most computer operating systems and is responsible for managing resou rces bet ween t he hardware and software.
As Figure 1 indicates, the P2P WLAN can provide up to 46.1 Mbps of TCP throughput. This is much less than the 180 Mbps we achieved in an 
UDP throughput values were much higher than TCP throughput results. UDP is a connectionless protocol and the sender doesn't have to wait for acknowledgments because the receiver doesn't send them. These results are in contrast with the cable LAN results, 3 where TCP and UDP results were close and had up to a 10 Mbps difference (approximately 10 percent). In our P2P WLAN experiments, we observed up to a 45 Mbps difference between TCP and UDP (a 100 percent difference). TCP bandwidth varied from 15 to 47 Mbps, whereas UDP bandwidth was between 20 and 93 Mbps. This difference between the cable LAN results and our WLAN results could possibly be due to the carrier sense multiple access/collision avoidance (CSMA/CA) media access control used in WLANs, which cause TCP acknowledgments to have more effect in WLANs than in cable LANs (as we mentioned, UDP sends back no acknowledgments). However, the results show that at low packet sizes, the difference between TCP and UDP was less significant.
The lower throughput results for IPv6 versus IPv4 for all operating systems considered and for both TCP and UDP is due to IPv6's 40-byte header, 3, 7 which resulted in lower bandwidth for IPv6 and had implications for its performance.
IPv6 vs. IPv4 Round-Trip Time
RTT as a measure of latency is also an important performance metric. Figure 3 shows that IPv6 had a higher The UDP RTT results in Figure 4 show t hat I P v6 had a slight ly higher RTT than IPv4 on Windows 7 and Windows XP. In Windows 7 for all packet sizes, the differences between IPv4 and IPv6 RTT were approximately between 0.02 and 0.03 ms (for example, 1.75 ms for IPv4 compared to 1.78 ms for IPv6 at a packet size of 1,408 bytes). For Windows XP, the maximum difference was 0.13 ms at a packet size of 384 bytes (1.42 ms for IPv4 compared to 1.55 ms for IPv6). Among the three operating systems, Windows XP had the highest difference in RTT between IPv6 and IPv4 (up to 0.13 ms). For Fedora 12, IPv4 had a higher RTT than IPv6 on packet sizes of 640, 896, 1,152, and 1,408 bytes, whereas IPv6 had higher RTT for the 128 and 384 byte packet sizes. The highest gap occurred with a packet size of 1,408 bytes, where IPv4 had 0.10 ms higher UDP RTT than IPv6 (1.73 ms compared to 1.63 ms).
As Figure 4 shows, for IPv6, F e d or a 12 h a d b e t t e r U DP RT T performance than the two Windows-based operating systems.
The IPv6 RTT ranged from 1.32 ms (for a packet size of 128 bytes) to 1.63 ms (for a packet size of 1,408 bytes) for Fedora 12, between 1.41 ms and 1.73 ms for Windows XP, and between 1.44 ms and 1.78 ms for Windows 7. For IPv4, Fedora again had a lower RTT than the other two operating systems. The exception was that Fedora 12 had marginally higher UDP RTT than XP for packet sizes from 896 to 1,408 bytes. The IPv4 RTT range was 1.24 ms to 1.73 ms for Fedora 12, 1.46 ms to 1.75 ms for Windows 7, and 1.36 ms to 1.67 ms for Wi ndows X P. Note t hat RT T increased with increases in packet size. This likely occurred due to t he amor tization of overheads associated with larger packet sizes (larger payloads).
3
CPU Utilization
CPU utilization is an important resource we must manage to run operating systems efficiently. We measured CPU usage at the sending node during our throughput experiments (see Figure 5 ). Fedora 12 (ranging from 25 percent to 47 percent) used more CPU resources than Windows 7 (ranging from 15 percent to 37 percent) and Windows X P (13 percent to 30 percent) for both IPv4 and IPv6. CPU usage was higher at small packet sizes and dropped off steadily as packet size increased.
We can also see from Figure 5 that IPv6 utilized more CPU resources than IPv4 for all three operating systems considered, but the range was within 5 percent for all packet sizes. This is much less than the 20 percent difference observed for Windows 2000 and Solaris reported in a previous study. 3 Given that a higher CPU usage corresponds to a higher load on the system, IPv6 had more processing load due to higher features and higher overhead. One of us (Samad Kolahi) and colleagues conducted a clientserver wireless 802.11n study (with and without LAN security) on the performance comparison of IPv4 and IPv6 using Windows Server 2008, Windows XP, and Windows Vista. 4 The operating systems and protocols implemented in these studies are mostly out of date now, so new studies are required to examine the latest operating systems using the latest wireless protocol. To our knowledge, there is no literature to date evaluating IPv6 using IEEE 802.11n peer-to-peer WLANs and various modern operating systems (Windows XP, Windows 7, and Fedora 12). The contribution of our research is to obtain new results by investigating the drawbacks of implementing IPv6 (in terms of delay and bandwidth) and further investigate which commonly used operating systems would give the best performance.
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