


























































































































いるとする）が k番目のトピックの下で出現する確率を fk,v とする。このよう
な状況下で、確率ベクトル θd = {qd,k}と ϕk = {fk,v}の生成に対してディリクレ
分布を仮定する。例えば、潜在トピックとして政治、経済、科学の３つを考え
る。この時、θd は {政治、経済、科学} = {0.3,0.5,0.2}とか {0.8,0.1,0.1}といった
ものに対応して、この組み合わせが生じる確率が
    θd ∼ Dir(α)  (d = 1, 2, … , M)
 （1）
    ϕk ∼ Dir(β)  (k = 1, 2, … , K)
に従うというものである。（1）式において、ディリクレ分布をDir として表し




　次に、文書 dにおける i 番目の単語をwd,i (ここで、i = 1, … , nd)として、そ




それらの出現分布は同じ分布に従うこととなる。変数wd,i と zd,i は共に離散値
を取るので、
    zd,i ∼ Multi(θd)  (i = 1, 2, … , nd)
 （2）
    wd,i ∼ Multi(ϕzd)  (i = 1, 2, … , nd）
という θd、ϕzd に依存した多項分布に従うことを仮定する。（2）式のMulti は
多項分布を表す。この一連の流れを視覚的に表したものが図１である。LDA
























    f (x) = w ⋅ x + b （3）
ここで、wは分離面の法線ベクトルで、bは切片である。一般性を失うことな
しに、
    min{| f (xi)|, i = 1, … , M} = 1 （4）
という条件を wと b に課す［25］。この時、分離面に最も近い点までの距離は
1/|w|となる。SVMでは、この距離が最大になるように |w|を決めることで分
離面が求められる。態度不明の文書の単語ベクトル yを考えた時に、f (y) ≥ 0





























  1. ウクライナ&ロシア&米国【ウクライナ】
  2. テニス&錦織&大会【テニス】
  3. 原子力&安全&審査【原子力】
  4. 集団 &政府&自衛権【集団】













  1. 地震 &原発&事故【原発】
  2. 地震 &津波&避難【津波】









トピック 記事数 平均文字数 標準偏差 最小文字数 最大文字数
ウクライナ 150 1468 1335 186  7853
テニス 150  997  826  94  4890
原子力 150 1136  956 176  7079
集団 150 1437 1241 227 11423























トピック 記事数 平均文字数 標準偏差 最小文字数 最大文字数
原発 150 1214 1008 227  9549
津波 150 1160  628 166  2879













































パラメータ gは特徴語を決めるパラメータである。ここでは、g = 0.25の場合
を標準ケースと呼ぶ。標準ケース以外にも、g = 1.25、1、0.75、0.5、0 の場合
について同様の計算を行う。これらはそれぞれ一つの記事辺り平均46（g = 






























































A,k は表４のようになる。今、確率の高い順に数えた時の i 番目の













































ウクライナ テニス 原子力 集団 STAP
LDAで推測さ
れたトピック
ウクライナ 141 　1 　0  10 　2 0.916
テニス 　4 149 　0 　1 　1 0.961
原子力 　1 　0 148 　1 　0 0.987
集団 　3 　0 　1 137 　0 0.972






　ここで、推定失敗したX < 0.6 の記事についてその記事のP2に対応するトピ
ックが正しいトピックと一致しているかどうかを調べる。表６から、X < 0.6
では22件において推定失敗をしていることがわかる。その中で、P2が一致し
ている記事は22件中19件（86％）になる。一方、推定失敗したX ≥ 0.6 の記事
は P2と対比しても、６件中４件（67％）しか合っていない。このことは、推








表６： 標準ケースにおける (P1 − P2) / P1に対する推定に成功、または失敗した記事数と
その割合。Xは0.2刻みでまとめている。
番号 範囲Xa 推定に成功した記事数Ns 推定に失敗した記事数Nf 割合 (%)b
1 0 ≤ X < 0.2  12 6 33
2 0.2 ≤ X < 0.4  25 9 26
3 0.4 ≤ X < 0.6  49 7 13
4 0.6 ≤ X < 0.8 211 2 0.9
5 0.8 ≤ X < 1.0 425 4 0.9
a  X = (P1 − P2) / P1








































g = 1 まで精度は飽和している。gが大きくなると解析に使用される単語数が減る
ため、その精度が落ちる。g = 1.25 は一つの記事あたり46単語を使って記事の内
容を推定している。
90

















はここでは g = 1、0.75、0.5、0.25、0 とし、それぞれは一記事あたり65、97、




























原発 107 　5  18 0.823
津波  34 115  28 0.700
防災 　9  30 104 0.727
表８：標準ケースにおける (P1 − P2) / P1に対する推定に成功、または失敗した記事数。
番号 範囲Xa 推定に成功した記事数Ns 推定に失敗した記事数Nf 割合 (%)b
1 0 ≤ X < 0.2  45 43 49
2 0.2 ≤ X < 0.4  68 33 33
3 0.4 ≤ X < 0.6  89 33 27
4 0.6 ≤ X < 0.8 114 15 12
5 0.8 ≤ X < 1.0  10  0  0
a  X = (P1 − P2) / P1




























































































Size of training data
図４：横軸は訓練データの数、縦軸は精度（％）を示す。200件の場合を除くすべての
場合で訓練データの標本を５回変えて精度の平均値とエラーバーを算出した。○
印は SVM-Okapi BM25、△印は SVM- 頻出数、□印は判別分析 -Okapi BM25、
▽印は判別分析 - 頻出数を示す。エラーバーは95％信頼区間である。エラーバー
に対して○印に付いている実線は SVM-Okapi BM25、△印に付いている長破線は
SVM- 頻出数、□印に付いている点線は判別分析 -Okapi BM25、▽印に付いてい
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