Stacked fully convolutional networks with multi-channel learning: application to medical image segmentation by Bi, Lei et al.
CGI2017 manuscript No.
(will be inserted by the editor)
Stacked Fully Convolutional Networks with
Multi-Channel Learning: Application to Medical
Image Segmentation
Lei Bi · Jinman Kim · Ashnil Kumar ·
Michael Fulham · Dagan Feng
Abstract The automated segmentation of regions of interest (ROIs) in medical
imaging is the fundamental requirement for the derivation of high-level semantics
for image analysis in clinical decision support (CDS) systems. Traditional segmen-
tation approaches such as region-based depend heavily upon hand-crafted features
and a priori knowledge of the user. As such, these methods are difficult to adopt
within a clinical environment. Recently, methods based on fully convolutional net-
works (FCN) have achieved great success in the segmentation of general images.
FCNs leverage a large labelled dataset to hierarchically learn the features that
best correspond to the shallow appearance as well as the deep semantics of the
images. However, when applied to medical images, FCNs usually produce coarse
ROI detection and poor boundary definitions primarily due to the limited num-
ber of labelled training data and limited constraints of label agreement among
neighboring similar pixels. In this paper, we propose a new stacked FCN architec-
ture with multi-channel learning (SFCN-ML). We embed the FCN in a stacked
architecture to learn the foreground ROI features and background non-ROI fea-
tures separately, and then integrate these different channels to produce the final
segmentation result. In contrast to traditional FCN methods, our SFCN-ML ar-
chitecture enables the visual attributes and semantics derived from both the fore-
and background channels to be iteratively learned and inferred. We conducted
extensive experiments on three public datasets with a variety of visual challenges.
Our results show that our SFCN-ML is more effective and robust than a routine
FCN and its variants, and other state-of-the-art methods.
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1 Introduction
Clinical decision support (CDS) systems are a major research area in medical imag-
ing [1]. The basic concept is that the computer output is employed as a second
opinion to assist physicians’ image interpretation so as to improve diagnostic ac-
curacy and reduce image reading time [2, 3]. Further, medical image segmentation
is a fundamental requirement for a CDS system [4, 5]. The underlying objective is
to partition the medical image into different anatomical structures, thereby sep-
arating the regions of interest (ROI), such as tumors from their background [6].
This fundamental need has motivated the development of numerous segmentation
methods for medical images. However, traditional methods that use edges, regions
and shape models, depend heavily on hand-crafted features and prior knowledge,
which inhibit widespread application.
Deep learning methods based on fully convolutional networks (FCNs) have
recently achieved great success in segmentation problems [7-9]. This success is
primarily attributed to the ability of FCNs to leverage large datasets to derive a
feature representation that combines low-level appearance information with high-
level semantic information [7]. In addition, FCNs can be trained in an end-to-end
manner for efficient inference, i.e., images are taken as inputs and the segmentation
results are directly outputted. Many investigators have attempted to adapt FCNs
to medical image segmentation [10-13]. However, there is a scarcity of annotated
medical image training data due to the large cost and complicated acquisition
procedures [10]. Consequently, without sufficient training data to cover all the
variations in ROIs, e.g., lesions from different patients can have major differences
in size/shape/texture, FCNs cannot provide accurate segmentation. In addition,
FCNs have large receptive fields in the convolutional filters and hence produce
coarse outputs of the ROI boundaries. They also lack smoothness constraints to
encourage label agreement among similar neighboring pixels, and therefore it is
difficult to produce a probability map with a consistent spatial appearance.
1.1 Related Work
Medical image segmentation methods can be grouped into four main categories:
(1) semi-automated — where the segmentation is interactive; (2) un-supervised
fully automated — where the segmentation is done without using training data
(labels); (3) traditional supervised fully automated — where the segmentation
proceeds using trained models (without deep learning techniques); and (4) deep
learning based supervised fully automated — where segmentations uses a trained
deep learning model.
Semi-automated methods require user initialization of the segmentation pro-
cess, such as through seed selection [14-16] or contour placement [17, 18]. These
seeds and contours can then been grown or morphed to the boundaries of the ROI
according to predefined functions [18]. The manual initializations, however, are
usually subjective, time-consuming and difficult to reproduce. As a consequence,
such methods are unreliable for wide adoption in clinical environments.
Unsupervised fully automated medical image segmentation methods mainly fo-
cus on thresholding [19], energy functions [20, 21] and region merging [22]. Thresh-
olding methods attempt to separate the ROI based on a threshold value, which is
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Fig. 1 Three types of medical images used in our evaluation arranged in rows. The left column
shows the original image and the right column is the respective ground truth ROI annotations
outlined in red. Top row (a) plain chest radiograph with annotated clavicle, (b) abdominal
ultrasound (US) image with annotated liver lesion, and (c) histological image of colorectal
cancer with annotated glands.
generally calculated by analyzing pre-defined image features e.g., an intensity his-
togram [19]. Methods based on energy function attempt to identify ROI boundaries
by minimizing a well-defined cost (energy) function defined on image character-
istics such as edges [23] and statistical distributions [24]. Region merging based
methods recursively merge pixels or regions together in a hierarchical manner [25].
Unsupervised methods have a limited capacity to accurately segment challenging
medical images, such as those with artifacts or where ROI boundary information
is missing [4]. Thresholding based methods are further limited by the intensity
distribution of the ROI and may fail if the distribution contains multiple peaks.
Traditional supervised fully automated medical image segmentation methods
mainly focus on using shape models [26] and trained classifiers [27]. Methods based
on shape models attempt to build a model (via atlas registration or deformation)
together with prior knowledge of the ROI such as shape and appearance infor-
mation [26, 28-31]. The built model is then applied to the image to segment the
ROI based on local features e.g., intensity or texture features. Methods based on
trained classifiers attempt to firstly extract pixel or regions features such as SIFT
[32], HoG [33], texture features [34] and then use various classifiers, such as sup-
port vector machine [33], to separate the ROI from the background. Model based
methods are usually limited to ROIs that have strong shape priors with relatively
fixed locations, such as the liver and the lung fields. Therefore, these model based
methods are not applicable to ROIs with various sizes and random locations e.g.,
tumors in different organs that spread beyond usual tissue boundaries, fractures
and regions of infarction. Model based methods are further limited to segment
multiple ROIs in an image simultaneously e.g., multiple lesions. These supervised
methods also rely on using low-level features, which do not capture image-wide
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Fig. 2 Overview of our stacked fully convolutional networks with multi-channel learning
method (SFCN-ML).
variations, and their performance relies on correctly tuning a large number of
parameters and effective pre-processing techniques e.g., image de-noising.
The current deep learning based supervised fully automated segmentation
methods mainly focus on using patches such as sliding windows [35-37] and super-
pixels [38, 39], or adopt a FCN architecture. Patch-based methods try to predict
if the patch or the center of the patch is inside the ROI; the patches are trained
and inferred in a deep learning network. These patch-based methods are inefficient
since accurate segmentation requires a prediction for every pixel in the image. In
addition, the independent training and prediction of patches results in a loss of spa-
tial context, meaning that the segmentation results usually lack consistency with
coarse and inconsistent labeling of adjacent pixels. Recent work based on FCNs by
Chen et al. [10] and Xu et al. [12], combined FCNs with contour (edge) features
to constrain the boundary of the ROIs for accurate segmentation. Ronneberger et
al. [40] proposed a U-net for image segmentation, where the FCN architecture was
modified to combine different feature maps (intermediate results) produced at dif-
ferent layers to produce the final segmentation result, which thereby increase the
smoothness. Other researchers have added graph models such as conditional ran-
dom field (CRF) [11, 41], topology [13], graph cut [42] and level-sets [43]. However,
these methods have limited capacity to refine the segmentation results. Compared
with the supervised deep FCN architecture, the following refinements are usually
based on unsupervised learning or priori knowledge, with low-level features. Such
refinement procedures could dictate the final segmentation performance and ignore
the FCN segmentation outcome. Furthermore, there is no feedback mechanism to
guide the refinement, which is problematic with challenging ROIs. As an example,
the aim of the CRF is to minimize the overall energy function and so it could
refine the coarse outcome of the FCN. However, the CRF could also fail into a
local minimum for inhomogeneous ROIs.
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1.2 Our Contribution
We propose a new fully automated ROI segmentation method for medical images
to overcome the challenges mentioned above. We have named it stacked fully convo-
lutional networks with multi-channel learning (SFCN-ML). Our method improves
on the state-of-the-art object detection method of FCN [7] that is specifically opti-
mized for common visual attributes to medical image segmentation. In contrast to
the coarse and noisy segmentation results of FCN, our method uses the previously
estimated segmentation results to learn and refine the segmentation results across
the stacked FCN architecture. Our method has the following contributions:
(1) The stacked FCN (SFCN) learns and predicts the segmentation iteratively and
so minimizes the segmentation errors for challenging ROIs. During training,
SFCN learns from the training data (training images and the manual anno-
tations) and the estimated results derived from the previous SFCN iteration.
The ability to learn from the previous iterations boosts the training data and
also optimizes the learning of the ROI boundaries, which are usually difficult
to segment. During prediction, the SFCN uses test (input) images and the
estimated probabilities derived from previous iterations to gradually improve
the segmentation accuracy.
(2) The stacked multi-channel learning refines the ROI segmentation in the context
of the foreground and background. Existing methods mainly focus on segment-
ing the foreground area (directly segment the ROI) which is problematic when
ROIs having inhomogeneous textures. Our method integrates the foreground
and background segmentation results.
(3) Our method can be applied to a large variety of medical images and in this
work we use examples from plain radiography, ultrasound and histology. These
images were selected to provide a range of diversity including:
(a) different types of ROIs - lesions and anatomical structures;
(b) various ROI localizations - relatively fixed and random positions;
(c) grayscale and color images;
(d) ROIs with varying contrasts/textures and,
(e) regular and irregular shapes/boundaries.
The rest of this paper is organized as follows: Section 2 describes our methods;
Section 3 presents the experimental results on the three imaging datasets and
includes the comparison of our method to the existing state-of-the-art methods
and the conventional FCN architecture; the discussion is found in Section 4 and
the conclusions are found in Section 5.
2 Methods and Materials
2.1 Overview of the Framework
The outline of our SFCN-ML method is shown in Fig. 2. The FCN component
was applied to the input medical image to obtain a foreground and a background
probability map. These probability maps together with the input medical image
are then fed into two separated FCN components for foreground and background
channel refinement. Finally, the refined foreground and background probability
map are integrated to produce the final segmentation results.
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2.2 Fully Convolutional Networks (FCN)
The traditional FCN architecture contains downsampling and upsampling parts
[7]. The downsampling part has convolutional and max-pooling layers to extract
high-level abstract information and has been widely used in convolutional neural
networks (CNN) for image classification related tasks [44]. The upsampling part
has convolutional and deconvolutional layers that upsample the feature maps to
output the score masks [10].
Convolutional layers are defined on a translation invariance basis and have
shared weights across different spatial locations. The input and the output of con-
volutional layers are feature maps and are calculated by convolving convolutional
kernels:
fs (X;W, b) = W∗sX + b (1)
where X is the input feature map, W denotes the kernel, b is the bias, ∗s
represents convolution operation with stride s. As a result, the resolution of the
output feature map fs (X;W, b) is downsampled by a factor of s. Convolutional
layers are usually interleaved with max-pooling layers. Max-pooling layers are a
form of non-linear downsampling, which is usually used to further improve trans-
lation invariance and representation capability [45]. Max-pooling layers also have
the ability to partition the input into non-overlapping sub-regions, which mini-
mizes the computation cost of the upper layers and also reduces over-fitting [7].
The FCN network can be defined as:
Y = US (FS (I; θ) ;ϕ) (2)
where Y is the output prediction (probability map of ROI), I is the input image,
FS denotes the feature map produced by the stacked convolutional layers with a
list of stride S, US denotes the deconvolution layers that upsamples the feature
map by a list of factors S to ensure both the output Y and input I have the same
size (height and width). θ and ϕ are the learned parameters for convolutional and
deconvolution layers. For training of FCN, the whole architecture can be defined
as minimizing the overall loss between the predicted results and the ground truth
annotation of the training data:
arg min
θ,ϕ
∑
L(Y,Z|θ, ϕ) (3)
where L calculates the loss (per-pixel multinomial logistic loss) of the ground
truth annotation Z and the predicted results. The FCN network parameters θ and
ϕ can then be iteratively updated using stochastic gradient descent (SGD) [46]
algorithm. For segmentation, FCN takes an image of arbitrary size and outputs a
probability map of the same size that indicates the ROI area.
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2.3 Stacked Fully Convolutional Networks with Multi-Channel Learning
(SFCN-ML)
Our SFCN-ML embeds the foreground and background probability map produced
at the previous FCN component for training and testing. The foreground and
background channel learning can then be defined as:{
Q = US (FS (I, Y ; θQ) ;ϕQ)
R = US (FS (I, [1− Y ] ; θR) ;ϕR) (4)
Where Y is the output of equation (2), Q and R represent the refined fore-
ground and background prediction (probability map), respectively. We trained Q
and R separately based on equation (3) to get the convolutional parameters θQ, θR
and deconvolution parameters ϕQ, ϕR. We also changed the loss function to only
consider foreground or background to facilitate the fore- or background learning.
In general, foreground prediction Q and background prediction R are com-
plementary to each other, in which foreground prediction could produce over-
segmentation results with isolated regions, while background prediction could
under-segment the ROI. Therefore, we produce the final segmentation map by
integrating these two maps, and this can be defined as:
P = γ ·Q+ (1− γ) · [1−R] (5)
Where γ is a constant weight that balances the importance of the foreground
and the background prediction and we empirically set γ = 0.6 to favor the fore-
ground prediction.
The final integrated probabilistic map was converted into a binary segmenta-
tion result via > 0.5 probability thresholding.
2.4 Materials
We selected three different datasets with a variety of visual characteristics to
evaluate the effectiveness and robustness of our method.
(1) We used the chest radiograph anatomical structure segmentation (CRASS) set
(Fig. 1(a)) [47] a public set of 299 posterior-anterior chest radiographs. The set
was selected from a database containing images with a high rate of tuberculosis.
All subjects were 15 years or older. The manually annotated clavicles were used
as the ground truth. In this paper, we randomly selected 200 images as training
set (∼67%) and the remaining 99 images were selected as the test set (∼33%).
(2) The second dataset was the SYSU-US dataset (Fig. 1(b)) [15] a public dataset
of 23 ultrasound studies of the abdomen with lesions in the liver. Each patient
had approximately 20 images (slices). Expert manually annotated lesions were
used as the ground truth. We used 240 randomly selected images (50%) as the
test set and the remaining images as the training set (240 images, 50%). Then
we reversed the role of the two sets and averaged the results.
(3) The third dataset was the GlaS dataset (Fig. 1(c)) [48] – a public dataset
consisting of 165 histological images of colorectal cancer. Expert manually an-
notated gland structures were used as the ground truth. The dataset was la-
belled as the training and the test set by the dataset provider which including
85 training images and 80 test images.
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Table 1 Image datasets used in this paper.
Type CRASS SYSU-US GlaS
Train
Image Number 200 240 85
Percentage 67% 50% 52%
Test
Image Number 99 240 80
Percentage 33% 50% 48%
Total Image Number 299 480 165
A summary of each dataset is listed in Table 1.
2.5 Training SFCN-ML
There is a scarcity of medical image training data as noted previously when com-
pared to general images [49, 50]. Research has suggested that the lack of training
data can be alleviated by fine-tuning, where the lower layers of the fine-tuned
network are more general filters (trained on general images) while those in the
higher layers are more specific to the target problem [49, 51]. Therefore, we used
the off-the-shelf MatConvNet [52] version of FCN trained on the PASCAL VOC
2011 dataset. To achieve more precise details of pixel prediction, we fine-tuned
a stride-8 FCN architecture (FCN-8s) on the each of the training datasets. Data
augmentation techniques including random crops and flips were used to improve
robustness [51, 53]. For each FCN component, we fine-tuned the pre-trained FCN
model separately (using the same training images and the same annotations, ex-
cept for the background channel learning. We used the inverse of the annotation
for the background channel learning). Each FCN component took about 6-8 hours
to fine-tune over 200 epochs with a batch size of 50 on a 12GB Titan X GPU, with
converged at about the 150th epoch. For the CRASS dataset, we first cropped out
the top half of the chest radiograph. We then separated the cropped chest radio-
graph into left and right images for training and segmentation (see Fig. 1). For
the GlaS dataset, there was an additional fourth input channel (the probability
map), which meant we could not directly fine-tune the FCN-8s, which expected 3-
channel inputs (usually RGB images). So we fine-tuned 3 FCN models separately
and we replaced one of the RGB channels with a probability map produced by the
initial FCN results. We rotated replacement of the three color channels of the 3
FCN models to cover all different replacement variations.
3 Experiments and Results
3.1 Evaluation Metrics
We used the most common segmentation evaluation metrics including: the dice
similarity coefficient (Dice), Jaccard index (Jac.), sensitivity (Sen.), specificity
(Spe.) and accuracy (Acc.), defined as:
Dice =
2 |GT ∩ PR|
|GT |+ |PR| , Jac. =
|GT ∩ PR|
|GT ∪ PR| (6)
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Table 2 Segmentation results for the CRASS dataset.
CRASS Dice Jac. Sen. Spe. Acc.
FCN 74.43 61.25 70.35 99.53 98.61
SFCN-FL 81.10 70.01 80.06 99.52 98.92
SFCN-BL 80.54 69.20 80.44 99.46 98.86
SFCN-ML 81.40 70.47 80.68 99.52 98.93
diff 6.96 9.22 10.33 -0.01 0.32
Table 3 Segmentation results for the SYSU-US dataset.
SYSU-US Dice Jac. Sen. Spe. Acc.
FCN 71.62 58.65 68.04 99.56 98.67
SFCN-FL 79.94 68.66 82.45 99.44 98.97
SFCN-BL 79.95 68.35 84.28 99.35 98.95
SFCN-ML 80.71 69.50 84.01 99.42 99.00
diff 9.09 10.86 15.97 -0.14 0.33
Sen. =
|TP |
|TP |+ |FN | , Spe. =
|TN |
|TN |+ |FP | (7)
Acc. =
|TP |+ |TN |
|TP |+ |TN |+ |FP |+ |FN | (8)
Where GT denotes the ground truth, PR is the algorithm predicted segmenta-
tion result, TP s are the true positive pixels (ROIs), TNs are the true negative pix-
els (background), FP s are the false positive pixels and FNs are the false negative
pixels. We also calculated the pixel-level receiver operating characteristic (ROC)
curve and the precision-recall (PR) curve for additional comparisons. ROC and
PR curves are widely used for segmentation related problems on general images
[54].
3.2 Results from CRASS, SYSU-US and GlaS Datasets
We first compared our method to the state-of-the-art FCN method (also trained
with a stride-8 FCN architecture) on all different datasets. We also measured the
performance when only using foreground or background channel learning, denoted
by SFCN-FL and SFCN-BL. Tables 2, 3, 4 and Fig. 3 show the segmentation
results on the 3 datasets. Our SFCN-ML method had the best overall performance
across all the different measurements and improved the existing FCN method with
a margin of ∼2 — 11% in the Jaccard measure. Also the multi-channel learning
method consistently performed better than the single channel learning approaches.
For Tables 2-4, the values in bold are the best results; diff= difference between
our SFCN-ML and FCN.
10 Lei Bi et al.
Table 4 Segmentation results for the GlaS dataset.
GlaS Dice Jac. Sen. Spe. Acc.
FCN 87.21 78.24 84.49 90.84 88.31
SFCN-FL 88.66 80.50 86.29 91.65 89.47
SFCN-BL 88.58 80.37 86.73 90.74 89.38
SFCN-ML 88.70 80.56 86.37 91.63 89.50
diff 1.49 2.32 1.88 0.79 1.19
Table 5 Comparison with the state-of-the-art segmentation methods on the SYSU-US
dataset. Super. = supervised methods; Semi. = semi-automated methods; Deep = deep learn-
ing methods.
SYSU-US Jac. Super. Semi. Deep
CVAC 33.68 8 8 8
LS 33.88 8 8 8
STF 57.04 4 8 8
SnapCut 62.26 8 4 8
CM 65.71 8 4 8
FCN 58.65 4 8 4
SFCN-FL 68.66 4 8 4
SFCN-BL 68.35 4 8 4
SFCN-ML 69.50 4 8 4
3.3 Comparison with the state-of-the-art methods
We compared our methods with the state-of-the-art methods on the SYSU-US
and GlaS datasets. The SYSU-US dataset was recently used in the evaluation
of a number of state-of-the-art methods [15]. The comparison methods were as
follows: (1) CVAC [55] — Chan-Vese active contour based segmentation; (2) LS
[56] — level-set based segmentation; (3) STF [57] — semantic texton forest; (4)
SnapCut [58] — segmentation using localized classifiers; (5) CM [15] — inference
with collaborative model; and (6-8) FCN, SFCN-FL and SFCN-BL. The results for
methods (1-5) were reported in [15] and the attributes of each method are listed
in Table 5. The results in Table 5 shows that our SFCN-ML provided a major
improvement on existing methods for ultrasound ROIs.
For the GlaS dataset, we compared our SFCN-ML method with the recent
published methods (reported in [13]), which are also based on FCNs. These meth-
ods were: (i) FCN-32s [7] — a FCN with a 32 stride; (ii) DeepLab [8] — a FCN
with a conditional random field (CRF) as the post refinement; (iii) CRF-RNN [9]
— CRF as recurrent neural networks (RNN), which embed CRFs inside the FCN
architecture; (iv) FCN+SM [13] — FCN with a smoothness term for refinement;
(v) FCN+SM+TP [13] — a FCN with a smoothness and topology term for re-
finement. To make our results comparable, we followed the evaluation methods
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Table 6 Segmentation results of our method compared with the state-of-the-art methods on
the GlaS dataset.
GlaS DiceObj Acc.
FCN-32s 70.00 80.00
DeepLab 69.00 78.00
CRF-RNN 42.00 73.00
FCN+SM 78.00 90.00
FCN+SM+TP 80.00 86.00
FCN 74.99 88.31
SFCN-FL 78.14 89.47
SFCN-BL 76.68 89.38
SFCN-ML 78.26 89.50
reported by Sirinukunwattana et al [48] with a DiceObj value which measures the
gland level Dice for evaluation and is defined as:
DiceObj =
1
2

NGT∑
i=1
µiDice (GTi, PRi) +
NPR∑
j=1
δiDice (GTj , PRj)
 (9)
Where NGT and NPR denotes the number of glands in the ground truth and
the algorithm predicted results. The first term reflects how well each ground truth
gland overlaps with the algorithm segmented gland, and the second term reflects
how well the algorithm segmented gland overlaps its ground truth gland. µi and
δi are defined to put less weights on small regions (on both algorithm segmented
gland and ground truth gland) and can be calculated as:
µi =
|GTi|∑NGT
k=1 |GTk|
, δi =
|PRi|∑NPR
t=1 |PRt|
(10)
Table 6 shows that our method without adding any post-refinement techniques
has better performance when compared to DeepLab and CRF-RNN and it per-
forms competitively when compared with the recent published methods FCN+SM
and FCN+SM+TP.
4 Discussion
Our findings show that our method has higher segmentation accuracy than state-
of-the-art FCN methods for ROI segmentation. In general, FCNs can be employed
to segment ROIs on medical images. However, due to the lack of label agree-
ment and consistency constraints, FCNs usually generate poor boundary defini-
tions with the production of many isolated regions (see Fig 4ii). In comparison,
our methods provide improved segmentation results with an average increase of
∼2—11% in the Jaccard measure. We attribute these benefits to the stacked FCN
architecture that constrains and refines the ROI definitions. Both the foreground
(SFCN-FL) and the background channel learning (SFCN-BL) methods are able to
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Fig. 3 Precision-recall (PR, top) and receiver operating characteristic (ROC, bottom) curves
of the different methods on the CRASS (i), SYSU-US (ii) and GlaS (iii) datasets.
Fig. 4 Segmentation results from 3 examples. (i) input images from CRASS (a), SYSU-US (b)
and GlaS (c) dataset, (ii-v) segmentation results of FCN and our SFCN-FL, SFCN-BL and
SFCN-ML methods. The colors represent true positive (green), true negative (black), false
positive (red) and false negative (yellow) pixels.
refine the boundary definitions and achieved similar performance. The combined
model (SFCN-ML), takes advantages of each result and provides overall better
segmentation results.
Our results from Table 5 indicate that, when compared with traditional meth-
ods such as CVAC and LS, FCN can achieve higher segmentation accuracy (∼25%
increase). We attribute this to FCNs combining deep semantic information in the
upper layers and shallow appearance information in the lower layers in a hierarchi-
cal manner, so it can encode image-wide location and semantic information. The
marginal improvement (∼1.5%) of FCN over the STF method was likely due to
the pre- and post-processing techniques.
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Fig. 5 Segmentation results from 3 example GlaS studies. (i) input images, (ii) ground truth
annotation (GT), (iii, iv) segmentation results from FCN and our SFCN-ML methods. Different
colors represent different gland regions.
As expected, the semi-automated methods CM and SnapCut methods pro-
duced the best results due to refinements from user interactions. User interactions
usually carry a priori knowledge and enable detection and refinement of the seg-
mentation from user selected regions, and therefore perform better than the FCNs
that do not use any refinements. Nevertheless, due to the use of low-level features,
these methods are unable to refine challenging regions e.g., low-texture difference
to the background and inhomogeneous lesions. In contrast, the proposed SFCN-
FL, SFCN-BL and SFCN-ML methods refined the boundary definitions of the
challenging lesions based on using high-level semantic features and learned errors
in a stacked architecture, and therefore improved the Jaccard measure by ∼5—7%.
We suggest that our methods could be improved with additional information from
user interactions.
Table 6 shows our methods when compared to recent published FCN based
methods. The lower performance of FCN-32s was due to the large stride (32) used.
The large stride size usually resulted in more coarse outputs. The improvement of
FCN+SM and FCN+SM+TP over DeepLab and CRF-RNN was likely due to the
graph model used. FCN+CM and FCN+SM+TP used a dedicated graph model
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for gland segmentation, while the graph model used in DeepLab and CRF-RNN
was optimized for general images.
When compared with FCN, our SFCN-ML method has the benefit of cor-
rectly separating different glands, where FCN usually over- or under-separated
the glands, as shown by the example in Fig. 5 (indicated by arrows).
While FCN+CM and FCN+CM+TP perform slightly better than our method
(0.5% in accuracy measure), their reliance on dataset specific graph models may
limit their generalizability. In addition, both FCN+CM and FCN+CM+TP re-
quire careful tuning and do not often produce stable DiceObj and accuracy results,
which may limit their adoption in clinical environments. In contrast, our method
is dataset agnostic and can achieve similar results without adding refinement tech-
niques. This suggests that our method may further benefit through the addition
of graph models.
5 Conclusions
In this paper, we outline a new FCN-based method to automatically segment ROIs
in medical images. Our method obtained accurate segmentation by combining
the important visual characteristics of the foreground and background channels,
which were then iteratively learned and gradually inferred from the stacked FCN
architecture. Our method leverages the capacity of FCNs to segment ROIs without
using any pre- or post- processing techniques e.g., filtering, de-noising and graph
models. Our experiments on three datasets across disparate imaging modalities
show that our method had higher segmentation accuracy compared to conventional
FCNs and the state-of-the-art methods. In the future, we will investigate adapting
our method to other datasets, and how our methods could be improved by user
interaction and pre- and post-processing techniques.
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