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Abstract
Due to the ever-growing threat of security breaches that information technology (IT)
organizations continually face, protecting customer information stored within the cloud is
critical to ensuring data integrity. Research shows that new categories of data breaches
constantly emerge; thus, security strategies that build trust in consumers and improve
system performance are a must. The purpose of this qualitative multiple case study was to
explore and analyze the strategies used by database administrators (DBAs) to secure data
in a private infrastructure as a service (IaaS) cloud computing. The participants
comprised of 6 DBAs from 2 IT companies in Baltimore, Maryland, with experience and
knowledge of security strategies to secure data in private IaaS cloud computing. The
disruptive innovation theory was the conceptual framework for this study. Data were
collected using semistructured interviews and a review of 7 organizational documents. A
thematic analysis was used to analyze the data. Four key themes emerged: importance of
well-defined security measures in cloud computing, measures to address security controls
in cloud computing, limitations of existing security controls in cloud computing, and
future and potential security measures solutions in cloud computing. The findings may
benefit DBAs and IT organizations by providing strategies to prevent future data
breaches. Well-defined security strategies may protect an individual’s data, which in turn
may promote individual well-being and build strong communities.
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Section 1: Foundation of the Study
Background of the Problem
For information technology (IT) organizations to remain competitive and stay in
business, IT leaders must strategize ways to remain competitive and keep up with
constant changes in technology. Technological developments such as cloud computing
have allowed businesses to incorporate computable platforms for storing, processing, and
distributing sensitive data (Bhatia & Verma, 2017). Accommodating the emerging trend
of data storage by organizations has, in turn, led IT leaders to change their business logic
(Yu, Cao, & Schniederjans, 2017).
Safeguarding business information is one key cloud computing-related issue
facing IT leaders. Storing data in the cloud has posed privacy and security concerns for
organizations that implement cloud computing (Noblin, Cortelyou-War, & Servan, 2015).
Cyber hacking customers’ and employees’ confidential and sensitive data are on the rise
(Gootman, 2016), and some organizations are reluctant to embrace cloud computing
because of the security challenges. Thus far, IT leaders have not fully addressed the
security challenges posed by cloud computing technologies, according to experts (Igbal et
al., 2016). One of the topmost concerns relates to data security and storing personally
identifiable information (PII) by third-party cloud vendors (Neumann, 2014). Due to
these concerns and challenges of data security, there remains a fundamental requirement
for security with the evolution of cloud infrastructures (Kaaniche & Laurent, 2017).
Cloud computing continues to become more pertinent to business operations, and these
security concerns need to be resolved.
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Problem Statement
With the new paradigm shift to cloud computing, data security is a concern for IT
organizations using third-party vendor private cloud databases for storing confidential
and proprietary data in data centers or at an infrastructure level (Neumann, 2014).
Ninety-three percent of IT professionals in one study in the U.K. and U. S. were
concerned about securing data after sensitive data were moved into the cloud (Aleem &
Christopher, 2013). The general IT problem is that IT organizations have challenges
securing sensitive data that reside in the cloud because appropriate security procedures
are not in place. The specific IT problem is that some database administrators (DBAs)
lack strategies for securing data in private infrastructure as a service (IaaS) cloud
computing.
Purpose Statement
The purpose of this qualitative multiple case study was to explore the strategies
DBAs used to secure data in private IaaS cloud computing. The targeted population
consisted of DBAs at two IT organizations located in the state of Maryland who have
successfully implemented at least one IaaS cloud computing security strategy within the
past 3 years in their organizations to prevent data breaches. The results of this study may
provide a better understanding of the security strategies that DBAs in IT organizations
used to minimize costs for data breaches. Application of study findings by DBAs may
allow IT businesses to stay competitive with potential business growth.
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Nature of the Study
I selected a qualitative case-study design for this study. A qualitative study allows
a researcher to investigate the compound issues pertinent to gaining an in-depth
understanding of the study phenomenon (Houghton, Murphy, Shaw, & Casey, 2015).
Because the primary focus of this study was on exploring and investigating the issues
pertinent to the security strategies used by DBAs to prevent database breaches, a
qualitative study was the appropriate research method. Quantitative researchers measure
a phenomenon using numbers and percentages (Barnham, 2015) and are statistically
focused on analyzing the values of variables (Onen, 2016). Qualitative research was
appropriate for this study because no hypothesis was tested and no relationships between
variables were studied. A mixed-method study is a combination of both qualitative and
quantitative research and is used by researchers to answer complex questions (Than et al.,
2018). This research study was unsuitable for a mixed-method study approach because no
quantitative components were collected.
I considered four qualitative research designs for my research study: ethnography,
phenomenology, narrative, and case study. Researchers use ethnography designs to
observe patterns or experiences of a specified cultural group or community (Thomas,
2017). This design was not appropriate for this study because I was not focusing on
observing the culture of DBAs. A phenomenology design focuses on understanding the
life experiences of a sample population (Kruth, 2015). This design approach was
unsuitable for this study because I did not observe the lived experiences of DBAs while a
database breach occurred. In using a narrative design, researchers primarily focus on
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communicating the lived experiences of research participants through storytelling (Wang
& Geale, 2015). The narrative design was not selected because the focus on the research
study was not on the biographies and historical information of the DBAs exploring IT
strategies. The purpose of my study was to explore the strategies DBAs used to secure
data in private IaaS cloud computing. Therefore, the narrative design study did not align
with the goals of my research study.
A qualitative case study was a preferred design for this study because it allowed
me to delve deeper and understand the research topic and questions. A case study is
defined as an investigation of an enclosed group of people from multiple viewpoints
(Larrinaga, 2017). A case study research design was beneficial because it answered the
how and why questions concerning the preferred security measures that DBAs used to
minimize data breaches (see Larrinaga, 2017). A case study researcher chooses and
deduces information and does not form statistical conclusions (Larrinaga, 2017). The use
of a case-study design allowed me to better understand what the preferred strategies are
for preventing data breaches based on the research participants’ insights and perceptions.
Qualitative research is pragmatic, originating from experience and/or observation (Lewis,
2015; Marks, 2015). A case study produces knowledge about the viewpoints, situations,
and skills of participants. It involves the efficient use of research skills and tools such as
data analysis to understand the participant’s perception of a problem through ascertaining
patterns or themes (Lewis, 2015). Moreover, qualitative research was appropriate for my
study because a central focus was on collaboration among IT professionals. Conducting
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interviews with participants’ gave me insight on their perceptions of and strategies for
collaborating with colleagues.
Research Question
What are strategies database administrators used to secure data in private
infrastructure as a service (IaaS) cloud computing?
Interview Questions
I posed the following interview questions to participants.
1. What was your experience in database security in cloud computing? Please
explain.
2. Have you encountered database breaches? If so, were security measures in
place?
3. Have you ever used security measures to prevent database breaches in cloud
computing? If so, how was this done?
4. How did your existing organization use security measures to prevent data
breaches in IaaS cloud computing?
5. What solutions did your organization provide with regard to preventing data
breaches?
6. What security measures did your organization have in place that was effective
in preventing cloud computing data security breaches?
7. If your organization did not have a standard protocol for preventing data
security breaches, have you implemented security measures to prevent cloud
computing data security breaches in your organization?
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8. What was the least effective security measures used in preventing cloud
computing data breaches?
9. With your DBA experience, what obstacles did you face concerning
implementing cloud computing security measures, and how was this done?
10. In terms of cloud computing, what were your concerns in implementing
security measures, and had the organization done to rectify these concerns?
Conceptual Framework
The framework chosen for this study was the disruptive innovation theory (DIT).
DIT was initially published by Christensen in 1997. Christensen (1997) proposed that
organizations can be successful when their leadership support new technology instead of
evading it or refusing to acknowledge it. DIT was the basis of a series of mature
technological innovation studies, the focus of which was on identifying radical
innovation (e.g. Bohnsack & Pinkse, 2017; Christensen, 2011). The impact of this radical
nature of DIT changed the existing core business logic in organizations and created new
business units that performed diverse value activities (Christensen, 2011). Thus, this shift
in the organization’s core business logic resulted in resistance to change from the
organization’s business stakeholders. Additionally, Christensen (2011) contended that
DIT has gained more success from new start-up organizations than established
organizations because leaders built new infrastructure to accommodate disruptive
innovation, unlike leaders of established organizations who had to dismantle their
existing infrastructure and core business logic. Thus, new organizations that utilized DIT
were more successful than established organizations.
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The DIT framework worked well for my cloud computing study because it is a
process that focuses on getting the business model right from the outlying market to the
conventional market, and it is a slow process that takes time to evolve, with resistance
along the way. Security and privacy challenges have been an obstacle to adopting cloud
computing in many organizations (Singh & Chatterjee, 2017). Cloud computing has been
a slow process for organizations to implement due to the security and privacy challenges
that remain unanswered. Moreover, IT professionals and organizations are reluctant to
adopt new technology even though it has cost-saving benefits (Christensen, Raynor, &
McDonald, 2015). I studied the impact of security and privacy challenges for
implementing strategies for securing data in private IaaS cloud computing. Christensen
(1997) stated that the DIT supports innovations and spawns evolution, which enhances
performance in the current IT environment. Therefore, DIT supported the qualitative case
study because the research emphasis was on the opinions of IT professionals regarding
security strategies on cloud computing used to prevent data breaches in IaaS private
cloud. Knowledge arising from the study may help IT leaders to improve the process of
organizations implementing cloud computing and make use of the cost-saving benefits of
this technology.
Additionally, the DIT framework supported the development of cloud computing,
a new evolving technology, which allowed early adopters in companies such as Amazon
Web Services to venture into this developing market (Streitfeld, 2014). Cloud computing
was also touted by Yu et al. (2017) as a disruptive innovation due to its frequent use by
organizations. New technology was also the root of disruptive innovations because it
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altered the service process, and organizations used this transformation for achieving a
competitive edge (Padgett & Mulvey, 2007). Cloud computing have made organizational
leaders change the way they conducted business, such as accessing software anywhere
and anytime as long as it had Internet capability.
Disruptive innovation has changed the way organizations conduct business to
remain competitive in the IT market. Organizational leaders were threatened by
technologies that disrupted the way they conducted business because they could not
incorporate new technology such as cloud computing (Neumann, 2014; Vecchiato, 2017).
The implementation of DIT by business leaders strategically changed the way they did
business, and this required constant improvement of their products and services, as well
as provided organizations with a competitive edge (Vecchiato, 2017). Disruptive
innovation also modified organizations’ business processes by meeting market demands
and eliminated existing archaic business practices (Sims, 2016). For example,
organizations were no longer paying rent for physical buildings to store databases.
Instead, these data-stored services were now done through cloud service providers, thus
minimizing energy costs (Schniederjans & Hales, 2016). With cloud computing
representing the new way to store data, DBAs need to know what strategies are required
to secure data stored in the cloud.
Operational Definitions
The following key operational terms are used in this cloud computing study:
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Cloud computing: A resource pool of hardware and software infrastructure
provided by a cloud computing vendor that is efficiently and flexibly accessed by users
based on the availability of internet connectivity (Parisha, Puneet, & Sheenu, 2017).
Cloud service provider: A vendor that provides numerous services which include
basic types of hardware and software architecture services, such as Software as a Service
(SaaS), Platform as a Service (PaaS) and Infrastructure as a Service (IaaS), based on the
business needs of organizations (Supriya, Sangeeta, & Patra, 2016).
Community cloud: A cloud deployment model infrastructure for collective use by
multiple organizations and upkeep in an exclusive community that has shared security,
privacy, concerns, similarities, and minimized costs (Goyal, 2014).
Database administrators: A specialized computer systems administrator. A
DBA’s role includes storing and organizing data and maintaining a successful database
environment by ensuring data are secure from unauthorized access (see Zhou, Sun, Song,
& Song, 2017).
Disruptive innovation: A high-tech improvement, new commodities, or new
amenities with low cost that entail a tactical effect that frequently surpasses the foremost
major technologies or status quo commodities, resulting in a disruption in a market
(Nagy, Schuessler, & Dubinsky, 2016).
Hybrid cloud: A cloud deployment model infrastructure encompassing two or
more cloud deployment models (private, community, or public) working jointly as a
solitary system that allows application and data transport among them (Goyal, 2014).
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Infrastructure as a service (IaaS): Utility computing that allows customers to
access virtualized hardware and computing on-demand via the Internet such as
processing, storage services, and networks with the capability to implement and run the
random software, which includes operating systems and applications (Igbal et al., 2016).
Platform as a service (PaaS): Services that customers use to construct, test, host,
and apply consumer-created or acquired applications using application program interface
(API) to upkeep the life cycle of building and delivering web-based applications (Goyal,
2014).
Private cloud: A cloud deployment model infrastructure operated entirely for a
business that is controlled and managed by the organization or a third-party vendor, either
on-site or off-site (Goyal, 2014).
Public cloud: A cloud deployment model infrastructure that is available to the
community and shared by the general public (Yuvaj, 2015).
Software as a service (SaaS): A means of providing applications over the Internet
via a thin client on a Web browser to customers (Igbal et al., 2016).
Assumptions, Limitations, and Delimitations
Assumptions
Assumptions are expectations which the researcher believed were true, and this
posed a risk to the research study. Identifying assumptions upfront allowed the readers to
understand better what the researcher believed to be true regarding the research study
(Rubin & Babbie, 2016). An assumption was an unconfirmed fact assumed to be factual
that led to possible threats (Thomas, 2017). The initial assumption in this study was that
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the research participants’ responses to the interview questions were impartial and truthful.
Another assumption was that participants were knowledgeable about cloud computing
security and had adopted it based on its benefits.
Limitations
Limitations are restrictions or weaknesses that threatened the research validity and
results (Busse, Kach, & Wagner, 2016). The precision of the research outcomes was
contingent on the participants’ credibility and reliability of the information they provided.
This study was impacted by two limiting factors that could not be controlled by the
researcher and dismissed: First, the validity and credibility of the findings were
determined by the research participants, and second, cloud computing was still evolving,
and participants years of experience was limited. Therefore, some of the cloud computing
participants’ experience was based on the customary IT database storage instead of their
direct experience with security strategies used to secure data in private IaaS cloud
computing.
Delimitations
Delimitations referred to the boundaries of the study within the researcher’s
control and prevented the researcher from making unexpected claims about the study
(Rubin & Babbie, 2016). The biggest delimitation that was imposed on the scope of this
doctoral study was the geographic location of the population. The geographical location
of the population was only limited to the Baltimore, Maryland area, and the population
itself was only limited to IT DBAs and security professionals. Another delimitation was
the sample sizes of the study. Purposive sampling was commonly used in qualitative
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research studies, and research participants were selected based on their experience and
ensured a balance of participants as related to the country, gender, and discipline (Brew,
Boud, Lucas, & Crawford, 2017).
Significance of the Study
Contribution to Information Technology Practice
This study was valuable to IT practitioners because it explored security strategies
to prevent data breaches in IaaS cloud computing. The importance of exploring security
strategies was because data security of confidential and sensitive data remained a
challenge since organizations’ data were hosted in remote data centers (Bayramusta &
Nasir, 2016). Exploring these security strategies to prevent data breaches by expert
professionals was also beneficial in cost savings and improved both the operations and
technical capabilities of the organizations. This study increased the use of cloud
computing for IT organizations because it gave them insights to the effective security
strategies that prevented data breaches and the use of cloud architectural solutions (IaaS,
software as a service (SaaS), platform as a service (PaaS), resource pooling and sharing,
on-demand services, pay-as-you-go services, which provided organizations the elasticity
to better improve their IT resources. This study increased the use of cloud computing
because it informed organizations interested in adopting cloud computing about the
security strategies that may be used to minimize data breaches in private IaaS cloud
computing. With the use of these security strategies, organizations felt comfortable in
adopting cloud and allowed the third-party provider to host their sensitive data. Adoption
of cloud computing, despite its trepidations, provided a competitive edge for
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organizations with this new product and services it brought, such as on-demand access,
self-service, pay-as-you-go, resource pooling, and multi-tenancy, changed the way
business was done. Thus, with these security strategies in place to minimize data
breaches, customers would feel confident that their data was secured and not
compromised.
This research may impact social change in communities because the
implementation of cloud computing has changed the way organizations managed their
businesses, such as hospitals. Hospitals regularly shared medical information of patients
by their healthcare providers. If the security strategies were in place to protect database
breaches, this might increase the confidence of medical facilities to store the sensitive
data of patients in the cloud, such as patient information and their credit cards (Shao et
al., 2015). With these security strategies in place, sensitive data would be encrypted
before storage in the cloud and before data being transmitted (Shao et al., 2015). Securing
patient information and their credit cards could save lives and help keep their personal
information from being compromised. Finally, the use of secure cloud computing may
lead to the minimal use of hardware, which according to Moyano, Fernandez-Gago, and
Lopez (2013) and Song, Li, Wang, and Zhu (2013), reduced unrecyclable components
deposited to landfills.
Implications for Social Change
This research impacted social change in communities because the implementation
of cloud computing had changed the way organizations managed their businesses, such as
hospitals. Hospitals regularly shared medical information of patients by their healthcare
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providers. If the security strategies were in place to protect data breaches, this may
increase the confidence of medical facilities to store the sensitive data of patients in the
cloud, such as patient information and their credit cards (Shao et al., 2015). With these
security strategies in place, sensitive data can be encrypted before storage in the cloud
and before data being transmitted (Shao et al., 2015). Securing patient information and
their credit cards would save lives and help keep customers’ personal information from
being compromised. Finally, the use of secured cloud computing may lead to the minimal
use of hardware, which according to Moyano et al. (2013) and Song et al. (2013), would
reduce unrecyclable components deposited to landfills.
A Review of the Professional and Academic Literature
The focus of this qualitative multiple case study was on exploring the database
security strategies DBAs use to secure data in IaaS cloud computing. In reviewing the
literature, I was guided by the research question: What are strategies DBAs use to secure
data in private IaaS cloud computing? I conducted a qualitative multiple case study to
identify the successful strategies employed by DBAs to secure data in cloud computing in
IT organizations in Baltimore, Maryland. The review of literature focuses upon the
study’s DIT conceptual framework and the security strategies used by DBAs to secure
data in IaaS cloud computing. Related topics such as cloud computing architecture, cloud
computing data security risks, and the strategies use by DBAs to secure data in cloud
computing are also discussed.

15
Literature Search Strategy
I used the following Walden University Library databases to locate peer-reviewed
articles for my study: Google Scholar, ProQuest Central, IEEE digital library, and the
Thoreau Multi-Database Search. These databases provided access to a large number of
peer-reviewed articles and journals on cloud computing. The procedures used to locate
these articles included the use of keywords related to my topic of study. These included
cloud computing definition, data security, cloud computing and regulations, cloud
computing and cost, cloud computing and benefits, and cloud computing and risks. A
total of 246 refereed articles have been incorporated into this research study; 130 of these
articles were included in the literature review. Of the 130 articles in the literature review,
92% are peer-reviewed and published within 5 years or less of my projected graduation
date of 2020.
Disruptive Innovation Theory (DIT)
For the study’s conceptual framework, I chose Christensen’s (1997) DIT.
Christensen first coined the term disruptive innovation theory in 1995 and published it in
his book An Innovator’s Dilemma in 1997. Christensen’s (1997) series of case studies in
the book gained notoriety because it showed how incumbent organizations become
incapacitated when a new technology with low performance and low costs disrupts the
existing market and traditional firms. He emphasized that in the initial stages of
disruption, the lower-performing innovation meets the necessities of a little portion of the
current client base, but as the innovation advances, its execution enhances, and the
development addresses the issues of more clients in the business (Christensen, 1997).
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Moreover, in the long run, the incumbent organizations are driven out of the business as
the innovative disruption meets the needs of the standard market (Christensen, 2011).
DIT is beneficial to large organizations because it provides a means of identifying ways
to implement new technology to remain competitive.
DIT serves as a benchmark to evaluate the impact of innovative technology on
organizations. The core of Christensen’s work is the notion that the disruption sets the
trend wherein the incumbent organizations give up the lower margin elements of their
product offerings and the organizations’ overall profit margins often increase
(Christensen, 2007). Additionally, this innovative disruption results in organizations
expanding net revenues, even as the disruption leads to a failure by the incumbent
organizations (Christensen, 1997). Christensen’s motive for developing this theory was to
recognize the reasons organizations fail and better understand the disruption of the
failure. Christensen (1997) suggested that large organizations must assess the
marketplace for new products or services that will disrupt the core business. His
assessment of the disk drive industry led him to believe that there are three patterns of
disruption: First, disruptive products were technologically straightforward; second,
advanced technology helped sustain the performance of the organizations and did not fail;
and, third, new entrants were more willing to implement and lead disruptive technologies
than incumbent leading organizations. Christensen found that established organizations
were customer-first oriented and this impacted the vision of the leading firms; this
customer-first oriented vision allowed new entrants organizations to seize the opportunity
to use disruptive technology to topple large organizations slowly.
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Disruptive technologies have impacted large organizations by changing the way
they conduct business. Christensen (2006) viewed established organizations as being
unprepared for the loss of their markets by disruptive technologies that were originally
simple products related to performance benchmarks set by the majority of their
customers. These disruptive technologies satisfied the needs of new entrants’ customers,
which improved over time to meet the needs of mainstream customers. He first tested this
theory using the disk drive industry in the 1970s and 1980s (King & Baatartogtokh,
2015). King and Baatartogtokh (2015) summarized the four key elements that the DIT is
based on: “that incumbents in a market are improving along a path of sustaining
innovation, that they overshoot customer needs, that they possess the capability to
respond to disruptive threats, and that incumbents end up floundering as a result of the
disruption” (p. 79).
Christensen’s DIT continues to be modified with the evolving change in
technology. In later work, Christensen et al. (2015) surmised that the focus of DIT is to
make products affordable, easily accessible, and, with continued use, readily available to
the general public. Christensen et al. added that DIT starts in low-end markets or new
market footholds. The authors predicted that low-end technology becomes successful
when adopted by established organizations due to its convenience and cost savings
(Christensen et al., 2015). The performance of low-end disruptive technology can lead to
improved products and changes in the industry, and it occurs infrequently, resulting in
performance problems (Goldstein, 2015; Sultan, 2015). Christensen in his original work

18
and in his later research further defined disruptive innovation as being one of two key
types: as a low-end market or as a new market as shown in Table 1.
Table 1
A Comparison of Low-End and New Market Disruptive Innovations
Disruptive innovation
criteria
Performance measures
Existing customers

Incumbents’ reaction

Value network

Low-end DI
Concerning standard
product or service
Works better for new
entrants because the
existing products or
services were high-priced
Desert the low-edge
advertise market section
and extend the high-edge
market section
Starts the same as the
existing organizations

New market DI
Varies from the typical
product or service
Varies from the typical
product or service

New entrants have not used
or purchased these
products
Disregard and overtime the
DI adopts the customers
that cannot afford the highpriced technology

Note. Adapted from “Opportunities for Disruption,” by C. C. Hang, E. Garnsey, and Y.
Ruan, 2015, Technovation, 83-93, p. 85. Copyright 2015 by Elizabeth Garnsey. Adapted
with permission (see Appendix A).
DIT can be used to predict the success of new products based on the customers’
acceptance of the disruptive, innovative product (Hang et al., 2015). The use of disruptive
innovation is successful depending on the affordability, ease of use, and convenience of
the product, and with time it may slowly topple customary products.
Cloud computing is considered a disruptive innovation. Cloud computing
emergence, though slow, confirmed Christensen’s argument in that this new IT
technology disrupted the IT market (Kaltenecker, Hess, & Huesig, 2015). DIT relates to
cloud computing, which is a good example of how new technology disrupts the way
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organizations conduct business and develop strategies to secure data in private IaaS.
Additionally, cloud computing is a disruptive technology and creates an opportunity for
start-up organizations to align with the existing market (Hang et al., 2015). The purpose
of DIT is to explain how low-end disruptive technology such as cloud computing
improves products and system performance (Goldstein, 2015; Sultan, 2015). Based on the
research studies spotlighted in this paragraph, start-up organizations may benefit from
cloud computing, which will allow the start-up organizations to align with the existing
organizations
Evolution of disruptive innovation theory. In the literature review, I analyze
several theories or conceptual models that have been proposed to evaluate how new
technology is adopted by consumers based on features such as cost savings, ease of use,
and convenience. Christensen developed the DIT to examine the convenience of
technological improvements in the evaluation procedure of accepting creative products in
an IT firm (Christensen, 2011; McMurtry, 2012). DIT intends to exemplify the IT
marketplace, which uses by-products and services designed and built according to the
execution profile needed by buyers and conveyed by the IT pioneers (Dan & Chang
Chieh, 2010). The idea of DIT is also referred to as a radical innovation that focuses on
breakthrough products or services that often change existing technology and the way of
conducting business (Nigra & Dimitrijevic, 2018). Customers tend to embrace these
lower-performing products and services because of other characteristics such as ease of
use, ease of management, lower costs, or usability (Caldarelli, Ferri, & Maffe, 2017).
Despite the negative impact on organizations, once DIT is implemented, it provides
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substantial innovative changes to an organization’s business logic (Ali, Warren, &
Mathiassen, 2017).
A disruptive innovation such as cloud computing provides organizations access to
innovative technology that meets business needs and minimizes the impediments to
innovation (Ali et al., 2017). King and Baatartogtokh (2015) found that innovative
technology allows organizations to stay competitive with their competitors. The DIT was
applicable for this research study because it allows IT managers to see the value of using
innovative cloud computing technology. This theory was also acceptable for this study
because, with the rapid growth of cloud computing, IT organizational leaders are
changing their way of doing business (Mahtoa, Belousovab, & Ahluwalia (2017). Thus,
with this change in the core business logic in IT firms, DBAs need to understand the
strategies required to secure sensitive data in cloud private IaaS.
Over the past 2 decades, DIT has been misinterpreted and modified by
researchers. Christensen and researchers have refined and perfected this theory in
multiple research studies to address its shortcomings (Weeks, 2015). Additionally,
several researchers have proposed that DIT has allowed start-up organizations to leverage
innovative technology that is not well known by making it popular, which may be a
pitfall for large organizations as their business models do not deem new technology as
initially profitable (Schmidt & Druehl, 2008). In an attempt to clearly define disruptive
innovation, Schmidt and Druehl (2008) described it as a low-end encroachment. They
further found that low-end encroachment initially impacts the low end of the existing
market and then spreads upward. The researchers developed a new framework based on
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the economic “linear price model,” which consisted of a three-step process mapped to the
Christensen and Raynor (2003) DIT: immediate form of low-end encroachment, fringe
market encroachment, and detached market encroachment (Schmidt & Druehl, 2008).
According to Schmidt and Druehl, the goal of this framework was to evaluate the effect
of new products over a period with the focus on costs, revenues, market segments, and
quantities and how they will spread through low-end or high-end disruption. First, the
immediate form of low-end encroachment is associated with Christensen’s low-end
disruptions that impact low-end customers and then spreads upward by the impact of the
existing market. Then, the fringe market and detached market situation are linked to
Christensen and Raynor’s (2003) new market disruption. In this situation, the new
innovative technology occurs by identifying the customers’ needs in comparison to the
existing low-end customers before encroaching on the low-end of the previous product
and then spreading it toward the high-end (Schmidt & Druehl, 2008).
A good example of disruptive innovation is that of Southwest Airlines, which,
when first introduced, focused on customers who preferred driving and offered them eyecatching prices for air tickets (Schmidt & Druehl, 2008). This introduction of Southwest
Airlines resulted in opening opportunities for these customers to fly inexpensively, and
over a period, this disruption progressed upward and opened prospects for those
customers who could not afford flying. The example illustrates how adopting cloud,
regardless of its concerns, offers a cost reduction solution for organizations with its new
products and services such as reduced investment in hardware, limiting payment for
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resources to those that the organization needs, easy mobility with access to the data
anytime and anywhere, and increased flexibility (Caldarelli et al., 2017).
The use of DIT by start-up organizations has shown that low-end customers’
needs are met cost-effectively by adopting innovative technology. Throughout use, the
disruptive innovation technology’s performance not only meets the needs of the low-end
customers but subsequently increases with development to satisfy the mainstream
customers (Vecchiato, 2017). In terms of cloud computing, DIT has many benefits;
however, IaaS implementation of cloud computing within organizations makes them
vulnerable to data breaches, compromised security credentialing and broken
authentication, and hacked interfaces and API (Jathanna & Jagli, 2015). Because cloud
computing is considered a disruptive innovative technology, organizations now have
cloud service providers (CSPs) that are responsible for managing and maintaining
voluminous data of proprietary information for their organizations (Jathanna & Jagli,
2015). Because of the proprietary information stored in the cloud, it is often an attractive
medium for data breaches by hackers (Jathanna & Jagli, 2015). This proprietary
information when hacked can result in loss of confidence by customers, legal actions, and
exposure of sensitive data, which can negatively impact an organization’s credibility,
image, and business for years to come (Jathanna & Jagli, 2015). It is common for CSPs to
offer APIs as part of their cloud computing data storage services package; however, these
APIs are managed by third parties. As a result, organizations become reliant on third
parties, which also require access to proprietary information, but may not provide
security measures in place.
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Additionally, data stored in IaaS poses a security risk to organizations by
unintentionally providing unauthorized access to internal employees and external hackers
(Jathanna & Jagli, 2015). DBAs should develop a strong identity management
infrastructure to ensure the appropriate permissions are granted or removed based on the
user’s role and relationship to the organization (Jathanna & Jagli, 2015). For example, the
2015 Anthem breach resulted in 800 million customers’ records being compromised was
due to the improper credentialing of user authentication (Jathanna & Jagli, 2015). Cloud
computing relies on third-party providers such as CSPs to store proprietary information.
Thus, IT professionals and DBAs should focus on the strategies that work best to prevent
data breaches in a cloud computing infrastructure to safeguard customers’ data.
DIT serves as a business model that forces organizations to change their business
model when implementing a new product or service or changing procedures (Sims,
2016). New, innovative technologies may compel leaders in considering these business
decisions to remain competitive in the IT market (Sims, 2016). The goal of DIT should
be for IT managers of organizations to make use of successful innovative technology to
succeed in the market instead of falling prey to the DIT (Sims, 2016). Christensen (2011)
stated that start-up organizations fare better than large organizations in leveraging
innovative technology, which leads to an increased success rate because they do not have
to change their business model as they are only building their business model. In their
review and analysis of the various research studies, Christensen et al. found that DIT used
by new or start-up organizations that lack existing infrastructure and business models
tend to be successful because they do not have to develop new infrastructure and do not
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require input from their customers. The use of DIT by new or start-up organizations
results in an improved success rate in utilizing an innovative technology (Christensen,
2011).
The DIT is helpful for this study because it forms the basis of how low-end
disruptive technology such as cloud computing has forced organizations to change how
business is conducted to stay competitive by improving products and system performance
in the continuously evolving technological age by exploiting the disruption. Unlike the
customary IT infrastructure, cloud computing as a DIT has made IT infrastructure readily
accessible without upfront costs and delays to new organizations that could not have
afforded it (Rogers & Cliff, 2012). Thus, using low-end disruptive technology like cloud
computing has led to organizations changing their business portfolio to remain
competitive in the IT sector while providing flexibility and convenient methods of data
transfer and cost savings (Yu et al., 2017). Furthermore, exploiting DIT products has led
startup organizations to afford innovative technology with minimal upfront costs.
Today, researchers continue to argue that DIT is ambiguous and not well defined,
and researchers have broached broad claims about this theory. For example, researchers
have attempted to define DIT and have fallen short of adequately capturing what the
concept is (Nagy et al., 2016). Other researchers such as Danneels (2004) questioned the
ambiguity of Christensen’s definition of disruptive innovation and stated that the
meaning of disruptive innovation was problematic. He also indicated that further research
is required to accurately define disruptive innovation (The term disruptive innovation is
loosely used and is separate from Christensen’s premise of his framework). Danneels
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(2004) stated that a reexamination of DIT needs to be reconsidered by researchers to
improve the definition and provide a better comprehension of how the term shapes the
destiny of organizations. In examining what distinguishes technology from being
disruptive, he found that Christensen did not differentiate what is a “disruptive
technology” (Danneels, 2004). By examining 16 empirical studies, he found that the term
disruptive technology was used conflictingly based on the effect of technological shifts
on incumbent organizations (Danneels, 2004). The author believed that DIT might result
in changing of the guard wherein the incumbents are progressively replaced by the
entrants, and organizations should respond to this change by accepting the disruption
instead of developing a separate unit. Since cloud computing is a DIT, it continues to
provide products and services for organizations that have implemented it by having an
inferior performance to those customary products and services (Hang et al., 2015). The
results from these studies support the research question of my study: IT professionals
such as DBAs need to understand the strategies that work best to minimize data breaches
and improve performance. Before the implementation of cloud computing in
organizations, DBAs must ensure that they understand what cloud computing is and its
associated risks, which can negatively impact financial, legal, and regulatory compliance
impact on their organization (Jathanna & Jagli, 2015). For example, phishing and fraud
are common techniques adopted by hackers to gain unauthorized access to sensitive
information. As a government employee, my federal department sends out frequent
phishing exercises to determine whether users are using due diligence in mitigating risks
when they receive suspicious e-mails.
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IT managers and DBAs in established firms are hesitant to embrace DIT in their
organizations due to the apprehension of failure if the DIT is not successful.
Christensen’s (1997) DIT has gained momentum and it is applied among managers and
DBAs. Managers are faced with challenges of switching long-standing dependable
technologies and business models with untested ones (Crockett, McGee, & Payne, 2013).
DBAs are managers of the database and therefore, should be considered managers as
stated by Christensen. Christensen (2011) argued that new firms perform well than
conventional firms in implementing DIT. Unlike these traditional incumbent firms, new
firms lack a current business foundation and standard (Vecchiato (2017). These new
entrants have to build their business foundation and standards purposefully for the DIT
and would not have to experience changes to their core business logic like the incumbent
firms (Vecchiato (2017). Managers and DBAs have to be open to change their way of
doing traditional business to remain competitive in the constantly evolving IT market.
Buy-in from managers to implement disruptive technology may be beneficial for the
success of IT organizations.
Managers and DBAs are the keys to the success of DIT in organizations. DIT
influences existing organizations’ managers to expand their business opportunities
through the evaluation of customer needs as well as evolving new markets (Vecchiato,
2017). Vecchiato (2017) stated that the manager's perception plays a key role in the
causes of DIT changes in the existing IT market. For example, these changes can be due
to social impact wherein the customers use the product to meet their need for friendship
versus the esteemed impact wherein the customers need for using the product meets their
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need for achievement (Vecchiato, 2017). In Vecchiato’s research study, this framework
was tested between the smartphone business and the operating system. The results
showed that the major intent why the existing managers fail in the rise of DIT is due to
incapacity to distinguish between the mounting social market where customers use
products to satisfy their need for friendship or the esteemed market where the customers
use products to gratify their demand for success (Vecchiato, 2017). Managers and DBAs
cognition of DIT may result in a positive impact if they view DIT performance in the
evolving market as a means to satisfy their customers’ needs, which in turn will
ultimately outperform the conventional market through rationalization and eagerness of
the new technology opposing competition effects (Vecchiato, 2017). Managers and
DBAs perception and cognition of disruptive innovation are either embraced as an
opportunity or threat to the organization and position the potentials of the organization
toward change (Kranz, Hanelt, & Kolbe, 2016; Osiyevskyy & Dewald, 2015). Therefore,
for IT managers and DBAs to remain competitive, they have to adapt to the evolving
changes in the IT marketplace and embrace disruptive innovation technologies to satisfy
their customers’ needs.
Research studies have proposed that DIT by Christensen remains ambiguous and
not fully understood. Two key premises of Christensen’s DIT are focused on the
performance of the innovative technology and the effects of those organizations who
prefer to ignore it and continue listening to what their customer’s need (Tellis, 2006).
Tellis (2006) agreed with other researchers that Christensen’s DIT had gaps in the DIT
definition and lack of validity of the sampling size. Additionally, Christensen (2006)
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concurred with researchers that have improved the DIT definition, but he stated that DIT
is still an ongoing process. In his attempt to research why DIT definition is ambiguous,
with trepidation, he suggested that disruptive technology is centered on five premises: the
innovative technology initially underperforms the leading one; it has characteristics such
as low-priced, modest, and useful than the leading technology; organizations tend to lean
to their customers’ needs by ignoring the new technology and are reluctant to invest in it;
progressive performance improvement of this new technology based on customers’
market demand; and the new disruptive technology catches up with the existing leading
technology and displaces it (Tellis, 2006). More research is required to understand the
generalized premise of DIT and its associated risks especially in terms of securing the
new DIT cloud computing from breaches or attacks. More research is required to
understand the risks, especially in terms of securing the new technology from breaches or
attacks. For example, since DBAs gave up control of data stored locally to CSPs, storing
of data in the cloud environments may no longer have the protection of data when
handling data tasks sure as migration (Liu, Yang, Zhang, & Chen, 2015). The new
requirements posed by data storage in cloud computing such as security and verification
of data have made it challenging for DBAs to secure data (Liu et al., 2015). Therefore,
more research needs to be done to identify security strategies to secure data in the cloud
computing environment. Tellis (2006) questioned the logic of Christensen’s (1997)
sampling, whether the sampling size of disk drives was used to build upon the DIT or to
test the theory using the S curve. His research studies concluded that changes related to
new technology in organizations are impacted by the organization’s internal culture
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instead of the external technological factors to be successful or lead to failures. Cloud
computing is progressively changing organizations’ internal culture by getting them to
move away from the traditional data storage in physical centers to data storage in the
cloud despite its security concerns (Shahzad, 2014). Cloud computing is progressively
disrupting the way organizations conduct business. Despite the ambiguity of DIT, its
impact on new technology such as cloud computing is impacting organizations’ internal
culture, and this has allowed these firms to move away from the traditional data storage
in physical data centers to cloud computing data storage even with the data security
concerns.
Other researchers have challenged Christensen’s work emphasizing that his DIT
is not valid because this theory is based on handpicked cases and it is not well examined.
Questions of Lepore’s (2014) concerns about DIT were focused on the anomalies from
the research findings such as Christensen’s research strategy and the conclusions drawn
from his analysis. Lepore’s (2014) findings refuted Christensen’s DIT by stating it is not
widely enough tested due to limited use in selected case studies. The research details
showed a lack of supporting evidence of why the specific cases tested were handpicked
and lack of suitable exploration of the data that disproves his framework (Lepore, 2014).
Lepore (2014) questioned the credibility of Christensen’s DIT because it is only
editorially reviewed and lacked peer review. Weeks (2015) evaluated the three major
concerns of Lepore’s weaknesses in Christensen’s theory: inadequate definition of DIT,
lack of predictive power at the managerial level, and an unclear element of evaluation of
the industry, firms, or firm leaders.
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These contrasting views provide information on what has already been researched
on DIT and provide a better understanding of this theory by cautioning researchers when
using lower-cost technology. The weaknesses in the DIT primarily focus on how loosely
the term disruptive is used, how it is applied, and its repercussions (Weeks, 2015).
Caution should be applied to how to use DIT since the definition of DIT is still not well
defined, and it continues to be modified (Weeks, 2015). These findings also indicate that
it is not solely the definition of DIT that needs rework, but further research will be
beneficial in determining organizations’ use of new technology and how to accept it to
remain competitive (Fador, 2014). Cloud computing remains a new technology, and it
provides opportunities for startup organizations based on their needs, but these
organizations have to be aware of the security risks and better understand how to use
security strategies to prevent data breaches (Rubóczki & Rajnai, 2015). The security
strategies that DBAs should be focused on are data migration via the internet from local
servers, handling of data by CSPs, securing networks, browsing of APIs, and data
encryption (Alamoudi & Alamoudi, 2016). Additionally, sharing data via a multitenancy
environment poses security threats due to data theft (Barrow, Kumari, & Manjula, 2016).
It is important no matter the size of the organization to educate staff in preventing or
minimizing data breaches (Rubóczki & Rajnai, 2015). This education may be in the form
of virtual or in-person training on how to minimize data breaches (Rubóczki & Rajnai,
2015). Organizations should ensure that they employ a trusted third-party, which operates
in securing data confidentiality and have service level agreements (SLAs) that provide
end-end security that is scalable (Zissis & Lekkas, 2012). These organizations must also
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implement a training infrastructure to provide their employees with adequate knowledge
and how to securely operate within a cloud computing environment (Rubóczki & Rajnai,
2015). In summary, training and education related to cloud computing security strategies,
and the trusted third-party are pivotal to the successful implementation of cloud
computing by DBAs to minimize data breaches. DIT definition remains ambiguous and
use of it varies per the perception of the organization. For organizations to remain
competitive, they need to determine how best to use this DIT in accepting the use of
innovative technologies.
Critical analysis related to the conceptual model. Many researchers have
attempted to question Christensen’s DIT. DIT is a form of radical change that impacts the
way organizations adapt to the evolving changes in the information technology market
(Christensen, 2011). DIT has the potential to provide value, which may lead to new
opportunities that an organization can exploit to remain competitive in the IT market
(Pérez, Dos, & Cambra-Fierro, 2017). DIT is now a common theme used by cutting-edge
companies to define the impact of new technology both in academia and practice (Chen,
Guo, & Zhang, 2016; Reinhardt & Gurtner, 2015). Since the DIT was introduced 2
decades ago by Christensen (1997), researchers continue to improve the impact of DIT on
companies and its outcomes of storing data on disc drives in the 90s is now history
(Takahashi, Shintaku, & Ohkawa, 2013). Data storage has evolved into using technology
such as smartphones, which were forms of disruptive technology upon the initial
emergence of it (Christensen, 1997). Smartphones slowly disrupted the use of Blackberry
because the owners of this product were reluctant to invest in touchscreens and the
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consumers preferred using touch screens versus typing out emails (Reinhardt & Gurtner,
2015). Reinhardt and Gurtner (2015) believed that DIT products such as smartphones
initially underperformed, and large firms did not value it in the mainstream. However,
with time, according to the authors, its performance improved and became cost-saving
and attractive to its early adopters, which led to the displacement of Blackberry in the
technology market. Mahtoa et al. (2017) added that DIT involves a risk-taking approach
by entrepreneurs in lower or higher-end markets. Feder (2018) also concurred that DIT is
linked to new products, which results in a shift in the way organizations conduct
business, and the evolving of new products leads to the displacement of existing
products. Despite the research studies focused on concerns about DIT, this conceptual
framework remains valuable to organizations to determine the success of new products
and its change in organizations’ core business logic, as well as securing DIT from
security breaches. DIT is viewed by some researchers as a breakthrough in the way
organizations conduct business when a disruption in technology occurs. Bohnsack and
Pinkse (2017) concluded that disruption could occur only when a product or service
results in a breakthrough in the traditional way organizations conduct business and
customers buy into the change in the innovation. DIT is achieved through improved
product performance, and customers start to value the product. However, Bohnsack and
Pinkse (2017) cautioned that this process is drawn-out. For example, 3D printing can be a
DIT, but the printed parts are not satisfying the robustness prerequisites for some
applications, and the innovation is still somewhat pricey for most firms (Bohnsack &
Pinkse, 2017). Initially, organizations were hesitant to implement cloud computing due to
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the threat of security risk that it posed, which is in line with the DIT Theory by
Christensen (Guttentag, 2015). Guttentag (2015) stated that with the introduction of new
technology, early adoption is limited due to lack of understanding and profit, which is
considered to be unimportant by large organizations that already have established
strategies and business logic in place. However, as time goes by and these innovations
improved due to growth and experience in using the technology, the disruptive
technology becomes more appealing and adopted, which is the case for cloud computing
(Guttentag, 2015).
This emergence of new technology’s impact on low-end markets is beneficial to
my study because organizations are progressively leaning on storing data in the cloud that
can be easily accessible by multiple users simultaneously. The risks for implementing
cloud computing as a DIT continues to pose security challenges because there is no
standardization of security solutions (Hashem et al., 2015). Each organization requires
specialized security solutions, thus new challenges continue to emerge (Hashem et al.,
2015). Sultan (2015) also stated that the emergence of the American Southwest Airlines
is a good example of a combination of new market and low-end DIT. New-market and
low-end DIT is due to the strategic goal of the airlines to attract customers that preferred
driving cars or riding buses over flying. These customers were enticed by the low-end
fares and fewer rules, and the low-end DIT pulled customers out of the major airlines
because of the low-end fares (Sultan, 2015). Additionally, Korean automobile makers’
business strategy resulted in DIT because they designed low-end cars that were
affordable and basic in comparison to the big and fancy American cars (Sultan, 2015).
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Presently, cloud computing is viewed as a low-cost DIT that has changed data storage
from physical datacenters to being stored in the cloud.
Research findings focused on whether DIT is disruptive innovation or sustaining
innovation. Nagy et al. (2016) focus on DIT was based on three questions: what is
disruptive innovation? How can a disruptive innovation be disruptive to some and yet
sustaining to others? How can disruptive innovations be identified before a disruption has
occurred in an organization? The authors redefined DIT as “innovation with the
following attributes: radical functionality, discontinuous technical standards, and/or new
forms of ownership that redefine marketplace expectations (Nagy et al., 2016). The
authors stated that if these newly defined innovation attributes of DIT are utilized by an
organization, then the innovation is not considered disruptive. On the other hand, if these
attributes are not used by an organization, innovation can result in disruption (Nagy et al.,
2016). For instance, cloud computing, a disruptive innovation has redefined marketplace
expectations, by physically changing the traditional way of storing sensitive data (Yu et
al., 2017). Thus, disruptive innovation is disruptive when it changes the traditional way
of organizations doing business by adopting an innovative technology that progressively
refines the marketplace expectations.
Future directions for the DIT. More research needs to be conducted to define
DIT better and verify its validity. In reviewing and synthesizing the literature available on
DIT, the positive benefit of DIT is that organizations can use it to evaluate the emergence
of innovative technology by understanding how to implement it (Weeks, 2015).
However, the broad definition of this theory indicates that more research is required to
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narrow the definition of DIT to avoid misinterpretation and misuse (Weeks, 2015).
Additionally, the validity of the DIT sampling size needs more research that should be
rigorously peer-reviewed (Weeks, 2015). Organizational decision-making on the use of
or rejection of technology should be based on the situation and needs of an organization,
as well as the benefit and drawbacks of the success and failure of this technology
(Crockett et al., 2013). Implementation of cloud computing, despite the potential security
breaches of data, may still provide business and organizations alike a competitive
advantage (Carvalho, Andrade, Castro, Coutinho, & Agoulmine, 2017). This advantage
takes form in increasing accessibility and autonomy, reducing costs, encouraging
resource pooling, and multi-tenancy (Mell & Grance, 2010). Researchers have identified
cloud computing as a disruptive innovation, which has gained popularity due to its easy
access and flexibility via the Internet (Kranz et al., 2016); however, security measures
need to be in place to secure the data of cloud users (Alamoudi & Alamoudi, 2016).
These security measures, when implemented, will build the trust and confidence of its
users and the organizations to utilize this new disruptive technology.
Contrasting theories. In reviewing research on DIT, contrasting or opposing
researchers were identified. There are several theories related to the use of IT and
innovative technology that not only influence an organization’s core business model but
change the business processes (Fador, 2014). Possible theories I considered for my
research study were Innovation Diffusion Theory (IDT) also known as diffusion of
innovation theory (DOI) and technology acceptance model 2 (TAM2). DOI is a
contrasting theoretical framework for my study. This theory by Rogers was developed in
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the 1950s, was first used by the U.S. Department of Agriculture, and later used in public
health (Rogers, 1962). It is also one of the initial social science theories, which gained
steam by spreading through a specific social system (Rogers, 1962). Rogers (2004)
defined DOI as the spread of a new idea through various communication channels in a
social system. This theory focuses on adopting and bringing about change using new
technology (Rogers, 2004). I did not choose it because I am not focusing on IT
professionals adopting or disseminating cloud computing.
In addition to DOI, TAM2 was also considered. TAM2 was developed by Davis
in 1985 and has evolved over the years (Davis, 1989; Venkatesh & Davis, 2000). It is
based on reasoned actions and determines the usefulness of technology to its users
(Venkatesh & Davis, 2000). In investigating suitable research frameworks, I considered
the new modified model of TAM2, which is the unified theory of acceptance and use of
technology (UTAUT). TAM2 clarifies how social and psychological procedures
influence users (Venkatesh & Davis, 2000). TAM2 proposed that when users provided a
new technology, their choice of utilizing this innovation is based on two factors: how the
technology is perceived and is the technology user-friendly (Fador, 2014). TAM2 was not
a good foundation for my study because I am not focusing on users’ behavior.
Cloud Computing Architecture
Cloud computing architecture is composed of deployment and service models,
which provide computing resources for organizations. These services are provided by
CSPs via the internet based on the organization’s needs, and organizations subscribe to
the CSPs to utilize these services. (Igbal et al., 2016; Soni & Hasan, 2017). Cloud
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computing continues to evolve into a system that allows IT organizations to provide
effective control and management services in a different network environment (Zhang et
al., 2018). This use of cloud computing is achieved through real-time access to
customers’ sensitive data at any time, anywhere as long as there is internet connectivity,
and it is affordable (Mell & Grance, 2010). Cloud computing constitutes of service
models and deployment models as depicted in Figure 1.

•

Service Models
•
• Software as a
• Service (SaaS)
•
• Platform as a
Service (PaaS)
•
• Infrastructure as a
Service (IaaS)
•

Deployment Models
Public Cloud
Cloud
Computing
Architecture

Private Cloud
Community Cloud
Hybrid Cloud

Figure 1. Cloud computing service models.
Cloud computing service models. There are three types of service models
provided by CSPs: SaaS, PaaS, and IaaS. These models are arranged in an architectural
hierarchy with the SaaS software being the topmost layer, PaaS is the middle layer, and
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IaaS is the bottom layer (Barrow et al., 2016). IaaS is the model to be studied for this
research. IaaS is a form of cloud computing that is delivered through the internet and
remote data centers (Hashem et al., 2015). IaaS is considered the most important
component of cloud computing due to its capability of being the foundation of the
architectural hierarchy of the entire cloud system and it supports multiple virtual
machines (Jathanna & Jagli, 2015). Because of these functionalities, IaaS is susceptible to
data breaches. My doctoral study is focused on securing data in private IaaS cloud
computing. It is easier to monitor and maintain who accesses data when, how, where, and
what in private cloud IaaS versus public IaaS cloud (Barrow et al., 2016). DBAs can
easily identify the malevolent users in private cloud systems if a data breach occurs by
analyzing the how, where, what, and when data were accessed resulting in the breach or
security compromise (Barrow et al., 2016). DBAs will utilize appropriate end-end
logging and reporting controls of information of how, who, what, where, and when data
are accessed (Barrow et al., 2016).
Although cloud computing is disruptive, cloud computing as an innovative
product can adversely affect companies (Werfs, Baxter, Allison, & Sommerville, 2013).
Once adopted, cloud computing offers organizations considerable innovation
opportunities. IaaS, a type of cloud service model, has gained increasing popularity due
to administration display of the assets it provides through CSPs such as clients/machines
that incorporate personal computers as virtual machines, data storage, firewalls, load
balancers, and network devices (Manvi & Krishna, 2014). IaaS provided data storage,
hardware, and application program interfaces (API) (Igbal et al., 2016; Shana &
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Abulibdeh, 2017). IaaS was also known as virtual infrastructure (Igbal et al., 2016).
Supporting virtualized technologies and infrastructure was achieved through the
development of APIs, which allows IaaS to perform administrative functions (Igbal et al.,
2016). However, the creation of the APIs makes the IaaS susceptible to data security
breaches (Igbal et al., 2016). Storing data in cloud computing is usually done through a
third-party. However, this third-party control storing data makes the IaaS database
storage susceptible to database breaches by other users sharing the same cloud space and
cloud resources (Ali et al., 2018). Additionally, multiple cloud organizations referred to
as multi-tenant using the same virtual cloud environment may compromise cloud data
and unauthorized access to data. Moreover, the use of cloud through other nodes such as
computing, storage, physical, and virtual machines also increase the risk of security
breaches (Ali et al., 2018). The use of the cloud multitenancy model by organizations
makes organizations susceptible to data breaches with more implications than data
breaches in a traditional IT environment (Ali et al., 2018). Additionally, the significant
issues associated with IaaS are resource management, data management, network
infrastructure management, virtualization and multi-tenancy, application programming
interfaces (APIs), interoperability, and security (Madni, Latiff, Coulibaly, &
Abdulhamid, 2016). Additionally, Manvi and Krishna (2014) emphasized that
multitenancy capability in IaaS is critical because it allows multiple users to share
resources to data with locations unknown. This poses a security risk to data protection
and legislator issues (Manvi & Krishna, 2014). An example of IaaS is the Amazon Web
Service (AWS), which provides EC2 administrations like a virtual machine with a
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product stack (Singh & Chatterjee, 2017). Organizations no longer have to purchase
infrastructures. Instead, they can access the infrastructure based on their business needs
and demands, a feature of cloud computing (Barrow et al., 2016). IaaS also serves as a
protective shield of the cloud from outside threats by surrounding it with protective
devices such as firewalls and load balancing (Singh & Chatterjee, 2017).
Additionally, IaaS has enabled organizations to provide flexibility to its users with
the capability of easy access to their proprietary information anywhere, anytime via a
secured Internet (Rubóczki & Rajnai, 2015). However, a key drawback of this web-based
cloud computing hierarchy architecture is security challenges because of data pooling,
sharing from multitenancy, and data storage in a remote data center. The three cloud
computing service models are used based on an organization’s business need. However,
security challenges remain an issue due to data pooling, multitenancy, and data storage in
the cloud. Moreover, Barrow et al., (2016) state that CSPs do not provide 100 % security
assurance. Therefore, DBAs need to develop and design security strategies to prevent
data breaches in IaaS Cloud computing architecture. This doctoral study focuses on the
security strategies that will be used to minimize data breaches in IaaS cloud computing.
Deployment models. There are three cloud deployment models for cloud
services: public, private, and community or hybrid. Public cloud computing is readily
available to the public, and it is associated with security challenges. Public cloud
computing is an open cloud managed by the CSP, and the physical framework may be
located at an off-site area of the client (Singh & Chatterjee, 2017). The cloud assets are
shared among the numerous users and organizations pay the CSP based on their business
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needs (Singh & Chatterjee, 2017). Community cloud computing involves sharing
infrastructure by a group of organizations, and this empowers the sharing of assets
(mission, security policies) by organizations while keeping up the proprietor's restrictive
access to the devices (Apolonia, Freitag, & Navarro, 2017; Singh & Chatterjee, 2017).
Community cloud computing serves as a virtual community for a specified group of users
in an organization (Deng, Yang, Du, & Song, 2018).
Private cloud computing is solely owned by an organization. Private clouds are
managed internally by a third-party or CSP (Singh & Chatterjee, 2017). Private cloud
computing is used by various departments in an organization (Taylor, 2017). The use of
private cloud is determined by the organizations (Taylor, 2017). It may also reside in the
organization or at an offsite location. The utilization of private cloud by organizations is
deemed as a cost-saving measure because it allows the organization to evade regulatory
control or jurisdictional issues that might be related to open cloud contributions (Taylor,
2017). A drawback of private cloud is that even though it has expanded versatility, it may
need huge numbers of the institutionalized practices for interoperability expected out in
public cloud (Taylor, 2017). Cloud computing offers robust computing clout and a vast
storage data capacity for organizations, which includes private data of government
sensitive information (Zhang, Yang, & Chen, 2016). This vast data cloud storage poses
the risk of data breaches by malevolent attackers, which may result in data theft and loss
of proprietary and sensitive data. This data theft and loss may not only impact
government employees or staff, but it may also result in legal concerns that may impact
the Health Insurance Portability and Accountability Act (HIPAA) (Zhang et al., 2016).
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Despite private clouds being managed onsite of the government agency, there remain
security threats. Private cloud computing is the environment chosen for this study. Goyal
(2014) posited that private cloud computing provides organizations with more security
control of their proprietary information than public cloud computing. Since private cloud
computing is hosted in the organization’s data center, it limits who has authorized access
to proprietary data and this aspect minimizes data breaches (Goyal, 2014).
Hybrid cloud computing is a combination of two or more clouds utilizing the
same infrastructure and capabilities (Singh & Chatterjee, 2017). It involves part of the
private and public clouds. For the private cloud aspect, organizations utilize security
benefits such as cloud sensitive password protection between specified users (Yu et al.,
2017). As for the public cloud aspect, organizations benefit from its cost-savings such as
increased collaboration and sharing of resources that are cost-saving (Yu et al., 2017).
Thus, this increased collaboration between organizations strengthens trust among partners
(Yu et al., 2017).
Cloud Computing Data Security Risks
Storing data in cloud computing is a new product or technology that has changed
the way IT organizations store data, As noted in the DIT, new innovative technology
poses risks. Organizations are now storing data in the cloud instead of in the traditional
physical data centers (Shahzad, 2014). While there are many benefits of adopting cloud
computing, there are also some key data security risks to implementation. One of the
topmost obstacles in implementing cloud computing is security risks about privacy. For
organizations to implement cloud computing infrastructure, data security and data
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migration to CSPs must be considered. With the evolution of cloud computing,
organizations are now in a data-driven world that requires managing the security of data
(Davoll, 2017). Databases store data that contains proprietary information of
organizations and this proprietary information is a target for malevolent behavior
(Dayıoglu, Kiraz, Birinci, & Akın, 2014). Due to the increased risk of potential attacks to
gain access to the proprietary information in databases, DBAs have challenges to
maintain and secure the data in the cloud (Dayıoglu et al., 2014). Moreover, Dayıoglu et
al. (2014) emphasized that with cloud computing services increased use by government
and private organizations, security measures should be implemented to resolve the
increase potential attacks of the data in cloud computing.
However, due to the global use of the internet, cloud computing poses new data
challenges such as data confidentiality of personally identifiable information (PII) and
safeguarding of the physical data storage (Srivastava & Kumar, 2015). Internet use has
also posed worldwide financial, political, and social impact, where strict directions do not
generally oversee the utilization of Internet assets (Sindhu & Mushtaque, 2014).
Moreover, cloud computing uses the internet to access data, and this public access to
sensitive data via the Internet poses different vulnerabilities to data security (Flores,
Antonsen, & Ekstedt, 2014; Srivastava & Kumar, 2015). Despite all the benefits of cloud
computing, organizations continue to hold back on investing in it due to its security risks
and data storage that relieves organizations from controlling their data. Although cloud
computing has been lauded as a utility, there remains increasing concerns about data
security and privacy when organizations lose control of storing their data in their own
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data centers to CSPs (Shahzad, 2014). Shahzad (2014) summarizing the National Institute
of Scientific Technology (NIST) framework, warned that data security is the leading
challenge for cloud computing due to the outsourcing of data to third-party CSPs, and
this has made organizations reluctant to invest in this new technology. A customer’s
sensitive data (financial data, social network profiles, and medical records), once
outsourced to a third-party, CSPs are no longer considered private (Shahzad, 2014).
Despite the efforts by CSPs to implement security measures such as firewalls and
virtualization, these measures are inadequate to safeguard against data breaches
(Shahzad, 2014). Because keeping sensitive data in the cloud remains a security priority,
DBAs must ensure they understand the potential problems that come along with
implementing the cloud within their infrastructure and weigh these problems against the
potential benefits. DBAs understanding the security strategies that can be used to prevent
data breaches in cloud computing supports the research question for this study.
Security measures for storing data in cloud computing remain ongoing, and there
is still no institutional standardization for it. Data privacy and integrity are still pivotal
concerns when migrating data into the cloud and this requires improved data security
(Shaikh & Sasikumar, 2015). Moreover, the lack of standardized security measures is the
limiting acceptance of cloud computing by organizations because concerns about data
confidentiality and integrity remain. Security measures to safeguard data confidentiality
is still a work in progress, and data encryption seems to be the topmost security measure
that may work to build confidence in organizations to utilize cloud computing (Rao &
Selvamani, 2015). Security challenges remain a pivotal concern by organizations to adopt
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cloud computing. Modi and Acha (2016) stated that SLAs may help minimize the IaaS
cloud computing attacks since there is no legal policy in place to protect data breaches.
The lack of legal policy to protect data in the cloud will compromise data security in
cloud computing. Finally, the lack of standardized policies and inconsistent SLAs to
govern cloud computing during data breaches remains a major concern for organizations,
and security strategies need to be implemented to secure data storage in IaaS cloud
computing. Without SLAs and insecurity policies in place, DBAs need to identify
security strategies that will minimize possible data breaches in IaaS cloud computing that
may be used as best practices in the future.
Storing data in cloud computing is increasing among organizations, and the
security challenges associated with the centralized storage of data by organizations pose a
security risk. Protecting data in IaaS cloud computing is a complex security challenge. A
common security challenge is data sharing by numerous tenants referred to as multitenancy. Ali, Khan, and Vasilakos (2015) described multi-tenancy as sharing of resources
in a physical location by multiple users without any linkage. In IaaS cloud computing,
multi-tenancy and APIs pose security risks. Multi-tenancy is also one of the most
common issues associated with IaaS cloud computing (Madni et al., 2016). Another
security challenge in IaaS cloud computing is safeguarding data in transit, data at rest,
and data during processing (de Fuentes, González-Manzano, Tapiador, & Peris-Lopez,
2017). In summary, IaaS cloud computing is a disruptive innovation product that has
many advantages, but the IT functionality of storing data in the cloud poses major
security challenges that should be addressed by DBAs. The research studies mentioned in
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this paragraph spotlights the need to incorporate successful strategies to secure data in
IaaS cloud computing by DBAs.
Strategies Used to Secure Data in Cloud Computing
The emergence of cloud computing has changed the way organizations do
business. Shahzad (2014) stated that cloud computing has changed the way organizations
conduct business due to its on-demand services such as SaaS, PaaS, and IaaS. These
services are easily accessible anywhere and anytime via a secured network. Storing data
in cloud computing is a new business perspective that is attractive to organizations due to
its computational resources based on the organizations’ needs (Silva, Barbosa, Marinho,
& Brito, 2018). Even though storing data in cloud computing poses security challenges,
the cost savings attached to it is an enticing benefit that has enabled 80% of organizations
to cut costs by 10-20% (Bayramusta & Nasir, 2016). Despite the security challenges that
cloud computing poses, organizations are still motivated to implement cloud because of
its economic benefits such as a reduction in capital and operational expenditures and
shared services such as software, hardware, and physical infrastructure (Kaaniche &
Laurent, 2017; Silva et al., 2018). The shared services provided through shared
infrastructure pose both internal and external threats of data breaches such as the stealing
of passwords and unauthorized access to the application programming interface (API)
(Silva et al., 2018). Therefore, protecting proprietary and sensitive data are a top priority
for DBAs managing cloud computing databases. As a result of these security concerns,
protective strategies must be implemented to minimize these human threats of stealing
passwords and exploiting the cloud computing database. Therefore, because of the
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potential security concerns posed by cloud computing data storage, DBAs will need to
develop security strategies to secure data in private IaaS cloud computing.
Only a few security methodologies are effective in ensuring information security
within the cloud; data encryption is suggested as one of the topmost solutions to
safeguarding data in IaaS cloud computing (Rao & Selvamani, 2015). DBAs can utilize
encryption strategies such as scrambling data before storing it in the cloud server (Rao &
Selvamani, 2015) to better secure information. Employing this strategy helps prevent
access to data from various clients and makes the information unusable (Rao &
Selvamani, 2015). Researchers Dayıoglu et al. (2014) believed that CrytDB, a database
management system, may help prevent database attacks in cloud computing effectively
utilizing SQL queries. Furthermore, CrytDB is a viable contrast to other endeavors at
addressing the security challenges of encrypted data, because it allows easy migration of
the data to cloud without security. After all, data are already encrypted, and the data in its
encrypted form is not revealed to the CSPs (Dayıoglu et al., 2014). Barrow et al. (2016)
proposed the use of the DESCAST algorithm. This use of the DESCAST algorithm by
DBAs will ensure data are encrypted while transferred via the network from the server
and will remain encrypted at rest in the cloud server (Barrow et al., 2016). Barrow et al.
(2016) believed that the DESCAST algorithm will secure the data from brutal attacks and
compromise via birthday glitches. Barrow et al., (2016) are confident that the DESCAST
algorithm is stronger in comparison to other algorithms. For the successful
implementation of cloud computing services within an organization, DBAs must identify
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adequate strategies to implement and prevent data breaches in private IaaS cloud
computing.
Additionally, DBAs developed data hiding techniques to secure data from being
exploited and compromised. Watermarking and data encryption are two of the most
preferred strategies used by DBAs to secure data in cloud computing (Yesilyurt &
Yalman, 2016). Digital watermarking and encryption prevents unauthorized users to
access data secured in cloud computing by validating the authentication of the user
accessing the cloud database (Yesilyurt & Yalman, 2016). Accomplishing validation of
the user’s identity is done through invisible digital watermarking and the use of
encryption algorithm to prevent violation of the user’s data confidentiality, data integrity,
and authentication rights (Yesilyurt & Yalman, 2016). Additionally, Tankard (2017)
believed that the use of data encryption diminishes the exploitation of data in cloud
computing through cyber-attacks. Despite encryption being a means of data protection in
cloud computing, DBAs should also employ other strategies to secure data by using
endpoint security, network security, application security, and physical security systems
(Tankard, 2017). Therefore, the use of data hiding security strategies such as digital
watermarking and data encryption by DBAs will secure data in private IaaS cloud
computing.
Auditing protocol is another way to secure data in the IaaS cloud computing. Jian,
Dengzhi, Qi, Debiao, and Xingming (2017) proposed that besides data encryption to
secure data, organizations should consider data auditing protocol by a third-party to
adhere to the security requirements of data privacy and verification in cloud computing
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infrastructure. This new technique will assure DBAs that shared resources in the cloud
will be protected from forgery attacks (Jian et al., 2017). Moreover, researchers have
proposed various schemes to secure data and its integrity when stored in the cloud. For
example, Xu, Wu, Khurram, Choo, and He (2017) proposed using a public data auditing
strategy associated with variable-size file blocks. Another strategy used by DBAs to
secure data in IaaS cloud computing is the use of firewalls. A firewall is a means to
secure sensitive data and proprietary information from data breaches and unlawful access
(Flores et al., 2014; Sindhu & Mushtaque, 2014); therefore, DBAs can benefit from using
firewalls as a means to secure their data in cloud computing.
Another common security strategy employed by DBAs is the use of multifactor
authentication. Using single passwords regardless of how strong it is with a mix of letters,
numbers, and symbols are no longer secure to protect the authorized user’s identity.
Multifactor validation of users password is now the emerging strategy which uses not
only a fixed password, but also demands two or more proof of the three types of
verification factor types: knowledge of what you know (password), what you possess,
(Personal identification verification (PIV) card ) and what you are (Jim, 2013). This
validation is used by the user using the single password, plus a code sent to the user’s
personal mobile phone on file for the user to access the database. This multifactor
verification process makes it difficult for an unauthorized user to fraudulently log in to
the database. A fraudulent user may gain easy access to an authorized user’s password
via a phishing email, but with the multifactor authentication process in place, the person

50
will be unable to access the database (Jim, 2013). Moreover, the use of multifactor
authentication will secure data in private IaaS cloud computing.
Principles of data security for design and implementation. Designing and
implementing data security in IaaS cloud computing should be centered on the three
principles of data security: confidentiality, integrity, and availability (CIA). Tchernykh,
Schwiegelsohn, Talbi, and Babenko (2019) defined confidentiality as a set of rules that
restricts unauthorized access to PII. Tchernykh et al. (2019) described integrity as an
entire information structure, which is a fundamental concept of data security and the data
stored in the cloud ought not to be changed by anyone other than the proprietor. The
availability of data means that the data are available to users at any time (Tchernykh et
al., 2019). According to Aminzade (2018), the three principles of data security is the
classic CIA triad and he purported that the CIA is used to make business saving
decisions, identify security deficiencies, and develop a mitigation plan for risks. Data
security threats are present wherever there is data with some intrinsic value, and securing
data should be paramount. Therefore, data security for the design and implementation of
systems must be centered on the three principles of data security: CIA. Currently, DBAs
embrace the three principles of data security CIA to ensure data security in the IaaS cloud
computing. Managing data breaches remains challenging due to proprietary ownership of
data stored in cloud and data sharing via multitenancy (Weinberg, Milne, Andonova, &
Hajjat, 2015)
With the global use of the internet and increased connectivity, in safeguarding PII
and data transmission, DBAs need to protect customers’ data by maintaining its CIA

51
(Weinberg et al., 2015). Designing and implementing the data security triad CIA is now a
paramount goal of organizations to gain customers’ respect and trust (Weinberg et al.,
2015). With the advancement in IT technology, storing data in the cloud has yielded more
attention to data security due to data breaches or node crashes (Wang, 2017). Wang
(2017) also added that data stored in IaaS cloud computing is now the new way of storing
data and the data owner has minimum control of its data (Wang, 2017). Data security
impacts CIA. Kumaril and Mrunalini (2018) supported the idea that storing data in IaaS
cloud computing is complex because the data owner loses control of the data and is
unaware of where the data are stored. The lack of ownership and not knowing where the
data resides posed a security challenge (Kumaril & Mrunalini, 2018). DBAs can design
and implement certain security strategies to minimize the security challenges posed by
storing data in the cloud by securing the three principles of data security: CIA. In terms
of confidentiality, DBAs need to design and implement a secure network to prevent the
exploitation of data and data leakage (Kumaril & Mrunalini, 2018). DBAs focus should
be centered on maintaining data integrity by keeping the data from manipulation by
unauthorized users (Kumaril & Mrunalini, 2018). DBAs should meet the data availability
requirement by designing and implementing a system, which is always functional to
ensure reliability and flexibility (Kumaril & Mrunalini, 2018).
Strategy: Infrastructure design and analysis. Data security needs to be
included in IaaS cloud computing infrastructure design and analysis. Maluf, Sudhaakar,
and Choo (2018) in the context of data security in the cloud computing environment
stated that a typical attack happens when the unauthorized user is probing for weakness
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or vulnerabilities that can be manipulated. Ali et al. (2015), concurred that cloud
computing due to its capability to centrally store and access data, is a potential threat for
data breaches. The central storage of data in IaaS cloud computing poses a threat to
exploitation by internal and external threats of data at rest and in transit (de Fuentes, et
al., 2017). Storing data in the cloud environment poses security challenges. Information
Technology & Innovation Foundation (ITIF) declared that cloud computing is
increasingly becoming popular, and 93% of United States businesses depend on it for
data storage; and over three million data centers are operating to meet the increasing need
of cloud computing services (Tinkler, Smith, Yiannakou, & Robinson, 2018). These
security challenges occur because customers lose control of their proprietary data by
outsourcing data to CSPs who have to manage it in a virtual environment (He et al.,
2016). These security threats are increased because the organizations are unaware of who
is utilizing data and deleting data (He et al., 2016). Moreover, the basis of the security
challenges is due to data sharing in the virtualized cloud computing environment (He et
al., 2016). Therefore, due to the increasing risks of security challenges that may impact
data security, DBAs need to identify strategies to reduce security risks and secure data.
Since migrating data into the cloud poses security challenges, DBAs need to
design ways to secure data and maintain its integrity (Xu et al., 2017). Entrusting
physical data control to CSPs remains questionable by organizations because financial
reasons may lead the CSPs to delete data to minimize management and decrease data
storage costs in cloud computing (Xu et al., 2017). Furthermore, customers’ data might
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be lost or tainted due to software or hardware faultiness, managerial errors, or data
breaches against the CSPs (Xu et al., 2017).
Strategy: Database application and design. In my doctoral study, I chose to
focus on private IaaS cloud computing data security. McKendrick (2018) stated that
private cloud computing provides heightened data storage security than public cloud, but
this remains unproven. Due to the live migration of data entrusted to a third-party, data
theft and privacy is a major concern because the live data migration from the server
through the internet may be compromised (Alamoudi & Alamoudi, 2016). Alamoudi &
Alamoudi (2016) identified cloud risks such as data explosion, governance, skill sets,
data portability, and data protection. If the employees are not properly vetted, the private
data can still be hacked due to unauthorized access. Therefore, it is the goal of DBAs to
ensure the optimal performance of the database so that data confidentiality and security
are maintained (Davoll, 2017). DBAs should also be knowledgeable about how to
maintain an effective database that has information readily available in real-time (Davoll,
2017). The DBAs are also responsible for incorporating strategies that secure database
management systems and training staff on how to effectively secure data and adhere to
privacy policies (Davoll, 2017). With the increased use of data storage in the cloud,
DBAs have to be skilled and knowledgeable about managing data in the cloud, as well as
securing data to prevent data breaches (Davoll, 2017).
In the past, DBAs’ roles were mundane and included maintenance of mainframe.
However, with the increasing implementation of cloud computing by organizations,
DBAs are challenged with managing data in the cloud and learning about new
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technologies to resolve database administration (McKendrick, 2015). Moreover, data
security ranks as one of the top three challenges DBAs face when data are stored in the
cloud. The three top challenges that DBAs face are the growth of unstructured and
structured data (66%), improving data security in the cloud (55%), and implementing
data in cloud computing (35%) (McKendrick, 2015). In summary, with the evolving role
changes of DBAs, DBAs have to remain knowledgeable about new technologies and
develop strategies on how to secure data in cloud computing to prevent data breaches.
Strategy: Data storage security. IT organizations are now utilizing IaaS cloud
computing to store data due to cost savings, improved performance, and adaptability than
the customary physical data centers without thinking of management of the physical data
centers (Ardagna, Asal, Damiani, & Quang, 2015). However, concerns still linger about
the data storage security in IaaS cloud computing. Ardagna et al. (2015) stated that
security concerns such as vulnerabilities and attacks focus on the three principles of data
security CIA at three levels: Application level, tenant level, and provider-on-tenant or
tenant-on-provider level.
Xiang and Zhu (2019) stated that entrusting data in cloud computing to CSPs
poses a security threat for organizations and this impacts CIA of data. Arki, Zitouni, and
Dib (2018) research also supported that data stored remotely in the cloud poses concerns
because IT organizations are still worried about the security of their data and the
guarantee of the confidentiality and integrity of the data. Despite the benefits of cloud
computing such as multi-tenancy and remote data storage, data security remains a
topmost concern on how to maintain data security (Arki et al., 2018). Moreover, the IT
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organizations are perplexed about remotely storing their sensitive data in the IaaS cloud
computing (Arki et al., 2018). Therefore, the attributes of cloud computing such as multitenancy and data storage pose a data storage security risk among the users of cloud
computing (Arki et al., 2018). Research on securing data storage in cloud computing
remains ongoing by protecting CIA of data. My study emphasizes the need for DBAs to
understand and maintain awareness of data breaches in IaaS cloud computing and to
identify the successful strategies to be used to minimize the data breaches.
Literature has revealed that there are several strategies used to secure data in
private IaaS cloud computing, and encryption seems to be the first line of defense in
securing data. Ye and Ng (2019) pointed out that encryption is a means of protecting data
in cloud computing from attacks. Tankard (2017) also noted that encryption and key
administration ought to be viewed as the foundation of any information security. Tankard
(2017) recommended that data encryption should be done when data are stored, at rest,
and in transit separate from the encryption key. The use of encryption minimizes data
breaches. When data encryption is used, it maintains the CIA of data (Parisha, Khanna,
Sharma, & Rizvi, 2017). On the other hand, Ardagna et al. (2015) proposed four forms
of cloud security solutions: encryption, signature, access control, and authentication.
DBAs need to identify security strategies that will help minimize data breaches in private
IaaS cloud computing.
Another data storage security strategy used by DBAs is authentication. According
to Yesilyurt and Yalman, (2016), authentication is a strategy used to verify the user’s
identity, which prevents unauthorized access to data CIA. A common authentication
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strategy now used by DBAs to prevent data breaches in IaaS cloud computing is
multifactor authentication. Multifactor authentication is used to safeguard data in IaaS
cloud computing by ensuring that data CIA. Simon (2019) pointed out that multifactor
authentication is reliable than complex passwords because it uses two forms of
verification (a password and something the user possesses) to prevent data breaches in
IaaS cloud computing. Heatherly (2016) supports the use of multifactor authentication to
safeguard data CIA to prevent data breaches in IaaS cloud computing.
Authorization is granting access rights to users based on their roles in their IT
organizations. Cusack and Ghazizadeh (2016) suggested that authorization is based on
users’ access control to the data stored in the IaaS cloud computing. DBAs provide users’
access controls to the data stored in the IaaS cloud. Foresti, Paraboschi, Pelosi, and
Samarati (2018) noted that regulatory rights are given to the users to different parts of the
data to maintain data confidentiality. Ramachandran and Chang (2016) also believed that
authorization is permitted using the user’s role in the IT organization. Ramachandran and
Chang (2016) also revealed that granting authorization to users is using access controls
such as a unique user ID and password. DBAs can track the assigned user IDs to specific
users of the data to monitor any suspicious network activity to prevent data breaches.
Data auditing is pivotal in cloud computing to maintain data integrity. Tian et al.
(2019) were concerned that CSPs may tend to or even purposely erase data once in a
while belonging to some data owners to save data space in IaaS cloud computing.
Therefore, data auditing is critical to creating effective reviewing processes to guarantee
data integrity in the cloud. Sookhak et al. (2015) also concurred that entrusting data in the
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cloud o CSPs makes it susceptible to both internal and external threats, which may
impact data integrity. Data auditing is a means of scrutinizing and identifying data
corruption and ensuring it remains intact (Sookhak et al., 2015). DBAs need to consider
using data auditing to ensure data integrity of data stored in IaaS cloud computing to
prevent data breaches. Additionally, Sookhak, Yu, and Zomaya (2018) questioned the
data integrity of data stored in IaaS cloud computing to CSPs. Sookhak et al. (2018)
found instead that having data auditing procedures in place is required to ensure data
integrity of data stored in IaaS cloud computing. Data auditing is a security control
measure in cloud computing that DBAs can utilize to minimize data breaches in IaaS
cloud computing.
Outsourcing data storage to CSPs has increased because it reduces the cost of
physical storage of data and this relieves IT organization of management and data
maintenance (Subha & Jayashri, 2017). Research purported that 79% of organizations
have decreased their spending on physical data centers by outsourcing data to CSPs to
focus on strengthening their business and improve efficiencies (Subha & Jayashri, 2017).
Securing data in cloud computing requires maintaining data integrity through data
auditing to prevent data breaches. DBAs can use this data auditing strategy to minimize
data breaches in private IaaS cloud computing. However, Garg and Bawa (2016)
emphasized that there are different types of auditing protocols used for data auditing in
the cloud, and more research is still needed to identify the most successful data auditing
protocol. The above research studies spotlight the need to incorporate data auditing in IT
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organizations to mitigate data breaches by recognizing that data stored in the cloud and
managed by CSPs require auditing to ensure data integrity is maintained.
Strategy: Management issues. Data security is not a priority by IT
organizations. IT leaders do not completely comprehend the importance of security
controls and are less inclined to enforce security controls, which places data integrity at
risk (Noguerol & Branch, 2018). Data confidentiality and integrity risks pose
management issues for IT leaders. Gale (2018) posited that IT organizations are faced
with increased pressure to secure the confidentiality of data for their customers. Gale
(2018) also stated that after the Facebook privacy scandal in 2018, organizations are now
open to mitigate data breaches. Moon, Choi, and Armstrong (2018) also agreed that IT
security executives are constantly on the edge trying to adapt the information needs of the
business with the IT security resources. Managing data security is challenging, and IT
leaders have to ensure that their data are secured by implementing security controls to
minimize data breaches in IaaS cloud computing. It is the DBAs’ role to ensure that
security measures are in place to prevent data breaches in IaaS cloud computing.
To manage data security issues, IT leaders need to buy into updating their systems
from data breaches consistently even if their data storage systems are free of such
breaches. Choong, Hutton, Richardson, and Rinaldo (2016), expressed concerns that the
budget allocated to data security by IT organization leaders remains minimal despite the
increasing challenges posed by data breaches. Therefore IT organizational leaders should
invest enough funds toward data security to mitigate data breaches (Schniederjans &
Hales, 2016). Since cloud computing continues to evolve and has changed the way
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organizations do business, DBAs need to implement and manage security controls to
minimize data breaches.
Transition
The primary focus of the literature review was to study prior research of IT
business professionals who addressed barriers when adopting cloud computing
technology. The framework of the discussion explained how low-end disruptive
technology such as cloud computing, improves products and system performance.
Section 1 also addressed the following topics for this research study: defined the IT
problem, provided the background of the problem, specified the problem statement, and
the purpose statement.
Section 2 will focus on the role of the researcher, participants, research method
and design, population sampling, ethical research, data collection/ instruments/
techniques, reliability, and validity. Section 3 will examine the research findings and how
the conceptual framework is linked to the research findings. Additionally, this section
will also review the effects of the findings on social change as conveyed regarding
tangible improvements to individuals, communities, organizations, institutions, cultures,
or societies. Finally, this section will discuss future recommendations and actions, and a
convincing concluding statement.
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Section 2: The Project
In this doctoral study, I investigated the strategies DBAs used to secure data in
private IaaS cloud computing. This section includes an explanation of the role of the
researcher, participants, research methodology, research design, population and sampling,
and ethical research procedures. I also described the data collection instruments, and
techniques, the public organizational documents; the data analysis plan; and reliability
and validity.
Purpose Statement
The purpose of this qualitative multiple case study was to explore the strategies
DBAs used to secure data in private IaaS cloud computing. The targeted population
consisted of DBAs in 2 IT organizations located in the state of Maryland who have
successfully implemented at least one IaaS cloud computing security strategy within the
past 3 years in their organizations to prevent data breaches. The results of this study may
provide a better understanding of the security strategies that DBAs in IT organizations
used to minimize costs for data breaches. Application of study findings by DBAs may
allow IT businesses to stay competitive with potential business growth.
Role of the Researcher
I was the central instrument of data collection for this qualitative research study.
In qualitative research, the researcher is involved in all phases of the study from
characterizing an idea to the configuration, interviewing of research participants,
interpretation of results, confirmation of findings, and coding of concepts and themes
(Sanjari, Bahramnezhad, Fomani, Shoghi, & Cheraghi, 2014). The researcher is, thus,
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central in the instrumentation process used in qualitative research (Sanjari et al., 2014). I
was responsible for creating the interview questions and the interview protocol guide, and
choosing the research participants. As the central instrument for data collection, I
collected data personally from the research participants. I followed Yates and Leggett’s
(2016) protocol by initiating interviews by asking open-ended questions to generate
themes that can be later reviewed and examined. Identification of themes was done by
perusing interview transcripts or other printed material to identify themes or codes. My
analysis of data was deductive because my study was explorative and used an existing
framework. Yates and Leggett stated that valid evaluation of data and generation of
themes leads to solving the research questions or creating new research questions. Peters
and Halcomb (2015) suggested that semistructured interviews allow the researcher to
develop predefined questions, which generates rich participant responses that improve
understanding of their experiences and views.
I used the interview protocol to pose the same questions to research participants.
Castillo-Montoya (2016) stated that using strong interview guidelines captures
meaningful data based on the participant's experiences. I conducted the interviews using
predefined open-ended, semistructured questions. This approach allowed me to delve
deeper into information as the research participants responded to the questions. I
managed the interview guidelines by ensuring that unforeseen issues did not occur such
as room temperature control, poor lighting, and noise distractions. This proactive
approach of interviewing research participants generated more robust data, which, I
believed, reflected the participants’ experiences and perceptions. In addition to the
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semistructured interviews, I examined and reviewed the organizational documents
focused on security strategies. The focus of my interview questions and document review
was appropriate because my research study will be focused on exploring the security
strategies DBAs use to prevent data breaches in IaaS cloud computing.
Furthermore, I examined the data collected from my interview notes and used a
personal diary to notate interview observations. An audio recording of interviews was a
key component of the interview, which improved data evaluation (see Yates & Leggett,
2016). My diary contained descriptions of issues raised during the interviews, which was
useful when coding and identifying themes. This participatory action by the research
participants was a form of data collection that ensured continuous improvement through
planning, acting, observing, and reflecting (see Yates & Leggett, 2016). I also observed
members’ responses or difficulties while reacting to the interview questions and knew
when to ask probing or follow-up questions appropriately. These follow-up questions
allowed further elaboration on the participants’ responses (see Reid & Mash, 2014). I
asked the participants if I could audiotape them. If they agreed, all interviews were audiorecorded, transcribed, reviewed, and the data analysis of the data was done using
qualitative data analysis software to determine codes and themes.
I currently reside in Laurel, a city in three counties: the northern Prince George’s
County, Anne Arundel County, and Howard County, Maryland, United States, located
midway between Washington, DC, and Baltimore. I selected my research participants
from two IT organizations located in Baltimore. Residing in Laurel had no impact on the
choice of potential participants selected for this doctoral study. I had no past connection
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with the two organizations or the potential research participants. Before the beginning of
this study, I was not a subject matter expert in cloud computing. Conducting
semistructured interviews also prevented my knowledge of the topic from biasing study
results because questions focused on the research participants’ experiences resulting in
comprehensive data collection. In addition, participants’ responses were audio-recorded
and transcribed verbatim. As the instrument for this doctoral study, I listened carefully
and adjusted or changed paths during the interview process. I also followed my intuition
during the interview process by adhering to the interview protocol. Castillo-Montoya
(2016) stated that even with the change of paths during interviews, the researcher should
still adhere to the interview protocol and not deviate from it. Finally, I followed the
interview protocol while remaining sensitive to the verbal and body cues of the research
participants.
I have more than 17 years’ experience in IT and contracting businesses. This
experience helped increase my awareness and sensitivity of the issues and challenges
identified with key and strategic IT innovations and developments. Reid and Mash
(2014) stated that a qualitative research study is subjective and the researcher brings his
or her own bias regarding the research study (Reid & Mash, 2014). This bias was
mitigated through the use of the interview guidelines and the recording of interviews (see
Reid & Mash, 2014). Getting the participants to validate the interview transcript ensured
that the data collected reflected their experience and perceptions as well as minimized
bias (see Morar et al., 2015). Experts contend that this validation by research participants
of the recorded interviews improves the credibility of the study (Thomas, 2017).
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Methodological triangulation was done by comparing the feedback and edits received
from research participants with internal and external documents to minimize bias and also
validate findings. Examples of internal and external documents include communication
tools, white papers, presentations, and blogs (Kranz et al., 2016). In Section 3, I listed the
organizational documents I reviewed.
Moreover, I internally pilot-tested my interview questions with my peers, as well
as reviewed the interview findings with them to validate the consistency of the findings
and how they sounded. Kallio, Pietila, Johnson, and Kangasniemi (2016) emphasized
that to mitigate researcher bias, the interview guide should be tested to detect
uncertainties and leading questions. Additionally, the researcher could also role-play as a
participant and answer the interview questions posed by another researcher, to get a feel
for answering sensitive questions and to ensure that the study is ethical (Kallio et al.,
2016). Therefore, as the researcher of this doctoral study, I removed bias by adhering to
the interview guidelines and audio-recording and transcribing all interviews verbatim.
I protected the rights of all the research participants participating in this study.
The protection of the rights of the research participants was accomplished by following
the guidelines of the Belmont Report. The Belmont Report was established in 1979 by the
National Commission for the Protection of Human Subjects in Biomedical and
Behavioral Research as an ethical guide to safeguarding research participants’ rights
involved in a research study. The Belmont Report focused on three primary ethical
principles that were adhered to when conducting research: respect for individuals,
beneficence, and justice (The Belmont Report, 1979; Miracle, 2016). Respect for
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individuals was done by giving the research participants the autonomy to decide whether
they would like to participate in the research study (Miracle, 2016). Voluntary
participation was done in my study by informing the research participants that they had
the right to decide to participate in the research study or not. I also gave the participants
time between questions and assessed their level of comfort to adapt to the interview
protocol. Beneficence entailed protecting the research participants from harm.
Beneficence was done by making the participants aware of any known or unknown
possible harm that may occur during this study using a consent form. Approval of the
study from Walden University Institutional Review Board (IRB) further protected the
research participants from harm. The IRB's basic role was to examine the research
standards and shield participants from hurt and ensuring that risks are minimized.
Informed consent was completed to protect the research participants from harm,
voluntary participation, and withdrawal from the study without retaliation. Justice was
met by treating all research participants equally and fairly and informed them they can
change their minds in participating in the research study without fear of retaliation
(Miracle, 2016). Confidentiality was maintained throughout the interview by keeping the
participant's names anonymous. All participants were treated equally without
discrimination (Miracle, 2016). The research participants were informed about the
inclusion and exclusion of the research study such as the age limit and experience
criteria. Finally, as the researcher, my goal was serving as the participant's advocate and
evaluated their ability to provide informed consent. Serving as the participant’s advocate
was done by ensuring detailed information was provided to them about the research
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study, assessed the participant's knowledge about the risk and benefits of the study and
any possible consequences, and the participant's rights whether to participate or not in the
study (Miracle, 2016).
Participants
The target population for the qualitative study was focused on two IT
organizations in Baltimore Maryland with successful implementations of cloud
computing. These two IT organizations stated that cloud computing has been costeffective and allows their staff to access data anywhere and anytime without problems
and the organizations trust the cloud providers storing their proprietary data in the cloud.
Additionally, I used a set of participant criteria to identify successful implementations of
cloud computing based on asking general questions about the organizations have
experienced data breaches in cloud computing. The DBAs in the two organizations
selected stated that data breaches have not been experienced by their organizations.
Potential participants were four Database Administrators (DBAs) from each organization
engaged in security strategies to secure data in private Infrastructure as a Service (IaaS)
cloud computing. Consent was obtained from the DBAs in both organizations to gain
their voluntary participation in the research study. Informed consent could be
challenging to obtain from some participants because they felt that they have unofficially
consented to participate in the interview (Peticca-Harris, DeGama, & Elias, 2016). Since
informed consent can be challenging to obtain at times, I ensured that the consent form
clearly stated the purpose of the study, described the details, participants’ option to
voluntarily participate in the study with the option to withdraw from the study at any time
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without retaliation. A copy of the signed consent form was given to each participant. Reid
and Mash (2014) added that the interview questions were designed to gather
comprehensive responses from each research participant. Semi-structured open-ended
questions were asked to build trust with the participants and strengthen the working
relationship. For researchers, the use of open-ended questions allowed the participants to
elaborate on their experiences instead of giving one-word responses (Tinkler et al., 2018).
I asked each participant open-ended questions, and all the participants were asked the
same question in chronological order. I made sure the interview questions were clear,
short, and logical. Follow-up questions were generated from the initial interview
questions based on the participant's responses. The use of the interview guide created a
structured environment (Tinkler et al., 2018).
The eligibility criteria for the potential participants included the following: the
DBAs were 28 years or older with an IT work experience of five years or more, and three
years of cloud computing experience as related to data security. Etikan (2016) stated that
one of the criteria for participant’s selection was based on their knowledge and
experience. The criteria that I used to select my research participants was based on five
years of IT work experience, and three years of cloud computing experience as related to
data security. The nonrandom technique was beneficial for this qualitative study because
of limited resources and time (Etikan, 2016). Once provisional IRB acceptance was
received from two of the IRB members at Walden University, I contacted a few IT
organizations in the Baltimore area to identify the organizations that had implemented
cloud computing. Contacting the organizations allowed me to identify potential research
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participants and I sent each participant a letter of invitation (Appendix B) via e-mail or
U.S. postal mail. Working as an IT Specialist for the federal government, I was aware of
several IT organizations that had contracts with the federal government that I could reach
out to. The size of the company varied, but I was focused on companies with 10- 20
employees. Peticca-Harris et al. (2016) cautioned that gaining access to research
participants can be arduous at times, but once accomplished, there is a joyful relief of
progress by the researcher. I obtained permission from two of the organizations to
interview employees for my research study based on the inclusion and exclusion criteria
developed. I obtained an email list from the Chief Information Officer (CIO) of
employees meeting the inclusion criteria for my research study and sent emails to these
potential participants informing that participation in my study was voluntary and their
decision not to participate would not lead to retaliation by their organization. The email
gave the participants two weeks to decide to participate. A timeframe of whether to
participate in a research study allows participants to ask questions and make their
informed consent (Tinkler et al., 2018). Once consent was obtained from the participants
to participate in my research study, details of the date, time, location and other
requirements of the interview were outlined. I also had an informal discussion (either via
telephone or face-to-face upon receipt of the e-mail responses) with the research
participants before the semi-structured interview to get a sense of their experience and
feelings of the interview. To further gain trust from the participants, I shared my
interview questions with the participants before the interview to acquaint them with the
questions that would be asked. I also obtained data from IT security policies and
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procedures, and organizational documents related to strategies minimizing database
breaches. Palinkas et al. (2015) emphasized that research participants who met the
researcher’s eligibility criteria, owned knowledge of the topic of interest, and this
provided rich data for the study. With all these interview strategies in place, this provided
rich data collection from the research participants.
Research Method and Design
This section described the research method used for this study, justified why this
specific research method was used over other research methods, and why the research
design selected was appropriate for researching the problem statement.
Research Method
Since the qualitative method was exploratory, I chose a qualitative study to
explore strategies database administrators used to secure data in private Infrastructure as
a Service (IaaS) cloud computing. The goal of a qualitative multiple case study was to
explore and compare experiences of individuals with organizational resources to get a
comprehensive understanding of the phenomena (Li, Wang, Liu, Xu, & Cui, 2018). A
qualitative multiple case study was chosen because it generated rich data from the DBAs’
experience and knowledge. The use of qualitative research techniques such as openended semi-structured interviews provided rich data from research participants and
elicited further probing for more details by the researcher (Boz & Dagli, 2017). This
qualitative method also provided a deeper insight into how DBAs developed strategies to
secure data in private IaaS cloud computing. The qualitative research method also
allowed the researcher to generalize the insights of the participants to a specified
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population (Dey & Lehner, 2017). Stockman (2015) stated that the means of data
collection in qualitative research was through interviews, focus groups, documentation,
and observations. I used semi-structured interviews and organizational documents to
collect data for my qualitative study.
Quantitative research was not appropriate for my research study because I was not
collecting numerical data. Quantitative research was statistical because it used numbers to
conclude a research study (Onen, 2016). Quantitative research was unsuitable for this
study because it dealt with figures and was statistical. Quantitative research used
independent and dependent variables to generalize relationships and verified research
problem statements and questions (Hesse-biber, 2016). This study’s data collection was
based on the participant's responses to the interview questions and organizational
documents that were not statistical. Qualitative research used verbal responses
transcribed from the audio recorded interviews, written notes by the researcher, as well as
nonverbal cues during the interview to explore phenomena. Therefore, a quantitative
research method was inappropriate to provide an in-depth explanation of my problem
statement since it does not test a hypothesis. I considered using mixed-methods for this
study. Stockman (2015) defined a mixed-method as a research study consisting of both
qualitative and quantitative research methods that could time-consuming. The mixedmethod is inappropriate for this study because it is a combination of qualitative and
quantitative methods and using both in my research study would be time-consuming. The
researcher had to know multiple methods, and this allowed the researcher to use the
strengths of both methods and minimize the weaknesses (Molina-Azorín & López-
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Gamero, 2016). The researcher used mixed-method and quantitative results of the study
to support the qualitative findings (Demir, Mutlu, & Şişman, 2018). Since this study
relied on an in-depth exploration of the problem statement, using quantitative data was
not suitable and mixed-methods do not apply to this study.
Research Design
There are five types of qualitative designs, and four of these five types will be
described in this research study: ethnographic design, phenomenology design, narrative
design, and case-study design, and three out of the four designs were considered as
alternative design approaches for my research study. The ethnographic design was based
on the researcher’s understanding of the social and cultural perspectives of the mall-scale
of people (Rashid, Caine, & Goez, 2015). The ethnographic design was not suitable for
my study because the focus of the research was to understand the social and cultural
perspectives of the small-scale of people. This ethnographic design was time-consuming
because the researcher had to spend a vast amount of time learning the small-scale
people’s language and unfamiliar culture (Rashid et al., 2015). My study did not require
an in-depth understanding or knowledge of the culture or social habits of DBAs regarding
how they developed security strategies used to secure data in private IaaS cloud
computing. Reich (2015) stated that in the ethnography design approach, the researcher
lived in the participant's social world. I was not living in the DBAs’ environments to
understand their social and cultural perspectives. My study was focused on exploring the
security strategies DBAs used to secure data in private IaaS cloud computing.
Ethnography involved living in the participant's natural environment and experiencing
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their daily lives (Marion, Eddleston, Friar, & Deeds, 2015). Since living in the
participant's environment involved long-term commitment and immersion in their
culture, this design was not feasible for my research study because I explored the security
strategies used to secure data in private Infrastructure as a Service (IaaS) cloud
computing. The phenomenological design approach focused on the daily lived
experiences of a specific group of people (Mohajan, 2018). The researcher through the
interviews gained an understanding of the experiences and perceptions of the research
participants (Pelin, & Soner, 2015). My study was not about the lived experiences of one
or more DBAs; whereas, it was about how DBAs developed security strategies to secure
data in private IaaS cloud computing. Hannaford (2017) asserted that the researcher in
phenomenological design attempted to comprehend a specify population perception of
phenomena through their lens. In my research study, I was not trying to understand the
behavior of DBAs when data breaches occurred. Instead, my study was to explore the
security strategies DBAs used to secure data in private IaaS cloud computing. The
narrative design approach focused on the personal stories of individuals and a sequence
of events (Mohajan, 2018). The use of this qualitative research design was timeconsuming for the researcher, and it involved a limited number of participants (Mohajan,
2018). The narrative design also provided individual life stories that generated a rich
content of narratives. (Happel-Parkins, A., & Azim, 2017). My study was based on semistructured interviews of research participants not on storytelling. The narrative design
was centered on storytelling through textual information or dialogs (Hege, Dietl,
Kiesewetter, Schelling, & Kiesewetter, 2018). This research study was not suitable for
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my study because I explored the security strategies DBAs used to secure data in private
IaaS cloud computing. A multiple case-study design was the research design for this
study. I independently interviewed 6-8 individuals from two IT organizations. Gentles,
Charles, Ploeg, and McKibbon, (2015) stated that a case study consisted of independent
individuals and other organizational documents. A case study was also exploratory and
explanatory, and this helped the researcher to answer how and why questions
(Fagerholm, Kuhrmann, & Münch, 2017). The phenomenon that was explored in this
study was the strategies DBAs used to secure data in private IaaS cloud computing.
Multiple case study helped improve the credibility of study findings (Fagerholm et al.,
2017). A multiple case study allowed the collected data from research to compare and
contrast the strategies DBAs used in the two IT organizations to secure data in private
IaaS cloud computing.
Data saturation was pivotal in the qualitative research method. It ensured when
the participant's responses become redundant, and no new information was valuable to
the study or generated new themes or codes (Gentles et al., 2015; Kline, 2017). To get
data saturation, I interviewed 6-8 participants for this study. I achieved data saturation by
conducting semi-structured interviews with DBAs until was no new information using
the eligibility criteria for the research and ensured comprehensive and quality data was
collected based on the participant's responses. The research participants were asked
identical interview questions in chronological order without skipping questions or going
out of order. I l reviewed data from the personal diary and field notes to identify concerns
raised during the interview.
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Population and Sampling
My population for this study was IT Database Administrators (DBAs) from two
companies in Baltimore, Maryland with experience and knowledge in security strategies
used to secure data in private IaaS cloud computing. Since I am an IT Specialist for the
federal government, I was aware of five IT organizations in the Baltimore area that work
with cloud computing; I contacted these five organizations in the Baltimore area that
worked with cloud computing. Hoyland, Hollund, and Olsen (2015) stated that to identify
the selected population for a study, details must be provided by the researcher. So, based
on the responses received, I selected two organizations that were used as my multiple
case study organizations. Both cases are small businesses with a budget of less than $30
million a year. Case A delivers Healthcare IT, Cybersecurity, and Telecommunications
solutions that improve the life and health of millions of Americans while defending our
national interests on the battlefield. Case B vision is focused on igniting innovation,
inspire transformation, and implemented digital solutions for a healthier nation. Contact
was initiated with these organizations via email introducing myself, asking permission to
consider participating in my research study and providing details about the study. The
email also informed the participants that their participation in the study was confidential
and the anonymity of their responses was ensured by using unique identifiers for each
participant. The interview data was safeguarded, and the data collection process was
created that posed the least disruption to their workplace. Additionally, having an alliance
with a gatekeeper to an organization positively impacted the perception of the research
study (Hoyland et al., 2015). Such an alliance was through owners of the organizations
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that I had worked with while as a contractor or they had working relationships with my
federal employer as a contractor.
Having well-defined eligibility criteria in place was required for a qualitative
study because it identified the research participants for the study (Hanson et al., 2016).
The DBAs that were selected for this study met the eligibility criteria set by the
researcher. The eligibility criteria that was used to identify potential research participants
were (1) the DBAs will be 28 years or older, (2) IT work experience of five years or
more, and (3) three years of cloud computing experience as related to data security. The
qualitative sampling was difficult to attain, and the key focus should be in-depth
perception and richer data with a small sample size (Roy, Zvonkovic, Goldberg, Sharp, &
LaRossa, 2015). A small sample size of DBAs shared their experience with security
strategies used to safeguard data in private IaaS cloud computing by answering the semistructured interview questions. The qualitative research utilized a small sample size, and
it was not representative of the general population (Twining, Heller, Nussbaum, & Tsai,
2017). DBAs working in IT and cloud computing were anticipated to be knowledgeable
about cloud computing an evolving technology, and about 10-12 DBAs were selected
from multiple organizations.
Purposive sampling was used to select the research participants. Purposive
sampling was a popular strategy used in qualitative research to select a specific group of
people based on their knowledge or experience about a specific topic (Palinkas et al.,
2015). Using purposive sampling provided convenience and focus on the features of
organizations that had implemented cloud computing data security strategies to prevent
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data breaches in private IaaS cloud computing. Etikan (2016) purported that purposive
sampling was a type of non-random sampling technique used to select a sample of
participants from a specified population. My research participants for this study were
DBAs with IT and cloud computing experience in implementing security strategies used
to prevent data breaches in private IaaS cloud computing. Etikan (2016) purported that
the central focus of purposive sampling was data saturation. I selected research
participants that had knowledge and experience about cloud computing security strategies
which provided rich, unique and valuable data for my study. Fusch and Ness (2015)
believed consideration should be made toward using a sample size that provided thick
rich data. I used a total of 6-8 research participants in my study from two IT
organizations in the Baltimore area.
Census sampling, a form of purposive sampling, was suitable for this study. The
goal of census sampling was to ensure that the researcher focused on data saturation by
having an in-depth understanding of the sample until no new information or data was
discovered (Etikan, 2016). Even though the number of research participants was
reasonably small, census sampling encompasses all DBAs identified by the gatekeeper,
and they were included in the study. Lucas (2014) added that census sampling occurred
when the researcher incorporated in the research the whole population that fits the
predefined eligibility criteria. The DBAs who met the research eligibility criteria for this
study had knowledge and experience in IT, as well as database securities strategies in
cloud computing. I chose to use census sampling because the 6-8 DBAs were a
representation of the entire population of DBAs from the chosen organizations. Based on
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the eligibility criteria, data collection and analysis were from 6-8 participants from both
IT organizations. Random sampling was considered as statistical inference (Griffiths,
Daniels, Austerweil, & Tenenbaum, 2018). Random sampling was not considered for
this study because it was not suitable for a qualitative case study. The selection of
sampling techniques implemented strategies that ensured quality, credibility, and validity
(Roy et al., 2015). The implementation of sampling technique strategies was done
through member checking of interview responses by participants and data triangulation.
As the researcher, my goal was to maintain an amicable working relationship with
the research participants. Kallio et al. (2016) emphasized that the use of semi-structured
interviews in a qualitative study was successful because it allowed exchange between the
interviewer and participant. The semi-structured interview was used for each of my
participants using an interview protocol to ensure that each participant was asked the
same question in chronologic order. It was also pivotal that the location of the interview
was based on the participant's preference (Foley, Boyle, Jennings, & Smithson, 2017). I
worked with the participants to ensure the appropriate interview location of their choice
with the least distraction while conducting the interview.
Moreover, interviewing participants in a setting of their choice made the
participants comfortable to freely share their insights and this enhanced privacy, and
created a positive rapport with the researcher. Ecker (2017) supported the notion that an
interview setting was powerful because it provided the chance for a comprehensive
understanding of research topics. I ensured that the informed consent provided details
about the research purpose and maintained the confidentiality of the participants. Once
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informed consent was given and understood, each participant signed the consent. The
research participant was informed about how long the interview would last, and the
interview was audio-recorded, and notes were taken. The participant was informed that a
transcript of the audiotape and sharing of the interview notes would be provided to him or
her for review and any corrections needed to ensure that the researcher captured the
correct responses were encouraged.
Ethical Research
My recruitment of research participants’ was done when my Institutional Review
Board (IRB) approval of my doctoral study was received from Walden University
ensuring that it met the human rights protection from harm. Barnard (2016) stated that the
research should garner approval from the ethics committee subject matter experts that
would agree if the research study was harmful and justified. I completed the IRB
application for Walden University to ensure that the IRB members agreed if the research
study conducted was safe and justified. The Belmont Report (1979) served as an ethical
guide to safeguard research participants’ rights involved in a research study. I adhered to
the Belmont Report’s three ethical principles of respect for individuals, beneficence, and
justice during the semi-structured interview process for each research participant (The
Belmont Report, 1979).
As the central instrument for data collection, I explained my role as the researcher
to the participants. Finding and securing participants for a research study was a pivotal
requirement before a research study can be conducted (Peticca-Harris et al., 2016). I
obtained informed consent from each participant. The informed consent provided the

79
purpose and description of the research study, the expected duration of the interview,
voluntary participation, and the option of not to participate, and a guarantee from the
researcher to adhere to ethical conduct.
Careful consideration of maintaining ethical standards must be in place when
selecting research participants for a research study (Lloyd, & Hopkins, 2015).
Participants were able to choose not to participate at any time, and they were assured that
if they decided not to participate in the research study while data collection was in the
process, the data would be deleted, and the participant would be informed of the action.
According to Auger (2016), informed consent must be obtained from all participants who
consented to participate in the research study without duress voluntarily. The informed
consent allowed participants the right to withdraw or stop the audio recording during any
portion of the interview if they do not feel comfortable without retaliation. I got signed
consent from all participants who voluntarily agreed to participate in the research study,
and once they agreed to participate voluntarily, a copy of the signed consent form was
given to each participant for their records. Finally, I let the participants know that I
completed a National Institutes of Health (NIH) online training course to build trust and
ensure that ethical principles were adhered to during the research study.
The consent form provided an option for all participants to opt-out of the study.
My contact information including e-mail and telephone number was provided to the
participants in case they decided to withdraw from the research study whenever they
want to. Artal and Rubenfeld (2017) stated that full disclosure, informed consent, and
voluntary participation was pivotal in a research study. The participants were informed of
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any benefits and harm that the research study would pose and their participation in the
study was voluntary. The participant letter of invitation is in Appendix B. The business
letter of invitation (see Appendix C) was signed by the head of the organization. Barnard
(2016) emphasized the importance of informed consent, which addressed the
confidentiality of the research participants, data storage, and security of responses of
participants. Collected data would be kept in a safety deposit box for five years to
safeguard the participant's confidentiality. Ibrahim and Edgley (2015) assured
confidentiality and anonymity while conducting a research study. Confidentiality of the
participants was protected by assigning each organization and the participants a unique
identification number, and all the data stored were password protected.
There was no incentive for this study. I let the participants know that they all had
a common interest in safeguarding data stored in cloud computing and minimizing data
breaches of customers’ personally identifiable information. Moore et al. (2016) supported
the use of motivational strategies as an incentive for research participants to voluntarily
participate in a research study. Successfully identifying these strategies to secure data in
the cloud was of value to their organizations and may serve as benchmarks. Additionally,
the participants would be recipients of the final research study. Sharing their knowledge
with other subject matter experts in a research study would provide positive responses
and enhance rich data collection since they all share a common interest. The final
doctoral manuscript would include the Walden IRB approval number (07-03-190513628).
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Data Collection
Data Collection Instruments
In this qualitative study, I was the central instrument for data collection, and this
was done using semi-structured interviews and reviewing organizational documents.
Foley et al. (2017) stated that triangulation improved the credibility and validity of
research findings. The use of multiple sources such as semi-structured interviews and
organization documents improved triangulation (Carter, Bryant-Lukosius, DiCenso,
Blythe, & Neville, 2014). I ensured triangulation by comparing the responses from the
participants with the organizational documents such as policies and regulations focused
on database security strategies to prevent data breaches. Fusch and Ness (2015) stated
that interviews were a means of reaching data saturation and data triangulation was a
means of achieving data saturation. Data saturation was achieved when no new data, no
new themes, or no new codes were identified when comparing interview responses with
the organizational data.
Semi-structured interviews consisted of open-ended questions to generate
comprehensive data from the participants (Molina-Azorín & López-Gamero, 2016). I
asked open-ended questions to allow the participants to provide detailed information
about the phenomena being studied; responses were audio-recorded, analyzed, and
transcribed. According to Jamshed (2014), the duration of semi-structured should last
between 30 minutes to an hour. I ensured that the interview lasted no longer than one
hour. If the one-hour time frame was close, I asked the participants’ permission and
preference if he or she would like to end the interview within the one-hour timeframe or
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schedule another follow-up question interview at a later time. Jamshed (2014) stated that
the semi-structured interview consisted of open-ended preset interview questions that
elicited a response from the participants. All interviews were audio-recorded with the
permission of the participants.
The interview protocol (see Appendix D) included the interview questions I asked
the participants during the semi-structured interview. The interview protocols were used
to enable researchers to ask participants the same questions in similar chronologic order,
to allow comparison of responses with all participants to address validity, internal
consistency, and quantify the responses (McIntosh & Morse, 2015). I asked each
participant the same interview questions in chronological order using the interview
protocol (see Appendix D). Methodically asking interview questions allowed easy
comparison of participants’ responses, and this enhanced the identification of themes and
codes (Young et al., 2018). Member checking assessed the validity of the responses from
the research participants (Burda, Van den Akker, Van der Horst, Lemmens, &
Knottnerus, 2016). Member checking was achieved by sharing the transcript of the
participant's responses with them to validate if the responses were accurate or required
additional information either by sending participants the transcript via e-mail or
scheduling a second meeting to review the researcher’s interpretation of the data.
The member checking process was iterative until the participant's responses were
captured correctly. Spillane, Larkin, Corcoran, Matvienko-Sikar, and Arensman (2017)
stated that using a reflective journal communicated observed behavior and concerns
raised during the interview. I kept a personal diary that contained some real issues raised
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amid the interview, as well as any observed behavior from the participants. Reflexivity
served as an iterative process of self-assessment by the researcher to consider the impact
of their role in a qualitative research study, which included the setting, participants, data
collected, analyzed, and interpreted (Orange, 2016). The use of a personal diary served as
a data collection instrument, and it tracked my actions, decisions, and ethical standards.
Berger (2015) posited that reflexivity was important throughout the entire research study.
As the researcher, I adhered to the interview protocol and was self-reflective while
interviewing the participants by asking open-ended questions and was aware of my own
biases such as thoughts, reactions, and triggers. Moreover, reflexivity helped minimize
biases by monitoring the researcher’s actions, doubts, and insights documented in the
personal diary.
Data Collection Technique
My qualitative case study data collection technique was focused on using multiple
data sources such as semi-structured interviews, organizational documents, and
observation. The interview was the most common data collection technique for the
qualitative study (Jamshed, 2014). The semi-structured interview was collected through
audio recordings and transcribed for each participant. The interview protocol (see
Appendix D) consisted of open-ended questions that generated rich and thick data from
the participants. I used document analysis for a review of organizational documents
related to security strategies to prevent data breaches in private IaaS cloud computing,
field notes, and a personal diary (reflective journal). Before starting the data collection
for my study, IRB approval was required from Walden University. Obtaining access to
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potential participants was a challenging task (Peticca-Harris et al., 2016). Once IRB
approval was received, I recruited participants by sending out an e-mail to the IT
organizations that had agreed to participate and used cloud computing for data storage.
Once my participants agreed to participate in the research study, I introduced myself first
and described the purpose of the research study. The point of contact for each
organization that provided access to the participants was the key to minimizing
challenges related to access to these participants.
Face-to-face semi-structured interviews were used for data collection for two IT
organizations’ from the DBAs with both IT and cloud computing experiences. I also used
organizational documents focused on security strategies used to prevent data breaches in
cloud computing to understand the phenomena better. Carter et al. (2014) stated that the
use of multiple resources in a qualitative case study provided in-depth and thick data to
understand the phenomena better. I got access to these organizational documents by
working with the senior management team focused on security strategies DBAs used to
prevent database breaches in private IaaS cloud computing. Before the interview, I
introduced myself to each participant and obtained informed consent. The informed
consent form contained a description of the study and its purpose . I audio recorded the
interview of each participant and analyzed each organizational document. Kim and Miller
(2015) defined informed consent as an agreement between the researcher and participant
that described the purpose of the research study, risks and benefits, alternatives, and
voluntary participation with the option to withdraw from the research study at any time
they chose to. Once the informed consent form was explained to the participant, they
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signed if they agreed to participate and a copy of the signed informed consent was given
to the participant for their record.
To adhere to the ethical research standards, data collection from participants
during the research study must be held confidentially. Semi-structured interviews were
beneficial because they generated rich, comprehensive data about the research topic.
Oates (2015) stated that face-to-face semi-structured interviews built rapport between the
research and participant and provided quality data. As the researcher, I ensured that the
participants selected the setting of preference for the interview, which allowed time to
promote rapport and trust. The quality of data during the interview was pivotal to a
research study. I also used the interview protocol to maintain the methodical structure of
the interview. This protocol had the list of open-ended questions that were asked of each
participant in chronological order (see Appendix D). Oates (2015) validated that for an
interview to be of rich quality and comprehensive, irrelevant questioning, inappropriate
timing, poor interviewing technique, problematic behavior can hinder an interview. I
ensured the interview was conducted in a comfortable setting of the participant’s choice
with minimal distraction and the participant’s time preference for the interview. I
observed participants for nonverbal cues and ensured all audio recording devices were
tested and in working order before the interview.
Data Organization Technique
During the data collection phase, I collected a variety of data such as
organizational documents, interview recordings, and field notes. Ranney et al. (2015)
stated that organizing qualitative data are a pivotal step required to ensure validity and
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reliability, in a qualitative research study. I used a reflective journal and a qualitative
software package such as to Atlas ti8 to create an audit trail of decisions that improved
quality and validity when I analyzing and transcribing e interviews (see Vicary, Young,
& Hicks, 2017).
I used a personal journal or reflective journal to track my thoughts, concerns,
questions about each phase of the proposal process and review. The organization of data
collected was pivotal in a research study. Orange (2016) posited that the use of a
reflective journal in a qualitative study helped organize the researcher’s thoughts and
concepts during the data collection process. For my qualitative study, I used two types of
data collection techniques: semi-structured interviews and reviewed organizational
documents. From the Chief Security Officer, I obtained organizational documents related
to data security of personally identifiable information of customers.
All data collected about this research study was stored on an encrypted flash drive
for five years and would be disposed of after the five years. The flash drive was locked in
a safety deposit box. Data collected from the interviews were compared with each
participant’s responses to ensure validity and credibility. Member checking as described
by Burda et al. (2016) was a feedback measure from the research participants who
reviewed the transcribed data and interpretation of the findings by the researcher and
provided feedback and additional information to ensure the content of the data was
correct. I validated the data collection findings and interpretation by sharing my transcript
of the findings with the research participants. Member checking promoted data
saturation. I also used my diary (reflective journal) to compare issues raised during the
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interview with the participant's responses to identify themes and codes and summaries
from the journal, and my field notes were shared with the participants for their review to
get their feedback on modifying or adding additional information. Member checking was
utilized as a means of research participants validating the accuracy of the data collected
by the researcher, which enhanced the credibility of the data and the research findings
(Goodell, Stage, & Cooke, 2016). I established member checking post-interview with the
participants either by e-mail, telephone, or face-to-face. The interview transcript, the
summaries from my field notes and reflective journal, as well as summaries from
organizational documents, were made available for participants’ review and feedback. I
safeguarded the interview data and all other pertinent data collected from other sources in
a safety deposit box and would be maintained for 5 years. After the 5 years’, all the raw
data will be destroyed, shredded or erased.
Data Analysis
Researchers contended that the most tedious advance in a qualitative research
study happened during data analysis because the amount of data and the in-depth analysis
generated from the qualitative data collection techniques for the researcher to better
understand the phenomenon (Watkins, 2017). Data collected in this qualitative study was
done in textual form after analyzing and reviewing organizational documents and
interview recordings. I obtained organizational documents related to data security from
the Chief Security Officer. Hussein (2015) opined that textual data was raw and must be
converted into information that could be analyzed to show patterns that are decoded and
translated into themes. Data analysis was done through the review of semi-structured
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interviews and a review of organizational documents to identify themes and codes.
Themes were usually created through the researcher’s insights into the data collected
from the interview and multiple resources (Goodell et al., 2016). These themes and codes
were linked to security strategies used to prevent data breaches that will answer my
research question. Themes and codes were identified by using triangulation, which was a
data analysis technique. Stewart and Gapp (2017) purported that a researcher’s goal was
to deliver trustworthy information that was valid and credible about their research
findings. My goal was to analyze and transcribe all audio-recorded interviews, field
notes, and reflective journal resources verbatim and ensured the accuracy of the
information through member checking and triangulation.
Data triangulation was a means of thoroughly analyzing qualitative data to ensure
reliability. Goodell et al. (2016) stated that data triangulation was a rigorous analysis of
qualitative data that allowed the researcher to use checks and balances in reviewing and
analyzing data to ensure the quality of the data and findings. Data triangulation produced
a holistic picture of the research topic from comprehensive resources. There are four
types of triangulation: data, method, investigator, and theory (Morse, 2015). Data
triangulation used multiple data sources such as people or groups to generate a variety of
insight into the data analyzed in time and space (Fusch & Ness, 2015). This study does
not apply to my study because my research study would change over time due to the
effective use of the security strategies used to prevent data breaches in private IaaS cloud
computing. Investigator triangulation used multiple researchers to analyze a specific
phenomenon and provided different insights into the data (Carter et al., 2014). This
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triangulation strategy does not apply to my study because I was the sole researcher for
this study and contrasting views from multiple researchers were not required. Theoretical
triangulation utilized multiple theoretical perspectives to interpret data (Fusch & Ness,
2015). This study does not apply to my study because I was using one conceptual
framework for my study. Methodological triangulation was the most common
triangulation used by researchers that used multiple strategies such as interviews,
organizational documents, field notes, personal diary or reflective journal to analyze a
specific phenomenon (Annansingh & Howell, 2016). This triangulation strategy was
applicable for my study because I audio recorded all participants’ interviews, reviewed
and analyzed organizational data on security strategies for preventing data breaches in
cloud computing, as well as used reflective journal and field notes to analyze data for my
research study.
I used methodological triangulation in my research study by audio recording
interviews from the research participants and transcribed the interviews verbatim, as well
as analyzed the organizational documents related to security strategies used to prevent
data breaches in private IaaS cloud computing. Methodological triangulation was the use
of two or more data sources that minimized biases and limitations resulting from using a
single method (Joslin & Müller, 2016). I also used my field notes and reflective/personal
diary to analyze data that may contain issues or concerns identified during the interviews.
A qualitative analysis was done using a thematic analysis approach. Thematic analysis
was a process used by the researcher while transcribing data to identify emerging patterns
to clarify the research question (Mohajan, 2018). I reviewed and analyzed the data in-
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depth to categorize data in groups to clarify the research question based on the themes
and codes identified such as common patterns in sentences, commonly used phrases that
developed into thematic categories of description. Categorizing of data in groups
promoted data organization and vigorous coding. Arora and Dhiman (2015) emphasized
that the coding of data using unique numeric codes protected the identity of the research
participants. Once the interview data was transcribed from the audio recorded interviews,
each participant’s responses were assigned a unique identity to ensure their responses
were confidential and anonymous. Thematic analysis was a strategy used by researchers
to interpret qualitative data in a comprehensive and in-depth way by identifying themes
and codes to answer the research question (Pfeiler, Buffington, Rao, & Sutters, 2017). I
entered the transcribed interview into my selected software, which was Atlas ti8. The
Qualitative Data Analysis used a holistic approach to interpret the subjective viewpoints
and understanding of the research participants as related to a specified topic (Chowdhury,
2015). There were several Computer-Assisted QAD (CAQDA) in the market used by
researchers to aid in the analysis process of qualitative data, and the researcher still had to
solely manage the process (Zamawe, 2015). Examples of CAQDAs included Nvivo,
Atlas ti8, N6, HyperResearch, Qualrus, and MAXqda. Rodik and Primorac (2015) stated
that the most commonly used CAQDA software was Atlas ti8, NVivo, and MAXQDA.
The decision to use the CAQDA was based on ease of access to it, recommendations
from peers, and the quality is added to the researcher’s analysis of data (Rodik &
Primorac, 2015). Atlas ti8 promoted reliability, validity, and trustworthiness of data
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analysis through triangulation, member checking, and audit trail (Ang, Embi, & Yunus,
2016). All of these capabilities promoted the reliability and validity of QDA.
Since categorizing the content of the semi-structured interviews was timeconsuming, using Atlas ti8 QDA made this process much easier (Budzise-Weaver,
Goodwin, & Maciel, 2015). I uploaded one transcribed document per participant into
Atlas ti8 post data collection. This uploading of documents per each participant’s
response enhanced the comparison of data between the participants (Olson, McAllister,
Grinnell, Walters, & Appunn, 2016). I was responsible for making decisions in selecting
codes and phrases. I performed an in-depth and comprehensive analysis of the semistructured audio-recorded interviews, organizational data, field notes, and reflective
journal to identifying emerging themes such as common words, description, and
experiences related to security strategies that linked to the central research question and
the Christensen’s DIT, which was the conceptual framework for this study. With the use
of Atlas ti8, I was able to apply the codes to sentences and paragraphs (Olson et al.,
2016). I used Atlas ti8 to analyze data by preparing and importing it, familiarized and
coded data, created families and networks. Atlas ti8 aided in organizing theoretical and
conceptual relationships (Paulus, Woods, Atkins, & Macklin, 2017). The use of the Atlas
ti8 tool provided easy access to codes, themes, and relationship maps constructed through
the analysis of the data collected (Paulus et al., 2017). I conducted a final analysis of the
coding file.
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Reliability and Validity
Reliability
The researcher’s role in a research study was to ensure that the research findings
were reliable and valid. The reliability of a study focused on consistency and results can
be replicated and may vary in the richness of data within comparable measurements
(Leung, 2015). I ensured that the semi-structured interviews were conducted using an
interview guide (see Appendix D) in which I asked the participants the same questions in
chronological order. Dikko (2016) confirmed that reliability could be achieved by asking
the participants the same questions at varying times and obtain the same responses with
different wordings. All semi-structured interviews were audio-recorded, and when
transcribed, the transcript was stored on an encrypted file and stored in a safe accessible
only by me.
Additionally, the reliability of my research study was dependent on how honest
the participant's responses were and if they answered questions completely. To promote
honest responses to research questions by participants, participants were informed that
their identity was protected by alphanumerically coding their responses, which was
confidential. Validity depended on the unbiased honesty and precision of the participants’
responses to the interview questions (Marks, 2015). The guiding principle for meeting
rigor in a qualitative research study was dependability, credibility, transferability, and
confirmability (Grieb, Eder, Smith, & Calhoun, 2015). These four techniques measured
reliability and validity.
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Dependability
Dependability tested the trustworthiness and consistency of a research study.
Dependability ensured that other researchers could use the same data to generate similar
patterns (Hammarberg, Kirkman, & de Lacey, 2016). Dependability could also be
achieved when a researcher used the same data and got the same outcome (Morse, 2015).
As the researcher, I ensured dependability by using the same interview protocol (see
Appendix D) to ask all the participants the same questions in the same chronological
order. Connelly (2016) stated that an audit trail is one of the procedures used to ensure
dependability. I used my reflective journal to document any concerns during the research
study. Use of the journal also helped me to identify patterns and themes.
Noble and Smith (2015) purported that consistency and trustworthiness of a study
was contingent on the researcher keeping a decision trail. I used my reflective journal to
document any issues or decisions during the process which ensured clarity and
transparency. Maintaining a decision trail also helped in ensuring trustworthiness by
making the researcher’s decision clear and transparent (Noble & Smith, 2015). The
trustworthiness of a study was dependent on the participants providing truthful and
complete answers to the interview questions (Morse, 2015). I did so by asking the same
questions to the participants in chronological order. The participants were allowed to
choose the preferred choice of where the interview was held. I explained to them why and
how the research process would be done to enhance trustworthiness.
Additionally, I informed them that all responses would be confidential and stored
on a memory stick that would be locked up in a location only accessible by me. The
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consistency of the participant's responses was done through member checking (Burda et
al., 2016). The member checking was done by having participants review the transcript
responses to ensure that the data collected through the interview were correct and
truthful.
Credibility
The credibility of a qualitative research study relied on the researcher defending
the honesty of their work (Hammarberg et al., 2016). Hussein (2015) described data
triangulation as a strategy that employed multiple sources to validate data in a research
study. I compared the themes that were identified from interviewees and analyzed the
organizational documents, as well as with the field notes and decision trail from my
reflective journal. Using triangulation of multiple sources such as semi-structured
interviews and comparing it with organizational documents, verified the research
findings. I let the research participants reviewed and evaluated the interview transcript to
ensure my interpretation was correct and they made the appropriate modifications before
continuing with the analysis of the remaining transcript. The member checking had been
referred to as one of the most accurate strategies to validity participants’ responses to
interview questions (Grieb et al., 2015). The member checking strategy ensured that
responses were believable and truthful. The member checking and data triangulation
worked simultaneously to ensure the credibility of research studies (Lub, 2015). The
member checking strategy helped minimize personal biases and enhanced the credibility
of the study. I also avoided personal biases by maintaining an audit trail using a reflective
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journal to document issues or decisions about the research study. Maintaining an audit
trail using a reflective journal improved the rigor of the study.
Transferability
Transferability was a form of external validity, which generalized the research
findings of a study to a different setting or group (Cope, 2014; Henry & Foss, 2015). I
accomplished transferability through data collection, in-depth analysis of rich and
comprehensive data from participants during interviews, and organizational documents.
Leung (2015) advocated that comparable criteria used to assess the rigor of a study ought
to likewise apply to generalizability. I accomplished this by using the same interview
questions in the same chronological order for each research participant. Member
checking was done by sharing the transcript of the data findings from the interviews with
each participant to determine if they felt the transcript represented their views and
experiences. Member checking also enhanced data saturation. Data saturation was
achieved when no new data, themes, or codes were identified during member checking
(Fusch & Ness, 2015). The transferability of this study was done by generating rich, indepth, and comprehensive data from the research study that was applied to a comparable
setting or group.
Confirmability
Confirmability enhanced the objectivity of the research study by using an audit
trail to maintain transparency and validity of the study (Morse, 2015). I kept track of all
my observations, concerns, and decisions during the research study in my reflective
journal to establish transparency. Audit trails served as a blueprint for the research study,
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which outlined the process used by the researcher (Auger, 2016). Therefore, the use of
this blueprint made the study replicable in a different setting and population. This audit
trail also represented the participant's responses and not the researcher’s biases or
viewpoints (Cope, 2014). Ang et al. (2016) described the audit trail as the key technique
for determining confirmability. The researcher’s notes in the reflective journal kept track
of the steps conducted during the research study and established objectivity (Connelly,
2016). Additionally, the notes in my reflective journal would be used by future
researchers to gain insight into how and why decisions were made during this research
study.
Transition and Summary
In Section 2, I restated the purpose statement. I also described in detail the role of
the researcher participants, target population, ethical research, data collection instruments
and techniques, data organization techniques and analysis, as well as data reliability and
validity. This qualitative study employed the use of a case study to explore the security
strategies DBAs used to prevent data breaches in private IaaS cloud computing. Data
collection was accomplished from the face-to-face semi-structured interviews and
analysis of organizational documents to identify security strategies that were successful
in preventing data breaches in cloud computing.
Section 3 will use the techniques used from this chapter to present the findings
from the data collected and interpreted, application of the findings to the IT professional
practice, implications of the findings for social change, the recommendation for actions
and further research, my reflection of the study, and a strong concluding statement.
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Section 3: Application to Professional Practice and Implications for Change
Overview of Study
The purpose of this qualitative multiple case study was to identify strategies
DBAs use to secure data in private IaaS cloud computing. I collected the data for this
study from semistructured interviews I conducted with DBAs in two IT organizations in
Baltimore, Maryland. I also reviewed organizational documents provided by the DBAs,
my field notes, and a reflective journal I kept. The DBAs all had experience in securing
data in private cloud computing, as well as mitigating data breaches in the cloud. Section
3 includes the presentation of findings, applications to professional practice, implications
for social change, recommendations for action, recommendations for further research,
reflections, and the conclusion of the study.
Four major themes emerged from this study: (a) the importance of well-defined
security measures in cloud computing, (b) measures to address security issues in cloud
computing, (c) the limitations of existing security controls in cloud computing, and (d)
future and potential security solutions for DBAs working in cloud computing. These four
major themes are consistent with the trends revealed in the literature review (e.g., Cusack
& Ghazizadeh, 2016; Flores et al., 2014; Schniederjans & Hales, 2016; Sindhu &
Mushtaque, 2014; Sookhak et al., 2018), and the results from the study support my use of
the DIT (Christensen, 2006; Goldstein, 2015) as the conceptual framework. The four
major themes are described and explored in the next section.
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Presentation of the Findings
The central research question for this study was, what were strategies database
administrators used to secure data in private Infrastructure as a Service (IaaS) cloud
computing? The four major themes illustrate potential strategies DBAs used to secure
data in private IaaS cloud computing. Tables 2-5 include the frequency of responses
tagged for the subthemes of each theme. Each table consists of columns indicating the
frequency of participants who made significant contributions to the theme and the
organizational documents that corroborated the data gathered from the semistructured
interviews.
The participants in the study were DBAs with supervisory responsibilities and
who had vast experience in cloud computing security strategies. A DBA’s role includes
storing and organizing data and maintaining a successful database environment by
ensuring data are secure from unauthorized access (see Cusack & Ghazizadeh, 2016)
Eight DBAs agreed to participate in this study, four from each case. However, only six
DBAs consented to be interviewed, three from each case. The seventh and eighth
participants consented to participate but were unavailable for the interview. Two of the
participants had 20 years’ and 23 years’ experience, respectively, in IT security and over
10 years each of cloud computing experience. The other four participants had between 8
and 11 years’ experience in IT security and over 5 years’ experience in cloud computing.
The participants were all men, and no bias was identified as the research interview
questions were non-gender-sensitive.

99
I achieved data saturation after interviewing Participant 5 as no new themes or
codes were identified or emerged when Participant 6 was interviewed. I used
methodological triangulation to analyze the two major sources of data, which were the
semistructured interviews and seven organizational documents (HIPAA Security Rules;
United States [US] Digital Guideline NIST SP 800-53 Security and Privacy Controls for
Federal Information Systems and Organizations; Information Security Policies: Data
Breaches Response Policy; Information Security Policies: Third-Party Security
Management; Information Security Policies: Security Incident Management Policy;
Information Security Policies: Access Control Policy; and Business Associate
Agreement). Six of the seven documents were focused on security policies such as data
breach response policy, security incident management policy, third-party security
management policy, and access control policy. Additionally, all the participants referred
me to the online Health Insurance Portability and Accountability Act (HIPAA) Security
Rules and the United States (US) Digital Identity Guideline NIST 800-63B security
policies and procedures because of proprietary information policies.
I also used other materials such as my field notes and reflective journal that
comprised of critical issues raised during the interviews. The field notes and reflective
journals were beneficial in the data triangulation process. The reason for triangulation
was to provide a confluence of evidence to breed credibility (see Lub, 2015). Validating
my findings over the informational index diminished the effect of potential bias because I
gathered data through semistructured interviews and organizational documents.
Additionally, after each interview, member checking of interviews was done by
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presenting summaries of the initial interviews to each DBA and IT security professional
for review and confirmation of accuracy. Member checking was done 1 or 2 days
postinterview by telephone or e-mail. I read the participant’s responses to each
participant to ensure validity, accuracy, and credibility. The use of member checking
allowed each participant to modify or make changes if I captured or interpreted the
interview transcript incorrectly, as well as secure data saturation. The use of member
checking and other validation techniques yielded knowledge that DBAs can use to
develop successful security strategies to prevent data breaches in IaaS cloud computing
and build trust in consumers and improve system performance.
Theme 1: Importance of Well-Defined Security Measures in Cloud Computing
The importance of well-defined security measures in private IaaS cloud
computing emerged as the first theme from the data analysis of this study and was
addressed by all the participants. The findings support how well-defined security
measures, when used in cloud computing, are associated with the protection of the
database. This first theme contained several subthemes mentioned by the participants and
in the organizational documents. The four pivotal subthemes were as follows:


authentication;



encryption;



authorization; and



data integrity and confidentiality.

Based on participant data, these four subthemes are required for DBAs to secure data in
cloud computing. Table 2 shows four pivotal subthemes for Theme 1 and includes the
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frequency (number) of participants who implemented these strategies to secure data in
private IaaS cloud computing. Table 2 also shows the number of supporting documents
associated with each subtheme.
Table 2
Frequency of First Major Theme
Source of data
collection

Authentication

Authorization

Encryption (f)

Participants

5

3

5

Data integrity
and
confidentiality
(f)
2

Documents

7

5

7

3

Note. f = frequency.
Authentication. The participants spoke about how critical authentication was in
securing data in private IaaS cloud computing. The responses from all the participants
showed that they implemented authentication strategies as the first step to ensure securing
data in private IaaS cloud computing. The responses from all five participants indicated
that authentication, when used as a security strategy by DBAs, ensured the security of
data and improved data quality. These views of the participants were consistent with the
findings of Sudha (2015). Sudha’s (2015) findings supported the participants’ responses
by ensuring that users’ information is shielded from unapproved access by other users’
and are given access rights to data they own. Participants 1, 2, 4, and 5 noted that they
used multifactor authentication to grant users access to data stored in private IaaS cloud
computing. Participant 2 indicated that authentication of users was verified through
identity management systems, which is supported by Han, Yang, Wang, Mu, and Liu
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(2018), who found that multifactor authentication wins the support of customers for its
high-security benefits by improving the security of the user’s data. Moreover, the use of
multifactor authentication is more reliable than using most complex passwords, and this
makes it critical to prevent database breaches. Simon (2019) added that two-factor
authentication serves as an added line of protection, is a better way to protect data than
the use of a stringent password, and is critical to blocking hacks and assaults to customer’
personal information. In comparing the two cases used, two out of the three participants
from each organization agreed that multifactor authentication is the first step to prevent
unauthorized access to data stored in the cloud, which would prevent data breaches in
cloud computing.
In reviewing the seven documents provided by the IT organizations (HIPAA
Security Rules, United States (US) Digital Guideline NIST SP 800-53 Security and
Privacy Controls for Federal Information Systems and Organizations, Information
Security Policies: Data Breaches Response Policy, Information Security Policies: ThirdParty Security Management, Information Security Policies: Security Incident
Management Policy, Information Security Policies: Access Control Policy, Business
Associate Agreement), I used content analysis by audio recording all the semistructured
interviews. I also transcribed each interview, recorded my observations and any issues in
my field notes and reflective journal. I found examples of the use of multifactor
authentication policies and procedures to address specific types of security incidents that
may involve the accidental disclosure of PII to unauthorized third-parties. The seven
documents were security documents that provided guidelines on how to address data
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breaches, manage third-party security of data, password guidelines, and security policies,
how to report and manage incident occurrences in the organizations, and how to provide
access to users of the database. The seven documents also defined the requirements for
reporting and responding to incidents related to the handling of sensitive information. In
their experiences, the six participants indicated that they followed these policies to secure
data in private IaaS cloud computing. The organizational documents provided by the
participants also demonstrated their knowledge and understanding of the requirements to
ensure securing data of customers in private IaaS cloud computing. Participants 1, 2, 3,
and 4 emphasized that DBAs had to comply with HIPAA mandates or standards to secure
PII in private IaaS cloud computing. These findings also supported the first theme of this
study.
The findings of this study support previous research. Wang et al. (2018)
emphasized that authentication of users served as the first line of defense to secure data in
the cloud and prevent data compromise. Zhou et al. 2017 acknowledged the importance
of authentication in cloud computing protects PII. They argued that the authentication
protocol served as the cornerstone of security protocol and has been widely used in
electronic banking, online shopping, video conference, and electronic voting. Therefore,
Zhou et al. (2017) argument supported the findings of this study. In their experience,
Participants 1, 2, 3, 4, and 5, verified the importance of using multifactor authentication
to identify users accessing data in private IaaS cloud computing.
Current security regulations such as HIPAA encouraged the use of basic security
controls such as multifactor authentication to secure data in cloud computing (Gantt,
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2014). Participant 1indicated that the use of multifactor authentication is used by
complying with HIPAA PII standards and mandates. Participant 2 further explained that
he used the Identity Authentication Management (IAM) tool to allow users to access data
in private IaaS cloud computing. Participant 3 indicated, “we have the legal rights to
make sure the database is accessed using multifactor authentication”. Ramachandran and
Chang (2016) confirmed that IAM is a security tool used in managing users’ passwords
and permission for access to certain services in the cloud. Participant 4 explained the
strategies of multifactor authentication by adhering to HIPAA mandates and standards.
Participant 5 indicated that multifactor authentication is done thorough multiple systems
that validate the user’s identity before accessing the data in private IaaS cloud computing.
Simon (2019) viewed multifactor authentication as challenging to manage due to security
concerns related to using unscripted SMS text messages on a cell phone. Heatherly
(2016) emphasized the significance of multifactor authentication as well-defined security
measures that secure the privacy and data integrity of customers’ data. He explained that
this authentication mechanism is achieved successfully by using something they know
(password) and something they possess (personal identification verification card or a fob)
(Heatherly, 2016). This authentication mechanism also supported the findings of Theme
1. All five participants considered using multifactor authentication that validates all
users’ access to the database as one of the major features of the importance of welldefined security measures in cloud computing.
The conceptual framework of this research project was the DIT. These findings
emphasized the importance of well-defined security measures in cloud computing and
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supported the DIT framework. The findings are consistent with how low-end disruptive
technology such as cloud computing has forced organizations to change their business
logic. This change in business logic is done by organizations remaining competitive by
improving products and system performance in the continuously evolving technological
age by exploiting the disruption. Goldstein (2015) supported the improving products and
stated that disruptive innovation is an ordinarily substandard development that in the long
run improves and swarms better products because it is less expensive, progressively
advantageous, and for some customers, adequate. The experience of all the participants
provided an understanding of using well-defined security measures like authentication in
cloud computing to secure data in cloud computing and ensure that the security risks of
data breaches are minimized. The DBAs have embraced DIT and in turn, implemented
well-defined security measures to safeguard data in cloud computing and improve the
efficiency and performance of their databases. The findings of the importance of welldefined security measures support DIT. These findings have made managers and DBAs
embrace DIT as an opportunity and position the potentials of the organization toward
change (Kranz et al., 2016; Osiyevskyy & Dewald, 2015). Furthermore, to establish a
secure database, DBAs emphasized that authentication improves the productivity of data
security in cloud computing (Li & Wang, 2019). Once DBAs understand that
authentication can prevent data breaches, they can support and assist IT organizations
with securing data in IaaS cloud computing.
Authorization. Heatherly (2016) defined authorization as the permission rights
provided to users to access databases. He emphasized the importance of the varying
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authorization levels to secure data (Heatherly, 2016). Participants 1 and 2 responses
supported Heatherly’s view. Participants 1 and 2 explained the importance of
authorization as a well-defined security measure in cloud computing. The responses from
the two participants and analysis of the five organizational documents (Information
Security Policies: Data Breaches Response Policy, Information Security Policies: ThirdParty Security Management, Information Security Policies: Security Incident
Management Policy, Information Security Policies: Access Control Policy, Business
Associate Agreement) signified that authorization minimized human threats. Cusack and
Ghazizadeh (2016) indicated that authorization is based on users’ access control.
Participant 1 opined that authorization is a layered approach to security focused on roles
and permission. Participant 2 also reiterated that authorization provides permission of
roles to control internal threats. Participant 5 also emphasized that authorization is based
on read and write access permission roles. The responses from participants indicated that
a robust authorization mechanism secures data in cloud computing. This finding was
consistent with the literature by Foresti et al. (2018). Foresti et al. (2018) indicated that
authorization is permitted through regulatory access rights, which allows users to access
varying portions of the data, as well as maintaining privacy and confidentiality. For
example, participant 1 indicated that “if Person A wants to access the data from my
database, I would give it a token that grants its access to do a specific function, and if
they need more than one type of access, I will give it different tokens based upon that
permission level”. Participant 2 indicated that “user authorization may be secured by
IAM tool Cyberport. Every time a user logs into the database, IAM manages the
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authentication and authorization rules”. Participant 3 said that they provided read and
write access to users only to specified programs. Though the responses from the
participants in both cases varied, it still supported the findings of the study that
authorization is a pivotal strategy required to secure data in IaaS cloud computing. The
DBAs in their responses from both cases valued the use of authorization to secure data in
cloud computing.
These findings support the DIT framework for this study in that DBAs should
develop robust identity management infrastructure to ensure that the permission rights are
granted or removed based on the user’s roles and relationship to the organization
(Jathanna & Jagli, 2015). This theme is consistent with the DIT and supports the findings,
the purpose of this study, and answers the research question. The participants voiced that
authorization is a security strategy that works best to prevent data breaches in cloud
computing infrastructure by safeguarding customer data. Organizational documents had
policies and procedures focused on permission rights for enforcing authorization on data
to minimize data breaches in cloud computing (Foresti et al., 2018). Previous research
supports these findings of access rights such as deletion, provisioning, and disabling of
accounts based on the organization’s approval process.
Encryption. The third subtheme was encryption. Encryption is a security strategy
used to scramble or decode data utilizing access approaches characterized by traits
(Ramu, 2018). When asked what the DBAs experience in database security in cloud
computing was, Participants 1, 3, 4, 5, and 6 acknowledged that encryption was an
important strategy used to prevent unauthorized access to data in cloud computing. The
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approach of using encryption varied among the participants. Participant 1 indicated that
“encryption was a one-way hash or can be used as a reversible hash depending on the
project severity”. He also added that “encryption was used for data at rest or in transport
when it left the protected zone”. Participant 3 indicated that encryption is one of the
multiple levels of protection against data breaches. Participant 3 indicated that using
encryption is pivotal in securing data, however, concerns about how complex encryption
may limit securing data. This ties my findings with similar findings by Hadavi, Jalili,
Damiani, and Cimato (2015) where they found that complex encryption can be
challenging when storing data in the cloud while maintaining privacy. Moreover,
encryption safeguards data integrity, but its intricacy has seriously restricted its
reasonable use (Hadavi et al., 2015). Participant 4 further described the encryption of data
as a complex process to scramble data while using an encryption key. Participant 5
purported that encryption of data is one of the first steps used by DBAs to secure PII and
minimize data breaches. Previous research by Jho, Chang, Hong, and Seo (2016)
confirmed the findings for the first theme. Jho et al. (2016) indicated that another strategy
of maintaining data security and privacy is by using encryption. These findings of welldeveloped encryption warrant the confidentiality of the data, which was consistent with
the responses from participants 1, 3, 4, and 5 of the study. Two out of the three
participants in case one and all three participants in case two emphasized that encryption
is an important security strategy to prevent data breaches in cloud computing. However,
Participant 3 added that encryption uses multiple levels of protection and expressed
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concern about complex encryption. One of the participants from the two cases reported
that encryption is the first step to secure PII and minimize data breaches.
I reviewed and analyzed the organizational documents (Information Security
Policies: Data Breaches Response Policy, Information Security Policies: Third-Party
Security Management, Information Security Policies: Security Incident Management
Policy, Information Security Policies: Access Control Policy, Business Associate
Agreement) to ensure it supported the participants’ responses of using encryption. All
participants verified that DBAs followed a solid policy and procedure to encrypt data in
transport and at rest to secure data in private IaaS cloud computing. These findings also
reinforced the first theme of this study. The participants corroborated that their policies
and procedures for encryption were guided by the NIST Cryptographic Algorithm and
Module Validation Programs. These findings were supported by Lankford (2019), who
indicated that Federal Information Processing Standards (FIPS) 140-2 is the means to
certify an encryption algorithm. Tankard (2017) confirmed the findings in the
organizational documents that all PII in the IaaS cloud computing should be encrypted to
prevent data breaches. As a DIT, cloud computing technology as a new product has
improved system performance making it appealing to large organizations that initially
viewed it as a mediocre product (Crockett et al., 2013). Therefore, encryption is a pivotal
security strategy used by DBAs to secure data in private IaaS cloud computing and this
minimizes data breaches.
As related to the DIT framework, the findings of this study suggested that cloud
computing as a DIT changed the business process of the entire organization making data
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secure and more accessible to organizations anywhere anytime, which supports the
findings of Goldstein (2015). Christensen (1997) opined that the disruptive innovation
theory supports innovations spawns’ evolution, and this enhances performance in the
current IT environment. With well-defined security strategies like encryption, DBAs will
secure data in cloud computing and this will the improve performance of their system.
The first theme supports one of King and Baatartogtokh’s (2015) summarized four key
elements that the DIT is based on the notion “that incumbents in a market are improving
along a path of sustaining innovation”. These findings are tied with the use of encryption
as a strategy to sustain innovation by securing data in the cloud, which minimizes data
breaches.
Data integrity and privacy. The fourth subtheme identified is data integrity and
privacy/confidentiality. Data integrity and privacy align with DIT because cloud
computing storage disrupts the way organizations now store data. However, storing data
have made organizations give up data management to third-party CSPs and this may
compromise data integrity and privacy with the use of multiple cloud tenants.
Multitenancy is now a problem in cloud computing because to save costs, organizations
share memory, database, and resources in the same area and this creates a potential of
data integrity and privacy being compromised (Jathanna & Jagli, 2015). With the
emergence of IT and cloud computing, data integrity and privacy of customers sensitive
or PII information is now pivotal (Dhasarathan, Thirumal, & Ponnurangam, 2015). Two
of the six participants emphasized the importance of data integrity and privacy of PII.
Participant 1 indicated that “protecting data privacy in private IaaS cloud computing is a
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major concern of customers”. He also added that he complied with mandates for the
projects or received them depending on the data whether it was federal or healthcare data.
In the experience of Participant 2, maintaining data integrity and privacy was achieved by
adhering to the HIPAA rules and regulations of securing PII. Review of the three
organizational documents and my field notes verified that the security policies of these
organizations were centered on HIPAA and NIST privacy requirements to maintain data
integrity and privacy by using security measures such as multifactor authentication,
encryption, and authorization. A research study by Sudha (2015) supported the
participants’ experiences by stating that reasonable security requirements in place which
addresses authentication, data anonymity, and user privacy will enhance data integrity
and privacy of customers’ PII. Gootman (2016) noted that using a multifactor
authentication process such as a strong password and a PIV card will minimize the risk of
hackers gaining access to PII. The findings showed that only two out of three participants
from one case reported using data integrity and privacy.
Findings align with the result of Christensen (1997) because the use of cloud
computing by organizations has achieved its performance trajectory due to disruption in
the IT market. Despite all the security challenges, the findings of this study show that
organizations have developed security measures to safeguard data in private IaaS cloud
computing. The importance of these well-defined security measures have led to market
disruption, which researchers noted happens when the performance trajectory of the
cloud computing product has spanned the performance trajectory and is now adopted by
conventional organizations (Christensen, 1997; Surya, Mathew, & Lehner, 2014). Storing
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data in cloud computing has disrupted the business logic of organizations traditionally
storing data in physical data centers (see Kumar & Vardhan, 2018). Christensen (2007)
expressed that firms are aware of the innovations; however, their business plans do not
permit the organizations to seek innovation when it initially emerges because it will take
away scarce resources from their business focus required to contend against its
competitors.
Theme 2: Measures to Address Security Controls in Cloud Computing
Measures to address security controls in private IaaS cloud computing emerged as
the second theme from the data analysis of this study, and it was addressed by all the
participants. The findings showed that when DBAs used measures to address security
controls in cloud computing, it safeguards the database from data breaches in cloud
computing. This second theme contained several subthemes mentioned by the
participants and in the organizational documents. The findings identified six key
subthemes:


firewall installation;



data Monitoring/Data auditing;



analysis of Existing data;



running security patches;



use of cookie;



IP tracking.

The data in Table 3 lists the subthemes for measures to address security controls
in cloud computing. The research study participants identified these subthemes based on
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their experiences from various projects in different organizations. Table 3 also reflected
the frequency (number) of participants who indicated that these factors were beneficial
for enhanced system performance. Table 3 also shows the number of supporting
documents associated with each subtheme.
Table 3
Frequency of Second Major Theme

Source of data
collection

Firewall
Database
installation monitoring
(f)
and
auditing (f

Analysis
of the
existing
data (f)

Participants

5

5

5

Running
security
patches
on
monthly
basis (f
1

Documents

7

3

7

3

Use of
cookies
(f)

IP
tracking
(f)

1

1

2

0

Note. f = frequency.
Firewall installation. Firewall installation was a common security control
subtheme used by almost all of the participants to secure data in private IaaS cloud
computing. Table 3 shows the six important components of the measures to address
security controls in cloud computing. Table 3 indicates the frequency (number) of
participants who indicated these components of measures to address security controls in
cloud computing. All participants mentioned that they have implemented firewalls as the
gateway to secure data in cloud computing. Participant 1 indicated that the firewall was
the first security control used when users attempted access to the three-tier architecture.
Participant 2 and 3 further emphasized the use of a firewall to firewall used as loops for
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the actual network login, so when one firewall is hacked, another firewall is set up with a
different network. Participant 2 mentioned that his organization used Palo Alto firewall
network protection. Onag (2018) found that the Palo Alto firewall is an innovative
firewall network that has incorporated cloud security into its main features. Participant 4
also described a firewall as a network security for cloud computing to minimize data
breaches. Participant 5 also mentioned that firewalls are pivotal as the first line of defense
in preventing data breaches in cloud computing. Table 3 also shows the number of
supporting documents that contained these measures to address security controls in cloud
computing. All documents recommended the use of firewalls. The findings indicate that
firewall installation was an effective security control measure used by DBAs to secure
data in cloud computing. This supported Jaidi who described a firewall as a security
strategy that served as a gatekeeper of system entryways by checking approaching parcels
using security filtering rules to identify authorized parcels (2019). Zia and Ali (2018) also
emphasized that firewall installation is a security gateway that screens the system traffic
dependent on certain guidelines. The findings indicated that DBAs used firewalls
installation as a security control to effectively secure the entryways of data from
unauthorized access. Simpson and Foltz (2017) also concurred that firewalls served as a
screening tool for network ports to secure its boundaries and endpoints. Participants from
both cases shared the commonality that firewalls were a means of securing data in IaaS
cloud computing. One out of three participants from each case emphasized that the
firewall is the first line of defense or the first step in security control, while participants
from one case referred to a firewall as a safety loop.
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My analysis of organizational documents and review of the participants’
responses indicated that firewall installation was a critical measure used to address
security control, which led to a secure database and improved system performance. In
reviewing the organizational documents, including the security policies and procedures, I
found that firewall installation contributed to effectively safeguarding data stored in
cloud computing. Based on the DIT conceptual framework of this study, the findings
demonstrated that the DIT model reached Christensen’s “performance trajectories”
because cloud computing performance has improved the way organizations do business
since data are no longer stored in traditional physical datacenters and it is now stored in
the cloud (Surya et al., 2014). One of the four key elements of the theory of disruption as
evident by King and Baatartogtokh (2015) implied that incumbents in the market are
improving along a performance trajectory of sustaining innovation. Furthermore, Table 3
shows the frequency of supporting documents that contained information about these
components.
Database monitoring/auditing. Database monitoring/auditing is the second
subtheme used by DBAs to ensure the safety of data in cloud computing from data
breaches. All participants from both cases responded that they implemented database
monitoring/auditing to track the traffic flow of users’ access to the database. Participant 1
indicated that database monitoring/auditing is done “when a user attempts to access the
database, their password and role are verified based on the permission given. Once
permission is validated, then a query goes through the database and allows the user
access to the specified data that they have permission to access”. Contributing to the
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security control of database monitoring/auditing, Participant 2 noted that “setting up endto-end monitoring and real-time monitoring of the database, allowed them to flag any
suspicious activities noticed and implemented a solution. According to Participant 2, this
process of flagging suspicious activities in the database provides an important advantage
of making it possible to trace the activity and minimize database breach. Participant 4
indicated that he used “active monitoring and alert, and endpoint management software to
identify suspicious access to the database”. Participant 5 echoed the statements of the
previous participants that database monitoring/auditing is a well-defined security control,
but indicated that giving administrative access to leaders in organizations can be a
potential for loss or breach of data. Participant 4 indicated that the standard auditing used
in his organization is transactional. Participant 6 noted that data monitoring was used to
verify users’ roles accessing the database. Regardless of the commonality that all
participants from both cases used data monitoring and auditing, DBAs’ responsibility is
to ensure the safety of data in cloud computing from data breaches. One participant from
one case stated that data monitoring and auditing track suspicious activities in IaaS cloud
computing, while another participant voiced concern about giving administrative rights to
leaders can be a potential for loss of data or data breaches. Despite the difference in the
size of the cases, the responses of the DBAs varied at times based on their focus of
interest such as giving administrative rights access to leaders or flagging suspicious
activities in the data stored in IaaS cloud computing.
My analysis of the three documents (Information Security Policies: Data Breaches
Response Policy, Security Incident Management Policy, Information Security Policies:
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Access Control Policy) confirmed the usage of database monitoring/auditing as a welldefined security strategies to prevent database breaches in private IaaS cloud computing.
These organizational documents also supported the findings that user roles were assigned
to users per DBAs based on their roles in the organization. Contributions by Tipton,
Forkey, and Choi (2016) supported the findings of database monitoring and auditing
allowed DBAs to restrict access to the database to the right users while preventing access
to the database to unauthorized users. The data identified in these documents collaborated
with the responses from all participants. Therefore, the study supported the DIT
conceptual framework that guided this study. The role of the DBAs is to monitor
database traffic by determining if the user accessing the system is a legitimate user and
can access the data (Zhou et al., 2017). Wang et al. (2018) reported that database
monitoring/auditing software implements audit controls, which logs and examines users’
activities to the database to minimize malicious attacks to data in the cloud. This ensured
that the user seeking access is authorized and verified to access the database (Wang et al.,
2018). Cloud computing is a disruptive innovation technology for traditional IT
organizations (Bohnsack & Pinkse, 2017); this conflicts with the original organizational
logic of storing data in traditional physical data centers because data are stored remotely
in the cloud (Bohnsack & Pinkse, 2017). These findings aligned with the DIT framework
because the customers have made the switch to the new way of storing data in the cloud
which supports the results of Bohnsack and Pinkse (2017) who found acceptance of cloud
computing when cloud computing performance has approved to an acceptable level.
Analyzing the existing database. The analysis of existing databases is the third
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subtheme used by DBAs to ensure that the information or data held in private IaaS cloud
computing systems is protected from data breaches. For IT organizations, analyzing data
for vulnerability is pivotal. Chennam and Lakshmi (2016) indicated that the primary
objective of storing data in the cloud is to safeguard the data from unauthorized access by
external and internal users. The findings from Participant 1 and Participant 2 supported
the safeguarding of data by unauthorized users by using a standard process. This process
involved scanning the logs and application events to determine who accessed the
database, what changes were made to the database, what network connections and ports
to the database were manipulated in 24 hours, and if a threat is identified, then database
monitoring solutions are implemented. Participant 3 indicated that an alert is received if
the database is manipulated. Participant 4 says security checks are in place to find out
why data are downloaded on to the DBAs laptops and why? Participant 5 echoed
Participants 1, 2, and 3 statements that security scans analyzed the database by checking
all code systems, all files, and passwords not encrypted. These findings determined weak
code or vulnerability, and this allowed the DBAs to take steps to secure the database from
vulnerability or threats. The findings were supported by Ghazi, Masood, Rauf, Shibli, and
Hassan (2016) who were cited in the professional and academic review. Ghazi et al.
(2016) noted that analyzing the existing database includes auditing, which analyzed
users’ actions to track suspicious activities of the database. The findings supported the
third subtheme, which aligned with the disruptive innovation theory (Christensen, 1997).
The DIT framework influenced organizations to change their business logic from storing
data in traditional physical data centers to storing data in the cloud. Over time, cloud
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computing initially supported by entrants organizations have shifted the way incumbent
organizations that supported the physical storing of the database in data centers now store
data (Danneels, 2004). This storing of data in the private IaaS cloud computing involved
security strategies to prevent data breaches and enhanced system performance was
consistent with the theme of this study. All the DBAs from one case and two out of the
three DBAs in the second case concurred that analyzing the data ensures the safety of
data in private IaaS cloud computing from data breaches. DBAs should use this measure
to address security controls in cloud computing.
In reviewing the organizational documents (Information Security Policies: Data
Breaches Response Policy, Security Incident Management Policy, Information Security
Policies: Access Control Policy) provided by the organizations, I identified that the focus
was on safeguarding data from data breaches. This safeguarding of data, enhanced trust
in customers to store their data in the cloud and improved database integrity and
performance. Effective safeguard of data using security measures such as analyzing the
database, was consistent with the findings from Participants 1, 2, 3, 4, and 5. These
findings were supported by Kumar and Vardhan (2018). Kumar and Vardhan (2018)
highlighted that large organizations have now shifted to using cloud computing from
using physical data centers due to the requirement of high-cost traditional computing
infrastructure and the procurement and maintenance of IT resources. Consistent with the
theme was the study by Shen, Liu, Liu, He, and Sun (2017). Shen et al. (2017) indicated
that storing data in the cloud minimizes storage burden and relieves organizations from
hardware maintenance; however, this poses security challenges. Analyzing the database
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and auditing protocols were cited by Shen et al. (2017) as one of the strategies to
minimize data breaches. The findings also aligned with the DIT framework for this study.
Based on the DIT model, cloud computing as a new business model has disrupted the
traditional way of organizations storing data from the traditional physical infrastructures
storage to storing data in the cloud (Christensen & Raynor, 2003).
Running security patches. Running security patches monthly is the fourth
subtheme used by DBAs to ensure the safety of data in cloud computing from data
breaches in private IaaS cloud computing. Haber (2015) indicated that installing the latest
security patches helped decrease vulnerabilities in cloud computing. Participant 3
indicated that his DBA experience involved applying recent security patches in cloud
computing to minimize data breaches. Participant 3 also indicated that these security
patches are applied as a precautionary approach either monthly or quarterly. This finding
supported the theme of the study and aligned with the DIT conceptual framework. Only
Participant 3 mentioned applying security patches to minimize data from breaches in
cloud computing. The views of Participant 3 were supported by Avery and
Wallrabenstein (2018), cited in the professional and academic literature, emphasizing that
using traditional preventive measures such as security patches initially will minimize data
breaches from happening. A recent study by researchers Adamski, Kurowski, Mika,
Piatek, and Weglarz (2017) denoted that security patches signify an occurrence, which
can be treated as the protection against vulnerability and minimized the database in cloud
computing from data breaches. The research reinforced the responses from Participant 3
when asked what security measures were in place when database breaches were
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encountered. Findings from Participant 3 and the organizational security documents were
aligned with the DIT framework. Not only did the findings align with the organizational
documents, but it also supported the research question of what are strategies DBAs use to
secure data in private IaaS cloud computing. Therefore, running security patches is a
well-defined security control measures used to secure data in private IaaS cloud
computing. Despite cloud computing is a disruptive innovation technology, it has
improved along a performance trajectory of sustaining innovation (King &
Baatartogtokh, 2015). Ironically, only one participant reported the use of running security
patches on a monthly basis from one of the cases. I find the use of running security
patches on a monthly basis as a unique strategy that was not mentioned by any of the five
participants that DBAs can use to minimize data breaches in IaaS cloud computing.
Use of cookies. The use of cookies is the fifth subtheme used by DBAs to ensure
the safety of data in private IaaS cloud computing from data breaches. The use of cookies
is a security control used to track unauthorized users’ access to data in cloud computing
(Samarasinghe & Mannan, 2019). Participant 2 was the only participant who mentioned
that cookies were used as a security control in safeguarding data in the cloud. Participant
2’s response was aligned with the research study by Samarasinghe and Mannan (2019).
Supporting Participant 2’s views was the study by Mazel, Garnier, and Fakuda (2019).
Mazel et al. (2019) stressed that the use of cookies tracked user identification and this
helped enhance data collection. Also supporting the use of cookies was a study by
Bugliesi, Calzavara, Focardi, and Khan (2015). Bugliesi et al. (2015) indicated that a
cookie encodes user sessions, which allowed malicious activities of the database to be
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tracked. Only one participant from one case supported the use of cookies as a measure to
address security controls in cloud computing. DBAs should consider using cookies as a
security control to prevent data breaches in cloud computing.
In reviewing the three documents provided by the organizations, I found that the
documents addressed steps to follow whenever unauthorized system access was
suspected or identified, and immediate action must be taken to terminate the system
access. The information from the records of the organizations was consistent with the
existing literature (Ramachandran & Chang, 2016). Ramachandran and Chang (2016)
also emphasized that security policies should be modified at regular intervals and
employees are provided routine and formal training on security. Fostering training on
security updates is critical to minimizing data breaches. Participant 2 mentioned that
training staff on security awareness is pivotal about how to minimize potential threats and
data breaches. Participant 2’s view was consistent with literature by Ghafir et al. (2018)
that integrating security awareness tasks into daily assignments of employees help
maintained and utilized the information garnered in training. This security awareness
training, in turn, will minimize data breaches in cloud computing that will enhance DBAs
knowledge of security strategies that they can use to prevent data breaches in IaaS cloud
computing.
The findings of the researchers supported the fifth theme and also aligned with the
DIT framework that guided this study (Christensen, 1997). Also, supporting the findings
was the research of Ghafir et al. (2018), who noted that cloud computing is a low-end
disruptive innovation technology that slowly outperformed existing technology. As noted
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in this study, data are now stored in the cloud instead of in the traditional physical data
centers. With the security challenges in cloud computing such as data breaches, DBAs
may use this fifth theme as a security control to minimize data breaches.
IP tracking. IP tracking is the sixth subtheme used by DBAs to ensure the safety
of data in private IaaS cloud computing from data breaches. IP tracking is a new method
of tracking IP addresses to identify unauthorized access to data in cloud computing.
Supporting this finding was research by Jin, Guo, Dutta, Bidmeshki, and Makris (2017),
who noted that tracking data flow is a powerful approach for preventing sensitive
information from reaching untrusted sites. The statement was consistent with Participant
5’s views. This participant indicated that “there are several security companies out there
that trace signals, where do they come from, where are they going to as an example”.
Researchers like Mansoori, Welchi, Choo, Maxion, and Hashemi (2017), on the other
hand, confirmed that IP tracking is a security control used to screen users’ access to
databases, which enabled the site to give or deny users’ particular access rights. The
findings of this study explored the notion of tracking database users who are authorized
to legitimately access data stored in cloud computing. This IP tracking of unauthorized
users helped DBAs minimize data breaches in cloud computing. Only one participant
from both cases reported using IP tracking as a measure to address security controls in
IaaS cloud computing. The use of IP tracking by DBAs will be beneficial to prevent data
breaches in IaaS cloud computing.
The goal of these security controls is to help minimize data breaches and data
thefts, which would slow down the system performance of the databases. Also supporting
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the theme of this study was Adamski et al. (2017), who concurred with the study findings
that attacks and thefts of data altered and compromised the system performance of the
database. Cloud computing as a disruptive innovative technology brings with it many
security challenges and DBAs have to implement security strategies in place to minimize
data breaches and secure data of their customers to build trust. Improved use of the
performance trajectory of cloud computing as a DIT has shifted the IT organizations to
move to use data to produce maximum efficiency (Rizvi, Karpinski, Kelly, & Walker,
2015).
Theme 3: Limitations of Existing Security Controls in Cloud Computing
The third theme to emerge from the findings of this study is the limitations of
existing security controls in cloud computing. This third theme developed from the
participants’ responses, the data analyzed from the organizational documents, and the
findings from previous research studies. Table 4 lists the frequency and significance
placed upon the limitations of existing security controls in cloud computing as described
by the participants and clarified within the provided organizational documents. Table 4
depicted four important subthemes that were evident from this study and the frequency
(number) of participants who indicated these limitations of existing security controls in
cloud computing were essential to secure data in cloud computing. The frequencies are
not mutually exclusive, meaning that two or more of these subthemes may be included in
one document.
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Table 4
Frequency of Third Major Theme
Source of data
collection

Stringent
passwords (f)

Human factor
(f)

Secure sockets
layer (f)

Standardizing
security
approach (f)

Participants

3

4

3

5

Documents

7

3

7

3

Note. f = frequency.

Stringent passwords. Stringent passwords have been the least effective means of
protecting access by organizations and it is also the least effective way to safeguard data
from data breaches. Participant 1, when asked what were the least effective security
measures used in preventing cloud computing data breaches, responded that “stringent
password controls used by the system are fine, those are secure. But if you make your
password policy too stringent for the user, the user is just going to write it down and stick
it up on their monitor”. Participant 3 noted that “passwords should be changed every 60
days and the DBAs forcefully push the change”. Participant 4 indicated that his
organization focuses more on multifactor authentication instead of using stringent
passwords. This feedback from the DBAs ties my study findings with findings from a
similar study by Wei, Jiang, Zhang, and Ma (2017), who found that strong secure
authentication is required to protect users’ privacy. This finding also supports the works
of Greengard (2015) in the literature review that proposed the need of consumers wanting
more robust protections instead of using stringent passwords. Further, Greengard (2015)
believes that a password is a rendition of skeleton keys and organizations cannot keep on
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going down the path of failure. Two out of three of the participants in one case expressed
concern about the limitations of stringent passwords and this may expose data stored in
the cloud to vulnerability. The two participants recommend that passwords must be
changed forcefully every 60 days and the DBAs are responsible for this forceful push of
the 60 days change generated from the system. However, one participant from one of the
cases emphasized that his organization was more focused on the use of multi-factor
authentication instead of the use of stringent passwords.
Methodological triangulation was achieved by reviewing the organizational
documents that supported the subtheme. As shown in Table 4, all the seven documents
(HIPAA Security Rules, United States (US) Digital Guideline NIST SP 800-53 Security
and Privacy Controls for Federal Information Systems and Organizations, Information
Security Policies: Data Breaches Response Policy, Information Security Policies: ThirdParty Security Management, Information Security Policies: Security Incident
Management Policy, Information Security Policies: Access Control Policy, Business
Associate Agreement) addressed standards for the security of sensitive data, training of
employees on the various types of security incidents that may trigger a data breach, and
the process to follow when unauthorized system access is suspected or triggered. My
analysis of the organizational documents and participants’ answers show that the security
of data in cloud computing is pivotal in an organization, which leads to enhanced system
performance and builds trust in customers.
As pivotal to the DIT framework for this study, the research findings for this third
theme showed that the performance trajectory of cloud computing has changed the
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business logic in IT organizations. Weeks (2015) asserted that as new technology
develops, it improves over time, and this meets the need of the large organizations in the
business. Therefore, in the long run, the existing organizations are forced to change the
way they conduct business as the disruption addressed the issues of the emerging market
(Weeks, 2015). With continuous monitoring and adjustments, organizations have made
strategic adjustments over time to change their business logic (Chen et al., 2016) by
adopting storing data in the cloud instead of in traditional physical data centers.
Human factors or errors. With data now being stored in the cloud, the human
factor is the second subtheme of the limitations of existing security controls in private
IaaS cloud computing. In designing IT systems, human factors or errors should be
considered as a challenge to prevent database security breaches. Participant 1 indicated
that “in dealing with security on its own and you don’t take into account human behavior,
agencies or organizations will define policies that sound secure in the real world, but the
problem is no one will conform to them in the manner they think they were intended”.
Participant 1 further explained that he had one project were the password sequence had
twenty-plus characters and it involved so many symbols and weird characters that no one
was going to remember it. He made it easier for the program to figure the complex
password. Participant 1 also opined that human-centered design is the key to an
organization’s security policy. Participant 2 noted that the human factor results in
limitations of existing security controls because it is an internal threat that is ineffective
to prevent cloud computing data breaches. Participant 4, when asked what are your
concerns in implementing security measures and what has the organization done to
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rectify these concerns, responded that human errors are the leading cause of unauthorized
access to data in cloud computing. Participant 5 also affirmed that human factors are the
cause of most unauthorized access to PII. The results from this study supported the work
by Sharma, Javadi, Si, and Sun (2016), who alluded that human errors are due to
inexperience, and believed that social engineering is the root cause of human errors.
Previous studies by Ghafir et al. (2018), also supported the second theme because,
through social engineering, hackers can compromise database security through users’
interactions. Safa, Solms, and Futcher (2016) further indicated that the human factor is a
threat to data security. Two participants from each case concurred that human error is the
leading threat to data security breaches. The findings of the researchers supported the
second theme and are aligned with the DIT framework that guided this study. DIT not
only enhances the performance of the database when adopted by organizations, but it also
improves cost savings due to business logic change from using traditional physical
storage like servers to storing data in the cloud (Ramachandran & Chang, 2016). DBAs
should focus on successful security strategies such as multifactor authentication that
would minimize the use of too stringent passwords that would minimize human errors.
Three documents (Information Security Policies: Data Breaches Response Policy,
Information Security Policies: Security Incident Management Policy, Information
Security Policies: Access Control Policy) were used in achieving methodological
triangulation to enhance the reliability and validity of this theme. These documents as
shown in Table 4 focuses on security policies and procedures when data breaches occur.
In reviewing these three documents, methodological triangulation showed security
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strategies DBAs used. The documents guide DBAs on security awareness for effectively
safeguarding data from data breaches. These documents support the theme and agree with
the conceptual framework for this study because cloud computing has changed the
business logic of how organizations now store data and protecting data in the cloud needs
robust strategies to prevent data breaches. DBAs have to ensure that purposeful updates
through staff training on security awareness are critical to minimize human errors.
Secure Sockets Layer (SSL). The secure sockets layer is the third subtheme of
the limitations of existing security controls in private IaaS cloud computing of this study
findings. SSL is important and aligns with DIT because it protects data in the cloud when
it is transported to prevent data breaches since cloud computing data storage has security
challenges that may compromise data integrity. Three out of the five participants
responded that their concern in implementing security measures in cloud computing is
SSL. The theme emerged from the responses of three participants and my analysis of all
the seven documents provided by the organization. Methodological triangulation was
achieved with five out of the seven organizations’ documents.
Findings from the participants indicated that SSL certificates are required to
protect sensitive data. This finding supports Shahzad (2014) who indicated that SSL
certificates are pivotal in protecting sensitive data. Participant 1 noted that different levels
of SSLs certificates are generated to authorize users’ access to specific databases.
Without this authorized SSL, data in transit may experience a middle man attack.
Participant 3 specifically noted the importance of connecting to the database that SSL
certificates are used and authorizing agencies are asked to sign the certificates and
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provide the level of access it requires for each user. Participant 4 further emphasized that
SSL is a certificate of authority that is system generated. Participant 4 also explained that
his organization does not have SSL, but they can use open SSL to generate the
certificates. This finding is consistent with the conceptual framework for this study
because cloud computing an evolving disruptive innovation brings with it many
challenges such as data security that needs to be addressed to minimize data breaches. In
the review of professional and academic literature, Ghazi et al. (2016) proposed that SSL
is a strategy to protect encrypted data in transit so that the right person receives the data
in the correct form. Singh and Chatterjee (2017) indicated that a middle man attack to the
data occurs in transit due to a lack of security configuration of an SSL. Participants 1, 3,
and 4 confirmed that for the overall data exchange, an SSL certificate must be in place to
minimize data breaches. This finding aligned with Tipton et al. (2016). Tipton et al.
(2016) noted that it is important for SSL certificates to be in place to secure data
exchange. Two out of three participants from one case specified the use of SSL, while
only one participant from the second case stated the use of SSL. The DBAs can use SSL
to secure data when in transit to ensure it retains its correct form and prevent data loss.
Standardizing security approach. The standardizing security approach is the
fourth subtheme of the limitations of existing security controls in private IaaS cloud
computing. The responses from 5 participants and analysis from 3 organizational
documents showed that the standardizing security approach is a limitation of existing
security controls in cloud computing. Participant 1 indicated that DBAs complied with
mandates provided by the organization or they receive the mandates depending on the

131
type of data they are working with such as PII. Participant 3 noted that in his 10 years’
DBA experience, he had not seen standard security protocols in place to prevent data
security breaches. Participant 3 added that some organizations may have their own
customized standard protocol for their security system to prevent data security breaches.
Participant 4 also confirmed that there is no standard security protocol in place to prevent
database security breaches, and DBAs in his organization comply with laws or regulatory
bodies like HIPPA and ISSO 2702 or 2701. Participant 5 also supported that there is no
standard security protocol and he added that there is “a delay in the federal posture when
new technologies are adopted”. Participant 6 described steps taken to prevent database
security breaches such as blocking suspicious IP address and data encryption, and was
unable to confirm if there is a standard security protocol in place to prevent data security
breaches. The literature reviewed showed that there are no standard security protocols in
place. However, DBAs have to adhere to the security protocols that the organizations
they work for use such as HIPPA, NIST or ISSO 2702 or 2701.
The three organizational documents reviewed aligned with the 5 participants’
responses that DBAs complied with regulatory bodies like ISO 2702/2701, HIPPA and
NIST or customized security policies internal to the organizations. Recent literature
supports the findings of this theme that there are no standardized security policies in
cloud computing to prevent data breaches (Hashem et al., 2015). These findings are
aligned with Togan (2015), who noted that a lack of standardization of security solutions
for cloud infrastructures has led to some organizations not implementing cloud
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computing. Existing research is consistent with the findings from previous studies and the
participants in my study regarding the existing security controls in cloud computing.
Security is a pivotal challenge when storing data in cloud computing and the
responses from the participants alluded to the lack of standardized security controls in
cloud computing. The framework supported the findings as DIT promoted redefining
marketplace expectations by physically changing the traditional way of storing sensitive
data in cloud computing (Yu et al., 2017). Despite the lack of standardization in cloud
computing, the literature supports the participants’ responses, and security remains a
challenge. DBAs need to develop well-defined security strategies to prevent database
breaches in cloud computing.
Theme 4: Future and Potential Security Measures Solutions in Cloud Computing
The fourth theme to emerge from the data collection and analysis was the future
and potential security measures solutions in private IaaS cloud computing. This fourth
theme developed from the participants’ responses, the data analyzed from the
organizational documents, and the findings from previous research studies. Table 5 lists
the frequency and significance placed upon the future and potential security measures
solutions in cloud computing as described by the participant and clarified within the
provided organizational documents. Table 5 depicts three important subthemes, which
were evident from this study and the frequency (number) of participants who indicated
that the future and potential security measures solutions in cloud computing were
essential to secure data in cloud computing.
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Table 5
Frequency of Fourth Major Theme
Source of data
collection

Security iterative
living process (f))

Participants

Documents

Leadership (f)

Delay in adopting
new technology (f)

1

3

1

7

3

7

Note. f = frequency.
Security iterative living process. The security iterative living process is the first
subtheme of the future and potential security measures solutions in private IaaS cloud
computing. Ramachandran and Chang (2016) noted that the use of cloud storage and
social networks have transformed IT social collaborations and communications of people.
However, data security continues to remain a challenge and an iterative process when
organizations store their data in the cloud. Among the 6 participants that participated in
this study, only Participant 1 believed that security is an iterative process. Participant 1
indicated that the biggest concern is that “the old way of conducting business before
cloud computing was once you get security right at the beginning, no vulnerabilities will
ever happen”. Participant 1 also emphasized that security in cloud computing is an
iterative process that requires continuous upgrades and changes in the future to be
effective to adapt to the real world discovered exploits. Only one participant from one
case reported security as an iterative living process. The remaining 5 participants did not
provide any input about security being an iterative process. With the evolution of cloud
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computing, organizations using cloud computing should also change their views about
security because cloud computing has now changed the way organizations store data and
that poses security challenges. It’s the DBAs responsibility to ensure that the security
updates are done to stay abreast of the technology advancements to implement successful
security strategies.
Table 5 depicts the number of participants who believed that security in cloud
computing is an iterative process for future and potential security measures solutions in
private IaaS cloud computing, as well as the organizational documents reviewed to align
with the study findings. The 7 organizational documents provided focused on security
and the process to follow when security breaches occurred. Recent academic literature by
Mjihil, Kim, and Haqiq (2016) indicated that with cloud computing evolution, security
frameworks should be adapted to support the new features of cloud computing. The use
of traditional security solutions is no longer effective for maintaining data privacy in
cloud computing (Srivastava, 2017). Shahzad (2014) recognized that traditional security
measures such as firewalls to secure data are ineffective against external and internal
threats. The study findings aligned with Mjihil et al. (2016) because security in cloud
computing is an iterative process requiring future updates and changes. These findings
also supported the fourth theme of this study.
My analysis of the organizational documents and participants’ responses showed
that effective security solutions for cloud computing are an iterative process due to the
evolving feature of cloud computing as innovative technology. The conceptual
frameworks that guided this study, was the DIT framework (Christensen, 1997), and the
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findings of this study supported the framework. As related to the DIT model, the findings
of this study suggested cloud computing a disruptive technology has spanned its
performance trajectory. Due to this disruptive nature of cloud computing, conventional
organizations have now adopted the cloud (Christensen, 1997; Surya et al., 2014). Based
on the finding, the first subtheme depicted that security is an iterative process. Therefore,
cloud computing has revolutionized the IT social collaborations and communications of
people (Ramachandran & Chang, 2016).
Leadership. Leadership is the second subtheme of the future and potential
security measures solutions in private IaaS cloud computing. Organizational leaders or
authorities play a critical role in how robust and effective security solutions should be in
cloud computing. The responses from three participants and my analysis of 3 out of the 7
organizational documents indicated that organizational leaders believed that their IT
infrastructures were secure and that their existing security policies are reliable safeguards
against data breaches. This finding supports Noguerol and Branch (2018), who found out
that organizational leaders do not fully understand security controls and are less likely to
enforce security controls, which places the integrity of the data at risk. Participant 5 noted
that “organization administrators do not want to assume responsibility and the easiest
way to mitigate responsibility is to handover an IT requirement sheet to a DBA and tell
them what to do. The person making the request does not care how it is done and it’s the
DBA’s job to figure out the most secure way possible to get it done”. This finding was
consistent with the contributions by Moon et al. (2018), as cited in the professional and
academic literature. Moon et al. (2018) emphasized that security executives are
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consistently tested with how to adapt the information needs of the business with the IT
security resources. The responses from Participant 5 aligned with Moon et al. (2018)
academic literature. DBAs have to openly communicate to organizational leaders the
importance and criticality of securing data in the cloud and the robust updating of the
system to minimize data breaches.
In contrast, Participant 1 alluded that organizational leaders operate with the
notion that “once security is right at the beginning and there are no vulnerabilities, the
database is secured”. Participant 6 indicated that leadership wants security and do not
want to spend money on it. For example, if no data breaches occur, the organizational
leaders think their data are secure and security updates are not required. Participant 6 also
added that some organizational leaders do not allocate enough money in their budget for
data security. This supports Choong et al. (2016), who found that with the increasing
challenges of cyber-attacks, the budget allocated for data security remains low because
organizational leaders want justification of system breaches, which is hard to justify.
With the cost-savings capability that cloud computing brings, organizational leaders
should change the way they do business by including the budget cost for cloud
computing, which will improve economic performance and make organizations more
competitive (Schniederjans & Hales, 2016). The participants’ concerns raised about
organizational leaderships’ lack of support in investing in IT security training and
resources may have an impact on employees not fully vesting their time and effort in
adhering to security requirements. As indicated by Paliszkiewicz (2019), the commitment
of an organization’s leadership is pivotal in an employee’s behavior and attitude toward
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security compliance. The responses from Participant 1, 5, and 6, aligns with the
Paliszkiewicz (2019) academic literature. This subtheme aligns with the DIT conceptual
framework for this study. Therefore, cloud computing is a disruptive technology that
continues to change the way organizations now store data to remain competitive in the IT
market. Moreover, leadership should be willing to allocate funds toward securing data
stored in cloud computing
Delay in adopting new technology. Delay in adopting new technology is the
third subtheme of the future and potential security measures solutions in private IaaS
cloud computing. Participant 5 opined that “the federal government is slower in adopting
cloud computing due to the security concerns, so that is why there is a delay in the federal
posture when they take on new technologies”. Participant 5 also indicated that
organizational leaders are hesitant to adopt cloud computing due to the lack of
standardization and regulations. Ramachandran and Chang (2016) purported that
outsourcing of data to cloud service providers may result in increased security concerns
such as unauthorized access to data and data security breaches. Setting in place stringent
security regulations and governance on cloud computing will build the confidence of
organizations and IT executives and leaders to adopt cloud computing (Ramachandran &
Chang, 2016). Sharma et al. (2016) supported Participant 5‘s opinion that cloud
computing lacked standardization, which aligned with the response from Participant 5.
Only one participant from one case spoke about the delay in adopting new technology as
a future and potential security measure solutions in cloud computing. The remaining 5
participants did not provide their experiences about the delay in adopting new technology
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by federal organizations. DBAs should stay current with the evolving changes in
information technology and keep leadership apprised of new technologies to get a
competitive edge.
My review of all the 7 documents provided by the company confirmed the
findings from the participants that there is no security standardization in cloud
computing. Previous researchers also supported these findings (Mjihil et al., 2016).
Mjihil et al. (2016) found that because there is no standardization in cloud computing
security, CSPs are introducing new features and techniques to help organizations
maintain their cloud architectures, which is increasing consumers’ trust in using cloud
computing. Taylor (2017) revealed that Data migration from the traditional physical data
warehouses to the cloud can be puzzling for government organizations because the
organizations’ lose control of their data to a third-party and that results in a change in the
organizational structure and makeup.
Therefore, the documents, responses, and experiences of one participant from one
of the two cases supported the theme of this study and aligned with the DIT framework of
Christensen (1997). Shahzad (2014) also indicated that cloud computing a disruptive
technology has revolutionized the way organizations’ do business because of the
potential advantages it provided such as collaboration, agility, scaling, availability, and
low-cost savings through efficient computing. Moreover, Barrow et al. (2016) stressed
that cloud computing will remain a disruptive technology trend for organizations without
standard security controls in place. The results of this study revealed that well-defined
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security strategies developed by DBAs are critical to the success of cloud computing use
by organizations.
Applications to Professional Practice
This study intended to explore the strategies used to secure data in private IaaS
cloud computing by DBAs working in IT settings in Baltimore, Maryland. The findings
of this study, in conjunction with an analysis of its conceptual framework and a review of
academic literature, added to the existing body of knowledge of security strategies to
increase security posture in general and, more specifically, in the area of database
breaches. The findings are pertinent to DBAs, IT security professionals, software and
hardware developers, chief information officers (CIOs), and IT training professionals to
enhance and strengthen the IT infrastructure and promote its operational and technical
safety. Participants of this study indicated that their participation would contribute to the
enhancement of the limitations of existing security controls in cloud computing.
With the increasing growth of internet use, training and education are required to
enhance security awareness and minimize the database security breaches. By providing
successful security strategies, other organizations may adopt these successful strategies
and enhance customers’ trust. Watts (2015) opined that data breaches can be costly and
damage an organization’s reputation. Watts (2015) added that training and empowering
staff to secure data is key to remaining competitive and improving the security stance of
the IT organization.
The strategies illustrated by the findings from this study will secure data while
also improving the reputation of IT organizations, build confidence and trust in
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customers, protect assets, and avoid unsurmountable legal costs in IT organizations.
Well-defined security strategies such as authentication, authorization, encryption, and
data integrity and confidentiality can be used as best practices for DBAs and IT
professionals. These best practices may lead to innovative trends, which may lead to the
improvement of the security posture of the organization, as well as the prevention of
security breaches. Also, the results of this study are meaningful since they provide a
platform for DBAs to improve the existing security strategies and improve the reputation
of organizations, thereby keeping it competitive.
Investment by leadership and authority in IT security strategies on an evolving
basis will make the IT infrastructure robust and improve data protection. This leadership
and authority support may enhance the efficiency and effectiveness of the DBAs in
managing and minimizing database breaches.
Implications for Social Change
Exploring well-defined security strategies DBAs may be a significant step to
ensure data integrity and minimize data breaches in organizations. From a social change
perspective, the findings of this study may be useful to organizational reputation by
building trust and confidence in their customers. A reputable organization may result in
decreased identity theft and maintain a safe community. These study findings added to
the existing knowledge of literature by providing information and knowledge on welldefined security strategies DBAs in IT organizations can use to prevent database breaches
in private IaaS cloud computing. The study findings may result in positive social change
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as more DBAs successfully implement security strategies that may protect customer
sensitive data and build trust in consumers to store data in cloud computing.
Moreover, the findings explained that when DBAs implement well-defined
security strategies, which promotes a positive environment and data stored in the cloud
will be secured, and customers’ data integrity will improve customer satisfaction and
system performance. The study findings identified key factors necessary for securing data
stored in cloud computing, which will protect PII of customers and protect them from
identity theft. In 2015, the Office of Personnel Management (OPM) experienced two
massive cybersecurity attacks and PII was stolen (Gootman, 2016). After this OPM
attack, concerns have increased from the federal employees, as well as the public about
the safety of their PII and is it protected (Gootman, 2016). The study findings provided
an exploration and analysis of the security strategies used by DBAs that may positively
impact social change by protecting its citizens and customers’ PII. Successful security
strategies when implemented will enhance the protection of PII, which will benefit
society and communities by building confidence and flexibility in customers’ use of
innovative technology. Thus, customers need to have trust that storing their sensitive data
in cloud computing will not adversely impact their lives, and preventing data breaches is
a key component to achieving customer trust in storing data in the cloud computing. The
well-defined security strategies will protect an individual’s data which in turn will
promote their well-being and build strong communities and society. These well-defined
security strategies will safeguard services such as healthcare and financial institutions.
Data breaches when successful, results in disruption of power and customers losing
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access to their data in financial and healthcare organizations. There are rising concerns
from the communities and society as a whole calling on the government to safeguard
customers, patients and citizens’ PII (Gootman, 2016). These study findings explored
well-defined strategies when implemented will successfully protect data that will benefit
communities and society by ensuring that data integrity of healthcare and financial
organizations are sustained during data breaches. Fully sustaining and successfully
protecting sensitive data of citizens in the community and society during data breaches
will enhance IT reputation and posture. Further, this successful use of the well-defined
strategies will also promote trust and confidence in customers to use cloud computing to
store data in healthcare and financial institutions.
Recommendations for Action
The study findings revealed four key security strategies that DBAs can use during
IT security awareness training and implementation. The desire for effective security
strategies to prevent database breaches is increasingly pivotal and presents new
challenges that must be addressed by DBAs, especially with the evolving technological
innovations. Strategies that have shown to be effective from this study for IT practitioners
include:
 importance of well-defined security measures in cloud computing;
 measures to address security controls in cloud computing;
 limitations of existing security controls in cloud computing; and
 future and potential security measures solutions in cloud computing.
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I recommend that each organization conduct a security gap analysis of their IT security
strategies and identify which well-defined strategies worked to prevent data breaches and
use these well-defined security strategies as baselines to secure data in cloud computing.
The measures to address security controls in cloud computing can be used by IT
organizations and stakeholders to create collaborative cloud computing security and
compliance programs. The third recommendation is to IT leaders and security
professionals are to establish security awareness and compliance in IT organizations and
emphasize security awareness through training and constant reinforcement in the
workforce. The final recommendation is the buy-in and support of organizational leaders
to allocate and invest in IT security programs that will protect data in cloud computing on
an evolving basis. These findings were significant and supported current literature on
security strategies to prevent database breaches in cloud computing, as well as the
organizational documents. Findings from this study are important to organizations storing
data in the cloud such as healthcare organizations, banking institutions, retail
organizations, and academic communities.
The participants in this study emphasized the importance of well-defined security
measures in cloud computing. DBAs must consider that with technology becoming more
sophisticated and continuously evolving, new security challenges will emerge that will
need to be addressed. With these changes in security challenges, security strategies are
not expected to remain the same. DBAs must consider how to keep users informed and
aware of the changes in security strategies to minimize database breaches.
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Disseminating the findings of this study will take place after receiving CAO
approval for this study. A two page summary of the research results will be sent to all six
research participants. The study results will also be shared in academic communities
through ProQuest database globally to students and scholars. I plan on presenting the
study findings in IT security seminars and conferences and publicize my study in peerreviewed journals.
Recommendations for Further Study
The findings of this study revealed security strategies used by DBAs to prevent
data breaches. The limitations of this study were focused primarily in Baltimore,
Maryland. Repeating the study in different geographical regions of the United States
based on their regulations and security requirements, using a different conceptual
framework and methodology will benefit organizations and IT professionals.
This study added to the existing security strategies literature, but additional
research is warranted due to the small sample size used of qualified DBAs. Future work
may consider the exploration of security strategies with larger sample sizes or larger
organizations. Finally, this study has contributed to the body of literature on security
strategies on cloud computing, but may also prove beneficial to the healthcare industry,
academic communities, and banking sectors.
Finally, this study also recommended some important issues that need to be
addressed in the IT marketplace. Based on the literature review and the collected data of
this study, recommendations for future research topics were highlighted:
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researchers should explore different encryption approaches to identify the
optimal encryption approach that delivers top data security;



further research needs to explore the barriers preventing leaders from
taking proactive security approaches to investing in innovative security
strategies that keep them relevant and prevent data breaches in
organizations; and



research should explore the key components to understanding the
motivations and triggers of positive behavior change that minimizes
external and internal data breaches in organizations.
Reflections

During the research process, my understanding of doctoral-level research
developed considerably. I was challenged and amazed by the level of detail and
alignment that this research study entailed, and I felt overwhelmed during the data
collection and analysis phase. At times I felt like quitting because I had periods of
writer’s block. In 2015, I became interested in securing data in cloud computing when I
became a victim of the massive data breach of the OPM database (Gootman, 2016). As a
federal employee, I was a victim of this data breach, and my name, date of birth, address,
social security number, and fingerprints were stolen from the OPM database. This
identity theft stupendously motivated me with the passion to undertake this study. As an
IT professional with over 18 years of experience, I had some bias before conducting this
study about IT security strategies. However, I minimized my bias by allowing the
participants to express themselves without offering my opinions. My knowledge of the
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topic did not bias the study because I used open-ended questions throughout the
semistructured interview process, resulting in rich comprehensive data based on the
participants’ experiences.
I was unaware of how in-depth and time consuming qualitative study was until I
delved into the data collection and analysis process. Recruiting participants for my study
was a challenge and two out of the eight participants who agreed to participate in my
study were unavailable via telephone or e-mail to schedule an interview. Member
checking was difficult at first to schedule, but based on my classmates’ experiences, I
learned that having a quick phone call to the participant proved beneficial instead of
another interview for 5-10 minutes. Transcribing the audio-recorded interviews took over
two hours for a 20-30 minutes interview due to low voice level and background noise.
Analyzing the transcript was also an arduous process because I had to learn how to use
qualitative data software. Overall, I was humbled by the interview process and how
willing most of the participants were to share their experiences with me. The findings
from this study identified well-defined strategies that DBAs can use to prevent database
breaches in private IaaS cloud computing.
With this study, I have garnered enough understanding of conducting a qualitative
research study that may be used in my next future career. My academic writing skills
have also improved since I enrolled at Walden University and I intend to continue
building on it. I am now equipped with the academic skillset to venture with confidence
in writing research articles on improving security strategies in cloud computing.
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Summary and Study Conclusions
Maintaining the security of sensitive data stored in cloud computing is critical to
the success of organizations and increases confidence in customers’ use of cloud
computing. The purpose of this qualitative multiple case study was to explore the
strategies DBAs use to secure data in private IaaS cloud computing. The specific IT
problem is that some DBAs lack strategies for securing data in private IaaS cloud
computing. The case organizations in the study represented critical IT infrastructure in
two small business companies in Baltimore, Maryland. This qualitative case study
investigated security strategies used for securing data in cloud computing. The study
answered the following research question: what are strategies DBAs use to secure data in
private IaaS cloud computing? Six out of eight DBAs from two small business companies
in Baltimore, Maryland, participated in the semi-structured interviews. Security strategies
used by DBAs, illustrated by these findings were:


importance of well-defined security measures in cloud computing;



measures to address security controls in cloud computing;



limitations of existing security controls in cloud computing; and



future and Potential Security Measures Solutions in Cloud Computing.

There is an ongoing need for data security in cloud computing due to the increase in
external threats of sensitive data in cloud computing. Until security issues are settled,
organizations should be cautious, guaranteeing that they weigh the security dangers
against the advantages of cloud computing, by implementing well-defined controls and
strategies (Tankard, 2015). Cloud computing may experience a great rise in its adoption
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if all these security challenges are addressed and resolved to increase customers’ trust and
confidence.
The limitation placed on this study was using a relatively small experienced
DBAs from two small business IT organizations in Baltimore, Maryland. The findings
from this study were significant and supported by the organizational documents and
recent literature on cloud computing security strategies consistent with the DIT
framework of this study. As noted in the DIT framework, cloud computing is a disruptive
technology and this disruptive trend is due to its security challenges, which need to be
addressed and resolved. The findings of this study should have greater applicability to
DBAs, as well as other IT organizations that are seeking to use effective security
strategies to improve collaboration and increase customers’ trust in storing their sensitive
data in cloud computing.
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Appendix A: E-mail Granting Permission to Use Table
Request to receive permission to use the table in the article "Opportunities for
disruption”.
From: Elizabeth Garnsey <ewg11@hermes.cam.ac.uk> on behalf of Elizabeth Garnsey
<e.garnsey@eng.cam.ac.uk>
Sent: Friday, October 5, 2018 12:09:06 PM
To: Alberta Sannie-Ariyibi
Subject: Re: Request to receive permission to use the table in the article "Opportunities
for disruption”.
Dear Alberta,
You may use an adapted table from this article in your doctoral research.
I wish you good progress.
Regards
Elizabeth

On 4 Oct 2018, at 22:39, Alberta Pratt-Sensie <[e-mail address redacted]
wrote:
Good Day Authors,
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My name is Alberta Pratt-Sensie, and I am a doctoral student at Walden University in the
United States of America. I am currently writing my Proposal and I would like to use a
table in your article:
"Hang, C. C., Garnsey, E., & Ruan, Y. (2015). Opportunities for disruption.
Technovation, 39-40(1), 83-93. doi:10.1016/j.technovation.2014.11.005".
I am kindly requesting permission from you to adapt this table in my doctoral study.
Please let me know if it is acceptable to you. Thank you so much.
Sincerely,
Alberta Pratt-Sensie
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Appendix B: Participant Letter of Invitation
Date: May 23, 2019
Dear Potential Research Participant,
My name is Alberta Sannie-Ariyibi. I am currently a doctoral student at Walden
University. I wish to request your participation in my doctoral research study entitled
“Security Strategies to Prevent Data Breaches in IaaS Cloud Computing.”. The data I
will collect from this study will be used to identify strategies database administrators use
to prevent data breaches in IaaS cloud computing. As the sole researcher for this study, I
will be interviewing participants who have knowledge and experience on strategies used
to prevent data breaches in IaaS cloud computing. The purpose of this e-mail is to inform
you about the details regarding voluntary participation in my research study, as well as
your rights to make an informed decision whether to participate in this study or to refuse
to participate.
Participation in this study is completely voluntary. If you agree to participate, you
have the right to refuse to answer any questions that make you feel uncomfortable or
refuse participation in the study at any phase of this research study, as well as completely
withdraw all or part of the information already provided even after the completion of data
collection without any prejudice or consequence. There will be no payment for
participation in this study. I truly appreciate your time and effort in willingly
participating in this study. Attached is a copy of the business letter of invitation for the
head of your organization.
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Sincerely,

Alberta Pratt-Sensie
[e-mail address redacted]

191
Appendix C: Business Letter of Invitation
Alberta A. Pratt-Sensie
Doctoral Candidate at Walden University
[e-mail address redacted]

Date: May 23, 2019
To: Business Manager
Dear Sir or Madam,
My name is Alberta A. Sannie-Ariyibi. I am a doctoral candidate at Walden University
and I am working to fulfill my doctoral requirements in the Doctor of Information
Technology program. My doctoral study is entitled Security Strategies to Prevent Data
Breaches in IaaS Cloud Computing. The purpose of my doctoral study is to explore the
strategies database administrators use to secure data in private Infrastructure as a Service
(IaaS) cloud computing.
Your company was selected as a potential participant in this study based on your
professional role and expertise in computer technology and implementing cloud
computing. The study will require that I meet with some of your employees who are 28
years or older with an IT work experience of five years or more and three years of cloud
computing experience as related to data security in cloud computing. I will also collect
nonproprietary information regarding security strategies and processes used by your
organization.
The data collected from the potential participants will be kept confidential, and their
identity will be protected. All published data from this study will maintain the privacy of
the participants and the organization to protect the identity of both the participants and
the organization. Minor risks will be associated with this study such as interruption of
daily routine work activities, which will include taking time away from work to attend an
interview. Participation in this study is voluntary and will not pose any risk to the
participant’s well-being or safety. Participants may choose to withdraw from this study at
any time without retaliation or penalty. Consent to participate in this study will be
beneficial to social change because the participant’s personal information will be
protected and prevent their personal information from being compromised.

Please consider participating in this study and respond to me via email at
[redacted] or by returning it via e-mail as an electronic consent.
Thank you very much for your consideration and time!
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Sincerely,

Alberta A. Pratt-Sensie
Walden University
Doctoral Candidate
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Appendix D: Interview Protocol
A. Thank you for your willingness to participate in the interview process for my doctoral
research study. My name is Alberta Sannie-Ariyibi, a doctoral student at Walden
University, conducting a study on the Security Strategies Database Administrators
use to prevent data breaches in IaaS cloud computing.
B. Participants will be given the consent form to read and review and ask any questions
they may have prior to signing the consent form.
C. A copy of the signed consent form will be provided to the participants for their
records.
D. Participation in the study will be completely voluntary
E. With the permission of the participant, the audio recorder will be switched on noting
the date, time, and location of the interview.
F. The confidentiality and privacy of each participant will be maintained by omitting the
name of the participant and the organization from the transcript, as well as any
published data findings from the study.
G. The interview will last for 30-60 minutes allowing the participants to respond to 10
questions.
H. Follow-up questions may result from the initial questions to get more in-depth details
I. At the end of the interview, the participants will be thanked for participating in the
interview process
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J. Participants will be informed that I will contact them in one -two weeks for a followup member checking meeting that will last approximately 15 minutes to share the
interview transcript with them for their feedback and comments
Semistructured Interview Questions
The following are the interview questions that for my research study.
1. What is your IT background such as education, work experience, etc.?
2. What do you currently know about database breaches and security measures?
3. Have you ever used security measures to prevent database breaches in cloud
computing? If so how was this done?
4. How does your existing organization use security measures to prevent data
breaches?
5. What solutions does your organization provide with regards to preventing data
breaches?
6. What security measures does your organization have in place that were
effective in preventing cloud computing data security breaches?
7. If your organization does not have a standard protocol for preventing data
security breaches, have you implemented security breaches to prevent cloud
computing data security breaches in your organization?
8. What were the least effective security measures used in preventing cloud
computing data breaches?
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9. With your experience as an IT professional, what obstacles does your
organization face with regards to implementing cloud computing security
measures, and how was this done?
10. In terms of cloud computing, what are your concerns in implementing security
measures, and has the organization done to rectify these concerns?

