Abstract-Partial 3D shape matching refers to the process of computing a similarity measure between partial regions of 3D objects. This remains a difficult challenge without a priori knowledge of the scale of the input objects, as well as their rotation and translation. This paper focuses on the problem of partial shape matching among 3D objects of unknown scale. We consider the problem of face detection on arbitrary 3D surfaces and introduce a multiscale surface representation for feature extraction and matching. This work is motivated by the scale-space theory for images. Scale-space based techniques have proven very successful for dealing with noise and scale changes in matching applications for 2D images. However, efficient and practical scale-space representations for 3D surfaces are lacking. Our proposed scale-space representation is defined in terms of the evolution of surface curvatures according to the heat equation. This representation is shown to be insensitive to noise, computationally efficient, and capable of automatic scale selection. Examples in face detection and surface registration are given.
I. INTRODUCTION
3D shape matching refers to the process of computing a similarity measure between 3D objects [1] . The main applications of shape matching are 3D shape registration, recognition, retrieval, and classification. These applications, in turn, are used in higher-level processing tasks, such as 3D search engines [2] and automatic 3D model generation from physical objects [3] .
Partial 3D shape matching refers to a more difficult subproblem that deals with measuring the similarity between partial regions of 3D objects. Despite a great deal of attention drawn to 3D shape matching in the fields of computer vision and computer graphics, partial shape matching applied to objects of arbitrary scale remains a difficult problem. In this case, the similarity is measured between partial regions of input objects, where the relative position, orientation, scale, and the extent of overlap may be unknown. Although various algorithms exist in the literature for 3D partial shape matching [3] , [4] , they do not handle shapes of arbitrary scale. We address this problem by introducing a new 3D surface matching approach based on the scale-space theory of signals.
The scale-space representation of a signal in R n is defined in terms of its evolution according to the heat (diffusion) equation (Sec. II). The scale-space theory is concerned with the study and analysis of the properties of this representation of signals. The need for scale-space representations of signals arises when estimating derivatives for shape matching. Most shape matching applications require the estimation of the first few derivatives of the input signals [5] . A major difficulty with this estimation problem is that differentiation is highly sensitive to noise. Most techniques attempt to achieve resilience to noise by defining the differential operators in a multiscale fashion, with the scale determining the amount of low-pass filtering applied to the input. A difficulty with this approach is determining the proper spatially-varying scale for the operators [5] , which is a process referred to as automatic scale selection [6] . This process served as the principle motivation for the development of the scale-space theory [5] .
Scale-space techniques are now widely used for signals in R n [7] , with the theory having become quite mature over the past few decades, especially for 2D images. Beyond having nice theoretical properties, the scale-space representation of images has been shown to be realized efficiently with impressive practical results [8] , [9] . Currently, scale-space matching techniques, such as SIFT [8] and SURF [10] , are the de facto standards in many 2D matching applications. Despite finding widespread use in 2D signal processing, scale-space techniques have not been widely applied to 3D surfaces.
There are two major difficulties with extending scale-space representations to 3D surfaces. These difficulties are due to representation issues and the estimation of the scale parameter necessary for automatic scale selection. The lack of gridlike structures that are present in 2D images and the nonEuclidean geometry of surfaces make development of precise and efficient representations difficult. The scale parameter, which in the case of signals in R n is defined in terms of the variance of the smoothing kernel, may not be readily available for 3D surfaces.
The goal of this work is to extend the use of scale-space theory to 3D surfaces for the purpose of partial shape recognition. The main contribution is a new scale-space representation for 3D surfaces that addresses the two major difficulties outlined above. The new representation is shown to be insensitive to noise, computationally efficient, and capable of automatic scale selection.
The few current scale-space based surface representations can be categorized into two classes based on how a signal is derived from the surface and consequently evolved. First, surface positions may be treated as the signal and therefore the surface geometry is modified during the evolution process. Second, a signal may be defined and evolved over the surface while the geometry of the surface remains unchanged. It is well-known that the evolution of surface positions generally leads to geometric problems such as shrinkage and foldovers [11] , [12] . Therefore, we opt for the second approach whereby we define our scale-space representation in terms of the evolution of the surface curvatures.
We show an application of our approach to a partial shape matching task involving the detection of human faces on 3D models without any assumptions about the scale of the models. To provide insight into our approach, we first present the problem of automatic 3D face detection on arbitrary models. Fig. 1 shows examples of input surfaces on which we seek to find the location and extent of a human face. Note that these surfaces come from different sources, have arbitrary scale, and contain various facial expressions. In Fig. 2 , we show the general steps involved in the detection task. First, a set of interesting keypoints are extracted on the surface of the model (Fig. 2(b) ). Using these extracted keypoints, the relative location, orientation, and scale of the model (Fig. 2(c) ) is obtained with respect to a reference face model ( Fig. 2(f) ). Using this information, the locations of other important facial features are identified ( Fig. 2(d) ). Finally, using the new set of facial features in Fig. 2(d) , the face region is extracted from the input model ( Fig. 2(e) ). The face extraction process generates a remeshed version of the cropped face in a manner consistent between all models. Therefore, the output of the face detection process can be directly fed into a 3D face recognition algorithm. Unlike the majority of automatic 3D face detection systems [13] , [14] , the proposed detection scheme does not make any assumptions about the relative pose or scale of the input models.
A. Related Work
Various scale-space representations have been proposed over the past decade. The most straightforward approaches for 3D surfaces include parameterization [15] and voxelization [16] . These two approaches, however, result in new surface representations that suffer from distortions or loss of precision, respectively.
As mentioned earlier, smoothing signals defined on the surface may be performed instead of smoothing surface geometry. For example, in [17] , surface mean curvatures on a triangulated surface are repeatedly smoothed with a Gaussian filter. The proposed representation is then used to define a measure of mesh saliency over the surface and its applications in mesh simplification and viewpoint selection are shown in that paper.
Mean curvature flow, which is closely related to surface diffusion, may also be used to smooth the surface. Under mean curvature flow, each surface point is moved along its normal proportional to its mean curvature. [18] uses a modification of this approach to obtain a scale-space representation for surfaces and shows how it can be used to perform feature extraction and automatic scale selection on closed 3D models. A major problem with this approach, however, is the geometric degeneracies that generally arise from smoothing. In addition, computation times of more than 2 hours were reported for meshes with more than 2K vertices.
More recently, the Heat Kernel Signature (HKS) [19] has been used in global shape matching tasks involving 3D models that may have undergone isometric deformations. In this approach, the properties of the heat kernel of a surface are used to infer information about the geometry of the surface. A scaleinvariant version of HKS was also introduced in [20] and used for non-rigid 3D shape retrieval. The main drawbacks of HKSbased techniques are computation times and their inability to perform automatic scale selection, which is required in most partial shape matching tasks. In [19] , it is reported that the overall time required to compute the HKS on a surface with 100K vertices is approximately 90 minutes on a 2.4 GHz CPU. This seriously limits the practical applications of the approach.
The scale-space approach presented in this paper is capable of automatic scale selection and is shown to be efficient to compute. For instance, the scale-space representation of a surface with approximately 113.5K vertices can be obtained in 32 seconds on a 2.4 GHz CPU.
II. SCALE-SPACE REPRESENTATION OF SIGNALS IN R n
The scale-space representation of a continuous signal f : R n → R is defined as the solution to the heat (diffusion) equation [7] :
where ∆ denotes the Laplacian, and F (x; 0) = f (x) is the initial condition. It can be shown that the Gaussian is the fundamental solution to Eq. (1) [7] . The scale-space representation of f can therefore be expressed as
where * denotes convolution, g : R n → R is the n-dimensional normalized Gaussian: g(x; t) = 1 (πt) n/2 e − x 2 /t , and t is known as the scale parameter.
The non-enhancement property [7] of the scale-space representation of signals, in general, guarantees that the values of the local maxima (minima) decrease (increase) as the signal is smoothed. However, the amplitude of the spatial derivatives of the signal may be scale-normalized using the change of variable v = x t γ/2 , for γ > 0. This results in the following scale-normalized spatial derivatives of the signal: where m denotes the order of differentiation. It can be shown that the amplitudes of the scale-normalized derivatives of a signal first increase and then decrease, and the scale at which the maximum amplitude is reached is proportional to the frequency of the signal. The process of finding this scale is known as automatic scale selection [7] . We seek the same type of scale-normalization in a scale-space representation of a surface signal, and employ it to infer information about the size of structures on the surface.
III. SCALE-SPACE REPRESENTATION FOR 3D SURFACES
In this section, we formulate a similar representation for surfaces that is as close as possible to the scale-space representation of signals in R n . Our proposed approach is similar to the HKS-based techniques, in the sense that we derive the scale-space formulation of the surface in terms of the evolution (diffusion) of signals on the surface with the help of the Laplace-Beltrami operator. However, we analyze the surface structures by directly studying the behavior of the signal as it evolves on the surface. More specifically, we take the signal to be the surface curvatures, which are derived from the surface geometry. The main advantages of this approach over HKS are gains in computational efficiency and the ability to estimate the size of the surface structures. Additionally, our representation enables us to robustly and efficiently estimate the Laplacian of surface curvatures that results in a rich set of features, which is useful in subsequent matching tasks.
Therefore, the scale-space representation, F : M × R → R, of 3D surface M, is defined as the solution to the diffusion equation:
with the initial condition F (p; 0) = f (p), where f (p) denotes the mean or Gaussian curvature at point p ∈ M, and ∆ M is the Laplace-Beltrami operator. From the above formulation, a stack of Gaussian-smoothed surface curvatures is obtained, which can be used directly in multiscale feature extraction and descriptor computations. However, to make the best use of the representation for automatic scale selection, the value of the scale parameter at each level must also be estimated. The smoothed curvatures together with the associated scales at each level define our multiscale surface representation, which we refer to as the Curvature Scale-Space 3D (CS3), as depicted in Fig. 3 .
In Sec. III-A, we describe how a discrete surface signal may be efficiently smoothed in a manner consistent with the scalespace representation of signals. In Sec. III-C, we show how the representation may be used for feature point extraction with an automatic scale selection mechanism.
A. Gaussian Smoothing of a Surface Signal
Let our discrete surface be represented by the polygonal mesh M = (V, E), where V = {v 1 , . . . , v N }, and E = {e ij |v i is connected to v j } are the vertex and edge sets, respectively. Let F l : V → R denote the smoothed discrete surface signal (curvatures) at level l, and define
. We employ the implicit surface smoothing scheme of [12] to obtain the smoothed surface signal F l+1 , at level l + 1, by solving the following sparse system of linear equations
where λ l > 0 is a time step, and L and I denote the N × N Laplacian and identity matrices, respectively. The elements of the Laplacian matrix L = (w ij ) N ×N are given as
where N (i) denotes the 1-ring neighbor set of vertex v i . The Laplacian matrix may also be populated with other types of weights, such as cotan weights [12] . The linear system in Eq. (5) can be efficiently solved using the Biconjugate Gradient method. The scale-space representation of the surface signal f is then given by the sequence (F 0 , . . . , F L−1 ), which is obtained recursively using
for l = 0, . . . , L − 1.
The resulting transfer function of the implicit Laplacian smoothing in Eq. (5) is
where ω denotes surface signal frequency [12] . When a stack of smoothed signals with L levels is constructed according to Eq. (7), with corresponding time steps (λ 0 , . . . , λ L−2 ), the transfer function of the filter at level L − 1 is given by
Note that the representation needs to be defined in a recursive manner, since the transfer function of the filter defined by Eq. (5) is not a Gaussian. On the other hand, the transfer functions of our recursive formulation approach Gaussians, as L grows.
The time steps are picked as λ l = λ l−1 δ = λ 0 δ l , where λ 0 denotes an initial time step and δ > 1 is a constant. It is important to note that the time steps λ l are not equivalent to the scale parameter t in the original scale-space representation of signals given by Eq. (2). Fig. 3 shows a 3D model and its corresponding CS3 representation at various scales.
B. Estimating the Scale Parameter
To recover the scale parameter t at each level l, we fit a Gaussian to the transfer function of the smoothing filter for that level, and define the scale of the smoothed signal as the scale of the fitted Gaussian. This is done by sampling the transfer function h l in Eq. (9) over the range [0, 2] . This range is chosen since the frequency content of the signal is defined in terms of the eigenvalues of the Laplace-Beltrami operator L and the choice of weights used to construct L in Eq. (6) guarantees that −L has real eigenvalues 0 ≤ ω 0 ≤ · · · ≤ ω N −1 ≤ 2 [11] . As a result, we obtain a set of pairs Γ = {(ω j , h l (ω j ))} J−1 j=0 , which is used to estimate the scale t l of a fitted Gaussian g l (ω, t l ) = e −ω 2 t l , in the least-squares sense:
The scale parameter t l for each level l can alternatively be defined in terms of the variance of the transfer function at that level. Since the transfer function at each level is analytic and only depends on the known sequence of time steps, λ l , its variance can be precomputed numerically. 
C. Feature Extraction with Auto Scale Selection
The CS3 representation of a 3D surface may be used directly for feature extraction. Let Φ(M) = (F 0 , . . . , F L−1 ) and Ψ(M) = (t 0 , . . . , t L−1 ) correspond to the CS3 representation of surface M. The difference between the smoothed signals at two consecutive levels l and l + 1 can be used to approximate the Laplacian of the signal at level l. This difference can be expressed as a convolution of the original signal with Gaussian filters:
where * denotes convolution defined over the surface and g(·; t l ) is a Gaussian with scale t l . Noting that
and consequently,
Therefore, the estimated Laplacian of F 0 , at level l, which we denote by ∆F l , is approximated by
We define the scale-normalized Laplacian of the surface signal at scale t l as Throughout this work, we assume that the surface signal corresponds to the surface mean curvatures. ∆ norm F then corresponds to the scale-normalized Laplacian of mean Curvatures (LoC). The local extrema of ∆ norm F could be used to define feature points on a 3D model. For example, Fig. 4 depicts the computed scale-normalized Laplacian of mean curvatures on a 3D model and its noisy counterpart, at level l = 20 (scale t = 21.7); the red spheres indicate the locations where LoC is locally maximum or minimum at the displayed level. As seen in the figure, the detected locations of the extrema of LoC, despite their high differential order, are robust to noise and may be used for extraction of stable and well-localized feature points.
The plots in Fig. 5 show the computed LoC values at a few selected vertices on the original and noisy models in Fig. 4 as a function of scale. As expected, the values for both of these models converge at the higher scales. However, the corresponding LoC values of the vertices at the scale shown in Fig. 4 are not the same between the two models due to the noise. To alleviate this, we introduce the scale-invariant LoC as
denote the vector-form mean, and standard deviation of the LoC values at level l, respectively; N is the total number of vertices in M, and 1 is an N -dimensional vector of all 1's. Fig. 6 shows the scale-invariant LoC plots of the same vertices as in Fig. 5 . As can be seen, the LoC curves of the two surfaces begin to converge at a much finer scale, and look more similar. The scale-invariant LoC is resilient to changes in sampling resolution, spatial scaling, and additive i.i.d. noise. Additionally, Fig. 7 provides a comparison between the ∆ si plots on the original, scaled, and higher resolution versions of the same model as in Fig. 4(a) . The higher resolution version of the model was obtained by applying one iteration of Loop's subdivision scheme, which increases the number of mesh vertices by a factor of 4. As can be seen, spatial scaling of the model has no effect on the plotted ∆ si curves, while Comparison of scale-invariant LoC plots of the Bimba model (Fig. 4(a) ) with different spatial scales and sampling resolutions. Plot in (a) is identical to the plot for the original model, shown in Fig. 6(a) , while (b) has been shifted to the right by approximately 7 levels. Note that, unlike the plots in Figs. 5 and 6 , the x-axis denotes the level in the CS3 stack, and not the scale. the increase in the resolution of the surface shifts the curves to the right. According to the principle of automatic scale selection [7] , the scale(s) where ∆ norm F i becomes a local extremum across scales can be expected to correspond to the size of surface structures at vertex v i . This is visually verified in Figures 8  and 9 , where the size of the blue spheres indicate the computed spatial scale (neighborhood size) at a few selected keypoints. An approach similar to Lowe's [8] was used to select the keypoints (shown as red spheres) on the models, in the two figures. The keypoints were selected as the vertices that were local extrema among their immediate neighbors, both on the current level and two adjacent levels on the stack: let set
Let t l be the scale associated with level l. t l then defines the scale of the detected keypoint v i . The radius of each blue sphere in Figures 8 and 9 was computed using
whereē is the average edge length in the surface mesh. The graph in Fig. 8(c) shows the plots of LoC values at the few selected keypoints (blue spheres) on the model in Fig. 8(a) . The filled squares on the curves indicate the location of the detected scale for each keypoint.
IV. APPLICATION: AUTOMATIC FACE DETECTION
The CS3 representation together with the feature extraction procedure described in the previous section can be used in 3D matching tasks, such as surface registration and 3D object recognition. In this section, we describe how our proposed representation can be used to detect the face region on 3D surfaces containing human faces with arbitrary scale, orientation, and translation.
The detection system consists of two main stages. In the offline (training) stage, a classifier is trained with a set of 3D human faces. The training set consists of faces with and without expressions. The online (matching) stage involves the actual detection of the human face on an input 3D surface. Sec. IV-A describes the training stage, while the matching stage of the algorithm is described in Sec. IV-B.
A. Face Detection: Training
The objectives of the training phase are: (1) facial feature identification and AFM computation, and (2) face region descriptor computations.
Facial Feature Identification and AFM Computation. In this step, a user manually selects a predefined set of facial features (e.g., the nose tip, eyes, chin) on each 3D face in the training set. These features are then used to register all the surfaces with a reference face model. These features are additionally used to obtain a cropped version of each of the surfaces such that only the face region is included. Finally, all the cropped faces in the training set are averaged together to obtain an Average Face Model (AFM). Example of an AFM is shown in Fig. 2(d) .
Face Region Descriptor Computations. In this step, local shape descriptors and feature vectors (described in Sec. IV-B) are computed on the nose tips of the faces in the training set. These descriptors are used to define the distance (dissimilarity) measure between 3D surfaces that is needed to detect the face region in the matching stage.
We define the distance of a feature vector z ∈ R D from the distribution of the feature vectors in the training set as the squared Mahalanobis distance
wherex c f and Σ c f correspond to the mean and covariance matrix of the feature vectors in the training set. To estimate Eq. (19) efficiently and reliably, we use a similar approach to [21] , where Principal Component Analysis (PCA) is used to reduce the dimensionality of the data. The approach, however, retains some information about the less significant principal components of the data, which is generally discarded in other PCA-based approaches.
B. Face Detection: Matching
The main goal of the algorithm's online stage is to identify the location, orientation, and scale of the face region. This region is centered at the nose tip because the nose bridge helps establish orientation and symmetry, and its high curvature is easily detected using our keypoint extraction method. This is accomplished in the following steps: keypoint extraction / local scale estimation, global scale adjustment, local descriptor computation, and detection.
Keypoint Extraction/Local Scale Estimation. We use a slight modification of the approach discussed in Sec. III-C to obtain the location and scale of a set of keypoints on the input surface. Note that since the signal that is being smoothed in our representation is the surface mean curvature, the extracted keypoints correspond to locations of blob-like features on the surface; this is verified in Fig. 4 . Since we are interested in identifying the location of the nose tip, these features provide an ideal choice. Additionally, the size of each blob is estimated by the associated scale of the keypoint at that location using Eq. (18) .
Global Scale Adjustment. One advantage of estimating the size of the surface structures, as described in Sec. III-C, is that the computed values are intrinsic to the surface. The relative scale of an input 3D surface with respect to the 3D face models in the training set can therefore be estimated by comparing the detected sizes of the surface structures. To do this, the median radius of the surface structures on the surfaces in the training set are computed using Eq. (18), offline. Similarly, the median radius of the structures on the input 3D surface are computed. The ratio of these radii are then used to estimate and then adjust the relative scale of the input model with respect to the models in the training set.
Local Shape Descriptor Computation. Given a keypoint and the estimated size of the face region (obtained from the faces in the training set), we construct a local coordinate system at the point and represent the positions of its neighboring vertices in the form of a height map. We use the Multilevel BSpline Algorithm [22] , to obtain a continuous map of the local neighborhood around the keypoint, which is then turned into an image. This image defines the local descriptor employed by our detection system.
The local coordinates at the keypoints need to be constructed in a manner which are invariant to any transformation the 3D model may undergo. We use PCA of the local neighborhood around each point of interest to construct the local coordinate system. Let p 0 denote the keypoint where the local coordinate system is being constructed, and k 1 ≥ k 2 ≥ k 3 ≥ 0, u 1 , u 2 , u 3 denote the eigenvalues and unit eigenvectors of the covariance matrix of the vertex positions in the neighborhood around p 0 , respectively. u 3 approximates the normal direction, while u 1 and u 2 span the tangent plane at p 0 . u 3 defines the z direction of the constructed local coordinate system, and u 2 and u 1 define the directions of the x and y axes, respectively.
Since the eigenvectors provide only information about direction and not orientation, we make the following adjustments: u 3 is adjusted so that it has the same orientation as the surface normal at p 0 , while the orientations of u 1 and u 2 are changed such that u 2 × u 1 = u 3 . u 1 and u 2 may still be rotated by 180 degrees. To overcome this ambiguity, we create two height maps using the two possible orientations. In the detection stage, both maps are used, and the one with the worst performance is ignored.
In our implementation, the covariance matrix was weighted by the LoC values at each vertex. The weighting scheme helped the two major eigenvectors of the covariance matrix to be better-aligned with the underlying elongated structures of the surface at each keypoint.
Detection. The goal of the detection stage is to find the location of the face region on an input 3D surface using the computed local descriptors at the keypoints. Each local descriptor is converted into a feature vector by concatenating the rows in its height map image. Let z i denote the feature vector associated with keypoint i, and let Z = {z i } I i=1 be the set of all such feature vectors extracted on the input surface. The ideal objective of detection would then be to identify all z i 's which correspond to a face region-and as a result, having the ability of identifying multiple faces on the same model. However, in this work, we seek to solve a simpler problem, namely, finding the most likely keypoint that belongs to the face region. The detection task is therefore to find z * , minimizing d Once the most likely location of the face region is identified on the input surface, we use its location and associated local coordinate system to obtain an initial guess for the relative pose of the input with respect to the AFM in the training set. The estimated position and orientation are then iteratively improved using the ICP algorithm [23] . In each iteration, we also improve the initial guess for the scale by finding s that minimizes
where M in and M af m denote the point sets corresponding to the input surface and the AFM, respectively. Both surfaces are assumed to have been translated so that the nose tip is at the origin. This prevents scaling from changing the relative positions of the nose tips between the two surfaces. Once the input surface has been aligned with the AFM, the locations of auxiliary facial features, which were specified in the training phase, are identified on the surface. shows the locations of these features, which were automatically detected by our system, on Fig. 2(a) . These features are then used to crop and remesh the face region using an approach similar to [24] . Fig. 2(e) shows an example of the final result produced by our face detection procedure. Note that in [24] the locations of the facial features on the input model were specified manually, whereas our system detects them automatically.
V. FACE DETECTION RESULTS
We tested the performance of our detection system on a database of 1068 models, which included artificial models with human faces and more than 1000 3D scanned human faces from the FRGC database [25] . The majority of the FRGC scans where from Spring 2003, which included large portions of clothing. All models were randomly scaled (by a factor in the range (0, 1000]) and rotated prior to detection. The correct detection rate of the system was 92.13%. The required time to build the CS3 representation with 35 levels for a model with approximately 113.5K vertices was 32secs. The overall detection time on the same model was 180secs on a 2.4 GHz CPU.
As mentioned previously, the output of the detection system, which results in normalized and compatibly remeshed 3D surfaces, can directly be used in a 3D face recognition system. Additionally, the extracted 3D faces may be used in automatic 3D processing tasks such as swapping of facial features between 3D faces. We employed the differential coordinates approach of [26] to enable a user to automatically specify and swap facial features between various face models. For example, Fig. 10 shows an example of a warping task involving three different faces. Our system allowed the user to easily specify which facial features on the source face ( Fig. 10(c) ) were to be replaced by the ones on the target faces ( Fig. 10(a) and Fig. 10(b) ); Fig. 10(d) shows the resulting hybrid face. Since the faces were normalized and the meshing was consistent between the surfaces, the user only needed to specify the location and region of influence of the features on the source face. The resulting hybrid faces may, in turn, be used to generate new faces and extend the size of a training set.
VI. APPLICATION: SURFACE REGISTRATION
Automatic surface registration is another application of our proposed CS3 representation and feature extraction procedure. We implemented a registration system, which used the CS3 representation for establishing correspondences between two input surfaces. Given the point-point correspondences, the unknown transformation between the two surfaces was estimated, and consequently the surfaces were registered. The following summarizes the general steps involved in registering two input surfaces (A and B) using the CS3 representation. An example is shown in Fig. 11. 1) CS3 Computation. Obtain the CS3 representations of each of the surfaces (Sec. III-A). 2) Keypoint Extraction. Use the keypoint extraction procedure described in Sec. III-C to extract keypoints on the two surfaces. 3) Local Descriptor Computation. Use the scale-invariant LoC curves described in Sec. III-C to construct feature vectors at all extracted keypoints on the two surfaces. 4) Registration. For each keypoint k on A find its correspondence on B by finding the keypoint on B whose feature vector has the smallest L 2 distance from the feature vector of k. Finally, use a branch and bound approach similar to [3] to eliminate incorrect point-point correspondences and register B with A.
VII. CONCLUSION In this work, we presented a new scale-space based representation for 3D surfaces, which is useful for feature extraction and partial shape matching. Our proposed representation is defined in terms of the evolution of the surface curvatures according to the heat equation. This representation was shown to be insensitive to noise. In addition, other major benefits of our method over the most relevant approaches, such as [19] and [20] , are the capability of automatic scale selection and improved computational efficiency. We presented an application of our approach to partial 3D shape matching involving detection of 3D faces on input surfaces with arbitrary scale, orientation, and translation. The output of our detection system could directly be fed into a 3D face recognition system. Additionally, we showed other applications involving automatic processing of 3D faces, such as the generation of hybrid faces, and general surface registration. In future work, we will improve the performance of our detection system and also use the CS3 representation for 3D face recognition.
