ABSTRACT Programmable logic controllers (PLCs) are special purpose computers designed to perform industrial automation tasks. They require highly reliable control programs, particularly when used in safetycritical systems such as nuclear power stations. In the development of reliable control programs, formal methods are ''highly recommended'' because the correctness of intended programs can be mathematically proven. Formal methods generally require precise semantics indicating how the program behaves during execution. However, for PLC programming languages, formal semantics is not always available rendering the application of formal methods highly challenging. In this paper, we present formal operational semantics of structured text, a widely used PLC programming language. The semantics is based on the ST language specification provided by IEC 61131-3, a generally acknowledged international standard for PLCs. We define the formal semantics in K which is a rewriting-based semantic framework and has been successfully applied in defining the semantics of many general-purpose programming languages such as C [1] and, Java [2] . We validate our formal semantics by testing examples from the standard and then apply the semantics on the verification of control programs for PLCs.
I. INTRODUCTION
PLCs are special-purpose computers designed for industrial automation control. They have been widely adopted as central controllers for many safety-critical systems, such as nuclear power stations. Traditionally, in ensuring the quality of PLC's control program, intensive testing is performed to reveal as many defects as possible. However, testing has several disadvantages, such as the inability to ensure the absence of defects and to provide information about the defects that have yet to be uncovered. Thus, testing is less than ideal for safetycritical applications. Consequently, wide-scale research has been intensified, aimed at improving the reliability of PLC programs. An active topic is the formal verification of PLC programs. One of the most widely known formal verification techniques is model checking [3] . Model checking allows us to prove the correctness or incorrectness of the intended PLC programs with respect to a certain formal specification or property. Accordingly, model checking is highly recommended when developing safety-critical applications [4] .
Model checking shows potential; however, this method has not been ''easy-to-use or part of the state of the practice of PLC program development'' [5] . In our argument, the difficulties of using model checking in the PLC domain are twofold: First, effort to perform model checking is nontrivial because both a formal model of the intended PLC program and formal properties need to be created. Second, PLC programs can be developed using various programming languages which generally have no precisely defined semantics [5] . The first difficulty is traditionally addressed first by the cooperation between control engineers and formal methods experts. However, this traditional practice has several issues for instance, potential misunderstandings of program behaviors may lead to the incorrect creation of the formal model. Thus, automated model checkers that directly generate a formal model from PLC programs are needed. Developing such tools requires precisely defined semantics of the implemented language. The second difficulty renders the development process challenging. Thus, a large body of research has focused on providing formal semantics for a specific PLC programming language [6] - [18] . However, only [17] provides formal semantics for a subset of Structured Text (ST), which is a widely used programming language provided by the IEC 61131-3 standard. In addition, [18] presents formal semantics for Structured Control Language (SCL) which is a variant of ST offered by Siemens.
In the current study, we present formal operational semantics for the ST language. ST is a textual, high-level language [19] and has exclusive advantages in handling complex algorithms compared with other languages provided by the IEC 61131-3 standard. Thus it is often the preferred language for developing large-scale PLC programs. Moreover, ST is supported by most leading PLC vendors, such as Siemens, Beckhoff and Omron. The semantics presented in this study is based on the official ST language specification provided by the second edition IEC 61131-3 standard [19] . The semantics is formalized in K, a rewriting-based semantic framework. K has been successfully applied in many programming languages, such as Java [2] , C [1] , JavaScript [20] , and so on. To the best of our knowledge, our formalization of the semantics of ST (called KST) covers most features of ST and the distinct characteristics of PLC such as the cyclic scanning execution mechanism. Further, KST has the following advantages:
• executable. K provides several built-in tools that allow us to derive an interpreter for ST programs, rendering KST executable.
• human-readable. KST encompasses the definition of syntax and semantics, which are compact and easily understood and accepted by everyone.
• modular. New language features can be added without the need to change the previous formalization of the language. The remainder of this paper is organized as follows: Section II provides a brief overview of PLC and programming concepts defined in IEC 61131-3. Section III presents an overview of our formalization effort. Section IV describes the formal semantics of ST. Section V presents an evaluation of KST and an application of KST in the verification of ST programs. Section VI reviews related studies regarding big semantics in K and verification of PLC programs. Section VII concludes this paper and offers directions for future work.
II. PRELIMINARIES A. PROGRAMMABLE LOGIC CONTROLLER
PLCs are special-purpose computers, which have been widely used in industrial automation. PLC's ability to process a large number of I/O is one of the key properties of PLC usage in the automation industry. For example, medium and large PLC could control a large number (>256) of discrete elements using very fast scan times. Figure 1 shows the key components of a typical PLC and their relationships. PLCs are normally connected to input/output peripherals through the input modules and output modules. The input module receives the signal from input devices, such as switches or digital sensors. The output module sends the command from the processor to actuators such as motors, relays, and so on.
The most prominent feature of a PLC is the ''cyclic scanning'' execution mechanism which differs from that of a general-purpose computer. As shown in Figure 2 , control programs are executed cyclically by the processor.
• First, the PLC samples physical signals from all input devices (e.g., sensors, switches) connected to the input module.
• Second, the PLC executes control programs to determine the output states.
• Third, the PLC updates the output states to actuators (e.g., robot, valves) connected to the output module. The three aforementioned steps comprise a scan cycle.
B. IEC 61131-3 STRUCTURED TEXT LANGUAGE
The IEC 61131-3 standard is a generally acknowledged international standard, within which programming languages and basic software architecture for developing PLC programs are defined. ST is a textual, high-level programming languages defined in IEC 61131-3. Similar to most modern high-level programming languages, ST provides the ability to develop applications with complex algorithms. Consequently, it is often the preferred language for developing large-scale applications.
Program organization units (POUs) are the smallest software units from which PLC programs are built. They are at the bottom layer of the basic software model for PLC programs. The IEC 61131-3 standard defines these three different POU types, in ascending order of functionality:
• Function. This type of POU has no static variables (without memory); that is, multiple invocations with the same input parameters always yield the same result. A function-type POU can be called by other POUs.
• Function block. 
III. OVERVIEW OF OUR FORMALIZATION EFFORT
This section presents the workflow of our formalization effort for the semantics of ST whose language specification for syntax and semantics is provided by the second edition of IEC 61131-3 [19] . This section also shows the role of formalized semantics in the verification of PLC programs.
Stefănescu et al. [21] argued that analysis tools for any real programming language should be developed based on formal semantics other than the informal specification of the language. On one hand, informal semantic specification may lead to different interpretations. On the other hand, verification based on informal specification may prove incorrect properties or disprove correct properties because of the misinterpretation of the semantics of the target programming languages [22] . The formalization of the semantics of ST is prompted by similar motivations. Our effort to establish formal semantics and its application in the verification of ST programs are presented in Figure 4 .
A. OVERVIEW
This study targets the formal semantics of the ST language. Our formalization efforts are based on the language specification provided by the second edition of the IEC 61131-3 standard [19] . The language specification is given in natural language and thus contains ambiguities, such as the use of the VAR_GLOBAL construct in program-type POUs. This ambiguity leads to different misinterpretations of the semantics of ST, impeding the development of automatic analysis tools for ST programs.
As depicted in Figure 4 , we formalized the semantics (called KST) from IEC 61131-3. KST is defined in K, a rewriting-based semantic framework. KST consists of two parts: the syntax defined in Backus-Naur Form and the semantics that is formalized into a collection of semantic rules. Moreover, KST covers other features defined by IEC 61131-3, such as the particular programming concept for PLCs, and includes other features of PLC themselves, such as the cyclic scanning execution mechanism (cf. Section II-A).
K provides various built-in tools that allow the derivation of an interpreter for ST, rendering KST executable. To build confidence in executable semantics, official conformance test suits are ideal targets. However, no such test suit for ST thus far exists. IEC 61131-3 provides many examples to explain the semantics of constructs in ST. We then adopt these examples as test cases to validate our KST formalization for ST. KST is also evaluated using hand-crafted programs to ensure high semantic coverage of KST. Figure 4 illustrates the role of formal semantics in the verification of ST programs. KST can be used beyond being a mere formal reference for ST. Moreover, a model checker is derived from KST with slightly increased effort by using built-in tools provided by K. We discuss the application of semantics in verifying their implementations (details are presented in Section V).
IV. FORMALIZATION OF ST IN
K is a rewriting-based programming language semantic framework. In K, the definition of a programming language consists of two parts: the syntax and the semantics. The syntax is given in the form of conventional Backus-Naur Form. The semantics is defined with rewrite rules (also called semantic rules) over configurations. A configuration is a set of labeled, potentially nested units (called cells). It indicates the state of the running program and its execution context such as memory, environment, and so on. A rewrite rule describes the one-step transition from one configuration to another. Formally, a rewrite rule is of the form C → C , where C and C are configurations. If a rewrite rule matches the current configuration, this rule fires and rewrites the current configuration as specified to its right-hand side (e.g., C ). Multiple rewrite rules can fire at the same time. For improved understanding of rewrite rules, the following example is presented:
There are four cells involved in (1), with the cell name as subscript. The ''· · · '' in a cell is called the cell frame which denotes the content irrelevant to the rule. The horizontal line in a cell (e.g., in k) denotes a state transition, that is, if (1) fires, parts of configuration above the line (i.e., X ) will be rewritten as the content below the line (i.e., V :: T ). Sematic rule (1) is taken from KST and describes how to lookup the value of a variable X. The k cell contains a list of computations to be executed, with the leftmost computation (also called the top computation) executed first. The env cell represents the local environment and is constructed as a map from the variables to their storage locations. The store cell represents the storage and the type cell stores information concerning data types of storage locations. In K, cells that are not affected can be omitted. In (1) , if the top computation is a variable lookup expression, then it will be replaced by ''V :: T'' that is an auxiliary representation of a value and its corresponding data type in KST.
B. CONFIGURATION Figure 5 shows the configuration defined in KST. Cells in the configuration store information concerning program constructs and its execution context. For example, the pous cell contains a set of pou cells, with each representing a POU. The symbol ''*'' appearing next to the pou cell name denotes that multiple cells with the same name are allowed in the pous cell. Each pou cell stores information about a POU, such as the name of POU (in pName), declaration of variables (in pVars), and statement list (in pStmts). If the POU is of the function type, the data type of its return value is stored in the pRet cell; otherwise pRet remains empty (denoted by ''.K''). Some cells are used to record execution context. For example, the pid cell holds the identifier of the currently executed POU instance. The stack cell represents the runtime stack, which contains a list of stack frame (denoted by ''sf()'' in KST).
The in cell and out cell contain the input signal and output signal from/to devices connected to the PLC. After parsing, ST programs are processed in three phases (discussed in the following), and the current execution phase is stored into the phase cell.
C. SYNTAX AND SEMANTICS Table 1 presents partial syntax of ST defined in KST. The syntax is given in the form of Extended BackusNaur Form (EBNF) according to the grammar defined in IEC 61131-3 [19] . In Table 1 , the option is represented through square brackets ''[ S ]'', which means zero or one occurrence of S. The closure is represented by curly braces ''{S}'', which means zero or more concatenations of S. For example, in syntax for variable declarations, ''[:= Constant]'' means that '':= Constant'' may be present just once, or not at all, ''Id {, Id}'' denotes a single ''Id'' or a comma-separated ''Id'' sequence.
After parsing, ST programs are processed in three phases in accordance with semantic rules. The workflow of KST is illustrated in Figure 6 , where FC, FB, and PG represent a function-type POU, a function block-type POU, and a program-type POU, respectively. During each phase, cells in the configuration are populated or modified in accordance with semantic rules.
• Preprocessing phase. In this phase, KST traverses the abstract syntax tree obtained by parsing the input PLC program and identifies all POU declarations (in the k cell) sequentially. This phase is further divided into two steps, as shown in Figure 6 . In the first step, multiple pou cells are created, and each corresponds to a POU declaration. Cells that nest in pou are then populated based on the information about the POU. In the second step, KST creates an instance (denoted by a ins cell) for every PG and FC. Details are discussed in Section 4.3.1 by using semantic rules for the declaration of POUs. In addition, identifiers of PG instances are collected into the pgs cell, which is sent to the next phase.
• Initializing phase. An initializing phase occurs after preprocessing. In this phase, KST iterates over PG instances on the basis of their identifiers stored in the pgs cell and allocates memory for its variables based on the declaration of variables. If a variable is declared as an FB instance, an instance of the FB is created, and the memory is allocated with variables of the created instance. This phase continues until all instances are created and the memory has been allocated with their variables. • Scan cycle. The actual execution of the PLC program, following cyclic scanning, occurs during this phase.
As depicted in Figure 6 , this phase is subdivided into three steps, each of which correspondings to a phase in the scan cycle (as shown in Figure 2 ). In the first step, input signals are taken from the in cell and are stored into corresponding storage locations. In the second step, KST sequentially executes PG instances in pgs and updates related storage contents on the basis of the predefined control algorithm (i.e., its statements) and current value of input variables. In the third step, the values of output variables are appended to the out cell. This phase is repeated and never be terminated.
1) POU DECLARATION
As previously discussed, POU declaration constructs are identified by KST in the preprocessing phase. The semantic rule for the declaration of a function block type POU is shown in (2) , as shown at the bottom of this page. As explained in Section IV-A, meaning of the aforementioned semantic rule is not difficult to understand. That is, the top computation in k is consumed, a new pou cell is created based on the top computation and is added to the pous cell during preprocessing. If the identified construct is the declaration of a program-type POU, except for rewriting in (2), KST also creates a single instance for it and records its identifier in the pgs cell. That is, where ListItem(I) is a built-in method of K that used to create a list item. If the top computation in the k cell is the declaration of a function-type POU, KST also creates a single instance for it. Moreover, KST allocates memory for its variables by rewriting the top computation into an auxiliary function alloc(Name, I, RT ). Notably, an additional variable bearing the same name as that of the function is added and is used to store its return value.
2) VARIABLE DECLARATION
In ST, the declaration of variables is a construct starting with the keywords ''VAR_INPUT'', ''VAR_OUTPUT'', ''VAR_IN_OUT'', ''VAR_EXTERNAL'', ''VAR_TEMP'', ''VAR'', ''VAR_GLOBAL'' (indicates the category of a variable) and ending with the key word ''END_VAR''. After preprocessing, KST iterates over the instances of programs in the pgs cell and allocates memory for variables on the basis of variable declaration constructs. For example, (3) shows the semantic rule for the input variable declaration construct.
VAR_INPUT X : T := V; END_VAR
.
Variables can be declared within the ''VAR ... END_VAR'' construct to become constants by using the qualifier ''CONSTANT.'' KST then populates the cnst cell with the new mapping L → 1, denoting the value in location L is a constant. In addition to being declared as a primitive type such as ''BOOL'', ''INT'', a variable can also be declared as an instance of a function block type POU. The corresponding semantic rule is shown in (4).
In accordance with the aforementioned semantic rule, KST first creates an instance of the function block type POU, and a new mapping from the variable name to the instance identifier is added into the iIns cell of the current instance.
KST then allocates memory for variables in the instance J recursively (denoted by alloc(Vars, J )) and initializes some input variables on the basis of the parameter assignment list Params.
3) SCAN CYCLE
KST has implemented a particular ''cyclic scanning'' mechanism, which enables the interpreter derived from KST to execute ST programs in the PLC manner. After initialization, KST enters the scanning cycle phase, and the execution is repeated cyclically and never terminated. Semantic rule (5) shows the operations in the updating input phase, which _ denotes that the current value can be any. The semantic rule for the writing output phase is similar to (5) and thus is not presented here. Semantic rules describing operations in the executing program phase is discussed in Section IV-C.4. 
4) STATEMENTS
We now discuss some semantic rules for statements. All semantic rules presented in this section describe operations during execution of programs phase; thus, we omit cell phase from following semantic rules. The lookup of a simple variable is given in Section IV-A. We present in this section the semantic rule for the lookup of a variable within an instance of the function block-type POU and omit its explanation.
The semantic rule for the assignment statement (e.g., X := Exp;) is shown in (7). The assign operator '':='' is given the strictness attribute (evaluation strategies) ''[strict (2) ]'' to ensure an appropriate evaluation order. That is, the right-hand side of an assignment is to be evaluated before the assignment can be executed. When the assignment rule is fired, the righthand side becomes a value of the form ''V :: T''. X := V :: T1;
when T1 = getType(T2) and C = 0 (7) The execution of an instance of a program-type POU is invoked by the PLC system implicitly. This process is handled in KST by iterating instances of program type POUs in the pgs cell. Formally,
Semantic rule (8) states that if the top computation is an identifier of an instance of a program type POU, KST loads its environment and then executes its statements. Execution of an instance of a function-type POU or a function blocktype POU is invoked explicitly by the invocation statement. The semantic rule for the invocation statement of an instance of a function block-type POU is shown in (9) .
The aforementioned semantic rule shows that the current instance I , its local environment and the rest of the computations in k are saved to the runtime stack so that the calling routine can subsequently resume. Computations have a list structure, capturing the intuition of computation sequentialization, with list constructor _ _ (read ''followed by'') and unit ''.'' (the empty computation). The currently executed instance then changes to J whose local environment is loaded into the Env cell. J 's input variables are initialized if it is specified in the parameter assignment list (i.e., Params). KST then executes the statements of J and assigns the value of J 's output variables to variables of the calling routine if it is specified in Params.
If the top computation is the invocation statement of a function, the operations to perform slightly vary from (9) . A new auxiliary notation lookup(Name, J ) is appended to assignOutputs because the invocation of a function should be an operand of an expression. The invocation of a function yields a value in the form ''V :: T''.
V. EVALUATION AND APPLICATION ON VERIFICATION
In addition to formalizing the semantics of ST and thus providing a precise language reference model of ST, our secondary objective is to verify ST programs by using built-in tools provided by K. Before demonstrating how the tools can be used to verify ST programs, we first present the evaluation of KST with respect to its conformance with the IEC 61131-3 standard.
A. TESTING KST CONFORMANCE WITH THE STANDARD
K provides various built-in tools that allow us to derive an interpreter from the semantics. To this end, we tested our semantics with a test suite from similar motives of [2] , [20] , and [23] . However, ST has no known available test suite. The IEC 61131-3 standard provides various examples to demonstrate the semantics of ST language constructs. These examples were used in our evaluation as test cases for KST.
Generally, the direct use of these examples is regarded as nontrivial. Most of them are code snippets, and some only consist of a single statement. Moreover, some of them have minor issues, such as the use of unspecified structure, which are fixed by putting code snippets into the corresponding POU constructs or slightly modifying the original code. Finally, 13 function-type POUs, 38 function blocktype POUs and 19 program-type POUs are obtained. 1 The evaluation result is shown in Table 2 . KST passes 53 of the 70 tests from the IEC 61131-3 standard. The failing tests contain the usage of unspecified standard functions or standard function blocks, such as TON, SR, ADD, and so on. After supplying the implementation of these POUs, KST passes the remaining 17 tests.
KST contains more than 550 semantic rules. Following previous studies [20] , [22] , we measured the semantic coverage of the tests, that is, the percentage of the semantic rules exercised by all test cases. The test from the IEC 61131-3 standard covers under 50% of the semantic rules. Many features of ST are missed. Therefore, we hand-craft 14 programtype POUs as tests during our evaluation. All 84 tests including tests from IEC 61131-3 cover all semantic rules in KST.
All experiments are run on a machine running 64-bits Windows 10 Professional operation system with Intel(R) Core(TM) i5-4590 CPU 3.30GHz and 16GB DDR3 1333MHz RAM. Each test takes 4.6s on average to complete, excluding the startup time of K (about 8s).
B. LINEAR TEMPORAL LOGIC MODEL CHECKING
This section presents a case study to show an application of KST in verifying ST programs. We demonstrate model checking of Linear temporal logic (LTL) properties.
The industrial control system used as case study is the sorting and packing station (SPS) from a pinion product line. SPS provides a function for sorting and packing pinions of different materials, schematically represented in Figure 7 . The automation of SPS is operated by Modicon M340 PLC from Schneider Electirc. 2 As shown in Figure 7 , SPS has three subsystems: the transporting system that consists of several conveyors (e.g., C_1, C_2 and C_3) and corresponding motors with a single direction of movement (C_1_D, C_2_R and C_3_R); the sorting system that consists of several robotic arms (e.g., RA_1 and RA_2) and various sensors; the packing system that consists of metal trays and sealing machine (not shown in Figure 7) .
The workpieces of different materials are transported by a linear conveyor (C_1) driven by a unidirectional motor (C_1_M) moving in one direction (C_1_D). They first reach a scanning position that has a sensor (S_P_S) to detect the presence of the pinion and two other sensors (S_M1 and S_M2) to detect what kind of material is used. The detected information is forwarded to the control program; thus, the pinion is transported to the right conveyor (e.g., C_2 or C_3).
The intended behavior for the robotic arm RA_1 is simple: When the sensor S_P_S detects a pinion, RA_1 must move left to the position ''left'' and then transports the pinion to the conveyor C_2. RA_1 is represented by an instance of the function block-type POU RA_CL which has 5 input variables, 6 output variables and 4 internal variables.
Two properties summarized from the real specification of SPS are listed.
• P1: To ensure a pinion can be picked up by a robotic arm normally, the conveyor C_1 must stop when the pinion reaches the scanning position (i.e., S_P_S is true). The property P1 is expressed as the LTL formula (C_1_D ∪ S_P_S), where indicates ''always,'' ∪ indicates ''Until''.
• P2: When a pinion is identified as type 1 (i.e., S_P_S1 & S_M1 = TYPE1), RA_1 goes left, down and then 2 https://www.schneider-electric.cn/zh/ picks up the pinion. The property P2 is expressed as the LTL formula ((BOC ∧ S_P_S1 ∧ S_M1) → ♦(EOC ∧ RA_1.M_L ∧ ♦(EOC ∧ RA_1.M_D))), where ♦ indicates ''eventually''. In the formula, BOC and EOC are Boolean symbols, which evaluate to true only at the beginning and end of each scan cycle respectively. In addition to RA_CL, the control program has a function block type POU called EmergencyStop, which has five input variables, four output variables and a single internal variable. EmergencyStop is safety-related function block for monitoring an emergency stop button; thus, its output EStopOut must be set as true or false for emergency switch off functionality in a safety-critical systems. EmergencyStop is implemented in ST with more than 100 lines of code. A careless programmer may still hide a defect in his implementation.
By using built-in tools provided by K, the aforementioned properties can be verified using the following command:
The option ''-ltlmc'' indicates that a specified program (e.g. SPS.st) is model-checked with the following LTL formula. The K framework returns verification results by executing the aforementioned command. The basic idea of the formal verification is to explore the state space of an application by executing it on the derived interpreter which checking if the specified property is violated. If violation exists, a counterexample of the property is found; otherwise, the property is verified true.
The verification of the property P2 yields a counterexample, indicating that the property is not satisfied. Carefully inspecting the implementation of SPS, we notice that the program controls RA_1 to move down and forgets to test whether RA_ reaches the position ''left.'' This bug is fixed and then P2 is verified. The verification of P1 takes about 7s, P2 about 15s and P3 about 4.5s to complete.
VI. RELATED WORK
Formal semantics research for real programming languages has to be the focus both in the industry and academia. Owing to space restriction, this section only presents large semantics in K and other studies closely related to the verification of PLC programs.
A. OTHER SEMANTICS IN K
The K framework has been successfully used in defining semantics for several programming languages such as C, Java, and JavaScript, among others. We present an overview of this work briefly because of space limitations. Reference [1] describes an executable formal semantics of C, which has been thoroughly tested using GCC torture test suite and 99.2% are passed. A further study [23] defines the ''negative'' semantics of C11 such that the semantics can reject undefined programs. Reference [2] presents complete executable formal semantics of Java 1.4, called K-Java. It also develops a test suite alongside the development of K-Java, following the test driven development. K-Java has been extensively tested using the developed test suite. Reference [20] provides formal semantics of JavaScript, which has passed all 2782 tests in the ECMAScript 5.1 conformance test suite. Some studies targeting new languages such as Ethereum Virtual Machine (KEVM [24] ) and P4 (P4K [22] ), have recently been published. These languages remain in the early stages of language design and are relatively unstable. Many problems in their specifications have been revealed through the development of their semantics in K. ST is a PLC domain-specific programming language; thus, specialities of the PLC domain, such as the cyclic scanning executing mechanism, are considered in ST formalization. Therefore, the interpreter derived from our semantics can execute ST programs in PLC manner.
B. VERIFICATION OF PLC PROGRAMS
Several studies have been conducted to verify PLC programs by using formal methods such as model checking. Reference [25] presents a survey that summarizes model checking practices in the verification of PLC systems. PLC programs written in IEC 61131-3 programming languages or their dialects are abstracted to automata, Petri-nets, or other state-based transition systems. Verification is then generally conducted using existing model checking tools, such as SPIN [26] , SMV [27] , UPPAAL [28] , [29] , and so on or by self-developed model checkers like PLCverif [30] , Arcade.PLC [31] , and so on. However, the limitation of these studies is the lack of formal semantics of the PLC programs themselves. To address this problem, several studies concerning the formal semantics of PLC programming languages have been proposed. For example, [6] , [8] , [10] , [12] present the formal semantics of IL, a simple assemblylike language within the IEC 61131-3 standard. References [10] , [32] , and [33] provide the formal semantics of sequential function chart, a special-purpose language for constructing complex PLC applications. Reference [18] defines small-step operational semantics for SCL which is offered by Siemens and is a dialect of ST within IEC 61131-3. However, to the best of our knowledge, no additional studies have focused on the formal semantics of ST. In this current study, we define the formal semantics of ST in the K framework.
VII. CONCLUSION AND FUTURE WORK
This paper study presents executable formal semantics of the ST language. The semantics (called KST) is formalized from the specification in IEC 61131-3, which is a widely accepted international standard for PLC. KST covers most key features of ST defined in the second edition of IEC 61131-3, such as common programming concepts, program organization units, and particularly, the cyclic scanning execution mechanism. We systematically test KST by using examples from IEC 61131-3 and several hand-crafted examples. We formally verify an industrial manufacturing application by using KST and built-in tools provided by K, which demonstrates the usefulness of our formal semantics.
Our semantics is the formalization of the specification of ST in the second edition of IEC 61131-3 because many industrial programs are developed in this version. Moreover, IEC 61131-3 is still evolving, and new features continue to emerge. For example, the third edition (proposed in 2012) incorporates object-oriented principles into PLC programming. Fortunately, KST is modular and thus can be easily extended without modifying previously defined semantics. Therefore, we intend to extend KST with semantics for new features introduced by the new version in the near future. We believe that the extension will be straightforward because the third edition of IEC 61131-3 is fully upwards compatible with the second edition. The object-oriented feature of Java is discussed in [2] , providing a reference for future related studies.
