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We induce the NonBacktracking Expansion Branch method to analyze the k-core pruning process
on the monopartite graph G which does not contain any self-loop or multi-edge. Different from the
traditional approaches like the generating functions or the degree distribution evolution equations
which are mathematically difficult to solve, this method provides a simple and intuitive solution of
the k-core pruning process. Besides, this method can be naturally extended to study the k-core
pruning process on correlated networks, which is among the few attempts to analytically solve the
problem.
I. INTRODUCTION
k-core decomposition is a widely used method for iden-
tifying the center of a large network. It is a pruning
process in which nodes with degrees less than k are re-
cursively removed. It has many applications across dif-
ferent fields like biology, informatics, economy, network
science, etc[1–6]. and attracts many theoretical studies.
One of the most important question is the size of the fi-
nal k-core, it has been studied analytically by previous
researches[7, 8]. They also find that there exists a critical
phenomenon in k-core decomposition. The detailed pro-
cess of the k-core has become increasingly interesting for
many researchers. Baxter et al. [9] proposed a theoret-
ical framework consists of 4 equations to analyze k-core
pruning process, and obtain the recursive relationship of
the degree distribution between step n and step n+1. Shi
et al. [10] further simplified this calculation to an uni-
variable iteration process by inducing an auxiliary series
yn, and the asymptotic results when n→∞ is consistent
with previous researches of final state. However in gen-
eral, the theoretical framework in previous study[9] are
difficult to solve analytically. Here we use the NonBack-
tracking Expansion Branch method which greatly sim-
plified the calculation process. The results are consistent
with the previous results [10]. In addition, our theoreti-
cal results can be easily extended to correlated networks,
which has always been difficult to solve analytically.
II. METHOD
We are concerned about the k-core pruning process on
the monopartite graphG which does not contain any self-
loop or multi-edge. In this paper we will show the Non-
Backtracking Expansion Branch can be used to solve the
problem for both uncorrelated networks and correlated
networks.
Firstly, we give the definition of the NonBacktrack-
ing Expansion Branch(NBEB) of the graph which is
introduced in ref.[11, 12]. But here we build the
∗ guiyuan.shi@unifr.ch
NBEB by using the concept of the stubs (e, V ) intro-
duced by M. Newman[13]. Note that it is equivalent
to the branch B(∞, i ← j) used in ref.[12]. For a
given node V in a graph G and assume the degree of
V is j, let {V1, V2, . . . Vj} to be the neighbors of V ,
and {e1, e2, . . . ej} are the edges connecting them to
V . Then we define the neighbor stubs set S(V ) =
{(e1, V1), (e2, V2), . . . , (ej , Vj)} is the set of stubs con-
nected to V . If j ≥ 1, for any stub (e, V ), we denote
edge e of node V as ej, and define excess neighbor stubs
set S(e, V ) = {(e1, V1), (e2, V2), . . . , (ej−1, Vj−1)} is a set
of stubs connected to V except the stub that connects
to node V through e. Starting from a randomly chosen
stub (e, V ), now we can define a NBEB which is a tree-
like structure, the root stub (e, V ) can be regarded as the
first layer of the tree, then the second layer of the NBEB
consists of the child nodes of the root, which is the set of
stubs S(e, V ).
Consequently for each stub (e∗, V ∗) in the nth layer, we
can find the child nodes of (e∗, V ∗) which are the stubs
in S(e∗, V ∗), and all these child stubs are the (n + 1)th
layer of th NBEB.
We can continue this process so that we obtain a NBEB
of the stub (e, V ) which is denoted by B(e, V ). B(e, V )
can be either infinite or finite depending on the struc-
ture of the network. It is easy to know for any given
finite graph G with M edges, we can have 2M NBEBs.
In Fig. 1a we have a simple network, Fig. 1b shows
a simple example of B(e2, 2) based on the network in
Fig. 1a. The neighbor stubs set of node 1 S(1) =
{(e2, 2), (e4, 4), (e5, 5), (e6, 6)}, the excess neighbor stubs
set of (e2, 1) is S(e2, 1) = {(e4, 4), (e5, 5), (e6, 6)}. The
first few layers of the NBEBs of the target node 1 are
also shown in Fig. 1b-e.
III. ANALYSIS OF k-CORE PRUNING
PROCESS
As we previously introduced, k-core pruning process
is a process that we recursively remove the nodes whose
degrees are less than k. In the following we discuss how
the NBEB method can be utilized to solve the k-core
pruning process analytically. For a given positive integer
k, we can find a set of NBEBs Yn(n is a positive inte-
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FIG. 1. A simple example of NBEB method on a simple network. a) A simple network consists of 9 nodes and 10 edges. b-e)
the NBEBs B(e2, 2), B(e4, 4), B(e5, 5), B(e6, 6) respectively. Note that some of NBEBs are infinite so that we only show the
first few layers of the branch.
ger) which meet the following condition: there exists a
subbranch of the NBEB which contains the root stub,
and the amount of child nodes of each node in the first n
layers of this subbranch are no less than k−1. Generally
we denote Y0 to be the set of all the NBEBs. Obviously,
Y0 ⊃ Y1 ⊃ · · · ⊃ Yn ⊃ Yn+1 ⊃ . . . . For convenience,
we denote SNBEB(V ) to be the set of NBEBs of all the
stubs in S(V ), and SNBEB(e, V ) to be the set of NBEBs
of all the stubs in S(e, V ). In the simple example in
Fig. 1, SNBEB(1) consists of B(e2, 2), B(e4, 4), B(e5, 5),
B(e6, 6), and SNBEB(e2, 1) consists of B(e4, 4), B(e5, 5),
B(e6, 6). According to the definition of Yn it is easy to
prove:
Theorem 1 The NBEB B(e, V ) belongs to the set Yn if
and only if among the NBEBs in SNBEB(e, V ), at least
k − 1 NBEBs belong to Yn−1.
Besides, let Sn be the subgraph of the remaining nodes
after nth pruning, and the following theorem can be es-
tablished,
Theorem 2 Denote by V a node in the graph G, V ∈ Sn
if and only if among the NBEBs in SNBEB(V ) at least
k NBEBs belong to Yn−1.
The proof of Theorem 2 is given in Appendix. Besides,
to further clarify the meaning of Theorem 2, we present
Fig. 1 as an example of how to analyze k-core pruning
process with NBEB method, the detailed process is given
in Appendix.
A. Uncorrelated Networks
In this part we analyze the k-core pruning process on
large(N →∞, N is the size of the network) uncorrelated
networks using our NBEB approach.
We assume the probability that a randomly chosen
NBEB belongs to Yn is yn. Obviously we have y0 = 1,
from Theorem 1 we know yn should meet the following
recurrence relation:
yn =
∞∑
j=k−1
j∑
m=k−1
qj
(
j
m
)
ymn−1(1− yn−1)
j−m
=
∞∑
m=k−1
ymn−1
m!
∞∑
j=m
j!
(j −m)!
qj(1− yn−1)
j−m
=
∞∑
m=k−1
ymn−1
m!
∗G
(m)
1 (1− yn−1)
= 1−
k−2∑
m=0
ymn−1
m!
∗G
(m)
1 (1− yn−1)
The above formula satisfies the same recursive rela-
tionship with the yn sequence defined in our previous
study[10]. In the previous paper, we induced the auxil-
iary series yn to facilitate the induction of the evolution
of the k-core pruning process, but yn was only regarded
as a mathematical trick to solve the problem. Here we
find that yn has a practical probabilistic meaning that it
3represents the probability that a randomly chosen NBEB
belongs to Yn.
Let us set sn as the portion of the remaining nodes Sn
relative to the total number of all nodes N . Theorem 2
gives:
sn =
∞∑
j=k
j∑
m=k
pj
(
j
m
)
ymn−1(1− yn−1)
j−m
=
∞∑
m=k
ymn−1
m!
∞∑
j=m
j!
(j −m)!
pj(1− yn−1)
j−m
=
∞∑
m=k
ymn−1
m!
∗G
(m)
0 (1− yn−1)
= 1−
k−1∑
m=0
ymn−1
m!
∗G
(m)
0 (1− yn−1)
This is consistent with our results in the previous pa-
per. the final size of k-core can be obtained easily if
taking the limit of n→∞.
In the previous paper[10], we defined vn which is the
probability that, if a randomly selected stub (e, V ) from
the remaining network after the nth pruning(the network
is defined as Nn), the excess degree of V in the Nn is
greater than or equal to k − 1. Previously we obtained
the relationship vn = yn+1/yn by mathematical induc-
tion. Here we show the relationship can be easily ob-
tained by NBEB method, and also can be given a prob-
abilistic meaning.
For an edge e, both of its endpoints V and V ∗ survive
after nth pruning, means that the edge e will be retained
in the Nn. If the excess degree of V in the Nn is greater
than or equal to k − 1, which suggests V will survive
after (n+ 1)th pruning but for V ∗ it may or may not be
retained after the (n+ 1)th pruning.
So vn can also be interpreted equivalently to: for an
edge e, and its two endpoints V and V ∗ in the origi-
nal network, the probability that V will survive in Nn+1
given the condition that both V and V ∗ survived after
nth pruning.
Based on the NBEB method we introduced above, sup-
pose we have a random edge e in the original network,
denote its two endpoints by V and V ∗ respectively. If
e survives after the nth pruning, then we have this con-
dition if and only if both B(e, V ) and B(e, V ∗) belong
to Yn, the probability of this occurrence is equal to y
2
n.
If the endpoint V ∗ survives at nth pruning, endpoint
V survives at (n + 1)th pruning, then this happens if
and only if B(e, V ∗) belongs to Yn, and B(e, V ) belongs
to Yn+1, this probability is equal to yn ∗ yn+1. Obvi-
ously the second event is included in the first one. Now
consider the conditional probability of occurrence of the
second event given that the first event has occurred is:
yn ∗ yn+1/y
2
n = yn+1/yn, which is exactly the definition
of vn shown above.
B. Correlated Networks
In the following we discuss the k-core pruning process
on large correlated networks using the above method, we
take the representation of M. Newman[14], using ejl to
represent the probability that an edge has an endpoint
whose excess degree is j and the other endpoint has an
excess degree of l , then it is easy to see ejl = elj , and:
∞∑
l=0
ejl = qj
If a network is uncorrelated, then we have: ejl = qj ∗ql.
Now consider the k-core of the correlated network.
Consider in a NBEB B(e, V ) that the excess degree of
other endpoint of edge e is l, the probability of B(e, V ) ∈
Yn is denoted by yn,l. Obviously when ql = 0, the condi-
tional probability yn,l does not exist, we can set yn,l = 1.
From Theorem 1, it satisfies the following recursion:
ql ∗ yn,l =
∞∑
j=k−1
elj
j∑
m=k−1
(
j
m
)
ymn−1,j ∗ (1− yn−1,j)
j−m
Therefore, Theorem 2 gives that sn satisfies the follow-
ing relationship:
sn =
∞∑
j=k
pj
j∑
m=k
(
j
m
)
ymn−1,j−1 ∗ (1− yn−1,j−1)
j−m
The final size of the k-core can be obtained by tak-
ing the limit n → ∞. Consider an extreme case, let
ejl = qj ∗ ql, which means the network is an uncorre-
lated network, it is easy to know that if ql 6= 0, qj 6= 0,
yn,l = yn,j, and we can denote it by yn, then we have
the same conclusion as the uncorrelated case discussed
above. Another extreme case is that when the network is
completely correlated[14], i.e., elj = qjδjl, we can easily
find: when j ≥ k, yn,j = 1, sn =
∑
∞
j=k pj . In this case
only two nodes with the same degree are possible to be
connected, so all of nodes whose degree are less than k
will be deleted, and all of the nodes whose degrees are
greater than or equal to k are retained.
IV. CONCLUSION
In this paper we find that the NonBacktracking Ex-
pansion Branch(NBEB) method can be used to analyze
the k-core pruning process. The NBEB method offers a
more intuitive perspective to analyze the k-core pruning
process, and it greatly simplifies the calculation. The re-
sults are consistent with the previous analytical results,
and also provide a practical probabilistic meaning of the
auxiliary series we previously induced to facilitate the
induction. Besides, we find that this method can be eas-
ily extended to deal with the correlated networks, thus
4provides an unprecedented theoretical tool to understand
the k-core organizations in real-world networks.
V. APPENDIX
Proof of Theorem 2:
We use mathematical induction to prove the theorem.
It is obvious that the theorem holds for n = 1. Now we
prove that if the theorem is true for n − 1, the theorem
can be established for n.
Firstly we prove the sufficiency, that is, when at
least k NBEBs in SNBEB(V ) belong to Yn−1, we
have V ∈ Sn. Since Yn−1 ⊂ Yn−2, obviously at
least k NBEBs in SNBEB(V ) belong to Yn−2, so
from the inductive hypothesis V ∈ Sn−1, on the
other hand, we suppose that the NBEBs in the subset
{B(ei1 , Vi1), B(ei2 , Vi2 ), . . . , B(eim , Vim)} ⊂ SNBEB(V )
belong to Yn−1, where m ≥ k, so for any 1 ≤ r ≤ m, in
SNBEB(eir , Vir ), At least k − 1 NBEBs belong to Yn−2
since B(eir , Vir ) ∈ Yn−1, furthermore, B(eir , V ) ∈ Yn ⊂
Yn−2 since except B(eir , Vir ) there are still at least k− 1
NBEBs in SNBEB(eir , V ) belong to Yn−1. Therefore, for
each Ver , at least k of the NBEBs in SNBEB(Vir ) belong
to Yn−2. The induction hypothesis gives Ver ∈ Sn−1, as
a result, in the (n− 1)th pruning, at least k neighbors of
the node V are retained in the (n−1)th pruning. We can
then conclude V is still retained in the nth pruning.
Next we prove the necessity. we will prove that when
at most k − 1 NBEBs in SNBEB(V ) belong to Yn−1,
there must be V /∈ Sn. Because for a NBEBs B(er, Vr)
that does not belong to Yn−1, There are at most k − 2
NBEBs in SNBEB(er, Vr) belong to Yn−2, which is known
from the definition of Yn. Then we know there exist at
most k − 1 NBEBs in SNBEB(Vr) that belong to Yn−2.
Since the induction hypothesis gives Vr /∈ Sn−1, there-
fore, among all the neighbors of node V , at most k − 1
neighbors are retained in the (n−1)th pruning. So either
V has been deleted in the (n − 1)th pruning or even be-
fore, or it is retained inNn−1, but removed in n
th pruning
because its remaining neighbors are less than k after the
(n− 1)th pruning, so V /∈ Sn.
At this point, the sufficiency and necessity are proved,
and the theorem 2 can be established.
Detailed process of NBEB analysis
We use the network shown in Fig. 1 as an example.
For 2-core pruning process, we are to judge whether the
target node 1 will be retained in the nth pruning of 2-core.
Node 1 has 4 NBEBs as shown in Fig.1b-e. According to
Theorem 2, Node 1 will be retained in the nth pruning of
2-core if and only if at least 2 NBEBs in SNBEB(1) belong
to Yn−1. Obviously all 4 branches in SNBEB(1) belong to
Y0 and Y1. Although B(e5, 5) and B(e6, 6) do not belong
to Y2, B(e2, 2) and B(e4, 4) belong to Y∞ which ensures
2 branches in SNBEB(1) belong to Yn−1 for any step n.
Thus we can conclude node 1 keeps staying in the 2-core.
Similarly, Node 1 will be retained in the nth pruning
of 3-core if and only if at least 3 NBEBs in SNBEB(1)
belong to Yn−1. Obviously all 4 branches in SNBEB(1)
belong to Y0, among them only B(e2, 2), B(e4, 4) and
B(e6, 6) belong to Y1, none of the 4 branches belong to
Y2. so we know that node 1 will be kept at the first two
steps of pruning and deleted at the 3rd pruning.
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