Abstract-This paper addresses the implementation aspects of multivariable algebraic loops which arise naturally in many anti-windup control schemes. Using the machinery of linear complementarity problems, a unified framework is developed for establishing well-posedness of such algebraic loops. Enforcing well-posedness is reduced to a feasibility problem that can be solved during the anti-windup design stage. Several existing anti-windup implementations appear as special cases of the unified framework presented in this paper.
I. INTRODUCTION
Many constrained control problems involve dealing with algebraic loops comprising the feedback interconnection of a static nonlinearity and a linear term [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] . The presence of such an algebraic loop, if not well-posed, can result in serious problems during practical implementation of control. Even when the algebraic loop is well-posed, numerical implementation is not straightforward in real-time applications ([3] , [7] ). Sometimes, the presence of an algebraic loop may have a beneficial effect on the overall closed loop response. A particular example is in antiwindup design [2] where a feedback link containing a static gain is introduced around an input nonlinearity in order to preserve as much as possible the linear performance. In the absence of the linear feedback term, well-posedness is guaranteed by the Lipschitz continuity of the static nonlinearity. However, the presence of the linear feedback term makes well-posedness a non-trivial problem.
Beyond anti-windup, algebraic loops have gained widespread relevance in the analysis of systems with multiple nonlinearities. As hinted in [9] , a large class of nonlinearities may be represented as the interconnection of diagonal (and repeated) nonlinearities with a linear feedback. This feedback structure was exploited in [10] to express the quadratic program occurring in input constrained model predictive control with box constraints as the interconnection of parallel saturations and a linear feedback. For this case, the issues of numerical computation and robustness have been studied in ( [11] , [3] ). Other nonlinearity structures such as nested saturations [12] and non-square composite nonlinearities [13] may also be interpreted in the context of multivariable algebraic loops. In this paper, we present a unified framework for addressing well-posedness of static algebraic loops using the machinery of linear complementarity problems (LCP) [14] . Sufficient conditions for well-posedness are derived in terms of certain matrix classes which are well-established in mathematical programming. We show how the results can be applied to several existing anti-windup designs.
The theory of LCP has previously been explored in the context of linear dynamical systems whose inputs and outputs are coupled by complementarity constraints (see [15] ). For this class of systems, well-posedness is ensured if the linear dynamical system is passive (e.g. [16] , [17] ). In this paper, we are concerned with static algebraic loops in constrained control applications. For such systems, complementarity constraints arise only in the modeling of the input nonlinearity and are generally decoupled from the dynamics of the system. We show that the algebraic loop can be recast as a mixed linear complementarity problem (MLCP) for which efficient solution algorithms exist ( [18] , [19] ).
The following notation is adopted throughout the paper. Following [14] , we differentiate between symmetric and asymmetric real matrices. We write H > (≥) 0 if H is a positive (semi) definite matrix and H = H T > (≥) 0, if H is symmetric as well as positive (semi) definite. For the index set α ⊆ {1, · · · , m} and β ⊆ {1, · · · , n}, the submatrix H αβ is the matrix whose entries lie in the rows (columns) of H indexed by α (β). If n = m and α = β, the submatrix H αα is called the principal submatrix of H and its determinant is called the principal minor of H. Each entry of H is denoted as h ij for all i, j. For a vector x ∈ R m , ||x|| denotes the Euclidean norm. The symbols ≻ ( ) and ≺ ( ) represent element by element inequalities. For lack of space, we omit the proofs of Propositions 1 and 2, and Corollary 1.
II. PROBLEM FORMULATION
We consider the nonlinear algebraic loop of the form
comprising the interconnection of φ(.) : R m → R m , a static and sector-bound nonlinearity and a linear feedback with H 2 ∈ R m×m (not necessarily symmetric) as shown in Fig.  1 . The linear feedback term may be subsumed into the static nonlinearity φ(.) to obtain another static nonlinearity ψ(.) representing the input-output characteristic of the algebraic loop. The new map ψ(.) satisfies the following implicit relation [21] , [23] ) and to model predictive control (see [6] , [24] , [10] ). 3) Algebraic Loop with Asymmetric Feedback. Here the static matrix H 2 is asymmetric but satisfies some positivity condition. This may arise when an anti-windup compensation is designed for enhanced performance such as for global L 2 performance [2] or for external disturbance rejection [7] . This case has received less attention and is the focus of this paper.
We will take φ(.) as the decentralized saturation nonlinearity. We define φ(.) as follows: where λ ∈ R 2m is an internal variable, and the fixed terms L ∈ R 2m×m and b ∈ R 2m are respectively defined as
It is this description that we exploit in our main results. Substituting for u in (5) using (1b) gives the following alternative description of the algebraic loop.
for a given H 2 and an input vector u o , and where L and b are as defined by (6) and (7) respectively. In the anti-windup setting, H 2 turns out to be a product of the anti-windup design process and the algebraic loop of the form (8) must be solved online in near real-time. Typically, there exists a class of H 2 such that the algebraic loop has a unique solution and hence can be implemented with confidence. This paper provides a unified treatment of all the different manifestations of algebraic loops in linear anti-windup implementations using the framework of linear complementarity problems.
III. ALGEBRAIC LOOPS AS LINEAR COMPLEMENTARITY PROBLEMS
The algebraic loop characterization of (8) can be considered as special case of the mixed linear complementarity problem (MLCP) ( [18] , [26] , [14] ). First, we introduce the following definitions.
Definition 1 (Linear Complementarity Problem [14]):
Given a vector q ∈ R l and a matrix M ∈ R l×l , find a vector z ∈ R l such that
The LCP(q, M ) is said to be feasible if there exists a vector z satisfying (9a) and (9b). It is solvable if vector z also satisfies (9c). Note that the LCP (q, M ) is trivially solvable if q 0. Definition 2 (MLCP [18] ):
l×m and M 22 ∈ R l×l , and vectors a ∈ R m and b ∈ R l , find vectors v ∈ R m and λ ∈ R l such that
Assuming that M 11 is nonsingular, the MLCP (10) can be reformulated into the standard linear complementarity problem.
11 a, then MLCP (10) reduces to the LCP(q, M ). Now considering the algebraic loop description in (8) , it can be seen that for any vector u o ∈ R m and matrix
and a = −H 2 u o . Note that if H 2 is semi-positive definite, then so is the matrix of (11 
where L and b are defined by (6) and (7) respectively. The objective function (12a) is convex and bounded below on the feasible constraint set (12b). In this respect, the piecewise linear characteristic (8) falls into a general class of monotone MLCP [26] which is known to be solvable [14] . Indeed, if v is the optimal solution to (12) , then there exists a vector λ such that (v, λ) solves (8) . Using (6) and assuming nonsingularity of H 2 , the piecewise linear characteristic (8) can be re-formulated into the standard LCP(q, M ) problem with
and (13)
For monotone LCP (the case with M ≥ 0), we have the following solvability results [14] . Lemma 1: Let M ∈ R m×m be positive semi-definite. For any arbitrary q ∈ R m , the following statements hold; 1) If the LCP(q,M ) is feasible then it is solvable. 2) If z 1 and z 2 are two solutions of the LCP(q, M ), then (8) is not only solvable but has a unique solution. We briefly define some matrix classes following [14] .
Definition 3 (P-matrix and Positive stable matrix classes):
1) A matrix M ∈ R m×m is a P-matrix if all of its principal minors are positive. 2) A matrix M ∈ R m×m is said to be a) row diagonally dominant if
b) strictly row diagonally dominant if strict inequality holds for all i.
m×m is said to be a) positive stable if there exists X = X T > 0 such that XM > 0. b) diagonally positive stable if there exists a diagonal matrix X > 0 such that XM > 0. We recall the following result on the relationship between the diagonally positive stable matrices and the P-matrices.
Lemma 2: Let M ∈ R m×m be given, 1) if there exists a diagonal matrix X > 0 for which
then M is a P-matrix.
2) if there exists m-vector
then M is diagonally positive stable. Proof: For 1) see [28] ; for 2) see [14, Theorem 3.3.15] .
Remark 1: Items 1) and 2) of Lemma 2 concern generalization of the classes of positive definite matrices and strictly row diagonally dominant matrices respectively. From item 1), we have that a diagonally positive stable matrix belongs to the class of P-matrices and from item 2), that a strictly row diagonally dominant matrix with positive diagonal entries is diagonally positive stable and hence belongs to the class of P-matrices.
Using these definitions of matrix classes, we recall the following result about the algebraic loop (8) .
Lemma 3: [29] Let H 2 ∈ R m×m be nonsingular, and let L ∈ R l×m and b ∈ R l be structured according to (6) and (7) respectively for some u 1) The LCP(q, M ) is feasible. 2) If H 2 is a P-matrix and z * solves the LCP(q, M ), then z * is the unique solution of LCP(q, M ). Proof: See [29, Lemma 2 and Theorem 1] for items 1) and 2) respectively. We now state our main results.
Proposition 1: Let φ(.) : R m → R m take the form of (5) with L ∈ R l×m and b ∈ R l structured according to (6) and (7) respectively for some u min i 0 and u
m×m is a P-matrix, then the following statements hold:
1) The algebraic loop formed by the feedback interconnection of v = φ(u) and u = H 2 u o − (H 2 − I)v is well-posed for all input vector u o ∈ R m . 2) For any two solutions v 1 and v 2 of the algebraic loop corresponding to the inputs u 
Proposition 2: Let φ(.) : R m → R m take the form of (5) with L ∈ R l×m and b ∈ R l structured according to (6) and (7) respectively for some u 
then the algebraic loop formed by the feedback interconnection of v = φ(u) and u = H 2 u o − (H 2 − I)v is well-posed for all input vector u o ∈ R m . 2) If there exists a positive vector x i , i = 1, . . . , m. such that
then the algebraic loop formed by the feedback interconnection of v = φ(u) and u = H 2 u o − (H 2 − I)v is well-posed for all input vectors u o ∈ R m . Proof: Omitted.
IV. ALGEBRAIC LOOPS IN ANTI-WINDUP CONTROL IMPLEMENTATIONS
The goal of anti-windup designs for linear systems with saturating actuators is to provide a mechanism for modifying the control action during saturation so as to minimize its detrimental effects on closed-loop performance. The aim of such modifications is usually to recover as much as possible the linear performance or to provide graceful performance degradation when there are actuator saturations. For ease of exposition, we restrict the following discussions to the static anti-windup case. We refer readers to [29] for application to the dynamic anti-windup case.
We consider the unified anti-windup framework of ( [30] , [2] ) shown in Fig. 2 where the the difference between the unsaturated control u and the saturated control v is fed through a compensating static filter Λ to generate two conditioning signals ξ 1 and ξ 2 . The signals r and y represent the reference and the measured output respectively. A performance criterion is associated with the signalŷ. Let the plant and uncompensated controller have the following state-space realizationṡ respectively. Using the anti-windup augmentation ξ 1 = Λ 1 (v − u) and ξ 2 = Λ 2 (v − u), the augmented controller reduces to the following left-coprime factorization of the nominal controlleṙ
where
with H 2 nonsingular. The anti-windup design problem then reduces to choosing H 1 such that A k + H 1 C k is Hurtwitz and H 2 such that closed-loop performance is enhanced. If we define u o = C k x k +D k e in (23b), the augmented controller equation (23) can be decomposed aṡ
Observe the static algebraic loop in (24c). This is depicted in Fig. 3 where the inner loop comprises the interconnection of the saturation nonlinearity and a static feedback. We consider three different implementations of the static antiwindup depending on the nature of the algebraic loop.
A. Anti-windup without Algebraic Loop
Sometimes it is desirable to choose the design parameter H 2 as the identity so as to eliminate the presence of an algebraic-loop in the anti-windup implementation. With this choice, the innermost feedback loop of Fig. 3 is broken and the implicit relation of (24c) becomes explicit (i.e. u = H 2 u o ). The anti-windup implementation then reduces to that of Fig. 4 . Depending on the choice of H 1 , different anti-windup schemes can be realized. For example setting
recovers the Hanus conditioning scheme [31] . If H 1 is set as the zero matrix, then Fig. 3 reduces to the uncompensated and saturated structure. 
B. Anti-windup with Symmetric Algebraic Loop
When H 2 is restricted to be symmetric, the algebraic loop is also said to be symmetric. In this case, we can make a stronger statement about the well-posedness of the algebraic loop. It is well known that a symmetric matrix is positive definite if and only if it is a P-matrix. Then the P-matrix requirement of Proposition 1 can be substituted with a much stronger condition of positive definiteness of H 2 . Formally, we have the following result:
Corollary 1: Let (v * , λ * ) be the unique solution of the MLCP (8) . Then v * is the unique global solution of the quadratic program (12) if and only if
The implication of this result is that the algebraic loop of Fig. 3 can be substituted by a quadratic program whose unique solution coincides with the unique solution of the algebraic loop. The resulting implementation is shown in Fig.  5 . This is a common practice in some anti-windup designs where a quadratic program is introduced into the closed-loop to deal with problems of input saturation. These schemes are usually referred to as directionality compensation in the literature ( [21] , [22] , [23] , [32] , [33] ). The directionality conditioning compensation scheme of [22] corresponds to choosing H 1 = I and H 2 = D −T k D k while the optimal directionality compensation scheme of [21] corresponds to choosing H 1 = 0 and H 2 = C T C, where C is the characteristic matrix of the plant. The quadratic programming formulation (12) of the algebraic loop has the advantage that it can be easily implemented online. There are many efficient algorithms such as gradient projection methods ( [34] , [35] , [36] ) that are well-suited for its online solution. Explicit but suboptimal algorithms are discussed in [22] , [37] .
C. Anti-windup with Asymmetric Algebraic Loop
In some anti-windup schemes, the design parameter H 2 is asymmetric. In particular, the design freedom available through H 2 is used to equip the anti-windup compensation for enhanced performance. In [2] , the performance objective is such that the L 2 norm from the reference r to the outputŷ is minimized. In [7] , the design freedom is utilized to equip the anti-windup compensation for disturbance rejection. For both, enhanced performance is achieved through an online resolution of a multivariable algebraic loop with asymmetric feedback.
Several adhoc strategies have been suggested to address implementation issues associated with algebraic loops (e.g. [3] , [4] , [7] ). These results may be considered special cases of Proposition 2. For example, LMI (19) is exactly the condition in [3] for numerical robustness of the algebraic loop. Similar conditions are derived in ( [4] , [1] ) to guarantee solvability. On the other hand, [7] contains an explicit solution of the algebraic loop which requires that certain matrix be strictly diagonally dominant. The method may be considered as special case of Proposition 2 (LMI (20)), although in contrast, it is difficult to enforce the condition of [7] a priori.
The MLCP characterization is this paper provides a framework for easy and efficient online resolution of algebraic loops. As discussed in section III, the algebraic loop with asymmetric feedback corresponds to a mixed linear complementarity problem (MLCP). Well-posedness of the algebraic loop is guaranteed by the uniqueness of solution of the MLCP (8) . Using the result of Proposition 1, the algebraic loop of Fig. 3 can be implemented as shown in Fig. 6 .
The MLCP can be solved using fast and efficient projected iterative methods [19] . This family of algorithms has a low computational burden per iteration and has been shown to be convergent for a large class of matrices [14] . As discussed, the MLCP can also be reformulated as an LCP. We recall the following lemma on the equivalent convex quadratic programming formulation of an LCP.
Lemma 4: Given the LCP (q, M ) in (9a)-(9c), define the following convex QP problem λ * = arg min λ λ T (q + M λ) subject to (25) q + M λ ≥ 0 and (26) λ ≥ 0.
Then λ * solves (25)- (27) T and q = b − Lu o . After that we have established that a unique solution exists, the algebraic loop can be implemented using an efficient quadratic program solver (for the QP formulation (25)- (27) ). Several other algorithms are available for solving the LCP problem. Some of these may be found in [26] , [14] .
V. CONCLUSIONS AND FUTURE WORKS
We have considered the issue of multivariable algebraic loops that arise naturally in the implementation of linear anti-windup control schemes. We have shown that such algebraic loops can be reformulated as a monotone mixed linear complementarity problem for which efficient solution algorithms are available. Several existing well-posedness results and anti-windup implementations appear as special cases of the unified framework presented in this paper.
This work opens up several opportunities for future extensions. In particular, the proposed framework requires realtime solution of an online MLCP during control implementation. Several issues may arise if the solution time for the online computation exceeds the sampling rate of the plant. In this case, the idea of [38] may be applied to establish upper bound on the computational complexity of the MLCP. For this work, we have assumed that the online MLCP can be solved order of magnitudes faster than the plant's bandwidth.
