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GAP RESULTS FOR FREE BOUNDARY CMC SURFACES IN
CONFORMALLY EUCLIDEAN THREE-BALLS
MARIA ANDRADE, EZEQUIEL BARBOSA, AND EDNO PEREIRA
ABSTRACT. In this work, we consider M = (B3r , g¯) as the Euclidean three-ball
with radius r equipped with the metric g¯ = e2h 〈, 〉 conformal to the Euclidean
metric. We show that if a free boundary CMC surface Σ inM satisfies a pinching
condition on the length of the traceless second fundamental tensor which involves
the support function of Σ, the positional conformal vector field ~x and its potential
function σ, then either Σ is a disk or Σ is an annulus rotationally symmetric. In
a particular case, we construct an example of minimal surface with strictly con-
vex boundary in M , when M is the Gaussian space, that illustrate our results.
These results extend to the CMC case and to many others different conformally
Euclidean spaces the main result obtained by Haizhong Li and Changwei Xiong
in [10].
Keywords: Gap theorem, Constant mean curvature surfaces, Free boundary,
Conformally Euclidean spaces.
MSC: 53C20, 53A10, 49Q10.
1. INTRODUCTION
Let M be a three-dimensional Riemannian manifold with smooth boundary
∂M . Let x : Σ → M be an isometric immersion, where Σ is a smooth compact
surface with ∂Σ ⊆ ∂M. As well known, Σ is a free boundary CMC surface, if the
mean curvature is constant and TΣ is orthogonal to T∂M at every point of ∂Σ. The
first variation formula shows that free boundary CMC surfaces are critical points
of the area functional for volume preserving variations of Σ, whose ∂Σ is free to
move in ∂Σ. In the setting where a minimal surface lies in a three-dimensional
Euclidean unit ball B3 with free boundary, the flat equatorial disk and the critical
catenoid are the most well known examples. Here the critical catenoid is a piece
of a catenoid in R3 which intersects ∂B3 orthogonally. In the setting where a CMC
surface, with non-zero mean curvature, lies in a three-dimensional Euclidean unit
ball B3 with free boundary, the spherical caps and the pieces of Delaunays sur-
faces, inside the ball which intersects ∂B3 orthogonally, are the most well known
examples. Many abstract examples of free boundary minimal surfaces in the unit
three-dimensional ball had been recently constructed by using the desingulariza-
tion method or the gluing method (see, for instance, [7, 5, 9, 8]), and it is expected
these methods can also be used to build other examples of free boundary CMC
surfaces with high genus and many boundary components.
The authors were partially supported by CNPq, CAPES and FAPEMIG/Brazil agencies grants.
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In this work, we are interested in the classification problem considering a pinch-
ing condition involving the length of the second fundamental form and the sup-
port function of the free boundary CMC surfaces. In 2016, Ambrozio and Nunes,
see [1], provided the first characterization result on the equatorial disk and the crit-
ical catenoid in three-dimensional unit Euclidean ball using a condition involving
the length of the second fundamental form and the support function. More pre-
cisely, they proved the following:
Theorem 1.1 ([1]). Let Σ be a compact free boundary minimal surface in B3. Assume
that for all points x ∈ Σ,
|A|2(x)〈x,N(x)〉2 ≤ 2,
where N(x) denotes a unit normal vector at the point x ∈ Σ and A denotes the second
fundamental form of Σ, then,
i) either |A|2(x)〈x,N(x)〉2 = 0 and Σ is a flat equatorial disk,
ii) or |A|2(p)〈p,N〉2 = 2 at some point p and Σ is a critical catenoid.
In one direction, motivated by work’s of Ambrozio and Nunes, the first and
second named authors in a joint work with Cavalcante (see [3]) proved analogous
result of their in context of three boundary CMC surfaces in the Euclidean three-
ball B3.
Theorem 1.2 ([3]). Let Σ be a compact free boundary CMC surface in B3. Assume that
for all x ∈ Σ,
|Φ|2〈x,N〉2 ≤ 1
2
(2 +H〈x,N〉)2 ,(1.1)
where Φ = II − H2 gΣ, II(X,Y ) = gΣ(A(X), Y ) is the tensor associate with the second
fundamental form A of Σ. Then,
i) either |Φ|2〈x,N〉2 ≡ 0 and Σ is spherical cap,
ii) or equality in (1.1) occurs at some point and Σ is a part of Delaunay surface.
In other direction, H. Li and C. Xiong (see [10]), considered M = [0, R∞) × S2
as a 3-dimensional warped product Riemannian manifold with the metric g =
dr2 + λ(r)2g
S2
, where g
S2
is the canonical metric in unit sphere S2 and λ(r) = r
or λ(r) = sinh(r) if R∞ = +∞ or λ(r) = sin(r) when R∞ = π/2, that is, M is
the Euclidean space R3, the hyperbolic space H3 or hemisphere S3+, respectively.
About the vector fieldX = λ(r)∂r ,we have two properties: the first one is that Lie
derivative of g in the direction X satisfies
(1.2) LXg = 2λ′g ,
which is the same as saying thatX is conformal with potential function λ′; and the
second is that for any vector field Y ∈ TpW , we have
(1.3) ∇YX = λ′Y ,
where∇ denotes the Riemannian connection of (M, g). They proved the following
result:
Theorem 1.3 ([10]). Let Σ be a compact free boundary minimal surface in the geodesic
ball BR = [0, R)× S2 ⊂W with radius R < R∞. Assume that for all points x ∈ Σ,
|A|2〈N(x), X〉2
(λ′)2
≤ 2,(1.4)
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whereN(x) denotes a unit normal vector at the point x ∈ Σ, X = λ(r)∂r is the conformal
vector field onW and A denotes the second fundamental form on Σ, then
i) either |A|2〈N(x), X〉2 ≡ 0 and Σ is a totally geodesic disk,
ii) or
|A|2〈N(x), X〉
(λ′)2
= 2, at some point p ∈ Σ and Σ is a rotational annulus.
To prove the three results above, in [1], [3] and [10], were obtained the appro-
priate gap conditions to assure that a certain function defined in a surface was
convex. Inspired in their ideas, we consider Σ a surface isometrically immersed in
(B3r, g¯), where g¯ = e
2h 〈, 〉 , h(x) = u(|x|2) for some smooth function u defined on
I = [0, r2). In this case, the vector field ~x is conformal in (B3r , g¯), and the equations
(1.2) and (1.3) becomes,
(1.5) L~xg¯ = 2σg¯
and
(1.6) ∇Y ~x = σY ,
where ∇ denotes the Riemannian connection of (B3r , g¯) and σ = 1 + 2u′(|x|2)|x|2.
We choose r > 0 so that the function σ : B3r → R is positive.
Motivated by those works, we can state our main result as follows:
Theorem 1.4. Let Σ be a compact free boundary CMC surface in (B3r, g¯). Suppose that
for all points x ∈ Σ,
(1.7)


|Φ|2
σ2
g¯(~x,N)2 ≤ 1
2
(
2 +
H
σ
g¯(~x,N)
)2
0 ≤ 2 + H
σ
g¯(~x,N).
Then, one of the following situations occurs,
i) either Σ is diffeomorphic to a disk,
ii) or Σ is rotationally symmetric with nontrivial topology.
Note that if Σ is a minimal surface, then |Φ|2 = |A|2. Moreover, we do not need
the second hypothesis in the Theorem 1.4. Thus, we have the following result:
Corollary 1.1. Let Σ be a compact free boundary minimal surface in (B3r , g¯). Suppose
that for all points x ∈ Σ,
|A|2
σ2
g¯(~x,N)2 ≤ 2.(1.8)
Then, one of the following situations occurs,
i) either Σ is diffeomorphic to a disk,
ii) or Σ is rotationally symmetric with nontrivial topology.
Another consequence of our main Theorem is the following Corollary.
Corollary 1.2. Let Σ be a compact free boundary CMC surface in (B3r , g¯). If
|Φ|2
σ2
g¯(~x,N)2 <
1
2
(
2 +
H
σ
g¯(~x,N)
)2
,
then Σ is diffeomorphic to a disk D2.
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Our approach is to consider Σ ⊂ (B3r , g¯) instead of Σ ⊂ (M,dr2 + λ(r)2gS2)
as in the Theorem 1.3 and includes the spaces considered by Li and Xiong in [10]
and has a subtle advantage. In [10], the authors considered the manifold W as a
model of the hyperbolic space H3 or the semisphere S3+ being submanifold of the
Minkowski space (R41, 〈·, ·〉1), where a certain Jacobi function, induced by rotation
around two axis, were already known. Under the gap condition (1.4) in Theorem
1.3, the surface is invariant by theses rotations. However, it is not always possi-
ble to see a warped productW as a submanifold of the Minkowski space for any
warping function λ. When we consider a CMC surface Σ in (B3r , g¯) as previous,
the Jacobi function induced by rotation can be constructed in natural way just ex-
ploring the fact that conformal fields remains conformal under conformal change
on Euclidean metric as will become clear later.
The rest of this paper is organized as follows. In the Section 2, we describe the
main tools to prove our results. Then, in Section 3, we prove the Theorem 1.4. And
finally, we give an example to illustrate the Theorem 1.4 in Section 4.
2. PRELIMINARES
Let u :
[
0, a2
) → R be a smooth function where a ≤ ∞. Consider the function
h : B3a → R given by h(x) = u(|x|2) defined on the Euclidean ball B3a of radius a
and centred at the origin, where we assume that B3a := R
3 when a =∞. Let g¯ be a
metric obtained from a conformal change in Euclidean metric 〈, 〉 given by
(2.9) g¯ = e2h 〈, 〉 .
Fix r < a and let (B3r , g¯) be a submanifold of (B
3
a, g¯) with canonical coordinates
x = (x1, x2, x3) and conformal metric g¯ given by (2.9). The position vector field
is a vector field such that for each point x ∈ (B3r , g¯) associates the vector
∑
xi∂i,
which is denoted by ~x.
The vector field ~x in (B3r , 〈 , 〉) is conformal, i.e, the Lie derivative of 〈 , 〉 with
respect to ~x satisfies
L~x 〈 , 〉 = 2f 〈, 〉 ,
where f is a scalar function, called the potential function, and satisfies f ≡ 1.
Under conformal change g¯ = e2h 〈 , 〉, the vector field ~x remains conformal and in
this case the Lie derivative of g¯ with respect to ~x is given by
(2.10) L~xg¯ = 2σg¯,
where σ(x) = f + ~x(h) = 1+2u′(|x|2) |~x|2. From now on, σ always will denote the
potential function of the conformal vector field ~xwith respect to g¯.
Concerning the Euclidean metric, the gradients of the functions h and e2h are
given, respectively, by
(2.11) grad(h) = 2u′(|x|2)~x and grad(e2h) = 4e2hu′(|x|2)~x.
Example 2.1. Consider the function u : [0, 1) → R given by u(t) = ln
(
2
1− t
)
. Then,
(B31, g¯) is the hyperbolic space H
3 modelled on the Poincare´ disk.
Example 2.2. Let u : [0,∞) → R be the function given by u(t) = ln
(
2
1 + t
)
. Then,
(R3, g¯) is the space S3 \ {p}, i.e, the sphere minus one pole where the origin ~0 ∈ R3 can be
interpreted as the other pole.
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Example 2.3. Let u : [0,∞)→ R be a function given by u(t) = − t
2n
. Then, (Rn+1, g¯) =(
R
n+1, e−
|~x|2
2n 〈, 〉
)
is the Riemannian manifold often referred as the Gaussian Space.
Example 2.4. If u : [0,∞) → R is given by u(t) = 0, then (Rn+1, g¯) is the Euclidean
space with the canonical metric.
Note that if we fix a point x
0
∈ (B3r , g¯), then the straight segment connecting
the origin ~0 to x
0
is a geodesic with respect to the metric g¯. If r is the canonical
distance of a point x ∈ B3a to the origin, then the distance r¯ of x to ~0 in (B3a, g¯) is the
length of the straight segment γ which connects ~0 to xwith respect to the metric g¯.
If γ(t) = tx is a parametrization of γ, then γ′(t) = ~x. Thus,
(2.12) r¯ =
∫ 1
0
√
g¯(~x, ~x)dt =
∫ 1
0
|x| eu(|tx|2)dt = r
∫ 1
0
eu(t
2r2)dt.
If (B31, g¯) is the hyperbolic space H
3, then the hyperbolic distance r¯
H
of a point
x ∈ H3 to the origin is given by
r¯
H
= r
∫ 1
0
2
1− t2r2 dt = 2 tanh
−1(r),
where r = |x| is the euclidean distance. Similarly, if (R3, g¯) is the S3 \ {p}, then the
spherical distance r¯
S
of a point x ∈ S3 \ {p} at antipodal point of p is given by
r¯
S
= r
∫ 1
0
2
1 + t2r2
dt = 2 tan−1(r) .
Let∇ and∇ be the Levi-Civita connections of (B3r , g¯) and (B3r , 〈, 〉), respectively.
Using the Kozul formula, we can obtain that
(2.13) ∇YX = ∇YX + Y (h)X +X(h)Y − 〈X,Y 〉∇h
for any vector fields X,Y ∈ X (B3r). In this setting, we have the following result:
Lemma 2.1. Let (B3r , g¯) be the Euclidean ball with a metric g¯ = e
2h 〈, 〉 defined as before.
Then, we have
i) ∇Y ~x = σY , where σ = 1+ 2u′(|~x|2) |~x|2
ii) ∇σ = 4e−2h(u′′(|x|2) |x|2 + u′(|x|2))~x,
where∇σ denotes the gradient of the potential function σ.
Proof. i) Using the expression of ∇ given by (2.13) we have
∇Y ~x = ∇Y ~x+ Y (h)~x + ~x(h)Y − 〈~x, Y 〉∇h
= Y + 〈∇h, ~x〉Y + 〈∇h, Y 〉 ~x− 〈~x, Y 〉∇h
= Y + 2u′(|x|2) 〈~x, ~x〉Y + 2u′(|x|2) 〈~x, Y 〉 ~x− 2u′(|~x|2) 〈~x, Y 〉 ~x
= (1 + 2u′(|~x|2) |~x|2)Y
= σY.
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ii) If grad(σ) denote the gradient of the function σ with respect to the metric 〈, 〉,
then∇σ = e−2hgrad(σ). Calculating grad(σ), we obtain
grad(σ) =
3∑
i=1
∂
∂xi
(1 + 2u′(|x|2) |x|2) ∂
∂xi
=
3∑
i=1
4(u′′(|x|2) |x|2 + u′(|x|2))xi ∂
∂xi
= 4(u′′(|x|2) |x|2 + u′(|x|2))~x.
Thus,
∇σ = 4e−2h(u′′(|x|2) |x|2 + u′(|x|2))~x.

The next proposition was inspired in [10] and has a subtle importance. In short,
it allows simplify calculations in order to construct a function that becomes convex
under a gap geometric hypothesis as will be clear in Lemma 2.3.
Proposition 2.1. Let a, b : [0, r0)→ R (r0 ≤ ∞) be smooth functions such that:
i) b(t) > 0 ∀ t ∈ [0, r0);
ii) a(0) = 0, a(t) > 0, ∀ t ∈ (0, r0);
iii) a′(t) > 0, ∀ t ∈ (0, r0).
Then, the differential equation
(2.14) Φ′′(a)a′b+Φ′(a)b′ = 0
admits a solution Φ : (0, r˜0) −→ R that satisfies Φ′(s) > 0, where (0, r˜0) is a image of
the interval (0, r0) by the function a.
Proof. We define f(t) := Φ′(a(t)). Then f ′(t) = Φ′′(a(t))a′(t). Thus, the equation
(2.14) is equivalent to
f ′(t)b(t) + f(t)b′(t) = 0.
Solving the above equation on t, we obtain
f(t) =
c1
b(t)
,
namely,
Φ′
(
a(t)
)
=
c1
b(t)
,
where c1 > 0.Multiplying both sides of the above equation by a
′(t), and integrat-
ing with respect to t, we obtain∫ r
0
Φ′
(
a(t)
)
a′(t)dt = c1
∫ r
0
a′(t)
b(t)
dt.
As a′(t) > 0 for 0 < t < r0, the function a : [0, r0) → [0, r˜0) is a diffeomorphism
in (0, r0). Thus, we can consider the change of variable a(t) = ξ. Therefore, dξ =
a′(t)dt, which results in ∫ s
0
Φ′(ξ)dξ = c1
∫ s
0
1
b(a−1(ξ))
dξ,
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where s = a(r) ∈ [0, r˜0). By the Fundamental Theorem of Calculus,
Φ(s)− Φ(0) = c1
∫ s
0
1
b(a−1(ξ))
dξ.
Choosing Φ(0) = 0 and c1 = 1, the function
Φ(s) =
∫ s
0
1
b(a−1(ξ))
dξ
is a solution to the equation (2.14)which satisfiesΦ′(s) > 0, ∀ s ∈ [0, b˜), as desired.

In the next result we calculated the Hessian of the function ϕ : Σ→ R given by
ϕ(x) = g¯(~x, ~x).
Lemma 2.2. Let Σ be a smooth surface in (B3r , g¯). Define the function ϕ : Σ → R by
ϕ(x) = g¯(~x, ~x). Then,
HessΣϕ(x)(Y, Z) = 2
(
g¯(∇σ, Y )g¯(~x, Z) + σ2g¯(Z, Y ) + σg¯(A(Y ), Z)g¯(N, ~x)) ,
where∇σ denote the gradient of the potential function of the conformal vector field ~x with
respect to g¯, N denotes the unit normal vector field at the point x ∈ Σ andA is the operator
form on Σ.
Proof. Let ∇ be the connection of Σ. Using the Lemma 2.1, we have that HessΣϕ
is given by
HessΣϕ(x)(Y, Z) = Y Z(ϕ)− (∇Y Z)(ϕ)
= Y Zg¯(~x, ~x)− (∇Y Z)g¯(~x, ~x)
= 2
(
Y g¯(∇Z~x, ~x)− g¯(∇∇
Y
Z
~x, ~x)
)
= 2 (Y g¯(σZ, ~x)− g¯(σ∇Y Z, ~x))
= 2
(
Y (σ)g¯(Z, ~x) + σg¯(∇Y Z, ~x) + σ2g¯(Z, Y )− σg¯(∇Y Z, ~x)
)
= 2
(
g¯(∇σ, Y )g¯(Z, ~x) + σ2g¯(Z, Y ) + σg¯(∇Y Z −∇Y Z, ~x)
)
= 2
(
g¯(∇σ, Y )g¯(Z, ~x) + σ2g¯(Z, Y ) + σg¯(A(Y ), Z)g¯(N, ~x))
as desired. 
Lemma 2.3. Let Σ be a surface in (B3r , g¯). Let Ψ : Σ→ R be a function defined by
(2.15) Ψ(x) = Φ(ϕ(x)),
where ϕ(x) = g¯(~x, ~x) = e2u(|x|
2) |~x|2 and Φ is a solution of the equation (2.14) given by
Proposition 2.1. Then, the eigenvalues of HessΣΨ(x) are given by
λ1 = 2σ
2Φ′
(
1 +
k1
σ
g(~x,N)
)
and λ2 = 2σ
2Φ′
(
1 +
k2
σ
g¯(~x,N)
)
,
here k1 and k2 are the principal curvatures of Σ with respect to the normal vectorN.
Proof. It follows from the Lemma 2.1 that∇Y ~x = σY , where σ = 1+ 2u′(|x|2) |~x|2.
We choose
a(t) = e2u(t)t , b(t) = 1 + 2u′(t)t
and consider a solution Φ of the equation (2.14) given by Proposition 2.1:
(2.16) Φ′′(e2u(t)t)e2u(t)(1 + 2u′(t)t)2 + 2Φ′(e2u(t)t)(u′′(t)t+ u′(t)) = 0.
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Define Ψ : Σ→ R by
(2.17) Ψ(x) = Φ(ϕ(x)),
where ϕ(x) = g¯(~x, ~x) = e2u(|x|
2) |~x|2. Thus,
HessΣΨ(x)(Y, Z) = Y Z(Φ(ϕ))−∇Y Z(Φ(ϕ))
= Y (Φ′(ϕ)Z(ϕ)) − Φ′(ϕ)∇Y Z(ϕ)
= Y (Φ′(ϕ))Z(ϕ) + Φ′(ϕ)Y Z(ϕ)− Φ′(ϕ)∇Y Z(ϕ)
= Φ′′(ϕ)Y (ϕ)Z(ϕ) + Φ′(ϕ)HessΣϕ(x)(Y, Z)
= 4σ2Φ′′(ϕ)g¯(Y, ~x)g¯(Z, ~x) + Φ′(ϕ)HessΣϕ(x)(Y, Z).
Using the expression of HessΣϕ(x) obtained in the previous lemma, we have
HessΣΨ(x)(Y, Z) = 4σ
2Φ′′(ϕ)g¯(Y, ~x)g¯(Z, ~x)
+2Φ′(ϕ)
(
g¯(∇¯σ, Y )g¯(Z, ~x) + σ2g¯(Z, Y ) + σg¯(A(Y ), Z)g¯(N, ~x))
=
{
4σ2Φ′′(ϕ) + 2Φ′(ϕ)G(x)
}
g¯(Y, ~x)g¯(Z, ~x)
+2σ2Φ′(ϕ)
(
g¯(Z, Y ) +
1
σ
g¯(A(Y ), Z)g¯(N, ~x)
)
,(2.18)
where G(x) = 4e−2u(|x|
2)(u′′(|~x|2) |~x|2 + u′(|~x|2). Therefore, by (2.16), we obtain
{
4σ2Φ′′(ϕ) + 2Φ′(ϕ)G(x)
} ≡ 0.
Thus, (2.18) provides:
HessΣΨ(x)(Y, Z) = 2σ
2Φ′(ϕ)B0(Y, Z),
where B0(Y, Z) := g¯(Z, Y ) + 1σ g¯(A(Y ), Z)g¯(N, ~x).
Let {E1, E2} be a local frame that diagonalises the second fundamental form,
i.e,A(Ei) = k¯iEi, where k¯i is a principal curvature. Notice that the eigenvectors of
A are also eigenvectors of the symmetric bilinear form B0(·, ·), thus the eigenvalues
of B0(·, ·) are
λi = 1 +
k¯i
σ
g¯(~x,N).

Proposition 2.2. Under the same hypothesis in Theorem 1.4, we have
HessΣΨ(p)(Y, Y ) ≥ 0, ∀ Y ∈ TpΣ and p ∈ Σ.
Proof. To prove that HessΣΨ(p)(Y, Y ) ≥ 0 is equivalent to show that λ1 and λ2
are nonnegative, and since Φ′(ϕ) > 0 and σ > 0, then 2σ2Φ′(ϕ) > 0. So, this is
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equivalent to prove that λ1 and λ2 are nonnegative too. In fact,
λ1λ2 =
(
1 +
k1
σ
g(~x,N)
)(
1 +
k2
σ
g(~x,N)
)
(2.19)
= 1 +
H
σ
g(~x,N) +
k1k2
σ2
g(~x,N)2
= 1 +
H
σ
g(~x,N) +
H
2 − |A|2
2σ2
g(~x,N)2
= 1 +
H
σ
g(~x,N)− |Φ|
2
2σ2
g(~x,N)2 +
H
2
(2σ)2
g(~x,N)2
=
1
4
(
2 +
H
σ
g(~x,N)
)2
− |Φ|
2
2σ2
g(~x,N)2.
Now, using the first inequality in (1.7), we obtain that λ1λ2 ≥ 0, is that, λ1 and λ2
have the same sign. Using the second inequality in Theorem 1.4 we have
λ1 + λ2 = 2 +
H
σ
g(~x,N) ≥ 0.
Therefore, λi ≥ 0, i ∈ {1, 2}. 
Lemma 2.4. Under the same hypothesis in Theorem 1.4, we have
i) The geodesic curvature of ∂Σ is kge =
σ
eu(r2)
. In particular, as σ > 0 in B3r, ∂Σ is
strictly convex.
ii) The set
(2.20) C = {p ∈ Σ;Ψ(p) = minΣΨ(x)} ,
is totally convex, i.e. any geodesic arc γ joining two points in C is entirely contained
in C.
Proof. i) The geodesic curvature kge of ∂Σ with respect to the immersion Σ in the
ball (B3r , 〈 , 〉) is given by kge = 1r . Then, by Lemma 10.1.1 in [11], we obtain that
the geodesic curvature in the metric g¯ is
(2.21) k¯ge = e
−h (kge − ν(h)) ,
where ν denotes the inner unit normal vector of ∂Σwith respect to the metric 〈 , 〉.
We prove here only by completeness. In fact, let v¯ and ν¯ be a unit vector field
over ∂Σwith respect to metric g¯ in such way that v¯ is tangent to ∂Σ and ν¯ is inner
normal to ∂Σ. We have,
k¯ge = g¯(∇¯v¯ v¯, ν¯) = g¯(∇v¯ v¯ + 2v¯(h)v¯ − 〈v¯, v¯〉grad(h), e−hν)
= g¯(∇v¯ v¯ − 〈v¯, v¯〉grad(h), e−hν)
= g¯(∇e−hve−hv − 〈v¯, v¯〉grad(h), e−hν)
= e−h
(
e−2hg¯(∇vv, ν)− (e−2hg¯(grad(h), ν)
)
= e−h (〈∇vv, ν〉 − 〈grad(h), ν〉)
= e−h (kge − 〈grad(h), ν〉)
= e−h (kge − ν(h)) .(2.22)
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On the other hand,
ν(h) = 〈grad(h), ν〉 = 2u′(r2) 〈~x, ν〉 = 2u′(r2) 〈−rν, ν〉 = −2u′(r2)r.
Therefore,
k¯ge = e
−u(r2)
(
1
r
+ 2u′(r2)r
)
=
e−u(r
2)
r
(
1 + 2u′(r2)r2
)
=
σ
eu(r2)r
.
As σ > 0, we have k¯ge > 0.
To prove ii) we consider p1, p2 ∈ C. Since ∂Σ is strictly convex, there is a ge-
odesic path γ : [0, 1] → Σ with γ(0) = p1 and γ(1) = p2. Now, we consider
h(t) = Φ(ϕ(γ(t))), then by Proposition 2.2 we have HessΣΦ ≥ 0, and therefore
h′′ ≥ 0. Since h attains its minimum at t = 0 and t = 1, we get h(t) ≡ min
x∈Σ
Φ(ϕ(x))
and therefore γ([0, 1]) ⊂ C. 
Corollary 2.1. Under the same hypothesis in Theorem 1.4, we have
i) either C contains a single point p ∈ C,
ii) or C contains more than one point and in this case, any points p1 and p2 ∈ Σ can be
connected by a minimizing geodesic γ : [0, 1]→ Σ such that γ ([0, 1]) ⊂ C. Therefore,
C is a connected set.
Proof. Since Ψ : Σ → R is a continuous function and Σ is compact, then the set C
given in (2.20) is not empty. If C contains a single point we have i).
Now, suppose that C contains more than one point, say p1 and p2 with p1 6=
p2. Then, there is a minimizing geodesic γ : [0, 1] → Σ such that γ(0) = p1 and
γ(1) = p2, because ∂Σ is strictly convex. By the item ii) of Lemma 2.4 we have
γ([0, 1]) ⊂ C and thus C is a connected set. 
3. PROOF OF THE THEOREM 1.4
Proof. (Theorem 1.4) Let C be a set considered in Lemma 2.4. First, suppose that C
contains a single point. We claim that Σ is a topological disk. In fact, we prove this
affimation using the same idea as in [1].
Let [α] be a given homotopy class in Σ with basis at p ∈ C. Suppose that [α] is
a nontrivial homotopy class. Since ∂Σ is strictly convex, we can find a geodesic
loop γ : [0, 1] → Σ with γ(0) = γ(1) = p and γ ∈ [α]. Observe that, γ([0, 1]) ⊂ C,
because C is totally convex. Since C = {p} and [α] is nontrivial class we have a
contradiction. Therefore π1(Σ, p) = 0 and we conclude that Σ is a topological disk.
Now, suppose that C contains more than a single point. Let γ : [0, 1] → C be a
minimizing geodesic joining two points in C. By the item ii) of Corollary 2.1 we
have γ([0, 1]) ⊂ C. Consider c = minΣΨ(x) and denote by ∇Ψ the gradient of the
function Ψ in (B3r , g¯), and by∇Ψ the gradient of Ψwhen restricted to Σ. Since γ(t)
is a critical point of Ψ |Σ for each t ∈ [0, 1], we have that ∇Ψ = 0, along γ, that is,
there is a function n(t) such that ∇Ψ = n(t)N , because ∇Ψ = (∇Ψ)T . Since the
function Ψ is radial, the vector field∇Ψ is normal to the level sets of Ψ that in this
case, are spheres. Consider the sphere S2λ with radius λ < r centred at the origin
which satisfies Ψ(x) = c, ∀x ∈ S2λ. As ∇Ψ = n(t)N in γ(t), we have that N is
normal to S2λ at the points x = γ(t). As γ(t) is a geodesic in Σ, it is also a geodesic
in S2λ. Therefore, γ(t) is an arc of the great circle.
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Let π ⊂ R3 be the plane passing through the origin such that γ ⊂ π, and let E
be a unit normal vector in R3 orthogonal to π. Consider the vector field
V = ~x ∧ E.
The Lie derivative of <,> in direction to V satisfies LV 〈, 〉 = 2f 〈, 〉, where f ≡ 0.
Thus, V is a Killing vector field in R3 with respect to the Euclidean metric. As V is
a conformal vector field with respect to the Euclidean metric, under the conformal
change g¯ = e2h 〈, 〉, V is also a conformal vector field with respect to the metric g¯
and satisfies
LV g¯ = 2(V (h))g¯.
As
V (h(x)) = 〈∇h, V 〉 = 2u′(|~x|2) 〈~x, V 〉 = 2u′(|~x|2) 〈~x, ~x ∧ E〉 = 0,
we conclude that V is a killing vector field with respect to metric g¯. Now, define
the function v : Σ→ R by
(3.23) v(x) = g¯(V,N),
whereN is a unit normal vector at the point x ∈ Σ. By the Proposition 1 in [6], the
function v is a Jacobi function, is that, v is a solution of the problem
(3.24) ∆Σv +
(
R¯ic(N) + |A|2
)
v = 0,
where R¯ic(N) denote the Ricci curvature of (B3r , g¯) in the direction N . Notice that
at points of γ we have
v(γ(t)) = g¯ (V,N) = g¯ (~x ∧ E,N) = e2h 〈~x ∧ E,N〉 = 0,
since N is parallel to ~xwhen restricts to γ. Then,
(3.25)
d
dt
(v ◦ γ)(t) = 0 , ∀ t.
For each t0 ∈ [0, 1], let us consider the curve β : (−ε, ε)→ Σ such that β(0) = γ(t0)
and β′(0)⊥γ′(t0). Let N(s) be a restriction of the vector field N to β. Then,
d
ds
(v ◦ β)(s)|s=0 =
d
ds
(
e2h
)
|s=0 〈V,N〉|s=0
+e2h {〈β′(0) ∧ E,N(s)〉+ 〈β(0) ∧ E,N ′(0)〉} ,(3.26)
since ~x//N on γ, E//β′(0) and N ′(0)//E. Therefore, the equation (3.26) becomes
d
ds
(v ◦ β)(s)|s=0 = 0.
This shows that γ(t) is a critical point of v : Σ → R, ∀t. By a result due to S.
Y. Cheng ([4], Theorem 2.5), the critical points on nodal set v−1(0) of a function
which satisfies an equation like (3.24) contains only isolated critical points. As we
have seen above, every point in γ ⊂ v−1(0) is a critical point of v. In this case, we
conclude that v ≡ 0 and therefore Σ is tangent to V . As the vector field V on R3 is
induced by rotations around the axis that is orthogonal to the plane π, and passes
through the center of great circle which contains γ, we say that Σ is rotationally
symmetric and the item ii) follows.

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Corollary 3.1. Let Σ be a compact free boundary CMC surface in (B3r , g¯). If
|Φ|2
σ2
g¯(~x,N)2 <
1
2
(
2 +
H
σ
g¯(~x,N)
)2
,
then Σ is diffeomorphic to a disk D2.
Proof. We just note that the condition above ensures that booth eigenvalues of the
function Ψ are positive. Therefore, the function Ψ is strictly convex and conse-
quently, the set C has a single point. 
Observation 3.1. When (B3r , g¯) has constant sectional curvature, Nitsche [13], Ros and
Souam [14] has proved that if Σ is a free boundary CMC disk in (B3r , g¯), then Σ is totally
umbilical. In particular, if Σ is a free boundary minimal disk, then Σ is a totally geodesic.
Thus, if the condition (1.8) is satisfied in Σ and occurs the equality at some point p ∈ Σ,
we conclude that Σ is not a disk. Indeed, otherwise we will have
0 =
1
σ2
|A|2 g¯(~x,N)2 = 2 at some point p ∈ Σ,
a contradiction and thus precisely, occurs the condition ii) in Teorema 1.1.
Now, if (B3r , g¯) does not have constant sectional curvature and Σ is a free boundary
minimal surface in (B3r, g¯) such that the condition (1.8) is satisfied and occurs equality at
some point p ∈ Σ, it is not possible guarantee thatΣ is not a disk. Because we do not know
if a analogous of Nitsche’s Theorem, or results proved by Ros and Souam, remains valid to
such spaces.
4. EXAMPLES
In this section, we show that there are CMC surfaces Σ ⊂ (B3r , g¯) with strictly
convex boundary which satisfies conditions in Theorem 1.4. The case where g¯ is
a metric of constant sectional curvature the examples was considered by [1] and
[10].
Notice that if Σ is a free boundary totally geodesic disk in (B3r , 〈, 〉), the equation
(4.31) says that Σ is also a free boundary totally geodesic disk in (B3r , g¯) and there-
fore, the condition (1.8) in Theorem 1.4 is trivially satisfied. Thus, we will focus in
the case where the surface Σ is rotationally symmetric with nontrivial topology.
Let x : (−c, c) → R (c > 0) be a smooth function with x(t) > 0 , ∀ t ∈ (−c, c).
Consider the surface Σ ⊂ (R3, 〈, 〉) obtained by revolution of the curve β(t) =
(x(t), 0, t) around the Oz−axis, whose parametrization is given by
(4.27) X(t, θ) = (x(t) cos(θ), x(t) sin(θ), t).
Consider in Σ the orientation:
N =
1√
1 + x′(t)2
(− cos(θ),− sin(θ), x′(t)).
To avoid confusion with respect to notation, until the finish of this section, we
will use N and N¯ to denote the unit normal vector field to Σ ⊂ (B3r, 〈, 〉) and
Σ ⊂ (B3r , g¯) respectively. Moreover, x will denote the function x : (−c, c) → R,
whereas ~x will denote the position vector given by ~x = X(t, θ).
The principal curvatures of Σ at point (t, θ) are given by
(4.28) k1 =
−x′′(t)√
(1 + x′(t)2)3
and k2 =
1
x(t)
√
1 + x′(t)2
.
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For each t ∈ (−c, c), consider the curve
αt(ω) = X({t} × [0, 2πx(t)]) =
(
x(t) cos
(
ω
x(t)
)
, x(t) sin
(
ω
x(t)
)
, t
)
parametrized by arc length. Let νt be a normal vector field to αt given by
νt(ω) =
−1√
1 + x′(t)2
(
x′(t) cos
(
ω
x(t)
)
, x′(t) sin
(
ω
x(t)
)
, 1
)
.
Define the function
(4.29) f(t) := f(t, ω) = 〈α′′t (ω), νt(ω)〉 =
x′(t)
x(t)
√
1 + x′(t)2
Observation 4.1. Notice that if αt is a boundary of the surfaceX([t− ǫ, t]× [0, 2πx(t)]),
then the geodesic curvature of αt is given by kge(t) = f(t). If αt is the boundary of surface
X([t, t+ ǫ]× [0, 2πx(t)]), in this case we have kge(t) = −f(t).
As well known, under conformal change g¯ = e2h 〈 , 〉, the principal curvatures
k1 and k2 becomes
(4.30) k¯i = e
−h (ki −N(h)) for i = 1, 2,
where N(h) = 〈gradh,N〉. As h = u(|x|2), follows that
gradh = 2u′(|~x|2)~x,
and we can write the equation (4.30) as
(4.31) k¯i = e
−h
(
ki − 2u′(|~x|2) 〈~x,N〉
)
i = 1, 2.
If (4.27) is a parametrization of a CMC surfacewithmean curvature H¯ in (B3r , g),
then the above equation provides
(4.32) H¯ = e−h
(
H − 4u′(|~x|2) 〈~x,N〉
)
.
By considering the expression of normal vector N and the position vector ~x
above, we have
(4.33) 〈~x,N〉 = −x(t)− x
′(t)t√
1 + x′(t)2
.
Now, using the expressions of k1, k2 and (4.33), we can rewrite (4.32) as
(4.34) H¯ = eh
(−x′′(t)x(t) + x′2 + 1
x(t)(1 + x′(t)2)3/2
+
4u′(|~x|2)
(1 + x′(t)2)1/2
(x(t)− x′(t)t)
)
.
Thus, the problem to find CMC surfaces in (B3a, g¯) parametrized by (4.27) is
equivalent to problem to find solutions to the differential equation (4.34) given
the initial conditions of interest. For example, if u ≡ 0 and H¯ ≡ 0 then (B3a, g¯)
(for a =∞) is the euclidean space R3 and a solution to above equation with initial
conditions x(0) = c0 and x
′(0) = 0 is given by
(4.35) x(t) = c0 cosh
(
t
c0
)
,
and it is defined for all t ∈ R.
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In this setting, we focus on case where k¯1+ k¯2 = 0.More precisely, we show that
there is a minimal surface in (B3r , g¯) with strictly convex boundary which satisfies
the condition,
(4.36)
1
σ2
|A|2 g¯(~x, N¯)2 ≤ 2.
As we saw in demonstration of Proposition 2.2, the above condition is equiva-
lent to
(4.37)
(
1 +
k¯1
σ
g¯(~x, N¯)
)
≥ 0 and
(
1 +
k¯2
σ
g¯(~x, N¯)
)
≥ 0.
The two above inequalities are equivalent to
(4.38) − 1 ≤ k¯i
σ
g¯(~x, N¯) ≤ 1 for i = 1 or , i = 2,
because k¯1 + k¯2 = 0. By choosing i = 2we have,
k¯2g¯(~x, N¯) = e
−h
(
k2 − 2u′(|~x|2) 〈~x,N〉
)
e2h
〈
~x, e−hN
〉
=
(
k2 − 2u′(|~x|2) 〈~x,N〉
)
〈~x,N〉
=
(
1
x(t)
√
(1 + x′(t)2)
− 2u′(|~x|2)
(
−x(t)− x
′(t)t√
1 + x′(t)2
))
×
(
−x(t)− x
′(t)t√
1 + x′(t)2
)
=
(
− 1
x(t) (1 + x′(t)2)
− 2u′(|~x|2)x(t) − x
′(t)t
1 + x′(t)2
)
(x(t) − x′(t)t)
= −
(
1 + 2u′(|~x|2)(x(t) − x′(t)t)x(t))(x(t)− x′(t)t)
x(t)(1 + x′(t)2)
.(4.39)
As σ = 1 + 2u′(|~x|2) |~x|2 = 1 + 2u′(|~x|2)(x(t)2 + t2) we have
k¯2
σ
g¯(~x, N¯) = −
(
1 + 2u′(|~x|2)(x(t) − x′(t)t)x(t))(x(t)− x′(t)t)
(1 + 2u′(x(t)2 + t2)(x(t)2 + t2))x(t)(1 + x′(t)2)
,
and the condition (4.38) becomes equivalent to
(4.40) − 1 ≤
(
1 + 2u′(|~x|2)(x(t)− x′(t)t)x(t))(x(t) − x′(t)t)
(1 + 2u′(|~x|2)(x(t)2 + t2))x(t)(1 + x′(t)2) ≤ 1.
LetΣ ⊂ (B3r , g¯) be aminimal surface parametrized by (4.27), where x : [−s, s]→
R is a solution of (4.34) to H¯ = 0 and r =
√
x(s)2 + s2. Thus, it is sufficient to
verify the inequality (4.40) to the function x : [−s, s] → R so that the condition
(4.36) be satisfied in Σ.
When g¯ is the Euclidean metric, we have an explicit solution to equation (4.34)
as in (4.35). However, the general case g¯ = e2u(|x|
2) 〈 , 〉 where it is considered any
smooth function u we do not have, in general, a explicit solution for the equation
(4.34). Thus, the verification of the condition (4.40) to this cases is not a straight-
forward calculation.
GAP RESULTS FOR FREE BOUNDARY CMC SURFACES 15
Let (R3, g¯) be a Gaussian Space, i.e, the Euclidean space with conformal metric
g¯ = e2u(|x|
2) 〈 , 〉, where u(|x|2) = − |~x|28 . Now, we will focus only in this case.
As we saw earlier, the vector field ~x is conformal with respect to g¯ = e−
|~x|2
4 〈, 〉
and satisfies L~xg¯ = 2σg¯, where σ = 4−|~x|
2
4 .
For the immersion Σ ⊂ (B3r , g¯), the existence of the function Ψ : B3r → R such
that HessΣΨ ≥ 0 is guaranteed by Theorem 1.4 provided that the potential func-
tion σ of conformal vector field ~x satisfies σ > 0. Thus, for σ = 4−|~x|
2
4 we have
σ > 0when r < 2.
Now, for u(|x|2) = − |~x|28 the equation (4.34) becomes
(4.41)
x′′(t)
1 + x′(t)2
=
1
x(t)
− 1
2
(x(t) − x′(t)t).
Lemma 4.1. Let x : (−c, c) → R be a solution to the above equation with initial con-
ditions x(0) <
√
4− 2√2 and x′(0) = 0. Then, there is 0 < δ < c and r = r(δ)
such that the parametrization given by (4.27) with x|[−δ,δ] generates a minimal surface
Σδ ⊂
(
B
3
r , e
− |~x|
2
4 〈, 〉
)
whose boundary ∂Σδ ⊂ ∂B3r is strictly convex.
Proof. Firstly, we observe that
(4.42) x(−t) = x(t)∀ t ∈ (−c, c).
In fact, we define x˜ : (−c, 0] → R by x˜(s) = x(−s). Then, x˜′(s) = −x′(−s) and
x˜′′(s) = x′′(−s). This implies that
x˜′′(s)
1 + x˜′(s)2
=
x′′(−s)
1 + x′′(−s)2
=
1
x(−s) −
1
2
(x(−s) − x′(−s)(−s))
=
1
x˜(s)
− 1
2
(x˜(s)− x˜′(s)s).
Therefore, x˜ is also a solution to equation (4.41) and besides that, satisfies x˜(0) =
x(0) and x˜′(0) = x′(0) = 0. By uniqueness of solution to differential equation we
have that x˜(s) = x(s) in (−c, 0], whence the statement follows.
Thus, the function f defined in (4.29) satisfies f(t) = −f(−t) and
f¯(t) := e
(
x(t)2+t2
8
) (
f(t)− x(t)x
′(t) + t
4
√
1 + x′(t)2
)
, t ∈ (−c, c)
satisfies f¯(t) = −f¯(−t). Fix 0 < s < c and consider the surfaceΣs parametrized by
(4.27), where x is restrict to the interval [−s, s]. In this case we have ∂Σ = α−s∪αs.
By Observation 4.1, the geodesic curvatures of the boundary of Σs with respect to
the canonical metric of R3 satisfies, kge(−s) = −f(−s) = f(s) = kge(s). Now,
consider Σs ⊂ (R3, e−
|~x|2
4 〈, 〉). By equation (2.22), the geodesic curvature of the
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boundary αs ⊂ ∂Σs is given by k¯ge = e
|~x|2
8 (kge − ν(h)). Thus,
k¯ge(s) = e
−h (kge − ν(h))
= e
(
x(s)2+s2
8
) (
x′(s)
x(s)
√
1 + x′(s)2
− x(s)x
′(s) + s
4
√
1 + x′(s)2
)
= f¯(s),
and in analogous way, we have that k¯ge(−s) = −f¯(−s). Observe that k¯ge(0) = 0,
i.e, the curveX({0} × [0, 2π]) is a geodesic in Σs ⊂ (R3, e−
|~x|2
4 〈, 〉).
As f¯(s) = −f¯(−s), we have that f¯ is a odd function. We rewrite
f¯(t) = a(t)b(t),
where
a(t) =
e
(
x(t)2+t2
8
)
√
1 + x′(t)2
and b(t) =
(
x′(t)
x(t)
− x(t)x
′(t) + t
4
)
.
Thus,
df¯
dt
(0) = e
(
x(0)2
8
) (
x(0)4 − 8x(0)2 + 8
8x(0)2
)
.
We observe that if 0 < x(0) <
√
4− 2√2 then x(0)4 − 8x(0)2 + 8 > 0. This
implies df¯dt (0) > 0 and thus, f¯ is increasing in a neighbourhood of 0. Therefore,
there is δ > 0 such that f¯(δ) > 0 and the surface Σδ as described above satisfies
k¯ge(−δ) = k¯ge(δ) = f¯(δ) > 0. To r =
√
x(δ)2 + δ2 we have that Σδ ⊂ B3r and
moreover, ∂Σδ ⊂ ∂B3r. Thus, Σδ ⊂
(
B
3
r , e
−
|~x|2
4 〈, 〉
)
has strictly convex boundary
∂Σδ 
Lemma 4.2. Let x : (−c, c)→ R be a solution to equation (4.41) with initial conditions
x′(0) = 0 and x(0) = x0 <
√
4− 2√2. Then, there is ε > 0 such that the condition
(4.40) is satisfied for all t ∈ (−ε, ε).
Proof. Define the function
(4.43) F(t) := [4− x(t)(x(t) − x
′(t)t)] (x(t) − x′(t)t)
x(t)(4 − x(t)2 − t2)(1 + x′(t)2) .
It is straightforward to check that F(0) = 1, F ′(0) = 0 and F ′′(0) < 0. Thus,
the function F admits a local maximum at 0 ∈ (−c, c). By continuity, there is ε > 0
such that F(t) ≤ 1 ∀ t ∈ (−ε, ε). We can to simplify the calculations in order to
show that F ′′(0) < 0. In fact, we writing F(t) = a(t)b(t)c(t), where
a(t) =
4
x(t)
− b(t), b(t) = x(t)− x′(t)t and c(t) = 1
(4− x(t)2 − t2)(1 + x′(t)2)
and use the fact that x′′(0) = 2−x(0)
2
2x(0) to obtain
F ′′(0) = −x(0)
4 + 8x(0)2 − 8
2x(0)2
.
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As in the previous proposition, we have −x(0)4 + 8x(0)2 − 8 < 0 to 0 < x(0) <√
4− 2√2 and consequently F ′′(0) < 0, as desired. 
In consequence of two previous lemmas we have:
Theorem 4.1. There is r > 0 and a minimal surface Σ ⊂ (B3r, e−
|~x|2
4 〈, 〉) with strictly
convex boundary ∂Σ ⊂ ∂B3r where the condition
1
σ2
|A|2 g¯(~x, N¯)2 ≤ 2
is satisfied for all point p in Σ.
Proof. Let x : [−ξ, ξ] → R be a solution to equation (4.41) with initial condi-
tions x′(0) = 0 and 0 < x(0) <
√
4− 2√2, where ξ = min{δ, ε} being δ and ε
given by two previous lemma. Thus, we consider Σξ ⊂ (B3r , e−
|~x|2
4 〈, 〉), where
r =
√
x(ξ)2 + ξ2 and the theorem follows. 
The above Theorem shows the existence of some surfaces under hypothesis of
Theorem (1.4). However, the next example a little bit more interesting.
Singurd B. Angenet shows in [2] the existence of a non-circular minimal torus
TA ⊂
(
R
3, e
−|~x|2
4 〈, 〉
)
obtained by revolution of planar closed simple curve around
a fixed axis. Let us assume that such curve is in xz−plane and it is being rotated
around the z−axis (see Figure 1).
z
x
2
√
4− 2√2
S
2
2
TA
−x1
−
r
B
3
r
Figure 1. The surface in the previous example is obtained by intersection of Angenent
torus with the ball B3r in the space
(
R
3
, g¯
)
, where g¯ = e−
|~x|2
4 〈, 〉 .
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Angenet shows that such curve is symmetric with respect to x−axis intercepting
it orthogonally at two points 0 < x1 < x2. In [12], Proposition 2.1, Mo¨ller got more
information about the localization of TA. Among them, one of interest us is about
the value of x1, more precisely, was obtained that
7
16
− 3
98
< x1 <
7
16
+
3
98
.
Let β(t) = (x(t), 0, t) be a local parametrization of the curve which generates TA
such that x : (−c, c) → R satisfies x(0) = x1 and x′(0) = 0. We have x(0) = x1 <
7
16 +
3
98 ≈ 0, 46811... <
√
4− 2√2 ≈ 1, 08239. The previous Theorem provides de
following example.
Example 4.1. There is r = r(x1) < 2 such that Σ := TA ∩ B3r is a immersed minimal
surface Σ ⊂
(
B
3
r , e
−|~x|2
4 〈, 〉
)
where the gap condition
(4.44)
1
σ2
|A|2 g¯(~x, N¯)2 ≤ 2
is satisfied for all points x in Σ and whose boundary ∂Σ ⊂ B3r is strictly convex.
We expect that r can be choosed in such way that r < 2 and Σ = TA ∩ B3r is a
free boundary minimal surface in
(
B
3
r , e
− |~x|
2
4 〈, 〉
)
where the gap condition (4.44)
is satisfied. And if that is the case, an interesting question is to know if for this r
fixed, the totally geodesic disk and the surface Σ = TA ∩ B3r are only surfaces in(
B
3
r , e
− |~x|
2
4 〈, 〉
)
satisfying the condition (4.44).
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