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Abstract
We show that all n-qubit entangled states, with the exception of tensor
products of single-qubit and bipartite maximally-entangled states, admit
Hardy-type proofs of non-locality without inequalities or probabilities. More
precisely, we show that for all such states, there are local, one-qubit observ-
ables such that the resulting probability tables are logically contextual in
the sense of Abramsky and Brandenburger, this being the general form of
the Hardy-type property. Moreover, our proof is constructive: given a state,
we show how to produce the witnessing local observables. In fact, we give an
algorithm to do this. Although the algorithm is reasonably straightforward,
its proof of correctness is non-trivial. A further striking feature is that we
show that n+2 local observables suffice to witness the logical contextuality
of any n-qubit state: two each for two for the parties, and one each for the
remaining n− 2 parties.
1. Introduction
Non-locality theory is a central pillar of both quantum information and
quantum foundations. The founding result, Bell’s theorem, is Bell’s fun-
damental contribution [1], which was subsequently given its standard form
using the CHSH inequalities by Clauser, Horne, Shimony and Holt [2]. We
shall refer to this as the Bell/CHSH argument. This original, and still stan-
dard, form of the argument made essential use of the probabilistic predictions
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of quantum mechanics to separate them from those of any local realistic the-
ory. Subsequently, Greenberger, Horne, Zeilinger and Shimony [3, 4] gave
an important strengthening of Bell’s theorem, to an inequality-free form,
using only quantum predictions made with certainty. The “price” for this
strengthened form of the theorem is that, while Bell’s argument applies
to bipartite, 2-qubit systems, the GHZ argument needs at least 3 qubits.
A further important step was taken by Hardy [5, 6], who showed that an
inequality-free proof of Bell’s theorem could be given for a 2-qubit system.
A curious feature of Hardy’s construction is that it works for any bipartite
entangled state, except for the maximally entangled states. Subsequently,
there have been many extensions and generalisations of these results, e.g.
[7, 8, 9].
In [10], a general mathematical theory of non-locality and contextuality
was developed in a sheaf-theoretic framework. In particular, the content
of the Bell/CHSH, GHZ and Hardy arguments was abstracted into general
properties of “empirical models”, i.e. of the probability tables summaris-
ing the empirical predictions for various combinations of measurements. An
important point that was revealed by this analysis is that the Bell/CHSH,
Hardy and GHZ arguments correspond to three different strengths or de-
grees of contextual behaviour. We have
Bell < Hardy < GHZ.
In the terminology of [10], the GHZ argument hinges on strong contextu-
ality, which can be exhibited by certain quantum systems, and in particular
in the usual n-qubit multipartite Bell scenarios, as soon as we have 3 or
more parties. The Hardy argument hinges on a weaker property, which we
termed logical or possibilistic contextuality in [10]. This property is in
turn stronger than the probabilistic contextuality used in the Bell/CHSH
argument. These notions form a proper hierarchy: strong contextuality is
strictly stronger than logical contextuality, which is strictly stronger than
probabilistic contextuality.
What distinguishes both logical and strong contextuality from proba-
bilistic contextuality is that they rely only on the support of the probabil-
ity distributions. That is, these forms of contextuality rely only on whether
the probabilities of events are 0 (impossible) or > 0 (possible). In this
sense, they are indeed inequality-free [4, 6], and even probability-free [11, 7].
The constructions in the Bell/CHSH, Hardy and GHZ arguments show that
certain quantum states and local observables (i.e. one-qubit measurements
which can be made by each of the parties on their part of the state) give
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rise to probability tables which are, respectively, probabilistically, logically
or strongly contextual.
This leads to the following natural question:
Given a quantum state, find the maximum level of contextuality it can
exhibit for some choice of local observables.
In particular, we can ask:
For which quantum states can we find local observables which give rise
to a logically contextual (inequality-free, probability-free) form of con-
textuality?
In this paper, we shall completely answer this question for n-qubit pure
states, for all n. Our main result is as follows.
Theorem 1. Let |ψ〉 be an n-qubit pure state. Then exactly one of the
following two cases must hold:
1. |ψ〉 can be written (up to permutation of tensor factors) as a product
|ψ〉 = |ψ1〉 ⊗ · · · ⊗ |ψk〉 (1)
where each |ψi〉 is either a 1-qubit state, or a 2-qubit maximally en-
tangled state.
2. There are local observables such that the probability table arising from
|ψ〉 and these local observables is logically contextual, that is, it admits
a “Hardy paradox”, i.e. an inequality-free, probability-free proof of non-
locality.
If (2) holds, then only n + 2 local observables are needed; two each for two
of the parties, and one each for the other n − 2 parties. Moreover, there is
an algorithm to decide which of the above cases holds, and which in case (2)
explicitly computes the witnessing local observables. The complexity of this
algorithm is O(d log3 d) in the dimension d = 2n.
The remainder of the paper is devoted to the detailed statement and
proof of this theorem. In particular, while the algorithm is quite simple, the
arguments justifying its correctness are non-trivial.
In Section 2, we define logical contextuality in the n-qubit setting. In
Section 3, we state the main lemmas, and give the top-level proof of the
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theorem from these lemmas. In Section 4, we prove the lemmas. In Section 5,
we present the algorithm. Finally, in Section 6 we discuss some further
directions.
Acknowledgements. We thank Chris Heunen for some helpful discussions
and suggestions.
2. Logical Contextuality
Our setting consists of a general form of the probability models com-
monly studied in quantum information and quantum foundations. In these
models, a number of agents each has the choice of one of several measurement
settings. Moreover each measurement has a number of distinct outcomes.
We consider here dichotomic measurements with possible outcomes labelled
by the elements of 2 := {+,−}.
Thus, recalling the terminology developed in [10, 12], a measurement
scenario is given by a pair (X,U). Here X is a set of measurement labels,
while U is a family of subsets of X, giving the maximal sets of compatible
measurements, or contexts.
An empirical model, or generalized probability table, on (X,U) is a fam-
ily e = {eU}U∈U of probability distributions eU on the joint outcomes 2U ,
one for each context U . The probability of obtaining any joint outcome
s ∈ 2U is given by eU (s). The support of the model at U is the set S(U) ⊆ 2U
of those joint outcomes s ∈ 2U for which eU (s) > 0.
We can make a connection to logic by interpreting the + outcome as
true and the − outcome as false. This allows us to think of the set of
measurements X as a set of boolean variables. If U is a finite context, any
subset of 2U can be defined by a propositional formula. For example, each
joint outcome s : U → 2 determines a propositional formula
ϕs =
∧
x∈U, s(x)=+
x ∧
∧
x∈U, s(x)=−
¬x
The only satisfying assignment of ϕs in 2
U is s.
The propositional formula whose set of satisfying assignments is the sup-
port of U is ϕU :=
∨
s∈S(U) ϕs.
An empirical model is logically contextual if there exists some U ∈ U
and some s ∈ S(U) such that the formula
Φ = ϕs ∧
∧
V ∈U\U
ϕV
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is not satisfiable. This says that there is a possible joint outcome s which
cannot be accounted for by any valuation on all the variables in X which
is consistent with the support of the model. This immediately implies that
there is no joint distribution on all the observables which marginalizes to
yield the empirically observable probabilities [10]. As originally shown in
the bipartite case by Fine [13], and in a very general form in [10], the non-
existence of a joint distribution is equivalent to the usual definition of non-
locality as given by Bell [1].
An n-qubit quantum state |ψ〉, together with a set of 1-qubit local ob-
servables for each i, 1 ≤ i ≤ n, gives rise to an empirical model as above.
An observable is represented by a 2×2 self-adjoint matrix M . The two pos-
sible outcomes correspond to its eigenvalues, which we label + and −. We
use labels of the form (M, i), corresponding to a measurement of observable
M performed by the ith party, to denote the elements of the set X of all
available measurements.
A set U of compatible measurements is given by a choice of observable
at each of the n measurement sites. A given quantum state |ψ〉 determines
a probability distribution on 2U , as follows. If
U = {(M1, 1), (M2, 2) . . . (Mn, n)}
is a compatible set of measurements, the probability of obtaining the joint
outcome s : U → 2 is given by the Born rule:
eU (s) = |〈|µ1〉 ⊗ |µ2〉 ⊗ · · · ⊗ |µn〉|ψ〉|2,
where |µi〉 is the eigenvector corresponding to the eigenvalue s(M, i) of the
observable (M, i) representing the measurement performed by the ith party.
The joint outcome s is in the support of the model if and only if this inner
product is non-zero.
3. The structure of the argument
In this section, we shall state a number of main lemmas, and show how
Theorem 1 is proved from these lemmas. The proofs of the lemmas will be
given in the following section.
Notation. We shall write Pn for the set of n-qubit pure states of the
form (1). For succinctness, we shall write the tensor product of a ket |ψ〉
with a 1-qubit ket |i〉, i = 0, 1, as |ψ〉|i〉 rather than |ψ〉 ⊗ |i〉.
We shall prove Theorem 1 by induction on n. The case n = 1 is trivial.
The n = 2 case is given by the following lemma.
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Lemma 2 (The Base Case Lemma). Every 2-qubit state |ψ〉 is either in
P2 (i.e. it is either a product state, or a maximally entangled bipartite state),
or there are two local observables for each party, which can be computed
directly from the Schmidt decomposition of |ψ〉, and which witness the logical
contextuality of |ψ〉.
The following lemmas and corollary will be used in the induction step.
Lemma 3 (Going Up Lemma I). If an n-qubit state |ψ〉 is logically
contextual with some choice of local observables, then for any n-qubit state
|θ〉, and α, β ∈ C with α 6= 0 and |α|2 + |β|2 = 1, the states
α|ψ〉|0〉 + β|θ〉|1〉, β|θ〉|0〉+ α|ψ〉|1〉
are also logically contextual with the same choice of observables, augmented
with a single additional observable for the n+ 1-th party.
Lemma 4 (Going Up Lemma II). If |θ〉 = α|ψ〉 + β|φ〉 is a logically
contextual n-qubit state under some choice of local observables, then for any
non-zero x, y ∈ C such that |xα|2 + |yβ|2 = 1, the state |ω〉 = xα|ψ〉|0〉 +
yβ|φ〉|1〉 is also logically contextual under the same choice of observables,
augmented with a single additional observable for the n+ 1-th party.
As an easy consequence of these lemmas, we have:
Corollary 5. If |θ〉 is logically contextual under some choice of local observ-
ables, so are |θ〉⊗ |η〉 and |η〉⊗ |θ〉 for any state |η〉, with the same choice of
local observables for each party in |θ〉, and a single observable for each party
in |η〉.
We now consider the induction step where we have an n+ 1-qubit state
|ω〉, n > 1. We can write
|ω〉 = α|ψ〉|0〉 + β|φ〉|1〉. (2)
By the Going Up Lemma I, if either |ψ〉 or |φ〉 are logically contextual, so
is |ω〉, and we are done.
Suppose now that |ψ〉 and |φ〉 are both in Pn. We consider the parame-
terised family of states
τ(a) = a|ψ〉+
√
1− a2|φ〉, a ∈ [0, 1]. (3)
If for some a, τ(a) is logically contextual, so is |ω〉, by the Going Up Lemma
II. For the remaining case, we have the following rather remarkable result.
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Lemma 6 (The Small Difference Lemma). Let |ψ〉 and |φ〉 be states in
Pn, and suppose that for all a ∈ [0, 1], τ(a) is in Pn, where τ(a) is defined
by (3). Then |ψ〉 and |φ〉 differ in at most one qubit.
Applying this result to our decomposition (2) of |ω〉, we have the follow-
ing possibilities:
• |ψ〉 = |φ〉, in which case, from (2) and the bilinearity of the tensor
product:
|ω〉 = α|ψ〉|0〉 + β|ψ〉|1〉 = |ψ〉 ⊗ (α|0〉 + β|1〉).
Since by assumption |ψ〉 is in Pn, |ω〉 is in Pn+1.
• |ψ〉 6= |φ〉, in which case (up to permutation) we can write
|ψ〉 = |Ψ〉 ⊗ |η〉
|φ〉 = |Ψ〉 ⊗ |θ〉
where |Ψ〉 is in Pn−1 and |η〉 and |θ〉 are 1-qubit states. From this
and (2), using the bilinearity of tensor product again we have
|ω〉 = |Ψ〉 ⊗ |ξ〉
where |ξ〉 is a 2-qubit state. We can apply the Base Case Lemma to
|ξ〉 to conclude that |ξ〉 is either in P2, in which case |ω〉 is in Pn+1,
or |ξ〉 is logically contextual, in which case |ω〉 is logically contextual
by the corollary to the Going Up Lemma.
At this point, we have established (1) and (2) of Theorem 1, but it seems
that we require an infinite search to determine if there exists some a ∈ [0, 1]
for which τ(a) is logically contextual.
However, the following lemma shows that we only need to test a fixed,
finite number of values for a to determine this.
Lemma 7 (The 21 Lemma). With the same notation as in the Small
Difference Lemma, suppose that τ(a) is in Pn for 21 distinct values of a in
[0, 1]. Then τ(a) is in Pn for all a ∈ [0, 1].
Thus this lemma allows us to determine which case applies on the basis
of a finite number of tests.
In the next section, we shall give proofs of these lemmas. We shall then
give an explicit algorithm in Section 5 to complete the proof of Theorem 1.
7
4. Proofs of the lemmas
Firstly, we collect a few useful basic properties.
4.1. Background lemmas
We consider relations ∼ = {∼n}n∈N, where ∼n is an equivalence relation
on n-qubit states. We say that ∼ is LC invariant if for all n-qubit states
|ψ〉, |φ〉:
• If |ψ〉 ∼n |φ〉, then |ψ〉 ∈ Pn iff |φ〉 ∈ Pn.
• If |ψ〉 ∼n |φ〉, then |ψ〉 is logically contextual iff |φ〉 is logically contex-
tual.
Lemma 8. The relation induced by permutation of tensor factors is LC
invariant.
Lemma 9. The relation of LU equivalence is LC invariant. Here LU equiv-
alence refers to the relation induced by the action of local (1-qubit) unitaries.
The following result will be used in the proof of the Small Difference
lemma. It refers to the “partial inner product” operation described e.g. in
[14, p. 129].1
Lemma 10. Let |φ〉 be a state in H⊗K. For any states |η〉 in H and |θ〉 in
K, if for all |η⊥〉 orthogonal to |η〉, 〈η⊥|φ〉 = 0, and for all |θ⊥〉 orthogonal
to |θ〉, 〈θ⊥|φ〉 = 0, then (up to global phase) |φ〉 = |η〉 ⊗ |θ〉.
Proof. We extend |η〉 into an orthonormal basis |η1〉, . . . , |ηn〉 with |η〉 = |η1〉,
and similarly extend |θ〉 into |θ1〉, . . . , |θm〉 with |θ〉 = |θ1〉. Then B =
{|ηi〉 ⊗ |θj〉}i,j forms an orthonormal basis of H⊗K. Note that
H⊗K = (|η〉 ⊗ |θ〉)⊥⊥ ⊕ S⊥⊥
where S = {|ηi〉 ⊗ |θj〉 | (i, j) 6= (1, 1)}. Hence S⊥⊥ = (|η〉 ⊗ |θ〉)⊥. By
our assumption and the defining property of the partial inner product [14,
Equation (6.47)], S ⊆ |φ〉⊥. Hence
|φ〉⊥⊥ ⊆ S⊥ = S⊥⊥⊥ = (|η〉 ⊗ |θ〉)⊥⊥.
Since these are one-dimensional subspaces, this implies that, up to global
phase, |φ〉 = |η〉 ⊗ |θ〉.
We now turn to detailed proofs of the main lemmas. For convenience,
we shall repeat the statements of the lemmas.
1This is actually the application of a linear map to a vector under Map-State duality
[15].
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4.2. The Base Case lemma
Lemma 2 (The Base Case Lemma). Every 2-qubit state |ψ〉 is either in
P2 (i.e. it is either a product state, or a maximally entangled bipartite state),
or there are two local observables for each party, which can be computed
directly from the Schmidt decomposition of |ψ〉, and which witness the logical
contextuality of |ψ〉.
Proof. This is essentially Hardy’s construction in [6]. Using the Schmidt
decomposition, every two-particle entangled state can be written in the form
|ψ〉 = α|+〉1|+〉2 + β|−〉1|−〉2
for an appropriate choice of basis states |±〉i for each particle i, and normal-
ized non-zero real constants α and β.
The logical contextuality of |ψ〉 is witnessed by a set of four dichotomic
observables, two for each of the two parties, namely Ui and Di, i = 1, 2.
These observables can be defined as Ui = |ui〉〈ui| and Di = |di〉〈di| where
|ui〉 = 1√|α|+ |β| (β 12 |+〉i + α 12 |−〉i) (4)
|di〉 = 1√|α|3 + |β|3 (β 32 |+〉i − α 32 |−〉i) (5)
Hardy’s paper also explains why it is not possible to run this particular
non-locality argument when either α or β are equal to zero (product states),
or when |α| = |β| (maximally entangled states), that is, when the state |ψ〉
belongs to P2.
There is one subtle remaining point. To show that the dichotomy as-
serted in the lemma is strictly disjoint, we must show that in the maximally
entangled case, there is no choice of local observables which can give rise to
logical contextuality. This is shown for the case where each party has the
same two local observables as Theorem 3.5 in [16], and more generally for
any finite sets of local observables as Theorem 2.6.5 in [17].
4.3. The Going Up lemmas
The proofs of the two Going Up lemmas are quite similar. We shall prove
the second, which is somewhat harder.
Lemma 4 (Going Up Lemma II). If |θ〉 = α|ψ〉 + β|φ〉 is a logically
contextual n-qubit state under some choice of local observables, then for any
non-zero x, y ∈ C such that |xα|2 + |yβ|2 = 1, the state |ω〉 = xα|ψ〉|0〉 +
yβ|φ〉|1〉 is also logically contextual under the same choice of observables,
augmented with a single additional observable for the n+ 1-th party.
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Proof. Since |θ〉 is logically contextual there must be some context U ′ and
some s′ ∈ S(U ′) such that the formula Ψ = ϕs′ ∧
∧
U∈U\U ′ ϕU is not satis-
fiable. We will show that it is possible to construct a similar unsatisfiable
formula in order to prove the logical non-locality of |ω〉.
The n + 1-th party is assigned a single observable B = B(x, y), whose
eigenvectors are |b+〉 = y|0〉 + x|1〉 and |b−〉 = x|0〉 − y|1〉. The observable
B is given by the self-adjoint matrix
B(x, y) =
 −|x|2 + |y|2 2xy
2xy |x|2 − |y|2)
 (6)
For any n-qubit state |µ〉 we have
〈µ|〈b+| · |ω〉 = xα〈µ|ψ〉〈b+|0〉+ yβ〈µ|φ〉〈b+|1〉
= xyα〈µ|ψ〉 + xyβ〈µ|φ〉
= xy(α〈µ|ψ〉 + β〈µ|φ〉)
= xy〈µ|θ〉
which implies
〈µ|θ〉|2 = 0⇔ |〈µ|〈b+| · |ω〉|2 = 0 (7)
The augmented set of allowed measurements X˜ = X ∪ (B,n+ 1) is then
covered by the family of compatible subsets
U˜ := {U˜ = U ∪ (B,n+ 1) | U ∈ U}.
Let T (U˜) denote the support of U˜ ∈ U˜ . Equation (7) implies that
S(U) = {s | s+ ∈ T (U˜} where s+ : U˜ → 2 extends s by mapping (B,n+1)
to +. As a side remark, note that the presence of an analogously defined
section σ− in T (U˜) does not necessarily imply the presence of σ in S(U).
Now let t′ := s′+. We have t′ ∈ T (U˜ ′) and we can define the analogue
of the proposition ϕs′ as
ϕt′ =
∧
x∈U˜ ′, t′(x)=+
x ∧
∧
x∈U˜ ′, t′(x)=−
¬x
=
∧
x∈U ′, s′(x)=+
x ∧
∧
x∈U ′, s′(x)=−
¬x ∧ zn+1
= ϕs′ ∧ zn+1
where zn+1 denotes the boolean variable corresponding to the outcome on
the n+ 1-qubit. Recall that + stands for true and − stands for false.
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It also holds that
ϕ
U˜
=
∨
t∈T (U˜)
ϕt =
∨
t∈T (U˜ ), t=s+
ϕt ∨
∨
t∈T (U˜), t=s−
ϕt
=
 ∨
s∈S(U)
(ϕs ∧ zn+1)
 ∨
 ∨
t∈T (U˜), t=σ−
ϕσ ∧ ¬zn+1

=
 ∨
s∈S(U)
ϕs
 ∧ zn+1
 ∨

 ∨
t=σ−∈T (U˜ )
ϕσ

︸ ︷︷ ︸
γU
∧ ¬zn+1

=(ϕU ∧ zn+1) ∨ (γU ∧ ¬zn+1)
We can now define the formula Ω which specifies the joint outcome t′ =
s′+ ∈ U˜ ′ as well as the joint outcomes within the supports of all compatible
sets of measurements U˜ 6= U˜ ′. This formula is just the conjunction of Ψ and
zn+1. In order to show that |ω〉 is logically contextual, it suffices to show
that Ω has no satisfiable assignment. This is indeed the case, as the fact that
Ψ is not satisfiable implies that Ω is also not satisfiable, thus completing our
proof. Indeed, we have
Ω = ϕt′ ∧
∧
U˜∈U˜\U˜ ′
ϕ
U˜ ′
= (ϕs′ ∧ zn+1) ∧
∧
U˜∈U˜\U˜ ′
[
(ϕ
U˜
∧ zn+1) ∨ (γU ∧ ¬zn+1)
]
=
∧
U˜∈U˜\U˜ ′
[
(ϕs′ ∧ zn+1) ∧ ((ϕU˜ ∧ zn+1) ∨ (γU ∧ zn+1))
]
=
∧
U˜∈U˜\U˜ ′
[
(ϕs′ ∧ zn+1) ∧ (ϕU˜ ∧ zn+1)
]
= ϕs′ ∧
 ∧
U˜∈U˜\U˜ ′
ϕ
U˜
 ∧ zn+1 = Ψ ∧ zn+1
The proof of the Going Up Lemma I follows by a similar argument, where
the observables are augmented by the Z measurement for the n+1-th party.
The Going Up lemmas have the following useful corollary.
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Corollary 5. If |θ〉 is logically contextual under some choice of local observ-
ables, so are |θ〉⊗ |η〉 and |η〉⊗ |θ〉 for any state |η〉, with the same choice of
local observables for each party in |θ〉, and a single observable for each party
in |η〉.
Proof. We argue by induction on the number of qubits in |η〉. If |η〉 =
α|0〉 + β|1〉, then by bilinearity of the tensor product,
|θ〉 ⊗ |η〉 = α|θ〉|0〉+ β|θ〉|1〉
and we can apply the Going Up Lemma I.
For the inductive case, we can write
|η〉 = α|η0〉|0〉 + β|η1〉|1〉
and by bilinearity
|θ〉 ⊗ |η〉 = α|θ〉|η0〉|0〉+ β|θ〉|η1〉|1〉.
By induction hypothesis, |θ〉|η0〉 and |θ〉|η1〉 are logically contextual, and we
can apply the Going Up Lemma I again to conclude.
4.4. The Small Difference lemma
Lemma 6 (The Small Difference Lemma). Let |ψ〉 and |φ〉 be states in
Pn, and suppose that for all a ∈ [0, 1], τ(a) is in Pn, where τ(a) is defined
by (3). Then |ψ〉 and |φ〉 differ in at most one qubit.
Proof. Firstly, we note that each state |ψ〉 in Pn has an entanglement
type, which can be described by a graph on n vertices with an edge from i
to j when the corresponding qubits of |ψ〉 are maximally entangled. There
are finitely many such graphs, and we can partition Pn into P1, . . . , PM
according to the entanglement type. All the states in each Pl are LU equiv-
alent.
As before, we can write |ψ〉, up to permutation of tensor factors, as
|ψ〉 = |ψ1〉 ⊗ · · · ⊗ |ψk〉 (8)
where each |ψi〉 is either a 1-qubit state, or a 2-qubit maximally entangled
state.
We recall the definition of the parameterised family of states τ(a), a ∈
[0, 1]:
τ(a) = a|ψ〉+ g(a)|φ〉
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where g(a) =
√
1− a2.
Now for each δ ∈ [0, 1], we define a set
Rδ = {τ(a) | 1− δ < a ≤ 1}
Under our assumption on τ(a), each set Rδ, which is infinite, is partitioned
among the sets P1, . . . , PM . Also, δ < δ
′ implies Rδ ⊃ Rδ′ . Hence, by an
application of Ko¨nig’s infinity lemma [18], we can conclude that there is l
with 1 ≤ l ≤M , and an infinite increasing sequence {ai} with supremum 1,
such that τ(ai) is in Pl for all i.
Since all the states τ(ai) are LU-equivalent, we can express them in terms
of a representative state |Θ〉 ∈ Pl as
τ(ai) = U
1
ai
⊗ U2ai ⊗ . . .⊗ Unai |Θ〉 (9)
SinceU(2)n is compact, there is a convergent subsequence {U1bi⊗. . .⊗Unbi}bi ,
whose limit as i → ∞ is W 1 ⊗ . . . ⊗W n. The limit of the corresponding
subsequence {abi} is still 1. Hence |ψ〉 is also a member of Pl, as
|ψ〉 = lim
i→∞
τ(ai) = lim
i→∞
τ(abi) = W
1 ⊗ . . . ⊗W n|Θ〉.
This, together with Equation (9), implies that we can express each τ(ai) as
τ(ai) = [(U
1
ai
W 1
†
)⊗ . . .⊗ (UnaiW n†)]|ψ〉.
Equivalently, using Equation 8 and the definition of τ(ai), we can obtain a
family of equations, one for each ai:
ai|ψ〉+ g(ai)|φ〉 = [(U1aiW 1
†
)⊗ . . . ⊗ (UnaiW n†)]|ψ〉
= |ψi1〉 ⊗ . . .⊗ |ψik〉 (10)
where |ψij〉 is the state obtained after the LU transformation of |ψj〉, 1 ≤
j ≤ k.
We shall now make use of the “partial inner product” operation described
e.g. in [14, p. 129]. We will use this operation to probe the components
of (10).
By Lemma 10, if for all j, and for any state |ψ⊥j 〉 orthogonal to |ψj〉, the
application of |ψ⊥j 〉 to |φ〉 results in a null vector, we must have |φ〉 = |ψ〉,
and the lemma is proved.
Otherwise, assume there is some j, and some |ψ⊥j 〉, such that 〈ψ⊥j |φ〉 is
a non-zero vector. For ease of notation, we take j = k.
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Applying 〈ψ⊥k | on both sides of Equation (10), we obtain
g(ai)〈ψ⊥k |φ〉 = |ψi1〉 ⊗ . . .⊗ |ψik−1〉 〈ψ⊥k |ψik〉︸ ︷︷ ︸
6=0
(11)
〈ψ⊥k |φ〉︸ ︷︷ ︸
constant vector
= ǫi|ψi1〉 ⊗ . . .⊗ |ψik−1〉 (12)
The fact that the LHS of (12) is constant implies that for any i and j we
must have ǫi = ǫj. We write ǫ for this common value. We must also have
|ψit〉 = |ψjt 〉 for all t < k, and we write |ψ′t〉 for the common value. In fact
we have
|ψt〉 = lim
i→∞
|ψit〉 = |ψ′t〉, 1 ≤ t < k (13)
This means that we can rewrite Equation (12) as
〈ψ⊥k |φ〉 = ǫ|ψ1〉 ⊗ . . . ⊗ |ψk−1〉.
A similar analysis will apply to any state |η〉 orthogonal to |ψk〉 for which
〈η|φ〉 is non-zero. Using Equation (6.48) from [14], and bilinearity of the
tensor product, we obtain
|φ〉 = x|φ2〉 ⊗ |ψk〉+ ǫ|ψ1〉 ⊗ . . .⊗ |ψk−1〉 ⊗ |ξ〉 (14)
for some |φ2〉 and |ξ〉. We can use Equation (13) to rewrite Equation (10)
as
ai|ψ〉 + g(ai)|φ〉 = |ψ1〉 ⊗ . . .⊗ |ψk−1〉 ⊗ |ψik〉.
For any j < k, if we apply any state |ψ⊥j 〉, orthogonal to |ψj〉, to the above
equation we obtain 〈ψ⊥j |φ〉 = 0. Together with Equation (14), this implies
that |φ2〉 = |ψ1〉 ⊗ . . . ⊗ |ψk−1〉. So |φ〉 and |ψ〉 can differ by at most one
component.
These components cannot be two-qubit maximally entangled states, since
by assumption all linear combinations τ(a) of |ψ〉 and |φ〉, with a ∈ [0, 1],
belong to Pn, and hence, using bilinearity again, the corresponding linear
combinations of these components would also have to be maximally entan-
gled, yielding a contradiction.
Thus we conclude that |ψ〉 and |φ〉 can differ at most in a one-qubit
component.
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4.5. The 21 lemma
We shall need some elementary facts about partial traces (see e.g. [19])):
• A pure state in H⊗K is a product state if and only if tracing out over
H results in a pure state.
• Tracing out over one party of a maximally entangled bipartite state
yields a maximally mixed state.
• A mixed state ρ is pure if and only if Trρ2 = 1.
Lemma 7 (The 21 Lemma). With the same notation as in the Small
Difference Lemma, suppose that τ(a) is in Pn for 21 distinct values of a in
[0, 1]. Then τ(a) is in Pn for all a ∈ [0, 1].
Proof. If a state belongs to Pn then all partial traces over n−1 parties result
either in a pure state or in the maximally mixed state 12I2.
We can express |ψ〉 and |φ〉 as
|ψ〉 =
∑
σi
a0σi |σi〉|0〉 +
∑
σi
a1σi |σi〉|1〉
|φ〉 =
∑
σi
b0σi |σi〉|0〉 +
∑
σi
b1σi |σi〉|1〉
where the σi index the elements of the computational basis on n− 1 qubits.
This means we can write the density matrix corresponding to |τ(a)〉 =
a|φ〉+ b|ψ〉, with b = g(a), as
|τ(a)〉〈τ(a)| =
∑
σi,σj
(aa0σi + bb
0
σi
)(aa0σj + bb
0
σj
)|σi〉〈σj | ⊗ |0〉〈0|
+
∑
σi,σj
(aa0σi + bb
0
σi
)(aa1σj + bb
1
σj
)|σi〉〈σj | ⊗ |0〉〈1|
+
∑
σi,σj
(aa1σi + bb
1
σi
)(aa0σj + bb
0
σj
)|σi〉〈σj | ⊗ |1〉〈0|
+
∑
σi,σj
(aa1σi + bb
1
σi
)(aa1σj + bb
1
σj
)|σi〉〈σj | ⊗ |1〉〈1|
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The partial trace over the first n− 1 qubits of |τ(a)〉 is given by
ρn = Trn−1|τ(a)〉〈τ(a)| =
∑
σi
〈σi|τ(a)〉〈τ(a)|σi〉
=
∑
σi
(aa0σi + bb
0
σi
)(aa0σi + bb
0
σi
)|0〉〈0| +
∑
σi
(aa0σi + bb
0
σi
)(aa1σi + bb
1
σi
)|0〉〈1|
+
∑
σi
(aa1σi + bb
1
σi
)(aa0σi + bb
0
σi
)|1〉〈0| +
∑
σi
(aa1σi + bb
1
σi
)(aa1σi + bb
1
σi
)|1〉〈1|
= |0〉〈0|
∑
σi
(a2a0σia
0
σi
+ (1− a2)b0σib0σi + a
√
1− a2(a0σib0σi + b0σia0σi))
+ |0〉〈1|
∑
σi
(a2a0σia
1
σi
+ (1− a2)b0σib1σi + a
√
1− a2(a0σib1σi + b0σia1σi))
+ |1〉〈0|
∑
σi
(a2a1σia
0
σi
+ (1− a2)b1σib0σi + a
√
1− a2(a1σib0σi + b1σia0σi))
+ |1〉〈1|
∑
σi
(a2a1σia
1
σi
+ (1− a2)b1σib1σi + a
√
1− a2(a1σib1σi + b1σia1σi))
The partial trace ρn is equal to the maximally mixed state if and only if
1/2 =
∑
σi
(a2a0σia
0
σi
+ (1− a2)b0σib0σi + a
√
1− a2(a0σib0σi + b0σia0σi))
0 =
∑
σi
(a2a0σia
1
σi
+ (1− a2)b0σib1σi + a
√
1− a2(a0σib1σi + b0σia1σi))
0 =
∑
σi
(a2a1σia
0
σi
+ (1− a2)b1σib0σi + a
√
1− a2(a1σib0σi + b1σia0σi))
1/2 =
∑
σi
(a2a1σia
1
σi
+ (1− a2)b1σib1σi + a
√
1− a2(a1σib1σi + b1σia1σi))
Each of these equations yields a polynomial of degree 4 in a. Indeed,
each equation has the form
cab+ q(a) = d
where c and d are constants, b =
√
1− a2, and q(a) is a quadratic polynomial
in a. We can write this as
cab = −q(a) + d
and square both sides to obtain
c2a2(1− a2) = (−q(a) + d)2
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which is a quartic polynomial in a. Hence, there can be at most 4 values of
a in [0, 1] for which the partial trace ρn is equal to a maximally mixed state.
On the other hand, ρn is equal to a pure state if and only if Trρ
2
n = 1. By
a similar analysis, this condition turns out to be equivalent to a polynomial
equation of degree 16 in a. Unless the polynomial is degenerate, i.e. the
coefficients cancel so that the equation reduces to 1 = 1, there can be at
most 16 values of a for which the partial trace ρn is equal to a pure state.
Therefore, if there are more than 4 + 16 = 20 values of a in [0, 1] for
which the linear combination τ(a) belongs to Pn, we can conclude that one
of the polynomial equations above was degenerate, hence τ(a) ∈ Pn for all
values of a.
Remark. If |ψ〉 and |φ〉 differ by one qubit, the partial trace of τ(a) for any
value of a will yield a pure state, and hence we will always have Trρ2n = 1.
Thus the polynomial will indeed be degenerate in this case. This shows the
necessity for the Small Difference Lemma.
5. The algorithm
We now give an explicit, albeit informal description of the algorithm
which follows straightforwardly from our results.
We begin with a subroutine which we will use to test if a state is in Pn.
subroutine TestPn
Input n-qubit quantum state |θ〉
Output Either
Yes, and entanglement type of |θ〉, or
No
1. Compute the n− 1 partial traces ρi over n− 1 qubits of |θ〉. If any ρi
is not a maximally mixed state, compute Trρ2i . If Trρ
2
i 6= 1, return No.
We now have the list {i1, . . . , ik} of indices for which the maximally
mixed state was returned.
2. For each ip in the list, find its “partner” iq by computing the partial
traces ρip,iq over n− 2 qubits, and then testing if Trρ2ip,iq = 1.
If we cannot find the partner for some ip, return No.
3. Otherwise, we return Yes. We also have the complete entanglement
type of |θ〉, and we have computed all the single-qubit components. ✷
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algorithm
Input An n-qubit state |ω〉
Output Either
Yes if |ω〉 is logically contextual,
together with a list of n+ 2 local observables, or
No if |ω〉 is in Pn.
Base Cases
1. If n = 1, output No.
2. If n = 2, apply the Hardy procedure of the Base Case Lemma to the
Schmidt decomposition of |ω〉.
Recursive Case: n+ 1, n > 1
1. We apply TestPn+1 to |ω〉. If |ω〉 is in Pn+1, return No.
2. Otherwise, we write
|ω〉 = α|ψ〉|0〉 + β|φ〉|1〉.
Explicitly, if |ω〉 is represented by a 2n+1-dimensional complex vector∑
σ∈{0,1}n+1
aσ|σ〉
in the computational basis, we can define
α =
√ ∑
σ∈{0,1}n
|aσ0|2, β =
√ ∑
σ∈{0,1}n
|aσ1|2
|ψ〉 = 1
α
∑
σ∈{0,1}n
aσ0|σ〉, |φ〉 = 1
β
∑
σ∈{0,1}n
aσ1|σ〉.
3. We apply TestPn to |ψ〉. If |ψ〉 is not in Pn, we proceed recursively
with |ψ〉, and then extend the observables using the construction of
the Going Up Lemma I.
4. Otherwise, we proceed similarly with |φ〉.
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5. Otherwise, both |ψ〉 and |φ〉 are in Pn.
For a in (0, 1), we define
τ(a) := a|ψ〉+
√
1− a2|φ〉.
For 19 distinct values in (0, 1), we assign these values to a, and apply
TestPn to τ(a).
If we find a value of a for which τ(a) is not in Pn, we use that value
to compute the local observable B(α
a
, β√
1−a2 ) for the n+1-th party, as
specified in the Going Up Lemma II, and continue the recursion with
the n-qubit state τ(a).
6. Otherwise, by the 21 Lemma and the Small Difference Lemma, the
only remaining case is where |ψ〉 and |φ〉 differ in one qubit. We have
these qubits |ψ1〉, |φ1〉 from our previous applications of TestPn. In
this final case, we can write |ω〉 as
|ω〉 = |Ψ〉 ⊗ |ξ〉
where |Ψ〉 is in Pn−1, and |ξ〉 is a 2-qubit state. Moreover, we have
|ξ〉 = α|ψ1〉|0〉 + β|φ1〉|1〉.
7. We apply the Base Case procedure to |ξ〉, which we know cannot be
maximally entangled, by Step 1. We output Yes, together with the two
local observables for each party produced by the Hardy construction,
and the n − 2 local observables for |Ψ〉 produced by the Corollary to
the Going Up lemmas. ✷
The above algorithm of course involves computation over the real and
complex numbers. More precisely, with the usual coding of complex numbers
as pairs of reals, we require the field operations and comparison tests on
real numbers. For simplicity, we discuss the complexity of the algorithm
in the Blum-Shub-Smale model of computation [20], where we assume that
arbitrary real numbers can be stored, and the above operations performed,
with unit cost. Thus the input size of an n-qubit state is the dimension
d = 2n.
The TestPn subroutine performs n − 1 partial traces over n − 1 qubits.
Each such partial trace involves computing the 4 entries of a matrix, where
each entry is a sum over 2n−1 products. It also computes O(n2) partial
traces over n−2 qubits, each of which involves computing 16 entries, each a
sum over 2n−2 products. For an n-qubit input, at each level of the recursion,
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we call the subroutine a number of times bounded by a constant, and the
recursion terminates in O(n) steps. Thus we obtain a complexity bound
of O(d log3 d) operations, in the input size d. Of course, in practice the
limiting factor is the exponential size of the classical representation of a
quantum state.
The algorithm has been implemented in MathematicaTM, and has been
tested on input states of up to 10 qubits.
6. Final Remarks
Our results provide a complete answer to the question we posed in the
Introduction, as to which quantum states give rise to logical contextuality,
for the case of pure n-qubit states. There are natural generalisations to
qudits and mixed states, which we leave to future work.
Given the paucity of structural results on multipartite entanglement, we
feel that the perspective offered by the question of the highest degree of
contextuality which states can achieve may be fruitful. This is particularly
so in the light of recent results showing that contextuality is a key ingredient
enabling quantum computation [21, 22]. The fact that our results apply to
all multipartite entangled states, with certain bipartite exceptions, is strik-
ing. It shows that the probability- and inequality-free, logical formulation of
contextuality and non-locality is not a rare occurrence, but in fact arises for
almost all states. We also note that these qualitative arguments can easily
be turned into quantitative ones. It is shown in [12] how any instance of
logical contextuality gives rise to a Bell inequality based on logical consis-
tency conditions, which allows for quantitative, robust experimental tests.
Our results also add force to the argument, which we have made elsewhere
[16], that the bipartite case, while by far the most studied in non-locality
theory, may actually be anomalous. This certainly proves to be the case for
logical contextuality, as our results show.
Moreover, if we consider the notion of strong contextuality, also intro-
duced in [10], we obtain additional evidence in this direction. We recall that
an empirical model is strongly contextual if the set of formulas corresponding
to the supports for the various contexts are not simultaneously satisfiable;
that is, there is no assignment whatsoever to all the measurement variables
which is consistent with the constraints imposed by the model. This is
clearly stronger than logical contextuality, which only requires that there is
some local joint outcome which cannot be extended to the whole set of vari-
ables. Strong contextuality is a natural and salient notion with a number of
equivalent characterisations. Again, the bipartite case proves anomalous. In
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fact, the only strongly contextual bipartite models are the PR-boxes [23, 10],
which are of course not quantum realizable [24]. By contrast, for all n > 2,
the n-partite GHZ states are strongly contextual [10].
This leads us on to the main question which is the natural next chal-
lenge following on from the one we have addressed in this paper:
For which quantum states can we find local observables which give rise
to a strongly contextual empirical model?
This question remains open, and appears difficult. It has an interesting
relation to the question of “All-versus-Nothing” arguments [25], which have
recently been studied in the sheaf-theoretic approach [26], and shown to be
related to the cohomological witnesses for contextuality previously intro-
duced in [27]. All currently known examples of strong contextuality arising
in quantum mechanics come from All-versus-Nothing arguments. Determin-
ing whether this is true in general is another challenging problem, which may
hold the key to the main question.
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