Image smoothing and segmentation algorithms are frequently formulated as optimization problems. Linear and nonlinear (reciprocal) resistive networks have solutions characterized by an extremum principle. Thus, appropriately designed networks can automatically solve certain smoothing and segmentation problem in robot vision. This paper considers switched linear resistive networks and nonlinear resistive networks for such tasks, provides some fundamental theorems, and presents simulation results.
Introduction
One of the most important, yet most difficult, early vision tasks is that of image smoothing and segmentation. Smoothing is necessary to remove noise from an input image so that reliable processing in subsequent stages is facilitated. However, indiscriminate smoothing will blur the entire image, including edges (corresponding to object boundaries) which are necessary for later stages of processing. Many researchers are currently seeking t o develop algorithms that smooth in a piecewise manner, respecting edges. There are two main approaches taken -stochastic, [Geman & Geman] , [Marroquin] , [Cohen] , and deterministic [IHake & Zisserman] , [Blake] , [Perona & Malik] . The former rclies on such methods as simulated annealing t o accomplish the minimization. The deterministic approach, on the other hand, often relies on the application of continuation methods [Ortega & Rheinboldt] [Geiger & Yuille] to certain nonlinear systems, or in the case of [Koch et a [ , on using a neural network similar t o that of Tank and Hopfield [Tank & IIopfield] .
Although efficient computation techniques exist for numerically computing the solutions to vision problem (Terzopoulos] , even the fastest algorithms running on a parallel supercomputer (such as the Connection Machine [Hillis] ) do not, approach real-time performance. The motivation of this work is to produce solutions t o the smoothing and segmentation problem that are amenable to analog VLSI network implcmentation, an area that has been explored in [Mead] , [Harris et al] . See also [Koch et al] , [Poggio & Koch] , [Horn] .
Section 2 presents the smoothing and segmentation task as a minimization problem. Section 3 presents methods for solving the minimization problem and discusses network implementations of these methods. Simulation results are provided in Section 4.
Minimization
The difficulty with using a linear network for image smoothing is that noise and signal are equally smoothed so that edges become blurred. We therefore seek a method for segmenting the signal into regions which can be smoothed separately. One technique for doing this is to introduce a line process (i.e., a set of binary variables) which selectively breaks the smoothness constraint at given locations. This method appears widely in the literature, e.g., [Geman & Geman] , [Koch e l ad, [Marroquin] , and [Marroquin el ad.
For simplicity of notation, all equations in this paper are formulated for the one-dimensional case. The results generalize trivially to two dimensions, and the simulation results are for the two-dimensional case.
The smoothing and segmentation problem with the line process can be treated as a minimization problem. Let U E RN be the input image, y E RN be the output image, and 1 E RN-'
be the line process, where the line process variable I; assumes the values ( 0 , l ) depending on whether the smoothness penalty between nodes i and i + 1 is enforced or not. Consider the following cost function:
where F , S , and L are the Yidelity," "smoothness," and "line" penalty terms, respectively, i.e., 
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The expression (1) can be minimized with respect to y for fixed 1 by differentiating with respect to each yi and setting the derivatives to zero. This produces the following system of equations:
with appropriate modifications at the boundaries i = 1 and i = N . Notice that (5) can be viewed as the KCL relation at every node of a resistive ladder in which the horizontal resistive elements have switches (corresponding to a line process element) associated with them. A network for computing y given 1 is shown in Figure 1 ; similar networks have appeared in [Koch et al] and [Marroquin et al] . This type of network will be referred t o as a resistor-with-switch (or RWS) network. For any setting of the switches, the network will minimize the cost function with respect t o y . The difficulty is in minimizing with respect to 1, because the network solution can be any one of a number of local minima.
Much has been said in the literature in regard to finding a global minimum t o (1) by stochastic and deterministic methods. These techniques are necessary to find the minimizing CH2868-8/90/0000-0987$1.00 0 1990 IEEE ... 1 -minimizing with respect to y given 1 only requires the solution of a linear system. The deterministic approaches rely on the fact that the minimization problem can be recast into one in which the line process variables have been eliminated. The latter will be studied here since they appear to lead to practical VLSI implementations.
Resistive Fuse Elements
The line process variables can be removed from (1) by straightforward algebraic manipulations. In fact, Blake and Zisserman demonstrated that the original cost function J ( y , 11. ) containing real and boolean variables is intimately related to the following cost function containing only real variables:
Note that K is a non-convez cost function wit,h respect to y.
Apart from instances in which solutions occur at, points where G is not differentiable, the minimum of K is to be found among those points where VK(y1u) = 0, i.e.,
Equation (8) can also be viewed as the KCL relation at each node of a nonlinear resistive network with the topology illustrated in Figure 2 . The nonlinear resistor characteristic, g ( v ) , is that of a linear resistor that becomes an open circuit when the voltage across it exceeds a certain threshold, as shown in Figure 3 . John Harris has invented an electrical element with this type of behavior, named it a resistive fuse, and built networks using it in analog VLSI. A network incorporating resistive fuses will be referred to as an RWF network, i.e., a resistor-with-fuse network.
For a given cost function, one can construct corresponding RWS and RWF networks. For every solution of an RWF network, there exists a similar solution to the corresponding RWS network, but there are switch configurations of an RWS network for which there is no corresponding solution in a corresponding RWF network. The question then arises whether restricting attention to the RWF network might cause one to overlook a solution to the RWS network that is in fact the global minimum. The answer is no, by the following proposition:
... ... Proposition 1 Consider a cost function J ( y , l l u ) as specified in (1) and the corresponding RWS and RWF networks specified by (5) and (8). If asolution y* exists for the RWS network which is not also a solution to the RWF network, then y o is not a local minimum to J , meaning that changing the setting of a single (appropriately selected) switch in the RWS network will produce a new solution (with a new value of y) for which the value of J is strictly lower.
The proof for Proposition 1, which uses a local measurement principle, can be found in (Lumsdaine et al].
Marginal Distrihution of Reconstructed Intensities in a Stochastic Formulation
There is an alternate method for deriving the RWF network from the RWS network: calculating the marginal distribution of reconstructed intensities in a stochastic formulation. In this approach, one postulates that the a posteriori joint probability distribution for y and 1 given U is of the Gibbs form where c1 is a normalizing constant, and F , S, and L are given in (2) -(4). The marginal D posteriori distribution of y is obtained in the usual way:
where C is the set of all corners of the unit (N-1)-dimensional hypercube.
A useful closed form expression for p(y) appears below:
where c2 is a normalizing constant, F(ylu) is given in (2), and 
Solution Methods and Network Implementations
The resistive fuse and marginal distribution approaches produced switch-free nonlinear networks with identical topologies (we Figure 2) but with different constitutive relations for the nonlinear elements. For either network, multiple solutions generally exist. We therefore seek a modification to the networks so that the solution will be repeatable and also be visually and quantitatively ('good." One technique that works well within the context of smoothing and segmentation is to apply a continuat,ion method to the network [Ortega & Rheinboldt] . A continuation (sometimes called "deterministic annealing") can be realized in network form by the simultaneous application of a given homotopy (continuous deformation) to some or all of the circuit elements, e.g., the GNC algorithm in [Blake k Zisserman] . Two types of continuations are particularly appropriate for our class of nonlinear networks. Assume we have a network with horizontal nonlinear resistors whose constitutive relation is described by i = gp(u), and vertical linear resistors with conductance A,. Consider the following two continuations, in which a particular homotopy is applied to the horizontal and vertical elements, respectively: &Continuation: For / 3 = 0, the network with elements described by (15) is linear, whereas for / 3 = 00, the elements become identical t o those in Figure 3 and will (locally) solve our minimization problem. This suggests using /3 directly as the continuation parameter for solving (14) and hence (8). See Figure 4 . A,-Continuation: In the A,-continuation, we begin with the resistors having infinite (or sufficiently large) conductance so that the network has only one solution, namely y = U (or y M U). Then, we continuously decrease the value of the conductance to A,. & Yuille] .
Similar methods have been developed in [Geiger
Numerical Experiments
The results of a series of seven experiments are included here. Figure 5a shows the 16 x 16 synthetic image used for the experiments. The small step is 1 V in height and the large step is 3 V . The original image was then corrupted by the addition of 0.5 V of uniformly distributed noise and is shown in Figure   5b . The noisy signal was used as input for all experiments. For each experiment, a cost function was determined and the corresponding p-continuation and A,-continuation networks constructed. Then, the networks were each simulated using the input image shown in Figure 5b . For the experiments, the value of A8 was fixed at 1.0 x and the value of .
\ I
was changed for each experiment. For the p-continuation, the value of A, was fixed at 1 x and the value of /3 was increased from 0 t o 2 x lo4. For the .\,-continuation, the value of p was set t o 20/A1 and the value of A, was varied from 1 to Solutions obtained by the two nonlinear networks were com-1 x 10-4. pared as follows:
1. Given a cost function, construct the corresponding nonlinear networks, and in addition, construct a corresponding RWS network;
2. Provide each network with the same input and allow each network to attain its solution;
3. For each nonlinear network, transfer the line process solution obtained to the RWS network by setting the switches accordingly;
4. Allow the RWS to attain its voltage solution and compute the resulting cost -it is this cost that is used for purposes of comparison. A,-cont. 1 . 7 7 5~ 1 . 7 7 0~ lo-' 9.699 x lo-" 1.254 x lo-' 3.299 x lo-" 2.940 x lo-" 1.740 x lo-" 1.740 x lo-' 7.800 x 2.641 x lo-" 6.600 x 1.650 x 5.518 x 4.246 x The results of the seven experiments are shown in Table  1 . For the particular values of parameters used, each network computed a lower cost about half the time. This set of experiments was actually taken from a larger set of 49. Of those, the @-continuation found the lower cost 35 times, the A,-continuation found the lower cost eight times, and there were six ties. This indicates that if one is trying to deterministically minimize a cost function such as in ( l ) , the pcontinuation perform extremely well.
If the cost function were the last word on image smoothing and segmentation, we could immediately recommend the @-continuation. However, remember that the ultimate goal for a smoothing and segmentation network is essentially to recover an original image minus any noise and the cost function was introduced to give us a quantitative means for doing this. Now consider Figure 6 , which corresponds qualitatively t o the solutions produced by the two nonlinear networks in experiments 2 and 3. Note that whereas 6a is the qualitatively correct solution, it corresponds t o the higher cost in experiment two, but corresponds to the lower cost in experiment three.
Naturally, this calls into question the entire cost function methodology used for smoothing and segmentation. The difficulty arises because our efforts were concentrated only on finding an optimal solution rather than the larger issue of determining the best cost function and parameter values. See however [Richardson] .
Finally, the networks were tested with real images. Figure  7ashows the 128x128 input image. Figure 7b 
Behavior of Aj-continuation
There were some interesting properties exhibited by networks constructed with the elements described in (15) having a fixed 8 < CO. For such a network, it can be shown that there exist a Ami,, > 0 and a A, , , < CO such that for A, > Am,= and for A, < A m i n , the network has a unique solution. In fact, for A, > A, , , , the output will essentially match the input (i.e., y e U ) , whereas for A, < Aminr the output will contain no edges. Consider the network behavior as a function of A, as A, is varied continuously from Ama, to Amin. The initial solution of the network will closely match the input. Then, as A, is decreased, edges will begin to disappear in a catastrophic fashion, (first the smaller, then the larger), until all the edges are gone. In other words, A, acts as a scale-space parameter. This has important practical applications. The dynamic network of Perona and Malik [Perona & Malik] has the property that lime acts as a scale-space parameter. In contrast, we can exercise direct control over the scale-space parameter in the A,-continuation network. See also [Geiger & Yuille] .
Under some mild assumptions, it can be shown that the solution path with the endpoints described above is continuous, connected, and can be numerically traced out in gZNt' (A, x gZN space) using an arc-length continuation [Keller] . In such a case, any particular value of A, would correspond to an N-dimensional hyperplane parallel to gZN given by z N + l = A, and network solutions for this A, would be intersections of the solution path and the hyperplane. An interesting question now arises: why can't we just trace out the path in !RNtl, determine the solutions, and sort them according to cost to find the global minimum? The answer, unfortunately, is that there can exist disconnected solution loops, meaning that the path traced out from the starting point of large A, will not necessarily contain all the solutions at any given value of A,. The solution loops can occur in as small an example a three pixel circuit (see Figure 8 ) and we offer as proof the experimental evidence in Figure 9 . To produce the paths, A, was parameterized as a function of parameter t according to A, = (1 -t)Al.rEc + and the plots were made in 1 x %N space. Notice that, as predicted, there is one solution path with endpoints { t = 0,Vl = e = 2 . 5 , V~ = 0) and { t = 1, VI = 0, Vz = 0), corresponding to an edge across the first nonlinear resistor. In addition, there is a closed solution loop centered (approximately) at { t = 0.9,Vl = 0.2,Vz = 1 . 2 , ) , corresponding to a "misplaced" edge, i.e., an edge across the second nonlinear resistor. In general, it can be shown that solutions corresponding to misplaced edges always have higher cost than solutions corresponding to correctly placed edges.
space for three pixel example
