Recently a new framework has been proposed to explore the dynamics of pseudoperiodic time series by constructing a complex network [Phys. Rev. Lett. 96, 238701 (2006)]. Essentially, this is a transformation from the time domain to the network domain, which allows for the dynamics of the time series to be studied via the organization of the network. In this paper, we focus on the deterministic chaotic Rössler time series and stochastic noisy periodic data that yield substantially different structures of the networks. In particular, we test an extensive range of network topology statistics, which have not be discussed in previous works, but which are capable of providing a comprehensive statistical characterization of the dynamics from different angles. Our goal is to find out how they reflect and quantify different aspects of specific dynamics, and how they can be used to distinguish different dynamical regimes. For example, we find that the joint degree distribution appears to fundamentally characterize the spatial organizations of the cycles in phase space, and this is quantified via assortativity coefficient. We applied the network statistics to the electrocardiograms of a healthy individual and an arrythmia patient. Such time series are typically pseudoperiodic, but are noisy and nonstationary and degrade traditional phase-space based methods. These time series are, however, better differentiated by our network-based statistics.
INTRODUCTION
In the past few years substantial attention has been devoted to the topic of complex networks, which provides a new paradigm and profound insights into many of complicated systems in engineering, social and biological fields [1] [2] [3] . Recently a network approach to pseudoperiodic time series analysis has been proposed as a kind of transformation from the time domain to the complex network domain [4] . This method exploits the periodicity contained in the time series [5] and segments it into sequential cycles. By considering the individual cycles as the nodes and associating the network connectivity with the correlation among cycles, the time domain dynamics are naturally encoded into the network configuration.
Representing the time series through the corresponding complex network, we can then explore the dynamics of the time series from the network organization, which is quantified via a number of topological statistics. Such statistics can provide new information about the phase space geometry of the cycles within pseudoperiodic time series. For example, we have shown that noisy periodic signals correspond to random networks, and chaotic time series generate networks that exhibit small world and scale free features [4] . Furthermore, the validity of the network statistics from complex network to capture the cycles' spatial correlation intrinsic to the chaotic time series has been tested [6] using the PPS surrogate [7] , and such statistics are shown to be more sensitive to the subtle changes in dynamics of the pseudoperiodic time series than conventional invariants such as correlation dimension [6] . However, only the basic statistics of the network are studied and utilized in previous works [4, 6] , an extensive set of characteristics, for example, those associated with local and global properties of the network, are left unchecked. In this paper, we quantitatively analyze different networks extracted from two typical pseudoperiodic time series with distinct dynamics in terms of the various network metrics. Our goal is to provide a comprehensive statistical characterization of the dynamics of the time series via an extensive set of network statistics. Specifically, we want to associate different aspects of the dynamics of the time series with the topological indices of the network, and demonstrate how such statistics can be used to quantify and distinguish different dynamical regimes.
By pseudoperiodic we mean the time series has an dominant frequency component (i.e., a predominant peak in its power spectrum) so that the data demonstrates a repetitive pattern. For example, the human ECG recording, with each cycle representing one heartbeat, and the human gait time series, with the cycles corresponding to the strides, see Fig. 1 . Pseudoperiodic time series are also refereed to as (irregular) cyclic processes or almost periodic signals in the literature [8] . The dominant frequency in the data guarantees that it can be readily divided into individual cycles that follow a similar pattern and are of similar length. Usually the segmentation is done by the local minimums (or maximums) for sinusoidal-like data (e.g., the phase-coherent chaotic Rössler data in Fig. 2 (a) , where the local minimums are indicated by circles). For pseudoperiodic signals with complex waveforms, the segmentation can be done by utilizing the marker events such as the pulse-like R wave in ECG data (see Fig. 1(a) ), or making use of the "repetitiveness" of the pattern in the time series (see Fig. 1(b) ).
It should be noted that our method may not be suitable for those oscillatory data that have no dominant peak in their power spectrum, since it will be difficult to decide how to segment the time series into cycles. For example, Fig. 2 (b) and (c) give two possible segmentation schemes for the data from Rössler system in the funnel regime. The longer cycle denoted by thick line in Fig. 2 (c) may be further partitioned into two smaller cycles, which are indicated by dashed and dotted lines in Fig. 2 (b) , respectively. In fact a thorough segmentation like Fig. 2 (c) may lead to cycles that are too different (especially in length) to be properly compared by the method described in this paper, thus an appropriate segmentation still needs to be defined for such non-pseudoperiodic but oscillatory time series. In this paper we confine ourself to the data of pseudoperiodic type, and two typical time series are chosen for analysis. These are the data from the x component of the chaotic Rössler system:
shown in Fig. 2 (a) , and the noisy periodic signal y n = sin(2πωn) + bη n (b = 0.2836), where η is I.I.D noise following η ∼ N(0, σ 2 ), which are the same time series as were used in [4] . These two time series contain an obvious periodic component, and can be easily segmented into consecutive cycles. The sketch of the chaotic Rössler attractor is shown in Fig. 3 .
It should be noted that we have chosen these two archetypal systems for the purpose of illustrating our methods. In Section 4 we will turn to the much more difficult problem of analyzing real-world data.
Both correlation coefficient and phase space distance can be used in comparing two cycles, and we have shown that these two measures are essentially equivalent [4] . In this paper we choose to use the phase space distance, since it is physically meaningful. The phase space distance between cycle C i and C j Fig. 2 . Segmentation of the time series into cycles for the x component of (a) chaotic Rössler system, (b) and (c) Rössler system in the funnel regime. As is shown, the coherent chaotic Rössler time series can be readily divided into consecutive cycles of similar lengths by local extremes, while for the Rössler system in the funnel regime, the segmentation may not be unique, and needs to be taken with great care.
is defined as:
where X k and Y k is the kth point of C i and C j in the reconstructed phase space, and l i and l j are the lengths of C i and C j , respectively [5] .
The complex network constructed from the time series can be treated either as a weighted network, in which the weight is defined as the phase space distance between cycles, or as an unweighted (binary) one, and the former can be transformed into the latter by setting a threshold on the weight. In Section 2, we focus on the binary networks, and we first discuss how to choose a suitable threshold to obtain the binary network. We then explore the degree correlation (or associativity), betweenness distribution and motif structures of the two distinct networks from the two pseudoperiodic time series mentioned above. Finally, a framework to distinguish the different dynamical regimes of the time series is formed by exploiting the shortest path between nodes decided by the intrinsic dimension of the time series. In Section 3, we study the properties of the weighted networks in terms of subgraph coherence. The application of the proposed method to human ECG data and conclusions are made in Section 4 and Section 5, respectively.
BINARY NETWORK ANALYSIS

Graph representation of the complex network
We begin with a graphical representation of the binary network using the KK algorithm [9] (the choosing of the threshold is discussed in detail later in this section). This algorithm performs graph layout (in a two-dimensional plane) for undirected graphs. It operates by relating the layout of graphs to a dynamic spring system and minimizing the energy within that system. The strength of a spring between two vertices is inversely proportional to the square of the shortest distance (in graph terms) between those two vertices. Essentially, vertices that are closer in the graph-theoretic sense (i.e., by following edges) will have stronger springs and will therefore be placed closer together. The KK algorithm comes up with the geodesic distance between nodes given the binary adjacency matrix. For clarity of visualization and ease of reference in the following sections, we draw the networks for the Rössler system and the noisy periodic time series with only 60 nodes, see Fig. 4 and Fig. 6 , respectively, using the software "Pajek". As can be clearly observed, these two networks demonstrate fundamentally different structures. In Fig. 4 , the nodes lie on an elongated manifold, exhibiting a heterogeneous distribution. That is, the manifold has nodes congregating at different locations, so that some regions are highly clustered with nodes and others are rather sparse. In comparison, the network from the noisy periodic time series looks like a random network, with the nodes entangled with each other and their edges intersecting.
Before further analysis, we first give an intuitive description of the cycleslayout in phase space for chaotic system in terms of the unstable periodic orbits (UPOs). A chaotic attractor contains infinitely many UPOs, and for short data only the dominant UPOs (usually of low order) can be detected. Take the Rössler system for example, since the time series involves a strong periodic component, the dominant UPO-n (UPO of order n) will consist of n cycles. Each cycle that belongs to a certain UPO-n has many other cycles in its vicinity due to the attraction of the stable manifold associated with the UPO-n. It then becomes a center of a cluster and the number (or density) of the neighbors is related to its stability decided by the vector field along its trajectory. Since the stability of each center cycle may vary, we can see sparse as well as dense regions (see Fig. 3 ), where clusters are naturally formed in the latter. This is exactly captured in Fig. 4 , where the "real" position of every cycle (node) is derived from the adjacency matrix via the KK algorithm. In Fig. 3 (b) , cycles situated in the sparse regions are plotted out separately. These cycles also appear as nodes in the sparse regions of the corresponding network, see Fig. 4 .
The above binary networks are achieved by setting a threshold to the original weighted network that is fully connected, where the weight W ij represents the phase space distance between cycle i and cycle j. A pair of nodes whose distance is smaller than the threshold are considered as connected. For the study of the configuration of the cycles in phase space, the weighted network is fully connected and may contain redundant information. Therefore we first convert the weighted network to its binary counterpart.
An appropriate threshold therefore should be chosen to fully preserve the local clustering property of the network, but not to be too large that may obscure or conceal the local property by over connecting the nodes. Fig. 5 gives the density of the network (defined as the number of edges divided by the largest number of edges possible) versus the threshold d. As can be seen in Fig. 5(c) , the increase of degree reaches the maximum rate at about d c = 0.08 (which is only 3% of the network radius), where we set the threshold. We now explain why we set the threshold d at this critical point. It can be imagined that the degree increases more rapidly as the threshold changes within the cluster radius due to the adjacency of the nodes inside. For a network from a chaotic system that has many clusters differing in sizes, it can be further imagined that the edge increase will arrive at the maximum rate as the threshold approaches the critical point d c , i.e., the "mean radius" of all the clusters. The binary network obtained at d c will maintain the clustering property of the cycles, and thresholds beyond this value will result in a much slower edge increase, causing redundant connections among nodes. Consequently we choose d c to derive the binary network. In fact we find that for networks derived at thresholds within a small range near d c , the topology statistics assume qualitatively similar results. Finally it should be noted that the length of the time series, or, the size of the network, will influence d c . We use a relatively large threshold d c = 0.3 in Fig.  4 to preserve the clustering of the cycles in the relatively sparse phase space consisting of only 60 cycles, in contrast to d c = 0.08 for 500 cycles shown in For networks from noisy periodic data, as can be seen in Fig. 7 , the weight follows a Gaussian distribution and the degree increase rate reaches the maximum at the mid-point of the weight distribution. This is obvious since the distance of any one cycle to the rest follows the same Gaussian distribution. We find that the nodes projected into a plane resemble a 2-D Gaussian distribution (see Fig. 6 ), which reflects the fact that the cycles are uncorrelated to one another. In fact, the decision of suitable threshold for the noisy periodic data may not appear as important as that for chaotic Rössler data. We have shown in [4] that binary networks derived at different thresholds are essentially random networks with different p (the probability that arbitrary two nodes are linked), which assumes a monotonic relationship with the threshold. In other words, the networks derived at different thresholds show no signs of clustering and take on similar random network characteristics. We use a smaller threshold 0.305 in Fig. 6 that brings on a low density network for ease of demonstration.
Degree-Degree Correlation
In our previous work [4] , we showed that the degree distribution for chaotic systems demonstrate multiple peaks and that these reflect the various UPOs embedded in the chaotic attractor. For the noisy periodic data, the degree dis- tribution is Gaussian. We now consider the joint degree distribution P (k 1 , k 2 ), which is a natural extension of the 1-D degree distribution. It gives the probability that a randomly selected edge has degrees of adjacent nodes equal to k 1 and k 2 . P (k 1 , k 2 ) contains more information about the connectivity between nodes and is expected to capture the degree correlation, or alternatively, assortativity, among the nodes.
Many networks show assortative mixing on their degrees, i.e., a preference for high degree vertices to attach to other high-degree vertices, while others show dis-assortative mixing, i.e., high-degree vertices attach to low-degree ones [10] . Interestingly, we find that the network from the Rössler system also demonstrates assortativity, due to the distinct distribution of cycles around the skeleton of UPOs specific to the chaotic nature of the system. For an appropriately chosen threshold, the clustering of the cycles is generally preserved, resulting in a complex network with multiple clusters. Note that these clusters are on a low dimensional manifold and are not overlapping, and most nodes connected to each other within the same cluster have a roughly similar number of connected neighbors or degrees (except for a few on the margin of the cluster). The common degree shared by the nodes from one cluster may differ from that of another because of the different stability of the center node (cycle). This has led to the fact that nodes with similar degrees are interconnected to each other, i.e., assortativity property, because they belong to the same cluster. Figure 8 depicts the overall assortativity trend, in which we find the grids near the main diagonal line have typically large values, indicating a high level of assortativity. The diffusion near the main diagonal corresponds to the cycles that lie on the edge of the clusters. The assortativity coefficient for this case is 0.7204.
Another way of capturing the degree correlation is to examine the average degree of neighbors of a node with degree k [11] , which is defined as:
, where P (k ′ |k) denotes the conditional probability that an edge of degree k connects a node with degree k ′ . If this function is increasing, then the network is assortative, since it shows that nodes of high degree connect, on average, to nodes of high degree. Alternatively, if the function is decreasing, the network is dis-assortative. As can be seen in Fig. 9 , k nn increases with k for chaotic Rössler system, and we find this holds true for thresholds within a large range near d c . For the network from the noisy periodic time series, it is interesting to note that the assortativity feature changes with the threshold, see Fig. 10 . That is, no assortativity is observed at small thresholds, with the assortativity coefficient being zero. However, dis-assortativity arises as the threshold increases.
Betweenness Centrality
From the above analysis, we can see that the clustering property of the Rössler data can be well characterized by the degree correlation of the nodes (or by assortativity), and for networks from the noisy periodic signal, no assortativity is found at different thresholds. Assortativity provides the information about the interactions of all node pairs. Sometimes we may also want to know how important, or how central a single node is in a network. A concept that fulfills this requirement is betweenness, or betweenness centrality, which was first proposed in social network studies [12] . Take the actor network for example, the betweenness of an actor is an indicator of who are the most influential people in the network, the ones who control the flow of information between most others. The vertices with highest betweenness also result in the largest increase in typical distance between others when they are removed. The betweenness centrality of a vertex v is defined as [12] :
where σ st denotes the number of shortest paths from node s to node t, and σ st (v) denotes the number of shortest paths from s to t that passes through v. A high centrality score thus indicates that a vertex can reach others on relatively short paths, or that a vertex lies on a considerable fraction of shortest For the network from chaotic time series, we find that the nodes that lie in the "sparse area" in phase space (e.g., nodes 39, 40, 54, and 55, see Fig. 3 ) have high betweenness centrality. Such nodes act as joints that connect adjacent clusters, and therefore play an central role in information transmission and have high C B . The low C B cycles are those lying on the marginal area of the manifold, like nodes 1, 7, 31, 41, 42, 46, 56. We find that the overall betweenness from the chaotic Rössler data follows a power law distribution, in contrast to the exponential distribution for the noisy periodic data, see Fig. 11 . The distinct distributions show that the cycles are structured with different mechanisms in phase space. The P DF of a power law type usually decreases much more slowly than an exponential one, which indicates that for the chaotic time series, the number of nodes with high betweenness much exceeds that from the periodic signal. This is essentially a reflection of the clustering property associated with the UPOs embedded in the chaotic attractor. The high betweenness nodes, as have been pointed out, correspond to cycles in between adjacent clusters that act as bridges. Since a chaotic attractor contains infinitely many UPOs, there will be numerous clusters in the corresponding network, such intermediate cycles will also be large in number.
The clustering property can also be quantified in terms of the number of motifs of different order. A motif [13, 14] M is a pattern of interconnections occurring either in a undirected or in a directed graph G at a number that is significantly higher than in the randomized counterparts of the graph, i.e., in graphs with the same number of nodes, links and degree distribution as the original one, but where the links are distributed at random. As a pattern of interconnections, M is usually a connected graph with n-nodes, which is a subgraph of G. For example, triangles are among the simplest nontrivial motifs. For the network from chaotic time series which displays many clusters, the motifs (e.g, fully connected subgraphs of order n) will appear more frequently than in the random graph from the noisy periodic signal, where there are no obvious patterns. As is shown in Fig. 12 , the number of fully connected subgraph-4s in the network from the chaotic system significantly exceeds that from the noisy periodic data, especially at low network density, where the former is almost four to six times larger than the latter. 
Phase space distance versus Shorest Path
Finally, we have developed a network-based framework to test if the underlying system is consistent with a low dimensional deterministic one. The elongated shape of the node distribution, obviously in Fig. 3 , indicates that the cycles from the chaotic Rössler system lie on a low dimensional manifold that is smooth, so that the projection of the cycles onto the 2-D plane leads to a curve with certain thickness. This is due to the smoothness and continuity of the vector field of the underlying deterministic system. In comparison, the nodes from the network for the noisy periodic signal show totally random structure resembling the high dimensional case. Therefore the nodes will entangle with each other when projected to a plane, causing the edges to intersect. The basic idea of the method to distinguish these two types of networks is to check the relation between of the shortest path and the real phase space distance of all pairs of cycles. For low-dimensional deterministic systems (e.g., chaotic Rössler system), two cycles far away in phase space will also have a longer shortest path in the corresponding network space, i.e., it takes a longer path to connect cycles from one end to the other on the manifold, see Fig. 13 (a) , where the shortest path grows almost linearly with the phase space distance. Here the phase space distance is computed for every two cycles which have the shortest path i. Both the mean value and standard deviation of the distance between two cycles with shortest path i are shown in this figure.
For noisy periodic data, the shortest path assumes similar values for most pairs of cycles because of the interwoven nature of the nodes when projected from the originally high to the current lower dimensions, see Fig. 13(b) . The Here we do not use d c for the noisy periodic data because we want to derive a binary network with comparable density to that from the Rössler system, so that the shortest path from the two networks can be compared.
exception at shortest path equal one arises from the trivial correlation among cycles associated with the mutual sinusoidal waveform. In addition, the intrinsic high dimensional layout of the cycles in the noisy periodic data has rendered the average path length quite small (about 2.41). For the network from a Rössler system of comparable density (about 3%) the average path length is much larger (18.01).
WEIGHTED NETWORK ANALYSIS
Up to now we have focused only on the binary network derived with an appropriate threshold from the original weighted network. In this section, we treat the network as a fully connected one with the weight between two nodes being the phase space distance between corresponding cycles. In particular, we consider the subgraph intensity and coherence of the weighted network.
Onnela et al. have recently proposed a systematic way to extend motifs to a weighted graph G W = (N, L, W ) [15] . A motif M is defined as a set of the topological equivalent subgraphs of G W . The intensity I(g) and the coherence Q(g) of a given subgraph g = (N g , L g , W g ) with n nodes and l links are defined as:
respectively, where W = (i,j)∈lg w ij , and l g is the links in subgraph g with |l g | being the number of links. We note that Q for noisy periodic data is distributed in a very narrow range close to unity (see Fig. 14 (a) ), this is because the weights do not differ much (which is obvious since the weight follows a Gaussian distribution and 95% of the samples are within the range of [µ − 2σ, µ + 2σ]), and that the weighted network is internally very coherent. Moreover, the subgraph coherence is found to follow an exponential distribution. In comparison, the weighted network from the Rössler system is rather non-coherent, with Q distributed within [0.2, 1], see Fig. 14 (b) . This reflects the non-coherence of the cycles distributed in the chaotic attractor, which are typically grouped into clusters.
APPLICATION TO ECG DATA
In order to show the effectiveness of the network-based statistics, in this section we apply them to the human electrocardiogram (ECG), which is one of the most prominent clinical tools to monitor the activity of the heart. The ECGs here are recorded from a healthy volunteer and an arrythmia patient, and the time series are typically pseudoperiodic, due to the continuous generation of action potentials and the fixed pattern according to which the electrical activity spreads out over the cardiac muscle. The two ECG time series we choose seem to be morphologically similar, but are noisy and nonstationary, see Fig. 15 and Fig. 16 . Figure 17 gives the network representation for the two ECGs. As can be seen, the two networks take on significantly different structures. The network from the healthy subject assumes a elongated shape, in which the nodes distribute on a low dimensional manifold, forming clusters over different regions. In comparison, the network from the patient seems to be a random network. Though the distribution of the betweenness are similar (both power-law distribution, see Fig. 18 ), the network betweenness centrality does show some difference (0.124 for the healthy and 0.049 for the patient). Moreover, the two networks also display different extent of assortativity. This is clearly illustrated in Fig.  19 , where the network from the healthy subject demonstrates obvious assortativity, with the corresponding assortativity coefficient being 0.674, much larger than that of the arrythmia patient (0.208).
Now we compare our method to the traditional phase space embedding based techniques, in particular, the correlation dimension, which is widely used to characterize the geometry of the attractor in phase space. We find that the correlation dimensions are 1.903 and 1.845 for the ECGs of the arrythmia patient and the healthy subject after appropriate phase space embedding, which do not seem to demonstrate significant difference. Though phase space embedding has been proved to be applicable for ECG signal [16] [17] [18] [19] , traditional methods based on phase space reconstruction are always seriously hampered by noise corruption. The ECG data shown in Fig. 15 are typically very noisy, and the corresponding attractors in phase space seem to be dominated by the noise component that smears the fine structure of the ECG data (see Fig. 16 ). From this comparison we can see that the network representation of the ECG on the cycle scale helps to reveal the essential difference between the data structures of the healthy subject and the patient, which tends to be masked by the noise and is invisible to conventional methods that calculate on the point scale. Application of the proposed network transformation to larger and different datasets, however, is needed to test its performance more objectively. 
DISCUSSION
The pseudoperiodic signals are naturally simplified by treating each cycle, rather than each sampling point, as the basic unit. Another technique that has similar effect is the Poincare section method. The Poincare section is the intersection of a flow data in the state space with a certain lower dimensional subspace, or hyperplane, which is transversal to the flow of the system. The highly sampled data representing the continuous time of a dynamical system are reduced to a new vector series, which each vector representing the corresponding cycle in the pseudoperiodic time series. Usually, the placement of the Poincare surface is of high relevance for the usefulness of the result. Our construction of the complex network relies on the segmentation of the pseudoperiodic time series, and this is equivalent to choosing the location of the Poincare section. Both methods depend on an appropriate segmentation of the time series, if one defines a Poincare surface as the zero crossings of the temporal derivative of the signal, then this is synonymous with collecting all maxima or all minima, which is the procedure we have used to divide the time series into cycles. Nevertheless, these two methods reflect different sources of information from the underlying system and possess different level of robustness. The discrete points on Poincare section only specify the dynamics of the map at that section and the information regarding the trajectories that connect the Poincare section points are inevitably lost, and such dynamics are liable to change with the section and are vulnerable to noise. Comparatively, we utilize all the points associated with a cycle and characterize the correlation among the cycles. Thus not only the full information of the trajectory is kept, but the method becomes more robust to noise. Although our method also depends on the segmentation scheme, the correlation structures of the networks derived from different segmentations are essentially very similar. Fig. 19 . Average degree of neighbors of k-nodes (nodes with degree k) for complex network from (a) Healthy subject. The ascending trend spaning over almost the entire range indicates that nodes with high degree tend to connect to those with high degrees, i.e, strong assortativity. (b) Arrythmia patient. The uprising trend is only obvious for k < 30, and the network shows week assortativity.
The connection of our method to the Poincare section reminds one of the symbolic dynamics analysis, by which the Rössler system can also be analyzed. It embeds as a one hump map that gives rise to a full-shift on two symbols. Though it would be interesting to associate our framework with the traditional symbolic dynamics, this is not the focus of this paper. Indeed we note that a large variety of real-world signals are too noisy and nonstationary to be effectively explored and characterized via the traditional methods as have been previously described. The motivation of this paper therefore is to reliably characterize the correlation structure among the cycles first, before attempting to understand the mathematical origin of the dynamics.
In summary, we have explored an extensive set of topological statistics for the networks constructed from two pseudoperiodic time series with distinct dynamics, i.e., the deterministic chaotic Rössler time series and the stochastic noisy periodic data. The essential features of these two kinds of time series are that the cycles from the former lie on a low dimensional manifold, with their correlation manifested in the strong local clustering, while the cycles from the latter are randomly correlated and cannot be effectively represented in a low dimensional space. We find that the joint degree distribution appears to fundamentally characterize the clustering property of the cycles induced by the UPOs intrinsic to the chaotic attractor. The extent of assortativity, as a single-value quantification of joint degree distribution, appears to be efficient in distinguishing different sorts of networks derived from various time series. In addition, the betweenness centrality and the motif also achieve different extent of success in discriminating different dynamical regimes in the pseudoperiodic time series. We demonstrate that the topological statistics discussed in this paper combine to provide an all-around characterization on how cycles are structured in phase space, and furthermore a comprehensive quantification of the dynamics of the pseudoperiodic time series. Application to the human electrocardiograms shows that this alternative approach is effective in differentiating healthy subject from the arrythmia patient.
