Abstract-Distributed detection of information flows spanning many nodes in a wireless sensor network is considered. In such a system, eavesdroppers are deployed near several nodes in the network. As data may be encrypted or padded, the eavesdroppers can only measure packet timestamps. Each eavesdropper, given a sequence of timestamps, must compress the information for transmission to a fusion center. Given the compressed data, the fusion center must decide whether the monitored nodes are part of an information flow. Information flows may be embedded with chaff noise, and packets may be perturbed by a random but bounded delay. A specific quantizer and algorithmic detection scheme are proposed. Performance is characterized by the maximum fraction of chaff that may be inserted in an information flow while still achieving vanishing error probabilities. A lower bound on the performance of the optimal system is derived. An upper bound on the performance of a system using the proposed quantizer is also found.
I. INTRODUCTION
Consider the wireless ad hoc network illustrated in Fig. 1 . Eavesdroppers have been deployed at nodes A, B, C, and D to measure the traffic at each node. Under the assumption that each packet is reencrypted and padded at each node, each eavesdropper is only able to measure the packet transmission times at its node. With no other information, it is impossible for any single eavesdropper to determine whether an information flow exists. Therefore, each eavesdropper must compress its timestamp data and send it over a channel to a fusion center. Given the compressed realizations from each eavesdropper, the fusion center must analyze the correlation between timestamps to determine whether an information flow exists or whether the traffic is independent. Making the problem more difficult, chaff noise, or packets that are not relayed and are thus not part of the information flow, may be inserted into the data stream. In addition, at each node, a packet may be delayed by a random amount of time before being relayed, so long as the delay is bounded by a constant.
To formulate the problem, we define a sequence of point S 1 :
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Measurements: Fig. 1 . In a wireless network, eavesdroppers are deployed to collect transmission activities (denoted S i , i = 1, . . . , N ) of N nodes. These processes are compressed and transmitted to a fusion center, which determines whether there is a flow from node A through nodes B, C, and D. 
where N is the number of nodes being measured, and S i (j) is the jth packet measured at the ith node. We use the following definition of an information flow.
Definition 1.1: A sequence of processes (F
is an information flow with delay constraint ∆ if and only if for every realization f i , i = 1, . . . , N , there exist bijections
We say that a sequence (S 1 , . . . , S N ) contains an information flow if each process can be decomposed into an information- carrying process F i and a chaff process W i such that
satisfies the definition of an information flow.
We seek a distributed scheme of a form illustrated in Fig.  2 to test the following two hypotheses:
This is a partially non-parametric hypothesis test. Note that H 0 and H 1 are not complementary. This hypothesis test, though, can be used as part of an overall scheme that starts by looking for 2-node flows, then tests whether the 2-node flows are simply parts of 3-node flows, and so forth. Framing the problem as we have above greatly simplifies it. We also assume that sources are Poisson processes.
In this scheme, each eavesdropper has a quantization function h (t) i (·) that maps the realization s i over the time period [0, t) to a set of size ||h (t) i || and transmits the results to the fusion center. The fusion center now has a sequence of random processes (Q
i (s i ), i = 1, . . . , N . Each eavesdropper must obey a rate constraint R when transmitting data to the fusion center, so that 3 lim sup
A. Related Work
The problem discussed here is an example of timing analysis, which is a form of traffic analysis [1] . The related problem of stepping-stone attack detection was first considered by Staniford and Heberlein [2] . Their detection scheme involved using the actual traffic content, as did the scheme developed by Wang et al. [3] . These schemes were unable to deal with encrypted traffic, so Zhang and Paxson [4] considered using timing information instead of content. Donoho et al. allowed for timing perturbations and showed that detection could be achieved if a delay constraint were assumed [5] . He and Tong showed that a similar result could be achieved if a memory constraint were assumed [6] . Later, they showed that timingbased detectors can be designed that achieve vanishing error probabilities even when there is chaff noise proportional to 2 We define the superposition operator to operate on the realizations of two point processes such that
if and only if c 1 ≤ c 2 ≤ . . . and A ∪ B = C. 3 In this paper, all logarithms are base e.
the number of packets transmitted [7] . Later, they showed that an information flow with a very large number of hops is nearly impossible to hide in any amount of chaff [8] . They first considered the problem of distributed detection of 2-hop information flows in [9] . Here, we extend that problem to an arbitrary number of nodes in a flow.
B. Summary of Results and Organization
We consider the distributed detection of multi-hop (N ≥ 2) information flows by timing analysis. We define the slot quantization scheme, which transmits the number of packets in successive time slots, and characterize its information rate. We define a performance measure based on the maximum fraction of chaff noise under which a detector achieves vanishing error probabilities. We introduce QBDR, an algorithm that, given slot-quantized realizations from each node, finds the minimum ossible ratio of chaff packets to total packets in the flow. We define a detector that applies QBDR to the quantized realizations and compares the estimated minimum chaff-totraffic ratio to a threshold. We characterize the detector's performance as a function of the rate constraint and the number of hops. Finally, we find upper and lower bounds for the performance of any detection scheme using slot quantizers.
The rest of the paper is organized as follows. Section II defines a performance measure. Section III defines the slotted quantization scheme. Section IV introduces a chaff assignment algorithm that will be used to quantify the amount of chaff in a set of measurements. Section V defines a detection scheme that uses the algorithm, and shows analytical bounds on the performance of detection schemes using slotted quantizers. Section VI and the results of numerical simulations of the detector. Section VII concludes the paper with remarks.
II. PERFORMANCE MEASURES
Any detector must be able to find information flows embedded in some amount of chaff. We can say that a detector is "better" if it can tolerate more chaff noise. First, we must quantify the chaff noise in a process using the concept of the chaff-to-traffic-ratio (CTR) defined in [8] and [9] . Definition 2.1: Given a realization of an information flow
In words, CTR(t) is the fraction of total traffic packets in [0, t] that are chaff. CTR is the asymptotic fraction of chaff packets. We can use this definition and the notion of Chernoff consistency to characterize the performance of a detector. This measure is stated in the following definition: Definition 2.2: A detector δ t is called r-consistent (r ∈ [0, 1]) if the false alarm probability P F (δ t ) and the miss probability P M (δ t ) satisfy 1) lim
contains an information flow and CTR ≤ r a.s.}
The consistency of a detector δ t is the supremum of r such that δ t is r-consistent. The consistency of a distributed detection scheme will depend on, among other factors, the rate constraint the scheme obeys and the number of monitored nodes. If there exists a scheme that achieves the per-node capacity constraint R and has consistency r, we say that the pair (R, r) is achievable. If we find the supremum of achievable consistencies for each per-node rate constraint, we have a function that partitions the consistency-rate space into achievable and unachievable regions. This is called the consistency-rate function, as defined below:
Definition 2.3: Given a per-node capacity constraint R, the consistency-rate function is defined as
The ultimate goal of this work is to find the consistency-rate function and design quantizers and detectors to achieve it. For now, though, we use some simplifying assumptions. In general, the quantizer functions may be randomized, which is why the rate is computed as
To simplify the analysis, though, we will consider only deterministic quantizers. Under this assumption, the rate is computed as
III. A QUANTIZER
To further simplify the analysis, we focus our attention on a particular quantization scheme. If we find the consistency achievable by a detector using this scheme, we will have a lower bound on the actual rate-consistency function. The particular scheme we will use is the slotted counter scheme used in [9] as part of a distributed detection scheme for twohop information flows and originally used in [10] to compress Poisson processes. Under this scheme, a slot length T is chosen, and the quantizer's output is a sequence representing the number of packets in each slot.
Definition 3.1: Given a point process S, a slotted counter with slot length T is defined as γ(S) ≡ (Z 1 , Z 2 , . . .), where
If the source is a Poisson process of rate λ, then {Z n } is an i.i.d. sequence of Poisson random variables with mean λT . This sequence can be transmitted at rate
where H p (·) is the entropy of a Poisson random variable with a given mean.
IV. A CHAFF ASSIGNMENT ALGORITHM The detection schemes in [8] and [9] used algorithms that estimated the CTR of a sequence of processes, then compared the estimated CTR to a threshold to choose a hypothesis. One of these algorithms is Bounded Greedy Match, defined in [11] , which can be used when there are two monitored nodes. He and Tong generalized it to an arbitrary number of nodes, as the MBDR algorithm. In [9] , a point process is constructed from slot-quantized realizations, and BGM is applied to these processes. These schemes have been shown to find the minimum possible CTR of a given sequence of processes.
We could apply the scheme from [9] to construct point processes from the output of the slot quantizers, then apply MBDR to find the minimum possible CTR. Instead, we develop a faster algorithm that applies directly to the slotquantized realizations. We call this new algorithm Quantized Bounded Delay Relay (QBDR.) The algorithm is presented in Table I and is demonstrated on a particular realization in Table  II. QBDR begins by initializing slot pointers to point to the first slot in each process. At each step, we find the most possible flows along the current pointer path and subtract this value from each slot in the path (lines 9-12). Next, we update the pointers to find the next possible slot. First, we increment every pointer to a slot with zero packets (lines 14-16) until none meet the criterion, since no flow can pass through a slot with zero packets. Next, we increment every pointer that is before its predecessor, as these pointers violate the causality constraint (lines 18-20). Finally, we increment every pointer that is not within the delay bound of its successor, as these pointers violate the delay constraint (lines 22-24). We continue until one of the pointers is incremented past the end of the realizations. At this point no more flows can be found. Any remaining packets must be chaff.
Like MBDR and BGM, it can be shown that QBDR finds the minimum possible CTR for a given realization, as stated in the following proposition. The algorithm has worst case complexity O(N 2 n).
V. A DETECTOR The output of algorithm QBDR is CTR(t).
We use this value as a statistic for our detector:
Ideally, we should ignore packets that are early or late enough to be part of information flows with packets before time 0 or time t, but in the asymptotic case we consider, this is negligible. It can be shown that as t → ∞, the estimated CTR returned by QBDR converges to a constant, as stated in the following proposition.
x k ← 1 // Initialize bin pointers 6: end for 7: 8: while each x i < n do // Iteratively eliminate flows 9:
m ← min k q k (x k ) 10:
for k = 1 : N do 11:
end for 13: 14:
while ∃k such that q k (x k ) = 0 do 15:
increment all x k such that q k (x k ) = 0 16: end while 17: 18:
while ∃k such that
increment all x k such that x k < x k−1 20: end while 21: 22:
end while 25: end while 26: C ← k=1:N i=1:n q k (i) // Count remaining packets 27: CTR ← C P This fact allows us to find the consistency of the detector given in Equation 5 . Suppose that under H 0 , QBDR converges to a constant c a.s. Now, choose any τ n less than c. This detector will achieve vanishing false alarm probability. In addition, the miss detection rate will vanish for any flow with CTR less than τ n . Therefore, the consistency of the detector will be c.
This also gives us a procedure for finding a lower bound on the rate consistency function that we will call α * (R).
1) Invert Equation 4 to find T (R).
2) Generate epochs of N independent Poisson processes with parameter λ over a period of time t, where t is long so the estimated CTR is near the convergent value. 3) For each R, pass each process through a slot quantizer with slot length T (R). 4) Use QBDR with delay bound ∆ to find the minimum possible CTR to generate the observations. 5) α * (R) = CTR
In [8] , a lower bound on the asymptotic CTR estimated by the MBDR algorithm under H 0 was found. We can leverage this lower bound to find one for the asymptotic CTR estimated by the QBDR algorithm: 
where
If λ∆ ′ < 1, then the CTR of QBDR goes to one exponentially as N increases. As T → 0, ∆ ′ → ∆, giving us the same lower bound as in the unquantized case, which is to be expected.
Suppose we have a way to embed chaff in an information flow in such a way that the marginal distributions of the unquantized processes and the joint distribution of the quantizer outputs are the same as under independent traffic. There could then be no detector that distinguish between H 0 and H 1 . The CTR of the information flow generated in this scheme is then an upper bound on the consistency achievable by any detector using the quantizer.
For the slot quantizer, we have the following scheme: 1) Generate sequences X k (j), k = 1, . . . , N ; j = 1, . . . of i.i.d. Poisson random variables with mean λT . 2) In each slot j, find X min (j) = min k=1,...,N X k (j).
3) Generate the point process F 1 by choosing X min (j) epochs uniformly over [(j − 1)T, jT ) for all j, and let
. . , N and j. 5) Generate the final point processes From this we can compute the CTR and state that under slot quantization,
VI. SIMULATIONS Experimental traces were generated in MATLAB, and α * (R) was computed using the procedure defined above. For each R, the value of T (R) was computed, traces of length t = 10 4 × T (R) were generated. Results appeared consistent across multiple trial simulations, giving us confidence that the convergent values were being reached.
Consistency-rate lower bounds were found by taking a fixed number of hops and sweeping over many values of R. The results are shown in Figure 3 .
The relationship between number of nodes and consistency was found by fixing the rate and sweeping over many values of N . The results are shown in Figure 4 .
Meanwhile, the upper bounds were computed by generating many length N sequences of Poisson random variables and finding the empirical average of the minimum values.
These plots yield several observations. For very low rates, the consistency does not grow much with the number of hops. In some cases where the condition for the lower bound is not met, the consistency still approaches one as N → ∞, but in other such cases it appears to approach a smaller asymptote. The performance of our detection scheme deteriorates as the packet arrival rate increases, because the increase in λ causes an increase in information entropy and a higher density of packets leads to more false matches between packets in successive nodes. As λ increases, the achievable region shrinks. Figure 5 shows that except at large rates our detector may be unable to achieve vanishing error probabilities even if there is a distinction between the measurable distributions under H 0 and H 1 . 
VII. CONCLUSIONS
In this paper, we developed a practical scheme for distributed detection of information flows. A new algorithm was developed to find the minimum fraction of chaff noise in a set of slot-quantized realizations. This algorithm gives similar results to a previous algorithm, but is more efficient and applies directly to the quantized realizations without reconstructing point processes. Under certain circumstances, the asymptotic performance of this scheme is almost perfect (detecting information flows dominated by chaff) when the number of monitored nodes is large. gram, Cooperative Agreement DAAD19-01-2-0011 and the National Science Foundation under Contract CCF-0635070. The U.S. Government is authorized to reproduce and distribute reprints for Government purposes notwithstanding any copyright notation thereon.
