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Quantum theory of spin waves for Helical ground states in Hollandite lattice.
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We perform spin wave analysis of classical ground states of a model Hamiltonian proposed ear-
lier(Phys. Rev. B 90, 104420(2014)) for α − MnO2 compounds. It is known that the phase
diagram of the Hollandite lattice (lattice of α−MnO2 compounds) consists of four different Helical
phases(FH, A2H, C2H, CH phase) in the space of model parameters J1, J2, J3. The spin wave
dispersion shows presence of gapless mode which interpolates between quadratic to linear depending
on phases and values of Ji’s. In most cases, the 2nd lowest mode shows the existence of a roton
minima mainly from X to M and M to Z path. Few higher modes also show roton minima. Each
helical phase has its characteristic traits which can be used to determine the phases itself. The
analytical expressions of eigenmodes at high symmetry points are obtained which can be utilized to
extract the values of Ji’s. Density of states, specific heat and susceptibilities at low temperature has
been studied within spin wave approximation. The specific heat shows departure from T 1.5(3) de-
pendence found in three dimensional unfrustrated ferromagnetic(anti-ferromagnetic) system which
seems to be the signature of incommensurate helical phase. The parallel susceptibility is maximum
for FH phase and minimum for CH phase at low temperature. The perpendicular susceptibility is
found to be independent of temperature at very low temperature. Our study can be used to com-
pare experimental results on magnon spectrum, elastic neutron scattering, and finite temperature
properties mentioned above for clean α−MnO2 system.
PACS numbers: 74.50.+r, 03.75.Lm, 75.30.Ds
I. INTRODUCTION
Magnetic systems having geometrical frustration
remains one of the key area of condensed matter
research owing to their ability to produce diverse
magnetic phases1–7 and other quantum many body
effects like spin liquids8–11,fractionalized excitations
etc12–14. These magnetic systems appear to posses spin
magnetic moment with s = 1/2 to as large as s = 2 in
steps of 1/2. The smaller the value of ‘s’, the system
behaves more quantum mechanically signifying that
classical model is inadequate to describe such system.
On the other hand, for large ‘s’, the classical model
is often sufficient to describe the system. Though in
many cases finding the classical ground states is as
difficult as finding its quantum counter part. Among
various naturally existing materials that posses inherent
magnetism, various Mn-based compounds are well
known for long time15–18. Among various Mn-based
compounds, various Manganese-Oxides are known for
their complex magnetic behaviour. They are also known
for their diverse properties for example multiferroics and
numerous applications in technology and agriculture.
The lattice structures of these various MnO2 are differ-
ent and some times the origin of frustration is due to
the competing interactions along different bonds. In this
respect, the material α −MnO2 which has elementary
magnetic moment s = 3/2, is note-worthy owing to
their similarity with triangular lattice. This particular
lattice structure is known as Hollandite lattice and
this lattice can be constructed out of 3 dimensional
triangular lattice by selectively removing bonds keeping
the 3 dimensional character intact19–21. One of the main
feature of these materials is that the two dimensional
triangular lattices are folded in three dimension in a way
that a channel like structure is formed and the diameter
of these chanells are big anough to accommodate large
cations. This properties leads to many application22–25
as electrode materials in batteries, catalyst in oxygen
reduction reactions etc.
The earilier studies on these particular MnO2 was
mainly confined to experiments which showed that these
materials posses different magnetic phases depending
on temperature as well as impurity concentration. For
example, the experimental investigation in Ref. 26 on
K1.5MnO8O16 resulted in three different phase transi-
tions. First one (at temperature near 175K-2015K) is a
charge ordering transition of Mn4+ & Mn3+ coupled
with the ordering of impurities (K+ in this case) in
the channels. The second one (near temperature 52K)
is para-magnetic to ferromagnetic transition which
persists upto some lower temperature near 20K where
third transition occurs by disappearance of the ferro-
magnetic order. The works27,28 on α − KxMn8O16
shows divergences in both zero field cooled and field
cooled susceptibilities and noticeable hysteresis for
0.10 6 x 6 0.15. However for 0.15 6 x 6 0.17
the sample behaves anti-ferromagnetically with Neel
temperature around 25K. These works also show the
presence of spin glass phases27,28.
Recently, theoretical model has been prescribed29,30 in
order to understand the magnetism in α − MnO2 sys-
tem. In Ref. 29 an Ising model has been proposed
2on Hollandite lattice which included three different cou-
pling constants Ji, i = 1, 2, 3 due to their geometri-
cal/orientational differences. This simple model was suc-
cessful to produced some key feature of the Hollandite
lattice for example i) the results of frustration and clas-
sically degenerate ground state manifold and ii) the exis-
tence of four different collinear magnetic phases (namely
A2H, CH, FH, C2H) depending on the sign and mag-
nitude of coupling constants. This simple model also
predicts the existence of a spin-glass phase in the pres-
ence of impurity defect in agreement with earlier exper-
iments. In Ref. 30, the Ising model were replaced by
a 3 dimensional Heisenberg model as the materials does
not show any particular preferential directions of sponta-
neous magnetization. This Heisenberg model on Hollan-
dite lattice improved some of the results of Ising model
for example it established the presence of four different
helical ground states in the model parameter space. It
may be mentioned that earlier study suggests that he-
lical ground state may be the possible ground state for
some materials26. The calculated ratio of parallel and
perpendicular susceptibility at zero temperature agrees
well with experiments. Given the important advance-
ment made in the above to previous theoretical studies
on possible magnetic phases in certain α−MnO2 mate-
rials, we look for low energy spin wave excitations and
its consequences at low but finite temperature specific
heat and susceptibilities. Spin wave spectrum or excita-
tion is an important physical process which can easily be
experimentally determined in elastic neutron scattering
experiments. Given the rich classical phase diagram of
Hollandite lattice, we think our studies will be impor-
tant in further determining the true magnetic nature of
the α−MnO2 materials. Our plan of presentation is the
following. In section II, we describe the classical ground
states found in the relevant parameter space as found in
the earlier study and define the H-P transformation31 for
evaluating spin-wave spectrum. In section VIII, we dis-
cuss the magnon-spectrum in detail for each phases.The
density of states for magnon and finite temperature spe-
cific heat are described in section IV and section V re-
spectively. The finite temperature susceptibility study is
done in section VI and we end up the article with discus-
sion in section VII.
II. PRELIMINARIES: HOLLANDITE LATTICE
AND CLASSICAL GROUND STATES AND
SPIN-WAVE HAMILTONIAN
In Fig1, we schematically showed lattice structure of
hollandite lattice. In actual material, each lattice site
needs to be replaced by Mn-atoms having a tetrahedral
structure with O-atoms. Fig. 1-a shows the projection
of the lattice in x − z plane and Fig. 1-b shows a
three dimensional view where three different colors have
been used to describe three different kind of bonds
utilized in the Heisenberg model on Hollandite lattice.
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FIG. 1: Magnetic lattice structure of Hollandite lattice:
(a) projection in x− z plane, (b) Three dimensional
view of one octagonal channel surrounded by four
square channel. Three different couplings, J1, J2, J3 are
shown using green, magenta and green lines respectively.
A given unit cell consists of 8-sites as indicated in Fig.
1. This unit cell is repeated in x − z planes and as
well as in y-direction. Each lattice site is connected by
two J1-type bonds in y-direction and we can call this
J1-chains. Two neighboring J1 chains are connected by
either J2-bonds or J3 bonds. Thus the Hollandite lattice
can be visualized as J1 − J2 ladders interconnected by
J3 bonds or J1 − J3 ladders interconnected by J2 bonds.
For easy description, we generically call the J1 chains
containing odd-sub-lattice (even-sub-lattice) as αi (βi)
chains with i = 1, 2, 3, 4. Thus we are having four α-
chains & four β-chains along y-direction. The relation of
the subscripts ’i’ of the α/β chains to that of sub-lattice
index k is the following. For α chain i = (2k − 1) and
for β chain i = 2k. In an unit cell all the α-sub-lattices
are in same plane and all the β-sub-lattices are in other
plane shifted by constant displacement in ‘y’ direction.
The triangular ladder structure along the channel is
the origin of geometrical frustration and non-trivial
ordered phases in this system. The classical Heisenberg
model on Hollandite lattice yields various ground states
depending on the signs and strength of Ji’s. In the
classical model J1 has always taken antiferromagnetic as
the ferromagnetic choice renders the magnetic ground
3pi−φ
CH C2H
A2H FH
φ
FIG. 2: Ground state configuration of unit cell for
|J2| = |J3| = J1, φ ≈ 140
o in (a)CH, (b)C2H, (c)A2H &
(d)FH Phase.
states as trivial as no frustration builds up in the
system. For various values and magnitudes of J2 and J3,
the magnetic ground states can be collinear or helical.
There are four type of collinear or helical structures
and they are called C-type (when J2 and J3 are both
AFM), C2-type (when J2 is FM and J3 are AFM), FM
structure (when J2 and J3 are both FM) and A2-type
AFM (when J2 is AFM and J3 FM). Various different
kind of AFM phases differ from each other by mutual
relative orientation among α (or β) chains as described
below and shown in Fig. 2. To describe it we denote the
ground state spin configuration of α1 and β1 chains by
Sα1 = S and Sβ1 = T . Then various magnetic ground
states can be explained as follows.
• C-type Here the spin configuration of all α chains
are parallel to each other, i.e, Sα1 = Sα2 = Sα3 =
Sα4 = S. Similarly for β-chains Sβ1 = Sβ2 = Sβ3 =
Sβ4 = T . The angle between spins in β and α
chains are φ, φ = 0, π for collinear phase.
• A2-type Here alternative α-chains are anti-
parallely aligned implying Sα1 = Sα3 = S =
−Sα2 = −Sα4 . Similar arrangments repeat for β
chains.
• C2H-type This one repeats the structures of A2-
type with the difference that while α chains repeats
the orientations of A2-type, the β chains are ro-
tated by π in x − z plane relative to A2-type β
chains.
• FH-type This one repeats the structures of C-type
with the difference that while α chains repeats the
orientations of C-type, the β chains are rotated by
π in x− z plane relative to C-type β chains.
The above description signifies that one can write down
the spin configuration of a given α chain (say for α1) and
a given β chain (say β1) to describe the ground state spin-
configuration according to the definition given above. In
below we write down the ground state configuration of
this α − β chains as follows, For Hollandite lattice this
constitutes a J1 − J3 ladder as shown in Fig. 3. In CH
phase, the ground state configuration can be written as
~Sm,α = s (xˆ cos 2mφ+ zˆ sin 2mφ)
~Sm,β = s (xˆ cos (2m+ 1)φ+ zˆ sin (2m+ 1)φ) (1)
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FIG. 3: The ground state configuration of an arbitrary
J1 − J2,3 Ladder. The red arrows are the spin
orientations of this ladder for J2,3 = 3J1(φ ≈ 140
o)
Here the index ‘m’ indicates the atomic sites and φ
is the screw angle. Now we are in a position to per-
form Holstein-Primakoff transformations31 for the clas-
sical ground states described above. To perform the H-
P transformation for such non-colinear magnetic ground
state it is useful to have a relation between the local (de-
noted by (x′, y′, z′)) and global or laboratory co-ordinate
system (denoted by (x, y, z)) where the quantization di-
rection of a given spin defines the x′-axis (which coincides
with local spin alignment) of local co-ordinate system.
The local and global co-ordinate system is connected via
a rotation in x− z plane as described below.
[
Sxm,i
Szm,i
]
=
[
cosψi − sinψi
sinψi cosψi
] [
Sx
′
m,i
Sz
′
m,i
]
(2)
Where, i = α, β. ψα = 2mφ and ψβ = (2m+ 1)φ.
The spin component Sα
′
is defined as usual,
Sx
′
m,(α/β) = s− a
†
m,(α/β)am,(α/β)
Sy
′
m,(α/β) =
√
s
2
(
a†m,(α/β) + am,(α/β)
)
Sz
′
m,(α/β) = i
√
s
2
(
a†m,(α/β) − am,(α/β)
)
(3)
Where a†m,(α/β) & am,(α/β) represents creation & anni-
hilation operator for magnon at mth site in α & β chain
4respectively. The Heisenberg model on the Hollandite
lattice can be written as
H =
3∑
k=1
∑
<i,j>
Jk
ij ~Si. ~Sj (4)
Our Hamiltonian has two part, first it contains the inter-
actions between nearest neighbor α and β chains within
a unit cell (intra-cell interaction) and secondly there are
inter-cell interaction due to J1−J3 ladders which connect
a unit cell with neighboring unit cells. After substituting
the ground state ansatz for different phases as described
before and implementing Eq. 1, Eq. 2 and Eq. 3, we ob-
tain the final Hamiltonian in momentum space as given
below,
H =
∑
k(kx,ky,kz)
χ†kMkχk + (constant terms) (5)
where the basis,
χk = [χ1,k, χ2,k]
T
χ1k = [ak,α1 ..ak,α4ak,β1 ..ak,β4 ] (6)
χ2k = [a
†
−k,α1 ..a
†
−k,α4a
†
−k,β1 ..a
†
−k,β4 ] (7)
and the coefficient matrix Mk is a (16× 16) matrix. The
detailed expressions of Mk for different phases have been
given in the appendix. Below we describe the magnon
spectrum obtained from the above Hamiltonian.
III. SPIN-WAVE SPECTRUM
The spectrum of the Hamiltonian in Eq. 5 is found
in the usual way 35,36. The spectrum is quite rich and
bear different characteristic signatures for different he-
lical phases. In Fig. 4, we plot the dispersion along
high symmetry points, Γ(0, 0, 0), X(π, 0, 0), M(π, π, 0),
Z(0, 0, π), R(π, 0, π) & A(π, π, π). In all the phases we
see the presence of accoustic and as well as optical modes.
However, one needs to be cautious to use the phrase ‘ac-
coustic mode’ as though it is gapless and starts at the
center of Briollouin zone (0,0,0), due to the helical angle
φ which is not zero, the dispersion is not linear always.
Such acoustic branches has been termes as quasi-acoustic
branches in recent studies37). Also the appearance of ro-
ton minima in the 2nd lowest band in the magnon dis-
persion is one of the remarkable feature of the model. As
the different phases has unique characteristic feature we
prefer to describe the dispersion for different phases sep-
arately which will facilitate to get a comparative picture
of all the phases.
A. FH-phase
We begin our discussion with FH-phase which seems to
be a good starting point to compare all other phases. In
this phase there is a gapless quadratic mode at Γ points
which extends upto X point. The other prominent fea-
ture of this phase is the existence of 8 non-degenerate
bands (for the path Γ to X point) which are symmetri-
cal in regard to the touching points of fourth and fifth
bands. This unique feature is not repeated in other
phases. From X to M , the bands become doubly degen-
erate and all bands converge at M points. In between M
to Z, the bands become non-degenerate but again con-
verge at four almost equidistant eigenvalues. Form Z to
R, they are mostly four doubly degenerate bands which
monotonously converge at a given eigenvalue at A point.
B. A2H-phase
Now we turn to A2H phase. We remind that A2H
phase differs from FH phase such that the alternative
α chains are now alternatively antiferromagnetically ar-
ranged. Same happens for β chains. This AFM align-
ment reflects in the fact that the gapless mode at Γ points
become more linear as clear from the 2nd right panel of
the Fig. 4. This feature continues for CH and C2H phase
as well where there are some antiferromagnetic arrange-
ments between different α (or β) chains. The other no-
table feature is that at X , Z and R points the 8 eigenval-
ues meet at three separate points only. The band width
i.e the energy different from the highest to lowest also
decreases compared to FH phase.
C. C2H-phase
The main characteristic feature of C2H phase is that
the band width further decreases compared to A2H
phase. However while in A2H phase there are three dis-
tinct eigenvalues at Z and R point, in C2H phase there
are two low energy eigenvalue and two high energy eigen-
value separated by a large gap appears. The acoustic
mode at M point represented by red plot also becomes
4 fold degenerate while in A2H phase and FH phase it is
two fold degenerate.
D. CH-phase
In CH-phase the band width is the minimum among
all the four phases. However a unique characteristics is
that the bands are symmetric for the path X → M
and R → A. Also the eigenvalues are closely spaced
than all other phases. In the appendix we have given the
Hamiltonian for different phases which can be used to
get the spectrum for different phases. From the material
point of view this is very useful in the sense that one
can use those formulas and play with various values of Ji
to match the experimental magnon spectrum. Further
in Appendix B, we have given the exact expression for
energy at specific symmetry point mainly at Γ, X and
5R point which can be used to compare with experimental
data obtained from elastic neutron scattering.
Also note that the excitation energies are 8-fold degen-
erate at M(π, π, 0) point. At this point the Hamiltonian
contains only those terms which are related to individ-
ual chains and other inter chain coupling terms are not
present, i.e., spin deviations are distributed along ‘y’ di-
rection only and no modes are available along x & z di-
rection at this point. The ground state configurations
are identical for all individuals chains. It may be the
reason behind the same excitation energies for fluctua-
tions around ky = 2φ in all modes and all phases at
this point. Excitation energy at this point is given by
ǫµ(k = (0, π, 0)) = S
√
(EGS + 1)(EGS + cos2φ) (Where
EGS is the ground state energy per site as obtained in
the previous study using classical Heisenberg model30)
and we have checked that this is same whenever ky = π
irrespective of kx & kz (i.e. ǫµ(kx, π, kz) = ǫµ(0, π, 0) ) as
we can see at A(π, π, π) points in the dispersion curves
of Fig. 4 and Fig. 5.
Before we close the discussion we would like to mention
that appearance of roton minima in the magnon disper-
sion is ubiquitous for this Hollandite lattice. They mainly
appear along the path of X to M , M to Z and R to A
points. The datials nature of the roton minima and the
band branches for which it appears depends on different
phases. However given the analytical expressions of the
Hamiltonian, it can easily be located for a given phase
by varying the model parameters.
IV. DENSITY OF MAGNON MODES
Now we briefly describe the profile of the density of
states of different phases. The density of states is de-
fined as the tr(ImG(E)) where the Green function G(E)
is obtained from Gαiαj (k, σ) in the following way,
Gαiαj (k, σ) = −
〈
Tσak,αi(σ)a
†
k,αj (0)
〉
α∈{α,β}
(8)
Gαiαj (k, iωn) =
∫ β
0
eiωnσGαiαj (k, σ)dσ (9)
where the Matsubara Bosonic frequency, ωn =
2πn
β . the
density of states is obtained as,
D(E) = −
1
Nπ
i=1,4∑
k
Im (Gαiαi(k,E) + Gβiβi(k,E)) (10)
Fig. 6 represents the plots for density of magnon modes
in arbitrary unit for few parameter values. The plots
shows that for low energy the density of states is van-
ishingly small due to the presence of low energy gapless
mode which is constraint to have one dimensional char-
acter. The first peaks near E = 1 is due to appearance
of first gaped mode as evident from Fig. 4. The biggest
peaks in density of states appears near E = 2.25 which
points to the excitations of M point energy. A decrease
of gap can be observed when we apply magnetic field for
a particular choice of point in the phase diagram, see
Fig. 6(d). We also notice that for FH phase we have fi-
nite density of states at comparatively high energy and it
gradually decreases for A2H, C2H and CH phases. The
density of states profile in conjunction with the disper-
sion spectrum described in earlier section will be useful
for determination of a particular phase.
V. LOW TEMPERATURE SPECIFIC HEAT
The total energy(E(T )) at a given temperature T can
be written as E =
∑
k,j ǫk,j〈nk,j(T )〉. where 〈nk,j(T )〉 is
the B-E distribution function and ǫk,j is the eneragy for
a given mode j and wave vector k. This allowas us to
write the expression of specific heat as given below,
C(T ) =
1
kBT 2
∑
k(kx,ky,kz),j
ǫk,j
2eβǫk,j
(eβǫk,j − 1)2
(11)
=
1
T 2
∫ ∞
−∞
D(E)dE
E2eE/T
(eE/T − 1)2
(12)
In the second line of the above equation, we have con-
verted the momentum summation to the integral over
energy which is scalled by J1 i.e, T ⇒
kBT
J1
. The above
relation for specific heat due to excitations of bososnic
quasi-particles can not be applied directly for the present
case of magnon excitation where there is a constraint
over magnon excitation number which is 2S for spin S.
Therefore we obtained specific heat from Eq. 11 us-
ing semi-classical approximation where we have assumed
that at very low temperature, thermal excitations are
much lower due to presence of effective gap. Fig. 7, Fig. 8
and Fig. 9 represent the low temperature dependence of
specific heat due to magnon contribution. The noticeable
characteristic of these curves is that they exhibit anoma-
lous peaks known as Schottky anomaly33,34. We expect
this peaks for a system having gap and it appears when
thermal energy reaches the gap. Fig. 7 shows that the
Schottky peak shifts towards higher temterature which
is due the increase of gap with the increase of coupling
strengths. The Fig. 7(b) also contains the specific heat
plots for four similar points ((|J2/J1|, |J3/J1|) = (1, 1))
in the phase diagram30 which shows that for a given set
of model parameters, the peaks appear at same tempera-
ture though the peak height gradually decreases from FH
→ A2H → C2H → CH phase. Though at higher tem-
perature the crossover of specific heat happens among
various phases due to the detail changes of profile of den-
sity of states. It may be noticed that the peak height
is decreasing in phases other than CH phase due to re-
duction in peak height in density of state curves which
points to the fact that in CH phase the energy bands are
closely spaced than other phases as evident from Fig. 4.
It is also instructive to compare the temperature de-
pendence of heat capacity at very low temperature for
hollandite system with other known magnetic system.
For example, at very low temperature an unfrustrated
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FIG. 5: Spectrum for (a) |J2| = J1, |J3| = 0, (b) |J3| = J1, |J2| = 0 in CH & C2H-Phase, (c) |J3| = J1, |J2| = 0 in FH
& A2H-Phase; where Γ(0, 0, 0), X(π, 0, 0), M(π, π, 0), Z(0, 0, π), R(π, 0, π), A(π, π, π) are the symmetry points.
collinear ferromagnet and antiferromagnet, the magnon
contribution to specific heat depends on temperature as
T 3/2 & T 3 respectively38. Fig. 8 shows the low tempera-
ture dependence of specific heat in CH phase for different
(J2/J1, J3/J1) in phase diagram. The magnon contribu-
tion to specific heat depends approximately on tempera-
ture as T 3.8 and the temperature exponents decreases (in-
creases) when we decrease (increase) coupling strengths.
Fig. 9, shows very low temperature dependence of spe-
cific heat in other phases. The temperature exponent is
decreasing as we go from CH → C2H → A2H → FH ,
i.e, specific heat is increasing. This is because at very
low temperature lowest energy mode gives most of the
contributions. This lowest energy modes are more avail-
able when we go from CH → C2H → A2H → FH
[see dispersion curves and density of state curves dis-
cussed in previous sections]. In the next we analyze our
results for low temperature susceptibilities for magnetic
field applied parallel and perpendicular to the plane of
polarization.
VI. SUSCEPTIBILITIES STUDIES
In this section we will study the effect of external mag-
netic field on the helical ground states. First we consider
the case where the magnetic field is applied in the plane
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of polarization of the ground state spin configuration and
in second case the magnetic field is applied perpendicular
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FIG. 8: Different exponent dependence of Magnon
contribution to heat capacity on temperature for
different coupling strengths, (J2/J1, J3/J1) in C-H
Phase at extremely low temperature.
H 1 . 0 , 1 . 0 L
H 1.03 T 3.8 + 0.00009 L
0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
0.000
0.005
0.010
0.015
0.020
0.025
0.030
H - 1 . 0 , 1 . 0 L
H 0.85 T 3.3 + 0.0001 L
0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
0.000
0.005
0.010
0.015
0.020
0.025
0.030
0.035
H 1 . 0 , -1 . 0 L
H 0.22 T 1.9 - 0.0007 L
0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
0.000
0.005
0.010
0.015
0.020
0.025
0.030
0.035
H - 1 . 0 , - 1 . 0 L
H 0.14 T 1.6 + 0.0002 L
0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
0.000
0.005
0.010
0.015
0.020
0.025
0.030
0.035C
T
FIG. 9: Different exponent dependence of Magnon
contribution to heat capacity on temperature for
different Phases at extremely low temperature where
|J2| = |J3| = J1.
to the plane of polarization. For our case, the plane of po-
larization of ground state spin configuration is x−z plane
and without loss of generality we can take the magnetic
field to be along x-axis. Below we provide the details of
susceptibilities for parallel magnetic field.
A. Magnetic field parallel to the plane of spin
polarization
The Hamiltonian in the presence of magnetic field ap-
plied along x-axis is given below,
Hh‖ = H −
∑
Si,xh. (13)
In the above H represents the Hamiltonian given in Eq. 4
and magnetic field is assumed to be ~h = h~ex. The de-
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FIG. 10: Magnetic Susceptibility for |J2| = |J3| = J1
and h = 0.2J1 in all Phases.
tailed steps of arriving at the expression of susceptibili-
ties is given in Appendix-C. Here we give the outline. In
the first step, we apply the definition of spin operators
as given by Eq. 3 to the Hamiltonian in Eq. 13. After
the above substitution, 2nd term in Eq. 13 yields both
quadratic and linear terms. First the quadratic terms are
taken into account with H and diagonalized. Then the
linear terms are re-expressed in the diagonalized basis.
After a translation of the diagonalized basis by a con-
stant terms, the liner terms can be absorbed to obtain
the total energy. The diagonalized basis has the following
form (with a displacement in k as k → k−φ to maintain
the same positive and negative eigenvalues):


ak−φ,α
ak−φ,β
ak+φ,α
ak+φ,β
a†−(k−φ),α
a†−(k−φ),β
a†−(k+φ),α
a†−(k+φ),β


=


T11 T12 . . . T18
T21
.
.
.
.
.
T81 T82 . . . T88




bk,1
bk,2
bk,3
bk,4
b†−k,1
b†−k,2
b†−k,3
b†−k,4


.(14)
The induced magnetization, M‖ can be written as,
M‖ = 〈S
x〉 =M1+M2 where M1 contains the quadratic
terms andM2 contains the linear terms. After a straight-
forward evaluation we obtain the following expressions
for M1 and M2 as follows.
M1 = −
1
2
∑
k,j
< nk,j > Cj (15)
M2 =
√
s
2
∑
j=1,8
1
ǫφ,j
pjpj
⋆δk,φ (16)
here, Cj = t1,jt
⋆
j,3 + e
−iφt2,jt
⋆
j,4 + h.c. and t-elements
form the unitary transformation matrix that transforms
′a′-basis to diagonalized ′b′-basis & the bosonic distribu-
tion function, nk,j =
1
eβǫk,j−1
.
The Fig. 10 represents the magnetic susceptibility plots
for J1 = J2 = J3, indicating a low temperature magnetic
ordering which persists upto some temperature and fi-
nally vanishes after further increase in temperature. This
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FIG. 11: Magnetic Susceptibility for (a) different field
and (b) different coupling strengths, (J2/J1, J3/J1) in
CH phase.
results are also qualitatively supported by experimental
results26–28. The Fig. 11 shows the magnetic suscep-
tibility for different field (a) and for different coupling
strengths in CH phase (b). As expected we notice that
for FH phase the magnetic susceptibility is maximum and
gradually decreases as we go to A2H, C2H and CH phase.
B. Magnetic field perpendicular to plane of spin
polarization
Now we describe the effect of magnetic field having
direction perpendicular to the plane of polarization, in
our case this implies that the magnetic field is applied in
y-direction. The 2nd term in the Hamiltonian in Eq. 13
changes to (H⊥ = −h⊥
∑
m,j S
y
m,αj ). In Fourier space
this can be written as,
H⊥
′ = γ
∑
i,j
(
a†0,αj + a0,αj
)
;α, β ∈ αj (17)
Therefore total Hamiltonian in diagonalized basis can be
written as,
H⊥ =
∑
k,αj
ǫk,αjb
†
k,αjbk,αj
+ γ
∑
i,j
(
tj,i
⋆b†0,αj + ti,jb0,αj
)
(18)
Where, γ = −h⊥
√
s
2 . Here we have performed a
linear transformation( b0,αj → b0,αj + rjδk,0) to re-
cast the Hamiltonian into a quadratic forms in addi-
tion to a constant terms. For the proper choice of
rj
(
= −γ
∑
i tj,i
⋆/ǫ0,αj
)
, the Hamiltonian can be written
as,
H⊥ =
∑
k,αj
ǫk,αjb
†
k,αjbk,αj −
∑
i,j
γ2
ǫ0,αj
|tj,i|
2δk,0 (19)
Therefore the temperature dependence of magnetiza-
tion can be written as, M⊥ =< S
y >= 1Z tr
(
Sye−βH⊥
)
where, Z = tr
(
e−βH⊥
)
, is the partition function. The
straight forward algebra yields the following expression
for Magnetization and susceptibility:
M⊥ =
∑
i,j
h⊥s|tij |
2
ǫ0,j
, χ⊥ =
∑
i,j
s|tij |
2
ǫ0,j
(20)
9This expression shows that the perpendicular suscepti-
bility is independent of temperature at low temperature,
i.e, thermal energy do not effect the spin deviations along
perpendicular direction at low temperature.
VII. DISCUSSION
To summarize we have found many new and insightful
outcome of our spin wave analysis of clasical ground
states proposed in the earlier study30. The spin-wave
spectrum shows many unusual characteristics for ex-
ample the existence of gapless modes which can be
either linear or quadratic depending on phases. This
seems to be characteristics of Helical phases. The 2nd
lowest modes shows existence of roton minima for a
large region of parameter spaces. Few of the higher
modes also shows the roton minima. Each classical
phases has its own characteristics which can be useful
in determining a particular phases. The analytical
expressions of eigenvalues at high symmetry point can
be used to determine the Ji’s. The finite temperature
property for example specific heat and susceptibility
shows behavior similar to one dimensional system but
the exact dependency on temperature differ from usual
AFM/FM system. Our extensive study can be useful to
compare with future experimental results.
Acknowledgment: We sincerely thank Mohsen
Yarmohammadi for very useful discussion.
VIII. APPENDIX-A
The Magnon Hamiltonian has following form,
Mk = s
[
A(k) B(k)
B(k) A(k)
]
(21)
In the above we have droped the constant terms. The
A(k) and B(k) are 8×8 matrix whose expression is given
below For magnetic field applied parallel to the plane
of polarization, The full coefficient matrix (with k1 =
(kx, ky −φ, kz), and k2 = (kx, ky+φ, kz) is the following,
Mk,h‖ = s


A(k1) F B(k1) 0
F ∗ A(k2) 0 B(k2)
B(k1) 0 A(k1) F
0 B(k2) F
∗ A(k2)

 (22)
where the basis,
χk = [χ1,k1 , χ1,k2χ2,k1 , χ2,k2 ]
T
χ1ki = [aki,α1 ..aki,α4aki,β1 ..aki,β4 ] (23)
χ2ki = [a
†
−ki,α1 ..a
†
−ki,α4a
†
−ki,β1 ..a
†
−ki,β4 ] (24)
where, i=1,2. Before giving the expression of A,B ma-
trix, we write the independent element which is found in
A,B.
a(k) = J1
1
2
[(1 + cos 2φ) cos ky − 2 cos2φ] (25)
−(|J2|+ 2|J3|) cosφ,
b(k) =
1
2
J1(1− cos 2φ) cos ky, (26)
d2(k) =
1
2
J2(1 + cosφ) cos
ky
2
e
iky
2 , (27)
d3(k) =
1
2
J3(1 + cosφ) cos
ky
2
e
iky
2 , (28)
e2(k) =
1
2
J2(1− cosφ) cos
ky
2
e
iky
2 , (29)
e3(k) =
1
2
J3(1− cosφ) cos
ky
2
e
iky
2 , (30)
dm(k) =
1
2
J3(1 + cosφ) cos
ky
2
ei(
ky
2
−kx), (31)
dp(k) =
1
2
J3(1 + cosφ) cos
ky
2
ei(
ky
2
+kx), (32)
em(k) =
1
2
J3(1− cosφ) cos
ky
2
ei(
ky
2
−kx), (33)
ep(k) =
1
2
J3(1− cosφ) cos
ky
2
ei(
ky
2
+kx), (34)
fm(k) =
1
2
J3(1 + cosφ) cos
ky
2
ei(
ky
2
−kz), (35)
fp(k) =
1
2
J3(1 + cosφ) cos
ky
2
ei(
ky
2
+kz), (36)
gm(k) =
1
2
J3(1− cosφ) cos
ky
2
ei(
ky
2
−kz), (37)
gp(k) =
1
2
J3(1− cosφ) cos
ky
2
ei(
ky
2
+kz) (38)
h1 = h/2, h2 = he
iφ/2. (39)
A. For CH phase
A(k) =


a d2 0 dm 0 0 0 d3
d2
∗ a d3
∗ 0 0 0 gp
∗ 0
0 d3 a d2 0 gm 0 0
dm
∗ 0 d2
∗ a d3
∗ 0 0 0
0 0 0 d3 a d2 0 dp
0 0 gm
∗ 0 d2
∗ a d3
∗ 0
0 gp 0 0 0 d3 a d2
d3
∗ 0 0 0 dp
∗ 0 d2
∗ a


(40)
B(k) =


b e2 0 em 0 0 0 e3
e2
∗ b e3
∗ 0 0 0 fp
∗ 0
0 e3 b e2 0 fm 0 0
em
∗ 0 e2
∗ b e3
∗ 0 0 0
0 0 0 e3 b e2 0 ep
0 0 fm
∗ 0 e2
∗ b e3
∗ 0
0 fp 0 0 0 e3 b e2
e3
∗ 0 0 0 ep
∗ 0 e2
∗ b


(41)
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F =


h1 0 0 0 0 0 0 0
0 h2 0 0 0 0 0 0
0 0 h1 0 0 0 0 0
0 0 0 h2 0 0 0 0
0 0 0 0 h1 0 0 0
0 0 0 0 0 h2 0 0
0 0 0 0 0 0 h1 0
0 0 0 0 0 0 0 h2


(42)
B. For C2H phase
A(k) =


a d3 0 0 0 dm 0 e2
d3
∗ a e2
∗ 0 dp
∗ 0 0 0
0 e2 a d3 0 0 0 gm
0 0 d3
∗ a e2
∗ 0 gp
∗ 0
0 dp 0 e2 a d3 0 0
dm
∗ 0 0 0 d3
∗ a e2
∗ 0
0 0 0 gp 0 e2 a d3
e2
∗ 0 gm
∗ 0 0 0 d3
∗ a


(43)
B(k) =


b e3 0 0 0 em 0 d2
e3
∗ b d2
∗ 0 ep
∗ 0 0 0
0 d2 b e3 0 0 0 fm
0 0 e3
∗ b d2
∗ 0 fp
∗ 0
0 ep 0 d2 b e3 0 0
em
∗ 0 0 0 e3
∗ b d2
∗ 0
0 0 0 fp 0 d2 b e3
d2
∗ 0 fm
∗ 0 0 0 e3
∗ b


(44)
F =


h1 0 0 0 0 0 0 0
0 h2 0 0 0 0 0 0
0 0 −h1 0 0 0 0 0
0 0 0 −h2 0 0 0 0
0 0 0 0 h1 0 0 0
0 0 0 0 0 h2 0 0
0 0 0 0 0 0 −h1 0
0 0 0 0 0 0 0 −h2


(45)
C. A2H phase
A(k) =


a e3 0 0 0 em 0 d2
e3
∗ a d2
∗ 0 ep
∗ 0 0 0
0 d2 a e3 0 0 0 fm
0 0 e3
∗ a d2
∗ 0 fp
∗ 0
0 ep 0 d2 a e3 0 0
em
∗ 0 0 0 e3
∗ a d2
∗ 0
0 0 0 fp 0 d2 a e3
d2
∗ 0 fm
∗ 0 0 0 e3
∗ a


(46)
B(k) =


b d3 0 0 0 dm 0 e2
d3
∗ b e2
∗ 0 dp
∗ 0 0 0
0 e2 b d3 0 0 0 gm
0 0 d3
∗ b e2
∗ 0 gp
∗ 0
0 dp 0 e2 b d3 0 0
dm
∗ 0 0 0 d3
∗ b e2
∗ 0
0 0 0 gp 0 e2 b d3
e2
∗ 0 gm
∗ 0 0 0 d3
∗ b


(47)
F =


h1 0 0 0 0 0 0 0
0 −h2 0 0 0 0 0 0
0 0 −h1 0 0 0 0 0
0 0 0 h2 0 0 0 0
0 0 0 0 h1 0 0 0
0 0 0 0 0 −h2 0 0
0 0 0 0 0 0 −h1 0
0 0 0 0 0 0 0 h2


(48)
D. FH phase
A(k) =


a e3 0 0 0 em 0 e2
e3
∗ a e2
∗ 0 ep
∗ 0 0 0
0 e2 a e3 0 0 0 fm
0 0 e3
∗ a e2
∗ 0 fp
∗ 0
0 ep 0 e2 a e3 0 0
em
∗ 0 0 0 e3
∗ a e2
∗ 0
0 0 0 fp 0 e2 a e3
e2
∗ 0 fm
∗ 0 0 0 e3
∗ a


(49)
B(k) =


b d3 0 0 0 dm 0 d2
d3
∗ b d2
∗ 0 dp
∗ 0 0 0
0 d2 b d3 0 0 0 gm
0 0 d3
∗ b d2
∗ 0 gp
∗ 0
0 dp 0 d2 b d3 0 0
dm
∗ 0 0 0 d3
∗ b d2
∗ 0
0 0 0 gp 0 d2 b d3
d2
∗ 0 gm
∗ 0 0 0 d3
∗ b


(50)
F =


h1 0 0 0 0 0 0 0
0 −h2 0 0 0 0 0 0
0 0 h1 0 0 0 0 0
0 0 0 −h2 0 0 0 0
0 0 0 0 h1 0 0 0
0 0 0 0 0 −h2 0 0
0 0 0 0 0 0 h1 0
0 0 0 0 0 0 0 −h2


(51)
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IX. APPENDIX-B, SYMMETRY POINT EIGENVALUES
1. CH phase
• Γ-point energies:
0,
√
(a± J2d)2 − (b± J2e)2,√
(a± (J2 − 2J3)d)2 − (b± (J2 − 2J3)e)2,√
(a− (J2 + 2J3)d)2 − (b− (J2 + 2J3)e)2
• X-point energies:√
a2 − b2 + (d2 − e2)(J2
2 + 2J3
2)− 2J3(ad− be)± 2
√
(J3(d2 − e2)− (ad− be))2(J2
2 + J3
2),√
a2 − b2 + (d2 − e2)(J2
2 + 2J3
2)− 2J3(ad− be)± 2
√
(J3(d2 − e2) + (ad− be))2(J2
2 + J3
2)
• R-point energies:
√
(a± J2d)2 − (b± J2e)2,
√
a2 − b2 + (d2 − e2)(J2
2 + 4J3
2)± 2
√
(ad− be)2(J2
2 + 4J3
2)
2. C2H phase
• Γ-point energies:
0,
√
(a± J2e)2 − (b± J2d)2,
√
(a− J2e)2 − (b − J2d)2 − 4J3(ad− be− J3(d2 − e2)),√
(a± J2e)2 − (b ± J2d)2 ∓ 4J3(ad− be∓ J3(d2 − e2))
• X-point energies:√√√√ a
2 − b2 − (d2 − e2)(J2
2 − 2J3
2)− 2J3(ad− be)±
2
√
(d2 − e2)(2J3
2(be− ad) + (d2 − e2)J3
2(−J2
2 + J3
2)) + J23 (ad− be)
2 + J22 (ae− bd)
2
,
√√√√ a
2 − b2 − (d2 − e2)(J2
2 − 2J3
2) + 2J3(ad− be)±
2
√
(d2 − e2)(2J3
2(ad− be) + (d2 − e2)J3
2(−J2
2 + J3
2)) + J23 (ad− be)
2 + J22 (ae− bd)
2
• R-point energies:√
(a± J2e)2 − (b ± J2d)2,√
a2 − b2 + (d2 − e2)(−J2
2 + 4J3
2)± 2
√
(ae− bd)2J2
2 + 4J3
2(ad− be)2 − 4J2
2J3
2(d2 − e2)
3. A2H phase
• Γ-point energies:
0,
√
(a± J2d)2 − (b± J2e)2,
√
(a− J2d)2 − (b− J2e)2 − 4J3(ae− bd+ J3(d2 − e2)),√
(a± J2d)2 − (b± J2e)2 ∓ 4J3(ae− bd∓ J3(d2 − e2))
• X-point energies:√√√√ a
2 − b2 + (d2 − e2)(J2
2 − 2J3
2)− 2J3(ae− bd)±
2
√
(d2 − e2)(2J3
3(ae − bd) + (d2 − e2)J3
2(−J2
2 + J3
2)) + J22 (ad− be)
2 + J23 (ae− bd)
2
,
√√√√ a
2 − b2 − (d2 − e2)(J2
2 − 2J3
2) + 2J3(ae− bd)±
2
√
(d2 − e2)(2J3
3(bd− ae) + (d2 − e2)J3
2(−J2
2 + J3
2)) + J22 (ad− be)
2 + J23 (ae− bd)
2
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• R-point energies:√
(a± J2e)2 − (b ± J2d)2,√
a2 − b2 + (d2 − e2)(J2
2 − 4J3
2)± 2
√
(ad− be)2J2
2 + 4J3
2(ae − bd)2 − 4J2
2J3
2(d2 − e2)
4. FH phase
• Γ-point energies:
0,
√
(a± J2e)2 − (b± J2d)2,√
(a± (J2 − 2J3)e)2 − (b± (J2 − 2J3)d)2,
√
(a− (J2 + 2J3)e)2 − (b− (J2 + 2J3)d)2
• X-point energies:√
a2 − b2 − (d2 − e2)(J2
2 + 2J3
2)− 2J3(ae− bd)± 2
√
(J3(d2 − e2) + (ae− bd))2(J2
2 + J3
2),√
a2 − b2 − (d2 − e2)(J2
2 + 2J3
2) + 2J3(ae− bd)± 2
√
(J3(d2 − e2)− (ae− bd))2(J2
2 + J3
2)
• R-point energies:
√
(a± J2d)2 − (b± J2e)2,
√
a2 − b2 + (d2 − e2)(J2
2 + 4J3
2)± 2
√
(ad− be)2(J2
2 + 4J3
2)
In each phase Z-point has same energies as X-point has. In each case M-point has energy√
(J1 + EGS)(J1 cos 2φ+ EGS). where a =
J1
2 (1− cos 2φ)− (|J2|+2|J3|) cosφ, b =
1
2J1(1− cos 2φ), d =
1
2 (1 + cosφ),
e = 12 (1 − cosφ), and
EGS = J1 cos 2φ+ (|J2|+ |J3|) cosφ
X. APPENDIX-C, DERIVATION OF
SUSCEPTIBILITIES
For a single ladder and with field direction lying on the
plan of polarization (say, x-direction):
For α-chain the perturbing Hamiltonian is-
H ′α = −
∑
m
hSxα
= −h
∑
m
(
cos (2mφ)Sx
′
α − sin(2mφ)S
z′
α
)
=
h
2
∑
k
(
a†k,αjak+2φ,α + a
†
k+2φ,αak,α
)
−
h
2
√
s
2
(
a†2φ,α − a
†
−2φ,α + a2φ,α − a−2φ,α
)
(52)
Similarly for β-chain this Hamiltonian can be de-
rived by replacing 2mφ by (2m + 1)φ, i.e., H ′β =
(H ′α)2mφ→(2m+1)φ.
Therefore,
H ′β = −
∑
m
hSxβ
= −h
∑
m
(
cos (2m+ 1)φSx
′
β − sin (2m+ 1)φS
z′
β
)
=
h
2
∑
k
(
eiφa†k,βak+2φ,β + e
−iφa†k+2φ,βak,β
)
−
h
2
√
s
2
(
e−iφa†2φ,β − e
iφa†−2φ,β
)
−
h
2
√
s
2
(
eiφa2φ,β − e
−iφa−2φ,β
)
(53)
The quadratic terms in the perturbing Hamiltonian can
be absorbed in the free Hamiltonian and that can be
diagonalized using a transformation of the basis[Eq. 13]
(with a displacement in k as k → k − φ to maintain the
same positive and negative eigenvalues). With the new
basis we can write the remaining perturbing terms as:
H ′/
(
h
2
√
s
2
)
= a†2φ,α − a
†
−2φ,α + a2φ,α − a−2φ,α
+ e−iφa†2φ,β − e
iφa†−2φ,β + e
iφa2φ,β − e
−iφa−2φ,β
=

∑
j=1,4
b†φ,j +
∑
j=5,8
b−φ,j

 qj (54)
13
Where, qj = (−t
⋆
j,3 + t7,j − e
iφt⋆j,4 + e
iφt8,j +
h.c.)k=φ. Now the Hull Hamiltonian in diagonalized
basis can be written as: H = H0 + H
′. Where,
H0 =
∑
k,j ǫk,jb
†
k,jbk,j . Now to remove the linear
terms let us make the following transformation: bk,j →
bk,j + pj . Now a very straight forward calculation shows
that the linear terms will be completely removed for
pj = −
h
2
√
s
2qjδk,φ/ǫφ,j. Thus the energy correction for
the linear terms can be written as:
E′ = −
∑
j
1
ǫφ,j
pjpj
⋆δk,0 (55)
Now let us calculate the magnetization:
M‖ = 〈S
x〉 =M1 +M2 where,
M1 = − <
1
2
∑
k(a
†
k−φ,αjak+φ,α + e
iφa†k−φ,βak+φ,β
+ h.c.) >= − 12
∑
k,j < b
†
k,jbk,j > Cj . Therefore,
⇒M1 = −
1
2
∑
k,j
< nk,j > Cj (56)
Where, Cj = t1,jt
⋆
j,3+e
−iφt2,jt
⋆
j,4+h.c. and t-elements
form the unitary transformation matrix that transforms
′a′ − basis to diagonalized ′b′− basis & the bosonic dis-
tribution function,
nk,j =
1
eβǫk,j − 1
(57)
And,
M2 =
1
2
√
s
2 < (a
†
2φ,α − a
†
−2φ,α + e
−iφa†2φ,β −
eiφa†−2φ,β + h.c.) > = − <
H′
h >. Therefore,
M2 =
√
s
2
∑
j=1,8
1
ǫφ,j
pjpj
⋆δk,φ (58)
All these calculations have been done for a single J1−
J2 (Fig 1) we extended this calculation for full Hollandite
case and found out the magnetic susceptibility curves.
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