This paper addresses the problem of estimating the population mean at the current occasion in two occasion successive sampling when non-response occurs on the current (second) occasions. Using the power transformation we have suggested classes of estimators of current population mean and their properties are studied. Optimum replacement strategies for the proposed estimators have been given and empirical studies are carried out to assess the performance of estimators. We have made suitable recommendation to the practitioners on the basis of the empirical study.
INTRODUCTION
It is fact that the use of auxiliary information in the study of sample survey gives an efficient estimate of population parameter like population mean or total, under some conditions. The estimation of the population mean is an important issue in sampling theory and several efforts have been made to improve the precision of the estimates. The most common method of data collection in survey research is sending the questionnaire through mail. The reason may be the minimum cost involved in this method. But this method has a major disadvantage that, a large rate of non-response may occur which may result in an unknown bias at any assumption because of the fact that the estimate based only on responding units is representative of the both responding and non-responding units. Personal interview is another method of data collection, which generally may result in a complete response, but the cost involved in personal interviews is much higher than the mail questionnaire method. We may conclude from the above discussion that the advantage of one method is the disadvantage of the other vice-versa. Hansen and Hurwitz (1946) combined the advantage of both procedures. They considered a problem to determine the number of mail questionnaires along with the number of personal interviews to take in following up non-response to the mail questionnaire in order to attain the required precision at minimum cost.
The method of collecting information on selected part of population is termed as sampling survey. There are various useful examples, where the survey often needs to be repeated many times. The main purpose of repeated survey is to allow one or more items to be monitored over time.
For the intention of survey design, the aim has often been simplified to two objectives: to produce the reliable estimates of the item on each occasion, and to generate practical estimates of change from occasion to occasion. Sampling on successive occasions with a partial replacement of sampling units was first considered by Jessen (1942) in the analysis of farm data. He pioneered using the whole information gathered in the previous occasions. The theory of successive sampling was further developed by Patterson (1950) , Rao and Graham (1964) , Singh et al. (1992) , Feng and Zou (1997) , Biradar and Singh (2001) , Vishwakarma (2007a, b, 2009 ), Singh and Pal (2015a, b, c, d ) and Singh and Pal (2016a, b, c) among others. Generally almost all surveys suffer from the problem of non-response. Lack of information, absence at the time of survey, and refusal of the respondents are main reason of the non-response. However, an extensive description of the different types of non-response and their effects on surveys could be found in Cochran (1977) . Hansen and Hurwitz (1946) considered the problem of nonresponse while estimating the population mean by taking a subsample from the nonrespondents group with the help of some extra efforts and an estimator was suggested by combining the information available from response and non-response groups. Recently Chaudhary et al. (2004) , Singh and Priyanka (2007) Singh and Kumar (2008 and used the Hansen and Hurwitz (1946) technique for the estimation of population mean on current occasion in two occasion successive sampling in the presence of non-response.
The aim of the present work is to study the effect of non-response, when it occurs on current occasion in two occasion successive (rotation) sampling.
THE TECHNIQUE
Let U = (U 1 , U 2 , … , U N ) be a finite population of N units, which has been sampled over two occasions. The character under study is denoted by x(y) on the first (second) occasion. It is assumed that information on an auxiliary variable z (with unknown population mean), which is positively correlated with the study variable, is readily available and almost stable over both the occasions. A simple random sample (without replacement) s n of n units is drawn on the first occasion. A random sub-sample s m of m=nλ units is retained (matched) for its use on the second occasion. We assume that there is non-response at the current occasion, so that the population can be divided into two classes, those who will respond at the first attempt and those who will not respond. Let the sizes of these two classes be N 1 and N 2 , respectively. At the current (second) occasion a simple random sample (without replacement) s u of u = (n -m) = nμ units is drawn afresh from the entire population so that the sample size on the current (second) occasion is also n. λ and μ 
Formulation of Estimator
To estimate the population mean Y on the current (second) occasion, two different sets of estimates are considered that use information on a stable auxiliary variable z. Single set of estimators ) , ( 2 1 u u u P P S  based on sample s u of size u drawn afresh on the second occasion and the second set of estimates S m = P m based on the sample s m of size m which is common to both the occasions. Since the nonresponse occurs in the sample s u , therefore, we have used the Hansen and Hurwitz (1946) where η is a scalar such that 0 ≤ η ≤ 1.
Combining the estimators of sets S u and S m , we have the following estimators of the population mean Y at the current (second) occasion.
where
) are unknown constants (scalars) to be determined such that MSE of P i 's (i=1,2) are least.
Properties of The Estimator
The bias and mean squared errors (MSEs) of the estimators P i (i=1,2) are obtained up to the first degree of approximation using the following adaptation:
Under the above adaptations estimators P iu (i=1,2) and P m approximately take the following forms 
PROOF: The bias of the estimator P i 's (i=1,2) are given by
Substituting the expressions of P 1u , P 2u and P m from (2.5), (2.6) and (2.7) in (2.8) taking expectations and retaining the terms up to the first order of sample sizes, we have the expressions for the bias of the estimators P i (i=1,2) as described in (2.9). THEOREM 2.2: Mean squared error (MSE) of the estimators P i (i=1,2) to the first degree of approximation are obtained as
Substituting the expressions of . Further since, x and y are the same study variable over two occasions and z is the auxiliary variable correlated to x and y, therefore, looking at the stability nature of the coefficient of variation (see, Reddy (1973 (see, Reddy ( ,1974 and Singh and Ruiz Espejo (2003) , the coefficients of variation of the variables x, y and z in the population are considered equal, that is,
THEOREM 2.3: Under the Remark 2.1 the bias of the estimator P i (i=1,2) to the first degree of approximation are obtained as
Proof is simple so omitted. THEOREM 2.4: Under the Remark 2.1 MSE of the estimators P i (i=1,2) to the first degree of approximation are obtained as
Proof is simple so omitted.
Minimum MSEs of The Estimators
Since, the MSEs of the estimators P i (i=1,2) in equation (2.13) are functions of unknown constants φ i (i=1,2); therefore, they are minimized with respect to φ i and sub sequentially the optimum values of φ i are obtained as
Further, substituting the values from (2.14) to (2.18) in (2.23), we get the simplified values of ) ( 
Optimum Replacement Policies (ORPs)
Since the MSEs of the estimators P i (i=1,2) given in equation ( 
From equations (2.37) and (2.39), it is obvious that real values of μ i (i=1,2)exists if, the quantities under square roots are greater than or equal to zero for any 
EFFICIENCY COMPRESSION

Compression with estimators under complete response:
The percent relative losses (PRLs) in efficiencies of the P i (i=1,2) are obtained with respect to the similar estimator and natural successive sampling estimator when the non-response not observed on any occasions. The estimator 1 T is defined under the similar circumstances as the estimator as the estimator i P but under complete response, where as 2 T is the natural successive sampling estimator and they are given as
T 1m is same as T m defined in Sub-section 2.1 and b yx is the simple regression coefficients between the variables shown in suffices. Proceeding in the similar line as discussed for the estimators P i (i=1,2), the optimum MSE of the estimators T j
:fraction of the fresh sample for the estimator; ) (
To compare the performance of the estimators P i (i=1,2) with the estimators T j (j=1,2), we introduce an assumption xz yz    , which is an intuitive assumption and also considered by Cochran (1977) and Feng and Zou (1997) .
The PRLs in precision of estimators P i (i=1,2) with respect to T j (j=1,2) under their respective optimality conditions are given as 100 ) (
For N = 5000, n = 500 and f 2 = 1.5 for different choices of 
Compression with Hansen and Hurwitz (1946) estimator under nonresponse:
The recent relative losses in precision of estimators P i (i=1,2) with respect to Hansen and Hurwitz (1946) 
The expression of the variance in (3.8) is written under the assumption The PRLs in precision of estimators P i (i=1,2) with respect to Hansen and Hurwitz (1946) 
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(ii) for fixed values of (W, f 2 , η = 0.25, ρ yz , ρ yx ), the values of It is shown from Table 3 (ii) for fixed values of (W, f 2 , η = 0.25, ρ yx , ρ yz ) the value of ) 0 ( 2  decrease while the value of L 2 increases with increasing value of ρ yx . Thus the higher the correlation between study variable over both occasions, the higher is the gain observed. 
CONCLUSIONS
It is observed from Table 3.1 to 3.6 that for all cases the percent relative loss in efficiency is observed when the non-response occurs at the current occasions. Tables 3.1 and 3.3 exhibit that the loss is observed due to the presence of non-response at the current occasion, but the formation of the estimators neutralizes the negative impact of non-response to the lager extent. It follows from Tables 3.2, 3.4, 3.5 and 3.6 that the proposed estimators ( P 1 , P 2 ) yields higher amount of gain in efficiency over Hansen and Hurwitz (1946) estimator * n y as compared to the natural successive sampling estimator T 2 which substantiate the suitable use of power transformation over auxiliary variable. We have further observed from Tables 3.1 to3.6 that the performance of the proposed estimator P 2 is better than the estimator P 1 . Thus our recommendation is in the favour of the suggested estimator P 2 for use in practice.
