We consider a sequence of independent random variables, X1; X2; X3; : : : ; taking values in {1; 2; : : : ; m}. We introduce a -algebra of "nonpivotal" events and prove the following 0-1 Law: P(A) = 0 or 1 if and only if A is nonpivotal. All tail events are nonpivotal. The proof is based on an "FKG equality" which provides exact error terms to the FKG inequality. We give some applications for independent random variables in a random environment in the sense that the probabilities of particular outcomes are random. c 2000 Elsevier Science B.V. All rights reserved
The FKG inequality has resulted in great advances in probabilty theory, especially in statistical mechanics, percolation theory, and reliability theory. With appropriate restrictions on the probability measure P, the FKG inequality says that the correlation between increasing events, A and B, is always nonnegative, i.e.,
P(AB) − P(A)P(B)¿0:
This inequality was ÿrst established by Harris (1960) in the case of a product measure P and subsequently generalized by Fortuin et al. (1971) , and many others. Considering the importance of the FKG inequality, it is natural to investigate the existence of a more detailed relationship between P(AB) and P(A)P(B) of the form P(AB) = P(A)P(B) + error terms;
where the error terms are nonnegative in the case of increasing events A and B, and arise in a natural way related to the structure of the underlying probability space in general. In this paper we carry out this project for the case of a product measure P associated with ÿnitely-valued random variables. We give an expansion formula for P(AB) − P(A)P(B) in terms of the probabilities of "pivotal events" determined by A and B. Precise deÿnitions are given below. Our expansion formula can be viewed as an "FKG equality".
The idea for pivotal events ÿrst appeared in Russo (1981) and it plays a prominent role in percolation theory. Our expansion connects this idea of "pivotal event" with the FKG inequality. Our second theorem provides an application of our FKG expansion formula to obtain a zero-one law for product measures. It says that an event A is "nonpivotal" if and only if P(A) = 0 or 1. We then apply this new zero-one law to get results for random variables in random environments. An application to Bayesian statistics of our ÿnal corollary is also discussed in the context of a simple model for human sex ratios.
Let S = {1; 2; : : : ; m} and = {1; 2; 3; : : :}. Let X 1 ; X 2 ; X 3 ; : : : be independent random variables with P(X i = ) = p i ( ) ¿ 0 so that m =1 p i ( ) = 1 for all i ∈ . Let = S . For x = (x 1 ; x 2 ; : : :) ∈ ; b ∈ and ∈ S, deÿne x b ∈ by
Let F denote the -algebra of subsets of generated by
We describe A b ( ; ÿ) as the event that b is ÿ pivotal for A. Note that A b ( ; ÿ) does not depend on x b , i.e., A b ( ; ÿ) ∈ (X i : i = b), the -algebra generated by all X i except for i = b. The indicator function for A b ( ; ÿ) satisÿes
where A c denotes the complement of A. The notion of "pivotal events" when m=2 has appeared in percolation theory, as for example in Russo (1981) and Yang and Zhang (1992) .
Consider a duplicate system. Let 2 = × and P 2 = P × P, where P is the probability measure on generated by the random variables {X i }. Deÿne a projection mapping k : × → for each k = 1; 2; 3; : : : by k (x; y) = (y 1 ; y 2 ; : : : y k−1 ; x k ; x k+1 ; : : :):
(y 1 ; y 2 ; : : : ; y k−1 ; x k ; x k+1 ; : : :) ∈ A}.
Proof. For any ¿ 0, there exists k and B k ∈ (X 1 ; : : :
The second term on the right-hand side of (2) equals zero if n¿k +1. The third term is bounded by P(A) 6 . The ÿrst term equals
(c) In particular,
Remark 1. If A or B is in the -algebra, -(X 1 ; X 2 ; : : : ; X n ) for some n, then the sums in parts (b) and (c) of Theorem 1 involve only ÿnitely many terms; the upper limit ∞ may be replaced by n.
Proof. Part (b) follows from Lemma 1 and part a by letting r → ∞. Part (c) follows from part (b) by choosing k = 1. To prove part (a), write 
and
The right-hand side of (3) equals 1 2
To evaluate (4), we consider the following four disjoint sets:
where i and j = ±1. Then (4) may be rewritten as 
where we have used the fact, for example, that 1 (A b ( ; ÿ)) ∩ b (B b ( ; ÿ)) does not depend on x b and y b . The same argument shows that
Summing on and ÿ yields P 2 (C −1−1 ) = P 2 (C 11 ). A similar argument shows that
Substituting these last expressions into (5) yields the desired result.
Remark 2. Statement (c) is what we refer to as an expansion of correlations. Note that if
A is an increasing event, then A b ( ; ÿ) = H when ÿ ¿ Therefore (c) immediately implies the following FKG inequality for ÿnitely-valued, independent random variables.
Corollary 1. Let A; B ∈ F. If A and B are increasing events; then P(AB)¿P(A)P(B).
Statement (c) of Theorem 1 also gives a characterization for A and B to be independent, viz., A and B ∈ F are independent if and only if
Deÿnition. An event A ∈ F is said to be nonpivotal if P(A b ( ; ÿ)) = 0 for all b ∈ and all ; ÿ ∈ S. Let U be the class of all nonpivotal events.
Lemma 2. U is a -algebra and the tail ÿeld T ⊂ U . 
Now suppose A; B ∈ U . Then
P-a.s., by (6). Therefore A; B ∈ U implies A∪B ∈ U . Since (A c ) b ( ; ÿ)=(A) b (ÿ; ), we have A c ∈ U if and only if A ∈ U . Therefore U is an algebra. It now su ces to show that U is a monotone class. Let A n ∈ U; A n ⊂ A n+1 . Then
P-a.e., where we have used the result that U is an algebra. By the Monotone Class Theorem, U is a -algebra. Let A ∈ T . Then A does not depend on x b for any b ∈ . Therefore A b ( ; ÿ) = I for all ; ÿ. Hence T ⊂ U .
Theorem 2. A ∈ U if and only if P(A) = 0 or 1.
By Theorem 1(c), with B = A; P(A) = P(A) 2 . Conversely, assume P(A) = 0 or 1. If P(A) = 1, then P(A c ) = 0, and if A c ∈ U , then A ∈ U by Lemma 2. It therefore su ces to consider only the case P(A) = 0. By deÿnition, A b ( ; ÿ) ∩ {x b = } ⊂ A. Therefore,
The last equality follows because A b ( ; ÿ) does not depend on
We next consider a sequence of independent random variables X 1 ; X 2 ; X 3 ; : : : , where {P(X i = )} = {p i ( )} is also a sequence of independent random variables. Let i be a probability measure on the portion Q of the hyperplane in R m determined by m = 1 p i ( ) = 1 with each p i ( ) ¿ 0. Deÿne I = Q and let (dp) = i ∈ (dp i ) where p i = (p i (1); : : : ; p i (m)). For each ÿxed p = (p i : i ∈ ) ∈ I, let P p be the product measure on for the independent random variables X 1 ; X 2 ; X 3 ; : : : satisfying {P p (X i = )} = p i ( ). Let˜ = × I and letP be the probability measure on˜ deÿned byP(d(x; p)) = (dp) P p (dx). Note that underP; {X i } is a sequence of independent random variables withP(X i = ) = p i ( ) d i , and Theorem 2 applies to any eventÃ ⊆˜ withÃ ∈ (X i ; i ∈ ).
Corollary 2. Let A ⊆ and A ∈ (X i ; i ∈ ). If for almost every p; P p (A) = 0 or 1; then either P p (A) = 0 for almost every p; or P p (A) = 1 for almost every p.
Proof. If for almost every p; P p (A) = 0 or 1, then for all b; P p (A b ( ; ÿ)) = 0, by Theorem 2. For any set B ∈ (X i ; i ∈ ), deÿneB = {(x; p): x ∈ B}. Let p = p 1 d 1 ; p 2 d 2 ; p 3 d 3 ; : : : :
From Theorem 2, it follows that P p (A) =P(Ã) = 0 or 1. IfP(Ã) = d (p)P p (A) = 0, then P p (A) = 0 for almost every p. Similarly, ifP(Ã) = 1, then P p (A) = 1 for almost every p.
Consider a function f which is -(X 1 ; X 2 ; : : :) measurable.
2 where E p denotes expectation with respect to P p . It is easily shown that 
almost every p. This implies that f(x) = c(p), a constant for almost every p. Therefore, P p {x: f(x) ¿ } = 0 or 1 for P p almost every x and all real . As in the proof of Corollary 2, it follows that P p {x: f(x) ¿ } = 0 or 1. Thus, f(x) equals a constant c = E p (f(x)) almost surely, P p . Since d (p)E p (|f(x) − c| 2 ) = 0; Var(f) = 0. The other direction is clear.
Conditioning on the event {P = p}, for a ÿxed p, and letting n go to inÿnity gives almost surely, X 1 + · · · + X n n → p and, in general, without conditioning,
But assuming the validity of the demographic and medical references cited above, we are forced to conclude that this approach does not provide a good model for sex ratios, in the sense that large sample means do not approximate the limiting ratio (unless P were constant, which is not supported by the evidence). A better model results from the assumption that p 1 ; p 2 ; p 3 ; : : : are i.i.d. random variables with distribution (p). In this case, intuitively, the sample mean of the collection {X i } should tend top, the mean of (p), for almost every given p 1 ; p 2 ; p 3 ; : : : . By Corollary 4 this indeed follows; the sample means approximate for almost all p i 's the limiting global constant ratio of males to all infants. Thus our Corollary 4 provides an explanation for the individual variability of the probabilities for gender as well as the global stability of the sex ratio.
