We consider the construction of operator bases for massless, relativistic quantum field theories, and show this is equivalent to obtaining the harmonic modes of a physical manifold (the kinematic Grassmannian), upon which observables have support. This enables us to recast the approach of effective field theory (EFT) through the lens of harmonic analysis. We explicitly construct harmonics corresponding to low mass dimension EFT operators.
I. INTRODUCTION
The approach of EFT is to consider all possible contributions to a given physical observable. Particle scatterings and decays only have support on a physical manifold where momentum conservation and on-shell conditions are satisfied. These constraints manifest as what are termed equations of motion (EOM) and integration by parts (IBP) relations between operators in the EFT, and have been the subject of extensive study spanning the past few decades [1] [2] [3] [4] [5] [6] [7] [8] .
In a series of papers [6] [7] [8] , it was shown that these constraints are ultimately a consequence of the Poincaré symmetry of spacetime; this insight enabled a systematic enumeration of basis elements (i.e. operator counting) in an EFT. In particular, by considering a larger spacetime symmetry-that of the conformal group-it was shown the operator basis naturally consists of conformal primary operators, which could then be counted using Hilbert series techniques.
In this note, we put operator construction on the same footing as operator enumeration, by detailing the systematic construction of the conformal primary operators that provide a privileged choice of basis for the S-matrix of the theory (for other approaches to operator basis construction, see [5, 6, [8] [9] [10] [11] [12] ). The presentation is designed to accompany the paper [13] , which considers more generally the entire operator spectrum (not just Lorentz scalars), as is relevant for more general correlation functions. This note also proceeds more heuristically than [13] -in particular, by including a number of worked examples-and omits many mathematical details. We have endeavoured to provide pointers to [13] in the relevant places. We would, however, like to refer the interested reader to [13] for a reinforced connection to ideas in conformal field theory (CFT), and modern (Hamiltonian truncation) non-perturbative methods.
We consider four dimensional relativistic theories of massless particles, and allow for all particle spins by working with spinor helicity variables, which encode both kinematic and helicity information. In these variables a U (N ) action on the phase space of N particles is revealed, which generalises the U (1) N ⊂ U (N ) particle little group scalings. This symmetry plays a crucial role, first via a duality with the conformal group SU (2, 2) SO(4, 2) that in [13] we term 'conformal-helicity duality', and second via its symmetry breaking pattern which, in the case of EFTs, is down to U (N − 2) × U (2), identifying the physical manifold as the Grassmann manifold G 2 (C N ) = U (N )/U (N − 2) × U (2) (the kinematic Grassmannian [14] ).
A new picture of EFT emerges-that of harmonic analysis on the Grassmann manifold.
There is a tight analogy with the harmonic analysis of a sphere: functions f = f (x, y, z), with coordinates subject to the constraint x 2 + y 2 + z 2 = 1, can be expanded in terms of spherical harmonics on the sphere, f = l,m c lm Y lm . In the EFT case, observables O({p i }), subject to the constraints p and with l a vector of quantum numbers to be specified below). For the case of the sphere, harmonic polynomials in x, y and z are annihilated by the Laplacian, ∇ 2 ; these form a basis of spherical harmonics when restricted to the sphere. For the EFT case, we will construct harmonic polynomials in spinor variables which are annihilated by a generalised Laplacian operator, K, that turns out to be the special conformal generator (whence Y l are primary);
these form a basis for the S-matrix.
The note has the following structure. In Sec. II we detail the construction of the EFT harmonics, presenting the main result from [13] and providing additional heuristic motivation. In Sec. III we use this result to explicitly construct low-lying harmonics thereby providing EFT bases at low mass dimension. Sec. IV concludes.
II. CONSTRUCTING EFT HARMONICS
EFT quantifies all possible S-matrix elements between an |in state in a multi-particle Fock space and the vacuum, 0|S|in .
We consider massless asymptotic particle states 1 labelled by kinematic (three momenta), helicity, and possibly some internal quantum numbers. Moreover, we consider multi-particle states that are built from distinguishable particles, deferring a discussion on exchange symmetry to Sec. IV.
We encode the kinematic information using spinor helicity variables,
with a,ȧ = 1, 2 the usual Lorentz indices and i = 1, . . . , N a particle, or flavour, index (raised on λ and lowered on λ to anticipate the action of a U (N ) symmetry), such that S-matrix
where f ({λ i , λ i }) is a Lorentz scalar function of the spinor variables. In eq. (3) we labelled states in the Fock space with spinors to encode the kinematic information, and with helicities h i . In these variables, Lorentz invariant phase space is written as,
where
) and the volume of the little group Vol(U (1)) = 2π.
We are interested in a basis for the functions f in eq. (3). That this is equivalent to constructing an EFT basis, taking into account EOM and IBP, follows from the standard introduction of local operators as products of interpolating fields-see [8] for a detailed discussion on this point. Note that in using spinors, we automatically take into account the EOM (i.e. the momenta are on-shell). The fields are required to transform under Poincaré in the way dictated by the helicity of the asymptotic state. For example, λ i a transforms in the (j 1 , j 2 ) = ( imply a derivative acting on the interpolating fields in the operator. In other words,
etc. In this way, f transforms under the asymptotic particle little groups with the correct helicity weight.
The delta function in eq. (3) enforces total momentum conservation,
This equation is a constraint on the variables λ that fixes the functions f in eq. (3) to lie on some manifold ⊂ C 2N . This manifold is well known in the literature to be the Grassmannian, [14] . Fixing a Lorentz frame and writing,
one sees that the vectors u and v define a 2-plane; under Lorentz transformations u and v rotate within the plane so that, modulo these transformations, Lorentz invariant phase space is described as the set of 2-planes that intersect the origin in in C 2N , which defines G 2 (C N ).
A more general manifold is obtained if one does not mod out by Lorentz rotations [13 Returning to the analogy with the sphere where the Laplacian ∇ 2 in essence forms an adjoint to |r| 2 , we construct the adjoint operator to P˙a a as
which is the generator of special conformal transformations in spinor variables. The harmonic modes of the Grassmannian manifold are those annihilated by K; they are thus identified with primary conformal operators. To construct a basis for the functions f in eq. (3) we therefore turn to constructing such harmonic polynomials.
A. Harmonics from Young diagrams
Let us build basis polynomials out of n λs and n λs, at fixed N ≥ 2. Because the polynomials are Lorentz scalars, n and n must be even, with the spinors contracted as
where we use bracket notation ij = λ i a λ j a , [ij] = λ iȧ λ˙a j , and where the indices i 1 ..i n , j 1 ..j n are (unspecified as yet) particle indices.
We consider raised particle number indices on λ as U (N ) indices, such that λ conjugate representation) spinor × anti-fundamental. That is, the indices i 1 to i n in eq. (9) can be interpreted as (raised) U (N ) indices, and the indices j 1 to j n can be interpreted as (lowered) conjugate U (N ) indices. The latter can be raised using the epsilon tensor,
with summation over all j indices.
The key result of [13] is that the basis polynomials furnish a particular representation of U (N ), labelled by eigenvalues n and n. Equivalently one can label by mass dimension ∆, and helicity h,
Finite dimensional representations of U (N ) are in one-to-one correspondence with Young diagrams-see e.g. [16] . That is, the Young diagrams encode the symmetrisation pattern to be applied to the indices in eq. (10) To provide a translation to the notation used in [13] , here n = l 1 + l 2 and n =l 1 +l 2 in the Lorentz scalar case where l 1 = l 2 andl 1 =l 2 . We note that more general non-Lorentz-scalar operators are further labelled by spin eigenvalues, j 1 and j 2 .
with the left-most unshaded column; and, the indices i n−1 , i n with the final column:
.
A basis for the U (N ) rep is supplied by semi-standard Young tableaux, as discussed in the next subsection. For now, we want to reflect upon why it is that this representation is primary.
To begin to understand this result, let us start by considering holomorphic operatorsthat is, functions consisting purely of λs. These are obviously primary (annihilated by K).
We consider basis functions that are polynomials in a fixed number n of λs. These λ carry two indices, λ i a . A simple but important observation is that if a symmeterisation pattern is applied to one index, the other index automatically inherits this pattern. For example,
is a symmeterisation in particle indices i and j, but the resulting expression is also symmetric in a and b. Similarly,
anti-symmeterises in i and j; the anti-symmetery is inherited by a and b as well. This works for general symmeterisation patterns that are encoded by the Young diagrams. So, when a polynomial in n λs is organised into a singlet representation of SL(2, C)-corresponding to a Young diagram with n/2 boxes in the first row and n/2 boxes in the second row-the U (N ) indices inherit the exact same symmeterisation pattern,
Note that this implies that U (N ) representations corresponding to Young diagrams with more than two rows-i.e. that are anti-symmetrised on more than two indices-can never be constructed, e.g.
The above considerations apply to anti-holomorphic basis functions in n λs: again, the U (N ) representation is dictated by the symmeterisation pattern on the Lorentz indices such that the functions are Lorentz scalars,
where we used a barred Young diagram to denote the conjugate U (N ) representation; in the last equality we redrew this as the tensor conjugated diagram.
Now we turn to the non-holomorphic case, concerning n λs and n λs. Such operators only appear for N ≥ 4, which reflects the familiar fact that Mandelstam invariants are trivial for N ≤ 3 [13] . The λs and λs separately have their SL(2, C) indices symmeterised into the Lorentz scalar patterns as in the holomorphic and anti-holomorphic cases above; again the U (N ) indices and conjugate U (N ) indices will inherit the same pattern. What is different this time, is that now the resulting U (N ) representation is reducible,
= .
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In the last equality, the U (N ) tensor decomposition is indicated, displaying only the leading term; this term coincides with the Young diagram in Fig. 1 and renders the polynomial harmonic, which we prove at the end of this section. This term is leading in the sense that it is the only U (N ) representation in the decomposition that does not contain an overall factor of momentum, P , and thus the only primary operator/ harmonic mode in the decomposion.
We now turn to proving this.
The familiar diagrammatic 'box placing' rules for carrying out tensor decompositions with Young diagrams (Littlewood-Richardson rules, again, see e.g. [16] ) can be applied to the product in eq. (17) . The leading term appearing in eq. (18) is in fact the simplest representation obtained using these rules-no white boxes have been shifted around, and the Young tableaux have been simply stuck together.
What of the other '. . .' terms in eq. (18)? The box placing rules specify that we end up with a Young diagram that has either one or two white boxes at the bottom of a blue box column of length N − 2. For the case of one white box under a column of N − 2 blue boxes, we can factor a term in the resulting diagram that has the form
By the antisymmetry, the indices k 1 , . . . , k N −2 , i 1 must be distinct choices of 1 . . . N (otherwise the anti-symmetrisation sets this factor to zero); without loss of generality, we consider the choice 1, . . . , N − 1. Each cyclicly related set of terms in the above anti-sym is proportional (by a sign) to
using P = , as promised, contains a factor of total momentum, P , and thus the operator is a descendent.
For the case of two white boxes under a column of N − 2 blue boxes, one proceeds similarly: first, we factor a term
(The spinors i 1 | and i 2 | could be contracted, i 1 i 2 ; the below arguments are valid in this case too.) The indices k 1 , . . . , k N −2 , i 1 , i 2 are anti-symmeterised permutations of the set 1..N .
Evidently, for any fixed value of i 2 , one can factor out P as per eq. (19); in fact, one can easily show that in summing over the other values of i 2 , a factor of P 2 can be pulled out overall.
This shows that the additional U (N ) representations are descendents, because they have the overall factor of P . We will return to a proof that the leading Young diagram eq. (18) is annihilated by K very shortly, showing that it is primary, after the introduction of semistandard Young tableaux.
B. States from semi-standard Young tableaux
For a given Young diagram, one can construct the states of the corresponding U (N ) representation using semi-standard Young tableau (SSYT), which we will see provides the labelling of the little group scaling. We recall that a SSYT is a filling of the boxes of a Young diagram with the numbers 1 through N (repeated use of a number is allowed) subject to the following rules:
• The numbers along the rows must weakly increase (i.e. reading from left to right each subsequent number must be greater than or equal to the previous one)
• The numbers down the columns must strongly increase (i.e. reading from top to bottom each subsequent number must be greater than the previous one)
The number of valid SSYT is equal to the dimension of the U (N ) representation. For example, for the eight-dimensional adjoint representation of U (3) we find eight SSYT fillings: For a given SSYT of the Young diagram in Fig. 1 , one easily constructs the basis polynomial in λ and λ using the diagram symmeterisation rules (sym on rows, anti-sym on columns).
It is then straightforward to read off the field content by the little group scaling for each particle; equivalently these are the eigenvalues of the U (1) N ⊂ U (N ) generators. Note that the little group scaling of pairs of λ i , λ i cancel; for each such pair one should count a derivative to the field content of the harmonic/operator i.e. λ i a λ iȧ = p i aȧ is the momentum of the ith particle (a derivative acting on the field for the ith particle). While each term in the polynomial must scale the same way under the little group overall, the pairs of λ i , λ i could appear (and do appear) for different particle numbers i in different terms.
We point out that the SSYT fillings will separately construct harmonics for all possible spins of each external state. For example, harmonics corresponding to each of the operators
will be included separately. However, it is clear that these operators are of exactly the same form and can be related to each other with a simple particle index permutation. We emphasise we are dealing with all-distinguishable particles, and that such a permutation is between particle species; it is not the (anti)-symmeterisation necessary when to describe indistinguishable particles. We can define a set of reduced SSYT which mods out such permutations between particle species with a simple ordering rule:
order on SSYT filling: #1s ≥ #2s ≥ . . . ≥ #N s .
That this is true is proven in the appendix.
As promised, we now return to the proof that all states of the representation shown in We conclude this section with a discussion on the orthogonality of the harmonics constructed via the Young tableaux of Fig. 1 , under the phase space measure of eq. (4). 3 First, operators at different N are orthogonal due to the Fock space structure of the Hilbert space.
Given the U (N ) symmetry of phase space, it is also clear that U (N ) representations with different n, n are automatically orthogonal. What of the states within each representation?
The integral over the little group for each individual particle ensures that states with different eigenvalues of the torus U (1) N are automatically orthogonal as well. In general, however, there exist degenerate subspaces where more than one operator has equal little group eigenvalues (the SSYT are permutations of each other). In such cases, state orthogonality is not guaranteed; we postpone discussion of this point (and details of normalisation with respect to the phase space volume) to a future detailed, systematic study of the harmonics.
III. EFT SPECTRA AT LOW MASS DIMENSION
It is instructive to work through the construction of harmonics/operators at low values of n and n i.e. at low mass dimension, ∆. In the following, we work through examples that suffice to construct an EFT basis up to mass dimension six.
The formalism above provides a recipe to perform the construction:
1. Write down the Young diagram corresponding to the choice of n and n, as shown in Fig. 1 .
Write down all semi-standard Young tableau (SSYT) fillings to construct the U (N )
states.
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The operators we construct are summarised in Tables I, II, III. We will highlight the special features of this conformal basis as we come across them. Of particular importance are the structure of the harmonics when annihilation by K is nontrivial. Such a case happens when the corresponding operator involves derivatives, which is also where IBP relations come into play; these operators are necessarily non-holomorphic.
Another feature is the grouping of harmonics/operators with differing field content as states of the same U (N ) representation.
Below we normalise the Young tableaux permutations with a factor 1/k, k = i∈rows j∈columns
where p i is the number of boxes in the ith row, and q j is the number of boxes in the jth column of the tableaux.
A. Harmonics of type (n, n) = (2, 0), (0, 2)
We begin with harmonics for which (n, n) = (2, 0), (0, 2). These are the simplest (nontrivial) harmonics, and we consider them for all N ≥ 2. The relevant reduced SSYT are displayed in Tab. I. They correspond to operators of field content φ N −2 ψ 2 L and φ N −2 ψ 2 R , respectively. We re-emphasise that we consider distinguishable particles at this point; the particle index is suppressed in the Table, but we indicate it explicitly in the following construction: B. Low 'frequency' harmonics for N = 3
Next, we fix the number of particles in the harmonic to be N = 3, and consider harmonics of low n and n. The case N = 3 is special, as the construction given in Fig. 1 does not produce a valid Young tableau when both n and n are non-zero. This reflects the fact that all of the Lorentz scalar harmonics/operators for N = 3 are holomorphic (or anti-holomorphic).
In Table II The left-handed holomorphic N = 3 operators in Tab. II are constructed as follows.
In the above we made use of the formula λ i a λ 
. However, we work out one case from the tableaux explicitly, for illustrative purposes,
where in the above summation over j 1 , j 2 , j 3 , j 4 is implied. This is indeed the conjugate of (a flavour permutation of) eq. (24).
C. Low 'frequency' harmonics for N = 4
As a last class of examples, we consider harmonics involving N = 4 fields; reduced SSYT for (n, n) = (4, 0), (2, 2), (0, 4) are shown in Tab. (III). There are two new features evident in the Table that were not present for the cases considered above. The first feature is that now non-holomorphic harmonics appear (the middle column). We will comment on the detailed form of these operators below. The second feature is that there are distinct harmonics with the same field content: two copies of the harmonic ψ representation, and two copies of φ 4 D 2 appear in the (2, 2) representation. These operators are independent, so it is important that they are both included; the rules for constructing the reduced SSYT ensure this happens.
The left-handed holomorphic ones are constructed as follows (the first two are identical to the operators in eq. (23) and eq. (24), respectively, differing only by the addition of an extra φ field). 
The right-handed holomorphic harmonics in Tab. III are obtained via conjugation of eqs. (29)- (32), and so we do not present their construction explicitly.
Turning finally to the non-holomorphic harmonics, we have,
1 2 [21] ) .
The last three of these have non-trivial annihilation by K. For example, the harmonic in
Using momentum conservation, one could rewrite the operator eq. (34) as another equally valid operator basis element, e.g. simply 13 [34] or 12 [24] , but it is only the combination ∝ ( 13 [34] − 12 [24] ) that that is a conformal primary and is annihilated by K as in eq. (37); it is in this sense that the harmonics form a privileged basis.
IV. DISCUSSION
The general construction above applies to the distinguishable particles case. To take into account exchange symmetry one must (anti-)symmeterise over the identical (fermionic) bosonic fields in an operator. The particle index can also be interpreted as a gauge or other symmetry index; further bookkeeping is required here too. The kinematic construction detailed here is a necessary first step (and the above considerations can be easily applied by hand, if not entirely systematically at present).
To the EFTer, the systematic nature of the construction is clearly appealing. The automatic orthogonality of (the majority of operators) at different N and with different U (1) N eigenvalue of basis elements also has utility: converting from a UV Lagrangian/other EFT parameterisation is then simple, via a projection dΦ N Y * L other . It will be useful to further study orthogonality in the degenerate eigenvalue case. It would also be interesting to explore how this 'mathematically singled out' basis fares in phenomenological applications.
There is deep structure in the operator basis which should be explored further. One of the interesting features is the mixing of different particle species within the same harmonic (e.g. the columns in Tab. III)-does this imply any relation between different phenomenological observables? We note that these harmonic blocks are the same grouping as the classes in the non-renormalisation theorems [18] [19] [20] , and may shed further light on the structure of EFT anomalous dimension matrices/amplitude non-interference [21] results. Of further interest is whether the harmonic picture presented here sheds further light or provides tools for studing positivity-type constraints on Wilson coefficients [22] [23] [24] [25] [26] ; it would also be interesting to understand the connection between this natural basis and natural bases for amplidutes e.g.
partial waves.
the filling ((1, 1), (3, 2) ).) However, there are index permutations between the sets of fields 
both of which are operators with field content ψ L 1 ψ L 2 ψ L 3 ψ L 4 and are related by non-trivial particle index permutations between particles of equal helicity. Both are included in the reduced set of operators. For the non-holomorphic case, first let us assume that no derivatives are present in the operator. In this case, we split the particles into negatice helicity (to which we apply the same reasoning in the holomorphic case) and into positive helicity (to which we apply the non-holomorphic reasoning), and conclude again that the condition eq. (A1) holds.
Finally we need to show that derivatives do not change the counting. A derivative implies a pair λ i λ i (no sum on i) in the operator. It is useful to consider the λ i as contributing 5 This highlights an issue with how the particle index permutations are implemented across the set of reduced operatorss. To illustrate this, denote the two operators from the example (A3) as
B . Now consider two reduced operators that exist in the N = 7
B φ 5 φ 6 φ 7 . These are related by index permuta-
B φ 2 φ 3 φ 4 . It would be incorrect to perform the permutation to the two operators differently, such that one could obtain e.g.
B φ 2 φ 3 φ 4 , which are in fact identical operators.
