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In this paper we solve completely and explicitly the long-standing problem of 
classifying pairs of n x n complex matrices (A, B) under the simultaneous similarity 
(TAT-‘, TBT-‘). Roughly speaking, the classification decomposes to a finite 
number of steps. In each step we consider an open algebraic set Xz,,,,,, C M, X IV. 
(M, = the set of n x n complex-valued matrices). Here r and p are two positive 
integers. Then we construct a finite number of rational functions (, ,..., (, in the 
entries of A and B whose values are constant on all pairs similar in -X,,,,,,, to 
(A, B). The values of the functions #,(A, B), i = l,..., s, determine a finite number (at 
most K(n, 2, r)) of similarity classes in J”,,,,,,. Let S, be the subspace of complex 
symmetric matrices in M,. For (A, B) E S, x S, we consider the similarity class 
(TAT’, TB7”), where T ranges over all complex orthogonal matrices. Then the 
characteristic polynomial /AZ - (A + xE)l determines a finite number of similarity 
classes for almost all pairs (A, B) E S, X S,. 
0. INTRODUCTION 
Let il4, denote the set of n x n complex-valued matrices and G, the group 
of all invertible matrices in M,. It is a classical problem to classify the 
similarity classes (orbits) of m + 1 tuples of matrices (AO,..., A,) under the 
action of G,, 
orb& ,..., A,) = {(B,, ,..., I?,,,), IS,= TAIT-*, i=O ,..., m, TE G,). (0.1) 
See Gelfand [ 19701, Gelfand-Ponomarev [ 19691, Brenner [ 19751, 
Nathanson [ 19801, Processi [ 19761 and Friedland [ 19801 for certain 
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problems in which the classification of such orbits is needed and for various 
results on this problem and additional references. It is known that the 
classification of similarity classes of m + 1 tuples can be reduced to the 
classification of simultaneous similarity of pairs of matrices (A, B). In fact 
one can assume that A and B are commuting and even nilpotent. See 
Gelfand-Ponomarov [ 19691 and Nathanson [ 19801. Therefore in certain 
cases, for the simplicity of the exposition we are dealing with the 
simultaneous similarity of pairs of matrices (m = 1). In cases when the 
choice m = 1 does not simplify the treatment of the problem we are dealing 
with an arbitrary m. In Rosenlicht [ 19561 a general procedure is outlined for 
classifying the orbits of a given algebraic group acting on an irreducible 
variety over any algebraically closed field. See also Friedland [ 198 1 ] for a 
short proof of this procedure (In fact, we rediscovered this result). For the 
problem of simultaneous similarity our procedure works as follows. In the 
step number i we are given an irreducible variety u in 
which is invariant under the action of G,. That is, if V contains a tuple 
(A ,, ,..., A,,,) then I/ contains orb(A, ,..., A,). Let [V] and (K) be the ring of 
polynomials and its field of quotients whose variables are (m + 1) ,* entries 
of A, = (a;;‘), k = O,..., m, and whose values are restricted to V. A rational 
function fE (V) is called invariant if f is constant on all orbits lying in I’. 
Denote by [VI’ and (V’)” the subring and subfield of invariant functions in 
[V] and (V), respectively. Since (I’)” is a subfield of rational functions in 
(m + 1) n* variables (a!:‘,..., uIP,‘,..., a’,y’,..., a::)) it is known that (V)” is 
finitely generated. That is, there exist q invariant functions x, ,..., xs E (V)” 
such that any x E (V)” can be expressed as a rational function in x1 ,..., x4. 
See, for example, Fogarty [ 1969, p. 691. Then there exists an invariant 
(strict) subvariety W c V such that the functions x, ,..., x4 are defined on 
each point of the open set V- W and their values determine the orbit of 
(-4 ,,,..., A,,,). The orbits in V- W are characterized by two numbers: their 
dimensions and their degrees as irreducible algebraic varieties in Jm,,+, . So 
in the next stage one has to classify orbits on W and the process ends in a 
finite number of steps. In Section 1 we identify the sets V- W with open 
algebraic sets A”,,,,+ l,T,p which are characterized by two integers r and p. In 
fact n2 - r is the dimension of any orbit in ,aF’,,+, and p is another integer 
which has a relatively simple characterization. Roughly speaking p is the 
number of linearly independent polynomial equations which determine the 
orbit of (Ao,..., A,). We show explicitly how to find a set of invariant 
functions di,..., 0, in (A&,+ i,,,J’ such that any orbit in Jz,m+,,r,p is 
determined by the value of these functions up to a finite number ~(n, m, r) of 
them. 
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To understand the complexity of the general problem we give a complete 
classification of pairs of 2 x 2 matrices (A, B) under the simultaneous 
similarity (TAT-‘,. TBT-i). We do it directly without using the results of 
Section 1. Our classification then is reduced to three steps. In the first step 
the coefficients of the, characteristic polynomial )JZ - (A + xB)] determine 
the orbit of (A, B) completely as long as ]U - (A + xB)] is irreducible over 
the ring C[& x]. Let U be the set of all pairs (A, B) such that [AZ - (A + xB)I 
splits to a product of two linear factors. Then U is given by a single 
equation: 
U= ((4 B), [2 t&4*) - (tr(A))*][2 tr(B*) - @r(B))*] 
= [2 tr(AB) - tr(A) tr(B)]*}. 
It follows that U is an irreducible variety of codimension 1. Let V be the 
set of all pairs (A, B) such that ]13Z - (A + xB)J is a square of a linear factor. 
That is, for any x, A + XB has a double eigenvalue. Then V is given by a set 
of these equations: 
V= {(A, B), 2 tr(A*) = [tr(A)]*, 2 tr(B*) 
= [tr(B)]*, 2 tr(AB) = tr(A) tr(B)}. 
So V is an irreducible variety of codimension 3. We show that on U - V 
the characteristic polynomial of ]JZ - (A + xB)I determines three distinct 
orbits. In order to distinguish between these three orbits we have to introduce 
rational invariant functions in U: 
@ B) = tb,, - b2) ‘12’21 + a22a,2b2, - a,,a2,b,2 9 
a12b2, - a,, b12 
9 
p(A > B) = (a,,- a221 42b2, + b,,b,,a,, - bubuan 
b12a2, - b2, aI2 
. 
Those functions are defined on non-commuting pairs (A, B) in U. The orbit 
of the commuting pair (A, B) E U is determined by its characteristic 
polynomial. It is easy to see that [VI” is generated by tr(A) and tr(B). So the 
transcendence degree of the quotient field of [VI” is 2. However, the 
transcendence degree of (v)” is 3 since we have an additional rational 
invariant function on y(A, B) = a,,/b,, = a,,/b,, . 
Then tr(A), tr(B) and y(A, B) (or 1 1 y(A, B)) determine the orbit of (A, B) 
as long as A and B are not the scalar matrices. In the last case tr(A) and 
tr(B) determine orb(A, B). This shows that in the classification process 
carried out in Section 1 we must at a certain stage consider rational 
invariant functions on V. We now list briefly the contents of the rest of the 
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paper. Sections 3-5 are technical and needed in the sequel. They deal with 
polynomial maps p: C” -+ C” and some special properties of certain algebraic 
functions in two variables. In Section 6 we deal with irreducible pairs 
(pencils) (A, B). These are the pairs for which ],lZ - (A + xB>] is an 
irreducible polynomial over C[J, x]. The orbits of these pairs are determined 
completely by the generators of the ring of the invariant polynomials on 
M, x M,. According to Processi [ 19761 these generators can be picked to be 
of the form tr(AilBil,..., A’mBjm), and we described a procedure to determine 
the orbit. We show that the transcendence degree of [M, x M,]’ is n(n + l), 
however, we were not able to find a transcendence basis in [M, X M,]‘. 
The rest of the paper is devoted to the study of m + 1 tuple @to,..., A,) of 
symmetric matrices under the action of complex orthogonal group 0,. In 
this context 
sorb& ,..., A,) = {(BO ,..., B,), Bi = QAiQ’, i = 0 ,..., m, Q E O,}. 
This case is of importance in mathematical physics at least for m = 1. In 
that case we can interpret A, and A, as the potential and the kinetic energies. 
The orbit of (A,, A i) will correspond to the representations of the potential 
and the kinetic energies in different orthogonal bases. Usually A, and A i are 
real, however, in some instances one considers the complex case too. See, for 
example, Moiseyev-Friedland [ 19801. Let S, be the set of n x n complex 
symmetric matrices and put 
Y  n,m+, = SU”. 
m+l 
Denote by [Yn,m+l 1” the set of invariant polynomials in the entries 
(A o,-A,) E cSPn,m+~ under the action of 0,. In Section 7 we show that the 
transcendence degree of [Yn,,+ ,] ’ is n[(n + 1)m + 2]/2 for m = 1. The 
general case is discussed in Section 11. We also find a simple transcendence 
basis in this ring. Unfortunately, this basi;i is not symmetric in Ao,..., A,,,. Let 
A(x) = CrEo A,x’ and consider p(A, x) = ]IZ - A(x)1 the characteristic 
polynomiai of A(x). Clearly, the coefficients of p(;l, x) belong to [3;,,+ i]“. 
The number of these coefficients is n[(n + 1)m + 2]/2. This suggests (as in 
the 2 X 2 case) that these coefficients form a transcendence basis in 
[.Y&+i]‘. This is indeed the case and Sections 8-11 are devoted to proving 
this result. 
We also determine a class of characteristic polynomials p(L, x) which 
determine the orbit of (Ao,..., A,) up to a finite number. Moreover, we give 
an upper estimate for the number of distinct orbits corresponding to p(lz, x). 
In Section 8 we study polynomial matrices A(x) with constant eigenvalues. 
In Section 9 we show that if A, B E S,, A + XB has constant n distinct eigen- 
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values then B = 0 for n & 4. This result implies that for n Q 4 the polynomial 
p@, x) = ]U - (A + xB)I determines at most 
M(n) = ( lQ i!)/2ne1 
distinct orbits of (A, B) (and generally this is the number of distinct orbits) 
on condition that p(& x) is non-degenerate. That is, ~(2, x) = 0 does not have 
a multiple root for all x. 
For n > 5 this result does not apply. Section 10 deals with a general 
symmetric polynomial matrix ,4(x). We show that if p(J, x) = t?J -A(x)/ is a 
non-degenerate polynomial and for each finite or infinite x each L root of 
~$2, x) = 0 is either single or double then there are at most 2cn-‘)cmn-1) 
distinct orbits corresponding to m + 1 symmetric tuples &,..., A,) such that 
p(&x)= AI- 2 AiX’ . 
i=O 
The proof of this result is non-trivial and lengthy. The basic idea is to use the 
theory of one complex variable, in particular the Liouville theorem. The last 
section is devoted to various remarks, comments and conjectures. 
1. CLASSIFICATION OF SIMILARITY CLASSES OF TUPLES OF MATRICES 
Let A E M”. As usual denote by ]A ] the determinant of A. In what follows 
we adopt the notation of Marcus-Mint [1964]. 
Denote by Qk,n the set of strictly increasing sequences of integers 
a = (a, ,..., aJ, 1 < a, < * * * < aL < n. For any rectangular matrix A we 
denote by A [a ] fl] the submatrix generated by the rows a = (a,,..., a& and 
columns /I = (JI, ,..., p,). In case that k = Z, IA[a ]/I]] denote the appropriate 
minor of A. Also A[i,j] denotes the (i,j) entry of A. For A, B EM,, let 
L(B, A) be the following operator on M,: 
L(B, A)X= BX-XA, XEM”. 
In tensor notation L(B, A) is represented by the matrix Z @ B - At @ I. 
Here by A’ we denote the transposed matrix of A. See, for example, 
Marcus-Mint [ 1964, p. 81. Let v(Bo ,..., B,, A, ,..., A,,,) be the dimension of 
the subspace of matrices satisfying 
B,X-XA,=O, i = O,..., m. (l-1) 
For B, = Ai, i= O,..., m, denote the dimension of this subspace by 
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v&J,..., A,). Note that v(A,,,..., A,)> 1 since X=Zis a solution of (1.1) for 
Bi = Ai, i = O,..., m. Denote by L(Br, ,..., B,, A,, ,..., A,) an (m + 1) n* X n2 
matrix composed of the submatrices L(B,, Ai), i = O,..., m. Clearly 
rank L(BO ,..., B,, A, ,..., A,) = n* - v(BO ,..., B,, A, ,..., A,). (1.2) 
Let A, B EM,. Suppose that B = TAT-‘. Then L(A, X) and L(X, A) are 
correspondingly similar to L(B, X) and L(X, B) for any X E M,: 
Z@B-Xt@Z=(Z@T)(Z@A-Xf@Z)(Z@T-I), 
Z@X-B’@Z=((p)-‘@Z)(Z@X-A’@Z)(T’@Z). 
(1.3) 
So if T(A,,,..., A,) T-’ = (B,,,..., B,) we have 
L(B,,, . . . . B,,X,,,...,X,) 
= diag{Z@ T ,..., Z @ T} L(AO ,..., A,,,, X0 ,..., X,)(Z @ T-l), 
L(x,,..., X,, B,,,..., B,) 
(1.4) 
= diag{(P)-’ @ Z ,..., (Tt))’ @I} L(X, ,..., X,, A, ,..., A,)(T’ @ Z). 
Here by diag(A,,..., A,} we mean the block diagonal matrix with matrices 
A ,,,..., A,,, on the main diagonal. By choosing Xi = Ai in the first equality in 
(1.4) we get 
v(BO ,..., B,, A, ,..., A,) = v(A,, ,..., A,) (1.5) 
if (A,,,..., A,) and (BO,..., B, ) are simultaneously similar. In general, the 
equality (1.5) does not imply the similarity of (AO,..., A,) and (B,,,..., B,) 
even in the case m = 0. See Friedland [ 19801. However, (1.5) implies the 
similarity of (B, ,..., B,) and (A, ,..., A,) provided that (B, ,..., B,) lies in 
some open set U containing (AO,..., A,). 
THEOREM 1.6. Let A, ,..., A, E M, and put v = v(AO ,..., A,), r = n* - v. 
Assume that a E Qr,(,,,+ w P E Q,,, 2 satisfy the following assumptions: 
(i) There exists BO,..., B, E M, such that 
IL(Bo,...,B,,Ao,...,A,)[a IPII f 0. (1.7) 
(ii) Identify p with a subset of ,K x JY, J’” = {l,..., n}. In the system 
(1.1) consider r equations given by the index set a. Let X(r) = (xii): be the 
unique solution of these r equations satisfying the conditions 
xij = rlCi,j, 9 (i,j) @ A r = (G 9.*-P <,I* 
Assume that IX(c)1 does not vanish identically on C”. 
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Denote by iJa,p the set of all (B,,,..., B,) which fulfill (i) and (ii). Let U be 
union of all U,,& a E Qr.(,,,+ I)n~9 P E Q r,n2, where a and /I satisfy (i) and (ii). 
Then U is a non-empty open (algebraic) set in An+,,, 1 which contains 
(A ,, ,..., A,,,). Moreover (B, ,..., B,) is simultaneous similar to (AO,..., A,,,) if 
and only if (B, ,..., B,) E U and the following equalities hold: 
IWo,..., B,, A,,..., A,)[Y I 4 = 0, YE Qr+,,(m+,)dE Qr+,.nz. (1.8) 
ProoJ Let a and /? satisfy the assumptions (i) and (ii). Since the coef- 
ficients of the variables &,..., <, in the polynomial IX(<)1 are rational 
functions in the entries of (AO,..., A,) and (BO,..., B,) it follows that U,,, is 
an open algebraic set. That is, U,,, is a union of a finite number of sets, each 
of them characterized by some non-vanishing polynomial. Suppose that 
@ ,,,..., B,) is simultaneous similar to (A,,,...,A,). Then the matrices 
W 0 ,..., A,,,, A,, ,..., A,,,) and L(BO ,..., B,, A, ,..., A,,,) are equivalent. Therefore 
the above matrices have the same rank. So there exists a E Qr,(,,,+ ,jnl and 
B E Qr,nz which satisfy the assumption (i). Furthermore as Bi = TAiT-‘, 
i = O,..., m, the polynomial IX(<)1 d oes not vanish identically. This shows that 
U a,B is a non-empty open algebraic set, and hence U is a non-empty 
open algebraic set. Moreover if (BO,..., B,) is simultaneously similar to 
(A ,, ,..., A,) then (B, ,..., B,) E U. In particular (A, ,..., A,) E U. Assume that 
(B O,..., B,) E U. Then there exist a nonsingular matrix X which satisfies r 
independent equations of (1.1). The equality (1.8) implies that all other 
equations of the system (1.1) are linear combinations of these r equations. So 
X satisfies (1.1) which means that (B,,,..., B,) is simultaneous similar to 
(A o,..., A,). d 
Let v and r be defined as in Theorem 1.6. Consider the following algebraic 
variety Z in An,m+, defined by the equations 
IL&,..., X,,,, &..., A,)[a I PII = 0, a E Q,+ I.(m+ l)n2y P E Qr+ ,,“I- (1.9) 
This variety splits to K irreducible varieties 
ST-= (j -x;.. (1.10) 
i=l 
See Section 3 for various properties of algebraic varieties needed here and the 
appropriate references. 
In Section 3 we show that K is bounded 
fc < (r + l)(mn2+ “), v=n’-r. (1.11) 
Let U be an open set defined in Theorem 1.6. According to Theorem 1.6 
225-n UC orb(A,,,..., A,). 
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Since the orbit of (A,,,..., A,) is a manifold of dimension I it follows that 
the point (AO,..., A,) is contained exactly in one irreducible variety-say, 
Z”, . Also the dimension of ,X, is r. 
DEFINITION 1.12. Let Mn+,+i,, be the set of all matrices (AO,...,A,)E 
JL?+ 1 such that 
BY JG?l+ 1.r denote the open (algebraic ) subset of-N&+ I,r of (A, ,..., A,) 
satisfying 
44 ,,,..., A,) = n2 - r. 
(It may happen that dz,m+l,r is empty.) Let K(FZ, m, r) be the maximal 
number of irreducible varieties 4 of dimension r in the decomposition 
(1.10) of the variety X given by (1.9) having a non-empty intersection with 
4,,+ 1.r for all possible choices of (AO,..., A,) E At,,,+ ,,r (~(n, m, r) = 0 if 
-4,,+ ,,* is empty). 
So (1.11) implies 
~(n, m, r) < rvCmn2+ I’), v=n’-r. (1.13) 
THEOREM 1.14. Let (A, ,..., A,,,) EM:,,, ,,r. Let X, be the irreducible 
component of the variety (1.9) containing the point (A,,,..., A,,,). Then 
orb(Ao,..., A,,,) is an open algebraic set in 5,. That is, 
orb (AO,..., A,) = Sl. (1.15) 
Moreover 
orb(Ao,..., 4J=W--~,,+,,r. (1.16) 
Proof: As orb(AO,..., A,) is a manifold of dimension r by Theorem 1.6 
we get orb(Ao,..., A,,,) c X, . Let U be defined as in Theorem 1.6. According 
to Theorem 1.6 
orb(A,,,..., A,)=22F,nu. 
As U is an open algebraic set in An,,+ i we get that orb(A,,,..., A,) is an 
open algebraic set in the irreducible variety 5,. So (1.15) holds. (Here 
orb(A,,..., A,) means the closure of the orbit set of (AO,..., A,).) Let 
(B O,...,B,)E~n~~.m+l,r. So any neighborhood of (B,,,..., B,) contains 
a point (Co,..., C,) E orb(A ,,,..., A,,,). According to the equalities (1.3) the 
SIMULTANEOUS SIMILARITY OF MATRICES 197 
matrices L(B,, ,..., B,, A, ,..., A,) and L(Bo ,..., B,, C, ,..., C,) are equivalent. 
As (Bo,..., B,) E Xl we deduce 
IWO,..., B,,,, Co,..., &)[a I PII = 0, Q E Qr+ I.w,+ ~)nz, P E Q,, ,,n2. 
Analogous results to Theorem 1.6 yield that there exists a neighborhood fi of 
(B ,, ,..., B,) such that (C, ,..., C,) E orb(B, ,..., B,) provided that 
(Co,..., C,) E 0 and the above equalities hold. So there exist (Co,..., C,) 
which lie in the orbits generated by (AO,..., A,) and (Bo,..., B,). Whence 
B )E orb@ 
2;;: thme equality’&;6; 1 
A ). As orb& ,..., A,) cJ~,,+,,~ we finally 
Consider the left-hand side of the equalities (1.9). These are multilinear 
polynomials in the entries of Z, ,..., Z, where Zi = 10 Xi, i = 0 ,..., m. Let 
2%- “,“+, be the linear space of all multilinear polynomials in the entries of 
X o,..., X,,,. We formally define %&+ , as follows. Denote by Mp*” the set of 
all n x n matrices y = (y,,) with (0, 1) entries, i.e., yij = 0, 1. For 
X= (xij) E 44, we let 
xv= 11 xy, y E M;“J’ (x; s 1). 
l<i,i<n 
-l-hen Km+ 1 consists of all polynomials 
JYX,,..., x,1 = c P, ,..., ,sJ,..., x2. (1.17) 
Clearly 
With this notation 
y,~Mj,~.‘) 
dim q,,, I = 2(m+ I)“*. 
IL(X,,...,X,,A,,...,A,)[a IPII 
= c Q, ,..., y,(AO~...~Am~ a~PWC3XoYo 
y.EM $0.‘) I n 
a E Qr+l,(m+l)n2~ PE Q,+w 
Denote by Q(A,,..., A,) the 
( 
(m + l)n* 
r+l I( ) 
,yl x 2(m+l)n4 
matrix whose columns are the vectors 
(1.18) 
(10 xmjy5 
(1.19) 
(Qyo....,y,(~O~...~Am~ aJN9 yo,..., ym E My'. 
In fact the matrix Q(A,,..., A,) contains a lot of zero columns. Indeed if we 
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pick up a minor of the form (1.19) then each entry of such a minor consists 
of a sum one element of some 2, = Z@ X, and some Aj. Therefore the 
polynomial (1.19) contains exactly (r + l)! monomials of degree r + 1 of the 
form r r ,..., &+, in the entries of Z, ,..., Z,. So the number of distinct 
monomials of degree r + 1 appearing in all possible expressions in (1.19) is 
exactly (r + I)! ( (m:+l/n* )(,:z1). The number of distinct monomials of degree 
d < r which may appear in (1.19) is d! ( (m+i)nz)( “,‘). Hence the upper bound 
for non-trivial columns appearing in Q(A,,..., A,) is 
‘“td”n’)(;)<2’+l (‘“:+y’)( ,:‘1,. (1.20) 
Let [yo,..., yrn ] be the class of all (~3~,...,6,), 6i E M?” such that 
(Z@Xo)“O *** (Z @ Xm)“m = (Z @ Xo)Y’ * * * (Z @ XJm. 
Let L be the number of the distinct classes [yo,..., y,]. We then define 
P(A o,..., A,) be ( (m,?~~“2)(,.~1) X L matrix with the entries 
PIYo.....Yml (A o,..., A,, a, P) = Y Q,,,...,,m(Ao,...,A,, a,P>- 
(8 0 1..., 6,)Ely, . ...1 Yml 
Thus, the above entry represents the coefftcient of the monomial 
(Z 0 x,p * * * (Z@ X,,JYm in the expansion (1.19). By Jn,,+ ,,T,P denote the 
subset of all tuples (A, ,..., A,) E Mn,m+ 1 ,r such that rank P(Ao ,..., A,) < p. 
Clearly 4.m+l,r.p is an algebraic set. Let. Hz,,,+ ,,r.p be the subset of all 
tuples (A, ,..., A,) E ,-Xz,, + , ,I satisfying 
rank P(Ao,..., A,) = p. (1.21) 
Again, it is easy to see that j Xz3,+,,,,, is an open (algebraic) set in 
Jh?2+1,~,~’ We now give sets of invariant rational functions which determine 
uniquely a finite number of orbits lying in .Ni,,,+ l,T,p. To do that we need to 
recall the notion of Hermite normal form of a rectangular matrix A. See, for 
example, Marcus-Mint [ 19641. Two p x q rectangular matrices A and B are 
call row equivalent (A -B] if there exists a non-singular matrix Q such that 
B = QA. Any p x q matrix A can be brought to the unique Hermite normal 
form E = E(A) using the elementary row operations. E = (e,) is charac- 
terized by the conditions 
l<P, <P*< .'. <P,<P, p=rankA, 
eipi= 1, eij = 0 for j<pi, forj=p,+ ,,..., pp, i= I,..., p, (1.22) 
eiq = 0 for i > p. 
The integers p, ,..., p, are called the discrete invariants of A and the entries 
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eiq9 Pi < 4 + Pi+ 1 s.7 p,, i = l,..., p, are called the continuous invariants of A. 
Given p, ,...,p, then the continuous invariants are well-determined rational 
functions of A. 
THEOREM 1.23. Let r and p be positive integers such that Ji,,,+ ,,r,I) is 
non-empty. Assume that (A, ,..., A,), (B, ,..., B,) E AZ,,,+ I,r,p. If (A, ,..., A,) 
and (BO,..., B,) are simultaneously similar then 
P@ o,..., A,) - f’(B,, ,... , B,). (1.24) 
Moreover, there are at most k(n, m, r) distinct orbits in ME,,,+, ,T,P which 
satisfy the equality (1.24). That is, the discrete and the continuous invariants 
of Wo,..., A,,,) determine at most k(n, m, r) distinct orbits in A:,,,+ L,T,p. 
Proof: Assume that (BO,..., B,) = T(A,,,..., A,) T-l. Then (1.4) yields 
that the matrices L(X, ,..., X,,,, A, ,..., A,,,) and L(X, ,..., X,,,, B, ,..., B,) are 
equivalent. Moreover the transformation matrices do not depend on the 
matrices X0 ,..., X,. So any k x k minor of L(X, ,..., X,, B, ,..., B,) 
(W,,, . . . . X,, A,,,..., A,,,)) is a fixed linear combination of all k x k minors of 
L(X, ,..., X,,,, A, ,..., A,) (L(X,, ,..., X,,,, B, ,..., B,)). So the matrices 
P(A ,, ,..., A,) and P(BO ,..., B,) can be transformed each one to the other one 
by elementary row operations. That is, the equality (1.24) holds. 
Consider the algebraic variety defined by (1.9). In the decomposition 
(1.10) we may assume that Xi ,..., X, are all the irreducible varieties which 
have exactly the dimension r such that 4 nAE,,,+ I,r,p is an open 
nonempty set in -X;. for i= l,..., t. By the definition of k(n, m, r), 
r < k(n, m, r). Suppose that 
(A:),..., m I A”‘)EZnM” n,rn+l,r,p~ i = l,..., 5, 
and assume that (A!),..., AZ’) is a regular point in -Z;.. That is, 4 is a 
manifold of dimension r in the neighborhood of (At),..., A:‘). We assume the 
normalization A:’ = A,, k = 0 ,..., m. So Z, = orb(A, ,..., A,). The equalities 
(1.4) yield that orb(Ac),..., A!,!,‘) satisfies the system (1.9). As orb(Ac),..., AZ’) 
is a manifold of dimension r which passes through a regular point 
(At),..., ; < i A”‘) of % we deduce that (ACi) o ,..., A$‘)c&. Now Theorem 1.14 
implies that orb(A f),..., A$) is an irreducible variety. So 
orb(Ar) ,..., A;‘) =&. Let (B, ,..., B,) EJg,,+,,T,p and assume that (1.24) 
holds. Thus any (r + 1) x (r + 1) minor of L(X, ,..., X,,,, A, ,..., A,,,) is a 
linear combination of all k x k minors of L(X,,..., X,,,, Bo,..., B,) and vice 
versa. Therefore (X0,..., X,) satisfies the system (1.9) if and only if 
(x,,..., X,) satisfies the system 
L(& ,..., X,,,, 4, ,... , B,)[a I PI = 0, aEQ r+ I,(m+ I)nzv P E Qr+ 1.n2. (1.25) 
As v(Bo,..., B,) = n2 - r, (Bo,..., B,) is a solution to the above equalities. 
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Whence (B, ,..., B,) satisfies the equations (1.9). Therefore orb(BO,..., B,) 
satisfies the equalities (1.9). Since (BO,..., B,) E A:,,+ ,.T.p, we deduce that 
orb(B, ,..., B,) c-X~,~+~,~,~. So orb(B, ,..., B,) is an irreducible variety of 
dimension r such that its intersection with Jz.m+ l.T,p is a non-empty open 
set in orb(BO,..., B,). Hence orb(B,,..., B,)=& for some l<i<t. As 
(B ,, ,..., B,) E&,+,,, Theorem 1.14 yields that (B, ,..., B,) is 
simultaneously similar to (At),..., A$‘). Thus, there are at most r 
(<~(rz, m, r)) distinct orbits such that any two points on those orbits satisfy 
the equalities (1.24). fi 
Let (A,, ,..., A,)EJYO,,,+,,,.,. Assume that w=(p ,,..., p,) is the set of 
discrete invariants of P(A, ,..., A,,,). Let v”(w) be of the set of all 
(B OY”‘, Bet) E 4.m+ 1,r.p for which o is the set of the discrete invariants of 
W ,,,..., B,). Clearly v”(o) is an open set in &m+l,T,p. Moreover, 
AP n,m+,,r,p is a finite union of set v”(o), for admissible o E Q,,,,, 
n,=N n.m,l. On each V”(w) the set of continuous invariants of 
W ,,,..., A&which are rational functions in the entries of AO,..., A,- 
classify the orbits in v”(w) up to a finite number not exceeding ~(n, m, r). 
We conjecture 
Conjecture 1.26. Let (A, ,..., A,), (B, ,..., B,) E Xi,m+ l,T,p. Assume that 
the relation (1.24) holds. Then (AO,..., A,,,) and (B,,,..., B,) are 
simultaneously similar. 
For m = 0 the above conjecture is valid. Indeed, according to Friedland 
[ 1980] 
W,~4,)< [v(-4,~4 + @4,~&,)1/2 (1.27) 
and the equality sign holding if and only if A, and B, are similar. According 
to the proof of Theorem 1.23 the relation (1.24) implies that all (r + 1) X 
(r + 1) minors of L(B,, A,) vanish. So 
v(B,, A,) > n* - r = v(AO, A,) = v(B,, B,). 
Hence we must have the equality sign in (1.27) which means that A,, and B, 
are similar. In the next section we verify the above conjecture for m = 1 and 
n = 2. 
2. THE 2 x 2 CASE 
Let A, B, E M,. Clearly 
9, = tr(A), #2 = tr(A*), 9, = tr(B), d,, = tr(B*), #5 = tr(AB) (2.1) 
are invariant polynomials under the simultaneous similarity. 
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THEOREM 2.2. Let U be the following algebraic variety: 
U= {(A,B) ( [2 tr(A2) - (tr(A))‘][2 tr(B’) - (tr(B))2] 
= [2 tr(AB) - tr(A) tr(B)12}. (2.3) 
Then, for any pair (A, B) not lying in U the orbit of (A, B) is determined 
uniquely by the values of $i(A, B), i = l,..., 5. 
Proof: Suppose first that A has distinct eigenvalues 1,) A,, 1, # 1,. That 
is, [tr(A)] 2 # 2 tr(A2). The eigenvalues A, and A2 are determined by the 
values of tr(A) and tr(A2). Then we can choose a pair (D, E) lying in the 
orbit of (A, B) such that 
4 0 
D=Do,,,4)= o L ,  
(  i 
i 1. 
E=E(e,,,e,,,e,,,e,,)= 
e12 
e2, 
(2.4) 
Now 
trW=e,, +e,,, tr(DE)=l,e,, +&e,,, tr(E2) = ef, + ei, + 2e,,e,, . 
Thus 
e 
tr(DE) -II, tr(E) tr(DE) - 1, tr(E) 
II = &-A, ’ e22= 1,-A, ’ 
(2.5) 
e12e21 = [tr(E*) - e:, - e:,]/2. 
We claim that e,, e22 # 0. Otherwise (D, E) E U, i.e., (A, B) E U contrary to 
our assumption. Therefore by considering XDX-’ and XEX- ‘, where X is a 
diagonal matrix, we may assume 
e - 1. 21 - 
In that case D and E are determined uniquely by 
(2.6) 
tr(D) = tr(A), tr(D’) = tr(A’), tr(E) = tr(B), 
tr(E2) = tr(B2), tr(DE) = tr(AB). 
Suppose that [tr(A)12 = 2 tr(A2). Consider the matrix aA + /3B. Then 
2 tr[(aA +PB)2] - [tr(aA +rBB)]’ 
=a2{2tr(A2)- [tr(A)12} +B2{2tr(B2)- [tr(B)12} 
2ap{2 tr(AB) - tr(A) tr(B)}. (2.7) 
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Thus aA + /3B has a double eigenvalue for all a and j3 if and only if (A, B) 
lies on the variety 
V= {(A,B) 12 tr(A2) = [tr(A)]‘, 2 tr(B2) = [tr(B)]‘, 2 tr(AB) = tr(A) tr(B)). 
(2.8) 
Since Vc U we see that (A, B) & V. So we can choose B # 0 such that 
A, = A + /?B has distinct eigenvalues. Thus, there exists a matrix X such that 
XA,X-, = D, XBX-, = E. 
Again, if e,,e,, = 0 then A, and B are simultaneously similar to upper 
(lower) triangular matrices. So A and B are simultaneously similar to upper 
(lower) triangular matrices, which contradicts the assumption (A, B) 65 17. 
That is, the orbit of (A, B) contains a matrix of the form D - /?E and E, 
where D is diagonal, e,, = 1 and D and E are defined uniquely by @JA, B), 
i = l,..., 5, having fixed the value of B. 1 
We now examine the matrix meaning of the variety U. 
THEOREM 2.9. A pair of matrices (A, B) belongs to U if and only if 
(A, B) is simultaneously similar to a pair of upper triangular matrices. 
ProoJ Assume first that A has two distinct eigenvalues /2,, I,, 1, # 1,. 
Then (A, B) is simultaneously similar to a pair (D, E), where D and E are 
given by (2.4). A straightforward calculation yields 
2 tr(A*) - [tr(A)12 = 2 tr(D2) - [tr(D)12 = (1, -J.,)‘, 
2 tr(B’) - [tr(B)12 = 2 tr(E2) - [tr(E)]* = (e,, - e22)2 + 4e,,e,, , (2.10) 
2 tr(AB) - tr(A) tr(B) = 2 tr(DE) - tr(D) tr(E) = (A, - k,)(e,, - e2J. 
The assumption that (A, B) E U means 
(A, -A,>’ k, -ez2>' + 4e12e2,1 = (A, -A,>’ tell -ez2>*. 
Since A, #A2 we get that e,2e2, = 0. If e,, = 0 then D and E are upper 
triangular. Suppose that e,* = 0. Define 
P= 
0 1 
( 1 1 0’ 
Then (A, B) are simultaneously similar to the upper diagonal matrices 
(PDP-‘, PEP-,). This establishes the lemma in case that A has distinct 
eigenvalues. Assume that A has a double eigenvalue. If A = II then clearly 
(A, B) are a simultaneously similar pair of upper diagonal matrices. So 
suppose that (A, B) are simultaneously similar to a pair (D, E), 
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(2.11) 
Since (A, B) E U we must have 
0 = 2 tr(AB) - tr(A) tr(B) = 2 tr(DE) - tr(D) tr(E) = 2e,, , 
that is, (D, E) are upper triangular. u 
COROLLARY 2.12. The variety U is invariant under the linear transfor- 
mation 
A,=aA +PB, /I, = yA + SB, aa-/?yfO. (2.13) 
Let 
U,={(A,B)I(A,B)EU,2tr(A2)f[tr(A)12}, 
U, = {(A, B) ] (A, 8) E U, 2 tr(B’) # [tr(B)‘]}. 
(2.14) 
THEOREM 2.15. On U, or U, the values of #i(A, B), i = I,..., 5 
correspond to three distinct orbits. On U, n U, the values of #,(A, B), 
i = 1,2,3,4, correspond to six distinct orbits, while on U, V U, - U, n U, 
these values correspond to three distinct orbits. 
ProoJ: Suppose that (A, B) E U,. Then (A, B) is simultaneous similar to 
(D, E) given by (2.4). From the proof of Theorem 2.9 it follows that 
ei?e,, = 0. So we have the possibilities e,, = 0 and e,, # 0, e2, = 0 and 
ei2 # 0 and e,, = e,, = 0. As in the proof of Theorem 2.2, using diagonal 
similarity we can assume that E may have the form 
E, =E(e,,,e,,, l,O), E, = E(e I,, e22, 0, 11, E3 = E(e, 1, e229 0, 0). 
We claim that the pairs (D, EJ and (D, Ej) are not simultaneously similar 
for i #j. Indeed, suppose 
D = XDX-‘, Ej=XEX-I, i#j. 
Since D is diagonal with distinct eigenvalues the first equality implies that X 
is also diagonal. Then the second equality is impossible. Let pi and .u2 be the 
eigenvalues of B. Clearly {P,, pr} = {e,, , ezz}. So either ,u, = e, r, ,u2 = e22 or 
ru, =e22, p2 =e,,. Lb 
B, = Ete,,, e,, LO), E2=E(e2,,e,,,09 11, ~3=E(e22,e,,,0,0}. 
If p, # ,u2 then Ej # XEiX-’ for any non-singular diagonal matrix X. This 
shows that for (A, B) E U, n U, the values of the functions (#, B), 
i = 1, 2, 3,4, correspond to six distinct orbits. If B has a multiple eigenvalue 
then Ei = E, and the above values correspond to three distinct orbits. Thus 
we proved that on U, U U, - U, n U, the values of $,(A, B), 1 < i Q 4, 
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determine three distinct orbits. Suppose we are also given #s(A, B) = tr(AB). 
Note that 
Thus for (A, B) E U, n U, , 
tr(DE,) # tr(DEj). 
Therefore on U, U U, the values of q5&4, B), 1 < i < 5, correspond to three 
distinct orbits. i 
Let (A, B) E U. Assume that (A, B) is simultaneously similar to diagonal 
matrices (D, E,). Then A and B commute. That is, (A, B) lie on the manifold 
GF’= {(A,B))AB-BA =O}. (2.16) 
Clearly UfY 5Y is a subvariety of U. That is, a generic orbit in U contains a 
pair of the form (D, E,). The fact that the orbit corresponding to (D, E3) is 
not generic can be seen in the following way. Consider the orbit orb@, B) as 
a manifold. Denote by dim orb@, B) the dimension of this manifold. Then 
dim orb(D, E,) = 3, (D,E,)E U,, 
dim orb(l), E3) = 2, (D, E,) E u, . 
(2.17) 
Indeed consider all matrices X which commute with D and Ei, 
DX-XD=O, Ei X - XE, = 0, DE U,. 
For i = 1,2 X = AI and for i = 3 X is any diagonal matrix. This establishes 
(2.17). We shall see later in this section that ~i(A, B), 1 Q i < 5, are 
generators of [VI”. 
From the proof of Theorem 2.15 it follows that the values of these 
functions do not separate between the two generic orbits corresponding to 
the pairs (D, E,) and (D, E2), D E U,. According to the result in Rosenlicht 
[ 19561 (see also Friedland [ 19811) there exist rational functions oi E (U)‘, 
i = l,..., r, which separate the orbits in U- W, for some algebraic subvariety 
W in U. We now give such functions 19~. Let (A, B) E U. Then Theorem 2.9 
claims that A and B are simultaneously similar to a pair of upper triangular 
matrices. Suppose that (A, B) E U, n U, and dim orb@, B) = 3. Then 
A = (aij)t and B = (b,): have exactly one common eigenvector (x,, x2)‘. 
Corresponding to the eigenvalues I, and pi, respectively, 
(al, - 4) x1 + a12x2 = 0, %1X, + (a22 -A,> x2 = 0, 
(~11-Pu,)X, + &2X2 = 0, b,,x, + @22 -cl11 x2 = 0. 
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Assume for simplicity that 
a,2a2,b12b2,x,x2 f 0. 
Then we have the equalities 
so 
yl _ b12 1, + hIal -adI =2i,+ b2,a2, - a2,b2, 
aI2 aI2 azl 
From the last two equalities we can compute the value of 1, and then the 
value of ~1,: 
IZ,=a(A,B)= fbll - b2,) a12a2, + a22a12b21 - a,,a2A2 a b -a b , 
12 21 21 12 
p, =/3(A,B) = (a11 - a22) b12b2, + b22b12a2, - W2,a12 
(2.18) 
b12a2, - b2,a12 
THEOREM 2.19. The functions a(A,B), B(A,B) belong to (U)“. 
Moreover these functions are defined on orb(A, B) such that (A, B) E U - Q 
and the values ‘of a(A, B), /3(A, B), tr(A), tr(B) determine these orbits 
uniquely. 
ProoJ: Clearly, a(A,B), p(A, B) E (U)” if a,,b;, -a,,b,, is not 
vanishing identically on U. Put 
1, = tr(A) - a(A, B), ,K, = tr(B) - B(A B). 
Then a straightforward calculation yields 
/Ii+J.:=tr(A2), ,ui +y: = tr(B2), 
as (A, B) E U. That is, a(A, B) and /l(A, B) are the eigenvalues of A and B, 
respectively. This shows ‘that a,B E (U)“. Assume that A E U, and 
AB - BA # 0. Then the orbit of (A, B) contains a pair (D, E,). Clearly 
a(A, B) and /3(A, B) are not defined for (D, E,). Let (P, Q) E orb(A, B) lying 
closely to (0, E,). That is, 
P= (Z+xy D(I+q, Q= (Z+X)-‘E,(Z+X), 
p= (PijK Q = (qij): 9 x= @,,X. 
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Then 
P12 = (4 - 4) x12 + ww>~ P21 = (A2 - 4) x21 + O(ll~ll’>~ 
412 = 01, --rll2) XI, + x22 -x11 + o(llml 921 = cu2 -illJx2, + 0(ll~ll’>~ 
so 
PI2421 -P21412 = (12 -ux2l@,, -x22) + O(ll~ll”). 
Whence it is possible to find (P, Q) E orb@, B) such that the above 
expression is different from zero. Put 
4% B) = ~0, Q>, PW B) = PV’, Q> 
and the functions a and p are well defined. The matrices (D, E,) have exactly 
one common eigenvector which corresponds to A, and e,, . So 
A, = 4-4 B), e II =PW% 
1, = tr(A) - a@, B), e2* = tr(B) - p(A, B) 
and the matrices D and E, are determined. The same arguments apply if 
B E U,, AB - BA # 0. Suppose that A & U, and B @ U,. That is, (A, B) is 
simultaneously similar to (E@, <), EC,u, q)), where 
(2.20) 
But then E(I, r) and E(,u, q) commute. The proof of the theorem is 
complete. 1 
For any 2 x 2 matrices A, B the (1, 1) entry of AB - BA equals 
a,,b,, -a,,b,,. That is, a,,b,, -a,,b,, vanishes identically on @ and 
therefore the functions a(A, B) and /?(A, B) are not defined on GY. 
If A E U, and A and B commute so A and B are simultaneously diagonal 
then from the proof of Theorem 2.15 it follows 
THEOREM 2.21. On (U, U U,) n 59 the values of the functions qdi(A, B), 
i = 1,2, 3,4, 5, determine the orbit of (A, B). 
We are left with the orbits in U n G9 such that A and B have double eigen- 
values. It means that (A, B) are simultaneously similar to (E(& r), E(,u, r)). 
As E(& c) and EC,u, ?r) commute we get, 
V5%7. 
Thus we need to classify the orbits in V. 
(2.22) 
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THEOREM 2.23. Let (A, B) E V. Then 
YM B) = %lb,, = %,b*, (2.24) 
belongs to (V)“. Suppose that either y(A, B) or I/y(A, B) is defined on the 
orbit of (A, B). Then the values of tr(A), tr(B) and y(A, B)(l/y(A, B)) 
determine a unique orbit in V. 
ProoJ According to what we proved orb(A, B) contains a pair (E(1, <), 
EC4 ~1). Clearly 
I = 4 tr(A), ,u = f tr(B). 
By considering the matrices 
A,=A-AI, B,=B-/II 
we can assume that A = 0 and ,u = 0. Let 
A = XE(0, <) X- ‘, B = XE(0, v) X- ‘. 
Then a straightforward calculation shows that y(A, B) = r/r. 
That is, y(A, B) is indeed an invariant function on V. Assume that q # 0. 
In that case y(A, B) is well defined. Choosing an appropriate diagonal matrix 
X and considering the matrices XE(I1, r) X-r, XE(,u, q) X-’ we can assume 
that v = 1. Then <= y(A, B). Hence, tr(A), tr(B) and y(A, B) determine the 
orbit of (A, B). The same arguments apply if c# 0, i.e., @(A; B) is well 
defined. I 
Suppose that neither y(A, B) nor l/y(A, B) are not defined on the orbit of 
(A, B). Then we must have that (A, B) lie on W 
W= {CAB) I u12=u2,=bz,=b,2=0, CZ~,=U~~, b,,=b,,}. (2.25) 
Clearly, on W tr(A) and tr(B) determine the orbit completely. 
Thus we completed the classification of the simultaneous similarity of 
2 x 2 pairs of matrices according to the program outlined in Friedland 
[ 198 11. Next we note that on all subvarieties in M2 x M, except V the values 
of the functions @*(A, B), 1 Q i < 5, determine a finite number of orbits. We 
claim that on V the values of any set of invariant polynomial functions, i.e., 
functions belonging to [VI”, cannot in general determine a finite number of 
orbits in V. 
THEOREM 2.26. The,- functions tr(A) and tr(B) are the generators in 
WG* 
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Proof: Let (A, B) E I’. Then orb@, B) contains a pair E(I1, 0, E(,u, q). 
Then 
and letting d-+ 0 we get that the closure of orb@, B) contains the matrices 
E(IZ, 0), E(u, 0). Suppose that #(4-B) E [I’]. Then 
#(A, B) = d(E(k 01, EW, 0)) = g@, pu> = W(A), W)), 
for some h E C[x, y]. I 
Thus the transcendence degree of’ [ I’]” over C is 2. The transcendence 
degree of (v)” over C is 3. More precisely we have 
THEOREM 2.27. The functions tr(A), tr(B) and y(A, B) generate (V)” 
and they are algebraically independent. 
Proof: We claim that 
dim orb@, B) < 2, (A,B) E v. (2.28) 
Indeed, suppose that (A, B) is simultaneously similar to E(& 0, E@, q). 
Then E(a, 8) commutes always with E(& 6) and E(,u, r). Moieover if either r 
or q # 0 then E(a, /?) is the only matrix which commutes with E(& 0 and 
E(u, r,r). This proves (2.28). As the dimension of V is 5 the transcendence 
degree of (V)” is at most 3. Clearly tr(A), tr(B) and y(A, B) can be given 
any values zi , z2 and z3. So these functions are algebraically independent, 
i.e., the transcendence degree of (I’)” is 3. Let #(A, B) E (V). Then #(A, B) is 
algebraic with respect to x, = tr(A), x2 = tr(B), xj = y(A, B), 
Pi E c(x, 9 x2 3 x3>, (2.29) 
i=l 
be the minimal equation for 4. So the left-hand side of (2.29) is an 
irreducible polynomial over C(x,, x2, x3). But then given the values of 
xi, xz, xj we know that orb@, B) is determined (x3 is well defined). Thus, if 
$ is defined on orb@, B), for example, pi(x, , x2, XJ # 0, then ) has unique 
value. But it is well known that (2.29) must be m sheeted cover of C. 
Whence m = 1 and # is rational in xi, i = 1, 2, 3. 1 
THEOREM 2.30. The functions #i(A, B), i = 1,2,3,4,5, generate 
P2 x M2jG and are algebraically independent. Moreover these functions 
generate [M, x M,]‘. 
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ProoJ: Since the dimension of the generic orbit in M, X M, is 3 the 
transcendence degree of (M2 x MZ)G is 5. As a generic orbit is determined by 
the values of (@, B), 1 Q i < 5, we easily deduce that $&4, B), i = l,..., 5, 
are algebraically independent. Therefore these functions form a transcen- 
dental basis in (M2 x M,)G. Let d E (M2 x MZ)G. So 4 is algebraic over 
q4, ..., qb5. That is, 
4” + 5 Pi(# l )..., fj5) ipi = 0. 
i=l 
(2.31) 
Let (A, B) E U. Then orb@, B) is determined uniquely by 4, ,..., 4,. Combine 
this with (2.31) to deduce as in the proof of the previous theorem that m = 1, 
i.e., $ is rational in $, ,..., d5. This shows that 4, ,..., +xi5 generates (M, x M,)G. 
Let $ E [Mz x M,lG. So 4 is rational in #r ,..., 4,. Also 4 has a finite value 
for any 45 , ,..., #5. Thus $ must be a polynomial in #, ,..., #5. That is, 
[M, x M,lG is generated by $r ,..., ds. i 
We finally compare the results of this section to the classification 
procedure outlined in Section 1. We first note that if A and B are not 
commuting then the only non-trivial solution X to the system 
AX-XA=O, BX-XB=O, (2.32) 
is X = U. That is, 
M,XM,-B=Jq,,,. (2.33) 
We conjecture 
M2 x M* - u=4.2,3,p,, U-Q =‘/R;,2,3,p2’ PI > ~2. (2.34) 
It seems that for (A, B) E M2 x M, - U all 4 x 4 minors of L(X, Y, A, B) are 
linearly independent, that is, equivalent to the equality 
PI= 8 
( ) 4 
= 70. 
On Q - W the system (2.32) has two independent solutions out of the three 
solutions X=A, X=B and X=1. So 
Q - w=A2,2,2. (2.35) 
We conjecture 
v- w=4,*,2,P,9 UJ, u u21ng - w=~2.2.2,p4, P3 > P4’ (2.36) 
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W=J2,2,0* (2.37) 
We now verify Conjecture 1.26 for m = n = 2. 
THEOREM 2.38. Let A, B, EM, and assume r= 4 - v(A, B), where 
v(A, B) is defined as in Section 1. Let % be the algebraic variety given by 
(1.9) (m = n = 2). Then 
.K = orb(A, B) for (A,B)EM,xM,--U, 
.%-=2F, us*, Zi = orb(A, B), dim .& = 5, for (A,B)E U-Q, 
,,%=x-, u.%2us3, Z, = orb(A, B), q+, = {(n,z,Pu,z)l, i= 1,2, 
for (A,B)Eg- V, (2.39) 
X = orb (A, B) for (A,B)E V- W, 
.,K=orb(A,B)== {(A,B)) for (A, B) E W. 
In particular Conjecture 1.26 is valid. 
Proof. Assume first that (A, B) E M, x M, - U. It is enough to consider 
the case where A has two distinct eigenvalues. Thus we may assume that 
A =D, B = E, where D and E are of the form (2.4) and elzez, #O. In 
particular rank L(A, B, A, B) = 3. Suppose that 
PX-XD=O, QX-XE=O, p = (Pij): 3 Q = (Sij>: (2.40) 
has a non-trivial solution X such that 1x1 = 0. By considering the matrices 
P, = TPT-‘, Q, = TQT-‘, X, = TX 
we may assume that the Hermite form of X is either 
x= 
1 x 
i 1 0 0 
(2.4 1) 
or 
x= (2.42) 
Suppose that possibility (2.4 1) holds. Then the first equation of (2.40) yields 
Pll =A,, P21 = 09 x = 0. (2.43) 
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The second equation of (2.40) implies that e,, = 0, which is impossible. 
Suppose next that (2.42) holds. Then the fust equation of (2.40) implies 
PI1 = 4, PZl = 0. (2.44) 
The second equation of (2.40) yields e,, = 0, which is impossible. So, if 
X# 0 satisfies (2.40) then IXl# 0. Hence (P, Q) is simultaneous similar to 
(D,E). That is, LZ? = orb&B) and this orbit is closed. This proves the 
theorem for (A, B) E M2 X kf, - U. Assume now that (A, B) E U- Q7. 
Again we may assume that A has two distinct eigenvalues. So let A = D, 
B=E, e,,#O, e,,=O. 
Suppose that X is of the form (2.41). Then (2.43) holds. Then the second 
equality of (2.40) yields that e12 = , 0 which is impossible. Assume now that 
X is of the form (2.42). So the equality (2.44) holds. Then the second 
equality of (2.40) implies 
a1 = ezzy 421 = 0. (2.45) 
We claim (P, Q) is not similar to (D, E). Indeed if P, Q do not commute then 
P and Q have one common eigenvector corresponding to the eigenvalues 1, 
and ez2, respectively. Since the common eigenvector of D and E corresponds 
to A, and e,,, respectively, (P, Q) and (D, E) are not similar. Clearly, if P 
and Q commute then (P, Q) and (D, E) are not similar. The set of all 
matrices (P, Q) satisfying (2.44) and (2.45) forms a manifold of dimension 
4. Consider all pairs (P,, Q,) simultaneous similar to (P, Q). As the set of 
matrices (P, Q) satisfying (2.44) and (2.45) is invariant under the transfor- 
mation (TPT-‘, TQT-‘), T is an upper triangular matrix. We deduce that 
the manifold Zi consisting of matrices (P,, Q,) is of dimension 5. Thus 
Z2 = closure .9?: is an irreducible variety of dimension 5. This establishes 
the theorem in this case. Note that in this case 
X, ns2 = orb(D, E,), D = (“d 12), E, = ce;’ p,). (2.46) 
Assume next that (A, B) E Q - V. So A and B are simultaneously similar to 
diagonal matrices such that at least one .of them has distinct eigenvalues. 
Again we may assume A = D has two distinct eigenvalues and B = E with 
e12 = ezl - - 0. Let X satisfy (2.40). Then as before either (2.41) and (2.43) 
hold or (2.42) and (2.44) hold. As v(A, B) = 2 we have an additional linearly 
independent matrix Y satisfying 
PY - YD = 0, QY- YE=O, Y = (jJ,>:. (2.40)’ 
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We also assume that IaX + bYJ = 0 for all a and b. By interchanging the 
roles of X and Y we get three possibilities: 
X,=(:, ;),Yl=(; :,), X,=X,,Y,=Y;, (2.47) 
x, = Y,, Y, =I-x,. 
The choice X, and Y, is impossible since we get A, = &. The choice Xi+, , 
Yi+ I yields the solutions P = LiZ and Q = e,,Z for i = 1, 2. So the theorem is 
established in this case. 
Next let (A, B) E V - W. By considering the matrices 
A,=aA +PB, B,=yA+dB, ad-py#o 
and making the similarity transformation (TAT-‘, TBT-‘) we may assume 
that 
A=(; ;), B=(“o 0). (2.48) 
Suppose that X is of the form (2.41). It is easy to check that it is 
impossible to satisfy the first equation of (2.40). So X must be of the form 
(2.42). Then the linearly independent matrix Y which satisfies (2.40)’ can be 
chosen of the form Y, given by (2.47). 
So the equalities (2.40~(2.40)’ yield P = AZ, Q = B. Since the matrices 
(A(a)= (i y ),B) Eorb(AB) 
for any a # 0 we deduce that (P, Q) E orb(A, B). So orb(A, B) is the only 
irreducible component of the system (1.9). 
Assume finally that (A, B) E W, i.e., A = AZ, B = ,uZ. Then v(LZ, PZ) = 4 so 
r(LZ, ,uZ) = 0. But then L(X,, X,, AZ, ,uZ) = 0 if and only if X0 = IZ and 
X, = pZ. Thus we proved the equality (2.39). Suppose (A, B), (A,, B,) E 
44 Z,Z,r,p and assume that the equality(l.24) holds. Then the variety X given 
by (1.9) contains the irreducible varieties orb(A, B) and orb(A , , B,) of 
dimension r. The equalities (2.39) yield that % contains exactly one 
irreducible variety of dimension r. So orb(A, B) = orb(A , , B,). Now 
Theorem 1.14 (the equality (1.16)) yields that (A, B) and (A,, B,) are 
simultaneously similar. I 
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Remark 2.49. The proof of Theorem 2.38 yields the existence of non- 
similar pairs of matrices (A i , B,), (A *, B,) such that 
u(A,,B1)=Y(A2,E2)=v(;4,,B,,A*,B*)= 1, V,,B,), &,4)E u-0. 
(2.50) 
This cannot happen in case that m = 0 since the equality sign in (1.27) 
implies the similarity of A, and B, for any dimension n. (See Friedland 
[ 19801.) 
3. POLYNOMIAL MAPS AND VARIETIES 
Let 
8: c” -+ C”, e = (4(C),..., e”(o), CE C”, 
be a polynomial map, i.e., 19~([) is a polynomial for i = l,..., v. In what 
follows we shall survey various properties of these maps needed in this 
paper. See van der Waerden [ 19501, Shafarevich [ 19741 and Whitney [ 19721 
for general references on the algebraic and analytic properties of the 
polynomial maps. Specific results will be given the exact reference. The 
inverse image of o, i.e., e-‘(w), is called an algebraic variety in Cu. That is, 
any algebraic variety in C’ is given by some system of polynomial equations 
ei(g = oi, i = I,..., V, for some v. We denote this algebraic variety by Z. In 
what follows all the varieties mentioned here are algebraic. K is called 
reducible if X = Xi US!&,, where 4 #Z for i = 1,2 and each & is a 
variety. Otherwise Z is called irreducible. It is well known that any variety 
is a finite union of irreducible ones. Any irreducible variety is connected. A 
point x in an irreducible variety % is called regular if in the neighborhood of 
this point X is a manifold. The dimension of this manifold does not depend 
on a choice of the regular point and it is called the dimension of Z. Let X0 
be the set of all regular points in Z. Then so is an open connected set in 
X. In particular X0 is a manifold. Recall that Y is an open set in % if 
Y=Sn W for some open set Win C &. Y is called algebraically open if W 
is the set of points for which p(c) # 0, for some polynomial p. Note that a 
finite union of open algebraic sets lJ z= I W, (defined by p, # 0) is an open 
algebraic set W given by p =pl . . . pm. If Y is an open algebraic set in 
irreducible variety Z then Y is connected. Let % be an irreducible and 5’ 
be the manifold of the regular points of .%. Then X0 is an open algebraic 
set. That is, the set of singular points, i.e., the irregular points, in 3 is a 
subvariety of .Z. For a reducible variety %- the dimension of %’ is defined 
as the largest dimension of its irreducible components. A variety Z is called 
homogeneous if &% =Z for all t # 0. In that case 5 is the zero set of 
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ei(() = 0, i = l,..., V, where each B,(c) is a homogeneous polynomial. For any 
variety X, let X” be the homogeneous variety given as the closure of the 
union of &, for all possible t. Clearly X is irreducible if and only if %” is 
irreducible. To study the homogeneous varieties it is convenient to introduce 
the projective space P”-l. It is the set C” - (0) when one identifies c with t[ 
for any t # 0. Thus any homogeneous variety s of dimension d gives rise to 
the projective variety 2 of dimension d - 1 in P”-’ and vice versa. A well- 
known result for projective varieties claims (e.g., Shafarevich [1974]) 
THEOREM 3.1. Let &I and s2 be projective varieties of dimensions 
d, - 1 and d, - 1, respectively, in Pvpl. If d, + d, > v + 1 then 3, n-$, is 
a nonempty projective variety at least of dimension d, + d, - v - 1. 
Let & be a projective variety of dimension d - 1. Let ? be a projective 
variety given by the intersection of d - 1 hyperplanes 
Hi = 
I 
x, e aijxj = 0, x E P”-’ i = I,..., d - 1. (3.2) 
j=l 
Then, according to Theorem 3.1 .% n P is a non-empty projective variety. 
We assume here that (ai, ,..., a,,) E P”-I, i = I,..., d - 1. Moreover, except 
for some variety Z in 
P”- I.d-1 =PL-I x .., xp~.-’ 
d-l 
.&n P consists of exactly 6 points in P”- ‘. The number 6 is called the 
degree of the variety .& and is denoted by deg.&. In what follows we need 
the following result. 
THEOREM 3.3. Let 2 be an irreducible projective variety in Pdp ’ of 
dimension d - 1 > 1 and degree 6. Let H, ,..., Hd-, be any d - 1 hyperplanes 
in P’-l. Let 
(3.4) 
2%- k, ,..., -%& are the irreducible components of S$.. Then 
dim&)>d- 1 -k (3.5) 
and 
2 deg&ki<deg&=& 
i=l 
(3.6) 
SIMULTANEOUS SIMILARITY OF MATRICES 215 
Proof. Consider 
If L$? G H, then L& = 2, V, = 1 and the theorem trivially holds. If 9%’ does 
not lie entirely in H, then 
22-l= (J 2gi 
i=l 
and 
dim Eli = d - 2, i= l,..., V,. 
SO 
and for generic H, ,..., Hd-,, T,i (Jy;i Hi will consist of deg&li distinct 
points. 
Since 5?~-,~ # $, for i # 1 for the generic hyperplanes H, ,..., Hd- 1 the sets 
sli flj%i Hi and &1, (JJ%i H, must be distinct. Otherwise &lin&l, will 
contain a smooth manifold of dimension d - 2 and thus ~,i = .-@J-,[, as &Ii 
and &I1 are irreducible, which is impossible. Hence in the case L&u? H, we 
have 
deg$= % deg&,i. 
i=l 
Consider now & n H, n H, . Then 
Also 
L&nH,= 6 &,ij. 
j=l 
As dim &,i > d - 2 we have dim&,ij > d - 3. According to what we 
proved above 
deg&,,,= 2 degqti. 
j=l 
216 
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(3.7) 
Also 
“I pi 
2g = u &,ij. 
i=L j=l 
Consider the decomposition (3.4) of 2; to irreducible factors. Clearly 
L& = &,ij for some i,j. However, if .&,P4 c &,ij then ,&,,, will not appear 
in the irreducible decomposition of &*. Thus the equality (3.7) implies the 
inequality (3.6). This completes the proof of the theorem for k = 2. The same 
arguments establish the theorem for any 3 < k < d - 1. I 
Remark 3.8. It is easy to show that for generic hyperplanes H, ,..., H, 
the equality sign would hold in (3.5) and (3.6). Also, the degrees of all ‘,&ii 
must be the same. 
Let Mn,m be the set of n X m complex-valued matrices. We identify M,,, 
with Cm”. For simplicity we shall assume 
l<m<n. (3.9) 
For 1 < r < m < n let M,,,+r be the set of matrices A such that rank A < r. 
That is, 
M n.m.r ={A,A[~IPl=O,~EQ,+,,,,~EQ,+,,,~. (3.10) 
Hence M,,,,, is a homogeneous variety. Thus we can view A,,,,, as a 
projective variety in Pmn-‘. We claim that M,,,,, is an irreducible variety. 
Let ML., be a set of all A E M,,, with rank A = r. Clearly this set is open 
in M,,,,,. Also for A E MO,,,,,,, 
A = PD,Q, PEGL,, QEGL,, (3.11) 
where D, = (d,), dii = 1, i = l,..., r and all other entries of D, vanish. As 
GL, and GL, are connected manifolds Mz,,,, is a connected manifold. So 
M n.m,r is irreducible. We claim 
dim M,,,,, = r(n + m - r) (r Q m < n). (3.12) 
Indeed, pick up A,, E MO,,,,,,. Assume for simplicity that the first r rows of 
A, are linearly independent. Thus, if the first r rows of A stay in the 
neighborhood of the first rows of A, these rows will be linearly independent. 
This gives rm independent parameters. Now, if A EM,,,,, then any other 
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row of A is an arbitrary linear combination of the first r rows of A. This 
gives us additional r(n - r) parameters. 
So we proved (3.12). In fact our arguments show that MO,,,,, is the 
manifold of all regular points in M,,,,,. Next we claim 
THEOREM 3.13. Let M,,,,, be the irreducible variety of all n x m 
matrices with the rank r at most. Suppose that 1 < r < m < n. Then 
deg h,,,,, = (r + I)(m-r)(n-r!. (3.14) 
To prove this theorem as well as other results we need the following. Let 
8: C’ -+ C” be a polynomial map. Denote by 8(c) the Jacobian of 13 at the 
point c. Let p be the rank of M. A point c E C’ is called regular if 
rank 80(c) = p. A point c is called singular of critical if rank M(c) < p. Let 
9 be the set of all singular points of 8. Clearly 9 is an algebraic variety. 
So C“ - 9 the set of regular points is an open algebraic set in C’. 
Therefore O(P - 9) is a connected manifold in C” of dimension p. Hence, 
.9?= cl O(P) is an irreducible variety of dimension p in C”. Also 
O(P - 9’) is an open algebraic set in Z. So X - O(C@ - 9) is a closed 
subvariety in X. Thus, there exists a non-trivial polynomial K such that 
K(W) = 0 (3.15) 
for any 0 E 3 - e(cu - 9). In particular any 0 E % - e(cu) (W is an 
omitted value in s) must satisfy (3.15). Consider Y = cl e(9). It follows 
that Y is a subvariety of 5. So there exists another non-trivial polynomial K 
such that any critical value w  of 0 must satisfy (3.15). Let w  be a noncritical 
value, i.e., w  E B(C” - 9). Then 
\$ 
e-yw)= ij uj, (3.16) 
/=I 
where each Yj is an irreducible variety of the dimension p - rank M. The 
number m is independent of the point w  and is called the degree of the 
map-deg 8. The continuity argument implies that whenever we have the 
decomposition (3.16) to irreducible varieties then m < deg 8. The map 8 is 
called regular if 
rank 80 = mink, v). 
The arguments above show 
THEOREM 3.17. Let 8: C’ + C” be a polynomial map. Let the degree of 
O-deg &be defined as above. Consider decomposition (3.16) of O-‘(w) to 
its irreducible varieties. Then m Q deg 0. If w E e(P) is not a critical value 
then m = deg 8 and dim Yi = p - rank 80, i = I,..., deg 8. Assume that p > v 
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and suppose that 8 is a regular map. Then there exists a non-trivial 
polynomial u such that any omitted value o 6? C” - B(F) must satisfy 
(3.15). Assume furthermore that p = v. Then any non-critical value w E C” is 
obtained exactly deg 0 times. 
Note that if 0 is onto map then K(O) can be chosen to be ~1. The most 
interesting case when ,u = v. In that case there are simple sufficient conditions 
for 8 to be an onto map. Let p(c) be a polynomial in ~1 variables. Denoted be 
deg p the degree of p. Define 
(3.18) 
Put 
P,(r) = 0 if p is a constant. 
8, = (4, ,..., e,,), deg 8= n deg Oi. (3.19) 
i=l 
THEOREM 3.20. Let 0: C” + C” be a polynomial map. Assume that the 
system 
em = 0 (3.21) 
has the only solution c = 0. Then the system 
e(c) = w (3.22) 
is always solvable. The number of distinct solutions of (3.22) is at most 
deg 0. Moreover, there exists a non-trivial polynomial K(W), w E C’, such 
that Eq. (3.22) has exactly deg 0 distinct solutions unless w satisfies (3.15). 
That is, 0 is deg 0 covering of Cu. 
Remark 3.23. This theorem is essentially due to Noether and van der 
Waerden [ 19281. It was rediscovered by us in Friedland [ 1977, Theorem 
2.11. Although Theorem 2.1 is stated in a slightly different form we did show 
in the proof of Theorem 2.1 that Eq. (3.21) has exactly deg B distinct 
solutions unless cc) is a critical value. In that case the arguments preceding 
Theorem 3.17 imply that o must satisfy a non-trivial equation (3.15). In fact 
K(W) is non-constant if deg 6 > 1. 
Proof of Theorem 3.13. Consider generic H, ,..,, HP hyperplanes where 
p = r(n + m - r) - 1 in the projective space Pmn-‘. So 
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where q = deg(@ .,,,,.). When we vary the hyperplanes H, ,..., HP, 
(H, ,..., Hp)Epmnwl X . . . Xpm”-’ 
P 
the points {A , ,..., A4} sweep an open set in fi,,,,,. So we may assume that 
H r,..., HP were chosen such that 
(0 A I ,..., A, are pairwise distinct, 
(ii) the r X r minors composed of the first rows and columns of 
A i ,..., A, are distinct from zero. Also (1, 1) entry of each Ai is different from 
zero. As each Ai lies in the projective space we may assume that (1, 1) of 
each Ai is equal to 1. 
Then A , ,..,, A, are the solutions of the following mn polynomial equations 
whose variables are the entries of X = (X,), i = l,..., n, j = l,..., m. 
All (r + 1) x (r + 1) minors of X which include the first r rows and 
columns of X are equal to zero. (1) 
HjQ = 0, j= l,...,p. (11) 
X - 1. I1 - (III) 
The set of equations (I) consists of (m - r)(n - r) homogeneous equations of 
degree r + I. Sets (II) + (III) consist of r(n + m - r) linear equations. So we 
have exactly mn equations. The left-hand side of (I), (II) and (III) defines a 
map 8: Cm” -+ C”” of the degree S = (r + l)(m-r)(“-r). Next we show that the 
system (3.21) has the only solution X= 0. Otherwise at least one Ai will 
have (1, 1) zero entry, which contradicts our assumption. 
Theorem 3.20 yields that q < 6. It is left to show that we have the equality 
sign q = 6. As &n,,,r 
fi”,W 
is an irreducible variety such that &t4,,r is open in 
it follows that p generic hyperplanes H, ,..., HP will intersect Qi,,,* 
transversally. That is, we may assume that B is regular at the points 
A , ,..., A,. In that case the Remark 3.23 implies that q = 6 and the theorem is 
proved. I 
In Man+ l)nbl2 consider a subspace .Y of matrices of the form L(X,, ,..., X,,, , 
AA o ,..., AA,,,), where X0 ,..., X,,, are arbitrary n X n matrices and 1 is a 
complex parameter. Let 
y= M,,+ 1) n2,d.r n 97 Y= i, Yj, (3.24) 
j=l 
607/50/3-3 
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where each Yj is an irreducible homogeneous variety. According to 
Theorem 3.13 
deg &?,,,,+ i) ,,2,n2,r = (r + l)tcm+ ‘) “2-r1[n2-r1 = ~(n, m, r). 
Next, Theorem 3.3 yields 
?l< f deg Yj < ~(n, m, r). (3.25) 
j=l 
Let X be the variety given by (1.9). Assume that (1.10) is its decom- 
position to irreducible varieties in C(m+1)n2. Clearly each irreducible 5%; is 
obtained by restricting some Yj to the hyperplane H of matrices of the form 
w,,...,x,, Ao,..., A,). Since some Yj may have an empty intersection with 
H we have the inequality K < q. 
This establishes (1.11). More precisely, Theorem 3.3 implies 
2 deg .&‘T < K(n, m, r). 
jyl 
(3.26) 
Thus if we can compute the degree of o;b(A,,...,A,)h we could probably 
improve the inequality (1.11) by means of the above inequality. 
4. ALGEBRAIC FUNCTIONS 
Let p(& x) be a polynomial of the form 
p(ii, x) = A” + c p,(x) A”-‘. 
i=l 
(4.1) 
As usual let C[J, x] be the ring of polynomials in A and x. As C[k, x] is 
UFD (unique factorization domain) p(A, x) decomposes to irreducible factors 
(4.2) 
where each qi(L, x) is irreducible and qi and qj are coprime for i #j. 
Moreover since p(& x) is manic in A each qi(A, x) can be assumed to be 
manic in A of degree 1 at least in k variable. For this property and others 
consult, for example, Whitney [ 19721. We call ~(2, x) degenerated if in the 
decomposition (4.2) some factor is repeated at least twice. That is, pi > 1 for 
some i. In what follows we consider the roots of p(;l, x), 
p(& x) = 0. (4.3) 
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Then each root n(x) is an algebraic function of X. We can name these roots 
by J.,(X),..., &,(x). Clearly there are two identical roots n,(x) and L](x) if and 
only if p(L, X) is degenerated. For &(x) a point c is called a regular point 
(point of analyticity) if J,(x) is analytic in the neighborhood of this point. 
Otherwise c is called a branch (singular) point. Let c be a branch point. Then 
it is possible to group the eigenvalues as follows, 
such that, when we circle once on the small circle around 4, each group of 
eigenvalues undergoes a cyclic permutation. For brevity each group will be 
called a cycle at < and the number of elements of a cycle will be called its 
period. So if the period of a given cycle is one then the corresponding n,(x) is 
analytic in the neighborhood of c. Thus c is a branch point if there exists a 
cycle of eigenvalues with the period greater than one. Assume that 
P,(X),..., &WI f orm a cycle. Then we have the Puiseaux series 
A,(x) = 5 pjcLP-‘)(X - c;r”“, h = l,..., m, (4.5) 
j=O 
where o = ezsifm. See, for example, Whitney [ 1972, p. 321. 
It is well known that the equation ~(1, x) = 0 has a finite number of 
branch points [ 1 ,..,, &, . So each L,(x) is a multivalued analytic function on 
D = C - IL ,..., 6-b 1. (4.6) 
Suppose that p(ll, X) is irreducible. Then each n,(x) is n valued. In other 
words each L,(x) is analytic univalued on n cover sheets of D. More 
precisely, starting from one branch of n,(x) it is possible to recover all other 
branches of L(x) on D by analytic continuation. Using the decomposition 
(4.2) we can find ‘how many branches each L,(x) has. In particular, if all the 
eigenvalues n,(x), i = 2 ,..., n, can be generated from L,(x) then p(A, x) is a 
power of an irreducible polynomial. Next we study what happens when 
x -+ co. Assume that p(A, x) is of the form (4.1). Define 
6 = lean degpili. 
Divide the equation (4.1) by x”’ to deduce that 
(4.7) 
(4-g) 
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So at x = co, i.e., 1x1 > r for some large r, we divide the eigenvalues to the 
cycles of the form (4.4). Now the group A, ,..., Iz, must have the expansion 
A,(~) = (phXalm 
( 
5 vjwjhx-j~~), Q<a<md. (4.9) 
j=O 
The case a = 0 can only correspond to the case where m = 1 and J.,(x) is 
a constant function. 
LEMMA 4.10. Let q@, x) be of the form (4. l), 
q@, x) = A” + 2 qi(x) km-‘. 
i=l 
Assume that q(,l, x) divides p(& x). Then 
(4.11) 
deg qi(X) < id, i = l,..., m. (4.12) 
Proof. It is possible to rename the roots A1 ,..., A, of p(& x) = 0 such that 
4tx) = fi Cn - ni(x>>* (4.13) 
i=l 
According to (4.9), ( qi(x)l < K lxlis for (xl big enough. This proves 
(4.12). 1 
DEFINITION 4.14. A point [ is called an intersection point if either < is a 
branch point or there exist two distinct eigenvalues L,(x) and L,(x) (in the 
neighborhood of LJ analytic at c such that Ai = nj([) if 5 is finite. (In case 
that 1; = co we demand that lim,,, ~,(x)/~,(x) = 1.) 
Consider, for example, 
p(A, X) = fJ [A - (ai + bix’)], 
i=l 
r is a positive integer. (4.15) 
Then we do not have any branch points but there are intersection points 
I;; = (ai - aj)/(bj - bi), l<i<j<n, (4.16) 
if (ai, hi) # (aj, bj). 
Suppose that ~(1, x) is not degenerate. In order to find the intersection 
points we consider 
D(p) = I”r &(x) - kj(X))’ = D(x). 
l$i<j(n 
(4.17) 
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Since p@, x) is manic in I it is well known that D(p) is a polynomial in 
p, ,..., p,, . The expansion (4.9) implies that 
deg D(x) < n(n - 1)s. (4.18) 
Clearly D(x) E 0 if and only if p(J, x) is degenerate. Thus if ~(1, x) is 
nondegenerate then a finite point c is an intersection if and only if D(c) = 0. 
We now study the connection between the multiplicity of the root x = [ in 
D(x) and the nature of the intersection point c. 
THEOREM 4.19. Let [ be a finite intersection point. Suppose that 
n,(x),..., J,(x) break up to the cycles as given by (4.4). Assume furthermore 
that 
A,(()= . . . = h,(r) f 4itk,+,tc) = ’ * * = Arnk,(c;) 
#A m,+,+ ,tts) = ‘*’ = n,ke(<), k, = K. 
(4.20) 
Then x = [ is a root of D(x) at least of multiplicity 
L= $ (m,- 1)+281;’ F7 min(q, m,J, k, = 0, k, = K. 
i=l p=O k,+ I<??j<k,+, 
(4.21) 
Proof: Assume that J,(x),..., I,(x) is a cycle of period m at x = [. 
Consider the product 
f(X) = fl tIzitx) - Ajtx))2' 
l<i<i<m 
By completing one cicrle on Iz - 41 = r we permute 1, ,..., 1, cyclically so 
f(x) is analytic and univalued in Iz - 61 < r. Each J,(x) has an expansion 
(4.5). So J,(x) -A,(x) is divided by (x - [)I’“‘. Thus f(x) is divided by 
(x - [)“-I. This shows that D(x) is divided by (x - Q”, ,u = Cr=, (mi - 1). 
Assume now that A,,,+ I(x),..., A,,,+ I( x is another cycle of period I such that ) 
A,(() = Aj((J, i, j = l,..., m + 1. 
Consider the function 
g(x) = n CAitx) - AjCx>>* 
l<i<m,m+l<j<m+I 
By circling around the point [ we permute the branches A,,..., il, and 
A m+ * ,--*, L ,,,+l. So g(x) remains univalued in the neighborhood of c. That is, 
g(x) is analytic for Ix - cl < r. Without loss in generality we may assume 
that m > 1. Then g(x) is divided by [(x - #lmlm = (x - <)‘. 
Thus g’(x) is divided by (x-c)“. So altogether D(x) is divided by 
(x - oL, where L is given by (4.21). 1 
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THEOREM 4.22. Let < be a finite intersection point. Assume furthermore 
that c is a simple root of D(x). Then C is a branch point of the algebraic 
function ~(1, x) = 0 and the equation p(& [) = 0 has exactly n - 1 distinct 
roots. That is, at x = [ one has exactly one cycle (n,(x), n,(x)} of period two 
while all other branches n,(x),..., A,,( x are analytic in the neighborhood of [. ) 
Moreover in the expansion (4.5) ,u, # 0 (m = 2). 
Proof. Our assumptions imply that L given by (4.21) is equal to 1. So 
ki = i, i = O,..., K, and m, = 2, m, = 1, i = 2 ,..., K. Thus c is a branch point 
and p(& C) = 0 has exactly n - 1 distinct roots. Furthermore 
(n*(x)-n*(x>>"=4(x-r) (2 P*j+l(xiY)** (4.23) 
j=O 
Thus if ,~r = 0 then x = [ is a zero of order 3 at least of D(x). Therefore 
&#O. I 
Theorem 4.22 shows that the simple zeros of D(x) describe the simplest 
possible branch points of p(& x) = 0. Theorem 4.19 enables us to analyze the 
double roots of D(x). 
THEOREM 4.24. Let C be a finite intersection point. Assume furthermore 
that c is a double root of D(x). Then one of the following conditions holds. 
(i) p@, [) = 0 has n - 1 distinct roots, i.e., 
M6l= MC>~ Ii(() # lj([) for 2 < i <j < n. 
In that case each n,(x) is analytic in the neighborhood of [ and Al([) + n;(c). 
(ii) p(& c) = 0 has n - 2 distinct roots and one of them is triple, i.e., 
MC) = UC) = UC), A/(C) # S(C) for 3 < i < j < n. 
In that case x = c is a branch point with exactly one cycle 
(n,(x), n,(x), n,(x)}, while all other branches n,(x),..., n,,(x) are analytic. 
Moreover, in the expansion (4.5) ,u, # 0 (m = 3). 
(iii) p(& c) has n - 2 distinct roots and two of them are double, i.e., 
In that case x = [ is a branch point with exactly two cycles {n,(x), A,(x)}, 
{n,-,(x), n,(x)) while all other branches J.,(x),..., n,_,(x) are analytic. 
Moreover, in the expansion (4.5) for {n,(x),&(x)} and {n,-,(x), n,(x)} 
.Lr, zo. 
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The proof of Theorem 4.24 is quite analogous to the proof of Theorem 
4.22 and uses only Theorem 4.19. So we omit its proof. 
5. SPECIAL POLYNOMIALS IN Two VARIABLES 
In this section we consider polynomials p(..l, x) of the form 
p(#l, x) = A” + 2 Pi(X) A”-(, P,(X) = 5 P&c’, i = l,..., n. (5-I) 
i=l j=O 
Here r is a positive integer. Such a polynomial p(A, x) is uniquely determined 
by the coefficient vector 
P = (PI09 PI I F...> PlrY*, Pno,..., P”(“J (5.2) 
We shall identify p(A, x) with its coefficient vector and no ambiguity will 
arise. Thus any polynomial p(A, X) is given by a point p in 
pw = clot+ Iv+ Zln/Z 
We next consider the algebraic function 
p(A, x) = 0. In that case 6 defined by (4.7) is 
Puiseaux expansion 
n(x) given by the equation 
at most r. So each 1(x) has the 
l(x) = x’ c vjX-j’m 
j=O 
around c= co. Here v. is the root of the equation 
n 
V” + C Pi(ir) v n-i _ - O’ 
i=l 
(5.3) 
(5.4) 
Thus [ = Q) is an intersection point if (5.4) has at least one double root. 
Let D(x) be given by (4.17). According to (4.18) the degree of D(x) is at 
most n(n - 1)r. 
so 
D(x) = c d,(p) x’“(“-‘)-i, 
i=O 
(5.5) 
where each d,(p) is a polynomial in the coefficient vector p. In particular 
do@‘) = n (v, - Vj)‘9 1<i</<n (5.6) 
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where v i ,..., v, are the roots of (5.4). So d,(p) is a polynomial in pi, ,..., pncnrj 
which is called the discriminant of 
p,(l) = A” + i pi(i,)P. (5.7) 
i= I 
Thus for all p E Pn,r such that d,(p) # 0 the polynomial D(x) is exactly of 
degree m(n - 1). Let p(k, x) be given by (4.15). Then 
D(x) = n [(bi - bj) xr + (q - aj)]‘. 68) 
I<i<j<n 
Suppose that bi # bj and ai # aj for i #j. Then D(x) is a polynomial of 
degree m(n - 1). Clearly we can choose (a,, bi), i = l,..., n, such that we 
would have ‘exactly m(n - 1)/2 distinct intersection points cij of the form 
(4.16). In that case each cij is a double root of D(x). We now show that 
there exist ~(1, x) of the form (5.1) for which the polynomial D(x) has 
m(n - 1) simple (distinct) roots. Let B(p) be the discriminant of the 
polynomial D(x). That is, 6(p) is given by the well-known determinantal 
formula 
d,(p) d,(p) e.. drncn-,,(p) 0 .a. 0 
0 d,(p) d,(p) ... drncn-,,cD, ... 0 
d(P) = i * . 
rn(n- l)d,,(p) [m(n- l)- l]d,(p) ... 0 a.. 
* . ’ . * . 
(5.9) 
(e.g., Whitney [1972, Appendix IV]). 
THEOREM 5.10. Let 6(p) be a polynomial on P”.r given by (5.9). Then 
6(p) does not vanish identically on Pnqr. In particular, if&p) # 0 then D(x) 
is a polynomial of degree rn(n - 1) having rn(n - 1) simple roots. 
Proof Let p be a polynomial of the form (4.15) such that bi # bj, for 
i #j and D(x) has exactly rn(n - 1)/2 double roots of the form (4.16). Let 
q E PnVr be in the neighborhood of p. So D(x, q) is a polynomial of degree 
rn(n - 1) with the roots cl(q),..., c!&,-,,(q) continuously depending on q. 
For q =p 
(26 l(P) = ~2iCPh i= 1 ,..., rn(n - 1)/2, 
t2iCP) + <2i(P) for 1 ,< i <j,< n(n - I)/2. 
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So either we can find q such that r,(q) # e,(q) for 1 < i < j < m(n - 1) or we 
must have &(q) E &(q) for all q (renaming the indices if necessary). So 
suppose that 4(q) = t22(d9 ad t,(p) = t,(p) = [(aI - a,)/@, - h)l”’ z 0. 
Choose 
q(A, X) = {[A - (U, + b,X’)][l - (U2 + b*X’)] + E} fl [A - (Uj + biX’)] 
3<i<n 
= {A’ - [a, + a2 + (b, + b,) xr]A + (a, + b,x’)(u, + b,x’) + Et} 
X ,<vGn Ln - C”i + b!x’)l~ 
where E is a small parameter. Then rl(q) and r*(q) must be the roots of the 
equation 
[(a, + f.22) + (b, + b*) x’]* = 4[(u, + blxr)(u, + b,x’) + El, 
which is equivalent to 
(b, - b,)’ xZr + 2(b, - b,)(u, - u2) x’ + (a, - ~2~)~ - E = 0. 
But for E # 0 all 2r roots of the above equation are distinct. This contradicts 
our assumption that &(q) E r2(q). Th us we proved our assertion that there 
exist q E Pn*r in the neighbourhood of a given p such that D(x, q) has 
m(n - 1) distinct roots. 1 
We now claim that if 6(p) # 0 then p(lz, x) is an irreducible polynomial. 
This follows from the next theorem. 
THEOREM 5.11. Let p(A, x) be a non-degenerate reducible polynomial of 
the form (5.1). Suppose that 
P(k 4 = q,(k 4 q2@, 49 deg qi(A, X) = ni > 1, i= 1,2, 
qi = A”1 + 2 qtj(x) An/-‘, 
(5.12) 
i= 1,2. 
j=1 
Then D(x) has at most r[n(n - 1) - nln2] distinct roots and this number is 
achievable. In particular any reducible polynomial p&x) has at most 
r(n - 1)2 distinct intersection points. 
ProoJ The equation p(A, x) = 0 splits to ql(a, x) = 0, q2@, x) = 0. Thus, 
if < is a finite intersection point for L(x) then one of the following conditions 
hold: 
(9 ai = aj(C> 
(ii) Pi(C) = Pj<C> 
(iii) al(C) = P,(4). 
for i # j, 
for i # j, 
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The possibility (i) means that c is an intersection point of q,(& x). Therefore 
we can have at most m,(n, - 1) intersection points. In the same way 
possibility (ii) can happen for at most rn2(n2 - 1) distinct points. To find out 
how many distinct [ may satisfy (iii) we look at the resultant of ql(A, x) and 
q2N xl* 
mx>= n CaiCx> - PjCx>>* 
I<i<n,.l<jCn, 
Since q,(A, x) and q,(A, x) are manic it is well known that 9(x) is 
polynomial in the coefficients of A in q,(A, x) and q,(A, x). So 9(x) is a 
polynomial in x. The expansion (5.3) at the infinity yields that ]9(x)l < 
K Ixl’“‘“2. 
So the degree of 9 is at most m, n, . Therefore there are at most ln,nz 
distinct c satisfying (iii). Altogether we get that D(x,p) has at most the 
following number of distinct zeros: 
r[q(n, - 1) + n*(n* - 1) + n,n,] = r[(n* + n&z, + n, - 1) - n,n,] 
=r[n(n- 1)--n,n,]. 
Let p(x) be of the form (4.15) such that D(x) has exactly m(n - 1)/2 double 
roots. Define 
II,@, x) = fi [A - (Uj + biX’)], 
i=l 
pz(lz, X) = fi [A - (Ui + bix’)], 
i=n,+l 
Now we can find qi in the neighborhood of pi such that 6(qi) # 0, i = 1,2. 
Then each qi will have m,(n, - 1) distinct intersection points. As 
9(x,p,, p2) has exactly rn, rr2 distinct zeros the continuity argument implies 
that .9(x, ql, q2) will have exactly m, n, distinct zeros. Using the continuity 
argument again we deduce that all intersection points satisfying (i)-(iii) are 
pairwise distinct. This shows that D(x, ql, q2) has r[nl(n, - 1) + n,(n, - l)] 
simple roots and mln2 double roots. Clearly 
n(n- l)-nn,n,<(n- 1)2 
and the equality holds if only either II, = 1 or n, = n - 1. Hence the maximal 
number of distinct solutions of D(x,p) = 0 is r(n - 1)2. 
Assume that p(A, x) is degenerate. Then all the intersection points of 
p(A, x) are the intersection points of 
(5.13) 
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where (4.2) is the decomposition of ~(13, x) to its irreducible factors. As 
deg q(A, X) ( n the number of intersection points of q is at most r(n - 2)‘. 
Thus any reducible ~(1, X) has at most r(n - 1)’ intersection points. fl 
COROLLARY 5.14. Let ~(13, x) be of the form (5.1). If 6(p) z 0 then 
p(lz, x) is irreducible. 
We now study the set of reducible and degenerate polynomials p@, x) of 
the form (5.1) in the coefficient space Pnqr. Denote by 4, and A& the 
subsets of PnVr corresponding to reducible and degenerated polynomials, 
respectively. Clearly M& C xd. 
DEFINITION 5.15. Let J(n, , n,) be a subset of Pnqr which corresponds 
to reducible polynomial p(L, x) of the form (5.12). Let J’(n,, n,) be a 
subset of PnVr which corresponds to degenerate polynomials of the form 
4@, x) = q,(k -qq,@, x)9 de 4, > 1, (5.16) 
where qI(A, x) is manic in L (so q3 E 1 if deg ql(A, x) = n/2). 
Clearly 
,R,,= u J(nr,n-n,), A= u M(n,,n-2n,), (5.17) 
IGn,<In/zl I<n,<ln/Zl 
,/Y(n,,n-2n,)~~(n,,n-n,). (5.18) 
THEOREM 5.19. The sets M(n,, n-n,) and M(n,, n - 2n,) are 
irreducible algebraic varieties in P”*r of the dimensions 
dimk’(n,,n-n,)= {[(n+ l)r+2]n-2n,(n-n,)r}/2, 
dimM(n,,n-2n,)= {[(n+ l)r+2]n-nn,[r(4n-5n,+ 1)+2]}/2. 
(5.20) 
Proof. The equality (5.12) can be represented by a map 
& pnlJ x pn29r + pw, n, +n2=n, (5.21) 
where q, is a coeffkient vector in PQr. Clearly 8 is a polynomial map. The 
image of 0 is exactly .L(n,, n2). According to Section 3 the closure of 
Yn(n,, n2) is an algebraic variety in P”*r. We now show that .AT(n,, nJ is a 
closed manifold. Assume that we have a sequence of polynomials p,@, x) of 
the form (5.1) such that pi@, x) = q& x) q&A, x), deg q,#, 1) = nj, 
j= 1,2, and each q,,(A, x) is manic in L Let a\“(x) ,..., a:*,)(x) and 
p’,“(x),..., /3:!(x) be the roots of qIi(A, x) = 0 and q&, x) = 0, respectively. 
Assume that 
lim pi@, x) = q(rl, x). 
f-au2 
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Then it is possible to find a subsequence {ik} such that 
lim a~‘k’(x) = a,(x), 
k-m 
lim /3tik’(x) =/I ( ) 
k-m ’ 
1x9 1 < < n AS, 1, l<t<nz. 
Hence (5.12) holds where 
4,& xl = fi (A - a,(x)>, 4z(& x> = fi (A -P,(x)). 
S=l I= 1 
So M(n,, nJ is closed. The decomposition (5.17) yields that &.:d is closed. 
So if p E Pn,* corresponds to an irreducible polynomial there exists a 
neighborhood of p corresponding entirely to irreducible polynomials. We 
now prove the first equality in (5.20). Pick up irreducible polynomials 
qj(A, x) of degree nj, j= 1,2, such that q1 # q2. We claim that 0 is a local 
homomorphism in the neighborhood of (ql, q2). Indeed suppose that 
where (u,, u2) and (vi, v2) are in the neighborhood of (q,, q2). So ui and ui 
are irreducible. Since C[J, x] is a unique factorization domain and ui and ui 
are manic we get either ui = ui or U, = u2. The assumption that q, # q2 
implies that U, # v2 so U, = ZI, and u2 = u2. Whence B is a local 
homomorphism in the neighborhood of (ql, q2). Thus 
dimJ(n,, n2) = { [rz, + 1)r + 2]n, + [(n, + 1)’ + 2]n,}/2, 
which establishes the first equality in (5.20). It is left to show that M(n, , n,) 
is an irreducible variety. This follows easily from the fact that B is a local 
homeomorphism in the neighborhood of (q, , q2) for q1 # q2. 
The assertions about M(n,, 2n - 2n,) can be proven in the analogous 
way. I 
As 
{[(n + 1)r + 2]n - 2n,(n - n,)r}/2 < ([(n + 1)r + 2]n - 2(n - 1 )r}/2, 
{[(n+l)r+2]n-n,[r(4n-55n,+1)+2]}/2 
<{[(n+l)r+2]n-[4r(n-1)+2]}/2 
from the identities (5.17) we get 
COROLLARY 5.22. The set Mrd and A& are algebraic varieties on P”,r 
having the following codimensions: 
codim J& = (n - l)r, codim -Ntig = 2r(n - 1) + 1. (5.23) 
Moreover A& is an algebraic subvariety of A&. 
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6. IRREDUCIBLE PENCILS 
Let A, B E M,. With the pencil A + XB we associate its characteristic 
polynomial 
p(L,x,A,B)=I111-(A+xB)(=P+ k p((x)l”? 
i=l 
pi(x) = i Pij(A, B) $3 
(6.1) 
i = l,..., n. 
j=O 
Clearly pij(A, B) is a polynomial of degree (i - j) in the entries of A and of 
degree j in the entries of B. So pij(A, B) is a polynomial of (total) degree i. 
Let (D, E) be a similar pair in (A, B). Obviously, the pencil D + XE has the 
same characteristic polynomial. So each pij(A, B) are invariant polynomials 
under the action (TAT-‘, TBT-‘). In fact, for n = 2, it is easy to show that 
the ring generated by Pi,(A, B), j= 0 ,..., i, i = 1,2, is equal to the ring 
generated by #[(A, B), i = l,..., 5, given by (2.1). We now give the explicit 
expression for pij(A, B). We use the notation of Section 1. Then the coef- 
ficients of the characteristic polynomial of A + XB are given by 
Pi(X) = C (A + XB>[a I al, 
aGQi*” 
Pij(AvB) =C (-l)E(41v42*Y1rY2) IA[P, 1~111 IB[Pz 1~211, j = l,..., i - 1, 
P~,YIEQ(~-~),~,P,,Y~EQ,,,,P,~~~=Y~~Y~=~, 
P,UP2=Y,UY*=a, (6.2) 
~ro&B) = 2 IAb I alI, Pii(A, B) = C lB[a I ally i = l,..., n. 
aaQi,n ~~Qi.ll 
Here E(/?, , &, yl, y2) = f 1 and this function is completely determined by 
/I,, &, y1 and yz, which satisfy the requirements (6.2). Also for a E Qk,n, 
P E Q,,n we denote by a np the common subsequence of a and 8. If 
a n/I = 4 then a Up denotes the strictly increasing sequence generated by 
the elements of a and /I. 
The fact that with each pair (A, B) we associate a polynomial of the form 
(6.1) can be put formally in terms of a polynomial map 
p: M, x M, + C(“+3)n’Z = p”ll, 
PM, B) = (PEA, B),..., p,,(A, B)). 
(6.3) 
We shall show in the sequel that p is a regular map (note that M, = C”‘). 
First we need 
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DEFINITION 6.4. The pencil A + XB (the pair (A, B)) is called reducible 
(degenerated) if the characteristic polynomial (6.1) is reducible 
(degenerated). Otherwise the pencil (the pair) is called irreducible 
(nondegenerate). The pencil A + XB (the pair (A, B)) is called symmetric 
(real) if A and B are symmetric (real). 
We now show that there exist irreducible pencils. More precisely we have 
THEOREM 6.5. Let 6(p) be a polynomial defined on the coeficient space 
Pa*’ by (5.9) (r= 1). Then 6(p(A, B)) is a non-trivial polynomial on 
M, x M,. More precisely, there exists a real symmetric pair (A, B) such that 
6(p(A, B)) # 0. 
ProojI Our proof is very close to the proof of Theorem 5.10. So we point 
out only the additional arguments we have to use. Choose A and B to be real 
diagonal A = diag{a, ,..., a,,}, B = diag(b, ,..., b,}. Then the characteristic 
polynomial of A + XB is of the form (4.15) with r = 1. We choose a, and bj 
such that p(J, x) will have exactly n(n - 1)/2 distinct intersection points. 
That is, D(x) given by (4.17) (r = 1) h as exactly n(n - 1)/2 double roots. 
Suppose that 6(p(D,E)) z 0. Then D(x, D, E) has to have a fixed double 
root, let us say <,(D, E)) = &(D, E) such that 
<,(A, B) = MA, B) = (a, - aJAb, - b,). 
Choose E = B and let D be a block diagonal matrix 
D = diag{D, ,..., D,-, 1, 
where Di+, is 1 x 1 matrix {ai+*), i= l,..., n - 2, and 
As in the proof of Theorem 5.10 we deduce that T1(D, E) # &(D, E) for 
E # 0. This shows that 6(p(D, E)) cannot vanish identically on all real 
symmetric pairs. I 
According to Corollary 5.14 if 6(p(A, B)) # 0 then the characteristic 
polynomial of A + XB is irreducible. So “most” of the pencils A + xB are 
irreducible. Consider a pair (A, B). Assume that A has n distinct eigenvalues. 
Then A is similar to a diagonal matrix 
D = diag{d ,,..., d,}. (6.6) 
So the orbit of (A, B) contains a pair of the form (D, E). Clearly E is 
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unique up to a diagonal similarity XEX-’ (X is diagonal). Let E = (e,):. 
Denote 
E+ = (kd):. (6.7) 
DEFINITION 6.8. The matrix E is called irreducible if the non-negative 
matrix E, is irreducible. That is, all the entries of (I + E+)‘-’ are strictly 
positive. (In other terms the graph defined by E, is connected.) 
Clearly the notion of irreducibility remains invariant under the diagonal 
similarity. In what follows we need a criterion for the diagonal similarity 
(see Engel-Schneider [ 19731). 
THEOREM 6.9. Let E, FE M,,. Assume E is irreducible. Then E and F 
are diagonally similar if and only if 
eii =fii9 i = l,..., n, e. e. --a eikelikeiki, 
‘112 12'3 
= fi,i,fi,i, --fik-*lt&i* 1 < ii < n, j = l,..., k, 2 ,< k Q n. (6.10) 
On the other hand if E, is reducible the equalities (6.10) do not imply the 
diagonal similarity of E and F. We now give a set of invariant polynomials 
in [M,, x M,] whose values determine uniquely the orbit of (A,.B) in case 
that (A, B) is an irreducible pair. 
THEOREM 6.11. Let A, B E M,, . The polynomials 
tr(A’lBjI ,..., Aimtim), m = n(n - l), 0 < i,, j, Q 1, k = l,..., m, (6.12) 
are invariant polynomials under the simultaneous similarity. Moreover two 
irreducible pairs (A, B) and (D, E) are simultaneously similar if and only if 
the above polynomials have the same values on these pairs. 
ProoJ: The fact that the polynomials (6.12) are invariant with respect to 
the action of CL,, is obvious. Suppose next that A has n distinct eigenvalues. 
Then the orbit of (A, B) contains a matrix (D, E) where D is a diagonal 
matrix with pairwise distinct diagonal entries. The entries of D are known 
since we are given tr(A’), i= l,..., n. We claim that E is irreducible. 
Otherwise (e.g., Gantmacher ‘[1959]) there exists a permutation matrix P 
such that 
PEP’ = (“d’ ;::). (6.13) 
Also PDP’ is a diagonal matrix of the form diag{D,, D2}. But then 
(AZ - (A + xB) = (AZ, - (0, + xF, J (A& - (D, + xF,,)(, 
which contradicts the ,assumption that A + XB is an irreducible pencil. 
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According to Theorem 6.9 E is determined up to a diagonal similarity 
provided we can compute the left-hand side of the equality (6.10). 
Let 
Di = diag{d,i,..., S,,}. 
Then a straightforward calculation shows that 
(6.14) 
e,, = tr((D,E), 
e. e. . . . e ‘1’2 1213 k-,ikeiki, = tr(Di,EDi2,-.., DikE)* 
Since all the eigenvalues of D are pairwise distinct we have 
Di = Pi(D), pi(n) = n @ - 4) 
j#i tAiiiAj)’ 
i=l n. ,***, 
So the right-hand side of (6.14) contains expressions of the form 
tr(D’IED’zE,..., D’kE), 0 < Zi < n - 1, i = l,..., k, 1 < k < n - 1. (6.15) 
Substituting A for D and B for E we realize that the above expressions are 
included in the expressions appearing in (6.12). This proves the theorem in 
case that A has distinct eigenvalues. In the general case let A, = A + x0 B. 
Clearly we can choose x0 such that A, has distinct eigenvalues. Then in 
the expression (6.15) we have to substitute A + x,B for D and B for E. A 
straightforward calculation also shows that all posssible expressions in terms 
of A and B which may appear in (6.15) are listed in (6.12). The proof of the 
theorem is completed. 1 
In fact we proved a more precise statement. 
THEOREM 6.16. Let A be a diagonal matrix with pairwise distinct 
elements and B is irreducible. Then the orbit of (A, B) is determined uniquely 
by the values (6.12). 
The distinction between Theorems 6.11 and 6.16 becomes apparent for 
n > 3. Indeed, if A is a diagonal matrix with pairwise distinct elements and 
A + XB is irreducible then B is an irreducible matrix. However, for n 2 3 
there exist A and B satisfying the assumptions of Theorem 6.16 such that 
A + XB is a reducible pencil (e.g., Friedland-Simon [ 19821). In fact, the 
assumption that any pencil satisfying the assumption of Theorem 6.16 is 
irreducible implies a false conjecture in Avron-Simon [1978] (see 
Friedland-Simon [ 19821). 
Thus we proved 
THEOREM 6.17. The values of the invariant functions (6.12) separate all 
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orbits (A, B) ifA and B do not have a common subspace and A + XB is not a 
degenerated pencil. 
Let D be a diagonal matrix with pairwise distinct diagonal entries. 
Consider a matrix C = (c,)“, such that c,, # 0, i = 2,..., n. Then we can find 
a diagonal matrix X such that E = XC-’ = (e,,); and cri = 1, i = 2,..., n. 
In fact X is unique up to a multiplication by 1-f 0. That is, in “general” 
we can find a unique pair 
(D, E), D = diag{d ,,..., d,,}, di # dj for i # j, 
E = (e(j): v e,, = 1, i = 2 ,..., n, 
(6.18) 
in the orbit of (A, B). That is, if orb(A,, Bi) contains pairs of (D,, Ei) of the 
form (6.!8) then orb(A,, B,) = orb(A,, BJ if and only if (D,, E,) = (D2, E2). 
That shows that the “generic” orbits are parametrized by n* + I parameters. 
If the entries of the matrix E given in (6.18) are all distinct from zero then 
orb(D, E) is fixed by the values of polynomials (6.12) in view of 
Theorem 6.11. So the ring of invariant polynomials [M, x M,,] separates 
between the “generic” orbits. That is, 
THEOREM 6.19. The transcendence degree of the ring of invariant 
polynomial [h4, X M,]’ is n2 + 1. 
We were not able to find a simple transcendence basis in’ [M,, x M,]’ for 
a general n. (See Zariski and Samuel (1958), pp. 95-102, for the definitions 
and basic properties of transcendence bases and degrees.) 
We now show that the functions (6.12) generate the field of invariants 
CM, x M”lG. 
THEOREM 6.20. The invariant polynomials given in (6.12) generate the 
field of rational invariant functions (IV,, x M,,)‘. 
Proof: Let 91 ,..., 9k (k = 2 “(“-‘I) be the invariant polynomials given in 
(6.12). In Theorem 6.11 we showed that the values of these polynomials 
determine the orbit of an irreducible pair (A, B). Since the set of irreducible 
pairs (A, B) form an open (algebraic) set in M, x 1?4,, it follows that q, ,..., ok 
forms a transcendental basis in (M,, x M,)‘. That is, any 0 E (M, x M,,)’ 
satisfied the equation 
m 
8” + c /l,((PI ,..., fpk) em-i = 0. 
i=o 
(6.21) 
Let o: M,, X M,, -P Ck be the polynomial map given by ~0 = ((D,,..., 9k)’ 
Denote by V the closure of 9(M, x M,). So 0 is an algebraic function on V. 
On the other hand, let V” be the set of all 9(A, B) such that (A, B) is an 
601/50/3-4 
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irreducible pair. So I-“’ is an open set in V. Since for any rp(A, B) E V’, 
yl(A,B) determines the orb(A,B) we see that 8((p(A,B)) is defined uniquely. 
So the minimal m in (6.21) can be chosen to be 1. That is, 0 is rational in 
tpl ,..., pk. Hence pi ,..., rp, generates the field (M, x M,)‘. 1 
In conclusion we note that according to Processi [ 19761 the invariant 
polynomials (6.12) generate the ring of invariant polynomials [M, x M,]‘. 
7. SYMMETRIC PAIRS 
In this section we are going to consider ( complex) symmetric pairs of 
matrices (A, B). Two pairs of symmetric matrices (A, B) and (D, E) are 
called orthogonally similar if there exists (complex) orthogonal matrix 0 
such that 
D = Of10, E = O’BO. (7.1) 
Denote by S,(S,(R)) the set of n x n complex (real) valued matrices. So the 
complex (real) orthogonal group 0,(0,(R)) acts in the above form on 
S, x S,(S,(R) x S,(R)). Suppose that A is symmetric and has n distinct 
eigenvalues. Then there exists an orthogonal matrix 0 such that D = O’AO is 
a diagonal matrix. Thus the orbit of (A, B) contains a symmetric pair (D, E). 
We claim that E is fixed up to an action of the following finite orthogonal 
group, 
DO,, = {O ) D = diag{ 1, d, ,..., d,}, di = f 1, i = 2 ,..., n}. (7.2) 
LEMMA 7.3. Let E, F E S,. Assume that E and F are diagonally similar. 
Then there exists D E DO,, such that F = DED. 
Proof: Suppose that F = DED-‘, D = diag{d, ,..., d,}. Assume that 
cij # 0, then 
Jj = d,e,d]: = fii = djejid;‘. 
That is, df = dj’. Suppose that E is irreducible. We then deduce 
d: = . . . = df,. Clearly we can choose d, = 1. This shows that D G OD,. 
Suppose that E is reducible. Since E is symmetric there exists a permutation 
matrix P such that 
P’EP = diag(E ,,..., Ek}, 
where each Ej is irreducible. But then 
P’FP = diag{F, ,..., Fk}, P’FP = P’DP(P’EP) P’D-‘P. 
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So each I;r is a diagonally similar to an E,. Now use the above argument to 
show that D WI be chosen to be in DO,. I 
Thus A E S, has n distinct eigenvalues a pair (D, E) essentially 
parametrize (up to the action of DO,) to orbit of (A, B). Hence “most of the 
orbits” are parametrized by n + n(n + 1)/2 parameters. That is, the transcen- 
dence degree of [S, x S,]” is (n + 3)n/2. 
It is easy to find a transcendence basis in [S, x S,]“. 
THEOREM 7.4. The polynomials 
tr(A ‘), i = l,..., n, tr (A ‘BA ‘B), O<i<j<n-1, (7.5) 
from a transcendence basis in [S, x S,]“. Moreover, if A has n distinct 
eigenvalues then the value of these polynomials determine at most 2(“‘-“+ w  
distinct orbits. 
Proof First note that tr(A’BAjB] = tr(BAjBA’), for any pair (i, j). As 
tr(A’), i = l,..., n, are given we know the characteristic polynomial of A. 
Using the values of the polynomials in (7.5) and the remark above we can 
compute any polynomial of the form tr(A’BA’B). Assume next that A has n 
distinct eigenvalues. So the orbit of (A, B) contains a symmetric pair (D, E), 
where D is a diagonal matrix with pairwise distinct diagonal entries. The 
entries of D are known since we are given tr(A’), i = l,..., n. Using the 
arguments of the proof of Theorem 6.11 we deduce that we can compute the 
products e,]e,, for all 1 < i, j Q n in terms of the given polynomials (7.5). 
As E is symmetric it follows that we know the values of ei. So each etj is 
fixed up to f 1. There are at most 2 ‘(“+ ‘)‘* different matrices E. However, 
(D, E) and (D, XEX) are in the same orbit for any X E DO,, . Thus we have 
at most 2(n+‘)n’2-(“-1) distinct orbits corresponding to the value of the 
polynomials in (7.5). In fact, if all e,, are different from zero then the 
knowledge of D and all eb gives rise to exactly 2(“*-“+*)‘* distinct orbits, 
provided that D has pairwise distinct entries. Since the orbit space of 
symmetric pairs (A, B) is parametrized by (n + 3)n/2 parameters we see that 
the polynomials (7.5) form a transcendence basis in [S, x S,]“. I 
Combine the arguments of the proof of Theorems 7.4 and 6.17 to get 
THEOREM 7.6. Let (A, B) and (D, E) be non-degenerate pairs. Assume 
that neither A and B nor D and E have a common subspace. Then these 
pairs are orthogonally similar if and only if the polynomials given by (6.12) 
have the same values on these pairs. I 
We now classify the orbits of 2 x 2 symmetric pairs under the orthogonal 
similarity. Let U and Y be subvarieties of S, x S, given by (2.3) and (2.8), 
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respectively. Suppose that (A, B) lies in U but (A, B) fZ I’. Then the 
arguments of Theorem 2.9 show that (A, B) are orthogonally similar to a 
pair of diagonal matrices (D, F). Whence it follows 
THEOREM 7.7. Let (A, B) E S, x S,. Assume that (A, B) & V (i.e., (A, B) 
is non-degenerate) then the values of the polynomials rpi(A, B), 1 < i < 5, 
determine a unique orb? under the action of 0,. 
Suppose that C E S, and C has one multiple eigenvalue. It is easy to show 
that either C is of the form 
C(ka> = ai 
(  
L+a ai 
I-a 1 
(7-g) 
or C = C(& a). Moreover if a # 0 then C(L, a) is orthogonally similar to any 
C(& b) or C(& -b), b # 0. Thus if (A, B) E V we have that 
A = C(& *a), B = C(,u, kb). 
Therefore the function y(A, B) given by (2.24) is equal to *a/b and is a 
non-trivial function in (V)‘z. So Theorem 2.23 applies to S, x S,. 
THEOREM 7.9. Let (A, B) E V, S, x S,. Then y(A, B) = a,,/b,, belongs 
to (V)‘z. If either ?(A, B) or l/y(A, B) is defined on the orbit of (A, B) then 
the values oftr(A), tr(B) and y(A, B)(l/y(A, B)) determine a unique orbit in 
V under the action of 0,. Otherwise the orbit of (A, B) consists of one point 
KWW)A WW)I). 
The disadvantage of the transcendence basis (7.5) of [S, x S,]” is that 
these polynomials are not symmetric with respect to A and B. The natural 
candidates for symmetric basis in [S, x S,]” are the coefficients of the 
characteristic polynomial of the pencil A + xB. Indeed, the map (6.3) 
restricted to S, x S, yields 
p: s, x s, -+ C(n+3)n’2 = pn.1. (7.10) 
Th if Pi,,@, B),..., P,,@, B) are algebraically independent it follows that 
these polynomials form a transcendence basis in [S, x S,]” since the 
transcendence degree of [S, x S,]” is (n + 3)n/2. Also the polynomials 
pij(A, B) do exhibit symmetricity in A and B since 
Pi&A, B) =Pi(j-i)(B, A), O<j<i,O<i<n. (7.11) 
Clearly, pij(A, B), 0 <j,< i, 0 ,< i,< n, form a transcendence basis in 
[S, x S,] if and only if the map (7.10) is regular. If we can show that p is 
onto map then of course p is regular. Suppose that we showed that p is an 
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onto map for k < n - 1. Thus if p(rl, x) is a reducible polynomial of the form 
(5.1) then there exists a symmetric block diagonal matrices (A, B), 
such that 
A =diag{A,,A,}, B = diag{b,, B2}, 
JAI - (A + xl?)1 = p(#l, x). 
So, in order to prove that p is an onto map, it is enough to show that any 
irreducible polynomial p(l, x) of the form (5.1) is a characteristic of some 
symmetric pencil A + xB. By making a transformation x = y +x0 it is 
enough to consider irreducible polynomials with the property 
P(& 0) = fi (A - d,), di # dj for i # j. (7.12) 
i=l 
If IL1 - (A + xB)] = p(ll, x) then we find a symmetric pair (D, E) 
D = diag {d, ,,..., d, ) such that ] 21 - (D + xE)] = ~(2, x). 
Thus, if p is onto map then the map 
p(D, -): S” + P”,‘, 
P(D, E) = (p,,(D, E),..., Pnl(D, E)V.V P”,(D, E)) 
(7.13) 
is an onto map. Clearly, pji(D, E) is a homogeneous polynomial of degree i 
in the entries of E. According to Theorem 3.20 if the system 
Pij(D, E) = 6, j = l,..., i, i = 1 ,..., n, (7.14) 
has a unique solution E = 0 then the map (7.13) is an onto map. The system 
(7.14) is equivalent to the assertion that the pencil D + XE has constant 
eigenvalues (spectrum) d, ,..., d,. The main result of the next section is 
THEOREM 7.15. Let D be a diagonal matrix with pairwise distinct 
diagonal entries. Assume that the symmetric pencil D + XE has a constant 
spectrum. Then E = 0 for 1 < n < 4. For n > 5 and a given D there exist 
non-trivial E satisfying (7.14). 
8. POLYNOMIAL MATRICES WITH A CONSTANT SPECTRUM 
In what follows we adopt the following notation. By M,(C[x]) we denote 
n x n matrices with polynomial entries. That is, if A(x) E M,(C[x]) then 
A(X) = (a&x)); = 5 A/x’, A,EM,. 
j=O 
(8.1) 
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Let GL,(C[x]) be the general linear group over the ring C[x]. That is, 
U(x) E M,,(C[x]) is in GL,(C[x]) if and only if there exists 
e> E Mn(C[xl) such that U(x) V(x) =I. Denote by O,(C[x]) the 
orthogonal subgroup of M,,(C[x]). That is, O,(C[x]) consists of all U(x) 
such that U(x) v’(x) = I. Denote by S,(C[x]) and A,(C[x]) the subsets of 
symmetric and skew symmetric matrices in M,(C[x]), respectively. Here A, 
denotes the set of skew symmetric matrices (A’ = -A) in M,. Let 
F(x) E M,(Wl) an consider the differential equation d 
dU/dx = UF(x) (8.2) 
with the initial condition U(0) = I. Then U(x) is invertible for each x. In fact 
it is easy to see that V= U-‘(x) satisfies the equation 
dV/dx = -F(x) V (8.3) 
with V(0) = I. Clearly, U(x) is orthogonal for each x if and only if F(x) is a 
skew symmetric matrix. However, usually U(x) will not belong to M,(C[x]). 
THEOREM 8.4. Let U(x) E GL,(C[x]). Then U(x) satisfies the 
dlfirentiul equation (8.2) with F(x) E M,(C[x]), 
F(x) = i Fjx’. (8.5) 
j=O 
Moreover F, must be nilpotent. 
Proof: Define 
F(x) = U-’ dU/dx. 
So F(x) E M,(C[x]) and U satisfies (8.2). 
Suppose that F is of the form (8.5). Then around x = co the leading part 
of (8.2) reduces to 
dW/dx=x’WF,. 
This around x = co the solution U(x) behaves as U(c) exp(F,x’+‘/l+ 1) 
(14 s- 1). 
If F, is not nilpotent some entries of U(x) behave at infinity as epxri’ 
@ # 0). Since U(x) is a polynomial in x we deduce that F, is nilpotent. (See, 
for example, Lutz [1967] for the precise version of this result.) 1 
Let E be a nilpotent matrix then 
U(x) = epcxjE, P(X) E C[xl, (8.6) 
belongs to GL,(C[x]). In fact we have 
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THEOREM 8.7. The group GL,(C[x]) is generated by GL, and the 
matrices of the form (8.6). 
ProoJ: Let U(x) E GL,(C[x]). It is well known (e.g., Gantmacher [ 1959, 
Chapter 61) that U(x) can be brought by the elementary operation to its 
Smith normal form which is the identity matrix I. Each such elementary 
operation is carried out by multiplications from left or right by the following 
types of matrices A(x): 
(i) A(x) = A E GL,, 
(ii) A (4 = Z + p(x) 4, = exp(p(x) E,), i # j, 
where E,] is the matrix whose (i, j) entry is 1 and all other entries vanish. So 
Eb = 0. This proves the theorem. 1 
Suppose that E E A, (the set of skew matrices) and is nilpotent. Then the 
matrix U(x) given by (8.6) is orthogonal. Clearly for n = 2 the only skew 
symmetric nilpotent matrix is the zero matrix. Therefore, if U(x) E O,(C[x]) 
the corresponding I;(x) in (8.2) must be zero matrix in the virtue of 
Theorem 8.4. That is, 
O*(Wl) = 02. w-9 
This also follows from the simple fact that the squares of the elements in 
each row of an orthogonal matrix U(x) sum to 1. Indeed the equality 
1 = u’(x) + u”(x) = (u(x) + iv(x))(u(x) - iv(x)) 
implies that u(x) and u(x) are constants if u(x) and V(X) are polynomials. 
For n > 3 there are non-zero skew symmetric matrices. For example, 
E = diag(H, 0), (8.9) 
So we pose an obvious problem 
Problem 8.10. Is O,(C[x]) generated by 0, and the matrices of the form 
(8.6) (Et = -E) for n > 3? 
Let 44E~n(Cbl). A( x is called rank 1 matrix if A(x) f 0 and all 1 
2 x 2 minors of A vanish identically. Suppose that A E M,, is rank one 
matrix. Then A = (u,v$, where u = (u, ,..., u,J and u = (u ,,..., 0,)’ span the 
ranges of A and A’, respectively. For a rank 1 matrix A(x) we have a similar 
result. 
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THEOREM 8.11. Let A(x) E M,(C[x]) b e rank 1 matrix. Then there exist 
polynomials a(x), ul(x) ,..., u,(x), v,(x) ,..., u,(x) such that 
A(X) = (a&)X y aij(X> = a(x) ui(x) uj(x>9 
i, j= l,..., n, (8.12) 
and ui, i = l,..., n (vi, i = l,..., n) do not have common zeros. Moreover if 
A(x) is symmetric it is possible to choose ui(x) = vi(x), i = l,..., n. 
Proof: Choose r and constant vectors a and j3 such that A(& # 0, 
A’WzO. So A( = a,(x>(u,(x>,..., uJx>)‘, A’(x)/3 = a,(x)(v,(x),..., 
v~(x))~, where a,(x), uj(x) and v/(x) are polynomials such that ur ,..., u, 
(u 1 ,***, v,,) do not have a common zero. For x fixed in the neighborhood of C;, 
A(x) is a rank 1 matrix. So A(x) = (a(x) ui(x) uj(x))y , where a(x) is a 
rational function. It is a left to show that a(x) is polynomial. Suppose that- 
4x) = W/W and b(v) z: 0, c(v) = 0. As A(x) E M,(C[xl), 
ui(q) vi(q) = 0 for i, j= l,..., r. Since ui(x), i= l,..., n, do not have a 
common zero there exists 1 < i < n such that u,(v) # 0. Hence vj(v) = 0, 
j = l,..., n, which contradicts our assumption that ui(x),..., v,(x) do not have 
a common zero. Hence a(x) is a polynomial. Suppose that A(x) is 
symmetric. Then we can choose /I = a so v(x) = U(X). I 
Let U(x) E GL,(C[x]), such that U(0) = I. Define 
A(x) = U(x) A, U- l(x). (8.13) 
Then the eigenvalues of A(x) are constant (do not depend on x). The 
converse of this statement is true if A(x) has n distinct eigenvalues. 
THEOREM 8.14. Let A(x) E M,(C[x]). Assume that A(x) has constant 
pairwise distinct eigenvalues. Then (8.13) holds with U(x) E GL,(C[x]) and 
U(0) = I. If in addition A(x) is symmetric then U(x) E O,(C[x]). 
Proof: By considering the matrices TA(x) T-‘, T E GL,, we may 
assume that A, = D = diag{d, ,..., d,}. As A(x) has a constant spectrum each 
di is an eigenvalue of A(x). Let 
Pi(X) = n [djl - A(X)]/(dj - di)* 
I$j<n,jzi 
So P,(x) is rank one matrix with tr(Pi(x)) = 1. Theorem 8.11 yields 
'iCx) = C"jCx> v:(x>y,k= 19 t u;(x) 2$(x) = 1. 
j=l 
(8.15) 
Clearly ui(x) = (u:(x),..., u~(x))~, vi(x) = (v~(x),..., v;(x))’ are the eigen- 
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vectors of A(x) and A’(x), respectively, corresponding to the eigenvalue di. 
AS di # dj we have 
f u:(x) v/,(x) = 0 for i#j. 
k=l 
Define 
U(x) = (u’(x),..., u”(x)), V(x) = (v’(x),..., v”(x)). 
Then v’(x) U(x) = I. So U(x), V(x) E GL,(C[x]). As ui(x) is the eigenvector 
of A(x) corresponding to d, we have the equality 
A(X) U(x) = U(x) D. 
Also the assumption that A, = D means that we can choose ui(x) to 
satisfy U’(O) = (6i, ,..., 6i,)t, i = I,..., IZ. This proves the theorem for a general 
A(x). Suppose that A(x) E S,(C[x]). Then we can choose TE 0,. 
According to Theorem 8.11, V = U. So U(x) E O,(C[x]). 1 
Theorem 8.14 does not apply if A(x) has multiple eigenvalues. Indeed let 
A(x)= (-;x :)a 
Then d, = d, = 0 are the eigenvalues of A(x). Also A,, = 0. So (8.13) does 
not hold. Theorem 8.14 together with the equality (8.8) yield Theorem 7.15 
for n = 2. Of course the case n = I,2 can be proved easily in the direct way. 
However, for the cases n = 3,4 (in particular n = 4) we also need the 
following characterization of A(x) E M,(C[x]) with a constant spectrum. As 
usual let [A, B] denote the cornmutant AB - BA. 
THEOREM 8.16. Let F(x) be of the form (8.5). Consider Eq. (8.2) with 
the initial condition U(0) = I. Let A(x) be given by (8.13). Then A(x) is of 
the form (8.1) if and only if F(x) satisfies the following nonlinear equation of 
order m: 
[Ftm), A,,] + . ..+[w.A,]...]+[F,[F ,..., [F,A,,]..*]=O. (8.17) 
m-l T 
In particular 
[F,, [FJ ,... , [F,,A,l ...I =O. (8.18) 
v 
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Proof: The matrix V(x) = U-‘(x) satisfies Eq. (8.3). Thus if A(x) is 
given by (8.13) we have 
dA/dx= UFA,V- UA,FV= U[F,A,]V, 
d2A/dx2 = U{ [F’, A,] + [F, [F, AJ]}V, (8.19) 
d”A/dx” = U{ [F(‘-I), A,] f .a. + [F, [F ,..., [F,A,] . ..]}V. 
Thus dm+’ /(du”+ ‘) A(x) = 0 if and only if (8.17) holds. Assume that F(x) is 
of the form (8.5). Then the coefficient of x’(~+‘) in the left-hand side of 
(8.17) is equal to’ [F,, [F[ ,..., [F,, A,,] ..‘I] = 0. This proves (8.18). 1 
Assume that F, satisfies (8.18). By letting F(x) = F, in (8.2) we obtain 
F(x) which satisfies (8.17). Thus we proved 
THEOREM 8.20. Let F, satisfy (8.18). Then 
A(x) = eF/XAoe-Flx = A,, + ? [F ,,..., [F,, A,] ...I g. 
k:l - k 
(8.21) 
In particular [F[,..., [F,, A,,] ..*I is a nilpotent matrix. 
m 
The last assertion of the theorem follows from the result below. 
LEMMA 8.22. Let A(x) be a non-constant matrix of the form (8.1). If 
A(x) has a constant spectrum then A,,, is a nilpotent matrix. 
Proof. As tr(Ak(x)) is constant we must have tr(Ak) = 0, k = 1, 2 ,... . So 
A,,, is nilpotent. 1 
THEOREM 8.23. Let A E S, have pairwise distinct eigenvalues. Then 
there exists 0 # B E S, such that A $ XB has a constant spectrum fund only 
if there exist FE A,, such that 
[F, [F,:,]] = 0, [F, A] # 0. (8.24) 
In particular A + x[F, A] has a constant spectrum, whence [F, A] is 
nilpotent. 
Proof: Let A(x) = A + xB. According to Theorem 8.14 the equality 
(8.13) holds for some U(x) E O,(C[x]). As B # 0, U(x) is not a constant 
matrix. Let F(x) be given by (8.2). Then 0 #F(x) E A,(C[x]). So F(x) is of 
the form (8.5) and F, is a non-zero skew symmetric matrix. In view of 
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Theorem 8.16 F = Ft satisfies the equality [F, [F, A ]] = 0. Consider the 
matrix (8.21). 
The equalities (8.19) yield 
A(x)=A +x[F,A]. (8.25) 
According to Theorem 8.20 A(x) has a constant spectrum. Lemma 8.22 
implies that [F, A] is nilpotent. It is left to show that [F, A] # 0. Suppose 
that [F, A] = 0. That is, F and A commute. Since A has n distinct eigen- 
values F = p(A) for some polynomi~ p(k). So F is symmetric! Thus F = 0, 
which is a contradiction. i 
Thus to prove Theorem 7.15 for IZ = 3,4 we have to show that the only 
skew symmetric solution to (8.24) is F = 0 when A is a symmetric matrix 
with pairwise distinct eigenvalues. To prove Theorem 7.15 for n 2 5 it is 
enough to find a non-trivial solution to (8.24) with the above restriction on F 
and A. 
9. THE EQUA~ON [F, [F,A]]=O 
We first recall some known facts about complex skew symmetric matrices. 
See, for example, Gantmacher [ 1959, Chapter 111. 
First, if A and B are similar skew symmetric matrices then A and B are 
o~hogonally similar. Second, if zero is en eigenvalue of a skew symmetric 
matrix F then in the system of elementary divisors of F all those of even 
degree corresponding to the eigenvalue zero are repeated an even number of 
times. Thus if F is a nonzero 3 x 3 skew symmetric nilpotent matrix then F 
is orthogonally similar to the matrix H given in (8.9). If F is a non-zero 
4 x 4 skew symmetric nilpotent matrix then either F is orthogonally similar 
to E given by (8.9) or F satisfies 
F’=O, ker(F) = Range(F). (9.1) 
THEOREM 9.2. Let 0 #FE A, and A E S,. Assume that F and [F, A] 
are nilpotent and commute. Then for n = 3,4, A has at least one multiple 
eigen~azue. 
ProoJ We break our proof into three cases. 
(i) n = 3. Then we may assume that F = H and H is of the form 
(8.9). Since H and [H, A] commute they have a common eigenvector u 
Hu=O= [H,A]u=HAu. 
Since the eigenspace of H is spanned by u we must have Au = lu. Also 
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U’U = 0. If A was a simple eigenvalue (i.e., a simple zero of 1x1 -A 1 = 0) 
then the symmetricity of A yields that U’U # 0. So 1 is a multiple eigenvalue. 
(ii) Let n = 4 and assume that (9.1) holds. Then the assumption that 
[F, [F, A]] = 0 implies FAF = 0. So ker(F) 2 A Range(F) = A(ker(F). If all 
the eigenvalues of A are simple then C4 splits 
C = ker(F) 0 W, 
i.e., W is an orthogonal complement of ker(F). So FW c W. Note that 
dim W= dim ker(F) = 2. Also the eigenvectors of A, {xi}:, form an 
orthogonal basis of C4. In this basis F is represented by F, @ F,, where each 
Fi is 2 x 2 skew symmetric matrix. Since F is nilpotent Fi = 0 so F = 0. This 
contradicts the assumption that F # 0. Whence A has a multiple eigenvalue. 
(iii) Let 12 = 4 and assume 
F = diag{H, 0), 
where H is given by (8.9) and B E S,. 
A straightforward calculation shows that 
[F, [F, A]] = ( ‘H;$B” H;“). 
so 
[H, [f&B]] =‘A ptH2 = 0. 
According to Theorem 8.20 [H, B] is a nilpotent matrix. Then by part (i) 
of this proof Bu = Au, where u is the eigenvector of H. Since the range of HZ 
is spanned by u the equality PtH2 = 0 implies that p’u = 0. So 
Au = IEv, 29 = (22, O), vtv = UfU = 0. 
Thus A is a multiple eigenvalue of A. 1 
Theorem 8.23 and the above theorem imply Theorem 7.15 for n = 3,4. So 
we get 
THEOREM 9.3. Let p(& z) be non-degenerate polynomial of the form 
(5.1) with I = 1. Let 2 < n < 4. Then there exists a symmetric pencil A + XB 
whose characteristic polynomial is p(& x). The number of such 
nonorthogonally similar pairs is at most 
N(n) = (li, i!)/2+’ 
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and for almost all ~(1, x) the number of distinct orbits of symmetric pairs is 
exactly N(n). 
Proof. By making a change of variables x =x, + y and considering 
Q(A + xB) Q*, Q E 0,, we may assume that p&O) is of the form (7.12) and 
A=D=diag{d i ,..., d, }, B = E. For n Q 4 we showed that the system (7.14) 
has the unique solution E = 0. By Theorem 3.20 the map (7.13) is nyZ2 i! 
covering of C(“+i)‘@. Thus there exist “generically ny= r i! distinct 
symmetric E such that 
IAZ - (D + xE)I = #(A, x). (9.5) 
Obviously for most p(ll, x) of the form (5.1) satisfying p(& 0) = /AZ- DI 
all the corresponding E have non-zero entries. Also D + XE and D + xPEP, 
P E DO,, have the same characteristic polynomial. As E has non-zero 
entries then P, EP, = P,EP,, Pi E DO,, if and only if P, = P,. So each 2”-’ 
distinct E satisfying (9.5) belongs to the same orbit. Thus, generically, there 
are N(n) distinct orbits and we established the theorem. 
For n = 2 we obtain that if p(;l, x) is non-degenerate then there exists only 
one orbit of symmetric pairs corresponding to p@, x). This result was 
already obtained in Section 7. For n = 3,4 we see that in general to a given 
~(1, x) of the form (5.1) with r = 1 there corresponds more than one orbit. In 
fact, it is possible to generalize Theorem 9.3 as follows. 
THEOREM 9.6. Let D = diag{d,,..., d,,} be a diagonal matrix with 
pairwise distinct diagonal entries. Let ~(1, x) be a polynomial of the form 
(5.1) with r = 1 such that p&O) = ILZ - DI. Assume that 2 < n < 4. Let 
B E M,, be given. Then there exists E E S, such that 
1 AZ - x(E + B)I = p(& x). (9.7) 
The number of such E never exceeds 
M(n) = fi i! 
i=2 
and for most of such p(lz, x) the number of such E is exactly M(n). 
Prooj Consider the map 
rp:s,-+c w+11n/2 =p”,l 
given by 
(9.8) 
q(E) = (plO(D, E + B), pll(D, E + BL p,,,(D, E + B)). 
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Thus PI, = 0 implies E = 0 and the result follows by Theorem 3.20. m 
We now prove the second part of Theorem 7.15. By repeating the 
arguments of part (iii) in the proof of Theorem 9.2 we get 
LEMMA 9.9. Let FE A, be orthogonally similar to E given by (8.9). 
Assume that A E S, and [F, [F, A]] = 0. Then A has a multiple eigenvalue. 
Thus in case that n > 5 we shall take E to be orhogonally similar to F of 
the form 
F = diag(ZI, 0), II= (-“p i), P= ( f II). (9.10) 
More precisely, using orthogonal similarity we may assume that 
A = A, @A,, where A, E S, and FE S of the form (9.10). Thus to prove 
Theorem 7.15 for n > 5 it is enough to consider n = 5. Choose 
where 
B = diag{d,l, d,I} 
and I is 2 x 2 identity matrix. So 
Clearly 
[ff, [K B]] = 0. 
Choose/3’=(O,b,O,c). Then j~Z-AI=(;l-dd,)(~-d,)(~Z-CI, 
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so 
pz-c~=13-t,12+t*lZ-t3, 
t, = d, + d, + a, 
t, = d,d, + (d, + d,)a - (b2 + c2), 
t, = d,d,a - d2b2 - d,c2. 
Since d, # d,, t, , t, and t, determine uniquely a, b2 and c2. Thus we can 
choose a, b, c such that 
lrll - Cl = (A - d,)(3, - d.,)(J - d,), 
where d, # dj for i # j. This proves the second part of Theorem 7.5. 
10. SYMMETRIC POLYNOMIAL MATRICES 
Let A(x), B(x) E S,(C[x]). That is, 
A(x) = -f Ajx’, B(x) = 5 B,x’, A,, B, E S,, j = 0 ,..., m. (10.1) 
J=O j=O 
The matrix A(x) and B(x) are called orthogonally similar if 
B(x) = %) A (xl v’(x), (10.2) 
and U(x) E O,(C[x]). If U(x) can be chosen to be constant, i.e., 
U(x) E U E 0,, then A(x) and B(x) are said to be strictly orthogonally 
similar. That is, the matrices {A,}: and {B,}r are simultaneously 
orthogonally similar 
Bj = UA, v’, j = O,..., m. (10.3) 
Clearly for n 2 3 there are symmetric matrices A(x) and B(x) which are 
orthogonally similar but not strictly orthogonally similar. Indeed, choose 
A(x) = A, and V(x) E O,(C[x]) such that B(x) given by (10.2) is a 
nonconstant matrix. So B, # 0 and A,,, = 0 for some m > 1. Obviously A, 
and B(x) ‘are not strictly orthogonally similar. Consider a characteristic 
polynomial of A(x). It is easy to see that this polynomial is of the form 
IAZ-A(x)1 =I” + 2 pi(x)?‘-‘, 
I=1 
Pi = 2 i+,&,..., A,,,) xl, 
(10.4) 
i = 1, 2 ,..., n. 
j=O 
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In particular 
IAI-AmI =A” + t picmi,(Aor...,A,)F. 
i=l 
(10.5) 
If A(x) and B(x) are orthogonally similar (or even similar over GL.(C[x])) 
then A(x) and B(x) have the same characteristic polynomial p(A, x). We now 
give a simple condition on ~(1, x) which ensures strict orthogonal similarity 
of A(x) and B(x) provided that ,4(x) and B(x) are orthogonally similar. 
THEOREM 10.6. Let A(x), B(x) E S,(C[x]) be of the form (10.1). 
Assume that (10.2) holds for U(x) E O,(C[x 1). Let p(& x) of the form (10.4) 
be the characteristic polynomial of A(x). Assume that A,,, has pairwise 
distinct eigenvalues. Then U(x) is a constant matrix. That is, A(x) and B(x) 
are strictly orthogonally similar. 
To prove the theorem we need the following lemmas. 
LEMMA 10.7. Let A, B E S, have the same pairwise distinct eigenvalues. 
Then there exist 2” distinct orthogonal matrices U such that B = UAU’. 
Proof Since A and B are orthogonally similar to the same diagonal 
matrix D it is enough to consider the case A = B = D. But then D = UDU’ if 
and only if U= diag{kl,..., f 1) and the lemma is proved. 
Let B be a domain in C*. Denote by H(a) the set of analytic functions in 
0. Then S,@(R)) and O,@?(Q)) will denote the set of symmetric and 
orthogonal matrices A(x) and U(x) for x E 0 such that the entries of A(x) 
and U(x) are analytic functions in R. 
LEMMA 10.8. Let D be a simply connected domain in Ck. Assume that 
A(x), B(x) E S,(H(B)). Suppose that for each x E .R, A(x) and B(x) have 
the same pairwise distinct eigenvalues. Let 
B&J = UJ(x,) vt,> u, E o,, (10.9) 
for some x,, E Q. Then there exists a unique V(x) E O,,(H(G)) satisfying 
(10.2) such that V(x,) = U,,. 
Proof First we note that any U(x) E O,(H(R)) satisfying (10.2) is a 
solution of linear and quadratic equations 
B(x) V(x) - Lt(x) A(x) = 0, U(x) u’(x) = I. 
As at each point x we have exactly 2” distinct solutions. The implicit 
function theorem implies that for any given x, E J2 there exists rI = r(x,) > 0 
such that the above system has 2” distinct analytic solutions V(x) in the disc 
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IX -x1( ( t,. So U(X) can be continued analytically on any continuous 
curve Tc 8. Thus; in general, we have a multivalued (with at most 2” 
branches) analytic orthogonal matrix valued function U(x) satisfying (10.2) 
with U(x,) = U,, at least for some branch of U(X). The assumption that w  is 
simply connected implies that U(x) is univalued, i.e., U(x) E O,(H(~)). I 
The assumption that 0 is simply connected is crucial to the proof of 
Lemma 10.8. Indeed let 
A(x) = B(x) = ( 
1+x i 
i ) -1-x. 
Then in the domain 
R= (x,0 < IxI< 2) 
A(x) has two distinct eigenvalues. 
Clearly 
A(-1)= U,A(-1) u’,, u,= ; :, . 
( ) 
Then the solution U(x) satisfying (10.2) with B(x) = A(x) and the condition 
U(-1) = U, is of the form 
u(x) = A wdTT3, \/-1 = i. 
Now U(x) is two valued in 0 since dm is two valued in 0. On the 
other hand, if we choose U,, = I then U(x) = I and this solution is clearly 
single valued in 8. This shows that the choice of U,, is important. 
Proof of Theorem 10.6. Let 1x1 > r. Then by dividing (10.2) by xm we 
get 
C(X-‘)=B, + 5 B,-iXei= U(X) A, + 5 A,-iX-i v’(X). 
i=l ( i=l ) 
Put y = x- ‘. For ) y ) < E the eigenvalues of C(y) would be close to the eigen- 
values of A,,, and therefore will be pairwise distinct. Thus we can apply 
Lemma 10.8 for ymA(y-‘) and ymB(y-‘). Hence U(x) is analytic in the 
neighborhood of x = 0~. Now the Liouville’s theorem implies that U(x) must 
be constant. I 
Remark 10.10. The results of Theorem 10.6 apply if we shall assume 
that U(x) G O,(H(C)), i.e., the’ entries of U(x) are entire functions. 
Let A(x) be of the form (10.1). Suppose that A(x) is nondegenerate. That 
is, I111- A(x)1 is a non-degenerate polynomial. Hence D(x) given by (4.17) is 
607/50/3-s 
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a polynomial of degree Q n(n - 1)m. Assume furthermore that A, has 
pairwise distinct eigenvalues. Then D(X) is a polynomial of degree 
n(n - 1)m. Let Cl,..., [, be all intersection points of IA1 - A(x So 
s < n(n - 1)m. Let B(x) be also of the form (10.1) and suppose that 
IlI-A(x IU-B(x)l. (10.11) 
Pick x,, # Isj, j = l,..., s. Let U, satisfy (10.9). Then, according to the proof of 
Lemma 10.8, there exists an analytic multivalued orthogonal matrix function 
U(x, U,,) on the Riemann sphere (i.e., C U {co}) punctured at cj, j = l,..., s, 
satisfying (10.2) such that 
for at least one branch of U(x, U,). If it happens that U(x, U,,) is single 
values and the points cj, j = l,..., s, are removable singularities then the 
Liouville’s theorem implies that U(x,, U,) = 17, and A(x) and B(x) are 
strictly orthogonally similar. Note that, as we pointed out before, sometimes 
this can happen only for special choices of U, out of 2” possible choices. In 
what follows we give a simple condition on U,, which will ensure the needed 
properties of U(x, II,). 
LEMMA 10.12. Let A(x), B(x) be of the form (10.1). Assume that A(x) 
and B(x) have the same characteristic polynomial and suppose that A,,, has 
pairwise distinct eigenvalues. (So IAI - A(x)1 is non-degenerate.) Let c, ,..., c, 
be the intersection points of IlI - A(x)]. Choose x,, # cj, j = l,..., s, such that 
the real line (1 - t) x0 + tcj, t real, contains only one intersection point cj. 
Let Uj(x) be the analytic solution of the equation (10.2) along the open 
segment (1 - t) x0 + t&, 0 < t < 1, with the initial condition Uj(xO) = U, for 
a fixed choice of U,, satisfying (10.9). Assume that Uj(x) can be continued 
analytically to a disc 1 x - cjl < r for some r > 0 and j = l,..., s. Then 
Uj(x) = U,, j = l,..., s, hence A(x) and B(x) are strictly orthogonally similar. 
Proof Let 0 be the complex plane cut along the rays (1 - t) x0 $ tcj, 
1 < t,j= l,..., s. So R is simply connected, cj & Q, for j = l,..., s. Thus, there 
exists a unique U(x) E O,(H(fi)) satisfying (10.2) and the condition 
U(x,) = U,. Let 
fi,=BU{(l-t)x,+t&, t> 1). 
Note that [, 6Z q,. We can continue U(x) analytically along any closed 
curve r in c, 6? R, . We claim that U(x) is a single valued in fi, . Indeed if r 
is homotopic to a point in fi, then of course U(x) is single valued along r. It 
is left to examine the case where r is homotopic to circling k times around 
the point [,. Since U,(x) can be continued analytically in the neighborhood 
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of C, we see that the U(x) remains single valued on r in this case too. 
Finally, the assumption that U,(x) can be continued analytically in the 
neighehood of (I implies that U(x)’ is single valued and, analytic in 
a, = 0, U {C,]. Continuing in the same manner we deduce that U(x) can be 
extended analytically to the whole complex plane. As A,,, has pairwise 
distinct eigenvalues we get that q(A) given by (10.5) has simple roots. Now 
Remark 10.10 implies that U(x) w  U,. 1 
Let A(x), B(x) be of the form (10.1). Suppose that A(x) and B(x) have the 
same characteristic polynomial which is non-degenerate. In order to be able 
to apply lemma we have to ensure that A(x) and B(x) are (i) analytically 
similar in the neighborhood of each intersection point c. That is, 
B(x) = U(x) A(x) U(x) - ‘, U(x) E %rw(m. (10.13) 
Here D is some disc 
DG r) = {x, Ix - 41 < r} (10.14) 
and GL,(H(D)) is the set of invertible matrices U(x) such that the entries of 
U(x) and U-‘(x) are analytic functions in 0. (ii) U(x) can be chosen to be 
an orthogonal matrix. 
The question of local (analytic) similarity was studied by us in Friedland 
[ 19801. The first step is to bring A(x) to a block diagonal’ form that 
V-‘(x) A(x) V(x) = f: @A,(x), WE GL,W(DG 411, (10.15) 
j=l 
such that A,(c) has one eigenvalue Aj, j = I,..., m, and ~j # 1, for j # k. Here 
r is some positive number. Also 
W(x)- 'B(x) W(x) = i 0 B,(x), 
j=l 
W(x) E GL,(H(D(C, e))), (10.16) 
and A,(x) and B,(x) have the same characteristic polynomial in D(<, T) for 
j= l,..., t. So A(x) and B(x) are locally analytically similar if and only if 
A,(x) and B,(x) are locally similar for j = I,..., t. Clearly if A,(x) and B,(x) 
are 1 x 1 matrices then A,(x) = B,(x) since A,(x) and B,(x) have the same 
characteristic polynomial. In that case A,(x) and B,(x) are locally similar. 
In case that A,(x) and B,(x) are not 1 x 1 matrices it may well happen 
that A,(x) and B,(x) have the same characteristic polynomial but A,(x) and 
B,(x) are not locally similar. A simple criterion due to Wasow [ 19631 gives 
an additional condition on A,([) and B,(r> which ensures the local similarity 
of A,(x) and B,(x). 
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THEOREM 10.17. Let A(x), B(x) E M,(H(D([, r))). Assume that A(x) 
and B(x) have the same characteristic polynomial. If the minimal polynomial 
of A(C) and B(c) is equal to its characteristic polynomial then A(x) and B(x) 
are locally similar. 
Let A(x) E M&Y(D)) for some disc (10.14). The interesting case from our 
point of view is when A(r) has a double eigenvalue pO. In the neighborhood 
of [ the eigenvalues of A(x) behave as an algebraic function of x, i.e., they 
must have a Puiseaux expansion (4.5) with m = 2. For a certain Puiseaux 
expansion of n(x) it is possible to tell when the minimal polynomial of A(<) 
is (A - p,)*. 
LEMMA 10.18. Let A(x) E M,(H(D)), D = D([, r). Assume that the 
eigenvalues of A(x) have the Puiseaux expansion (4.5) with m = 2 in the 
neighborhood of C. If pu, # 0 then the minimal polynomial of A([) is (A - pO)*. 
Proof Assume to the contrary that A([) = &I. So 
A(x) =&I + (x - C) B(x), B(x) E M,WP)). (10.19) 
Since the eigenvalues of B(x) have the Puiseaux expansion we deduce that 
pi = 0, contrary to our assumptions. I 
Let A(x) be of the form (10.1) and suppose that A, has pairwise distinct 
eigenvalues. So 1 AI - A(x)1 is non-degenerated and the discriminant D(x) 
given by (4.17) is a polynomial of degree n(n - 1)m. Let 
&A O,...,A,)= ~3(lU-A(x)l) 
be the discriminant of D(x) given by (5.9) (r = m). 
Suppose that 
(10.20) 
W o,..., A,) # 0. (10.21) 
Then at each intersection point c, A([) has exactly one double root ,B,. 
Moreover the Puiseaux expansion of those two eigenvalues satisfy the 
assumptions of Lemma 10.18 (Theorem 4.22). So if B(x) is of the form 
(10.1) and IA1 - A(x)1 = IA1 - B(x)1 then A(x) and B(x) are locally similar in 
the neighborhood of any finite or infinite point C if the condition (10.20) 
holds. Our next step is to show that the similarity matrix in (10.13) can be 
chosen to be orthogonal. Thus is implied by the following two lemmas. 
LEMMA 10.22. Let A(x) E S,(H(D(I;, r’))). Suppose that A(c) has m 
distinct eigenvalues A, ,..., I,, where nj is the multiplicity of Aj. Then there 
exists V(x) E O,(H(D([, r))) satisfying (10.15), where Ai has one eigen- 
value Aj for some r > 0. 
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Proof By considering the matrix QA(<) Qt, Q E 0,, we may assume that 
N) = 5 0 Aj(r), i=l 
where each A,(<) has one eigenvalue &. 
Choose a positive p such that 
Let 
q(x) = & 1 (AI-A(x))-’ dA, I-l-A/I =P 
ET(X) = Ej(X) = Ej(x)9 Ej(X) E/((X) = 0 
for k #j, rankEj(x) = nj,j= l,..., 111, 
for Jx - [I < r” for some positive r”. 
Let 
lj=n, + . . . +n,-,, j= l,..., m+ 1, n,=O, u~=(6,1,...,6,,)t. 
Consider 
u,(x) = Ej(x) u, 7 Q = lj + l,..., lj+ 1 I
Note that u,(c) = a,, a = l,..., n. Apply the Gram-Schmidt process to 
%,+ 1t-+*9 up (x) to obtain analytic vectors v,~+~(x),..., ulj+,(x) in the 
neighborhoo of c such that 
ctx> Q(X) = 4,) CZ,/l=lj+ 1, . . . . Ij+r, j= l,..., 112. 
Since Ej(x) Ek(x) = 0 for j # k we get u:(x) v~(x) = Ba4, 1 < a, p Q n. 
Then 
V(x) = (M),..., u,(x)) E O,(m% r))) 
and the equality (10.15) holds. m 
LEMMA 10.23. Let A(x) E S,(H(D(& r’))). Then there exists 
WE 02ww~9 m.f or some r > 0 such that U(x) A(x) v'(x) has one of 
the following forms: 
(0 (y &) )’ 
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(ii) (’ i(zy) b(x) 
1 -1 + a(x) ’ 
b(C) = i = J-1, 
(iii) (i aj(x - #) (i (f) + (x - @+I (’ ~$’ b(x) 
j=O -1 + u(x) 
) , 
Ii(l;) = i, k > 0. 
In all the cases the functions a(x), b(x) and the values a, ,..., ak are deter- 
mined by the characteristic polynomial of A(x). If the eigenvalues of A(x) are 
not identical then the value of k in (iii) is bounded from above. 
Proof: Suppose first that A([) has two distinct eigenvalues. Then A(x) is 
orthogonally similar to the matrix of the form (i) by virtue of Lemma 10.22. 
Assume now that A(c) has a double eigenvalue. By considering the matrix 
A(x) - jtr(A(x))l 
we may assume that A(x) of the form 
A(x) = ( 
4X> P(x) 
P(x) ) -a(x) * 
Suppose that the minimal polynomial of A(c) is A2. Using the transfor- 
mation QA(x) A’, Q E O,, we may assume a([) = 1, /3(c) = i. Then choose in 
the form (ii) 
b=/? 1 + (a” - l)p-’ 
and let 
U(x) = ( 
u(x) -v(x) Pu+V 
v(x) 1 4x> ’ 
U=-, 
2 
v= &V-P) 
2 ’ 
Pu= J 
a - ip 1 
c-z 
v=-. 
ill 
Then U(x) A(x) u’(x) will be of the form (ii) with a(x) zz 0. Assume now 
that the minimal polynomial of A(c) is A. Then A([) = 0 and 
A(x) = (x - C) B(x), B(x) E S2W(W9 9)). 
If the minimal polynomial of B(C) is A2 then B(x) is of the form (ii) and we 
achieved the form (iii). If B(C) = 0 then we continue in the same manner. If 
we stop the process at the step k we shall achieve the form (iii). If the above 
process never stops then we deduce that A(x) is of the form (i) and 
a(x) E b(x). It is easy to see that a(x), b(x), a1 ,..., ak are determined by 
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tr(A(x)) and IA(x Suppose we have the form (iii). Then the Puiseaux 
expansion of both eigenvalues of A(x) are of the form 
hi(x)= i: a,(x-r)‘+Ix-rlk+‘O(i), h= 1,2. 
/=o 
Thus if n,(x) B A*(x), k has an upper bound. I 
Let ,4(x) be of the form (10.1). Suppose that &I, ,..., A,) # 0. Then D’(x) 
given by (4.17) is a polynomial of degree n(n - 1)m’ having n(n - 1)m 
simple zeros cl ,..., [,, s = n(n - 1)m. Thus 1 U - A (x)1 has n(n - 1)m inter- 
section points 1 I ,..., I&. At ‘each ,intersection point ck there exists 
Vk(4 E awwk~ t)N such that (10.15) holds. Here t = n- 1, 
A,(x) E S,(ZZ(D({,, r))), A,(x) is of the form (ii), 
bk(&) = i, (10.24) 
in view of Theorem 4.22 and Lemmas 10.18 and 10.23. Other A](x) are the 
analytic roots of I U - A(x)1 in the neighborhood of co. Assume that B(x) is 
of the form (10.1) and suppose that IJZ - A(x)1 = IJIZ - B(x)l. Then at the 
neighborhood of each intersection point & there exists W,(x) E 
O#Z(D(ck, r))) such that :( 10. k6) holds and 
n-1 n-1 
c 0 g-9 = & 0 q.G 
j=l 
(10.25) 
Choose x0 E C, x0 # c,, j = l,..., n(n - l)m, such fhat the line 
(1 --)x,+tl;l, -co < t < bo, contains only one, intersection point c,.. By 
considering the matrices Q,A(x) Q: , Q&x) Q\, Qj E O,, j = 1,2, we 
assume 
A(x,) = B(x,) = D = diag{d, ,..., d,}. (10.26) 
Let R, be a simply connected domain Ok containing the segment 
(1 - t)x, + f&, 0 < t ( 1, and such that c, E Ok, j= l,..., s. Choose 
T E DO,,. Let Uk(x, 7) E O,(H(~,)) be the unique -solution of (10.2) 
satisfying Uk(xo, 7) = T. Thus for x E Ok n D(5;, T) = 0, we have 
B(x) = w,(x) (‘i:’ @ A,(x)) w’,(x) = u,(x, T) A (x) v’,(x, t) j=l 
= uk(x9 T) vk(x) ( “il @ ‘$cx)) til’,cx> v’k- 
J=l 
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As Ai and A,([) do not have a common eigenvalue for j # 1 we easily 
deduce 
n-1 
w’,U, V, = c @ Rj E O,(H(&)). (10.27) 
j=l 
In particular 1 Rj(x)j2 = 1. So for j > 2 each Rj(x) is a constant number of 
modulus 1. 
For R I(x) we have 
R,(x) = Q,(x, By T) E O,W(~A 
Q,k 4 T) C,(x) Q:(x, B, r> = C,(x), 
(10.28) 
where C,(x) is given by (10.24). 
Let 
w,@v T) = I Q,(xv B, T)I, k = l,;.., n(n - 1)m. (10.29) 
So q(B, 7) = f 1. 
LEMMA 10.30. Let the above assumption hold. Suppose that 
wJB, 7) = 1 then the matrix U,(x) can be continued analytically to the 
neighborhood of &. 
ProoJ Consider the matrix C,(x), x E fi,. So C,(x) has two distinct 
eigenvalues. Thus there are four orthogonal matrices commuting with C,(x). 
Namely, *I, kQ, where 1 Ql = -1. Therefore if o,JB, Y’) = 1 then Q,(x, B, 7’) 
is a constant matrix which equals fl. 
Hence 2;:: @ Rj(x) is constant in fi, and therefore can be analytically 
extended to D(&, I). Finally, (10.27) shows that 
so U,(x, 7’) has analytic extension to D([,, r). 1 
THEOREM 10.31. Let A(x), B(x), B(x) E S,(C[x]) be of the form (10.1). 
Assume that 
I AI - A(x)] = I III - B(x)] = I /II - B(x)l. 
Suppose that &A, ,..., A,) # 0. Let [ ,,..., [,, s = n(n - l)m, be the inter- 
section points of ]A1 -A(x)] and suppose that the line (1 - t) x0 + tcj, 
-a3 < t < co, only one intersection point cj for j = l,..., s. 
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Assume that A@,,) = B(x,) = B”(x,,) is a diagonal matrix. Let T, FE DO, 
and suppose that 
q(B, 7’) = w,(& 5, j = l,..., n(n - 1)m. (10.32) 
Then 
B”(x) = wB(x) ti (10.33) 
Proof: In the arguments preceding Lemma 10.30 replace B, U, W, R by 
$0, IV, R”, respectively. So we get 
Thus 
and 
x,(x) R:(x) C,(x) R&(x) = C,(x). 
AS 
/R;(x) R;(x)1 = o,(& 0 q(B, T) = 1 
we deduce that R,(x) R: = fl so #i(x) R\(x) has an analytic continuation in 
the neighborhood of 6. Hence the orthogonal matrix Q(x) satisfying the 
equation 
B”(x) = Qt.9 B(x) Q’(x), Q(q) = fi, 
fulfills the assumptions of Lemma 10.12. So Q(x) = fl and (10.33) holds. 
THEOREM 10.34. Let p(J, x) be a polynomial of the form (10.4). Assume 
that 6(p) # 0. Then there are at most v = 2(“-1)(mn-” polynomial symmetric 
matrices A,(x),..., A,(x) of the form (10.1) such that Iti- A,(x)1 =p@, x), 
j = l,..., v, and 
A,(x) # QA,W Qt 
fori#jandanyQEO,. 
Proof: Assume to the contrary that the matrices A,(x),..., A,(x) and A(x) 
are of the form (10. l), their characteristic polynomial is p(& x) and any of 
260 SHMUELFRIEDLAND 
the matrices are not strictly orthogonally sit 
Theorem 10.31. We assume that 
A (x0) = Ai = D, j = l,..., v, 
where D is a diagonal matrix. We first note that T,, T, E OD, and T, # T2 
then 
for some k. Otherwise Theorem 10.31 implies that 
Aj= T,T,A,T,T,. 
As T, T, # fZ it easily follows that there exists a permutation matrix such 
that 
Therefore 
PAjPt = Aj, @ Aj,. 
p(&x)=I~Z-Aj,@Aj,(=)lZ,-Aj,I)~Z,-Aj,l 
and this is impossible since ~(1, x) is irreducible. 
Also for any T,, T, E OD, 
ok(Ai, 7’1) # W/c(AjT~), i # j, 
for some k. Otherwise A,(x) and Ai are strictly orthogonally equivalent, 
which contradicts our assumptions. Let 
W(Ai, r> = (Wl(Ai, r>,***, o (Ai, r>), s = n(n - 1)m. 
Then the set {o(Ai, T)}, i= l,..., v, TE OD,, contains ~2”~’ = 2cn-“nm 
distinct vectors. As w,,(Ai, Z’) = fl, k = l,..., n(n - l)m, we deduce that 
there exists i such that ok(Ai, 7’) = 1, k = I,..., n(n - 1)m. Clearly 
q(A, Z) = 1, k = l,..., n(n - 1)m. Thus Theorem 10.31 implies that A(x) and 
A,(x) are strictly orthogonally equivalent, which contradicts our 
assumptions. The proof of the theorem is completed. 
11. CONCLUSIONS,REMARKS AND OPEN PROBLEMS 
Let xI,m+1 be the space of nz + 1 symmetric tuples (AO,..., A,), 
9 n,m+1= s x***xs,. n,m+ 1 (11.1) 
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Thue#,m+ 1 can be identified with C(n+‘)n(m+1)‘2. The complex orthogonal 
group 0, is acting naturally on Yn,m+l, 
~[&w.., A,)] = W,,...,A,) v’, UE 0,. (11.2) 
To each m + 1 symmetric tuple &,...,A,) we correspond a polynomial 
symmetric matrix A(x) E S,(C[x]) by means of the formula (10.1). Consider 
the characteristic polynomial IAZ- A(x)1 given by (10.4). Clearly 
Pi/(Ao,..., 4,) is a pblynomial on Y”,,,, which is invariant under the action 
of 0,. SO’P,j(& ,... ,A,) E [qm+‘l I”. The coefficients of ]1Z L A(x)] induce 
the ‘map 
p: Yn&, -9 Pn*m+‘, P(A o,...rA,) = (~r,(&v,A,)), 
i = l,..., n, j = 0 ,..., mi, (11.3) 
where P”*’ is the coefficient space of the polynomials of the form (5.1). 
Denote by 6(p(Ao,..., A,,,)) the ,discriminant of ]JI-A(x)] given by (5;9) 
(r = m). We claim that 6 %k 0 on Y”,,,+ 1. The proof is identical to.the proof 
of Theorem 6.5 excefit that instead of the pencil A + XB we have to consider 
the polynomial matrix A + x”‘B. Next we claim that the transcendence 
degree of VT,,,,,+ J ’ is mn(n + 1)/2 + n. Indeed, assume that A, has pa&wise 
distinct eigenvalues. So there exist m + 1 tuple (D, E, ,..., E,) orthogonally 
similar to (Ao,..., A,) such that D is a diagonal matrix. The matrices 
E , ,...,‘E, are fixed up to ‘the action of the discrete group DO,,. Thus 
(D, E, ,..., E,) parametrize most of the orbits in [Y,,,, 1]o. So the transcen- 
dence degree of [Y&,,+,]O is at most mn(n + 1)/2 + n. An obvious 
modification of Theorem 7.4 yields 
THEOREM 11.4. The .polynomials 
N-4 i,>, i = l,..., n, tr(AiA,~i,~,), 
O<i<j<n-1, k = I,..., m, 
(11.5) 
form a transcendence basis in [Y,,, + , I”. Moreover. if A, has n distinct 
eigenvalues then the values of these polynomials determine at most 
2mcn2-n ’ 2)1 ’ distinct orbits. 
Theorem 10.34 implies 
THEOREM 11.6. The polynomials pU(Ao ,..., A,,,), i = l,..., n, j = 0 ,..., mi, 
given by (10.4) form a transcendence basis in [Y,,,,, ,I”. More precisely, if 
W4,,..., A,,,)) # 0 then the values of these polynomials determine at most 
2(“-‘)(“‘“- ‘) distinct orbits. 
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Proof: As the transcendence degree of [Y”,m+ 1]o is mn(n + 1)/2 + n it is 
enough to show that pij(Ao ,..., A,), i = l,..., n, j= 0, l,..., im, are 
algebraically independent. That is, the map p given in (11.3) is proper. 
Suppose that p is not proper. Then for “most” of 72 E p(Yn,,+ ,), p-‘(n) is a 
variety of dimension 
n(n-1)/2+l=(m+l)n(n+1)/2-[mn(n+1)/2+n]+l 
at least. Choose (A, ,..., A,)E 5$,,,+, such that A, has pairwise distinct 
eigenvalues and 6(p(A, ,..., A,)) # 0. According to Theorem 10.34 there are 
at most 2cn-1)cmn-1) distinct orbits satisfying p(B,,..., B,) = R =p(Ao,..., A,,,). 
As the eigenvalue of B, are pairwise distinct, there are only 2” orthogonal 
matrices which commute with B,. So the orbit of (Bo,..., B,) under the 
action of 0, is of dimension n(n - 1)/2-the dimension of the connected 
component of 0,. Therefore p-‘(x) has dimension n(n - 1)/2 for such 
(A o,..., A,). Clearly, the set of m + 1 symmetric tuples (Ao,..., A,,,) such that 
&p(A,,..., A,,,)) # 0 and A, has a pairwise distinct eigenvalue is an open 
algebraical) set in Y”,,,+ r . So, for “most” of 7~Ep(9~,,+,), p-‘(z) is a 
variety of dimension n(n - 1)/2. The above contradiction proves that p is a 
proper map. The proof of the theorem is completed. 1 
We conjecture 
Conjecture 11.7. The map (11.3) is onto map. 
The results of Sections 7-9 confirm the conjecture for n < 4 and m < 2. 
Theorem 11.6 yields 
deg p < 2’“- I)(mn- 1) \ (11.8) 
Problem 11.9. Find the degree of the map p given by (11.3). 
Next we observe that the results of Theorem 10.34 apply to a larger class 
of matrices. 
THEOREM 11.10. Let (Ao,..., A,) E cY;,m+, and consider A(x) E S(C[x]) 
given by (10.1). Assume 
(i) for each [E C, each eigenvalue of A(c) is either simple or double, 
(ii) each eigenvalue of A,,, is either simple or double. 
Then the values of the polynomials pij(Ao ,..., A,), i = l,..., n, j = 0 ,..., mi (i.e., 
the characteristic polynomial [AI- A(x) determine at most 2cn-“cmn~” 
distinct orbits. 
Proof. The assumption of the theorem imply that p(il, x) = )AI -A(x)/ is 
nondegenerate. Moreover for each intersection point c, A(x) is orthogonally 
similar to cfzI @ Ai( i.e., V in (10.15) belongs to O,(H(D([, r))), where 
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each A,(x) is either 2 x 2 or 1 x 1, symmetric matrix. Suppose that 
A, E %WW, d)). S ince ~(1, X) is not degenerate A,(x) has two distinct 
eigenvalues J,(x) & $(x). According to Lemma 10.23, Aj(x) can be 
analytically similar to a finite number of matrices of the form (i)-(iii) and 
this number can be bounded by using the Puiseaux series of the eigenvalues 
of A(x) at x = c. Therefore we have a finite number of classes &i ,..., 4 of 
A(x) of the form (10.1) such that 
(i) all of them have the same characteristic polynomial p@, x). 
(ii) if A(x), B(x) E 4, then A(x) and B(x) are orthogonally similar in 
the neighborhood of any c (finite or infinite). Now, the arguments in the 
previous sections show that in each 4 there is only a finite number 
A,(x),..., Ak,(x) such that A,(x) and A,(x) are not strictly orthogonally 
similar for 1 < a < @ < kj. SO P,j(Ao,.as, A,), i = l,..., n, j = 0 ,..., mi, 
determine a finite number of distinct orbits. The inequality (11.8) combined 
with Theorem 3.17 implies that the number of distinct orbits determined by 
Pi,@0 ,m**, A,), i = l,..., n, j = 0 ,..., mi, is at most 2(“-‘)(‘““-I). 1 
In many physical applications A 0 ,..., A,,, are symmetric and real. That is, 
we restrict ourselves to 9 ,,,+,(R). In that case the real orthogonal group 
O,(R) is acting naturally on Y’n,m+l(R). In particular each orbit 
orb(A,,..., A,) is compact. We pose the following problem. 
Problem 11.11. Let (A,,,..., A,) E Y&,+,(R). Does the characteristic 
polynomial ]U - C;“=O A,x’] always determine a finite number of orbits? 
What is the value of this number? 
As in Section 5 let Kd denote the variety of reducible polynomials in 
pn*m+ I. Put 
9 rd,n,mtl = P-*(-G)- (11.12) 
If p is onto map then Corollary (5.22) would yield 
codim Yrd,n,mt 1 g m(n - 1). (11.13) 
Problem 11.14. Find codim cSPld,n,m + I and codim 5‘&n.m + ,(R) in 
9 n,mt,@)* Here ~~,n,mt~(R)=~~,n.mt~~~,m+~(R))~ 
In Friedland-Simon [1982] we showed 
codim Yrd,n,l(R) < n - 1 (11.15) 
and we conjectured the equality sign in (11.15). We proved this conjecture 
for n = 2,3. We now point out briefly how to prove this conjecture for n = 4 
codim qd,4,1(R) = 3. (11.16) 
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Assume that A,, A, E Yd(R) and let p@, x) = ] U - (A ,, + x,4 ,)I. Assume 
first that p@, x) is not degenerate. Then Theorem 9.6 implies that there is 
only a finite number of orb@,, , A i) with the characteristic polynomial 
p(J, x). Recall that in this case orb@,, A ,) is a real variety of dimension 
6 = 4 . 3/2. Assume next that p(lz, x) is degenerate. It is shown in Shapiro 
[ 19791 that for n < 4 the Kippenhahn conjecture [ 19511 is valid. 
Conjecture 11.17 (Kippenhahn). Let A, B be n x n Hermitian matrices. 
Assume that A + XB is a degenerate pencil. Then A and B have a common 
non-trivial subspace. That is, there exists a unitary matrix U such that 
U*(A + xB)U= (A, + xB,) @ (A, + xB2). 
In case that A, B are real, symmetric U can be chosen to be a real 
orthogonal matrix. 
Thus it follows that ~(2, x) in this case also determines a finite number of 
orbits orb@,, A i) whose dimension is 6 at most. Since the codimension of 
&,(R) in P”*‘(R) is 3 we obtain the equality (11.6). Also the above 
arguments show that Problem 11.11 has positive answer for m = I and 
n < 4. 
Note added in proof: Recently Waterhouse and Laffey showed independently that the 
Kippenhahn conjecture fails in general for n 2 5. 
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