This work is concerned with the stability of regime-switching processes under the perturbation of the transition rate matrices. From the viewpoint of application, two kinds of perturbations are studied: the size of the transition rate matrix is fixed, and only the values of entries are perturbed; the values of entries and the size of the transition matrix are all perturbed. Moreover, both regular and irregular coefficients of the underlying system are investigated, which clarifies the impact of the regularity of the coefficients on the stability of the underlying system.
Introduction
Regime-switching models have emerged in many research fields such as biological, ecological, mathematical finance, economics and storage modeling. We refer the readers to [1, 3, 8, 10, 18, 19, 21, 26] and the monographs [15, 27] for the study on ergodicity, stochastic stability, numerical approximation of regime-switching diffusion processes with Markovian switching or state-dependent switching in a finite state space or in an infinite state space. These kinds of models contain two components (X t , Λ t ). The first component (X t ) is used to describe the dynamical system under investigation and the second component (Λ t ) is used to describe the random change of the environment where the dynamical system lives. Since the impact of the change of environment has been considered in these models, they can fit practice more precisely. Moreover, recent works have found more and more special characteristics of these models compared with those models without regime-switching. For instance, the invariant probability measures of Ornstein-Uhlenback processes and Cox-Ingersoll-Ross processes with regime-switching may be heavy tailed, whereas without regime-switching, their invariant probability measures must be light tailed; see, [2, 9] and [11] .
The stability of regime-switching processes is of great interest and there is a great deal of literatures established in this topic; see, for example, [3, 4, 14, 15, 26, 27] and references therein. All the aforementioned works focus on the stability of this system with respective to its equilibrium point or initial values. However, the stability of this system with respective to the perturbation of the transition rate matrix of (Λ t ) has not been studied before. This kind of stability plays a crucial role in the application of the regime-switching diffusion processes; for example, performing sensitivity analysis.
In application, the random switching of the environment is observed from empirical data. Then, the transition rate matrix (q ij ) i,j∈S is estimated by statistical method based on empirical data. Therefore, the error of estimation is crucial and cannot be removed. As a consequence, the impact of this error of estimation should be evaluated. For instance, as shown by Brown and Dybvig [5] , based on the empirical data from US treasury yields, the poor empirical performance of the Cox-Ingersoll-Ross model without the regime-switching well suggests the existence of regime shifts. So, one may include the regime-switching of the financial market into the Cox-Ingersoll-Ross model. It is quite possible to consider that there are three different states in the financial market: bull market, bear market and a middle market. In this case, one uses a Markov chain (Λ t ) in a state space S = {0, 1, 2} to characterize the random change of the financial market. There is the error of estimation for (q ij ) i,j∈S of the transition rate matrix of (Λ t ). On the other hand, maybe other experts would like to separate the financial market into two different states: bull market and bear market. The effects of the option pricing by using models with two or three states could be quite different. Therefore, it is quite important to measure this difference.
For the regime-switching diffusions (X t , Λ t ), (X t ) satisfies the following stochastic differential equation (SDE for short):
where b :
is a continuous-time Markov chain on S with the transition rate matrix Q = (q ij ) i,j∈S . Suppose that Q is conservative (i.e.
j∈S q ij = 0 for every i ∈ S) and totally stable (i.e. q i = −q ii < +∞ for every i ∈ S). Throughout this work, (Λ t ) and (W t ) are assumed to be mutually independent.
In this work we are concerned with the stability of the process (X t ) under perturbation of the transition rate matrix of (Λ t ). From the application point of view, there are mainly two types of perturbations of Q.
First type of perturbation:
The size of Q is fixed, however, each entry q ij of Q may have small perturbation. Namely, there is another transition rate matrix Q = (q ij ) i,j∈S , and each entryq ij acts as an estimator of the element q ij of Q. Without loss of generality, assume that Q is conservative and totally stable, then a unique transition function P t , t ≥ 0 is determined (cf. e.g. [7, Corollary 3.12] ). Let (Λ t ) be a continuous-time Markov chain starting from i 0 corresponding to Q. Then the distribution ofΛ t is fixed, so, a new dynamical system (X t ) is induced from the process (Λ t ), i.e.
Under some suitable conditions of the coefficients b(·, ·) and σ(·, ·), SDEs (1.1) and (1.2) admit a unique solution (cf. e.g. [15] ). Therefore, the distribution L(X t ) of X t (resp. L( X t ) of X t ) is determined in some sense by the transition rate matrix Q (resp. Q). The following basic and important question therefore arises:
− Can we use the difference between Q and Q to characterize the difference between the distributions of X t and X t ?
Second type of perturbation: Both the entries of Q and the size of Q can be changed. In application, when facing the graphs drawn from experimental data, it is hard sometimes to determine the number of the regimes for the regime-switching processes. For example, if there are actually three regimes, the process stays for a very short period of time at one of them. From this kind of experimental data, it is very likely that a regime-switching model with only two regimes is detected. What is the impact caused by this incorrect choice of the number of states for the regime-switching processes?
Precisely, let Q be a conservative transition rate matrix on E := S\{0, 1, . . . , m} with m < N, which determines uniquely the semigroupP t = e tQ , t ≥ 0 on E. Let (Λ t ) be a continuous-time Markov chain on E corresponding to (P t ) or equivalentlyQ. Using the same coefficients b(·, ·), σ(·, ·) as those of SDE (1.1), we consider a new dynamical system (X t ) corresponding to (Λ t ) defined by:
Under suitable conditions of b and σ, the solutions of (1.1) and (1.3) are uniquely determined (cf. [15] ). This means that givenQ on E, the distribution ofX t is then determined. Denote L(X t ) and L(X t ) the distributions of X t andX t respectively. We aim to measure the Wasserstein distance W 2 (L(X t ), L(X t )) via the difference between the transition rate matrices Q = (q ij ) i,j∈S andQ = (q ij ) i,j∈E . To achieve this, reformulate Q into the following form:
Our method in this paper establishes a connection between the stability of regimeswitching processes with the perturbation theory of the continuous time Markov chains (cf. e.g. [16, 17, 28] ) under the help of the optimal coupling theory (cf. [7] ). The perturbation theory of continuous time Markov chain was applied to study the strong ergodicity of Markov chain (cf. [28] and references therein), and to perform sensitivity analysis (cf. [16, 17] ). In this paper, we demonstrate its connection with the stability of regime-switching processes, allowing us to performing sensitivity analysis for regimeswitching processes arising from applications. In addition, to clarify the impact of the regularity of the drifts of the underlying system on this stability issue, we consider the system with regular coefficients (i.e. satisfying one-sided Lipschitz condition) and irregular coefficients (i.e. satisfying integrability condition). To deal with the irregular case, we apply a technique based on the dimension-free Harnack inequality. The coefficients in the irregular case can be very singular; see example (1.13) below.
Let us first consider the situation that the coefficients of (1.1) are regular. Assume the coefficients b :
(H1) For each i ∈ S there exists a constant κ i such that
(H2) There exists a constant K such that
In this case, we shall use the Wasserstein distance W 2 (·, ·) to measure the difference between the distributions of X t and X t , which is defined by 5) where C(ν 1 , ν 2 ) denotes the set of all probability measures on R d × R d with marginals ν 1 and ν 2 . To measure the difference between Q and Q, we use the ℓ 1 -norm Q − Q ℓ 1 (i.e. the maximum absolute row sum norm) in this work, but other norm of matrix still works.
To state our results, we first introduce some notation. For an irreducible transition rate matrix Q on S, define
where
is the canonical basis of R d . Additionally, for p > 0, let
and
where diag(κ 0 , κ 1 , . . . , κ N ) denotes the diagonal matrix generated by the vector (κ 0 , κ 1 , . . . , κ N ), spec(Q p ) denotes the spectrum of the operator Q p .
We are now in the position to state our main results of this work for SDEs with regular coefficients. The first result is about the estimate of the difference of distributions of the solutions of (1.1) and (1.2). Theorem 1.1 Let (X t , Λ t ) and ( X t ,Λ t ) be the solutions of (1.1) and (1.2) respectively. Assume (H1) and (H2) hold. Then
where p > 1, q = p/(p − 1), ε and C 2 (p) are positive constants, η p is defined by (1.6). If assume further that
then we have a simple estimate:
The second result is about the estimate of the difference of distribution of the solutions of (1.1) and (1.3).
Theorem 1.2 Let (X t , Λ t ) and (X t ,Λ t ) be the solutions of (1.1) and (1.3) respectively. Assume (H1) and (H2) hold. Then
where p > 1, q = p/(p − 1), ε and C 2 (p) are positive constants, η p is defined by (1.6) . Assume further that b and σ satisfy (1.8), then
Next, we consider the stability of the dynamical system (X t ) under the perturbation of the transition rate matrix when the coefficients of the underlying SDE are irregular. Precisely, let 12) where σ : R d → R d×d is still Lipschitz continuous, but b only satisfies some integrability condition. Here, (Λ t ) is also a continuous time Markov chain with a conservative and irreducible transition rate matrix Q = (q ij ) i,j∈S ). (Λ t ) is assumed to be independent of (W t ). A typical example of the irregular drift b concerned in this work is
where β : S → R + . This drift b is rather singular, whereas we can show that (X t ) is still stable in a suitable sense w.r.t. the perturbation of Q even in this situation.
Similar to (1.2) and (1.3), we consider the processes ( X t ) and (X t ) corresponding to the perturbations Q = (q ij ) i,j∈S andQ = (q ij ) i,j∈E . Namely,
where (Λ t ) is associated with Q and is independent of (W t ).
where (Λ t ) is associated withQ on the state space E and is independent of (W t ). We shall measure the difference between the distribution L(X t ) and L( X t ) by the Fortet-Mourier distance (also called bounded Lipschitz distance):
. The FortetMourier distance can also characterize the weak convergence of the probability measure space (cf. [23, Chapter 6] ), and it is closely related to the L 1 -Wasserstein distance via the Kantorovich-Rubinstein Theorem (cf. [22, Theorem 1.14]).
To provide a suitable integrability condition on the drift b, we need to introduce an auxiliary function V and its associated probability measure 17) where (a ij (x)) = σ(x)σ * (x), σ * denotes the transpose of σ given in (1.12),
is the canonical orthonormal basis of R d and ∂ j is the directional derivative along e j . Let
Assume that V satisfies:
For the example b in (1.13), we can take
dx. Also, the integrability condition (1.20) below can be verified by direct calculation for this example.
Theorem 1.3 Suppose that condition (A) holds for the function
for some constant C depending on T, x 0 , τ 1 , K 0 , γ, p 0 and max i∈S µ 0 e η|σ −1 (·)Z(·,i)| 2 , where
Theorem 1.4 Suppose that condition (A) holds for the function
2 Proofs of main results
SDEs with regular coefficients
Consider the following SDEs:
Here (Λ t ) and (Λ t ) are continuous-time Markov chains on S = {0, 1, . . . , N} with transition rate matrices Q = (q ij ) i,j∈S and Q = (q ij ) i,j∈S respectively.
For the regime-switching diffusions (X t , Λ t ) and ( X t ,Λ t ) with Markovian switching, as usual we assume (Λ t ) and (Λ t ) are independent of the Brownian motion (W t ). To be precise, we introduce the probability space (Ω, F , P) used throughout this work. Let
which is endowed with the local uniform convergence topology and the Wiener measure P 1 so that its coordinate process W (t, ω) = ω(t), t ≥ 0, is a d-dimensional Brownian motion. Put Ω 2 = {ω ω : [0, ∞) → S right continuous with left limit}, endowed with the Skorokhod topology and a probability measure P 2 . The Markov chains (Λ t ) and (Λ t ) are all constructed in the space (Ω 2 , B(Ω 2 ), P 2 ). Set
Thus under P = P 1 ×P 2 , (Λ t ), (Λ t ) are independent of the Brownian motion (W t ). Denote by E P 1 taking the expectation with respect to the probability measure P 1 , and similarly E P 2 .
Lemma 2.1 Let (X t , Λ t ), ( X t ,Λ t ) be the solution of (2.1) and (2.2) respectively and
Proof. By Itô's formula and (H2),
Taking the expectation w.r.t. P 1 and using Gronwall's inequality, we obtain
Similarly, the estimate on
Now, we recall a result on the perturbation theory of continuous time Markov chains due to Mitrophanov. Let (P t ) and ( P t ) be the transition semigroup corresponding respectively to the transition rate matrix Q and Q on S.
Lemma 2.2 ([17]) It holds
Here e j is the vector in R N +1 whose jth entry is 1 and whose other entries are all 0.
Remark 2.3
The quantity τ 1 can be controlled from up and down by the spectral gap λ of the operator Q, i.e. for some positive constant C,
Proof of Theorem 1.1 For simplicity of notation, let Z t = X t − X t . Then, due to (H1) and (H2), Itô's formula yields that
)dW s for t ≥ 0 is a martingale. Taking the expectation w.r.t. P 1 on both sides of the previous inequality, we get
Due to Lemma 2.1, this yields
(κ Λs +ε)(ω 2 )ds .
Taking the expectation w.r.t. P 2 then using Hölder's inequality, we obtain that
where p > 1 and q = p/(p − 1).
In order to estimate the term E e q t 0 (κ Λs +1)ds , we need the following notation. Let
According to [2, Proposition 4.1], for any p > 0, there exist two positive constants C 1 (p) and C 2 (p) such that
To estimate the term t 0
E1 {Λs =Λs} ds, we shall apply the optimal coupling for continuoustime Markov chains. Let L(Λ t ) and L(Λ t ) denote the laws of Λ t andΛ t respectively. According to [7, Theorem 5 .36, Corollary 5.35], there exists an optimal coupling (Λ t ,Λ t ) of Q and Q such that
where · var stands for the total variation norm. Due to Lemma 2.2, it holds
Consequently, substituting (2.6), (2.7) and (2.8) into (2.5), we get
Note that the solutions of (2.1) and (2.2) exist uniquely. Then the joint distribution of
and L( X t ). By the definition of the Wasserstein distance, it follows
which is the desired estimate (1.7).
When b and σ are bounded satisfying (H2'), we have a simple estimate
Then, the estimate (1.9) follows from the same procedure to deduce (1.7).
Proof of Theorem 1.2 To emphasize the idea, we give out the proof in the situation E = S\{0}. For the given transition rate matrices Q = (q ij ) i,j∈S on S andQ = (q ij ) i,j∈E on E, write Q in the form 10) where α = {q 0i ; 1 ≤ i ≤ N} and β = {q j0 ; 1 ≤ j ≤ N} are the row and column vectors on E. Let (Λ t ) and (Λ t ) be the Markov chains on S and E with the transition rate matrices Q andQ respectively. Consider
In order to employ the method used in Theorem 1.1, we propose the following extension
It is easy to see that Q is conservative. Hence, there is a unique semigroup (P t ) t≥0 on S corresponding to the generator Q. This (Λ t ) helps us to define another dynamical system ( X t ) by the following SDE:
Under the conditions (H1) and (H2), the solutions of SDEs (2.11) and (2.13) are uniquely determined. Due to the definition of Q in (2.12), the process (Λ t ) starting from i 1 ∈ E will never reach the point 0, thusΛ t =Λ t , t > 0, a.s. whenΛ 0 =Λ 0 = i 1 ∈ E. As a consequence,
However, in current situation, the initial valueΛ 0 = i 1 of (Λ t ) may be different to the initial value Λ 0 = i 0 of (Λ t ). Therefore, . Moreover, by virtue of (2.10) and (2.12), it holds
Following the procedure of the argument of Theorem 1.1, replacing (2.8) with (2.15), we obtain that
. According to the definition of the Wasserstein distance, and using the estimates (2.16) and (2.17), we obtain
Similarly, if b and σ are bounded satisfying (1.8), we have 19) and further
This completes the proof in the situation E = S\{0}. The general case can be proved in the same way, hence we omit it here.
SDEs with irregular coefficients
In this part, we consider the regime-switching processes with irregular drifts. Precisely,
Here, we assume that the diffusion coefficient σ satisfies the Lipschitz condition: there exists K > 0 such that
However, the drift b is assumed to satisfy certain integrability condition. Hence, it may be discontinuous. (Λ t ) is a continuous time Markov chain on S with the transition rate matrix Q = (q ij ) i,j∈S . Consider the perturbation Q = (q ij ) i,j∈S of Q and its associated Markov chain (Λ t ). Let
The integrability condition of type (1.20) is raised by Wang [25] to study the nonexplosion of the solutions of SDEs by using the dimension-free Harnack inequality. We will use the technique of [25] to analyze the stability of the regime-switching processes. Moreover, according to [25, Theorem 2.1] and using the technique to construct the regime-switching processes with Markovian switching (cf. e.g. [15] ), it is standard to show the existence and uniqueness of the solutions of SDEs (2.21) and (2.23).
To proceed, we make some necessary preparations. Let (Y t ) be a process associated with the reference function V ∈ C 2 (R d ): 24) where the vector field Z 0 is defined by (1.17) . Since Z 0 is globally Lipschitz continuous by condition (A), there is a unique nonexplosive solution to SDE (2.24). Via the process (Y t ), a new representation for (X t ) and ( X t ) can be constructed with the help of the Girsanov theorem, which is verified by the dimension-free Harnack inequality for (Y t ) under appropriate integrability conditions. Precisely, rewrite (2.24) as
(2.25) If Novikov's condition Ee
holds, then
is a new probability measure. Thus, the Girsanov theorem yields that (W
t ) t∈[0,T ] is a new Brownian motion under the probability measure Q. Note that the mutual independence between (W t ) and (Λ t ) has been used herein. Consequently, the uniqueness of the solution for the SDE (2.21) tells us that (Y t , Λ t ) t∈[0,T ] under Q has the same distribution as that of (X t , Λ t ) t∈[0,T ] under P.
Analogously, rewrite (Y t ) as
is a new probability measure. Moreover, (Y t ,Λ t ) t∈[0,T ] under Q has the same distribution as that of ( X t ,Λ t ) under P.
Lemma 2.4 Let G : R d × S → R + be a measurable function and β > 0 be a constant. Let T > 0 be fixed.
for some constant C = C(T, ξ, K 0 ) > 0.
(ii) If there exists a constant η such that η > βT d and max i∈S µ 0 e ηG(·,i) < ∞, then
Proof. We first prove (ii), then (i) follows easily from the derivation of (ii). Let P 0 t denote the semigroup corresponding to the process (Y (t)) defined by (2.24) with initial value Y (0) = x. Hence, the semigroup P 0 t is symmetric w.r.t. µ 0 . Since V satisfies condition (A), according to [24, Theorem 1.1], for p > 1, the following Harnack inequality holds:
Applying the Harnack inequality (2.33) and the mutual independence between (Λ t ) and (W t ), we get for any γ > 0 and
Passing to the limit as K → +∞, it follows from Fatou's lemma that
Denote B(x, r) = {y ∈ R d ; |y − x| ≤ r} for r > 0, x ∈ R d . Integrating both sides of (2.34) w.r.t. µ 0 over the set B(x, √ 1 − e −K 0 t ), we obtain
Since µ 0 has strictly positive and continuous density e −V w.r.t. the Lebesgue measure, there exists Γ ∈ C(R d ; (0, ∞)) such that µ 0 (B(x, t)) ≥ Γ(x)t d for t ∈ (0, 1] and x ∈ R d . Invoking (2.35), we obtain
Combining this with Jensen's inequality, one has
where C = C(p, T, K 0 ) is a constant and x is the initial value of (Y t ). Taking d < p < η βT in (2.37), it follows from the assumed condition in (ii) that
In order to establish (2.31), noticing ξ > d, we obtain from (2.36) that
and hence
The proof is complete. 
(2.39)
for t ∈ [0, T ], by the inequality |e x − e y | ≤ (e x + e y )|x − y| for all x, y ∈ R, we obtain that
for p, q > 1 with 1/p + 1/q = 1.
For the first term in (2.40), since η > 2T d, we can choose p = p 0 > 1 such that
According to Lemma 2.1,
Hence, t → exp 2p 0 M t − 2p 2 0 M t is an exponential martingale for t ∈ [0, T ] and
where p 1 > d satisfies 2p 2 0 p 1 T < η, and C = C(p 1 , T, K 0 ). We proceed to estimate the second term in (2.40). We shall estimate
separately. Since q 0 > 2, it follows from Burkholder-DavisGundy's inequality and Jensen's inequality that
By (2.38) of Lemma 2.1, for some constant C = C(q 0 , T ) > 0 and ξ > d. By taking (Λ t ,Λ t ) to be the optimal coupling such that (2.7) still holds, we can derive from (2.8) that 
Further discussion
Recall the expression (2.12) of Q. The probabilistic meaning of q 0 is that the Markov chain (Λ t ) stays at the state "0" for a random period distributed as an exponential distribution with parameter q 0 . So the larger the value of q 0 is, the shorter time period the process (Λ t ) will stay at "0" in average. One may consider a limitation case that q 0 equals to +∞, that is,
which means that the jump will occur immediately once the process (Λ t ) reaches the state "0". The state "0" in Q ∞ is called an instantaneous state. It seems also interesting to study the asymptotic behavior of Q to Q ∞ as q 0 tends to +∞. Note that the continuous time Markov chain with instantaneous state produces new phenomenon compared with the Markov chains which are totally stable. For example, the well-known example provided by Kolmogorov [13] . Markov chain has the generator Q ∞ , and hence the corresponding processes (Λ t ) and (X t ) have not been discussed. Therefore, to study the current problems for regime-switching processes with infinite state space S and instantaneous state is meaningful, and we leave it for further investigation.
