Abstract: This paper presents a new Multiple Description Lattice
Introduction
In Multiple Description (MD) coding the input data are encoded into several independent descriptions prior sending them over different channels. At the receiver, if all the descriptions are received correctly, the original data can be reconstructed accurately. However if some of the descriptions get lost, the rests are used in the side decoders to find the estimate of the original data. In the first work on MD coding different scalar quantizers are used to encode the input data into two different descriptions [1] . The design of multiple descriptions coding that utilizes lattice vector quantizer (MDLVQ) is first described in [2] . The application of MDLVQ in image coding together with wavelet transformation is first presented in [3] . 
In this paper, a new MD coding scheme based on the coinciding A 4 lattice quantizers (MDLVQ-A 4 ) is presented. The coinciding similar sublattices of A 4 are geometrically similar sublattices of A 4 lattice generated by different generator matrices. The new scheme is different from the scheme presented in [2] and [3] because it does not include the labeling function. In addition the MDLVQ-

Geometrically similar Sublattice of A 4
A lattice Γ is a subset of points in the Euclidean space which are selected using a generator matrix. For example the root lattice A 4 = x 0 , x 1 , x 2 , x 3 , x 4 ∈ ℤ 5 : x [7] .
The choice of L among many realizations of the root lattice A 4 is motivated by the observation that L is a subset of the so-called icosian ring [7] . The icosian group is a multiplicative group of order 120 consisting of the quaternions 
Multiple quantizers design
In this work a modified version of the fast quantizing algorithm [9] 
The new MDLVQ-A 4 for image coding
The application of the new MDLVQ-A 4 for image coding is presented in this section. In theory it is possible to reduce the quantization error by increasing the number of lattice quantizers up to 60. However in practice it is neither possible nor efficient to design such a scheme and according to our experiments the quantization error is not completely eliminated. In fact, all these lattice quantizers
Calculating the correlation between lattices
It is not possible to find the correlation between lattices with infinite number of entries. Therefore, we have to do the experiments on sample lattices. In order to generate the sample lattices, first a matrix including all 4-D permutation of the integer values ranging from -5 to +5 is produced. Second, 60 sample lattices are generated by multiplication of the permutation matrix with the 60 generator matrices. In the third step, the average mutual one to one distances between the sample lattices are obtained as a metric of correlation.
In order to find the distance between two sample lattices, I and J, for every lattice point in I, the nearest point in J is found. Then, the distance between these two points is obtained. The average of these partial distances is considered as the distance between lattice I and lattice J. In mathematical this is expressed: ( , ) , ( , ) and ( , ) are used in side decoders and the triple of ( , , ) is used in the central decoder. 
Experimental results
The performance of the proposed scheme for standard test images of Barbara 512 × 512 and Lenna (512 × 512) are provided in In Table 2 it is shown that the performance of the side decoders has improved average 6dB and the performance of the central decoder is improved average 1dB. 
Conclusion
In this paper a new Multiple Description
