Abstract. P2P deployments are a natural infrastructure for building distributed search networks. Proposed systems support locating and retrieving all results, but lack the information necessary to rank them. Users, however, are primarily interested in the most relevant results, not necessarily all possible results. Using random sampling, we extend a class of well-known information retrieval ranking algorithms such that they can be applied in this decentralized setting. We analyze the overhead of our approach, and quantify how our system scales with increasing number of documents, system size, document to node mapping (uniform versus non-uniform), and types of queries (rare versus popular terms). Our analysis and simulations show that a) these extensions are efficient, and scale with little overhead to large systems, and b) the accuracy of the results obtained using distributed ranking is comparable to that of a centralized implementation.
Introduction
Search infrastructures often order the results of a query by application-specific notions of rank. Users generally prefer to be presented with small sets of ranked results rather than unordered sets of all results. For example, a recent Google search for "HiPC 2007" matched over 475 ,000 web pages. The complete set of all results would be nearly useless, while a very small set of the top-ranked results would likely contain the desired web site. Moreover, collecting fewer results reduces the network bandwidth consumed, helping the system scale up-to many users, hosts, and data items-and down-to include low-bandwidth links and low-power devices.
Ranking results in a decentralized manner is difficult because decisions about which results to return are made locally, but the basis of the decisions, rank, is a global property. Technically, we could designate one node as being responsible for ranking all the search results. Such an approach, however, would result in this peer receiving an unfair amount of load. Further, there are the issues of scalability and fault-tolerance with using just one node.
The main contribution of this paper is the design and evaluation of a decentralized algorithm that efficiently and consistently ranks search results over arbitrary documents. Our approach is based on approximation techniques using uniform random sampling, and the classic centralized Vector Space Model (VSM) [1] . Our results apply to both structured and unstructured networks.
Our analysis shows that the cost of our sampling-based algorithm is usually small and remains constant as the size of the system increases. We present a set of simulation results, based on real document sets from the TREC collection [2] , that confirm our analysis. Further, the results show that the constants in the protocol are low, e.g., the protocol performs very well with samples from 20 nodes per query on a 5000 node network, and that the approach is robust to sampling errors, initial document distribution, and query location.
The rest of the paper is organized as follows. We first present some background on ranking in classical information retrieval in Section 2. We then discuss our design for ranking results in Section 3 and analyze its properties. In Section 4, we present experimental results where we compare the performance of the distributed ranking scheme with a centralized scheme. We discuss other related work in Section 5 before concluding in Section 6.
The Vector Space Model (VSM)
The Vector Space Model (VSM) is a classic information retrieval model for ranking results. VSM maps documents and queries to vectors in a T -dimensional term space, where T is the number of unique terms in the document collection. Each term
A query is also represented as a vector q = (w 1,q , w 2,q , . . . , w T,q ), where q is treated as a document.
Vectors that are similar have a small angle between them. VSM uses this intuition to compute the set of relevant documents for a given query; relevant documents will differ from the query vector by a small angle while irrelevant documents will differ by a large angle. Given two vectors X and Y , the angle θ between them can be computed using
. This equation is also known as the cosine similarity, and has been used in traditional information retrieval to identify and rank relevant results.
Generating Vector Representation
The vector representation of a document is generated by computing the weight of each term in the document. The key is to assign weights such that terms that capture the semantics in the document and therefore help in discriminating between the documents are given a higher weight. Effective term weighting formulae have been an area of much research (e.g., [3, 4] ), unfortunately with little consensus. While any of the commonly used formulae can be used with our scheme, we use the weighting formula used in the SMART [5] system as it has shown to have good retrieval quality in practice:
where w t,d is the weight of term t in document d, f t,d is the raw frequency of term t in document d, D is the total number of documents in the collection, and D t is the number of documents in the collection that contain term t.
In this section, we present our distributed VSM ranking system for keyword-based queries. There are three main components needed for ranking: generating a vector representation for exported documents, storing the document vectors appropriately, and computing and ranking the query results. We first describe our assumed system model and then discuss each of these components in detail.
System Model
Our ranking algorithm is designed for both structured and unstructured P2P systems. Our algorithm constructs an inverted index for each keyword and these indexes are distributed over participating nodes (which are assumed to be cooperative). An inverted index of a keyword stores the list of all the documents having the keyword. We assume that the underlying P2P system provides a lookup mechanism necessary to map indexes to nodes storing them. While APIs for lookup are available in all structured systems, we rely on approaches such as LMS [6] and Yappers [7] for lookup over unstructured systems. The underlying P2P system dictate how the indexes are mapped to nodes; structured P2P systems store indexes at a single location, while an index may be partitioned over many locations in unstructured systems. Each node exports a set of documents when it joins the system. A set of keywords (by default, all words in the document) is associated with the document. The process of exporting a document consists of adding an entry for the document in the index associated with each keyword. When querying, users submit queries containing keywords and may specify that only the highest ranked K results be returned. The system then computes these K results in a distributed manner and returns the results to the user.
Generating Document Vectors
Recall that to generate a document vector, we need to assign weights to each term of the document. Also recall Equation (1), which is used to compute the weight of each term t in a document. The equation has two components: a local component, ln f t,d + 1, which captures the relative importance of the term in the given document, and a global component, ln(D/D t ), which accounts for how infrequently the term is used across all documents. The local component can be easily obtained by counting the frequency of the word in the document. The global component is stated in terms of the number of documents D in the system, and the number of documents D t that have the term t. We use random sampling to estimate these measures. Let N be the number of nodes in the system, and D and D t be as above. We choose k nodes uniformly at random. This can be done either with random walks, in unstructured systems [6] , or routing to a random point in the namespace in structured systems [8] . We then compute the total numberD of documents andD t of documents with term t at the sampled nodes. For simplicity, we accept that the same node may be sampled more than once. It is easy to see that To derive a sufficient condition for this approximation, we introduce two new quantities. Let M and M t be the maximum number of documents and maximum number of documents with the term t, respectively, on a node. We call the estimateD (resp.D t ) "good", if it is within a factor of (1±δ) of its expected value. The estimate can be "bad" with a small probability ( ).
then the random variableD (as defined above) is very close to its mean, except with probability at most (see [9] for proof). Specifically:
then the random variableD t is also a good estimate. The following observations follow from Theorem 1:
-Theorem 1 tells us that for a good estimate, the number of samples needed does not depend on N directly, but on the quantities D/N and D t /N and, less importantly, on M and M t . This means that as the system size grows, we do not need more samples as long as the number of exported documents (with term t) also increases.
-If the number of documents D is much larger than the system size N and queries consist of popular terms (D t = Ω(N )), then our algorithm provides performance with ideal scaling behavior: Sampling a constant number of nodes gives us provably accurate results, regardless of the system size.
-In practice, documents and queries will contain rare (i.e., not popular) terms, for which ln(D/D t ) may be estimated incorrectly. However, we argue that such estimation error is both unimportant and inevitable. The estimation is relatively unimportant because if the query contains rare terms, then the entire set of results is relatively small, and ranking a small set is not as important. In general, sampling is a poor approach for estimating rare properties and alternate approaches are required.
-The number of samples is proportional to the ratios between the maximum and the average number of documents stored at a node (i.e.,
M D/N and
Mt Dt/N ). This means that, as the distribution of documents in the system becomes more imbalanced, more samples are needed to obtain accurate results.
Note that in the special case where the documents are distributed uniformly at random, the cost of sampling is significantly decreased because the number of samples need not be proportional to the maximum number M of documents at any node. Please refer to the companion technical report [9] for more details. 
Storing Document Vectors
Document vectors need to be stored such that a query relevant to the document can quickly locate them. We store document vectors in distributed inverted indexes. As mentioned previously, an inverted index for a keyword t is a list of all the documents containing t. For each keyword t, our system stores the corresponding inverted index like any other object in the underlying P2P lookup system. This choice allows us to efficiently retrieve vectors of all documents that share at least one term with the query. Figure 1 shows the process of exporting a document. We first generate the corresponding document vector by computing the term weights, which uses the procedure described in section 3.2. Next, using the underlying storage system API, we identify the node storing the index associated with each term in the document and add an entry to the index. Such entry includes a pointer to the document and the document vector.
The details of storing document vectors in inverted indexes depend on the underlying lookup protocol. In structured systems, given a keyword t, the index for t is stored at the node responsible for the key corresponding to t. The underlying protocol can be used to efficiently locate this node. A similar approach using inverted indexes has previously been used by [10] [11] [12] [13] for searching in structured systems. In unstructured networks, indexes would need to be partitioned or replicated [6, 7] .
Reducing storage cost So far, we have assumed that each word in the document is a keyword. Hence an entry is added for the document in the indexes of all the words in the document. A document, however, will not appear among the top few results when its weights for the query terms are low. Hence, not having these low-weight entries in the index does not reduce the retrieval quality of the top few results. We use this intuition to reduce the cost of propagating and storing vectors in indexes. We assume that there is a constant threshold w min , that determines if the document entry is added to an index. The vector is not added to the index corresponding to the term t if the weight of t is below the threshold w min . Note that the terms with weights below this threshold are still part of the vector. This heuristic has also been successfully used in eSearch [10] .
Evaluating Query Results
A query is evaluated by converting it into a vector representation, and then computing the cosine similarity with respect to each "relevant" document vector. We compute query vectors using the same techniques used to generate the document vector. The next step is to locate the set of relevant documents. For each keyword in the query, we use the lookup functionality provided by the underlying system to identify the node storing the index of that keyword. We then compute the cosine similarity between the query and each of the document vectors stored in the index. This gives us a ranking of the documents available in this index. Finally, we fetch the top-K results computed at each of the indexes and compute the union of these result sets. The top-K documents in this union, sorted in the decreasing order of cosine similarities, give us our final result set.
Evaluation
In this section, we validate our distributed ranking system via simulation. We measure performance by comparing the quality of the query results returned by our algorithm with those of a centralized implementation of VSM.
Experimental setup We use the TREC [2] Web-10G data-set for our documents. We used the first 100,000 documents in this dataset for our experiments. These 100K documents contain approximately 418K unique terms. Our default system size consists of 1000 nodes. We use two different distributions of documents over nodes: a uniform distribution to model the distribution of documents over a structured P2P system and a Zipf distribution to model distribution in unstructured systems.
Since our large data set (100K documents) did not have queries associated with it, we generated queries of different lengths. Our default query set consists exclusively of terms that occur in approximately 5000 documents. We denote this query set as the Q 5K query set in our experiments. The intuition behind picking these query terms is that they occur in a reasonable number of documents, and are hence popular. At the same time, they are useful enough to discriminate documents. We also use query sets that exclusively contain keywords that are either very popular (occur in more than 10K documents) or those that are very rare (occur in less than 200 documents). We denote these query sets as Q pop and Q rare respectively. Each result presented (except for details from individual runs) is an average of 50 runs.
We use three metrics to evaluate the quality of distributed ranking:
1. Coverage We define coverage as the number of top-K query results returned by the distributed scheme that are also present in the top-K results returned by a centralized VSM implementation for the same query. For example, if we're interested in the top 3 results, and the distributed scheme returns the documents (A, C, D) while the centralized scheme returns (A, B, C), then the coverage for this query is 2. 2. Fetch We define fetch as the minimum number R such that, when the user obtains the set of R results as ranked by the distributed scheme, R contains all the top-K results that a centralized implementation would return for the same query. In the previous example, if the fourth result returned by the distributed case had been B, then the fetch for K = 3 would be 4. 3. Consistency: We define consistency as the similarity in the rank of results, for the same query, for different runs using different samples. We do not explicitly present network overhead measures since the cost of the ranking (without counting the cost to access the indexes) is always equal to the number of nodes sampled.
Coverage
In the first experiment, we measure the coverage of the distributed retrieval scheme. We show that by sampling only a few nodes even on a reasonably large system, our scheme produces results very close to a centralized implementation
In our base result, we use a 1000 node network. The documents are mapped uniformly to nodes. To compute the global weight of term t, we sample 10, 20 and 50 nodes in different runs of the experiment. The queries consist of keywords from the Q 5K query set, i.e. the keywords occur in approximately 5000 documents.
The results are presented in Table 1 . It is clear from Table 1 that the distributed ranking scheme performs very similar to the centralized implementation. On a 1000 node network with documents distributed uniformly, the mean accuracy for the top-K results is close to 93% with 50 random samples. Even with 10 random samples, the results are only slightly worse at 85% accuracy.
With 5000 nodes, the retrieval quality is not as high as a network with 1000 nodes. With 20 random samples, the mean accuracy is 77% for top-K results. There is a 8% increase in mean accuracy when we increase the sampling level and visit 1% (50) of the nodes. This result is a direct consequence of Theorem 1. Here, the number of documents has remained the same, but the number of nodes has increased. Hence, higher number of nodes sampled leads to better estimates. Table 1 also shows the retrieval quality for documents mapped to nodes using a Zipf distribution with parameter 0.80. With 1000 nodes and 50 samples, the retrieval quality is similar to that of the uniformly distributed case. With 10 samples, however, the mean accuracy drops a few percentage points to between 82-83%. With 5000 nodes and 50 samples, we see similar trends. While the quality is not as good as it is with the uniformly distributed data, it does not differ by more than 2%. With 10 samples, the results worsen by about much as 7%. Hence, we believe our scheme can be applied over lookup protocols on unstructured networks without appreciable loss in quality.
Fetch
Given the previous result, an obvious question to ask is how many results need to be fetched before all the top-K results from the centralized implementation are available (we called this measure Fetch). We experiments with both 1000 and 5000 nodes with the documents uniformly distributed. We used the Q 5K query set for our evaluation. We plot the result in Figures 2 and 3 . The x-axis is the top-K of results from the centralized implementation, while the y-axis represents the corresponding average fetch.
With a 1000 node network, we see that fetch is quite small even if only ten nodes are sampled. For instance, sampling 10 nodes, we need 13 results to match the top-10 results of the centralized case. With samples from 50 nodes, fetch is minimal even for less relevant documents: we need 11 entries to match the desired top-10 results and 63 to match the top-50 results from the centralized implementation.
As expected, with increasing network size, but same document set, the fetch increases. When we sample 1% of the 5000 nodes, we need 13 results to cover the top-10 and 88 to cover the top-50. With lesser sampling, however, we need to fetch a lot more results to cover the top-K. This behavior, again, is predicted by Theorem 1: when the number of nodes increases without a corresponding increase in the number of documents, the samples needed to guarantee a bound on sampling error also increases.
Other experiments indicate similar results when the document distribution is skewed. We merely summarize those results here. With a 1000 node network and 10 random samples, the fetch increases by 10% compared to the network where documents are mapped uniformly to nodes. In a 5000 node network, this increases by 35% compared to the uniform case. The results in both the network sizes with 50 random samples, however, are comparable to the uniform case. Table 2 : Mean coverage when the number of nodes and documents scale proportionally.
Consistency
In our system, a new query vector is generated each time a query is evaluated. This leads to different weights being assigned to the terms during different evaluations of the same query. This can increase the variance in ranking, and potentially lead to different results for different evaluations of the query. In this experiment, we show that is not the case, and that the results are minimally affected by the different samples.
We use a network of 1000 nodes with documents mapped uniformly to these nodes. We sample 20 random nodes while computing the query vector. We use Q 5K and record the top-50 results for different runs and compare the results against each other and against the centralized implementation. Figure 4 shows the results obtained during five representative runs for three representative queries each. For each run, the figure includes a small box corresponding to a document ranked in the top-50 by centralized VSM if and only if this document was retrieved during this run. For example, in Figure 4 , query 1, run 2 retrieved documents ranked 1 . . . 25, but did not return the document ranked 26 in its top 50 results. Also, note that the first 25 centrally ranked documents need not necessarily be ranked exactly in that order, but each of them were retrieved within the top-50.
There are two main observations to be drawn: first, the sampling does not adversely affect the consistency of the results, and different runs return essentially the same results. Further, note that these results show that the coverage of the top results is uniformly good, and the documents that are not retrieved are generally ranked towards the bottom of the top-50 by the centralized ranking. In fact, a detailed analysis of our data shows that this trend holds in our other experiments as well.
Scalability
In this experiment, we evaluate the scalability of our scheme with increasing system size. Theorem 1 states that the number of samples required is independent of the system size, under the condition that the size of the document set grows proportionally to the number of nodes. We demonstrate this fact by showing that coverage remains ap- proximately constant as we increase the system size ten-fold (from 500 to 5000), while sampling the same number of nodes (20) .
The number of documents in each experiment is 20 times the number of nodes in the system. For all the configurations, the terms used in queries occur in more than 10% of the total documents. For the 5000 node network, this corresponds to the Q pop query set. In each case, we sample 20 random nodes to estimate the global weights. Table 2 shows the mean coverage of our distributed scheme. As the table shows, the coverage of the distributed retrieval is very similar in most cases. This result confirms that our scheme depends almost entirely on the density of the number documents per node, and that it scales well as long as the density remains similar.
Reducing storage cost
Recall our optimization to store document vectors only in the indexes of keywords whose weights are greater than a threshold w min . In this experiment, we quantify the effect of this optimization. For this experiment, we used a network of 1000 nodes with documents distributed uniformly at random over the nodes. We use all the three query sets and sample 20 nodes to estimate the weights. Note that we normalize the vectors; so the term weights range between 0.00 and 1.00. We present results for thresholds ranging from 0.00 to 0.30. We compare the results retrieved from the centralized implementation with w min = 0.00.
The results of this experiment are tabulated in Table 3 . Coverage of distributed ranking is not adversely affected when the threshold is set to 0.05 or 0.10. However, larger thresholds (say 0.20 and above) discard relevant entries, and consequently decrease rank quality appreciably. In order to understand the reduction obtained by using the threshold, we recorded the total number of index entries in the system for each threshold. The total number of index entries in our system is 15.9M when the threshold is 0.0. Our experiments show a reduction of 55.5% entries when we use a threshold of 0.05. Increasing the threshold to 0.1 leads to an additional 30% reduction in index size. A threshold value of 0.1 seems to be a reasonable trade-off between search quality and decreased index size.
Related Work
Work related to ours can be broadly classified into work that has been done in the realm of classic information retrieval and more recently in the area of search over P2P
systems. We present a brief description (for lack of space) here but refer the reader to the companion Technical Report [9] for an extended discussion of related work.
Classic Information Retrieval Centralized information retrieval and automatically ordering documents by relevance has long been an area of much research. We discussed the Vector Space Method [1] in Section 2. Latent Semantic Indexing (LSI) [14] is an extension to VSM that attempts to eliminate the issues of synonyms and polysemy. While there are techniques to implement PageRank [15] in a distributed setting (e.g., [16] ), it cannot be applied on an arbitrary document set because of the lack of hyper-links. Fagin et al.'s Threshold Algorithm (TA) [17] can also be used to compute the top-K results.
Distributed Search over P2P systems The idea of using Vector Space Methods has been applied previously in the context of P2P search. PlanetP [18] is a content-based search scheme that uses VSM. Nodes store vectors locally, but gossip digests of their local content. Queries are evaluated by ranking the nodes first and then evaluating the query using VSM at the top-ranked nodes. pSearch [19] uses VSM and LSI to generate document and query vectors, and maps these vectors to a high-dimension P2P system. Bhattacharya et al. [20] use similarity-preserving hashes (SPH) and the cosine similarity to compute similar documents over any DHT. Odissea [21] , a P2P distributed search infrastructure, proposes to make use of TA to rank search results. None of these schemes, however, discuss how to compute the vectors, which is bulk of our work.
Conclusions
In this paper, we have presented a distributed algorithm for ranking search results. Our solution demonstrates that distributed ranking is feasible with little network overhead. Unlike previous work, we do not assume that the document vectors are provided to the system. Instead, our algorithm computes such vectors by using random sampling to estimate term weights. Through simulations and formal analysis, we show that the retrieval quality of our approach is comparable to that of a centralized implementation of VSM. We also show that our approach scales well under the reasonable condition that the size of the document set grows with the number of nodes.
