ABSTRACT. We prove that there is a map from Bloch's cycle complex to Kato's complex of Milnor K-theory, which induces a quasi-isomorphism from cycle complex mod p r to Moser's complex of logarithmic de Rham-Witt sheaves. Next we show that the truncation of Bloch's cycle complex at −3 is quasi-isomorphic to Spiess' dualizing complex. In the end, we prove that a weak form of the Gersten Conjecture implies that Sato's dualizing complex is quasi-isomorphic to Bloch's complex.
INTRODUCTION
Using Lichtenbaum's weight-two motivic complex Z(X, 2) (a two-term complex derived from relative K-theory), M. Spiess [34] constructed a complex ofétale sheaves K X (Definition 3.1) on arithmetic surfaces X over a Dedekind domain D and used it to prove a duality theorem of constructible sheaves. For X over a perfect field k of characteristic p > 0, T. Moser [27] studied Gersten complexes of logarithmic de Rham-Witt sheaves ν X,r (n) (2.0.6) and showed that, when k is finite, ν X,r def = ν X,r (0) is a dualizing complex for constructible Z/p r -sheaves. For regular semi-stable schemes X over certain Dedekind domain D (see Condition 4.1), K. Sato [32] defined certain dualizing complex I r (n) X (0 ≤ n ≤ dim X) (Definition 4.3) in derived category ofétale sheaves and proved a duality theorem for Z/p r -sheaves as well. In more general situations, for instance, schemes over algebraically closed fields, finite fields, local fields and certain Dedekind domains, T. Geisser [9] proved that the complex Z c X def = Z c X (0) ofétale sheaves (see (2.0.1)) is a dualizing complex for constructible sheaves. Here Z c X (n) is Bloch's cycle complex whose homology defines higher Chow groups [2] . In this paper, we answer the following questions of quasi-isomorphisms of these complexes: Moreover, using a result of Geisser-Levine [14, Theorem 1.1], we show thatψ induces an isomorphism of cohomology groups. Hence we conclude thatψ is a quasi-isomorphism. As another application of this method, we show that, for smooth and projective varieties over finite fields, the conjecture A(n) of Geisser (part of Parshin's Conjecture, see [ 
12, Proposition 2.1]) is true, if and only if
Let X be a two dimensional scheme over a perfect field or a Dedekind domain with perfect residue fields. Spiess' complex K X is defined by connecting the complex X (1) i x * G m → X (0) i x * Z with Lichtenbaum's weight-two motivic complex Z(k(X), 2) of the function field k(X) (see [24, Definition 2.1] for Z( , 2)). To compare it with Bloch's complex, we first define an intermediate complex C(X). Using the niveau spectral sequence, we show that C(X) is quasi-isomorphic to τ ≥−3 Z c X (X). Then we show that C(X) is quasi-isomorphic to K X (X). A key ingredient in this step is the quasi-isomorphism in [5, §7] between a truncation of Bloch's complex of k(X) and Z(k(X), 2). Based on the above, we conclude that τ ≥−3 Z c X is quasi-isomorphic to K X . Let X be a scheme over a Dedekind domain satisfying Condition (4.1), and dim X = d. Sato's complex I r (n) X is defined to be a complex in the derived category ofétale sheaves satisfying a distinguished triangle, with the other two terms the logarithmic de RhamWitt sheaf on points of characteristic p and µ 
] satisfies a similar triangle (the localization sequence of Bloch's cycle complex), and that there is a map between the two triangles, which induces isomorphisms on the cohomologies up to degree n. The key point is to show that these isomorphisms are compatible. Using the Gersten complexes of µ ⊗d−n p r , cycle complex and logarithmic de Rham-Witt sheaves, we replace maps of cohomology of schemes by those of function fields, whose compatibility is straightforward. Hence the two complexes are quasi-isomorphic up to degree n. With the aid of the conjecture B(n) with Z/p r -coefficients, then they are actually quasi-isomorphic.
The paper is organized as follows: in Section 2, we recall the definitions of Bloch's cycle complex Z c X (n), Kato's complex C M X (n) of Milnor K-theory and Moser's complex ν r (n), as well as the duality results of Geisser and Moser. We also recall the construction of the niveau spectral sequence of higher Chow groups. For the reader's convenience, we include here a generalization of the Beilinson-Lichtenbaum Conjecture to general schemes and recall Levine's proof of Kummer isomorphism for regular schemes over Dedekind domains [23, Levine, Theorem 12.5] , with the assumption of the conjecture B(n). In Section 3, first we recall Spiess complex K X , his duality results and the definition of Lichtenbaum's weight-two motivic complex Z(X, 2). Then we define the complex C(X) and compare it with Z c X and K X , respectively. In Section 4, we recall Sato's definition of I r (n) X (0 ≤ n ≤ dim X), and prove Proposition 4.5 and Theorem 4.8.
TERMINOLOGY
Throughout this paper, the concepts chain complex and cochain complex are used interchangeably. For instance, if A is a chain complex, we think of it as a cochain complex by letting A n = A −n . The convention for shift is:
When talking about truncations, we mean truncations in cohomological degrees.
We use D to denote a Dedekind domain of characteristic 0 with perfect residue fields, and k to denote a perfect field of characteristic p ≥ 0. There is special assumption for D in Section 4 (Condition 4.1). All the schemes in this paper will be separated and essentially of finite type over S with S = Spec k or Spec D. By variety we mean schemes separated and of finite type over fields. The dimension of an irreducible S-scheme X (or dimension of X over S) is defined as
where p is the image of the generic point of X in S, and k(X) is the function field of X. If X is of finite type over S, then dim S X = dim X, the Krull dimension of X. If X is spectrum of a field of transcendental degree m over S = Spec k, then dim S X = m. Note that this definition of dimension is different from that of relative dimensions. For instance, if S = Spec D and X has relative dimension d over S, then dim S X = d + 1. We use X (i) (resp. X (i) ) to denote the set of dimension i (resp. codimension i) points of X. For x ∈ X, we use i x to denote the embedding of x and i x * the push-forward of (étale) sheaves. The number n is always less than d = dim X.
is an isomorphism. Since it was proved by Voevodsky and Rost recently, we will refer it as the Rost-Voevodsky Theorem. It implies the Beilinson-Lichtenbaum Conjecture for smooth varieties over a field (see [35] if the field has characteristic 0, and [13] for positive characteristic case). We generalize it to general schemes over S, assuming the conjecture B(n). First we prove a lemma from homological algebra. Lemma 2.4. Let F : A → B be a left exact functor, and assume that there are enough injectives in A. Assume that C * is a (cochain) complex. Then
Proof. Let C * → I * be an injective resolution, i.e., I * is a complex of injectives and is quasi-isomorphic to C * . Let A be the kernel of
Then we obtain an injective resolution of A as follows:
Then the new complex
is an injective resolution of τ ≤n C * , which we denote as J * . Then for m ≤ n,
Hence we get the conclusion.
Theorem 2.5. Let X be a pure dimensional scheme over S with S = Spec k or Spec D, and dim S X = d. Then there is an quasi-isomorphism above. Both U and Z are varieties over fields, and U is smooth, so similarly, we can prove the first part. If the conjecture B(n) with Z/m-coefficients is true, from Lemma 2.3, we get the conclusion.
For the reader's convenience, we recall Levine's proof of a weak form of the Kummer isomorphism for regular schemes over Dedekind domains. 
If the conjecture B(n) with Z/m-coefficients holds for all the points x ∈ X, then the truncation can be removed.
Proof. If X is smooth over a field, then it is proved in [13, Theorem 
[2d] is defined in [23, §12] ). The only case left is when X is a regular scheme flat over D, so d ≥ 1. This is a local problem, so assume that D is a discrete valuation ring with perfect residue field of characteristic coprime to m.
First we claim that, if X is regular and admits an closed-open decomposition
such that Z smooth and the conclusion holds for U , then it is also true for X. By localization sequence of cycle complex and µ m , there is a commutative diagram
Here the two rows are distinguished triangles, and b = dim Z. The existence of the lower distinguished triangle is due to Gabber, [8] . Then
. Here the first isomorphism follows from the Beilinson-Lichtenbaum Conjecture for regular U (Theorem 2.5), and the second one follows from the assumption on U . If n ≤ b, then since Z is smooth, we have isomorphism
. Hence, the two distinguished triangles have isomorphic cohomology up to degree −d − n. In particular,
. This finishes the proof of the claim. Now for X regular over D, we can find U and a filtration of X
such that Z 1 and U are the special and generic fiber of X, respectively, and Z i+1 is the singular locus of Z i . Then we have the following decompositions
...
Here all the Z i − Z i+1 and X − Z 1 = U are smooth, and all the X − Z i are regular. From the first decomposition, we get the existence of the isomorphism for X − Z 2 . Inductively, we get that the conclusion is true for X = X − Z t+1 . If the conjecture B(n) with Z/m-coefficients is true, then the truncation on Z c X /m(n) is not necessary.
The following are the duality results by Geisser, [9] . 
(1) Let S be the spectrum of a number ring or a finite field, and F be a constructible sheaf on X, then there are perfect pairings of finite groups
(2)Let k be an algebraically closed field and F be a constructible sheaf on X. Then there are perfect pairings of finitely generated groups
The method of this section depends highly on the niveau spectral sequence of higher Chow groups, so let us recall its construction. We adopt the notation in [9, Proposition 2.1]. We only define it for Z-coefficients. Such spectral sequence with other coefficients is totally analogous. Let p be the projection
There is a short exact sequence of complexes:
which induces a long exact sequence of abelian groups
Moreover, by the localization property of higher Chow groups, we have
Therefore, there is a convergent spectral sequence:
This construction induces a filtration
, which is called the niveau filtration of higher Chow groups. Note that E 1 s,t = 0 for t < n. From the niveau spectral sequence (2.0.4), we can define
and C HC X (n)/p r to be the corresponding complex with terms
If X is a scheme over a perfect field of characteristic p > 0, then
and C HC X (n)/p r is exactly the complex C HC X (n) modulo p r , so in this case our notation causes no ambiguity. Denote by (C HC X (n)) t the sheafification in topology t of the complex of presheaves C
Here a t is denoted as the sheafification in topology t, and i x,p is the direct image of presheaves along the embedding i x : x → X. Note that a t i x,p = i x * a t if t =ét and i x * is the direct image ofétale sheaves.
There is a map of complexes
which induces the edge morphisms of the spectral sequence. More precisely, 
The term indexed by
Define ν X,r = ν X,r (0). The differentials of ν X,r (n) are induced from the coniveau filtration of the sheaf W r Ω d−n X,log , similar as the one for higher Chow groups above. If X is not smooth, using Theorem 2.10 below, Moser [27] also defines ν X,r (n)(X) by identifying it with C M X (n)/p r (see definition below). The following is the duality result of Moser. 
Kato's complex of Milnor K-theory. Let X be a scheme over S. Define C M X (n) to be Kato's complex of Milnor K-theory (cf. K. Kato, [19] ):
′ is defined as follows: for any x ∈ X (m) and any y ∈ {x} ∩ X (m−1) , we take the normalization {x ′ } of {x} with x ′ its generic point and define a map
Here the notation y ′ |y means that y ′ ∈ {x ′ } (m−1) is in the fiber of y, 
Note that the sum in d ′ is finite since elements in
) are represented by sums of tensors of m − n elements in k(x ′ ) * , and each element in k(x ′ ) * has a finite number of poles and zeros. When applying the tame symbol, only a finite number of terms in the sum are non-zero. Suppose that in (cohomological) degree i,
,
is covariant for proper maps and contravariant for quasi-finite and flat maps (see Rost, [31, Proposition 4.6(1), (2)
]).
Note that all the three complexes,
Theorem 2.10 (Bloch-Kato, Gros-Suwa, Moser). For X a scheme separated and essentially of finite type over S = Spec k with k perfect of characteristic p > 0,
Proof. By Bloch-Kato, [4, Theorem 2.1], for any field F , there is an isomorphism for a more detailed proof), this isomorphism respects the differentials in C M X (n) and ν X,r (n)(X). Hence it induces an isomorphism of complexes
To relate C HC X (n) with C M X (n), we need the Nesterenko-Suslin isomorphism. Theorem 2.11 (Nesterenko-Suslin, [29] , Theorem 4.9). Let F be a field of transcendental degree d over a field k, and n ≤ d. Then there is an isomorphism
Proof. The map χ F is defined as follows: for any generator
is the norm map of Milnor K-theory, and
with t i 's the coordinates of z in ∆ d−n F , i.e., pull-back of t i on z. Since z intersects all the faces properly, t i ∈ k(z)
* for all i. Nestenrenko and Suslin showed that χ F is an isomorphism.
It is easy to see that this isomorphism does not depend on the choice of the base field k. In particular, let F = k, and n ≤ 0. Then d = 0 and we have isomorphism 
If the base is
Proof. We have to show that the maps
It suffices to prove the conclusion for m = d + n with d = dim X, since commutativity of such diagram at the other degrees is similar. Let X ′ → X be the normalization of X, and x be a codimension 1 point of X. Consider the following commutative diagram: 
is the push-forward of higher Chow groups of finite field extensions. This diagram is commutative by covariance of Gersten complex. So
To finish the proof, consider the following diagram:
The horizontal maps on the right hand square are norm maps. By definition, the composition of the maps at the bottom is the differential d 
Explicitly, Definition 2.14.
we define
(see (2.0.5)) as follows:
we obtain Z x ∈ z n (k(x), m − 2n), which is sent to Z x by the quotient
Applying the Nesterenko-Suslin isomorphism χ k(x) , we get
with t i ∈ k(Z)
* and
, ...,
Note that in Definition 2.14, case 3), Proof. Since ψ = χ • φ, it is a map of complexes.
For functoriality, it suffices to assume that n ≤ m ≤ n + d. First, we show that ψ is compatible with pull-backs defined by quasi-finite, flat maps f : X → Y . We have to prove that the following diagram is commutative:
Here f * sends a generator Z ∈ z n (Y, m − 2n) to its cycle theoretic pull-back
and
Suppose that dim p Y (Z) = m − n. Without loss of generality, replacing Y by p Y (Z) and X by X × Y p(Z), we can assume that Y is irreducible of dimension m − n and Z is dominant over Y . Since f is quasi-finite and flat, X is of equi-dimensional m − n. Let X = ∪ i X i , X i be irreducible components of X and x i be the generic points of X i . Then dim X i = m − n. Therefore it suffices to prove commutativity of the following diagram:
The square on the left commutes by functoriality of higher Chow groups with respect to flat pull back, the square on the right commutes since by definition, the Nesterenko-Suslin isomorphism is covariant with respect to finite field extensions. Therefore ψ commutes with quasi-finite and flat pull-backs. If g : X → Y is a proper map, then ψ is covariant for push-forwards. To see that, fix
After replacing X by the irreducible component of X containing p X (Z), it suffices to assume that X is irreducible of dimension n with function field K and prove that Z is sent to the same element via the two paths in the following square:
Here g * (Z) is defined as follows:
To show that g ′ * ψ X (Z) = ψ Y g * (Z), there are three cases:
Hence ψ Y (g * (Z)) = 0.
2) if X is dominant over some y ∈ Y (m−n) and dim p X (Z) < m − n, then
Therefore, Z is dominant over X and g(Z) is irreducible and dominant over y. We have a commutative diagram of field extensions:
Remark 1.
In [21] , Langsburg defined a map from Z c X (n)(X) to C M X (n) exactly the same as the one in Definition 2.14, except in case 3), instead of using β Z , he used
, ..., t m−2n−1 t m−2n }.
By multilinearity of Milnor K-theory, it is easy to see that β Z = β ′ Z up to 2-torsion element. Therefore, the map ψ is equal to Langdsburg's map up to a 2-torsion. The advantage of using β Z is that one can use the results in [29] . On the other hand, using the idea in Landsburg's proof of showing that his map is a map of complexes, together with properties of χ in [29] , we can give a direct proof of showing that ψ is a map of complexes. This proof is lengthy, comparing to the one we give in Theorem 2.15. (There is a small gap in Landsburg's proof, as he only checks compatibility of his map with the differentials in the case of discrete valuation rings). Remark 2. It is easy to see that the map ψ can be generalized to define a map from Bloch's cycle complex Z c X (n)(X) to the corresponding cycle complex with coefficients in Milnor K-groups or Quillen K-groups defined by M. Rost [31] . Theorem 2.16. For any X separated and essentially of finite type over k of characteristic p > 0, the map ψ induces a quasi-isomorphism
Proof. Composing ψ/p r with the isomorphism
we get a map of complexesψ
To compare the cohomology of Z c X /p r (n) and ν X,r (n), consider the niveau spectral sequence of higher Chow groups:
By [14, Theorem 1.1], this spectral sequence collapses to give edge isomorphisms
Composing with the isomorphisms
and C M X (n)/p r ∼ = ν X,r (n)(X) (Lemma 2.10), we get an isomorphismΓ
Since φ induces edge morphisms of the spectral sequence, and ψ = χ • φ, we see thatψ inducesΓ. Henceψ is a quasi-isomorphism.
Q-coefficients. Let k be a finite field with characteristic p and X be smooth and projective
, conjecture A(n) (part of Parshin's conjecture) is equivalent to that, in the niveau spectral sequence
s,t = 0 for t = n. In other words, it is equivalent to the existence of the following isomorphism:
. Here E 1 * ,n is the Gersten complex of higher Chow groups with Q-coefficients:
Similar to the case above for the Z/p r -coefficients, we obtain the following theorem:
Theorem 2.17. For smooth and projective varieties over finite fields, conjecture A(n) is true if and only if φ induces a quasi-isomorphism from Q
c X (n)(X) to the Gersten complex of higher Chow groups E 1 * ,n in Q-coefficients .
COMPARISON BETWEEN BLOCH'S COMPLEX AND SPIESS' COMPLEX
In this section, we assume that S = Spec k or Spec D, and we will deal with the complex Z c X = Z c X (0). We assume that X is of finite type over S and dim S X = 2. Spiess's dualizing complex K X ofétale sheaves for surfaces uses the weight-two motivic complex defined by S. Lichtenbaum [ 
There is an exact sequence induced from relative K-theory
Here K ′ i is the K-theory of the category of quasi-coherent sheaves. Taking limits among all the B's, we obtain an exact sequence
. If X is a regular Noetherian scheme, associating the group C 2,i (A) to each regular affine scheme U = Spec A which isétale over X, we obtain a presheaf on Xé t . Denote by C 2,i (X) the associatedétale sheaf. Then Lichtenbaum's weight-two motivic complex Z(2, X) is defined as the complex
with the terms in cohomological degree 1 and 2, respectively. If A = k is a field, there is an exact sequence [24, §3] , . Define the complex ofétale sheaves K X as follows:
Here c 3 = φ k(x) , c 1 is the map sending a rational function to its associated divisors, and c 2 is the composition
with ∂ ′ the map in the Gersten resolution of K-theory [30, §7] . The terms are put in (cohomological) degree -3, -2, -1, 0, respectively. Note that the assumption on degrees are different from that in [34] . 
Here we say that X satisfies the (NR) condition if (NR): k(x) is not formally real for every x ∈ X. . Let k be an algebraically closed field of characteristic p, X be an irreducible surface over k and F be an n-torsion constructible sheaf on X, with (n, p) = 1. Let K X (n) = RHom X (Z/n, K X ). Then there are perfect pairings of finitely generated groups:
In [7] , Deninger considered a dualizing complex ofétale sheaves (3.0.12)
for curve Y , and E. Nart [28] compared it with cycle complex Z c Y by constructing a map from Z c Y to G Y which induces a quasi-isomorphism. Here we put the terms in (cohomological) degree -1 and 0 respectively. In what follows we generalize this method and define a similar complex for surfaces.
Consider the niveau spectral sequence of higher Chow groups for surfaces
for s > 0, and in the bottom of the spectral sequence, the only nonvanishing terms in E 1 * ,0 are:
Definition 3.4.
We define a cochain complex of abelian groups C(X):
Z.
and d 2 is the composition
. By similar argument as in §2, we see that the diagram is commutative. Moreover, the ψ ′ i 's induce the corresponding isomorphisms from the degeneration of the niveau spectral sequence:
Here the equality ( * ) follows from the diagram (3.0.14).
It remains to show that ker f ∼ = H 2 (C(X)). Look at the diagram (3.0.14). There is an exact sequence Since π is surjective, coker π = 0, so ker f
Remark. In the above proof, ψ 1 is similar to the map defined by Nart ([28] ). As noted by Nart, there are only two types of generators in z 0 (X, 1), the vertical ones and the horizontal ones. The vertical ones are those Z's with dim p(Z) = 0, and the horizontal ones are those Z's with p(Z) = {x} for some x ∈ X (1) . Nart's map sends the first type to 0 and the second type to N ( Before proving the theorem, we need the following lemma. First, let us recall some notations from [5] . From now on until Theorem 3.8, assume that F is a field with
is called a codimension q face. A closed subvariety V ⊂ ∆ p is said to be in good position if V ∩ σ has codimension ≥ q in V for any codimension q face σ. Let
denote the union of all codimension n closed subvarieties of ∆ p in good position. Given a scheme X, we write K(X) for some space, contravariant functorial in X, whose homotopy groups calculate the Quillen K-theory of X. For Y ⊂ X a closed subset, we write K(X, Y ) for the homotopy fibre of K(X) → K(Y ). This construction can be iterated. Given Y 1 , ..., Y n ⊂ X, we define the multi-relative K-space
If W ⊂ V is an inclusion of closed subvarieties, then there is a canonical map
Hence we can define
There are two isomorphisms from H BM 2 (F, Z) to K 2 (F ) in [5] : the first one θ ′ is induced by the edge morphisms of the spectral sequence
proved in [5] (note that we have changed the notation in loc. it. to the motivic Borel-Moore homology of F over base S); the second one θ is induced from the quasi-isomorphism between T F and Z(2, F ) (loc.it., §7). Here T F is the following truncation of cycle complex of fields: (F, 3) ).
(F, Z). From (3.0.11), we know that this quasi-isomorphism induces an isomorphism:
Lemma 3.7.
(1) For any field F ,
suffices to show commutativity of the following diagram: (starting from
Here the right hand square is induced from the embedding (
, so it is commutative. Therefore we have to show that the square on the left commutes, or more precisely, 5 • 2 = 4 • 3 −1 • 1. Recall the long exact sequence of relative K-groups:
That is the only type of long exact sequence involved in the diagrams above. In particular,
Here map 1 is for the embedding
, maps 2, 3 and 5 are for the embedding (∆ 1 , ∂) ⊂ (∆ 2 , ) (embedding of the last face), and 1 ∼ i means that the map 1 corresponds to type i in the sequence (3.0.17), etc. By functoriality of relative sequence of K-theory, we obtain the commutativity.
Proof of Theorem 3.6. Let us first define a map C(X) → K X (X) in the derived category. For any x ∈ X (2) , there is a quasi-isomorphism [5, Theorem 7.2] in the derived category between the complex
and the complex
Moreover, it induces an isomorphism between the cokernels of the two complexes
(see (3.0.16) above). Recall that the complex C(X) (resp., K X (X)) is defined by connecting
resp.,
, it suffices to show that the following diagram is (anti-)commutative:
Let η ∈ X (2) and K = k(η), consider the following diagram:
H To compare c 2 and d 2 , consider the diagrams defining them
Take limit among all the open subschemes over X, we get that, for i ≥ 3,
case (ii) X is flat over S = Spec D. This is a local problem, so we can assume that D is a discrete valuation ring. Let U be the generic fiber and Z be the closed fiber. Then Z is a curve over the residue field of D. Similar as in (i), we can get the conclusion. Corollary 3.9. Suppose that X is a two-dimensional scheme over S = Spec k or S = Spec D. Then for any torsion sheaf F on X, there is an isomorphism
Proof. First, we assume that the conclusion is true for constructible sheaves on surfaces smooth over S = Spec k or Spec D. If X is over S = Spec k and not smooth, and 
we obtain a commutative diagram of distinguished triangles
By adjointness and purity, the groups on the left are canonically isomorphic to
respectively. Hence, by Nart [28] , the left hand vertical map is an isomorphism. By adjointness, the groups on the right can be identified with
respectively. Since U is smooth, the right hand vertical map is an isomorphism by induction assumption. Therefore, the vertical map in the middle is an isomorphism. Let X be a scheme over S = Spec D but not smooth and F is constructible. If X → S factors through some closed point of S, then it is indeed a variety over a perfect field, in which case it is proved as above. If X → S does not factor through any closed point of S, then it is flat over S. It suffices to assume that D is a discrete valuation ring. Let U be the generic fiber and Z be the special fiber, then Z is a curve over a field. For the decomposition U ⊂ X ⊃ Z,
we can apply the strategy as above to prove the conclusion for X (see [9, Corollary 7.2] for purity of cycle complex). For general torsion sheaf F , it can be written as F = colim F i with F i constructible [26, Chapter II, Proposition 0.9]. So
Since for any sheaf H, 
COMPARISON BETWEEN BLOCH'S COMPLEX AND SATO'S COMPLEX
Sato's complex I r (n) X . K. Sato [32] defined a complex I r (n) X for certain schemes over Dedekind domains. Let us first recall his notations and definitions. In this section, S = Spec D. Let Σ be the set of closed points of S = Spec D of characteristic p. Suppose that Σ = ∅. Throughout this section, the scheme X over D is assumed to satisfy the following condition: Let Y ⊂ X be the divisor defined by the radical ideal (p) ⊂ O X . Let U be its complement, and ι and j be as follows: 
