In this paper, we propose convolutional neural networks for learning an optimal representation of question and answer sentences. Their main aspect is the use of relational information given by the matches between words from the two members of the pair. The matches are encoded as embeddings with additional parameters (dimensions), which are tuned by the network. These allows for better capturing interactions between questions and answers, resulting in a significant boost in accuracy. We test our models on two widely used answer sentence selection benchmarks. The results clearly show the effectiveness of our relational information, which allows our relatively simple network to approach the state of the art.
Introduction
Modeling text pairs to compute their semantic similarity is at the core of many NLP tasks. The most common approach is to encode them with many complex lexical, syntactic and semantic features and then compute various similarity measures between the obtained representations. Recently, it has been shown that the problem of semantic text matching can be tackled using distributional word matching, e.g., for matching questions with candidate answers (Yih et al., 2013) .
Deep learning approaches generalize the distributional word matching problem to matching sentences and take it one step further by learning the optimal sentence representations for a given task. Deep neural networks are able to effectively capture the compositional process of mapping the meaning of individual words in a sentence to a continuous representation of the sentence. In particular, it has been recently shown that convolutional neural networks are able to efficiently learn to embed input sentences into low-dimensional vector space preserving important syntactic and semantic aspects of the input sentence, which leads to state-of-the-art results in many NLP tasks (Kalchbrenner et al., 2014; Kim, 2014; Yu et al., 2014) .
In this paper, we capitalize on our previous work (Severyn and Moschitti, 2015) extending it with a novel deep learning architecture for modelling question-answer pairs for answer sentence reranking. The main building blocks of our architecture are two distributional sentence models based on convolutional neural networks (ConvNets). These underlying sentence models work in parallel, mapping questions and answer sentences to their distributional vectors, which are then used to learn the semantic similarity between them. To compute question-answer similarity score we adopt an approach used in the deep learning model of (Yu et al., 2014) , which produces excellent results on the answer sentence selection task. However, their model only operates on unigram or bigrams, while our architecture learns to extract and compose n-grams of higher degrees, thus allowing for capturing longer range dependencies. Additionally, our architecture uses not only the intermediate representations of questions and answers to compute their similarity but also includes them in the final representation, which constitutes a much richer representation of the question-answer pairs.
The main novelty of our architecture is the way we choose to model relational information in a pair. Yu et al. (2014) combine the output of their deep learning model with additional features in the final logistic regression model. Such features count the number word overlaps between the two pair members. This provides a sort of relational information, which significantly improves the network accuracy. In contrast, our model uses a completely different approach, which injects relational information about matching words directly into the word embeddings as additional dimensions. The augmented word embeddings are thus passed through the layers of the convolutional feature extractors: this enables the automatic encoding of the relations between questionanswer pairs in a more structured manner. Moreover, our embedding dimensions encoding matches are parameters of the network and are tuned during the training.
In summary, the distinctive properties of our model are: (i) we use a state-of-the-art distributional sentence model for learning to map input sentences to vectors, which are then used to measure the similarity between them; (ii) our model encodes question-answer pairs in a richer representation using not only their similarity score but also their intermediate representations; (iii) we augment the word embeddings with additional dimensions to encode the fact that certain words overlap in a given question-answer pair and let the network tune these parameters; (iv) the architecture of our network makes it straightforward to include any additional features encoding question-answer similarities; and finally (v) our model is trained end-to-end starting from the input sentences to producing a final score that is used to rerank answers. We only require to initialize word embeddings trained on some large unsupervised corpora. However, given a large training set the network can also optimize the embeddings directly for the task, thus omitting the need for pre-training of the word embeddings. We test our model on a popular answer sentence selection benchmark TREC13 (Wang et al., 2007) and on the more recent dataset WikiQA (Yang et al., 2015) . The results show the importance of using relational information and on WikiQA our network reaches the state of the art, i.e., an MRR of 71.07 and an MAP of 69.51.
Our Deep Learning Model
This section explains the architecture of our deep learning model for modelling question-answer pairs to rerank answer sentences. We treat the answer sentence selection problem as a simple binary classification where answer candidates with higher prediction scores are ranked above the ones with lower scores. More formally, each question q i ∈ Q is associated with a list of labelled candidate answer sentences {(y i1 , a i1 ), . . . , (y in , a in )}, where labels y ij ∈ {0, 1} with 1 corresponding to answers that contain a correct answer and 0 otherwise. Our goal is to learn a decision function that maps each question-answer pair to a score reflecting their similarity: f (θ, ψ(q i , a ij )), where ψ(·) is a function encoding question-answer pairs into a joint feature space, and θ are model parameters.
Given that we choose to model the answer sentence selection task as a binary classification, our main effort lies in designing a deep learning architecture for learning an optimal representation of question-answer pairs. Its main building blocks are two distributional sentence models based on convolutional neural networks. These underlying sentence models work in parallel mapping question and answer sentences to their distributional vectors, which are then used to learn the similarity between them.
In the following, we first describe our sentence model for mapping queries and documents to their intermediate representations and then describe how they can be used for learning semantic matching between input query-document pairs.
Distributional sentence model
The architecture of our network for mapping sentences to feature vectors is shown on Fig. 1 . It is mainly inspired by the convolutional architectures used in (Kalchbrenner et al., 2014; Kim, 2014) for performing various sentence classification tasks. However, different from previous work the goal of our distributional sentence model is to learn intermediate representations of questions and answers used to compute their semantic matching.
Our sentence model is composed of a single wide augmenting word embeddings with additional dimensions to encode overlapping words, e.g., we feed the network with additional word overlap indicator features whose values equal to 1 correspond to words that overlap in a pair, e.g., a non-stop word cat.
convolutional layer followed by a non-linearity and simple max pooling. In the following we give a brief explanation of its main components: sentence matrix, activations, convolutional and pooling layers.
Sentence matrix
The input to the network are raw words that need to be translated into real-valued feature vectors to be processed by subsequent layers of the network.
The input is a sentence s treated as a sequence of words: [w 1 , . . . , w |s| ], where each word is drawn from a finite-sized vocabulary V . The architecture of neural networks is not well suited for dealing with discrete words, hence, they are represented by low-dimensional, real-valued, dense vectors w ∈ R dw looked up in a matrix W ∈ R dw×|V | (whose columns correspond to words in V ). The mapping from words to their word embeddings is performed by a lookup table operation LT W (w i ) = w i . Hence, for each input sentence s we build a sentence matrix S where each i-th column corresponds to a word embedding w i .
To learn to capture and compose features of individual words in a given sentence from low-level word embeddings into higher level semantic concepts, the neural network applies a series of transformations to the input sentence matrix S using convolution, non-linearity and pooling operations, which we describe next.
Convolutional feature maps
The aim of the convolutional layer is to extract patterns, i.e., discriminative word sequences that are common throughout the training instances.
More formally, the convolution operation * between an input matrix S ∈ R d×|s| and a filter (or a convolution kernel) F ∈ R d×m of width m results in a vector c ∈ R |s|+m−1 where each component is computed as follows:
where ⊗ is the element-wise multiplication and S [:,i−m+1:i] is a matrix slice of size m along the columns. Note that the convolution filter is of the same dimensionality d as the input sentence matrix.
As shown in Fig. 1 , it slides along the column dimension of S producing a vector c ∈ R |s|−m+1 in output. Each component c i is the result of computing an element-wise product between a column slice of S and a filter matrix F, which is then summed to a single value. So far we have described a way to compute a convolution between the input sentence matrix and a single filter. To form a richer representation of the data, deep learning models apply a set of filters that work in parallel generating multiple feature maps (also shown on Fig. 1 ). A set of filters form a filter bank F ∈ R n×d×m sequentially convolved with the sentence matrix S and producing a feature map matrix C ∈ R n×(|s|−m+1) .
In practice, we also need to add a bias vector b ∈ R n to the result of a convolution -a single b i value for each feature map c i . This allows the network to learn an appropriate threshold. Activation units. To enable the learning of nonlinear decision boundaries, each convolutional layer is typically followed by a non-linear activation function α() applied element-wise. We use a rectified linear (ReLU) function defined as simply max(0, x) in our model since, as shown in (Nair and Hinton, 2010) , it speeds up the training and sometimes produces more accurate results. Pooling. The output from the convolutional layer (passed through the activation function) are then passed to the pooling layer, whose goal is to aggregate the information and reduce the representation. We use max pooling in our model which simply returns the maximum value. It operates on columns of the feature map matrix C returning the largest value: pool(c i ) : R |s|+m−1 → R (also shown schematically in Fig. 1 ).
Convolutional layer passed through the activation function together with pooling layer acts as a nonlinear feature extractor. Given that multiple feature maps are used in parallel to process the input, deep learning networks are able to build rich feature representations of the input.
This ends the description of our sentence model. In the following we present our deep learning architecture for learning to match short text pairs.
Our relational model
When learning to match text pairs, modelling the relational connections between sentences has been shown to greatly improve the accuracy of the semantic similarity models. For example, top performing systems on Semantic Textual Similarity benchmarks (Agirre et al., 2015) rely on similarity scores obtained by aligning the words and phrases between sentences in a pair. Yih et al. (2013) also uses latent word-alignment structure in their semantic similarity model to compute similarity between question and answer sentences. Yu et al. (2014) achieves large improvements by combining the output of their deep learning model with word count features in a logistic regression model.
To allow our convolutional neural network capture the connections between related words in a pair we feed it with an additional binary-like input about overlapping words. In particular, for each word w in the input sentence we associate an additional word overlap indicator feature o ∈ {0, 1}, where 1 corresponds to words that overlap in a given pair and 0 otherwise (see Fig. 2 ). To decide if the words overlap, we perform string matching.
Hence, we require an additional lookup table layer for the word overlap features LT Wo (·) with parameters W o ∈ R do×2 , where d o ∈ N is the number of dimensions to encode word overlap features and is a hyper-parameter of the model. Effectively, we are augmenting word embeddings with additional dimensions that encode the fact that a given word in a pair is overlapping or semantically similar and let the network learn its optimal representation. Given a word w i its, final word embedding
is obtained by concatenating the output of two lookup table operations LT W (w i ) and LT Wo (w i ) (also see Fig. 2 ).
The matching model
The architecture of our model for matching question-answer pairs is presented in Fig. 2 . Our sentence models (described in Sec. 2.1) learn to map input sentences to vectors, which can then be used to compute their similarity. These are then used to compute a similarity score, which together with the distributional vector of question and answer sentences are used in a single joint representation.
In the following we describe how the intermediate representations produced by the sentence model can be used to compute question-answer similarity scores and give a brief explanation of the remaining layers, e.g. hidden and softmax. Similarity model. Given the output of our sentence models, their resulting vector representations x q and x a , can be used to compute a questionanswer similarity score. We follow the approach of (Bordes et al., 2014) that defines the similarity between x q and x a vectors as follows:
where M ∈ R d×d is a similarity matrix. Eq. 2 can be viewed as a model of the noisy channel approach from machine translation, which has been widely used as a scoring model in information retrieval and QA (Echihabi and Marcu, 2003) . In this model, we seek a transformation of the candidate document x a = Mx a that is the closest to the input query x q . The similarity matrix M is a parameter of the network and is optimized during the training. Hidden and classification layers. Our model includes an additional hidden layer right before the softmax layer (described next) to allow for modeling interactions between the components of the intermediate representation. It computes the following transformation: α(w h · x + b), where w h is the weight vector of the hidden layer and α() is nonlinearity.Finally, to transform the output of the network to the probability distribution over the labels we apply a softmax function.
The information flow
The output of our sentence models (Sec. 2.1) are distributional representations of a question x q and an answer x a , which are then matched using a similarity matrix M according to Eq. 2. This produces a single score x sim capturing various aspects of similarity (syntactic and semantic) of the questionanswer pair. Note that it is also straight-forward to add additional features x feat to the model.
The join layer concatenates all intermediate vectors, the similarity score and any additional features into a single vector:
This vector is then passed through a fully connected hidden layer, which allows for modelling interactions between the components of the joined representation vector. Finally, the output of the hidden layer is further fed to the softmax classification layer, which generates a distribution over the class labels.
Training
The model is trained to minimise the negative conditional log-likelihood of the training set:
where θ contains all the network parameters:
namely the word embeddings matrix W and word overlap feature matrix W o , filter weights and biases of the convolutional layers, similarity matrix M, parameters of the hidden and softmax layers.
The parameters of the network are optimized by stochastic gradient descent (SGD) using backpropogation algorithm to compute the gradients.
Experiments and Evaluation
This section describes the dataset and our experimental setup, also giving details about how we obtain the word embeddings matrix W and train our network.
Data and setup
We test our model on the manually curated TREC QA dataset 1 from Wang et al. (2007) , which appears to be one of the most widely used benchmarks for answer sentence reranking. The set of questions are collected from TREC QA tracks 8-13. The manual judgement of candidate answer sentences is provided for the entire TREC 13 set and for the first 100 questions from TREC 8-12.
To enable a direct comparison with the previous work, we use the same train, dev and test sets. Table 1 summarizes the datasets used in our experiments. An additional training set TRAIN-ALL provided by Wang et al. (2007) contains 1,229 questions from the entire TREC 8-12 collection and comes with automatic judgements. This set represents a more noisy setting, nevertheless, it provides many more QA pairs for learning. WikiQA. This is an the open domain QA dataset (Yang et al., 2015) . Its questions were derived from the Bing query logs and the candidate answers were extracted from paragraphs of the associated Wikipedia pages. The training, test, and development set contain 2,118, 633 and 296 questions, respectively. Consistently with (Yin et al., 2015) , we remove the questions without answers for our evaluations. Evaluation. The two metrics used to evaluate the quality of our model are Mean Average Precision (MAP) and Mean Reciprocal Rank (MRR). We use the official trec eval scorer to compute the above metrics. Word vectors. While our model allows for learning the word embeddings directly, we keep the word matrix parameter W static. This is due to a common experience that a minimal size of the dataset 1 http://cs.stanford.edu/people/mengqiu/ data/qg-emnlp07-data.tgz required for tuning the word embeddings for a given task should be at least in the order of hundred thousands, while in our case the number of questionanswer pairs is one order of magnitude smaller. Hence, similar to (Denil et al., 2014; Kim, 2014; Yu et al., 2014) we keep the word embeddings fixed and initialize the word matrix W from an unsupervised neural language model. We run word2vec tool (Mikolov et al., 2013) on the English Wikipedia dump and the AQUAINT corpus 2 containing roughly 375 million words. We opt for a skipgram model with window size 5 and filtering words with frequency less than 5. We set the dimensionality of our word embeddings to 50 to be on the line with (Yu et al., 2014 ). The resulting model contains 50-dimensional vectors for about 3.5 million words. Embeddings for words not present in the word2vec model are randomly initialized with each component uniformly sampled.
We minimally preprocess the data only performing tokenization and lowercasing all words. To reduce the size of the resulting vocabulary V , we also replace all digits with 0. The size of the word vocabulary V for experiments using TRAIN set is 17,023 with approximately 95% of words initialized using wor2vec embeddings and the remaining 5% words are initialized at random. For the TRAIN-ALL setting the |V | = 56, 953 with about 90% words found in the word2vec model.
Word matching features.
In contrast to the word embeddings matrix, the size of the vocabulary V o to encode word overlap features is tiny. Given such a small parameter space it is possible to tune the vectors even on small sized datasets. Hence, we keep this as a parameter optimized by our network. We set the size of the space, d o , to 5 and randomly initialize the entries of the matrix W o by sampling from the uniform distribution.
2 https://catalog.ldc.upenn.edu/ LDC2002T31
Training and hyperparameters
The parameters of our deep learning model were chosen on a dev set: the width m of the convolution filters is 5 and the number of convolutional feature maps is 100. We use ReLU activation function and a simple max-pooling. The size of the hidden layer is equal to the size of the x join vector obtained after concatenating question and answer sentence vectors from the distributional models, similarity score and additional features.
To train the network we use stochastic gradient descent with shuffled mini-batches. We eliminate the need to tune the learning rate by using the Adadelta update rule (Zeiler, 2012) . The batch size is set to 50 examples. The network is trained for 25 epochs with early stopping, i.e., we stop the training if no update to the best accuracy on the dev set has been made for the last 5 epochs. The accuracy computed on the dev set is the MAP score. At test time we use the parameters of the network obtained with the best MAP score on the dev set: we compute the MAP score after each 10 mini-batch updates and save the network parameters if a new best dev score is obtained. In practice, the training converges after a few epochs.
Results and discussion
Our goal is to evaluate the impact of using our: (i) more powerful convolutional network for sentence modeling; (ii) distributional representations of questions and answers in addition to the similarity score; and (iii) approach to model matching words by augmenting word embeddings with additional dimensions vs. providing the network with a pre-computed feature vector of overlapping word counts as in (Yu et al., 2014) . Table 2 summarises the results for the setting when the network is trained using only input question-answer pairs without using any additional features, i.e., we omit the word overlap features.
Distributional sentence models
First, we report the results of our model when using only a similarity score x sim . It should be noted that the network by Yu et al. (2014) , similarly to ours, relies on a convolutional neural network to learn intermediate representations. However, their convolutional neural network operates only on unigram or bigrams, while in our architecture we use a larger width of the convolution filter, thus allowing for capturing longer range dependencies.
Additionally, along with the question-answer similarity score from Eq. 2, our architecture includes intermediate representations of the question and the answer x q and x a into the final vector representation x join , which together constitute a much richer representation for computing the final score. We call this network simply CNN.
Relational models
Yu et al. (2014) shows that combining the output of their deep learning system with a simple feature vector that includes word overlap counts in a logistic regression model, provides a significant boost in accuracy and yields new state-of-the-art results. Table 3 provides the results when we include the information about overlapping words in two modes: (i) feature vector (fvec) mode -when we include overlapping word counts replicating (Yu et al., 2014) , which is represented by a feature vector x feat that is plugged into the final representation x join (see Fig. 2) ; and (ii) embeddings mode -when we augment the representation of input words with additional word overlap indicator features (as described in Sec. 2.1.1) 3 . First, we note that the results are significantly better than in Table 2 when no overlap information is used. Adding word overlap information in the form of a feature vector x feat results in a considerable generalization improvement of the network. As argued by Yu et al. (2014) , distributional word embeddings have certain shortcomings especially when dealing with proper nouns and cardinal numbers, which are frequent in factoid questions.
In contrast, our approach to encode the relational information about overlapping words in a pair (embeddings) directly into word embeddings shows even larger improvement on TRAIN, achieving the Table 4 : Survey of the results on the TREC QA answer selection task (after score rescaling).
Model
MAP MRR Wang et al. (2007) .6029 .6852 Heilman and Smith (2010) .6091 .6917 Wang and Manning (2010) .5951 .6951 Yao et al. (2013) .6307 .7477 Severyn & Moschitti (2013) .6781 .7358 Yih et al. (2013) .7092 .7700 Yu et al. (2014) .7113 .7846 Wang and Ittycheriah (2015) .7063 .7740 Yin et al. (2015) .6951 .7633 Miao et al. (2015) .7339 .8117
. 7186 .7828 best results on TRAIN-ALL with a MAP score of 76.54% and an MRR of 81.86%. We call this network using relational information, CNN R .
Comparing with the state of the art
It should be noted that, to be consistent with the results of previous work on TREC13, it is required to evaluate our models in the same setting as (Wang et al., 2007; Yih et al., 2014) , i.e., we need to (i) remove the questions having only correct or only incorrect answer sentence candidates and (ii) use the same evaluation script and the gold judgment file as they used. As pointed out by Footnote 7 in (Yih et al., 2014) , the evaluation script always considers 4 questions to be answered incorrectly thus penalizing the overall score of the systems. This basically lowered the performance of CNN R from an MAP and an MRR of .7654 and .8186 to .7186 and .7828, respectively. We used these numbers in Table 4 for exactly comparing with the results of previously published systems. We note that our model is almost on par with previous models. However, TREC13 is too small to assess the rank of our approach. Therefore, MAP MRR P@1 State of the art CNN c (Yang et al., 2015) .6520 .6652 n/a ABCNN (Yin et al., 2015) .6914 .7127 n/a LSTM a,c (Miao et al., 2015) .6855 .7041 n/a NASM c (Miao et al., 2015) .6886 .7069 n/a Our Models CNN .6661 .6851 .5401 CNN R .6951 .7107 .5720 Table 5 : Performance on the WikiQA dataset we evaluated our best systems on WikiQA, which being larger, enables a more reliable system comparison. Tab. 5 reports the system performance on WikiQA. It shows that our model reaches the accuracy of the best system, ABCNN, and outperforms NASM c by Miao et al. (2015) , which was superior to our models on TREC13. Finally, the difference between CNN and CNN R is again remarkable confirming the benefit of relational information.
Related Work
Most of the previous work to tackle the answer sentence selection task use various approaches to model transformations of syntactic trees between a question and its candidate answer sentence, e.g., Wang et al. (2007) (2013) applied SVM with tree kernels to shallow syntactic representations. Yih et al. (2013) use distributional models based on lexical semantics to match semantic relations of aligned words in QA pairs. Recently, deep learning approaches have been successfully applied to various sentence classification tasks, e.g., (Kalchbrenner et al., 2014; Kim, 2014) , and for modelling text pairs, e.g. (Lu and Li, 2013; Hu et al., 2014) , where in the latter model they use up to 3 convolution-pooling layers, while in our experiments deeper architectures were severely overfitting and we compensate our more shallow sentence ConvNets by using a more powerful relational model.
Additionally, a number of deep learning models have been recently applied to question answering, e.g., Yih et al. (2014) The work closest to ours is (Yu et al., 2014) , where they present a deep learning architecture for answer sentence selection. However, their sentence model to map questions and answers to vectors operates only on unigrams or bigrams. Our sentence model is based on a convolutional neural network that uses a larger width of the convolution filter, thus allowing the network to capture longer range dependencies. Moreover, our architecture along with the similarity score also encodes vector representations of questions and answers used to compute the final score. Hence, our model constructs and learns a richer representation of the question-answer pairs, which results in superior results on the answer sentence selection dataset. Moreover, we use a completely different way to encode relational information about words that overlap in a pair. Finally, our deep learning model is trained end-to-end, while in (Yu et al., 2014) they use the output of their neural network in a separate logistic scoring model.
