Abstract-This paper deals with the control of discrete-time linear multi-agent systems. We adopt and extend the "targeting" approach, first introduced by Spieser and Shams for plant regulation, to the disturbance rejection problem. Specifically, we assume that there are one or more disturbance agents interacting with the plant agents in some known manner. The disturbance signals are assumed to be unmeasured and, for simplicity, constant. Control agents are then introduced to interact with the plant agents, and each control agent is assigned a target plant agent. We derive a necessary condition for successful disturbance rejection, namely that a control agent must be connected to the same plant agent to which a disturbance agent is connected. Based on the idea of integral control and the earlier regulation results of Spieser and Shams, we then propose for the control agents a set of control laws to achieve disturbance rejection.
I. INTRODUCTION
Motivated by earlier research [1] - [4] on the co-operative regulation of nonlinear discrete-time structured plants, this paper focuses on a disturbance rejection problem [5] for linear discrete-time structured plants. This whole line of research was inspired by a psychological control problem, where the goal was to control a crowd of people by introducing control agents strategically in the crowd. Throughout, we assume that there are n plant agents, denoted O 1 , . . . , O n , which influence one another in a known way. In addition, m control agents, denoted X n+1 , . . . , X n+m , are introduced at specific locations to regulate the system in the sense that the outputs of all n plant agents are driven to zero in finite time.
(We say that a plant agent whose output is driven to zero in finite time is zeroed.) We show the interaction between agents graphically, as in Figure 1 , where a directed edge is used to indicate that an agent directly influences another agent. Fundamental to the approach in [1] - [4] is that each control agent X i is assigned a target plant agent, denoted T i where T i ∈ {O 1 , . . . , O n }. The idea is that X i focuses on zeroing just its target T i , which in practice is typically a much simpler task than focusing simultaneously on multiple plant agents. A two-step procedure for regulation is introduced in [1] - [4] :
• Derive causal control laws for the control agents so that all targets are (simultaneously) zeroed. In [1] targeting analysis is introduced for this purpose.
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• Ensure that, if all targets are successfully zeroed, then all non-target plant agents are also zeroed. In [1] growing analysis is used to this end.
In this paper, we extend [1] by assuming the presence of p (with 1 ≤ p ≤ n) disturbance agents D 1 , . . . , D p at fixed known locations in the system. Disturbance agents typically have undesirable influence on regulation, and the control strategy for regulation in [1] needs to be modified to account for the disturbances. The purpose of this paper is to present such a modification by using the idea of integral control combined with targeting and growing analyses. We show that, for this entire approach to work, necessarily a control agent must be connected to each plant agent to which a disturbance agent is connected.
II. SYSTEM MODEL AND ASSUMPTIONS
First we establish some notation. For simplicity, suppose that no two disturbance agents are connected to the same plant agent, and that a control agent is not allowed to be directly connected with any disturbance agent. Hence, we can number the plant agents such that disturbance agent
, to be the set of (plant, control, and disturbance) agents that directly
to be the set of neighbours of X i . Denote the scalar output signal of O i (for 1 ≤ i ≤ n) at time k by y i [k] , and that of
to be the set of output signals of all neighbours (except for disturbance agents) of O i or X i . Denote the state of O i (for
, and the state of
while the dynamics of O i (for p + 1 ≤ i ≤ n) are
The dynamics of disturbance agent D i (for 1 ≤ i ≤ p) are
that is, the disturbance d i [k] is constant. Eight assumptions, some terminology, and notation required in our work are presented in the Appendix.
As an example, consider the simple queue system in Figure 1(a) , where the control agent X 4 targets O 3 (indicated by the dark arc in the figure). Assume the following dynamics:
This system satisfies Assumptions A 1 -A 8 in the Appendix. For example, Assumption A 5 is satisfied with ∆(X 4 , O 3 ) = δ 41 + δ 12 + δ 23 = 1 + 1 + 1 = 3. Assumption A 6 is also satisfied since (through iteration of the above equations)
and therefore the control signal required for the assumption is
Finally, the example also satisfies Assumption A 7 . To see this, consider, for instance, 
III. REVIEW OF TARGETING AND GROWING ANALYSES
In the context of the regulation problem [1] , targeting analysis is used to determine whether or not causal control laws for X n+1 , . . . , X n+m can be found to simultaneously zero all m targets, 1 while growing analysis is used to determine the behaviour of all the non-target plant agents when those control laws are applied. Regulation is realized only if (i) targeting analysis reveals that such control laws exist, and (ii) growing analysis reveals that those control laws also zero every non-target agents. We briefly review targeting and growing analyses below.
Targeting analysis proceeds, for each n+1 ≤ i ≤ n+m and for j defined by T i = O j , by iterating through the system equations to compute an expression for
Step 1: Initialize Ω = {T n+1 , . . . , T n+m }.
Step 2: Determine if there exists a O j ∈ Ω such that all agents in N (O j ), except for exactly one (call it O q or X q , depending on the type of agent), are elements of Ω. Then necessarily O q (or X q ) is zeroed. Augment Ω with O q (or X q ).
Step 3: Repeat Step 2 until either: -all of O 1 , . . . , O n are in Ω, in which case growing succeeds, or -no O j can be found satisfying the condition of Step 2, and at least one plant agent does not appear in Ω, in which case growing fails. Then, upon forcing
, which will be (in general) dependent on other control signals. The goal of targeting analysis is to solve these m equations for u n+1 [k], . . . , u n+m [k] ; if the equations can be solved without the need to simultaneously solve nonlinear equations, and if the control laws are causal, we say that targeting succeeds. Targeting analysis can be made algorithmic with the use of a dependency graph [1] . As a simple example, consider again (7)-(9). In this example, m = 1 so there is no need to worry about simultaneous control signals. In fact, Assumptions A 1 , A 3 and A 6 directly imply that targeting succeeds. Indeed, forcing y 3 [k + 3] = 0 yields, from (10), the following control law:
This control law zeroes the target. See [1] for more complicated examples.
If targeting analysis succeeds, we turn to growing analysis to determine whether the control laws that resulted from targeting analysis also happen to zero non-target agents. The growing analysis algorithm (GAA) from [1] , shown in Figure 2 , determines a set of plant agents, denoted Ω, that is guaranteed to be zeroed by the control laws. The set Ω "grows" as the algorithm proceeds. The GAA always terminates in a finite number of steps [1] . If Ω contains the entire set of plant agents, then we say growing succeeds. If both targeting and growing work, then the control laws that resulted from the targeting analysis achieve plant regulation, and the settling time (i.e., the number of samples required until all plant outputs are zero) is exactly λ = max{∆(X i , T i ) : n + 1 ≤ i ≤ n + m} [1] . For the example in Figure 1 (a) with dynamics (7)-(9) and control law (11), the GAA proceeds with Ω = {O 3 }, Ω = {O 3 , O 2 } and Ω = {O 3 , O 2 , O 1 }, and therefore growing succeeds. Thus, we conclude that the control law (11) achieves regulation with settling time λ = 3.
IV. DISTURBANCE REJECTION FOR THE LINEAR CASE
In this section, the disturbance rejection problem in the linear case is discussed. We still use the ideas of targeting and growing, but to deal with the presence of disturbances, an additional feedback loop with integral action is introduced. Figure 3 provides an overview of the proposed scheme, and Figure 4 summarizes the final design algorithm. In the following we describe the approach more precisely.
A. Necessary Conditions for Control Agent Placement
Since our approach (see Figure 4 ) involves solving the regulation problem, the four necessary conditions from [1] , summarized in Theorems 1 and 2 below, still apply:
For a given plant, given set of m ≥ 2 control agents, and given targeting assignment, assume that targeting succeeds. Then both the following hold: (a) Propagation times along the paths from control agents to respective targets must be, on average, less than propagation times along the paths from control agents to all other targets. (b) There are no nodes in common between a fastest path connecting X i to T i (for n + 1 ≤ i ≤ n + m) and a fastest path connecting X j to T j (for n + 1 ≤ j ≤ n + m, j = i).
Theorem 2 [1] : For a given plant, given set of m ≥ 1 control agents, and given targeting assignment, assume that targeting succeeds. Then growing succeeds only if both the following hold: (a) Each plant agent lies on the fastest path from some X i to its associated T i . (b) For each X i , the fastest path from X i to T i is unique.
In addition to these four necessary conditions, below we include a new necessary condition that arises because of the disturbance agents:
Lemma 1: For targeting and growing to succeed, a control agent must be connected to each plant agent to which a disturbance agent is connected. We use a contradiction argument. To this end, suppose that targeting and growing succeed and that there is not a control agent connected to O r . The dynamics of O r have the form (1)- (2) , that is,
Since growing succeeds, all the plant agent neighbours are zeroed, i.e., Y r [k] = 0 for all k >k. Consequently, The necessary condition of Lemma 1, like those of Theorems 1 and 2, puts a bound on the minimum number of control agents and constrains the locations of control agents. Lemma 1 tells us immediately that at least as many control agents are needed as there are disturbance agents (i.e., m ≥ p must hold). Figure 1(c) 
The configuration in the figure presents one such possibility.
B. Proposed Control Approach
Focus on the dashed box in Figure 3 . The "Plant" refers to the collection of networked plant agents, with control input 
is the output of agent T i (for n + 1 ≤ i ≤ n + m). In Figure 3 , "Control Law" generates the control input signal u[k], which is derived using targeting analysis (see Section III). The dashed box can be considered as a "New Plant" which has the input
T , and the output
T is the output of the "Integrator" block:
To make the analysis that follows simpler, we now restrict all the dynamics to be linear. Hence, the dynamics of plant agent O i (for 1 ≤ i ≤ n) can be written as 
Our approach for dealing with the disturbances is to use integral control, with the basic premises that (i) both targeting and growing succeed in the special case where the disturbances are all zero, and (ii) that control agents have been chosen to satisfy Lemma 1. This is Step 1 in Figure 4 . In Step 2, we use standard targeting analysis methods to find the control laws u[k] that zero (when all disturbances are zero) all targets. In the special case where everything is linear, the system output y tar [k] can always be expressed as (for n + 1 ≤ i ≤ n + m)
where ∆ i ∆(X i , O i ), i = n + 1, . . . , n + m and n + 1 ≤ q ≤ n + m. The sum term ∑ q =i includes all control and disturbance signals that affect y tar 
Control laws (21) necessarily exist because (i) we are presuming that the control agent locations and targets have been chosen to ensure that targeting analysis succeeds, and (ii) Assumption A 6 holds. Note that, if we set v i [k] = 0 in (21), then the resulting control laws are exactly those that zero all targets.
In the z-domain,
This system is the "New Plant" in Figure 3 . We can obtain a state-space realization of (22). First recognize that, for any r ≥ 1, a state-space realization of 1/z r is
Thus, a state-space realization of the system in (22) is
A state-space realization for the augmented plant, composed of the "New Plant" (23)-(24) and the "Integrator" (16), is
where
We can prove that the augmented system is controllable, which implies that K = [K 1 K 2 ] can be found so that the control law
results in a stable deadbeat system, i.e., all closed-loop eigenvalues are at the origin. The resulting closed-loop system equations are
Lemma 2: The control law obtained by substituting (30) into (21) successfully zeros, for any unknown constant disturbances, all the target agents.
Proof: By (31)-(32),
Hence, the steady-state value of
Introduce matrices S, P, T , and Q so that
where β 1 (I −Ā +BK 1 )S +BK 2 P and β 2 (I −Ā + BK 1 )T +BK 2 Q. The (2,1) entry of (35) impliesCS = 0. Continuing from (34),
where the last equality follows fromCS = 0.
In summary, the control law obtained by substituting (30) into (21) zeros all targets (by Lemma 2) and all non-targets (since, by Step 1, growing succeeds), thereby achieving disturbance rejection.
Step 1: Choose the number of control agents, their placement, and targeting assignment to be consistent with Lemma 1 and such that both targeting and growing succeed. Note that this can always be done (e.g., attach a control agent to each plant agent and assign the neighbour of X i to be its target).
Step 2: Ignoring all disturbance, derive expressions for the control laws u[k], in terms of v[k], as indicated in (20) and (21).
Step 3:
Step 4:
Step 2. Fig. 4 . Summary of the proposed disturbance rejection design algorithm.
C. Example
Consider the queue system in Figure 1(c) . The dynamic equations of this system, with two parameters h 1 and h 2 and with
, are
Set h 1 = h 2 = 0 so that the system is linear. It is routine to verify that the conditions in Step 1 in Figure 4 are met. For
Step 2, we force y 4 [k +2] = 0, y 5 [k +2] = 0, and y 6 [k +2] = 0 to obtain the control laws
For
Step 3, we construct the augmented system (28)-(29). We havē
where Find K 1 and K 2 to place all eigenvalues ofĀ −BK at the origin: 
, simulations (see Figure 5) show that the control laws successfully drive the outputs of all agents to zero.
Upon setting h 1 = h 2 = 1, the system (36)-(45) becomes nonlinear. Going through the four steps of the algorithm, we find that Step 1 and Step 3 are the same as those in the previous linear case. For Step 2, the control laws have changed slightly to 
V. CONCLUSION
In this paper, we extended the work in [1] to allow for constant, unknown and unmeasurable disturbance. We modified some the assumptions in [1] and introduced a new one to account for the presence of disturbances. Based on these assumptions, Lemma 1 provides a necessary condition for how the control agents need to be located for successful disturbance rejection. Combined with the necessary conditions in [1] , we now have a collection of intuitivelyappealing rules for control agent and target placement. In the case where all dynamics are linear, we presented a control algorithm that essentially is a multi-loop control scheme: an inner loop based on the regulator results in [1] , and an outer loop that contains integrators and state-feedback terms. This algorithm is also suitable for some nonlinear systems. A significant advantage of this whole approach is that for non-trivial examples with multiple control agents, it results in less sensing workload per control agent compared to standard centralized methods, such as traditional statefeedback control. Limited space prevents more discussion of this matter, but the example in this paper demonstrates the point: in (46), control agent X 7 does not have to sense the state of all plant agents (but it does require inter-controlagent communication with X 8 ).
Our next goal is to characterize the class of nonlinear systems for which this approach works: some nonlinear examples, such as the one in this paper, work fine, but other nonlinear examples demonstrate instabilities.
APPENDIX
The first four assumptions are taken directly from [1] : Assumption A 1 : There is at least one path from each control agent to its associated target. Assumption A 1 is an elementary requirement of the targeting approach, i.e., X i needs to be able to influence T i if it is to successfully zero T i . Assumption A 2 simplifies targeting analysis because an outcome of targeting analysis is a set of communication requirements among the control agents, and if we assume any communication is possible, then it is not necessary to perform additional analysis to determine, for example, if X 3 can communicate with X 8 via some other communication channel (say, through X 5 ). Assumption A 3 is likewise for simplification purposes. An outcome of targeting analysis is a list of states that each control agents needs to sense, and if we assume that all such combinations are possible, further analysis is not required. Finally, Assumption A 4 makes targeting analysis easier.
The next assumption is an extension of an assumption in [1] , and deals with how long it takes for signals to travel through the plant network. The assumption is mild: it basically requires that the signal propagation times not depend on the values of the particular signals. To be more explicit, define the propagation time of d i through agent O i (for 1 ≤ i ≤ p), denoted δ d i ≥ 1, to be the time required for a change in d i to propagate through the dynamics (1)- (2) to result in a change in y i . Likewise, for any O j ∈ N (O i ) or X j ∈ N (O i ), define δ ji ≥ 1 to be the time required for a change in y j to propagate through the dynamics (1)- (2) . Also, the dynamics (1)- (2) and (3)- (4) are such that the propagation time δ ji is independent of y j [·].
Assumption A 5 implies that the propagation time along any path in the plant is constant. If there is a path from X i to O j (for n + 1 ≤ i ≤ n + m and 1 ≤ j ≤ n), denote by ∆(X i , O j ) the propagation time required for a change in u i to result in a change in y j . Evidently ∆(X i , O j ) is the the sum of the propagation times from one agent to another along the path. If there are multiple paths from X i to O j , then ∆(X i , O j ) is the smallest such sum. If there are no paths from X i to O j , we define ∆(X i , O j ) = ∞.
The next assumption also appears in [1] , and is central to the targeting approach. The assumption is related to controllability since it requires that each control agent, considered by itself, be able to control the output of its target. The assumption does not imply that control agents are able to simultaneously control their targets. The next assumption deals with the behaviour of nontargets. It is a slight extension of a similar assumption in [1] , and it plays a central role in growing analysis. 
