Abstract-The execution of computationally intensive parallel applications in heterogeneous environments, where the quality and quantity of computing resources available to a single user continuously change, often leads to irregular behavior, in general due to variations of algorithmic and systemic nature. To improve the performance of scientific applications, loop scheduling algorithms are often employed for load balancing of their parallel loops. However, it is challenging to select the most robust scheduling algorithms that guarantee an optimized execution of scientific applications on large-scale computing systems. The computing systems comprise resources that are widely distributed, highly heterogeneous, often shared among multiple users, and have computing availabilities that cannot always be guaranteed or predicted. To address this challenge, in this work we focus on a portfolio-based approach to enable the dynamic selection and use of the most robust dynamic loop scheduling (DLS) algorithm from a portfolio of DLS algorithms, depending on the given application and current system characteristics, including the workload conditions. We provide a solution to the algorithm selection problem and experimentally evaluate its quality. We propose the use of supervised machine learning techniques to build empirical robustness prediction models that are used to predict a DLS algorithm's robustness for given scientific application characteristics and system availabilities. Using simulated scientific applications characteristics and system availabilities, along with empirical robustness prediction models, we show that the proposed portfolio-based approach enables the selection of the most robust DLS algorithm that satisfies a user-specified tolerance on the given application's performance degradation obtained in the particular computing system with a certain variable availability. We also show that the portfolio-based approach offers higher guarantees regarding the robust performance of the application using the automatically selected DLS algorithms when compared to the robust performance of the same application using a manually selected DLS algorithm.
I. INTRODUCTION As the mainstream computing technology enters into the post petascale era, the number and complexity of its computing components is sharply increasing [1] . With this advancement in the computing systems, promising exascale performance by the beginning of the next decade, the development and use of large-scale scientific applications is becoming increasingly prevalent for solving a multitude of problems in various science, engineering, and society areas. Scientific applications are often computationally intensive and comprise of repetitive computations in the form of program loops with iterations. Such loops are a major source of parallelism in scientific applications and can be executed concurrently on available computing resources. However, running these applications in dynamic heterogeneous computing environments yields an irregular behavior, in general due both to variations of algorithmic and systemic nature, leading to a degradation of the parallel execution performance. Major factors that account towards the performance degradation of scientific applications include inter-processor communication, workload imbalance among processors, overhead of managing parallelism, and others. In general, load imbalance is due to unpredictable problem, algorithmic, and systemic variances, and often is the major factor for degradation of application performance.
Dynamic loop scheduling (DLS) techniques are considered to be the key solution for achieving and preserving the best performance of computationally intensive scientific applications in dynamic heterogeneous computing environments [2] . However, to guarantee an optimal level of performance for a scientific application executing in a dynamically changing and unpredictable environment, it is required to appropriately select the scheduling technique which will enable the most robust execution of the application against various perturbations that may arise in the computing environment during its execution. A DLS algorithm employed for scheduling the computations of applications on a heterogeneous computing system is considered to be robust, if it can handle the largest variation in the existing perturbations with a lowest impact on performance. The perturbation factor considered in this paper is the fluctuation in system load, which results in the variation in the delivered computation speed of the processor expressed as percentage availability of the processor. A processor is considered to be unloaded if it is 100% available to compute, i.e., there is no other task running on it and this processor is, therefore, fully available to process a new task. A processor is considered to be loaded when it is available for processing only for a fraction of its overall delivered computational speed. The fluctuation in system load results in the variation in the availability of the system. Thus, the variation in system availability may be a result of many factors, such as, the variance in processor speeds, architecture, power, and others [3, 4] . The variation of the execution times of individual application tasks is a combined effect of the variations in the computational cost of a particular task and of the system availability during its execution.
In earlier work, the robustness of the DLS methods has been studied and two metrics have been mathematically formulated to quantify the robustness of DLS techniques in the presence of unpredictable variations in systemic perturbations [5] inspired by existing literature on robustness of resource allocation [6] . One of these metrics is the flexibility metric, which represents the robustness of an application employing a certain DLS in the presence of variations in system availability (due to fluctuations in system workload) during the running time of the application on the system. The second metric is the resilience metric, which denotes the robustness of an application using a certain DLS method in the presence of processor failures that occur during the execution of the application. The flexibility metric and the developed robustness analysis have been successfully employed to evaluate the robustness of a number of DLS algorithms against system load fluctuations using discrete event simulation [7, 8] . Throughout this paper, the terms flexibility and robustness in presence of system availability variation are used interchangeably. The expressions "flexibility (or robustness) of an application using a certain DLS" and "flexibility (or robustness) of a certain DLS" have equivalent meanings and are also used interchangeably.
The flexibility of scheduling algorithms often varies among execution instances, where an instance is an assembly of four attributes: problem size, system size, characteristics of the variations in the application task execution times, and those of the processor availabilities. Since the DLS algorithms employ probabilistic rules, the use of these rules to parallelize and execute applications in dynamic environments results in application runtimes that vary from run to run for a single DLS and among the DLS algorithms. Consequently, this poses a challenge of deciding a priori which algorithm is most robust in obtaining the best performance of a given scheduled application onto a given computing system in the presence of variable system availability. This motivates the investigation into the use of machine learning techniques to address the challenge of selecting effective scheduling algorithms for a broad spectrum of scientific applications, thus underscoring their relevance in large-scale computing.
In recent work [9] , a proof of concept engaging a multilayer perceptron (MLP) artificial neural network (ANN) was presented for predicting the flexibility of individual DLS algorithms in parallel and distributed computing environments. However, the problem of deciding at runtime which DLS algorithm to use for a given instance was not addressed. The goal of the present work is not only to retrospectively predict the performance of an algorithm on a particular execution instance, but also to enable a dynamic selection of the most robust algorithm from a portfolio of DLS algorithms for scheduling scientific applications for any new instance.
The problem we aim to solve is stated as follows: given a scientific application, a collection of DLS algorithms, and a computing system, which algorithm should be employed to guarantee the robust execution of the application in this system in the presence of algorithmic and systemic variances? This problem translates into the algorithm selection problem [10] for a portfolio of DLS algorithms. The most widely adopted solution to this problem is the winner-take-all approach [11] . Using this approach, the robustness of each DLS algorithm can be measured on a representative set of instances, and the algorithm which has the highest robustness value can be selected for scheduling. However, this approach can lead to overlooking of some algorithms that are not robust on certain instances but offer optimal performance on others.
To solve the problem of selecting a scheduling algorithm, in this work we use machine learning algorithms to learn empirical hardness models [12] which act as predictors of a DLS algorithm's robustness for a given instance based on the learning acquired through the four attributes of the instances and the algorithm's past robustness values. Significantly extending previous work [9] , herein we formally define empirical robustness prediction models, which predict the robustness of a DLS algorithm on a given instance. This is a regression problem; consequently, we explore the vast space of regression model classes, their hyperparameters and parameters which solve the regression problem, and select the model which best predicts the robustness of a scheduling algorithm on any instance. The model offers the basis for selecting the most robust algorithm from a DLS algorithm portfolio for a given instance based on its characteristics. The major contributions of this paper are threefold: (i) Employing state-of-the-art machine learning techniques to explore a large space of empirical robustness prediction models. Consequently, the learned models predict robustness much more accurately than the previous models [9] ; (ii) Selecting DLS algorithms from a portfolio with the developed empirical robustness prediction models. The prediction models enable an algorithm selection on a per-instance basis; (iii) Evaluating experimentally the performance of the per-instance selections compared to the simpler winner-take-all approach. The results show that algorithm selections based on the empirical robustness prediction models yield more robust performance on large number of instances than the selections using winnertake-all.
The rest of the paper is organized as follows. A review of the DLS algorithms and their robustness, together with a description of representative empirical robustness prediction models are presented in Section II. The design and an outline of a methodology to select the most robust DLS algorithm are described in Section III. The simulation analysis and the evaluation of the experimental results are discussed in Section IV. The related work is presented in Section V. The conclusions and possible future directions are summarized in Section VI. 
A. Dynamic Loop Scheduling
Dynamic loop scheduling (DLS) algorithms have been developed with the goal of achieving dynamic load balancing through optimized workload assignment. For a given problem size N and system size P, the DLS algorithms dynamically determine the work for each of the P processors as a function of chunks of application tasks (loop iterations). For achieving good load balancing on variably loaded resources when executing tasks with variable execution times, the DLS algorithms provide two alternative approaches: non-adaptive and adaptive. A detailed survey and comparison of the non-adaptive and the adaptive DLS algorithms can be found in [2, 13] . Non-adaptive algorithms determine workload sizes based on a priori information and assumptions made before the loop executions. Examples of non-adaptive DLS algorithms include self scheduling(SS), guided self scheduling(GSS), fixed size chunking (FSC), factoring (FAC), and weighted factoring (WF). Subsequent efforts gave birth to more elaborate DLS algorithms, called adaptive DLS algorithms. Examples of adaptive DLS algorithms include adaptive weighted factoring (AWF) and its variants AWF-B and AWF-C, and adaptive factoring (AF). The adaptive algorithms use a combination of runtime information about the application and the system, in order to predict the system's capabilities for the next computational assignments, or to estimate the time future tasks will require to finish execution, in order to achieve the best allocation possible for optimizing application performance via load balancing. These techniques use different probabilistic models to dynamically compute the size of chunks at runtime, such that the execution of the application completes before the optimal time with high probability. The type of probabilistic model used by different DLS algorithms describes the differences in their adaptivity, complexity, and generality. Therefore, different DLS algorithms may give different performance results when executing in various environments. Our present portfolio consists of a set of eight scheduling algorithms, S = {STATIC, FSC, GSS, FAC, WF, AWF-B, AWF-C, AF}. STATIC is the straightforward parallelization method.
B. Robustness of Dynamic Loop Scheduling
Scheduling scientific applications onto large-scale platforms, where chances of uncertainties are high, requires an approach that insures achieving optimal performance via the algorithms employed for parallelizing these applications. This motivates the robustness study of the DLS algorithms. The robustness analysis enables quantifying the performance of the DLS algorithms against perturbations or environmental variations, in order to allow the selection of the most robust DLS algorithm. The selection of robust DLS algorithms for dynamic load balancing of scientific applications insures that the total parallel execution time does not exceed a user-specified tolerable limit, defined as τ user ≥ 1, when processors comprising a computing system have variable availabilities.
In earlier and in the present work, the robustness of a DLS algorithm is evaluated by measuring the impact of a specific variation in processor availabilities on the total parallel execution time, T PAR , of the application executing on the (nondedicated) computing system using the particular DLS algorithm. Thus, for a DLS algorithm to be robust, T PAR must not exceed the smallest expected parallel execution time of the application, by a factor of τ user.
Mathematically, this is expressed by the following inequalities:
In the above inequalities, varying the lower and upper bounds on the values of the tolerance factor, τ user , leads to imposing different constraints on applications of different types, such as time critical or non-time critical applications. As stated earlier, robustness metrics have been proposed to study the robustness of the DLS algorithms [5] . A simulation model implementing DLS algorithms in the SimGrid simulation framework [14] was proposed in [15] , and a procedure to investigate the robustness of the DLS algorithms against variations in system availability using this model has been demonstrated in [8] .
C. MLP ANN as an Empirical Model for Robustness Prediction
Forecasting robustness using traditional statistical specifications in the form of tables and equations for performing a comprehensive manual robustness analysis is a very time consuming and tedious task. Traditional statistical approaches often assume a linear functional relation between the actual parallel execution performance feature and the affecting perturbation parameters. However, the actual performance shows highly non-linear behavior in relation to the perturbation parameters. To insure the robustness of the DLS methods for a considerably larger number of execution instances resulting from considering different combinations of problem sizes, number of processors, and scheduling methods, an artificial neural network (ANN) analysis has been performed to investigate the robustness of dynamic loopusing Weka [9] . A multilayered perceptron (MLP) ANN model has been used to predict the flexibility of the DLS methods in the presence of system load fluctuations by learning the relation among the following attributes: loop scheduling methods, problem sizes, system sizes, characteristics of the system load fluctuations as a compound effect of the characteristics of the variations in the iteration execution times and the processor availabilities, and impact of system load fluctuations on the parallel execution time. The MLP ANN model generates a nonlinear function from the perturbation parameters (i.e., system load) to the performance feature (i.e., execution time). The ANN does not require any prior assumption of the type of functional relation between the attributes mentioned above. The ANN is trained on a part of the input data set and tested with a different subset of the input data set. Furthermore, when exposed to new data, the MLP ANN is capable of accurately predicting the DLS robustness. This work has been presented as a proof of concept that ANNs can be employed (as an empirical learning model) to predict the flexibility of DLS in the presence of fluctuating system load.
The robustness prediction problem has been presented as a classification problem, where each technique is classified into a robustness category based on the impact on T PAR that results from employing the particular technique for a given or specified value of τ user . The robustness categories are defined in the MLP input data set as the range of values [1] [2] [3] [4] [5] , where 5 is the highest degree of robustness denoting the most robust scheduling method for a particular execution scenario, and 1 denotes a nonrobust scheduling method. The prediction results obtained from using the MLP ANN have been compared to the naï ve 0-R classifier as shown in Fig. 1 . The MLP ANN only mis-classifies 10 instances (out of 62) from class 5 and correctly identifies 8 instances (out of 31) from class 2. These correct predictions allow a scheduler to effectively decide which loop scheduling algorithm will best adhere to the user constraints. In contrast, the incorrect predictions by the 0-R classifier could lead to very poor decisions about which scheduling algorithm to choose. The MLP ANN was unable to distinguish robustness classes 3 and 4 because of the limited training. A larger training set would allow the learning algorithm to better distinguish the characteristics of these classes. The accuracy of the MLP ANN for predicting the degree of robustness was 0.95 on the test dataset samples, which were not used during training. The balanced error rate of the MLP ANN was 0.58. The time taken by Weka to build and train the MLP ANN model was 9.55 seconds, and the time taken to test and validate the ANN model was 0.94 seconds. The limitations of using MLP ANN form the motivation to experiment with the other empirical models of learning and their associated learning parameters for achieving a better level of prediction accuracy. The different empirical prediction models and their hyperparameters are explained in detail in the following section. Fig. 1 The confusion matrices of (a) the MLP ANN and (b) the 0-R classifier. Each cell, i, j, gives the number of instances that were actually robustness class i (rows), but were predicted to be class j (columns). Thus, the main diagonal represents correct predictions.
D. Identifying Good Empirical Robustness Prediction Model Classes and Hyperparameters
It is difficult to a priori select a particular prediction model class (e.g., neural networks, decision trees, etc.) and its hyperparameters (e.g., the number of nodes to use in the middle layers of a neural network) that will best predict the tolerance of a DLS algorithm on an instance. Given the model class and hyperparameters, the parameters for a model can be learned using standard techniques (e.g., backpropagation for learning the weights in neural networks).Auto-WEKA [16] addresses this problem by searching for model classes and hyperparameters that best explain a given dataset. In particular, if provided with a sequential model-based optimization (SMBO) strategy, a training set, and a validation set, Auto-WEKA uses a local search through the model classes and hyperparameters exposed by Weka [17] to find good model classes and hyperparameters to predict the class variable of a given dataset. We briefly describe the SMBO strategy and Auto-WEKA in following subsection, while we refer the reader to [16] and the references therein for more details.
1) Auto-WEKA and Sequential Model-Based Optimization:
The sequential model-based optimization algorithm (SMBO), the pseudocode of which is listed in Algorithm 1, is an optimization framework which searches through the combined state space of model classes and their hyperparameters, collectively referred to as hyperparameters Ԑ, to minimize an objective function, f, on a dataset D. The best hyperparameters found so far are referred to as Ԑ*. Ԑ' ←hyperparameters from SMAC using Mf 5:
update Mf with (Ԑ', f (Ԑ' ,D)) 9: end while 10: returnԐ* The next set of hyperparameters Ԑ' are selected using the positive expected improvement (PEI) [18] of Ԑ' over f(Ԑ*,D). The PEI calculation uses Mf to estimate the probability distribution p(f(Ԑ',D)<f(Ԑ*,D)).This estimation primarily requires p(f(Ԑ',D) = c|Ԑ').
We configure Auto-WEKA to use sequential model-based algorithm configuration (SMAC) [19] , the default configuration, to learn this probability distribution. SMAC assumes p(f(Ԑ',D) = c|Ԑ')is Gaussian-distributed. It represents Mf as a random forest and uses it to estimate the mean and variance of the Gaussian distribution. In addition to selecting models which optimize p(f(Ԑ',D) = c|Ԑ'), SMAC also sometimes selects hyperparameters at random to better explore the search space. This randomness insures that good models can be found even if Mf does not model p(f(Ԑ',D) = c|Ԑ')very well. This section gives a detailed overview of the methodology for developing a DLS portfolio to solve the DLS algorithm selection problem. The basic idea is to construct a portfolio of dynamic scheduling algorithms, and to select from it the most robust algorithm for the current application and system characteristics. A detailed workflow illustrating the design and organization of the methodology used to solve the DLS algorithm selection problem is shown in Fig.2 . This workflow elucidates the problem of selection of an algorithm for scheduling individual tasks of a scientific application executing on dedicated or non-dedicated computing systems (where the availability of the computing resources allotted to a given application may vary during runtime). The steps comprising the proposed methodology and the algorithm used for selection are discussed in detail in the following subsections. 
A. Constructing the Input Dataset of Instances
Algorithm 2 shows the pseudocode of the algorithm employed to construct the input dataset comprising the instances as well as other attributes. In this work we used the SimGrid simulation framework to model, control, reproduce, and monitor large-scale computing systems toanalyze the performance of the DLS algorithms on computationally intensive scientific applications. We have chosen SimGrid to implement the DLS algorithms and to evaluate their robustness because it is a versatile tool and is also validated for the evaluation of scheduling algorithms in distributed and heterogeneous computing systems, such as grids, clouds or peer-to-peer systems [20] [21] [22] . SimGrid's deployment and platform files facilitate the creation of the execution scenarios reflecting load imbalance for performing an experimental evaluation of the robustness of the DLS algorithms. The deployment file contains information on modeling both the scientific applications and the heterogeneous, nondedicated computing systems. ← ideal parallel execution time of c
4:
for each algorithm Sϵ S do 5:
TPAR ← total parallel execution time of instance c using S 6: τsim←TPAR / 7:DS,c←τsim 8: end for 9: end for 10: return D The description of hosts (or processing resources), processor availabilities, network links, and routing paths exhaustively describing a highly irregular computing system is given via the platform file.
The computing system being modeled is comprised of P processors where the availability to compute or the computing speed of each processor either has no variation, or it varies over time according to the uniform or exponential probability distributions, and the computing speed of a processor in both cases (constant or variable) differs from the speed of other processors; thus, we are considering heterogeneous computing systems. The network bandwidth and latency values considered for modeling the computing system are 1.25×10 9 bits per second and 16.6×10 -6 seconds, respectively.
The systemic variance in the computing system, denoted as A, is modeled by varying the availabilities of the processors during the runtime of the application. The choice of the probability distributions representing the parameters' variability is made to designate highly regular and irregular applications and systems, and to allow the study of the effects of such irregularities on the robustness of the DLS techniques. The dataset given as input to the candidate empirical robustness prediction models is organized as rows. The instances used to populate each row of the input dataset were generated using different combinations of (shown in -uni) or is exponentially distributed with mean µ = 0.3 but does not vary with time i.e., remains unchanged during the entire course of the simulation(cont-exp). Furthermore, variable availability where the availability of a processor drawn either from the uniform (var-uni) or exponential distributions (var-exp) with the above parameters periodically varies during the execution time of the application.
As shown in Algorithm 2(line 3), the algorithm computes the values for each scientific application comprising N independent tasks with constant T or variable T as:
where the sequential time T SEQ represents the total execution time of the N tasks on the fastest available processor of the computing system considered to have a computing speed of 10 9 flops/s. Also, in equation (2), P denotes the number of processors in our simulated system that are 100% available (dedicated) throughout the simulation, each with maximum speed (or power attribute) of 10 9 flops/s.
Then, the total parallel execution time, T PAR for a particular S ϵ S (Algorithm 2, line 5) is obtained upon employing a certain DLS algorithm S from the DLS portfolio S to schedule a scientific application consisting of N independent tasks with constant T (fixed task computation costs) or with variable T (task computation costs following Gaussian, gamma, or exponential distributions) onto a non-dedicated heterogeneous system with P processors with variable A (processor availabilities varying over time according to the uniform or exponential distributions with the parameters mentioned above). T PAR acquired via simulation captures the compound effect of the major sources of load imbalance, i.e., algorithmic (T) and systemic variances (A) on the performance of a particular S.
The robustness of S defines its performance in the presence of both T and A. The tolerance value observed via simulation, τ sim , reflects the robustness of each S for a particular instance c represented by the 4-tuple: (N, P, T, A), and is computed (Algorithm 2, line 6) as:
The τ sim denotes the simulated impact of variable system availability on the total parallel execution time, T PAR . Various τ sim values reflect different degrees of robustness for a certain S. For instance, τ sim =1 implies that the use of S results in a T PAR that satisfies the inequality on the right hand side of (1), and that S has the maximum degree of robustness. Achieving the maximum degree of robustness implies that the performance of the application is unaffected by runtime perturbations when it is scheduled using S. The value of τ sim reflects an increase or decrease in the robustness of a DLS algorithm, i.e., for a given instance c and a given DLS algorithm S, a lower value of τ sim implies a higher degree of robustness for the corresponding DLS algorithm.
To insure best performance, the total parallel execution time, T PAR , of a scientific application running on a system must not exceed the best sequential time of that application and mathematically this is written as:
From (1) and (4) the following inequalities can be derived:
Therefore, an upper bound on τ sim can be obtained from (3) and (5) as:
The input dataset used in this work contained 1,152 samples (one per row) and an illustration of its structure is presented below: Algorithm 3 shows the pseudocode of the algorithm we use to learn the empirical robustness prediction models from the dataset described in Section III-A.
The empirical robustness prediction models Ԑ i give a mapping from an instance c, the 4-tuple (N, P, T, A), and an algorithm SϵS to τ pred , the predicted tolerance of Son those 4 attributes. This algorithm also gives the logic for making the tolerance predictions. Our dataset contains 144 distinct instances, so we cannot afford to hold out a sizeable portion of our dataset for testing. We address this limitation with the standard procedure of stratified 10-fold cross-validation. That is, we partition our dataset into 10 subsets (Algorithm 3, line 1) and run the workflow 10 separate times (Algorithm 3, lines 2 to 8). Due to stratification, the distribution of robustness values in each subset is similar to the distribution in the entire dataset. 
Ԑi←Ԑ* 8: end for 9: return Ԑ Each time, we use 8 subsets for training (Algorithm 3, line 3), one subset for validation and the final subset for testing (Algorithm 3, line 4).Each subset is used once for validation and once for testing.
In our previous work, we trained a multilayer perceptron with hand-tuned hyperparameters to serve as an empirical robustness prediction model [9] . Our new workflow (shown in Fig. 2 ) adopts a much more general strategy: we run Auto-WEKA on the training set to search both for good model classes and hyperparameters. As objective function $f$ within the SMBO component of Auto-WEKA, we use the root mean squared error, which is the average square root of the sum of the squares of the differences between the observed tolerance τ sim and the predicted tolerance τ pred for a given instance c and DLS algorithm S. That is, for model Ԑand dataset D,
We selected this objective function because it penalizes large errors more heavily than smaller ones. Consequently, incorrect predictions with small errors are still useful for algorithm selection. As a simple example, suppose the observed τ sim values for dataset D are {1.5, 2.5, 1.75} and that the respective τ pred values using model Ԑ are {1.8, 2.2, 1.8}. Then, using root mean squared error as f, f Ԑ, = (1.5 − 1.8) 2 + (2.5 − 2.2) 2 + (1.75 − 1.8) 2 = 2.5. The SMBO component of AutoWeka will use this information when selecting the next set of hyperparameters Ԑ'.
As described in Section II-D, Auto-WEKA internally uses some randomization; consequently, its developers suggest running it several times with different random seeds and selecting the best model it finds. For each training set, we used 8 random seeds (in particular, V = {1, 5, 7, 10, 1001, 1005, 1007, 1010}) and allowed Auto-WEKA to run for 2 hours for each seed (Algorithm 3, line 5).
The above mentioned training phase results in 8 candidate models, Ԑ 1 , …, Ԑ |V | . As a final step to limit overfitting, the root mean squared error, f, of each model is calculated on the validation set, and we select the model with the lowest error, Ԑ (Algorithm 3, line 9). We collect Ԑ* from each fold to use in the algorithm selection (Algorithm 3, line 9), described in Section III-C.
C. Selecting an Algorithm from the Portfolio during Online Simulation:
Algorithm 4 shows the pseudocode of the algorithm employed for the selection of DLS algorithms from the portfolio. The algorithm loops over each distinct instance c (Algorithm 4, lines 3 to 8). It then uses the predictions made in Algorithm 3 to select the algorithm with the lowest predicted robustness for c (Algorithm 4, line 5).This algorithm selection process simulates real online behavior because the models are used to make predictions on instances not seen in training. Due to the crossvalidation, we always make predictions with the model Ԑ I such that (S, c) ϵ D i testing. Finally, these selections are used to evaluate the efficacy of the empirical robustness prediction models and the performance of the portfolio (Algorithm 4, line 9).
Furthermore, Algorithm 4 describes algorithm selections for the virtual best solver (VBS).The VBS gives the theoretical best behavior of a portfolio comprising the algorithm set S. In particular, it uses the complete dataset D as an oracle to select the most robust algorithm for each instance (Algorithm 4, line 7).We also use these selections in our evaluation to compare the algorithms selected with the empirical robustness models to the theoretical best selections (Algorithm 4, line 9) 
IV. ANALYSIS AND RESULTS OF THE PORTFOLIO-BASED APPROACH
This section describes the results of learning the empirical robustness models and their efficacy in selecting robust DLS algorithms.
A. Empirical Robustness Model Classes Selected with Auto-WEKA
As described in Section III-B, Auto-WEKA is run with eight different random seeds and produces eight different models, Ԑ 1 , …, Ԑ 8 on line 5 in Algorithm 3, for each training dataset. Auto-WEKA was run for two hours for each seed on computing nodes with a dual quad-core Intel Xeon processor (2833 MHz) and 32 GB of RAM. Four seeds were run concurrently in different processes. Then, the validation dataset is used to select the best model among those, Ԑ*on line 6 in Algorithm 3.That process is repeated for each of the ten datasets (the union of which forms the input dataset described in Section III-A) created during cross-validation. Thus, in total, eighty model classes, hyperparameters and parameters are learned with Auto-WEKA, and ten of those are selected based on their root mean squared error on the validation set. Somewhat surprisingly, Fig. 3 shows that simple model classes like decision trees and decision tables were selected far more often than complex model classes like Gaussian processes (never selected as an Ԑ*) or support vector machines (never even selected as Ԑ i , so they do not appear in the figure) .The superior performance of the simple models over the more complex ones on the validation datasets suggests that the hyperparameters learned by Auto-WEKA may overfit the training data. Fig. 3 Frequency of model classes learned by Auto-WEKA and selected based on performance on the validation set. The best models learned by Auto-WEKA were aggregated by their model class, regardless of hyperparameters. Sometimes, Auto-WEKA used a "meta" model, such as boosting. These meta models extend one of the base models, such as a decision table. We grouped those according to the base model.
1) Discussion:
In order to better understand how the system and application characteristics affect tolerance, we inspected the models in more detail. In particular, in Table II , we show how often each attribute was selected in the best model from each crossvalidation fold. This table shows the characteristics of the models selected by Auto-Weka during each cross-validation step. Each column corresponds to one fold. The first row gives the fold number, and the second row describes the model class selected for that fold. The remaining rows give the number of times the indicated attribute was used in that model. All of the models selected during our validation phase were either based on decision trees or decision tables. The following discussion focuses on the decision trees, but the tables exhibit similar trends.
Typically, the decision trees first split on algorithms and then the other characteristics of the problem. This suggests that, in most cases, little information is shared among the subtrees corresponding to the different algorithms. Thus, future research could focus on learning distinct models for each algorithm. Nevertheless, though, the AWF methods are used much less often in the trees than the other algorithms. This suggests that some information is shared among the models about these algorithms. FSC and FAC are both used quite often in the trees, so their behavior may sometimes offer insight into the behavior of the other algorithms.
Possibly as expected, N and P are used many times in all of the learned models. For the processor distributions (A), the decision trees also frequently split on var-uni and var-expo. This suggests that many refinements of those variables are necessary because of the variance introduced by these processor behaviors. On the other hand, the const variables appear in the decision trees much less often, so those variables do not require as much refinement and are easier for the trees to model accurately. The gamma and, especially, exponential task distributions (T) appear frequently in the learned trees. Compared to the constant and Gaussian distributions, these distributions induce a high variance in the work for each task. Thus, more finegrained inspection of these task distributions is required to insure accurate trees.
B. Flexibility Predictions of DLS Algorithms
We next consider how well the empirical tolerance prediction models learned with Auto-WEKA are able to predict the tolerance for each instance and provide algorithm selection. The results shown in Fig. 4 indicate that for almost all of the instances and algorithms, the predicted tolerance τ pred and observed tolerance τ sim are close. Each point in the scatter plot corresponds to one of the predictions made on line 5 in Furthermore, many of the incorrect predictions are higher than observed tolerances (beneath the diagonal). Of course, all of the predictions should be as accurate as possible, but these over-predictions have less impact on the final portfolio behavior because they will only discourage selection of a "good" (more robust) algorithm. In contrast under-predictions (above the diagonal) will encourage selection of a "bad" (less robust) algorithm.
C. Algorithm Selections and Portfolio Behavior 1) Algorithm Selections:
Using the tolerance predictions τ pred , an algorithm was selected from the portfolio for each instance using Algorithm 4. Fig.  5 (left) shows that, other than STATIC (not selected at all), GSS and FAC (both selected only rarely), all of the algorithms were selected by the portfolio for over 10% of the 144 instances. Fig. 5 (right) shows a similar story for the virtual best solver (VBS), which acts as an oracle and always selects the algorithm with the best observed tolerance τ sim . The primary difference between the VBS and the prediction-based selections is that the VBS selects WF quite a bit more frequently, and the AF-based Fig. 5 Algorithm selections from the portfolio using the empirical tolerance prediction models (left) and the virtual best solver (right). Algorithms are selected using the empirical tolerance prediction models by predicting τpred for all algorithms on an instance and selecting the one with the lowest predicted value.
Algorithms are selected using the virtual best solver by selecting the algorithm with the lowest τsim for each instance. The percentage is based on selections on 144 instances, where each instance represents the 4-tuple (N, P, T, A).
algorithms less frequently, than the prediction-based selections. Nevertheless, these results show that no single algorithm is best "most" of the time. Consequently, good instance-based algorithm selections from the portfolio can offer improvements over a winner-take-all approach which simply uses the same algorithm for all instances. Fig. 6 Comparison of the tolerance τsim of the algorithms selected with the empirical tolerance prediction models and the virtual best solver. Each point in the plot represents one instance. There are a total of 144 instances. Points close to the main diagonal represent prediction-based selections that are similar to the best selection made by the virtual best solver.
2) Comparison of VBS and Prediction-based Algorithm Selections without τ user :
In order to verify the quality of the selections based on the empirical tolerance prediction models, we compared the observed tolerance τ sim of the prediction-based and VBS algorithm selections in Fig. 6 . The maximum observed tolerance value τ user for any algorithm selected by the portfolio was 9.23. As the figure shows, the algorithms selected based on the predictions almost always achieve similar tolerance compared to the best algorithm selections made by the VBS. Out of the 144 instances, the τ sim of the prediction-based algorithm is more than (1 + τ sim ) of the VBS algorithm only 10 times. On 4 out of those 10 times, including all three of the times in which the difference was greater than 3.5, GSS was predicted to be the best algorithm; furthermore, GSS was not predicted to be the best on any other instances, and the VBS only selected it one time. That means, GSS does not significantly improve the VBS behavior, and occasionally significantly degrades the prediction-based behavior. Consequently, we recommend, for time being, removing GSS from the portfolio to prevent its erroneous selection.
3) Algorithm Selections Incorporating τ user :
Previous work on algorithm selection has always considered the problem of selecting the best algorithm for a given instance. In the case of certain hard-to-meet requirements (e.g., a τ user very close to 1), though, no algorithm may perform well. In these cases, the user may prefer to consider other options even though they do not meet a desired robustness requirement. We address this problem setting by considering a user-specified allowable tolerance value τ user . We use τ* sim and τ* pred to denote the best observed τ sim and best predicted τ pred , respectively, for a given instance. Given τ user , a certain algorithm S ϵ S is robust for a given instance c if and only if τ* sim <τ user or non-robust otherwise. Similarly, a certain algorithm SϵS is predicted robust for a given instance c if and only if τ* pred <τ user or predicted non-robust otherwise. Then, for a given threshold, each instance-DLS pair i.e. (c, S) can be labeled with the standard information retrieval terms (true positive (tp), false positive (fp), true negative (tn), false negative (fn)) based on its predicted and actual robustness. Those labels allow us to calculate the sensitivity (tp / (tp + fn)) and the specificity (tn / (tn + fp)).Both sensitivity and specificity range from 0 to 1.Intuitively, the sensitivity measures how well we identify instances for which some algorithm is robust. The specificity reflects the degree of reliability that some algorithm is robust for an instance, given that the algorithm has been already predicted to be robust. Table III shows how the sensitivity and specificity vary as we change τ user . The first column gives τ user . The second column gives the true positives for that tolerance (instances for which τ* sim <τ user and τ* pred <τ user ). The third column gives the false positives (τ* sim ≥τ user but τ* pred <τ user ). The fourth column gives false negatives (τ* sim <τ user but τ* pred ≥τ user ). The fifth column gives true negatives (τ* sim ≥ τ user and τ* pred ≥ τ user ). The sixth and seventh columns give the sensitivity and specificity, respectively. We use the range 1 to 10 for τ user . For all values of τ user , the sensitivity is very close to 1; this means that if some algorithm is robust, then we accurately identify it with our predictions. The specificity is also close to 1 for most values of τ user , which means that we rarely select an algorithm when none of them is robust. Occasionally, though, the specificity is low; these cases occur when very few instances cannot be solved robustly and even a small number of false positives yields a low specificity.
D. Comparison of Empirical Robustness Prediction Models to Winner-Take-All Behavior
As mentioned earlier in Section I, winner-take-all is the most common approach to algorithm selection. In this approach, each algorithm in a portfolio is executed on the training set, and the algorithm with the best performance (according to some metric, such as average robustness) is used for all instances in the testing set. In order to assess the behavior of our instance-based algorithm selection using the empirical robustness prediction models to a winner-take-all strategy, we show in Fig. 7 the robustness of the algorithm we select from the portfolio and the robustness of selected DLS algorithms (the behavior of AWF-B, AWF-C and FAC is similar to AF). The figure shows that FSC is clearly less robust on many of the instances for which AF and WF perform well (approximately instances 0 to 60).The empirical robustness prediction models learn this pattern. Consequently, one of the more robust algorithms is selected for use on those instances. On the other hand, FSC outperforms the other algorithms on instances for which the VBS has a high robustness. Our models also learn this trend and result in selecting FSC for most of those instances. Furthermore, in some cases, other DLS algorithms, such as AWF-B, outperform all of the visualized algorithms. Our models select these algorithms, as well, such as on several instances from 130 to 140.Taken together, these observations show that our instance-based algorithm selection strategy outperforms any winner-take-all approach.
E. Generalizing the Algorithm Selection to System Sizes
As a final set of experiments, we tested the generalization of the learning procedure to system sizes completely unseen during training. Specifically, rather than using stratified cross-validation to split the instances into training, validation and testing, we instead used all instances for which P = {4096, 8092} as the training set and all instances for which P= {2048} as the test set. The validation was performed using the training set. Thus, during testing, the learned models were presented with a system size never seen during training. In contrast, in the previous experiments, all system sizes were seen during training. (Note that all system, application and algorithm configurations were never seen during training of any models in this work.) Fig. 8 shows that the τ pred values were not as accurate compared to the previous experiments. This reflects a typical supervised learning shortcoming: the learned model typically does not generalize well to data completely different from that seen in training. Nevertheless, Fig. 9 shows that the algorithm selection using the models was still comparable to that of the VBS. So, despite the poor individual predictions, the models are still useful in distinguishing between robust and non-robust DLS algorithms. We carried out two similar experiments in which we used P = {4096} and P ={8092} instances as the testing sets. The results obtained showed that the robustness predictions were often inaccurate, thus not allowing robust algorithm selection. Employing empirical robustness prediction models provides a capability to make correct flexibility predictions of scheduling algorithms (high real time prediction speed (~ 1 second)). However, a limitation of the proposed method is that it may not assist in selecting robust DLS algorithms for system sizes much different from those seen in training. 
V. RELATED WORK
The algorithm selection problem was identified as the problem of selecting the most appropriate algorithm among the many available algorithms, such that it can solve a specific problem while optimizing some performance objective [10] . In contrast to the winner-take-all approach [11] which is the most widely adopted solution to the selection problem, Huberman [23] introduced a general procedure for computational portfolio design. Closest to our work, the authors in [24] advocate a widely-adopted solution to such algorithm selection problems by measuring the runtime of every candidate solver on a representative set of instances for solving the propositional satisfiability (SAT) problem using an approximate runtime predictor. The authors in [25] employ supervised learning techniques to predict the performance (execution time) of an application for different mappings aimed at minimizing communication.
Another research group proposed a combination of scheduling and solver selection to significantly boost performance of algorithm selection using a k-nearest neighbor based algorithm selection strategy [26] . The authors in [27] investigated the longterm execution of parallel scientific workloads on Infrastructure as a Service (IaaS) cloud resources via time-constrained portfolio scheduling. Historical simulations to adopt the scheduling policy and adaptive provisioning policies for changing workloads, and future predictions have been proposed in a number of recent publications [28] [29] [30] [31] .
In contrast to these related studies, to the best of our knowledge, the present work is the first to apply a portfolio-based approach for predicting the robustness and selecting the most robust dynamic loop scheduling algorithm. Significantly differing from the body of previous work, we use state-of-the-art machine learning techniques to build empirical robustness prediction models for predicting the DLS robustness; and for a user specified tolerance value, we use that model to select the most robust DLS algorithm (if one exists), for various known or unknown sets of instances.
VI. CONCLUSIONS
In this article, a methodology was proposed for selecting the most robust DLS algorithm for enabling portfolio scheduling of scientific applications with large, computationally intensive, and data parallel loops on heterogeneous computing systems with unpredictably fluctuating load. A wide range of machine learning techniques were investigated to obtain an empirical hardness model which predicts the robustness of DLS algorithms with better accuracy than previous models. The prediction model enables selection of the most robust DLS algorithm for a given problem instance (application size, system size, probability distribution of underlying algorithmic variance and probability distribution of underlying systemic variance). Our results demonstrate that, typically the robustness predictions were quite accurate. We obtain such accurate results because the training, validation and testing sets represent similar populations due to stratified cross-validation. A shortcoming of our approach, common to supervised machine learning, is that the learned models do not generalize well to completely new populations. Concretely, we constructed a training set using all instances with Pϵ {2048, 4096} and used all instances with P= 8092 as the testing set. Preliminary results suggested that the robustness predictions were often not very accurate. Nevertheless, the overall portfolio behavior remained competitive with other strategies because the predictions were still able to often separate robust algorithms from non-robust ones. By comparing the statistical results, we have shown evidence that the proposed portfolio-based approach enables selection of the most robust DLS algorithm for a wide range of application types and computing environments.
Our work in the near future will emphasize the assessment and multi-objective optimization of a utility function for achieving the desired performance, at a holistic level, for scientific applications executing on heterogeneous computing environments. In addition to parallel execution time and robustness, the utility function may contain other additional metrics, such as cost and power consumption. These additional metrics can also be introduced into the models of learning to derive the functional relation between these attributes for achieving a desired performance at a holistic level.
