Abstract. We investigate the problem of monotonicity reconstruction, as defined by Ailon et al. (2004) in a localized setting. We have oracle access to a nonnegative real-valued function f defined on the domain [n] d = {1, . . . , n} d (where d is viewed as a constant). We would like to closely approximate f by a monotone function g. This should be done by a procedure (a filter ) that given as input a point x ∈ [n] d outputs the value of g(x), and runs in time that is polylogarithmic in n. The procedure can (indeed must) be randomized, but we require that all of the randomness be specified in advance by a single short random seed. We construct such an implementation where the time and space per query is (log n) O(1) and the size of the seed is polynomial in log n and d. Furthermore, with high probability, the ratio of the (Hamming) distance between g and f to the minimum possible Hamming distance between a monotone function and f is bounded above by a function of d (independent of n). This allows for a local implementation: one can initialize many copies of the filter with the same short random seed, and they can autonomously handle queries, while producing outputs that are consistent with the same approximating function g.
1. Introduction.
Online property reconstruction.
The process of assembling large data sets is prone to varied sources of corruption, such as measurement error, replication error, and communication noise. Error correction techniques (i.e., coding) can be used to reduce or eliminate the effects of some sources of error, but often some residual errors may be unavoidable. Despite the presence of such inherent error, the data set may still be very useful.
One problem in using such a data set is that even small amounts of error can significantly change the behavior of algorithms that act on the data. For example, if we do a binary search on an array that is supposed to be sorted, a few erroneous entries may lead to behavior that deviates significantly from the "correct" behavior. This is an example of a more general situation. We have a data set that ideally should have some specified structural property, i.e., a list of numbers that should be sorted, a set of points that should be in convex position, or a graph that should be a tree. Algorithms that run on the data set may rely on this property. A small amount of error may destroy the property and result in the algorithm producing wildly unexpected results, or even crashing. In these situations, a small amount of error may be tolerable but only if the structural property is maintained.
These considerations motivated the formulation of the online property reconstruction model, which was introduced in [2] . We are given a data set, which we think of as a function f defined on some domain Γ. Ideally, f should have a specified structural property P, but this property may not hold due to unavoidable errors. We wish to construct online a new data set g such that (1) g has property P and (2) d(g, f ) is small, where d(g, f ) is the fraction of values x ∈ Γ for which g(x) = f (x).
How small should d(g, f ) be in condition (2) ? Define ε f = ε f (P) to be the minimum of d(h, f ) over all h that satisfy P. Of course, ε f is a lower bound on the deviation of g from f . The error blowup of g is the ratio d(g, f )/ε f . This error blowup can be viewed as the price that is paid in order to restore the property P online, and we want this to be a not too large constant.
An offline reconstruction algorithm explicitly outputs such a g on input f . In the context of large data sets, the explicit construction of g from f requires a considerable amount of computational overhead (at least linear in the size of the data set). For this reason, [2] considered online reconstruction algorithms. Such an algorithm, called a filter, gets as input a sequence x 1 , x 2 , . . . , of elements of Γ presented one at a time and must output the sequence of values g(x 1 ), g(x 2 ), . . . , where g(x i ) is produced in response to x i , before knowing x i+1 . The filter can access the function f via an oracle which, given y ∈ Γ, answers f (y). The aim is to design a filter that, for any online input sequence of elements in Γ, outputs a function g satisfying (1) and (2) above and furthermore produces each successive g(x i ) quickly, i.e., in time much smaller than O(|Γ|).
In [2] , a filter for the monotonicity property was given. In this setting, the domain Γ is the set [n] d = {(j 1 , . . . , j d ) : j i ∈ [n]}, where [n] denotes the set {1, 2, . . . , n}. The set [n] d is considered to be partially ordered under the componentwise (product) order: (i 1 , . . . , i d ) ≤ (j 1 , . . . , j d ) iff ∀r, i r ≤ j r . A function f defined on Γ is monotone if x ≤ y implies f (x) ≤ f (y). The filter they constructed satisfies condition (1) , has error blowup that is bounded above by 2 O(d) (independent of n), and answers each successive query in time (log n) O(d) .
Local property reconstruction.
The filter for monotonicity proposed in [2] has the following general structure. For each successive query x j , the filter executes a randomized algorithm to compute g(x j ). This algorithm accesses f and also needs to access the answers g(x i ) for i < j to the queries asked previously. In particular, the function g produced may depend on both the order of the queries and the random bits used by the algorithm.
This general structure for filters has two potential drawbacks: (1) It requires the storage of all previous queries and answers, thus incurring possibly significant space overhead for the algorithm. ( 2) It does not support a local implementation in which multiple copies of the filter, having read-only access to f , are able to handle queries independently while maintaining mutual consistency.
In this paper, we propose the following strengthened requirements for a filter. A local filter 1 for reconstructing property P is an algorithm A that has oracle access to a function f on domain Γ (the "data set") and to an auxiliary random string ρ (the "random seed"), and takes as input x ∈ Γ. For fixed f and ρ, A runs deterministically on input x to produce an output A f,ρ (x). Thus, given f and ρ, A f,ρ specifies a function on domain Γ. We want A to satisfy the following properties:
1. For each f and ρ, A f,ρ satisfies P. 2 2. For each f , with high probability (with respect to the choice of ρ), the function A f,ρ should be "suitably close" to f . 3. For each x, A f,ρ on x can be computed very quickly. 4 . The size of the random seed ρ should be "much smaller" than |Γ|. Remark 1. In condition 2, we say that A f,ρ should be suitably close to f . There are various ways to make this precise. Let ε f denote the minimum distance from f to a function satisfying P and let γ f (ρ) denote the distance from f to A f,ρ . We would like γ f (ρ) to be small compared to ε f . In this paper, we focus on the error blowup which is the ratio of γ f (ρ)/ε f , because this works well for the property that we study. For other properties, it might be more appropriate to use another criterion: for example, we might consider the difference γ f (ρ) − ε f . More generally, we could require simply that γ f (ρ) be bounded above by some arbitrary function of ε f (either independent of |Γ| or growing very slowly with |Γ|).
Remark 2. Similarly, for condition 3, there are various possibilities for interpreting the phrase "very quickly." In this paper, we obtain running times that are polynomial in log |Γ|. In section 1.3, we will mention some work on other properties where the running time does not depend on the domain size. On the other hand, there may be other properties where it is nontrivial and interesting to obtain running times of the form |Γ| δ . We will show a lower bound of this form in section 6 for monotonicity reconstruction over the hypercube.
Remark 3. A local filter can be used, trivially, as an online filter. The space required by the local filter is bounded by the sum of the length of ρ and the running time per query. By keeping these both small (e.g., much smaller than |Γ|) we obtain an online filter using little auxiliary space.
Remark 4. A local filter can be used to enforce consistent behavior among autonomous processors who each have access to f but do not communicate with each other. We generate one random seed ρ and give the same random seed to each of the processors. Since A f,ρ is deterministic, all processors will reconstruct the same function.
1.3. Related Work. One case of property reconstruction that has been studied extensively is error correcting codes. Suppose C ⊆ {0, 1}
n is such a code in which all members of C are pairwise at a distance at least d. Let P be the property of being a codeword. The error correction problem for C is to find the closest codeword to a given input string x. This can be formulated as a reconstruction problem for the property P.
One variant of the error correction is the problem of local decoding. This problem was explicitly named in [28] , but, as noted there, was studied previously in connection with self-correcting computation (e.g., [13, 22] ), probabilistically checkable proofs (e.g., [8] ), average-case reductions (e.g., [9, 34] ), and private information retrieval (e.g., [14] ). Here we want a decoding algorithm for a given code that, given oracle access to the bits of an input string x, and given an index i ∈ [n], finds the ith bit of the closest codeword to x by querying a small (possibly randomly selected) number of bits of x. If we view the local decoding algorithm as a deterministic algorithm that takes input i and a random string r (used to make the decisions), then we require that for each i, most choices of r lead to the correct value for the ith bit of the closest codeword. This is very similar to (though not quite the same as) the local property reconstruction problem for P; for local property reconstruction we interchange the "for all" and "for most" quantifiers and require that for most choices of r, and for all i ∈ [n], the algorithm correctly produces the ith bit of the codeword. Also, we pay attention to the length of the random string r, which we want to be suitably small.
In local list decoding, our aim is to find a short list of codewords that are all suitably close to the input word. For example, in list decoding of low-degree polynomials [6, 34] , the input is a function and the output is a small list of low-degree polynomials that are close to the input function.
The monotonicity problem considered in this paper is qualitatively quite different from the local decoding examples. In local decoding there is either one correct output, or (in the case of list decoding) a sparse list of possible correct outputs. For monotonicity there may be many (possibly infinitely many) ways to correct a given function to a nearby function with the desired property. One might think that having many possible close corrections (rather than one) makes reconstruction easier, but, at least for the monotonicity problem, it does not. The difficulty arises from the requirement that once the random seed is fixed, all query answers provided by the filter must be consistent with a single function having the property.
A related notion of reconstruction was discussed in [24] for generalized partition problems in dense graphs. Given an input dense graph G that satisfies some partition property (say k-colorability), we wish to efficiently construct a partition of the vertices that has at most an ε-fraction of violating edges. The algorithms for this problem provided in [24] behaved like local filters. Specifically, there was a constant (function of ε) time algorithm that gave the color class of an input vertex of G, and this could be run independently on all vertices (after fixing a random seed). This coloring was guaranteed to violate at most an ε-fraction of the edges in G.
As the final version of this paper was being prepared, we learned of independent work in [7] which a model of "repair" of a property was formulated. This is closely related to the reconstruction model considered here. The results in [7] primarily considered reconstruction of hypergraph properties and obtained local filters of a very special form that modify an input hypergraph to satisfy a given property. This result can be seen as a generalization of the characterizations of testable properties of dense graphs [4, 5] . This does not focus on the exact form of the error blowup and requires only that the distance of the reconstructed hypergraph be bounded by some arbitrary function of the minimum distance of the hypergraph to the property.
The filter for monotonicity that we shall describe builds on techniques used for property testing of monotonicity. There has been a large amount of work done on property testing, which was defined in [24, 32] . Many testers have been given for a wide variety of combinatorial, algebraic, and geometric problems (see surveys [20, 25, 31] ). The related notions of tolerant testing and distance approximation were introduced in [30] . The problem of monotonicity in the context of property testing has been studied in [3, 10, 12, 15, 16, 18, 21, 23, 26] . Sublinear algorithms for approximating the distance of a function to monotonicity have been given in [1, 17, 30] .
In general, a local filter for reconstructing a given property can be used to estimate the distance of an input instance to the property. When we fix a random seed and run the filter on f , the filter implicitly outputs a function g that has the desired property and is at distance at most Bε f from f (where ε f is the distance of f to P). By choosing a random sample of domain points x and computing the fraction of points where g(x) = f (x), we get an estimate of the distance d(g, f ) to any desired accuracy. Since ε f ≤ d(g, f ) and with high probability ε f ≥ d(g, f )/B, we get a multiplicative B-approximation to ε f in sublinear time.
1.4. Our results. In this paper, we construct a local filter for monotonicity for functions defined on [n] d with the following performance:
, independent of n.
• The number of random bits needed to initialize the filter is (d log n) O(1) . The online filter for monotonicity of [2] has a running time per query of (log n)
(with a better constant in the exponent) and an error blowup of 2 d . We see that our filter achieves local behavior while having query time and error blowup that are similar to (but not quite as good) as those obtained by [2] .
In section 6, we prove that the exponential dependence on d is unavoidable. Specifically we show that for some constant 0 < α < 1 the following is true: given a filter on the Boolean hypercube {0, 1}
d that answers queries within time 2 αd , there is an input function f such that the filter applied to f has error blowup 2 αd with probability close to 1/2.
1.5. Why are local filters hard to design? The starting point for the construction of our local filter for monotonicity is the online filter of [2] . We now give the main ideas of their construction and indicate the difficulties in making their construction local. In the discussion below, when we say an algorithm is "fast," we mean that it runs in time polylogarithmic in |Γ|.
We start with the case d = 1, i.e., the one-dimensional case. The basic idea (implicitly used) in [2] is to classify the domain points as accepted and rejected in such a way that the following conditions hold:
1. There is a fast algorithm for testing whether a given point is accepted or rejected. 2. There are not many rejected points. 3. The function restricted to the set of accepted points is monotone. The third property ensures that it is possible (though not necessarily efficient) to change the function only on rejected points and make the function monotone. To do this, define m(x) for x ∈ Γ to be the largest accepted point less than or equal to x, and define g(x) = f (m(x)). It is easy to see that this yields a monotone function.
In [2] , a point x is rejected if (roughly) there is an interval around x that contains a large fraction of points whose f values are out of order with respect to f (x). With this accepted/rejected classification there seems to be no fast way to compute m(x). Instead, given a query point x, the filter in [2] selects a sample of points less than or equal to x (called the sample of x), chooses m (x) to be the largest accepted point in the sample, and defines g(x) = g(m (x)). The sampling procedure chooses z < x with probability (roughly) inversely proportional to the distance of z from x; in particular, the sample includes x itself, so if x is accepted, then m (x) = x.
Defining g in this way creates a problem: g need not be monotone. For example, let y be a point and x = m(y) < y be the largest accepted point less than or equal to y. Suppose that a query is made to y and x is not in the sample of y, so m (y) < x. Suppose further that f (m (y)) < f (x). Suppose that after setting g(y) to f (m (y)), a query is made to index x. Since x is an accepted point, we will have m (x) = x and so g(x) = f (x), but this will violate monotonicity with the already defined g(y) = f (m (y)).
In online reconstruction, this is not a significant problem because the algorithm can save the previously answered queries in a sorted list and impose the condition that future g values be consistent with previously assigned g values. This is what is done in [2] .
Local reconstruction does not have this luxury. What we do is to redefine m (x) so as to guarantee that for any y > x, we have m (y) ≥ m (x). To do this, after sampling the points less than x we identify certain points of the sample which have the potential for creating nonmonotonicities and exclude them from the sample. For example, in the scenario above, the point x needs to be excluded from its own sample to avoid the potential nonmonotonicity with y. Notice that when we exclude x from its own sample we may introduce a new point where g(x) = f (x), so we can't do this too often.
Thus, the main challenge in designing a local filter is to find an efficient way to identify the points that need to be excluded from the sample of x to avoid potential nonmonotonicities with points greater than x, while not excluding x from its own sample too often.
The difficulties in designing a local filter are greater for the case of higherdimensional domains (d ≥ 2). Suppose we had a definition of accepted and rejected satisfying the three conditions stated in the one-dimensional case. In principle, it is still possible to define a monotone g that agrees with f on all accepted points. But explicitly computing such a g is more complicated. Given x, let M (x) be the set of points which are maximal in the set of accepted points less than or equal to x. In the one-dimensional case, M (x) has one element m(x), but in the multidimensional case, where the domain is not totally ordered, this is not the case. Still if we define g(x) to be the maximum of f (y) for y ∈ M (x), then the resulting g is monotone.
To implement this, one would have to find all of the elements of M (x). Even when M (x) has size 1 (as in the one-dimensional case) this is difficult, but here the difficulty is compounded because M (x) might be as large as Ω(n d−1 ), and we need our computation to run in time polylogarithmic in n. In [2] , this is handled by finding a polylogarithmic size sample that is a suitable approximation to M (x), and then defining g(x) to be the maximum of f (y) for y in the sample.
As with the one-dimensional case, using an approximation to M (x) destroys the guarantee that g defined in this way is monotone, so one must save the values of g to all queries and impose the additional requirement that queries are mutually consistent. Since a local filter can't save these values, we again need to judiciously exclude points from the sample to avoid nonmonotonicities.
The definition of the sample, which we denote Rep(x), crucially uses a data structure of nested boxes (products of intervals). condition (3) is maintained by a careful and efficient scheme for passing crucial information about the distribution of rejected points in a particular box to its subboxes.
1.6. Preliminaries. We model data sets as functions defined on a fixed finite domain Γ. A property P is a collection of such functions. The distance d(f, g) between two functions f and g is the fraction of x ∈ Γ for which f (x) = g(x). The distance of function f to property P, ε f = ε f (P) is the minimum of d(f, h) for h ∈ P.
For a positive integer m, [m] denotes the set {1, 2, . . . , m}. Throughout this paper,
} for some integers n and d. We fix n and d, and assume, without (much) loss of generality, that n = 2 k where k is a positive integer. The domain Γ is partially ordered with respect to the product relation: We consider functions mapping Γ to the nonnegative reals. For convenience of presentation, we assume that our functions have value 0 on the lower boundary. This assumption is without significant loss of generality. Assume we have a filter that works for functions satisfying this restriction. Suppose we are given an arbitrary nonnegative function f on [n] d for which we wish to obtain a suitable monotone correction g. Consider the function f on [n + 1] d that has value 0 on its lower boundary and has value f (x) = f (x 1 − 1, . . . , x n − 1) for x not on the lower boundary. One can think of f as the function f with an extra padding of zeros at the lower boundary. Because this padding of zeros does not add any violations to monotonicity,
(where ε f and ε f are the respective distances to monotonicity). We can run our filter on the function f instead of f . For x ∈ [n] d , we define g(x) to be the output of the filter for f applied to the point (x 1 + 1, . . . , x d + 1).
We need this assumption about the lower boundary because our filter outputs value 0 for every point on the lower boundary. This can be avoided by a somewhat tedious modification of the algorithm that would introduce some special cases. Since this adds nothing to our filter and only complicates the exposition, we have decided to impose this assumption.
As defined in the introduction, randomness is used only in the choice of the string ρ that initializes the filter. All probability statements are made with respect to the choice of ρ. In general, when we say that an event occurs with low probability, we mean that its probability is 1/|Γ| ω(1) , i.e., superpolynomially small in |Γ|. Similarly, a high probability event has probability 1 − (1/|Γ| ω(1) ).
2.
A high level view of the filter. The running times given below are not sample complexities (which count only the number of values of f that are seen) but account for all the computation done.
The first component of the filter is a function Sift, which takes as input a point x ∈ [n] d and returns accept or reject. We define the subsets Accepted and Rejected of [n] d in the natural way. Given a function f on [n] d , we say that a subset S ⊆ [n] d is f -admissible if the restriction of f to S is monotone. The function Sift satisfies the following: S1: Accepted is f -admissible. S2: With high probability,
. The second part of the filter is a function Rep that takes as input a point x ∈ [n] d and (using the subroutine Sift) returns a set Rep(x) of representative points for x. This subroutine satisfies the following:
B1: Every point in Rep(x) is less than or equal to x. B2: Rep(x) ⊆ Accepted . B3: For all x, y with x ≤ y, for each z ∈ Rep(x) there is a point z ∈ Rep(y) such that z ≤ z .
B4: With high probability, the number of non-lower-boundary points x for which
Let us see that properties [S1]-[S3] and [B1]-[B5] ensure that the filter has the required properties (conditions (1)- (4) in section 1.2). To see that g is monotone, let x ≤ y. If g(x) = 0, then g(x) ≤ g(y). So let us assume that g(x) > 0. By the definition of g, g(
We now provide an upper bound on the number of points for which g(x) = f (x). Note that x ∈ Rep(x) or x on the lower boundary implies g(x) = f (x). By [B4], the number of points with g( 3. The one-dimensional case. The details of the functions Sift and Rep are considerably simpler for the one-dimensional case, so we begin with that. We need some definitions.
The set
For subset J, interval I, and point x we define the following:
• min(J) denotes the least element of J.
• max(J) denotes the greatest element of J.
• Span(J) is the unique smallest interval containing J, i.e., the interval [min(J), max(J)].
• If min(I) = 1, we say I is left-extreme, and if max(I) = n, we say I is right-extreme.
• I is right of x if min(I) ≥ x.
• We say I is near to x if x ∈ I − {min(I), max(I)} and |Span(I ∪ x)| < 2|I|.
• I is left-near (resp., right-near) to x if it is left (resp., right) of x and near to x. Observe that if I is near to x, then since x ∈ I − {min(I), max(I)} I is either left-near or right-near to x. Our filter makes use of a carefully chosen set I of intervals of n. As stated earlier, we assume n = 2 k for some integer k. For integers i ≥ 1 and j ≥ 0, we define the interval
The set {I 
We define a directed acyclic graph (DAG) D with vertex set I and edge set consisting of pairs (I, J), where J ⊆ I and |I| = 2|J|. The DAG D has log n levels and 2n − log n − 2 vertices (n/2
is the unique interval of in-degree 0 and is called the root of D, and the intervals in level 1 (those having size 2) have out-degree 0 and are called leaves. Figure 1 shows the first three levels of the DAG D (with edges pointing downwards). We also show the intervals of each level. The root level has a single interval, which is the whole domain. The next level has three overlapping intervals of the same size, and the third level has seven overlapping intervals.
Suppose I and J are intervals and there is an edge from I to J. We say that I is a parent of J and J is a child of I. We must have |I| = 2|J|. Furthermore, parent-child relationships fall into three categories:
• min(I) = min(J). Here we say that J is the left child of I and I is the right parent of J.
• max(I) = max(J). Here we say that J is the right child of I and I is the left parent of J.
• min(J) = min(I) + |J|/2 and max(J) = max(I) − |J|/2. Here we say that J is the central child of I and I is the central parent of J. Every interval at level i ≥ 2 has exactly three children: one left child, one central child, and one right child.
Every nonroot interval I has either one or two parents. If I is an odd interval, then it has one parent, and that parent is a central parent. If I is an even interval and neither left-extreme nor right-extreme, then it has one left parent and one right parent. If I is left-extreme, it has only a right parent, and if it is right-extreme, it has only a left parent.
It is easy to see that I has O(n) intervals. The family I was chosen to satisfy certain properties which we now state and prove:
I1: Every interval in I has size 2 i for some 1 ≤ i ≤ k. I2: For each x ∈ [n] and j ∈ [log n] there are at most two intervals in I of size 2 j that are left-near and at most two intervals of size 2 j that are right-near to x. Thus, there are at most 2 log n intervals of I that are left-near to x and at most 2 log n intervals that are right-near to x. I3: For any two points x < y, there exists an interval I ∈ I such that I ⊆ [x, y] and I is near to both x and y. I4: For each interval I ∈ I that is not right-extreme, there is a unique interval called the nonleft parent of I, denoted N onLef tP ar(I), that satisfies the following:
• max(I) < max(N onLef tP ar(I)). Thus, from I there is a unique sequence I = I 1 , I 2 , . . . , I r , called the nonleft path from I such that for 1 ≤ j ≤ r − 1, I j+1 is the nonleft parent of I j and I r is right-extreme. The intervals on the nonleft path from I (including I itself) are the nonleft ancestors of I. I5: If J = I is a nonleft ancestor of I, then I is disjoint from Upper (J) where Upper (J) denotes the rightmost |J|/4 points of J (which is well defined since |J| ≥ 4 is a power of 2). I6: If I is to the left of x, then some nonleft ancestor of I (possibly I itself) is left-near to x. 
. Then I 1 belongs to I and is right-near to x, and left of y, since y ≥ x + 2 i ≥ w + 1 + 2 i−1 . If I 1 is left-near to y, we are done. Suppose I 1 is not left-near to y. Then y ≥ max(I 1 ) + |I 1 | = max(I 2 ) so I 2 is left of y and I 2 ∈ I. Since
+ |I 2 |, and thus I 2 is left-near to y.
For [I4], suppose that I is not right-extreme. If I is odd, it has one parent, its central parent, which satisfies the three stated conditions. If I is even, then its right parent satisfies the three conditions. For [I5], suppose I has size 2 i and J is N onLef tP ar(I). Since max(J) = max(I) + 2 i−1 and J has size 2 i+1 , Upper (J) is disjoint from I. Applying this argument repeatedly along the nonleft path from I, we get that Upper (J) is disjoint from I for any nonleft ancestor J.
For [I6], let J be the largest nonleft ancestor of I such that max(J) ≤ x. If J is right-extreme, then x = n is the right endpoint of J so J is near to x. Otherwise, x < max(K) where K is the nonleft parent of J, and so Span(J ∪ x) is a proper subset of K and has size at most |K| − 1 = 2|J| − 1, so J is left-near to x.
3.2.
Sift and Rep in one dimension. We are now ready to describe Sift and Rep. As explained in section 2, this is enough to completely specify our filter.
The filter takes as input a random seed, which consists of 2t log n bits, where t = c(log n) 2 for some sufficiently large constant c. (The particular choice of t is important in the proofs of Lemma 4.1 and 4.3.) We interpret the random seed as a pair of sequences (s(1), . . . , s(t)) and (r(1), . . . , r(t)) with elements from [n] .
We use the random seed to define procedures Sample 1 and Sample 2 each taking as input an interval I from I and returning a sequence of elements from I of length min(|I|, t). We first define Sample which takes an interval I and a sequence w = (w(1), . . . , w(m)) with integer entries.
Sample(I, w) outputs a sequence of length min(|I|, |w|) with entries from I. If |w| ≥ |I|, then Sample(I, w) has length |I| and is the sequence of elements of I in increasing order. If |w| < |I|, then Sample(I, w) has length |w| and has ith entry w(i)mod I, which is defined to be the unique member m of I such that w(i) − m is divisible by |I|. Effectively, we choose |w| elements from I (with replacement) uniformly at random.
Sample 1 (I) is defined to be Sample(I, s). Sample 2 (I) is defined to be Sample(I, r). Let us define a violation to be a pair (x, y) such that x < y and f (x) > f (y). We also say x is a violation with y (and vice versa).
Sift(x): Reject x if there is an I ∈ I that is near to x, such that at least half of the elements of Sample 1 (I) are in violation with x; otherwise accept x.
Recall that Accepted (resp., Rejected ) denotes the subset of [n] accepted (resp., rejected) by Sift. The function Rep(x) returns a subset of Accepted , each of whose members is less than or equal to x. It makes use of two procedures that take as input an interval I. The procedure Refine returns a subset of Sample 2 (I), and the procedure Unsafe(I) classifies the interval I as Unsafe or Safe. The definitions of Refine and Unsafe are recursively intertwined. The base case is the case that I is right-extreme. The value of Unsafe(I) is defined based on the set Refine(I). The set Refine(I), for I not right-extreme, is defined based on the value of Unsafe(J), where J is the nonleft parent of I.
Refine(I): If I is right-extreme, or if the nonleft parent of I is Safe, then Refine(I) consists of all points of Sample 2 (I) that are accepted by Sift. Otherwise (i.e., if the nonleft parent of I is Unsafe), Refine(I) = ∅.
Unsafe(I): Classify I as Unsafe if no point of Refine(J) ∩ Upper (J) is accepted by Sift; otherwise classify I as Safe.
Rep(x): This returns the union of Refine(I) over all intervals I that are left-near to x.
The above description of Refine and Unsafe is recursive; here is an alternative iterative implementation. In what follows, when we say that the algorithm computes S ∩ Accepted for some set S, we mean that the algorithm applies Sift to each element of S and returns the subset of S that is accepted by Sift. To evaluate Refine(I) and Unsafe(I) consider the nonleft path I = I 1 , I 2 , . . . , I r , where I r is right-extreme. Then Refine(I r ) = Sample 2 (I r ) ∩ Accepted and I r is Unsafe if Refine(I r ) ∩ Upper (I r ) = ∅. For j < r, having determined whether I j+1 is Unsafe, we set Refine(I j ) = ∅ if I j+1 is Unsafe and to be Sample 2 (I j ) ∩ Accepted otherwise. Also we declare I j to be Unsafe if no points of Refine(I j ) ∩ Upper (I j ) are accepted by Sift and to be Safe otherwise. [S1]: Suppose x, y is a violation with x < y. By property [I3], there is an I ∈ I with I ⊆ [x, y] that is near to both x and y. Since x, y is a violation, for each z ∈ I ⊆ [x, y], z is in violation with at least one of x and y. Therefore one of x and y is in violation with at least half the elements of Sample 1 (I), and so x will be rejected by Sift. Note that this is true with probability 1.
[S2]: We say Sample 1 fails for (x, I), where x ∈ [n] and I is near to x, if x is in violation with fewer than 0.4|I| elements of I but is in violation with at least half the elements of Sample 1 (I). We say that Sample 1 fails if there is an x ∈ [n] and I near to x such that Sample 1 fails for x and I.
Lemma 4.1. The probability that Sample 1 fails is e −Ω(t) n log n = n −ω(1) . Proof. Fix (x, I) and consider the event that Sample 1 fails for (x, I). If |I| < t, then the fraction of points of Sample 1 (I) that are in violation with x is equal to the fraction of points of I that are in violation with x, and so Sample 1 must succeed for (x, I). If |I| > t, then Sample 1 (I) is a sequence of length t, whose elements are independently and uniformly chosen from I. Thus the number of elements in Sample 1 (I) that are in violation with x is binomially distributed with parameter at most 0.4. By standard tail estimates for the binomial distribution (such as the Chernoff bound), the probability that the fraction of points in Sample 1 (I) in violation with x is at least 0.5 is e −Ω(t) . By [I2] there are at most 4n log n pairs (x, I) with I near to x. By a union bound, the probability that Sample 1 fails is at most the sum over all such pairs of the probability that Sample 1 fails for (x, I). Thus, we get an upper bound of 4n log ne −Ω(t) , which is n −ω(1) for t = c(log n) 2 , as chosen at the beginning of section 3.2.
We now show that if Sample 1 does not fail, then Sift rejects at most 10ε f n points. Let Q be a set of minimum size such that [n] − Q is f -admissible; thus
We claim that every rejected point x belongs to an interval J x (not necessarily in I) that contains at least 0.2|J x | points of Q. Suppose x is rejected. If x ∈ Q, we can take J x = {x}. Suppose x ∈ Q. Since x is rejected, there is an interval I near to x such that x is in violation with at least half the points of Sample 1 (I). Since Sample 1 does not fail, x is in violation with at least 0.4|I| points of I. Since [n] − Q is f -admissible, x can only be in violation with points of Q, so |I ∩ Q| ≥ 0.4|I|. Let J x = Span(I ∪x); since I is near to x, |J x | ≤ 2|I| which implies that |J x ∩Q| ≥ 0.2|J x |.
If S, I are sets and θ ∈ [0, 1], we say that S is θ-dense in I if |S ∩ I| ≥ θ|I|. Lemma 4.2. Let S ⊆ [n] and θ > 0 be a real number. Let C be any family of intervals such that S is θ-dense in each member of C. Then | I∈C I| ≤ 2 θ |S|. Proof. We may assume without loss of generality that no subcollection of C has the same union as C; otherwise we replace C by the subcollection. There can't be three intervals that cover the same element z, since then one of them is in the union of the other two and can be omitted.
Then (with all sums and unions taken over I ∈ C) we have
as required to prove the lemma. Applying this lemma to the collection {J x : x ∈ Rejected } with S = Q and θ = 0.2 we conclude that
to complete the proof of [S2].
[S3]: Computing Sift(x) involves examining at most 4 log n intervals near to x. For each such interval I, one must look at the at most c(log n) 2 points of Sample 1 (I) to see if it is a violation. The overall running time is O((log n)
3 ). [B1-B2]: By definition of the algorithm, Rep(x) ⊆ Accepted and includes only points that lie in intervals that are left-near to x.
[B3]: Let x, y be arbitrary points in [n] with x ≤ y and let z ∈ Rep(x). We must show that there is a z ∈ Rep(y) with z ≤ z . Since z ∈ Rep(x), there is an interval I that is left-near to x such that z ∈ Refine(I).
Let I = I 1 , I 2 , . . . , I w be the nonleft path from I. We claim that I i is safe for all i ∈ [2, w]. Suppose not, and let j be the least index in [2, w] such that I j is Unsafe. Then Refine(I j−1 ) = ∅, so I j−1 is Unsafe, and so by the choice of j, j = 2. But then Refine(I 1 ) = ∅ contradicts that z ∈ Refine(I).
By [I6], for some r ∈ [w], I r is left-near to y. If r = 1, we have z ∈ Refine(I r ) ⊆ Rep(y), so we can take z = z. Otherwise, from above we have I r is Safe and so Refine(I r ) ∩ Upper (I r ) is nonempty. By [I5], Upper (I r ) is disjoint from (and necessarily to the right of) I, and so we can take z to be any point of Refine(I r ) ∩ Upper (I r ).
[B4]: We bound the number of non-lower-boundary points for which x / ∈ Rep(x). We say that Sample 2 fails for interval I if at least half the points of Upper (I) are accepted by Sift, but no points in Sample 2 (I) ∩ Upper (I) are accepted by Sift. Otherwise, we say that Sample 2 succeeds for I, which means that if at least |I|/8 points of Upper (I) are accepted by Sift, then Sift(Sample 2 (I) ∩ Upper (I)) = ∅.
We say that Sample 2 succeeds if it succeeds for all intervals I ∈ I of size at least 4, and that Sample 2 fails otherwise.
We will shortly prove that Sample 2 succeeds with high probability. Assuming that Sample 2 succeeds, we show that the number of non-lower-boundary points
has probability at least 1/8 of being in Upper (I) ∩ Accepted . Therefore, the probability that no points of Sample 2 (I) are in Upper (I) ∩ Accepted is at most (7/8) t . Taking a union bound over all intervals in I yields an upper bound of O(n log n)(7/8)
on the probability that Sample 2 fails. Then, for each point in Sample 2 (I), the probability that it is one of the points in Upper (I) accepted by Sift is at least 1/8. By the independence of the samples in Sample 2 (I), we can apply a multiplicative Chernoff bound to show that Pr[Sift(Sample 2 (I) ∩ Upper (I)) = φ] = 2
−Ω(t) . A union bound over all intervals and points completes the proof.
[B5]: The running time of Rep is bounded as follows. For any x, there are at most 2 log n intervals I (at most two on each level) that are left-near to x. For each such I, we compute Refine(I) which involves computing Sample 2 (J) for each of the at most log n nonleft ancestors J of I and calling Sift for each of the points in Sample 2 (J). Since the size of Sample 2 (J) is t = O(log 2 n), the running time of Rep is at most the cost of O((log n) 4 ) calls to Sift. (The exponent of log n can probably be improved.)
This completes the description and proof of correctness for the filter in the onedimensional case.
Remark (partial functions). The algorithms for the one-dimensional case extend to partial functions f , in which for some points x, f (x) is unassigned. We define ε f for partial functions f to be the minimum fraction of points that must be changed or assigned to make f a monotone total function. We extend the definition of a violation to say that x, y is a violation if either f (x) or f (y) is unassigned or x < y and f (x) > f (y). With these definitions, it is easy to see that Sift will reject all x such that f (x) is unassigned, and that the proofs that Sift and Rep satisfy the needed properties go through as above. This generalization will be needed for the definition of the multidimensional version of Sift in section 5.4.
5.
A filter for multidimensional data. A 
Intuition for the multidimensional filter. It is easy to see that a (total) function f on [n]
d is monotone if and only if it is monotone along every line; that is, if there is a violation, then there is a violation where both points lie on a common r-line for some r. Given that we already have a one-dimensional filter, it is natural to try a multidimensional filter based on recursion or induction, with the one-dimensional filter as the base case. For example, one can try the following approach: apply the one-dimensional filter separately to each line in direction 1. The ensures that there are no violations on any 1-line. Then apply the one-dimensional filter separately to each line in direction 2, then to each line in direction 3, etc. The hope is that when we work on one direction we do not disrupt the monotonicity of lines in the directions previously processed. Unfortunately this is not true. Another inductive approach would be to assume that we have a filter for dimension d − 1 and construct one for dimension d. We were unable to make these ideas work.
We turn to the general approach based on Sift and Rep as outlined in section 2. For Sift, whose goal is to identify the points whose function values are to be changed without determining the new values, it turns out that a recursive approach based on the one-dimensional Sift does work. This approach is based on that used in [2, 3] . We define Sift 1 , Sift 2 , . . . , Sift d , where Sift j is defined recursively from Sift j−1 and has the property that the set Rejected j of points rejected by Sift j contains one point from any violation x, y whose points differ only in their first j coordinates. Having defined Sift j−1 , let f j be the partial function which agrees with f on Accepted j and is unassigned on Rejected j . Sift j is obtained by applying the one-dimensional Sift to the partial function f j−1 (see the remark at the end of section 4) separately along each j-line.
The d-dimensional version of Rep is not inductive, but is obtained by generalizing the one-dimensional approach. The family I of intervals is replaced by the family B of d-dimensional boxes of the form B = B 1 × · · · × B d , where each B j ∈ I. The notion of a box being left-near to a point is obtained as a straightforward generalization of the one-dimensional notion. For each box B, we construct a small subset Refine(B) and take Rep(x) to be the union of Refine(B) over all boxes B that are left-near to x.
To define Refine(B), we start with a random sample BoxSample(B) of points in B, as in the one-dimensional case. For a subtle technical reason (Observation 5.1), BoxSample(B) is not a sequence of points chosen uniformly at random from B. Instead, it is obtained by taking small random samples from each of the intervals B 1 , B 2 , . . . , B d and then taking the Cartesian products of these samples.
Recall that in the one-dimensional case we classifed intervals as Safe or Unsafe and defined Refine(B) to be Sample(B) ∩ Accepted if its nonleft parent was Safe and to be the empty set otherwise. The purpose of this was to avoid the violation of condition [B3]. In the d-dimensional case there is a straightforward generalization of the notions of the nonleft parent of a box (where a box may have one nonleft parent in each direction). Based on the one-dimensional case, one can define Refine(B) to be BoxSample(B) ∩ Accepted or ∅ depending on whether all nonleft parents are Safe for some appropriate generalization of Safe. However, it seems that any generalization of Safe to boxes that declares enough points Unsafe so as to ensure that [B3] holds would result in discarding too many points when evaluating Refine(x), thus violating [B4].
So we need a more careful definition of Refine(B), one that discards many fewer points from BoxSample(B). This is the main complication in the algorithm and proof compared to the one-dimensional case. Safety is no longer just a Yes-No property of boxes. Instead UnsafeLines(B) returns a set of lines that meet B and are, in a precise sense, unsafe for B. The definitions of Refine(B) and UnsafeLines(B) are inductively intertwined: Refine(B) is obtained by removing from BoxSample(B) ∩ Accepted all points that lie on lines L that are unsafe for some nonleft parent of B.
Then the lines that are unsafe for B are determined based on Refine(B).
This somewhat complicated definition is intended to ensure that Rep satisfies [B3], while avoiding removing too many points. Verifying [B4], turns out to be the hardest part, which we'll discuss further when we get to it.
The family B of boxes.
Before describing the function Rep, we need some additional definitions.
We consider the set B = B(k) d to be the set of all boxes of the form B = B 1 ×· · ·× B d where each B j ∈ I(k) (where I(k) was defined in section 3.1). For each r ∈ [d], we define an equivalence relation on B: for B, C ∈ B, B ∼ r C if B j = C j for all j = r. For each ∼ r -equivalence class C, the mapping taking B ∈ C to B r is a bijection between C and I(k).
We define a DAG ∆ = ∆ d (k) on vertex set B as follows: B −→ C in ∆, if and only if for some r ∈ [d], B ∼ r C and B r −→ C r in the DAG D defined on I in the one-dimensional case. In this case we say that B is an r-parent of C. We adapt the terminology from the one-dimensional case. If B is an r-parent of C, we say that C is the (left, right, central) r-child of B if C r is the (left, right, central) child of B r , and we say that B is the (left, right, central, nonleft) r-parent of C if B r is the (left, right, central, nonleft) parent of C r . Note that each box has at most one nonleft r-parent for each r.
For a point x and box B we say that B is to the left of x if for each j ∈ [d], B j is to the left of x j . We say that B is left-near to x if for each j ∈ [d], B j is left-near to x j .
We say that a box C is a nonleft ancestor of B if for each j ∈ [d], C j is a nonleft ancestor of B j with respect to the one-dimensional DAG D. Between C and B there is at least one path C = C 1 , C 2 , . . . , C w = B, where for j ∈ [w − 1], C j+1 is a nonleft parent of C j . The number of nonleft ancestors of B is (log n) O(d) , since any interval in I has at most O(log n) nonleft ancestors.
Sift and Rep for d dimensions. We now specify the functions Sift and
Rep for the d-dimensional case. As described in section 2, this is enough to complete the description of the filter.
The random seed consists of 2dt log n bits, where t = cd(log n) 2 for some sufficiently large constant c (independent of n and d). each taking as input an interval I from I and returning a sequence of elements from I of length min(|I|, t). We use the same procedure Sample as in the one-dimensional case, which takes an interval I and a sequence w with integer entries. Sample(I, w) outputs a sequence of length min(|I|, |w|) with entries from I. If |w| ≥ |I|, then Sample(I, w) has length |I| and is the sequence of elements of I in increasing order. If |w| < |I|, then Sample(I, w) has length |w| and has ith entry w(i)mod I.
is defined to be Sample(I, r j ). Our multidimensional Sift will use the one-dimensional Sift as a subroutine. To distinguish them, we will rename the one-dimensional version as OneDimSift. Recall that OneDimSift has an explicit parameter x ∈ [n] but also depends implicitly on the function f and on the interval sampling function Sample 1 . It will be convenient now to make this dependence explicit using the notation OneDimSift(x; f, Sample 1 ). Recall from the remark at the end of section 4 that the analysis of Sift applies to partial functions.
We now define a procedure Linesift based on OneDimSift. Linesift takes parameters (x, j; h), where d . For j ∈ {1, . . . , d}, f j (x) is f (x) if Sift j−1 accepts x and is unassigned otherwise. Sift j (x) is equal to Linesift(x, j; f j ). Finally, Sift is taken to be Sift d . The proof that Sift satisfies [S1-S3] does not rely on the description of the rest of the filter, and the reader may prefer to read those proofs (given in section 5.5) before continuing with the specification of the function Rep.
To specify the function Rep, we will need to define several functions that take as
The first three functions use the previously defined interval sampling functions Sample d that pass through a point of Sample 2 (B). We note a simple yet important fact. Observation 5.1. Let P be the j-parent of box B. If L is a j-line in SampleLines(B), then L ∈ SampleLines(P ).
Proof. This is a direct consequence of choosing BoxSample(B) to be a Cartesian product. The j-line L contains a point x in BoxSample(B). The j-line L is specified by values x r for all r = j. For r = j, we have that B r = P r . This implies Sample r 2 (B r ) = Sample r 2 (P r ). By the product structure of BoxSample, there is a point in BoxSample(P ) that shares all but its j-coordinate with x. Since L is a j-line it also passes through this point. Hence, L ∈ SampleLines(P ).
We now provide a concise recursive definition of Refine(B) using the auxiliary functions UnsafeLines(B) and DeletedLines(B) which each output a set of lines, and DeletedPoints(B) which outputs a set of points. Refer to Figure 2 . Following the recursive definition, we describe a more efficient iterative implementation of Refine(B).
DeletedLines(B): This is the union of UnsafeLines(P ) over all nonleft parents P of B.
DeletedPoints ( Observation 5.2. Let P be a nonleft parent of box B and L ∈ SampleLines(B).
Proof. Assume L ∈ UnsafeLines(P ). Then L ⊆ DeletedPoints(B), so L ∩ Refine(B) = ∅, and so L ∈ UnsafeLines(B).
To evaluate Refine(B), we first generate the (log n) O(d) nonleft ancestors of B. Considering each nonleft ancestor A in nondecreasing order by size, we evaluate DeletedPoints(A), Refine(A), and UnsafeLines(A). Note that for a maximal nonleft ancestor A of B, DeletedPoints(A) = ∅, since A has no nonleft parents.
Finally we define Rep(x). Rep(x): This returns the union of Refine(B) over all boxes B that are left-near to x.
Proof that Sift satisfies [S1-S3].
This proof is similar to proofs appearing in [2, 3] . Let Accepted j (resp., Rejected j ) be the set of points accepted (resp., rejected) by Sift j . Let C j be the partition of [n] d into n d−j classes, where points are assigned to classes according to their last d − j coordinates.
[S1]: We prove by induction that for each j ∈ [d] and for each C ∈ C j , C ∩ Accepted j is f -admissible. The case j = d then gives [S1]. For the base case j = 1, C 1 is the set of lines in direction 1. For C ∈ C 1 , the f -monotonicity of C ∩ Accepted 1 follows from the fact that OneDimSift satisfies [S1].
Assume j ≥ 2 and that the lemma is true for j − 1. Let C ∈ C j ; we want to show that C ∩ Accepted j is f -admissible. Consider y, z ∈ C with y < z and f (y) > f (z ); we want to show that at least one of them is not in Accepted j . This is clear if either one is in Rejected j−1 , so we may assume that y and z are both in Accepted j−1 .
Let L be the j-line through y and L be the j-line through z (possibly L = L ). For an arbitrary x ∈ L, let x ∈ L be the point such that x j = x j . We denote by z the point of L such that z j = z j , and by y the point of L such that y j = y j . See We now claim that with respect to the function f j , for each w ∈ S[L], either (y, w) is a violation or (w , z ) is a violation (see Figure 3) .
, since Sample uses the same random seed to generate points in L and L .) The claim is clear if either w or w belongs to Rejected j−1 (since then it is unassigned in f j ), so assume that w and w are both in Accepted j−1 . We have w ≤ w , and w and w differ only in the first (j − 1)-coordinates (and thus belong to the same class of C j−1 ). By the induction hypothesis, f (w) ≤ f (w ). Since f (y) > f (z ), we must have f (y) > f (w) (and therefore (y, w) is a violation) or f (w ) > f (z ) (and therefore (z , w ) is a violation).
It follows that, with respect to f j , either y is in violation with at least half the points of S[L] or z is in violation with at least half the points of S[L ], which implies that one of them is rejected by Sift j and establishes [S1].
[S2]: For each j ∈ [d] we define a failure condition F j for Sift j . We show that for
and (2) if none of the conditions F 1 , . . . , F j hold, then |Rejected j | ≤ 1 9 (10 j+1 − 10)ε f n. The failure condition F j is defined as follows: along some line in direction j, there is an interval I ∈ I[L] and a point x ∈ L such that (i) I is near to x, (ii) with respect to the partial function f j , x is in violation with fewer than 0.4|I| elements of I, and (iii) with respect to f j , x is in violation with at least half the elements of Sample j 1 (I). For a given j-line L, this is the same failure condition that arose in the analysis of [S2] for the one-dimensional case. We observed that this can happen only if |I| > t and the probability of failure is O(e −γt n log n) for some constant γ > 0 (Lemma 4.1). If we take t = Cd(log n) 2 (for a suitable constant C), then this probability is n −Cγd log n . If we multiply by the number of lines n d and the number of pairs (x, I) on each line, the result is still n −ω(d) . So now assume that none of the failure conditions hold. For j ∈ [d], let ε j be the distance of f j from monotonicity. Thus ε 1 is just ε f . Claim 5.3. If none of the failure conditions hold, then for each j ≥ 1,
Given the claim, an easy induction shows that
Rejected j is obtained by applying OneDimSift to each j-line L with respect to the function f j . By [S2] for OneDimSift, for any j-line L, we get
where f j [L] is the restriction of f j to L. Let g j be a monotone function on [n] d of distance ε j from f j . Summing the previous inequality over all j-lines L, we get
[C2(j)]: Let g be a monotone function at distance ε f from f . Since f j+1 is obtained from f by unassigning values for x ∈ Rejected j , the distance of f j+1 from g is at most n −d |Rejected j | + ε 1 . [S3]: Let T j be the maximum time needed to evaluate Sift j (x) and let U j be the maximum time to evaluate f j (x).
Claim 5.4. For each j ≥ 1, T1(j). T j ≤ c 1 (log n) c2 U j for some constants c 1 and c 2 . T2(j). U j+1 ≤ T j + c 3 for some constant c 3 . This claim together with a simple induction yields an upper bound on T j of the form (log n) O(j) , as required. To see [T1(j)], we observe that Sift j (x) is just OneDimSift applied to f j restricted to the 1-line containing x, and so the timing analysis of Sift j (x) applies to get a bound of c 1 ((log n) c2 ) steps where a step may be an evaluation of f j (which takes time at most U j ).
To see [T2(j)], we note that evaluating f j+1 (x) involves evaluating Sift j (x) and an additive constant overhead. , that for all points in y ∈ Rep(x), y ≤ x, and y ∈ Accepted , are immediate from the definition of Rep(x).
Verification that
[B5]: We bound the running time of Rep. The number of boxes that are left-near to x is (log n) O(d) . For each such box B we need to compute Refine(B). For this, we compute Refine(C) and UnsafeLines(C) for each of the at most (log n)
nonleft ancestors C of B (considering them in nonincreasing order of size). For each such C, to compute Refine(C) and UnsafeLines(C) we look at each of the at most (log n) O(d) points y ∈ Sample 2 (C), apply Sift (which takes time (log n) O(d) ), and test whether y belongs to one of the at most (log n) O(d) lines in UnsafeLines(C ) for one of the at most d nonleft parents C of C. The overall running time is therefore (log n) O(d) .
[B3]: Let x, y be arbitrary points in [n] d with x ≤ y and let z ∈ Rep(x). We must show that there is a z ∈ Rep(y) with z ≤ z . It suffices to consider the case that x and y differ only in one coordinate, say, coordinate j, since the general case will then follow by an easy induction on the number of coordinates in which x and y differ. Let L be the j-line containing z.
Since z ∈ Rep(x), there is a box B = B 1 × · · · × B d , B ∈ B with z ∈ Refine(B), such that B is left-near to x. This implies that for each h ∈ [d] the interval B h is left-near to x h . Let B = C 1 , . . . , C w be the sequence of boxes where for each i ∈ [w − 1], C i+1 is the nonleft j-parent of C i . This is equivalent to the condition that the sequence of (one-dimensional) intervals B j = C r is left-near to y. If r = 1, we have z ∈ Refine(C 1 ) ⊆ Rep(y) so we can take z = z. So we may assume that r ≥ 2.
We claim that Refine(
is disjoint from (and necessarily to the right of) B j ∩ L.
gives a point in Rep(y) that is greater than z.
It remains to show that
. Hence L ⊆ DeletedPoints(C 1 ) and so Refine(C 1 ) ∩ L = ∅. This contradicts that z ∈ Refine(C 1 ) ∩ L, completing the proof.
Proof that Rep satisfies [B4]. Let us define Excluded
We want an upper bound on |Excluded | as a multiple of |Rejected | that holds with high probability.
Recall that the random seed of the filter consists of strings s 1 , . . . , s d and r 1 , . . . , r d . The set Rejected is determined once we fix the strings s 1 , . . . , s d . The analysis of Sift showed that with high probability the strings are such that we could bound the size of Rejected from above. The analysis in this section holds for any fixed s 1 , . . . , s d , whether or not the resulting set Rejected satisfies the bounds specified by [S2]. Here we are not concerned with the size of Rejected , only with the ratio |Excluded |/|Rejected |. All probability statements are made with respect to the choice of r 1 , . . . , r d . We will proceed by constructing a chain of set inclusions that begins with Excluded and ends with a set whose size we can readily bound as a multiple of |Rejected |. Only one of these inclusions will involve a probabilistic statement; all of the others will hold unconditionally.
We now define the final set in the chain of containments. Recall that for θ We will show that with high probability (over the choice of the random strings r 1 , . . . , r d ):
We will define a suitable function Refine mapping each box B to a set Refine (B) ⊆ B, and a subset of boxes called BadBoxes. Using these, we will build a chain of inclusions that will allow us to prove (5.1).
The first part of this chain is easy. Suppose y ∈ Excluded . By definition of Excluded , y ∈ Rep(y). Since A(y) is left-near y, the definition of Rep(y) implies that y ∈ Refine(A(y)), so y ∈ A(y) − Refine(A(y)). Therefore,
5.7.1. The function Refine . Next we define for each box B a function Refine (B) which is similar to Refine(B) but whose definition does not involve any randomness (except for the randomness used in defining Sift, which we already fixed). We will show in this section that with high probability, for all x ∈ [2, n] d , Refine (A(x)) ⊆ Refine (A(x) ). This implies that with high probability the next part of the chain holds:
The definition of Refine involved six functions taking as argument a box B. The first of these was BoxSample(B) which returns a small sample product subset of B. The remaining 5 functions all depended on BoxSample. We now define variants of these 5 functions that are defined by considering all points in B rather than just BoxSample(B).
SampleLines Recall that for UnsafeLines(B) is the set of lines L ∈ SampleLines(B) for which Refine(B) ∩ Upper (L ∩ B) is empty, so the definition of UnsafeLines (B) is not directly analogous to the definition of UnsafeLines(B). Intuitively, it is "easier" for a line to be in UnsafeLines (B) than in UnsafeLines(B), and this will be crucial in proving that Refine (A(x)) ⊆ Refine(A(x)) with high probability. We now proceed with this proof.
We say that Rep succeeds if for all boxes B, UnsafeLines(B) ⊆ UnsafeLines (B). Lemma 5.6. The probability that Rep fails is at most n O(d) 2 −Ω(t) . We remind the reader that we consider s 1 , . . . , s d as fixed, and this probability statement is made with respect to the choice of r Let z be an arbitrary point in BoxSample(B) ∩ Upper (L ∩ B) as illustrated in Figure 4 . It suffices to show that z ∈ Refine (B). This is clear if z ∈ Rejected , so assume z ∈ Accepted . Since L ∈ UnsafeLines(B), Refine(B) ∩ Upper (B ∩ L) = ∅, implying z ∈ Refine(B). But since z ∈ BoxSample(B) ∩ Accepted , we must have z ∈ DeletedPoints(B), which implies that there is a line K (possibly L) containing z and a nonleft parent P of B such that K ∈ UnsafeLines(P ). The parent P may extend B along the line K, or line L, or in a direction orthogonal to both of these. The argument is the same for all these cases. In Figure 4 , we have depicted one such situation. By the maximality of B, K ∈ UnsafeLines (P ) which implies z ∈ K ⊆ DeletedPoints (B) and hence z ∈ Refine (B), as required to prove the claim.
By Claim 5.7, (B) consists of t independent choices from B j and the probability that they all miss H j is at most (7/8) t , where t is the length of r j as specified at the beginning of section 5.4. The number of relevant pairs is at most the number of lines (which is dn
. By a union bound, the probability that Rep fails is at most n O(d) (7/8) t which is n −ω(d) for the specified t. Proof. For each j ∈ Type(A) we have A j = C j and A j ∩B j = B j . For j ∈ Type(A), A j is a singleton belonging to B j (since A ∩ B = ∅), in which case A j ∩ B j = A j . Therefore A ∩ B is a restriction of B whose type is Type(A).
Box A is a j-slice of B if it is a restriction of B by the set {j}. Observe that B has exactly |B j | j-slices, and they partition B.
BadBoxes is a subset of B * defined inductively as follows. Consider boxes in increasing order of rank, and for boxes of the same rank, in decreasing order of size. A box of rank 0, which contains a single point, is in BadBoxes if the point belongs to Rejected . For a box B of rank at least 1, B is put in BadBoxes if either of the following hold:
1. Some box B that contains B and has the same type as B belongs to BadBoxes.
(Note that B is considered before B, since B has the same rank as B and is larger than B.) 2. For some j ∈ Type(B), at least |B j |/2 d+2 of the j-slices of B belong to BadBoxes. (Note that each such slice has lower rank than B and so is considered before B.) (Refer to Proof. We prove by (reverse) induction on the box size. Let B be the largest box (the whole domain). If x / ∈ Refine (B), then x ∈ Rejected . We can choose W = {x}. Now suppose (by the induction hypothesis) that the lemma holds for all boxes larger than B. Let x ∈ B − Refine (B). Again, if x ∈ Rejected , then we can choose W = {x}.
So assume x ∈ Accepted . Since x ∈ B − Refine (B), there is a parent P of B and line L ∈ UnsafeLines (P ) with x ∈ P ∩ L. Let j be the direction of L. Recall that this implies that P i = B i for all i = j and B j ⊂ P j . We now give a claim that will immediately imply the lemma. Proof of Claim 5.11. Let S = L∩(P −Refine (P )). Since L ∈ UnsafeLines (P ), |S| ≥ |L ∩ P |/8 = |P j |/8. In Figure 6 , the square points indicate the points of S. By the induction hypothesis (for Lemma 5.10), for each y ∈ S, there is a restriction D(y) of P such that y ∈ D(y) and D(y) ∈ BadBoxes. Let J(y) = Type(D(y)). Case 1. There exists a y ∈ S such that j ∈ J(y). Since D(y) j = P j , and x and y differ only on coordinate j, we have x ∈ D(y). So D(y) satisfies the claim. (See Figure 6. ) Case 2. For all y ∈ S, j ∈ J(y). For each y ∈ S, J(y) is one of the 2 d−1 nonempty subsets of [d] − j. See Figure 7 . By the pigeonhole principle, we may choose S * ⊆ S and Figure 8 . Then D is a restriction of P that contains x. Furthermore each of the boxes D(y) for y ∈ S * is a j-slice of D (obtained by restricting the jth coordinate to y j ). Thus D has at least |S * | ≥ |D j |/2 d+2 j-slices that belong to BadBoxes and so, by definition, is in BadBoxes. This completes the proof of the claim and the lemma.
The final containment.
We complete the chain of containments by proving that for θ = 1/2 d+2 (5.5)
For convenience, let us denote the set Rejected by S. We need to prove that for any B ∈ BadBoxes, B ⊆ Υ d θ (S). Suppose the result is false, and let B be a counterexample such that j = rk(B) is minimum, and |B| is maximum among all counterexamples of rank j. If j = 1, then B ∈ BadBoxes implies that at least 1/2 d+2 of the points of B are rejected by Sift.
We may assume j ≥ 2. By the maximality of |B|, there is no C ∈ BadBoxes with B ⊆ C and rk(C) = j. Therefore, by definition of BadBoxes, there is a nondegenerate direction r of B such that at least 1/2 d+2 of the r-slices of B belong to BadBoxes. Each r-slice of B has rank j − 1. By the rank minimality of the counterexample B, any such slice that belongs to BadBoxes must be a subset of Υ 6. Lower bounds. Both the running time and error blowup of our filter for monotonicity have an exponential dependence on the dimension d. In this section we prove that this is unavoidable. For the sake of proving this lower bound, we will deal with reconstruction on the Boolean hypercube, H = {0, 1}
d . We will show lower bounds for monotonicity filters for H. Note that the following does not rule out sublinear time filters for monotonicity on the hypercube. It only claims that an exponential dependence on d is unavoidable. This does show a complexity gap between testing and reconstruction for the hypercube, since there are monotonicity testers with only a polynomial dependence on d [15, 17, 23] .
Theorem 6.1. Let R be any randomized monotonicity filter for functions on {0, 1}
d . Then for a suitably small constant α > 0 (independent of d), if R answers queries within time 2 αd , then there is an input function f such that R applied to f has error blowup 2 αd with probability at least (1 − 2 −αd )/2. Proof. We construct a distribution over functions on {0, 1} d and prove a lower bound for deterministic algorithms over this distribution. Concretely, we prove that for any deterministic filter F with running time bounded by 2 αd applied to a function chosen from this distribution, F incurs error blowup at least 2 αd with probability at least (1 − 2 −αd )/2. By Yao's minimax lemma (Chapter 2 of [29] ), this implies that for any randomized filter R with time bound 2 αd , there is an input function f such that when R is run on f , it has error blowup 2 αd with probability at least (1 − 2 −αd )/2. For x ∈ {0, 1} d , the weight of x, w(x), is i x i . For convenience, assume d is a multiple of 8. For a point q of weight d/2, define the function h q to be 0 on the set Z(q) = {z : (z ≤ q) ∧ (w(z) ≥ d/8)} and 1 elsewhere. Define the function g q to be 0 on the set {z : (z ≤ q)} and 1 elsewhere. Note that g q is monotone. Let S(q) = {z : (z ≤ q) ∧ (w(z) < d/8)} be the set of places where f q and g q differ. Observe that The function f is chosen as follows. With probability 1/2, f is the constant 1 function. With probability 1/2, we choose a point q uniformly at random from points of weight d/2 and take f = h q .
Fix a deterministic query algorithm which, on input a point x ∈ {0, 1} d , queries f at most at t = 2 αd places, and then outputs g(x), the corrected value of f . The algorithm adaptively queries the function f at points, where each point to be queried may depend on the answer to previous queries.
Take the case where the input is x = 0 d and the input function is the constant 1 function. Suppose the (deterministic) sequence of queries made by the algorithm is x 1 , . . . , x t . Consider any input function f with f (x i ) = 1 ∀i ∈ [t]. Because the algorithm is deterministic, the sequence of queries made will also be x 1 , . . . , x t . Furthermore, the final output will be the same.
Suppose in this scenario the algorithm decided g(0 d ) = 1. If the input was the monotone constant 1 function, then the error blowup is infinite. Since f is the constant 1 function with probabilty 1/2, with probability 1/2 the algorithm incurs infinite blowup. We can therefore assume that the algorithm outputs g(0 d ) = 1 when f is the constant 1 function. Now with probability 1/2, f is chosen to be h q for some q chosen uniformly at random. Let us first note that the probability (with respect to q) that one of the points x 1 , . . . , x t belongs to Z(q) is small. Indeed, for fixed y of weight j, this probability is 0 if j ∈ [d/8, d/2] and is
, which is bounded above by 2 −2αd for a suitable α > 0. Applying a union bound over queries we have that the probability that at least one of the points x 1 , . . . , x t belongs to Z(q) is at most 2 −αd . Thus, with probability (1 − 2 −αd )/2, the function f is equal to h q for some q, but the set x 1 , . . . , x t is disjoint from Z(q). On input point 0 d , the algorithm will behave exactly as if f were the constant 1 function, and output g(0 d ) = 1. In this case it is required, by monotonicity, to change the value of the function on all points in Z(q).
Since the function g q is a monotone function, this means that the error blowup will be at least |Z(q)|/|S(q)| which, as noted above, is at least 2 αd .
When f is chosen from the distribution, the error blowup of any deterministic algorithm with time bound 2 αd is at least 2 αd with probability at least (1 − 2 −αd )/2. An application of Yao's minimax lemma completes the proof. Having introduced the new model of local reconstruction, it is natural to ask whether filters can be designed for other properties. A direct extension on this work would be to study monotonicity filters for other partial orders. There have been some results on property testing for general posets [12, 18] . Monotonicity on the hypercube has been well studied, and designing filters may be the next step in understanding this property on the hypercube. It might be interesting to search for filters with additive error blowup, instead of multiplicative as discussed.
Filters for hypergraph properties have been constructed in [7] . There are very broad and general theorems about testable properties for graphs [4, 5, 11, 19] , and these have been extended to filters in [7] . We note that these work only for dense graph properties, since the focus is to get constant time filters. There have been some results for reconstructing the property of expansion for sparse graphs [27] . It would be interesting to get filters for other properties of sparse graphs. In the proof of Claim 5.7, B is a box, P is the nonleft j-parent of B and L is a line in UnsafeLines(B). The figure depicts that P extends B in the direction of L and that lines L and K are different. Note that it could be that P extends B in the direction of K or some other orthogonal direction, and that L and K are the same. z is an arbitrary point in BoxSample(B) ∩ Upper (L ∩ B) ∩ Accepted . This implies that there is a line K ∈ UnsafeLines(P ) through x. (For clarity, the part of P extending beyond B to the left is not shown.) Here the direction j is 1, so J(y) is one of the sets {2}, {3}, {2, 3} ∀ y ∈ S. The three possibilities for D(y) are lines (in P ) along the 2-direction, the 3-direction, or a slice of P spanning directions 2 and 3. This is depicted in the figure for the three (square) points of S. 
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