ヘンスウ ノ イチブ ニモトヅク シュセイブン ブンセキ RV ケイスウ キジュン ニヨル スウチテキ ケントウ by 森 裕一 et al.
変数の－部に基づく主成分分析
一尺Ｖ係数規準による数値的検討一
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１．はじめに
主成分分析や因子分析を用いて，少ない次元でデータの隠された特徴までを測りとれる
ような指標を作ることを考える。妥当性の高い指標を得ようとすると，調査にはできるだ
け多くの項目（変数）を用いたいが，調査の実施上の観点からは，項目数はできるだけ少
ない方がよい。このような場合，主成分分析や因子分析における変数選択に関する問題を
考えることになる。
これに対して，森，垂水，田中（1994)')，TanakaandMori（1997)2)は，元の変数全体
を最もよく代表する総合指標を－部の変数を用いて抽出する変数の一部に基づく主成分分
析（他と区別するために拡張主成分分析（ModifiedPCA，Ｍ・ＰＣＡ）と呼ぶことにする）
を提案している。Ｍ､ＰＣＡでは，一部の変数を基にしながらも残りの変数の情報も取り込
んだ主成分（総合指標）・を抽出するために次の２つの規準を用意している。
１）Ｒａｏ（1964)3)の操作変数の主成分分析を利用した規準
２）RobertandEscoufier（1976)4)の１Ｗ係数による規準
Ｍ・ＰＣＡに関しては，さらにその主成分の抽出にある個体や変数がどのように影響した
かを調べる感度分析（TanakaandMoril9972)）や変数が質的データの場合でも扱える
データの尺度によらない手法の構築（MoriTanakaandTarumi，19975)）を試みてきて
いる。また，主成分分析における変数選択手法の１つとして変数選択プログラムＶＡＳＰＣＡ
（森，19976)）に組み込んだり，Backward，Forward，Stepwiseなどの選択手順を数値
的に比較検討(森，垂水，田中，19987))している。ただし，これらの研究はすべて規準１）
に基づいたものであり，規準２）の方は，１つの事例をTanakaandMori(1997)2)で扱っ
ているだけでゾ詳細な検討はなされていない。
そこで,本稿ではＲｖ係数のアイデアを利用する規準２）による主成分の抽出について，
Jolliffe（19728)，19739)，198610))，RobertandEscoufier（1976)4)，McCabe（1984)'1)，
Krzanowski（l987a12)，1987ｂ'3)）などの主成分分析における変数選択の先行研究や規準
１）と比較しながら考察を行うことにする。以下，２節でＭ・ＰＣＡの２つの規準と変数選
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択手順を概説し，３節で数値例を示し，４節で考察を行う。
２．変数の一部に基づく主成分分析（ＭPCA）
Ｙを〃個の個体と，個の変数をもつデータ行列とする。Ｙは量的データであるが，元
のデータが質的データの場合はそれを数量化したものとする。このＹを９個の変数をも
つ〃×９部分行列Ｙｉと残りの’－９個の変数をもつ〃×(，￣9）部分行列Ｚに分割し，
Ｙ＝（Ｙｉ，Ｙｂ）と表しておく（１＜９＜ｐ)。これに対応して，Ｙ＝（Ｙ１，Ｚ）の分散共分
散行列をS-l認:}SF(S１Ｍ上する｡このYの一部の変数YHを用いて元
の全変数Ｙをできるだけよく予測しよう，すなわち，Ｙｉによるγ個の線形結合Ｚ＝ＹｉＡ
が元のｐ個の変数を最もよく代表するようにＡ＝(α,，…，αγ）を推定しようというのが
ＭＰＣＡである（１＜γ＜９)。このような主成分の抽出に，Ｒａｏ（1964)3)の操作変数の主
成分分析とRobertandEscoufier（1976)4)のＲＶ係数のアイデアを利用する。
２．１Ｒａｏの操作変数の主成分分析による定式化
Ｒａo(1964)3)の操作変数の主成分分析のアイデアに従い，次の規準により，Ｚ＝ＹｉＡが
元の，個の変数を最もよく代表するようなＡ＝(α,，…，α「）を推定する。
（規準’）線形結合ｚを用いて〃の予測効率を最大にする。
最良の線形予測が得られたときの残差分散共分散行列は，
＆℃s＝Ｓ－ＳｉＡ(Ａ'S1,Ａ)-1Ａ'Sh＝Ｓ－Ｓｈ圏ｇと表される。したがって，規準１の問題はこの
SRegを最大化する問題に帰着される。最大化の方法はいくつか考えられるが,Ｒａo(1964)3）
に従い，ここではか(Sheg）の最大化を用いる。すると，次の一般化固有値問題
[(S:,＋Si2Sh,)－１jSi,)]⑭＝０ (1)
が得られる。
クトルをα,，
基準値である
この(1)式の９個の固有値を大きい順にルル，…，１９とし，対応する固有べ
α２，…，α９とすれば，問題の解，すなわちＡは，Ａ＝(α,，…，αγ）であり，
tγ(SF電）の最大値は，
Ｔ
ｍａＸ/γ(SReg)ニニョル
ｉ＝１
(2)
で求められる。なお，(2)式の値を全分散で割った
γ
Ｐ＝ヨノＬｉ//γ(S）
ｆ＝1
(3)
'よ，γ個の主成分によって説明される元の分散の割合（寄与率）を表すことになり，解釈
に便利なので，このＰを最大化の規準値，すなわち最適な変数を選択する規準値として用
いる。なお，この規準は，Ｕが標準化されている場合，ｚによって〃の各要素を予測する
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ときの重相関係数を最大化することにあたる。
２．２RobertandEscoufierのＲＶ係数による定式化
RobertandEscoufier（1976)4)に従って次の規準を用いることにより，Ｚ＝ＹｉＡが元
の，個の変数を最もよく代表するようにＡ＝（α,，…，α『）の推定が行える。すなわち，
ＹとＺのconfigurationが最も近くなるように
11汀'/[/γ(アア')2]''２－〃'/[が(筋')2]''211
を最小化するｚ＝ＹｉＡを推定する。ただし，Ｐ，ＺはＹ，ｚを中心化した行列，｜'.|｜
はユークリッドノルムを表す。
この規準は次のＲＶ係数を最大化する規準と同値である。
（規準２）ＹとＺのＲＶ係数
ＲＶ(Ｙ，Ｚ)＝'γ(アァ'〃')/{が(アァ')2Ｗ(〃')2}'/２ (4)
を最大化する。
(4)式は，Ｒｖ(Ｙ，ＹｉＡ)＝/γ(ｓｉＡＡ'S,)/{ﾉﾉs2.tγ(Ａ's1,Ａ)}'１２となるので，（規準１）と
同じ固有値問題(1)を解くことになる。したがって，αｉを(1)式の／番目に大きい固有値L
に対応する固有ベクトルとすれば，正規化ａｌＳｉ１ａｉ＝公人（｡,jはクロネッカーのデルタ）
の下で得られるＡ＝(α,，…，αｒ)が問題の解Ａとなる（RobertandEscoufier，19764))。
このときの規準値ＲＷＹ，Ｚ）の最大値は，
｛ }川。アョノ[;//γ(S2）i＝１ＲＶ＝ (5)
で求められる。
２．３変数選択の手順
Ｍ､ＰＣＡの規準による変数選択手順としては，９個の変数のすべての組合せのうちで，
規準値ＰまたはＲＶの値を最も大きくする変数の組を見つけることが最良である。しか
し，計算コストの関係から何らかの簡便な方法をとる必要があり，ＭＰＣＡでは，変数減
少法（Backward)，変数増加法（Forward)，およびBackwardとForwardを１変数に
関して交互に繰り返していく変数減増法（Backward-forwardstepwise）と変数増減法
（Forward-backwardstepwise）の計４つの手順を採用している。各手順の概略は次の通
りである（フローの詳細はMori（1997)`)，森，垂水，田中（1998)7)を見よ)。なお，Ｙｉの
変数の数が９のときの基準値，またはＲＶの値をＶ(9)と記す。
変数減少法（Backward）
ＳｔｅｐＡ（初期段階）：Ｙｉを構成する９変数を決め（通常は９:＝，)，固有値問題(1)を解
き，主成分数γを決める。必要ならＹｉのうち核になる（削除対象としない）変数を
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９より少ない数の範囲で決める。
ＳｔｅｐＢ（変数選択段階）：今，変数の数が９であるとする。この９個の変数の１つを削
除して得られる９個のＶ(9-1）のうち最大値を与える変数の組合せを９－１変数の
最良の変数群とする。９:＝９－１として同様の変数減少手順を繰り返し，事前に定めた
変数の数または基準値を超えたら終了する。
変数減増法（Backward-forwardstepwise）
ＳｔｅｐＡ（初期段階）：変数減少法のＳｔｅｐＡと同じ。
ＳｔｅＰＢ(変数選択段階）：今,変数の数が９であるとし,Ｖ(9)を記憶しておく。Backward
により１つ変数を削除し，９－１個の変数を得る。このとき，今削除した変数以外でそ
れ以前に削除されていたＺの中の’－９－１個の変数を１つずつ現在のＹｉの９－１
変数に付け加えて，それぞれの基準値Ｖ'(9)のうちの最大のVlmax(9)を見つける
（Forwardの実行)｡ここで先のＶ(9)と比較して,Ｖ(9)之Vhnax(9)ならばBackward
を続行する。Ｖ(9)＜V1nax(9)ならば，Vhmx(9)を与える変数を実際にＹｉに追加
し，続いて残りのＰ－９－２個の変数に対して同様のForwardを施す。これを繰り返
し，Ｖ(９，)三Vlnax(９，）になったら，そこからあらためてBackwardに移る。
変数増加法（Forward）
ＳｔｅｐＡ（初期段階）：変数減少法のＳｔｅｐＡと同様に主成分数γを決める。この後，
Forwardを始める核となる変数群Ｙｉを定めるが,特定の変数群がない場合は，９:＝γ
として，すべての９変数の組合わせの中で最大のＶ(9)を与える９変数をＹｉと
する。
ＳｔｅｐＢ（変数選択段階）：今，変数の数が９であるとする。Ｚに属する’－９個の変数
の１つをＹｉにつけ加えて得られる’－９個のＶ(9＋1）のうち最大値を与える変数
の組合せを９＋１変数の最良の変数群とする。９:＝９＋１として同様の変数増加手順を
繰り返し，事前に定めた変数の数または基準値を超えたら終了する。
変数増減法（Forward-backwardstepwise）
ＳｔｅｐＡ（初期段階）：変数増加法のＳｔｅｐＡと同じ。
ＳｔｅｐＢ（変数選択段階）：変数減増法の逆。
以下の説明のため，４手順を選択の詳しさで分けて，BackwardとForwardを「単純
選択系｣，Backward-forwardとForwardbackwardを「Stepwise系」と記し，また，
変数の増減の向きで分けて,BackwardとBackward-forwardを｢Backward系｣,Forward
とForward-backwardを「Forward系」と記すことにする。
規準Ｐに関しては，すべての組合せの選択結果と比較した結果，４つの手順の選択結果
はすべての組合せによる結果と大差がないこと，Backward系よりForward系の方がよ
り高いＰの値を得ることがわかっている（森，垂水，田中，19987))。
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３．数値例
Ｍ・ＰＣＡの（規準２）による総合指標の抽出を行う。適用するデータは，主成分分析に
おける変数選択問題の先行研究にも用いられ，一連のＭＰＣＡの評価に用いてきた「羽根
アリデータ（Jeffers，1967M))」である。羽根アリデータは40個体×19変数で，このデータ
の相関行列にＭ・ＰＣＡの各手順を適用する。先行研究と合わせ主成分数γは２とする（固
有値は，几,＝13.838(72.83％)＞ルー2.363(85.27％)＞13＝0.748(89.21％)＞14＝
0.505(91.86％)＞……)。
表Ｉから表Ⅳに各手順の選択過程を示す。Forward系ではＹｉとして９＝γ＝２とした
ときの最良の組合せ（Ｖ5,Ｖ13｝を用いて選択を開始した。表が示す通り，Stepwise系で
はいくつかの変数が入れ替わりながら選択が行われている。
表Ｖは各手順の選択過程の要約である。各９において各手順が選択した最良の変数群と
1Ｗの値である（Forward系はBackward系に合わせて得られた結果を逆順に示してあ
る)。また，参考として，すべての組合せを調べた結果（Allpossible）を併記し，これと
各手順とのＲＶの差を表右に示した。図１は，表ＶのＲＶの値をグラフ化したものであ
る。これらより，Stepwise系では，ＲＶの値のより高い変数群を選択できること，「羽根
アリデータ」ではBackward以外の３手順に大きな差はないこと，また，各手順ともＡｌｌ
possibleの結果と比較して大きな差が見られないことがわかる。さらに，ＲＶの変化が示
すように，このデータでは変数の数を７～６に減らしても19変数のＲＶの値と大きな差は
ない。Allpossibleの場合，９＝７のＲＶ（0.99311）と９＝，＝１９の１Ｗ（0.99726）との
差は0.00415で,元の変数全体を再現する主成分を構成するとき19変数のうち12変数を減ら
してもＲＶ係数をわずかしか下げない。すなわち，選択された変数群から求められる拡張
主成分（固有値問題(1)を解いて得られる主成分）の相対的な布置（configuration）は元の
表Ｉ変数の選択過程（Backward）
￥はＹｌとＹ２の境界,＋はその変数の添加,－はその変数の削除を示す（表Ｉ～Ⅳ共通）
９RVvariable Yi￥ＹＨ⑲
岨
Ⅳ
砠
咀
皿
週
ｍ
ｕ
ｍ
９
８
７
６
５
４
３
２
0.997256
ｑ997233
0.997072
0.996923
0.996698
0.996335
0995829
0.995211
0.994522
0.993876
0.993001
0.992185
0.991071
0.989252
0986223
0.981634
ｑ975543
0.968131
Ｖ１Ｖ２Ｖ３Ｖ４Ｖ５Ｖ６Ｖ７Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１２Ｖ１３Ｖｌ４Ｖｌ５Ｖ１６Ｖ１７Ｖ１８Ｖ１９
Ｖ１Ｖ２Ｖ３Ｖ４Ｖ５Ｖ６Ｖ７Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１２Ｖｌ４Ｖ１５Ｖ１６Ｖ１７Ｖ１８Ｖ１９￥Ｖｌ３
Ｖ１Ｖ２Ｖ３Ｖ４Ｖ５Ｖ６Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１２Ｖ１４Ｖ１５Ｖ１６Ｖ１７Ｖ１８Ｖ１９￥Ｖ７Ｖ１３
Ｖ１Ｖ２Ｖ３Ｖ４Ｖ５Ｖ６Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１４Ｖｌ５Ｖ１６Ｖ１７Ｖ１８Ｖ１９￥Ｖ１２Ｖ７Ｖ１３
Ｖ１Ｖ２Ｖ４Ｖ５Ｖ６Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１４Ｖ１５Ｖｌ６Ｖ１７Ｖ１８Ｖ１９￥Ｖ３Ｖ１２Ｖ７Ｖ１３
Ｖ１Ｖ２Ｖ４Ｖ５Ｖ６Ｖ８Ｖ９ＶｌＯＶ１１Ｖ１４Ｖｌ６Ｖ１７Ｖ１８Ｖ１９￥Ｖ１５Ｖ３Ｖ１２Ｖ７Ｖ１３
Ｖ１Ｖ２Ｖ４Ｖ５Ｖ６Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１４Ｖ１６Ｖ１７Ｖ１９￥Ｖ１８Ｖ１５Ｖ３Ｖ１２Ｖ７Ｖ１３
Ｖ２Ｖ４Ｖ５Ｖ６ｖ８Ｖ９Ｖ１０ＶｌｌＶ１４Ｖ１６Ｖ１７Ｖｌ９￥Ｖ１Ｖ１８Ｖ１５Ｖ３Ｖ１２Ｖ７Ｖ１３
Ｖ２Ｖ５Ｖ６Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖｌ４Ｖ１６Ｖ１７Ｖ１９￥Ｖ４Ｖ１Ｖ１８Ｖ１５Ｖ３Ｖ１２Ｖ７Ｖ１３
Ｖ２Ｖ５Ｖ６Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１４Ｖ１７Ｖ１９￥Ｖ１６Ｖ４Ｖ１Ｖ１８Ｖ１５Ｖ３Ｖ１２Ｖ７Ｖｌ３
Ｖ２Ｖ５Ｖ６Ｖ８Ｖ１０ＶｌｌＶ１４Ｖ１７Ｖ１９￥Ｖ９Ｖ１６Ｖ４Ｖ１Ｖ１８Ｖ１５Ｖ３Ｖ１２Ｖ７Ｖ１３
Ｖ２Ｖ５Ｖ６ＶｌＯＶ１１Ｖ１４Ｖ１７Ｖ１９￥Ｖ８Ｖ９Ｖ１６Ｖ４ＶｌＶ１８Ｖ１５Ｖ３Ｖ１２Ｖ７Ｖ１３
Ｖ５Ｖ６Ｖ１０Ｖ１１Ｖ１４Ｖ１７Ｖｌ９￥Ｖ２Ｖ８Ｖ９Ｖ１６Ｖ４ＶｌＶ１８Ｖ１５Ｖ３Ｖ１２Ｖ７Ｖ１３
Ｖ５Ｖ６Ｖ１１Ｖ１４Ｖｌ７Ｖ１９￥Ｖ１０Ｖ２Ｖ８Ｖ９Ｖ１６Ｖ４Ｖ１Ｖ１８Ｖ１５Ｖ３Ｖ１２Ｖ７Ｖ１３
Ｖ５Ｖ６Ｖ１１Ｖｌ４Ｖ１９￥Ｖ１７Ｖ１０Ｖ２Ｖ８Ｖ９Ｖ１６Ｖ４Ｖ１Ｖ１８Ｖ１５Ｖ３Ｖ１２Ｖ７Ｖ１３
Ｖ５Ｖ６Ｖ１４Ｖ１９￥Ｖ１１Ｖ１７Ｖ１０Ｖ２Ｖ８Ｖ９Ｖ１６Ｖ４Ｖ１Ｖ１８Ｖ１５Ｖ３Ｖ１２Ｖ７Ｖ１３
Ｖ５Ｖ１４Ｖ１９￥Ｖ６Ｖ１１Ｖ１７Ｖ１０Ｖ２Ｖ８ＷＶ１６Ｖ４Ｖ１Ｖ１８Ｖ１５Ｖ３Ｖ１２Ｖ７Ｖ１３
Ｖ５Ｖ１４￥Ｖ１９Ｖ６Ｖ１１Ｖ１７Ｖ１０Ｖ２Ｖ８Ｖ９Ｖ１６Ｖ４Ｖ１Ｖ１８Ｖ１５Ｖ３Ｖ１２Ｖ７Ｖ1３
３
２
５
８
６
０
７
１
９
１
７
１
３
１
１
１
４
１
９
８
２
１
１
１
６
１
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
ｌ
ｌ
｜
’
一
一
一
一
一
一
一
一
一
一
一
一
一
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表Ⅱ変数の選択過程（Backward-forward）
Yi￥YHＲしqvariable
Ｖ１Ｖ２Ｖ３Ｖ４Ｖ５Ｖ６Ｖ７Ｖ８Ｖ９Ｖ１０ＶｌｌＶ１２Ｖｌ３Ｖ１４Ｖ１５Ｖ１６Ｖ１７Ｖ１８Ｖ１９
ＶｌＶ２Ｖ３ＷＶ５Ｖ６Ｖ７Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１２Ｖ１４Ｖ１５Ｖ１６Ｖ１７Ｖｌ８Ｖｌ９￥Ｖ１３
Ｖ１Ｖ２Ｖ３Ｖ４Ｖ５Ｖ６Ｖ８Ｖ９ＶｌＯＶ１１Ｖ１２Ｖ１４Ｖ１５Ｖ１６Ｖ１７Ｖ１８Ｖ１９￥Ｖ７Ｖ１３
Ｖ１Ｖ２Ｖ３Ｖ４Ｖ５Ｖ６Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１４Ｖ１５Ｖ１６Ｖ１７Ｖ１８Ｖ１９￥Ｖ１２Ｖ７Ｖ１３
Ｖ１Ｖ２Ｖ３Ｖ４Ｖ５Ｖ６Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１３Ｖ１４Ｖ１５Ｖ１６Ｖ１７Ｖ１８Ｖ１９￥Ｖ１２Ｖ７
Ｖ１Ｖ２Ｖ３Ｖ４Ｖ５Ｖ６Ｖ８Ｖ９ＶｌＯＶｌｌＶ１３Ｖ１５Ｖ１６Ｖ１７Ｖｌ８Ｖ１９￥Ｖｌ４Ｖ１２Ｖ７
Ｖ１Ｖ２Ｖ３ＷＶ５Ｖ６Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１２Ｖ１３Ｖ１５Ｖ１６Ｖ１７Ｖ１８Ｖ１９￥Ｖ１４Ｖ７
Ｖ１Ｖ２Ｖ３Ｖ４Ｖ５Ｖ６Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１３Ｖ１５Ｖ１６Ｖ１７Ｖ１８Ｖ１９￥Ｖ１２Ｖ１４Ｖ７
Ｖ１ＷＶ４Ｖ５Ｖ６Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１３Ｖ１５Ｖｌ６Ｖ１７Ｖｌ８Ｖｌ９￥Ｖ２Ｖ１２Ｖ１４Ｖ７
Ｖ１Ｖ４Ｖ５Ｖ６Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖｌ３Ｖｌ５Ｖｌ６Ｖ１７Ｖ１８Ｖ１９￥Ｖ３Ｖ２Ｖ１２Ｖ１４Ｖ７
Ｖ１ＷＶ５Ｖ６Ｖ９Ｖ１０Ｖ１１Ｖ１３Ｖ１５Ｖ１６Ｖ１７Ｖ１８Ｖ１９￥Ｖ８Ｖ３Ｖ２Ｖ１２Ｖ１４Ｖ７
Ｖ１Ｖ４Ｖ５Ｖ６Ｖ９Ｖ１０Ｖ１１Ｖ１３Ｖｌ５Ｖ１７Ｖ１８Ｖ１９￥Ｖ１６Ｖ８Ｖ３Ｖ２Ｖ１２ＶＭＶ７
Ｖ１Ｖ５Ｖ６Ｖ９Ｖ１０Ｖ１１Ｖ１３Ｖ１５Ｖ１７Ｖ１８Ｖ１９￥Ｖ４Ｖ１６Ｖ８Ｖ３Ｖ２Ｖ１２Ｖ１４Ｖ７
Ｖ５Ｖ６Ｖ９ＶｌＯＶ１１Ｖｌ３Ｖ１５Ｖ１７Ｖ１８Ｖ１９￥Ｖ１Ｖ４Ｖ１６Ｖ８Ｖ３Ｖ２Ｖ１２Ｖ１４Ｖ７
Ｖ５Ｖ６Ｖ１０Ｖ１１Ｖ１３Ｖ１５Ｖ１７Ｖｌ８Ｖ１９￥Ｖ９ＶｌＶ４Ｖ１６Ｖ８Ｖ３Ｖ２Ｖ１２Ｖ１４Ｖ７
Ｖ３Ｖ５Ｖ６Ｖ１０Ｖ１１Ｖ１３Ｖ１５Ｖ１７Ｖ１８Ｖ１９￥Ｖ９Ｖ１Ｖ４Ｖ１６Ｖ８Ｖ２Ｖ１２Ｖ１４Ｖ７
Ｖ３Ｖ５Ｖ６Ｖ１０Ｖ１１Ｖ１３Ｖ１５Ｖ１７Ｖ１８￥Ｖ１９Ｖ９Ｖ１Ｖ４Ｖ１６Ｖ８Ｖ２Ｖ１２ＶＩ４Ｖ７
Ｖ３Ｖ４Ｖ５Ｖ６Ｖ１０Ｖ１１Ｖｌ３Ｖ１５Ｖｌ７Ｖ１８￥Ｖ１９Ｖ９Ｖ１Ｖ１６Ｖ８Ｖ２Ｖ１２Ｖ１４Ｖ７
Ｖ３Ｖ４Ｖ５Ｖ１０Ｖ１１Ｖｌ３Ｖ１５Ｖ１７Ｖ１８￥Ｖ６Ｖ１９Ｖ９Ｖ１Ｖ１６Ｖ８Ｖ２Ｖ１２Ｖ１４Ｖ７
Ｖ３Ｖ４Ｖ５ＶｌＯＶ１１Ｖ１３Ｖ１５Ｖ１６Ｖ１７Ｖ１８￥Ｖ６Ｖ１９Ｖ９Ｖ１Ｖ８Ｖ２Ｖ１２Ｖ１４Ｖ７
Ｖ３Ｖ４Ｖ５Ｖ１０Ｖｌ３Ｖ１５Ｖ１６Ｖ１７Ｖ１８￥Ｖ１１Ｖ６Ｖ１９ＷＶ１Ｖ８Ｖ２Ｖ１２Ｖ１４Ｖ７
Ｖ３Ｖ４Ｖ５Ｖ１０Ｖ１３Ｖ１５Ｖ１７Ｖ１８￥Ｖ１６ＶｌｌＶ６Ｖｌ９Ｖ９Ｖ１Ｖ８Ｖ２Ｖｌ２Ｖｌ４Ｖ７
Ｖ３Ｖ５Ｖ１０Ｖ１３Ｖ１５Ｖ１７Ｖ１８￥Ｖ４Ｖ１６Ｖ１１Ｖ６Ｖ１９Ｖ９Ｖ１Ｖ８Ｖ２Ｖ１２Ｖ１４Ｖ７
Ｖ３Ｖ５Ｖ１０Ｖ１３Ｖ１５Ｖ１８￥Ｖ１７Ｖ４Ｖ１６Ｖ１１Ｖ６Ｖ１９Ｖ９Ｖ１Ｖ８Ｖ２Ｖ１２Ｖ１４Ｖ７
Ｖ３Ｖ５Ｖ１３Ｖ１５Ｖ１８￥Ｖ１０Ｖ１７Ｖ４Ｖ１６Ｖ１１Ｖ６Ｖ１９Ｖ９Ｖ１Ｖ８Ｖ２Ｖ１２Ｖ１４Ｖ７
Ｖ３Ｖ５Ｖ７Ｖ１３Ｖ１５Ｖ１８￥Ｖ１０Ｖ１７Ｖ４Ｖ１６Ｖ１１Ｖ６Ｖ１９Ｖ９Ｖ１Ｖ８Ｖ２Ｖ１２Ｖ１４
Ｖ３Ｖ５Ｖ７Ｖ１３Ｖ１５Ｖ１７Ｖ１８￥Ｖ１０ＷＶｌ６Ｖ１１Ｖ６Ｖ１９Ｖ９Ｖ１Ｖ８Ｖ２Ｖ１２Ｖ１４
Ｖ３Ｖ７Ｖ１３Ｖ１５Ｖ１７Ｖ１８￥Ｖ５Ｖ１０Ｖ４Ｖ１６Ｖ１１Ｖ６Ｖｌ９Ｖ９Ｖ１Ｖ８Ｖ２Ｖ１２Ｖ１４
Ｖ３Ｖ７Ｖ１３Ｖ１５Ｖ１６Ｖ１７Ｖ１８￥Ｖ５Ｖ１０Ｖ４Ｖ１１Ｖ６Ｖ１９Ｖ９Ｖ１Ｖ８Ｖ２Ｖ１２Ｖ１４
Ｖ３Ｖ４Ｖ７Ｖｌ３Ｖ１５Ｖ１６Ｖ１７Ｖ１８￥Ｖ５Ｖ１０Ｖ１１Ｖ６Ｖ１９Ｖ９Ｖ１Ｖ８Ｖ２Ｖ１２Ｖ１４
Ｖ３Ｖ７Ｖ１３Ｖ１５Ｖ１６Ｖ１７Ｖ１８￥ＷＶ５Ｖ１０Ｖ１１Ｖ６Ｖ１９Ｖ９Ｖ１Ｖ８Ｖ２Ｖ１２Ｖ１４
Ｖ３Ｖ７Ｖ１３Ｖｌ６Ｖ１７Ｖ１８￥Ｖ１５Ｖ４Ｖ５Ｖ１０Ｖ１１Ｖ６Ｖ１９Ｖ９Ｖ１Ｖ８Ｖ２Ｖ１２Ｖ１４
Ｖ３Ｖ７Ｖ１３Ｖ１７Ｖ１８￥Ｖｌ６Ｖ１５Ｖ４Ｖ５Ｖ１０Ｖ１１Ｖ６Ｖ１９Ｖ９Ｖ１Ｖ８Ｖ２Ｖ１２Ｖ１４
Ｖ７Ｖｌ３Ｖ１７Ｖ１８￥Ｖ３Ｖｌ６Ｖ１５Ｖ４Ｖ５ＶｌＯＶ１１Ｖ６Ｖ１９Ｖ９ＶｌＶ８Ｖ２Ｖ１２Ｖ１４
Ｖ７Ｖ１３Ｖ１８￥Ｖｌ７Ｖ３Ｖ１６Ｖ１５Ｖ４Ｖ５Ｖ１０Ｖ１１Ｖ６Ｖｌ９Ｖ９Ｖ１Ｖ８Ｖ２Ｖ１２Ｖ１４
Ｖ５Ｖ７Ｖ１３Ｖ１８￥Ｖ１７Ｖ３Ｖ１６Ｖ１５ＷＶ１０Ｖ１１Ｖ６Ｖ１９Ｖ９Ｖ１Ｖ８Ｖ２Ｖｌ２Ｖ１４
Ｖ５Ｖ１３Ｖ１８￥Ｖ７Ｖ１７Ｖ３Ｖ１６Ｖｌ５Ｖ４Ｖ１０Ｖ１１Ｖ６Ｖ１９Ｖ９Ｖ１Ｖ８Ｖ２Ｖ１２Ｖｌ４
Ｖ５Ｖ１３￥Ｖ１８Ｖ７Ｖ１７ＷＶ１６Ｖ１５Ｖ４Ｖ１０ＶｌｌＶ６Ｖ１９Ｖ９Ｖ１Ｖ８Ｖ２Ｖ１２Ｖ１４
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岨
Ⅳ
肥
Ⅳ
蛆
Ⅳ
逓
咀
皿
週
ｍ
ｕ
ｍ
９
ｍ
９
ｍ
９
ｍ
９
８
７
６
５
６
７
６
７
８
７
６
５
４
３
４
３
２
0.997256
0.997233
0.997072
0996923
0.997073
0.997038
0.997124
0.997038
0.996928
0996707
0.996335
0.995927
0995396
0.994610
0.993811
0.994751
0.994009
0.994866
0.994303
0.994957
0.994347
0.993690
0992562
0.990942
0.988806
ｑ991365
0.992996
0.991901
0.993108
0.993714
0.993108
0.991983
0.990663
0.986957
0981027
0.987209
0.984133
0970687
３
２
３
４
２
２
６
９
６
１
６
７
０
７
６
５
６
７
８
１
７
１
１
１
１
１
２
３
８
１
４
１
９
３
１
４
６
１
１
１
４
１
１
７
１
５
１
４
４
１
１
３
１
５
７
１
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
ｌ
－
－
十
一
十
一
一
一
一
一
一
一
一
十
一
十
一
十
一
一
一
一
一
十
十
一
十
十
一
一
一
一
一
十
一
一
表Ⅲ変数の選択過程（Forward）
Yi￥ＹＨＲＶqvariable
Ｖ５Ｖ１３￥Ｖ１Ｖ２Ｖ３ＷＶ６Ｖ７Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１２Ｖ１４Ｖ１５Ｖ１６Ｖ１７Ｖ１８Ｖ１９
Ｖ５Ｖ１３Ｖ１８￥Ｖ１Ｖ２Ｖ３Ｖ４Ｖ６Ｖ７Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１２Ｖ１４Ｖ１５Ｖ１６Ｖ１７Ｖ１９
Ｖ５Ｖ７Ｖ１３Ｖ１８￥ＶｌＶ２Ｖ３Ｖ４Ｖ６Ｖ８Ｖ９Ｖ１０ＶｌｌＶ１２Ｖｌ４Ｖ１５Ｖ１６Ｖ１７Ｖ１９
Ｖ３Ｖ５Ｖ７Ｖ１３Ｖ１８￥Ｖ１Ｖ２Ｖ４Ｖ６Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１２Ｖｌ４Ｖ１５Ｖ１６Ｖ１７Ｖ１９
Ｖ３Ｖ５Ｖ７Ｖ１３Ｖ１７Ｖ１８￥Ｖ１Ｖ２Ｖ４Ｖ６Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１２Ｖ１４Ｖ１５Ｖ１６Ｖ１９
Ｖ３Ｖ５Ｖ７Ｖ１３Ｖ１５Ｖ１７Ｖ１８￥Ｖ１Ｖ２Ｖ４Ｖ６Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１２Ｖ１４Ｖ１６Ｖ１９
Ｖ３Ｖ５Ｖ７Ｖ１３Ｖ１５Ｖ１７Ｖ１８Ｖ１９￥Ｖ１Ｖ２Ｖ４Ｖ６Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１２Ｖ１４Ｖ１６
Ｖ３Ｖ５Ｖ７ＶｌｌＶ１３Ｖ１５Ｖ１７Ｖ１８Ｖｌ９￥ＶｌＶ２Ｖ４Ｖ６Ｖ８Ｖ９Ｖ１０Ｖ１２Ｖ１４Ｖ１６
Ｖ３Ｖ５Ｖ７Ｖ１０ＶｌｌＶｌ３Ｖ１５Ｖ１７Ｖ１８Ｖ１９￥Ｖ１Ｖ２Ｖ４Ｖ６Ｖ８Ｖ９Ｖｌ２Ｖ１４Ｖ１６
Ｖ３Ｖ４Ｖ５Ｖ７Ｖ１０Ｖ１１Ｖ１３Ｖ１５Ｖ１７Ｖ１８Ｖ１９￥Ｖ１Ｖ２Ｖ６Ｖ８Ｖ９Ｖ１２Ｖ１４Ｖ１６
Ｖ３Ｖ４Ｖ５Ｖ７Ｖ９Ｖ１０Ｖ１１Ｖ１３Ｖ１５Ｖ１７Ｖ１８Ｖ１９￥Ｖ１Ｖ２Ｖ６Ｖ８Ｖ１２Ｖ１４Ｖ１６
Ｖ３Ｖ４Ｖ５ＷＶ９Ｖ１０Ｖ１１Ｖ１３Ｖ１５Ｖ１６Ｖ１７Ｖ１８Ｖｌ９￥Ｖ１Ｖ２Ｖ６Ｖ８Ｖ１２Ｖｌ４
Ｖ３Ｖ４Ｖ５Ｖ６Ｖ７Ｖ９Ｖ１０Ｖ１１Ｖ１３Ｖ１５Ｖ１６Ｖ１７Ｖ１８Ｖ１９￥Ｖ１Ｖ２Ｖ８Ｖ１２Ｖ１４
Ｖ１Ｖ３Ｖ４Ｖ５Ｖ６Ｖ７Ｖ９Ｖ１０Ｖ１１Ｖ１３Ｖ１５Ｖ１６Ｖ１７Ｖ１８Ｖ１９￥Ｖ２Ｖ８Ｖ１２Ｖ１４
Ｖ１Ｖ３Ｖ４Ｖ５Ｖ６Ｖ７Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１３Ｖｌ５Ｖ１６Ｖ１７Ｖ１８Ｖ１９￥Ｖ２Ｖｌ２Ｖ１４
Ｖ１Ｖ２Ｖ３Ｖ４Ｖ５Ｖ６Ｖ７Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１３Ｖ１５Ｖ１６Ｖ１７Ｖ１８Ｖ１９￥Ｖ１２Ｖ１４
Ｖ１Ｖ２Ｖ３Ｖ４Ｖ５Ｖ６Ｖ７Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１２Ｖ１３Ｖ１５Ｖ１６Ｖ１７Ｖ１８Ｖ１９￥Ｖ１４
Ｖ１Ｖ２Ｖ３Ｖ４Ｖ５Ｖ６Ｖ７Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１２Ｖ１３Ｖ１４Ｖ１５Ｖ１６Ｖ１７Ｖ１８Ｖ１９
２
３
４
５
６
７
８
９
ｍ
ｎ
ｍ
⑬
皿
咀
砠
Ⅳ
肥
田
0.970687
0.984133
0.987209
0.990192
ｑ９９１８１２
0.992996
0.993655
0.994179
0.994789
ｑ995274
0.995661
0.996009
0.996287
0.996688
0.996965
0.997096
0.997219
0.997256
８
７
５
９
１
０
６
２
４
１
７
３
１
１
１
１
１
４
９
１
６
１
８
２
ｌ
１
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
＋
＋
＋
＋
十
＋
＋
＋
＋
＋
＋
＋
＋
十
十
＋
＋
変数の一部に基づく主成分分析 389
表Ⅳ変数の選択過程（Forward-backward）
ＲＶqvariable F1￥昭２
３
４
５
６
７
８
９
ｍ
ｎ
ｎ
９
ｍ
ｎ
ｎ
Ｅ
ｎ
週
皿
巧
叫
嘔
砠
Ⅳ
略
Ⅳ
旧
旧
0.970687
ｑ984133
0.987209
0.990192
0.991812
0.992996
0.993655
0.994179
0.994789
0.995274
0.994872
0.994200
0.994872
0.995364
0.995772
0.996195
0.995816
0.996195
0.996571
0.996928
0.996571
0.996928
0.997037
0.997124
0.997038
0.997124
0.997219
0.997256
Ｖ５Ｖ１３￥Ｖ１Ｖ２Ｖ３Ｖ４Ｖ６Ｖ７Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１２Ｖ１４Ｖ１５Ｖｌ６Ｖ１７Ｖ１８Ｖ１９
Ｖ５Ｖ１３Ｖ１８￥Ｖ１Ｖ２Ｖ３Ｖ４Ｖ６Ｖ７Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１２Ｖ１４Ｖ１５Ｖ１６Ｖ１７Ｖ１９
Ｖ５Ｖ７Ｖｌ３Ｖ１８￥Ｖ１Ｖ２Ｖ３Ｖ４Ｖ６Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１２Ｖ１４Ｖ１５Ｖ１６Ｖ１７Ｖ１９
Ｖ３Ｖ５Ｖ７Ｖ１３Ｖｌ８￥Ｖ１Ｖ２Ｖ４Ｖ６Ｖ８Ｖ９Ｖ１０ＶｌｌＶ１２Ｖ１４Ｖ１５Ｖ１６Ｖ１７Ｖ１９
Ｖ３Ｖ５Ｖ７Ｖ１３Ｖ１７Ｖ１８￥Ｖ１Ｖ２Ｖ４Ｖ６Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１２Ｖ１４Ｖ１５Ｖ１６Ｖ１９
Ｖ３Ｖ５Ｖ７Ｖ１３Ｖ１５Ｖ１７Ｖ１８￥Ｖ１Ｖ２Ｖ４Ｖ６Ｖ８Ｖ９ＶｌＯＶｌｌＶｌ２Ｖ１４Ｖ１６Ｖ１９
Ｖ３Ｖ５Ｖ７Ｖ１３Ｖ１５Ｖｌ７Ｖ１８Ｖｌ９￥Ｖ１Ｖ２Ｖ４Ｖ６Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１２Ｖ１４Ｖ１６
Ｖ３Ｖ５Ｖ７Ｖ１１Ｖ１３Ｖ１５Ｖ１７Ｖ１８Ｖ１９￥Ｖ１Ｖ２Ｖ４Ｖ６Ｖ８Ｖ９Ｖ１０Ｖ１２Ｖ１４Ｖｌ６
Ｖ３Ｖ５Ｖ７Ｖ１０Ｖ１１Ｖ１３Ｖ１５Ｖ１７Ｖ１８Ｖ１９￥Ｖ１Ｖ２Ｖ４Ｖ６Ｖ８Ｖ９Ｖ１２Ｖ１４Ｖ１６
Ｖ３Ｖ４Ｖ５Ｖ７Ｖ１０Ｖ１１Ｖ１３Ｖ１５Ｖ１７Ｖ１８Ｖ１９￥Ｖ１Ｖ２Ｖ６Ｖ８Ｖ９Ｖ１２Ｖ１４Ｖ１６
Ｖ３Ｖ４Ｖ５Ｖ１０Ｖ１１Ｖ１３Ｖ１５Ｖ１７Ｖ１８Ｖ１９￥Ｖ７Ｖ１Ｖ２Ｖ６Ｖ８Ｖ９Ｖ１２Ｖ１４Ｖ１６
Ｖ３Ｖ４Ｖ５ＶｌＯＶ１３Ｖ１５Ｖ１７Ｖ１８Ｖ１９￥Ｖ１１Ｖ７Ｖ１Ｖ２Ｖ６Ｖ８Ｖ９Ｖ１２Ｖ１４Ｖ１６
Ｖ３Ｖ４Ｖ５ＶｌＯＶ１１Ｖｌ３Ｖ１５Ｖ１７Ｖ１８Ｖ１９￥Ｖ７ＶｌＶ２Ｖ６Ｖ８Ｖ９Ｖ１２Ｖ１４Ｖ１６
Ｖ３Ｖ４Ｖ５Ｖ１０Ｖ１１Ｖ１３Ｖｌ５Ｖ１６Ｖ１７Ｖ１８Ｖｌ９￥Ｖ７Ｖ１Ｖ２Ｖ６Ｖ８Ｖ９Ｖ１２Ｖ１４
Ｖ３Ｖ４Ｖ５Ｖ６Ｖ１０ＶｌｌＶ１３Ｖ１５Ｖ１６Ｖ１７Ｖ１８Ｖｌ９￥Ｖ７Ｖ１Ｖ２Ｖ８Ｖ９Ｖ１２Ｖ１４
Ｖ３Ｖ４Ｖ５Ｖ６Ｖ９Ｖ１０Ｖ１１Ｖ１３Ｖ１５Ｖ１６Ｖ１７Ｖ１８Ｖ１９￥Ｖ７Ｖ１Ｖ２Ｖ８Ｖ１２Ｖ１４
Ｖ３Ｖ４Ｖ５Ｖ６Ｖ９Ｖ１０Ｖ１１Ｖ１３Ｖ１５Ｖ１７Ｖ１８Ｖ１９￥Ｖ１６Ｖ７Ｖ１Ｖ２Ｖ８Ｖ１２Ｖ１４
Ｖ３Ｖ４Ｖ５Ｖ６Ｖ９Ｖ１０ＶｌｌＶｌ３Ｖｌ５Ｖ１６Ｖ１７Ｖ１８Ｖ１９￥Ｖ７Ｖ１Ｖ２Ｖ８Ｖ１２Ｖ１４
Ｖ１Ｖ３Ｖ４Ｖ５Ｖ６Ｖ９Ｖ１０Ｖ１１Ｖ１３Ｖ１５Ｖ１６Ｖ１７Ｖ１８Ｖ１９￥Ｖ７Ｖ２Ｖ８Ｖ１２Ｖ１４
Ｖ１Ｖ３Ｖ４Ｖ５Ｖ６Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１３Ｖ１５Ｖｌ６Ｖ１７Ｖ１８Ｖ１９￥Ｖ７Ｖ２Ｖ１２Ｖｌ４
Ｖ１Ｖ３Ｖ４Ｖ５Ｖ６Ｖ９Ｖ１０ＶｌｌＶｌ３Ｖ１５Ｖ１６Ｖ１７Ｖｌ８Ｖ１９￥Ｖ８Ｖ７Ｖ２Ｖ１２Ｖｌ４
Ｖ１Ｖ３Ｖ４Ｖ５Ｖ６Ｖ８Ｖ９Ｖ１０Ｖ１１Ｖ１３Ｖ１５Ｖｌ６Ｖ１７Ｖ１８Ｖ１９￥Ｖ７Ｖ２Ｖ１２Ｖ１４
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表Ｖ手順ごとの１Ｗの変化（羽根アリデータ）
ＲＶ Ａｌｌpossibleとの差
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図１手順ごとのＲＶの変化（羽根アリデータ）
変数全体が構成する主成分の布置と大きな差はないということである。具体的に９＝７の
ときの選択された変数群（表Ⅵ）と主成分スコアの散布図（図２）を示す。図２の(a)は全
19変数を通常の主成分分析に適用して得られた第１主成分と第２主成分の散布図である。
元の行列Ｙと得られた主成分スコア行列Ｚ＝ＭのＲＶ係数は0.99726である｡(b)はＲＶ
規準による手順のうちBackward-forward手順が選択した７変数（Ｖ3,Ｖ7,Ｖ13,Ｖ15,
Ｖ16,Ｖ17,Ｖ18｝による拡張主成分スコアの散布図である。Backward-forwardは表Ｖよ
りAllpossibleとの差が最も少なく，９＝７ではAllpossibleと同じ変数を選択している。
このときのＲＶ係数は0.99311である。一方，（c)は同じ７変数を通常の主成分分析に適用
して得られた主成分スコアである。７変数だけをデータとしているので得られた主成分に
は残りの12変数の情報は含んでいないことになる。このときのＲＶ係数は0.96840である。
これより，拡張主成分の方が通常の主成分より元の変数の情報をよく再現していることが
わかる。
次に，外的変量を用いない変数選択として考えられる手法や主成分分析における変数選
択の先行研究との比較を示す。比較する選択手順は，回帰分析による方法，クラスター分
析による方法，Jolliffe（19728)，19739)，198610)）のＢ２とＢ４，これにＭ・ＰＣＡのＰ（規
準ｌ）のForward-backwardを加えたものである。図３にそれぞれの選択結果としてＲＶ
の変化を示す。Ｍ､ＰＣＡのＲＶ規準による選択結果は最もＲＶの値が高いBackward
forwardと最も低いBackwardのみ掲載した。公平を期すために，各９におけるＲＶ
は，それぞれの手法によって選択された変数群をＹｉとして(1)式を解いた固有値を用いて
(5)式で算出している。Ｍ・ＰＣＡのＲＶ規準による４つの手順では１変数ずつの増減しか
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表Ⅵ９＝７のときのＲＶの値と選択された変数（羽根アリデータ）
手順 ＲＶ 選択された変数
Bacward
Back-for
Forward
For-back
Allpossible
0.99107
0.99311
0.99300
0.99300
0.99311
Ｖ５Ｖ６Ｖ1０ＶＵＶ１４
Ｖ７Ｖ１３
Ｖ５Ｖ７Ｖ１３
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Ｖ７Ｖ1３
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図２主成分スコアの散布図（羽根アリデータ
（a）１９変数による通常の主成分スコア
（b）選択された７変数（Ｖ３，Ｖ７，Ｖ13,Ｖ15,Ｖ１６，
（c）同じ７変数による通常の主成分スコア
Ｖ17,Ｖ18）による拡張主成分スコア
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図３手順ごとの１Ｗの変化（先行研究との比較，羽根アリデータ）
行っていないため，最適な変数を選んでいる保証はなく，他の手法の方がそれらよりＲｖ
の値を大きくする変数群を選び得る可能性がある。実際，BackwardはＭ・ＰＣＡのＰ規
準よりＲＶの値が小さくなっている部分が観察される。しかし，図３を見る限り，ＭＰＣＡ
によるBackward以外の３つの手順は他の手法より元の主成分の布置をよく再現する変数
群を選んでいるといえる。全体的な１Ｗの値の変化を見ると，どの手法においても９＝'４
まではＲｖの値の変化は微小で,手法間の差もほとんどない｡先の図’の観察と合わせて，
このデータの５つの変数は主成分の抽出には冗長であることがわかる。また，手法間の差
が大きく開き始めるのは９＝9～６のところである。このあたりまで変数を減らすことが可
能であると同時に，変数の選び方（規準）を慎重に決めなければならないことを示唆して
いるといえる。
手法ごとにどの変数が選ばれているかについては，Krzanowski（1987ａ)'2)が，この羽
根アリデータに対して，γ＝２，９＝４のとき，自ら提唱する選択手法と先行研究である先の
Jolliffeや主変数を選択しようとするMcCabe(1984)'1)の結果と比較したものがあるので，
その結果に，Ｍ､ＰＣＡのＲＶ規準の５つの手順と上記先行研究の５つの選択結果（ＲＶ
の値と選択された変数名）を付け加えてみる（表Ⅶ)。Krzanowski（1987ａ)'2)の選択手法
は，プロクラステス規準を用いて９変数と９－１変数の主成分得点の布置の近さを評価し
ながら逐次変数を減らしていくBackwardである。選択規準としては，Ｍ・ＰＣＡのＲＶ
もKrzanowskiの方法もともに主成分の布置の近さを問題にしているが，ＲＶ係数とプロ
クラス変換の違い以外に，Ｙｂの,情報も含んだ拡張主成分を利用しているかＹｉのみから算
出される通常の主成分を用いているか，また，常に元の変数全体との近さを比較している
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力塾，ｓｔｅｐごとに前後の近さを比較しているか，といった違いがある。実際，元の変数全体
から求められる主成分と選ばれた４変数から求められる通常の主成分との１Ｗ係数は，
Krzanowskiの４変数では0.98114で，Ｍ､ＰＣＡのＲＶ規準が選択した４変数では0.98721
表Ⅶ９＝４のときのＲＶの値と選択された変数（先行研究との比較，羽根アリデータ）
手順 ＲＶ 選択された変数
Bacward
Back-for
Forward
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Allpossible
0.98163
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図４主成分スコアの散布図（４変数の場合の拡張主成分スコア，羽根アリデータ）
（a）ＲＶによる（Ｖ５，Ｖ７，Ｖ13,Ｖ18）
（b）Jolliffe'ｓＢ４による｛Ｖ５，Ｖ11,Ｖ13,Ｖ17｝
（c）Ｐ（規準１）のForward-backwardによる｛Ｖ5,Ｖ13,Ｖ17,Ｖ18｝
（d）Krzanowskiによる｛Ｖ５，Ｖ12,Ｖ14,Ｖ18）
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図５手順ごとの１Ｗの変化（ＭＤＯＣデータ）
である。図４は各手法によって選択された４変数から求められる拡張主成分の第１主成分
と第２主成分の散布図で，１Ｗの値が大きい方から４つの手法，（ａＭＷ，（b)Jolliffe'sB4，
(c)ＰのForward-backward，（d)Krzanowskiについて示した。ＲＶ係数はそれぞれ(a）
0.98721,（b)0.98152,（c)0.98565,（｡)0.98114である。
最後に別のデータとして，８７個体×23変数の「MDOＣデータ（軽症意識障害，佐野他，
197715))」に適用する。MDOＣデータの変数はすべて４値または２値のカテゴリカルデー
タであるので，最小交互二乗法(Youngeta1.,197616)）による数量化を施した上で，各手
順を適用した。γ＝２である。図５に４手順のＲＶの値の変化を示す。９＝５以下では
Backwardが他の３手法よりＲＶの値が低くなる変数群を選択しているが，「羽根アリデ
ータ」と同様，４手順に大きな差はなく，このデータもＲＶ規準の意味で冗長な変数を含
んでいることが示されている。
４．考察
前節の数値例での検討から，次のような傾向が得られた。
（１）Stepwiseの利用によって，単調選択系より高いＲＶの値を得られる変数群を選択
できる。
（２）９が大きい（選択する変数の数が多い）ところでは，４つの手順でほぼ同じＲＶの
値を得ている。
（３）９が小さくなるとBackwardによる単調選択より他の３手順の方がＲＶの値が高
い変数群を選択し得る。
（４）４つの手順はA11Possibleと比較して顕著な差はない。
（５）先行研究の選択手法との比較では，Backwardを除いたＭ・ＰＣＡの３つの手順に
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よって選ばれた変数群の方がより高いＲＶの値を得ることこができる。
いずれもデータの特質に左右されるものではあるが，限られた時間内でよりよい変数群
を選択するためには，提唱した４つの手順は実用的であり，当然ながら，単調選択系より
stepwise系が総じて優秀であることがわかった。
実際，事前に決めた主成分数γの範囲では，減らしてもＲＶ係数に変化を与えない変
数が数個含まれていることがＭ・ＰＣＡによる変数選択の根拠となっている。羽根アリデー
タやMDOＣデータでは半数前後の変数を落としてもＲＶの変化が小さい。落とされた
変数が異なっても４つの手順でＲＶの値にあまり差がないような９の部分では，それら
の変数を落としても十分に拡張主成分が元の変数の布置を再現できるといえる。
今回，Ｍ・ＰＣＡの２つの規準のうち未検討であった（基準２）のＲＶ係数規準につい
て数値的検討を行った。数値例が示す通り，元の全変数の布置が－部の変数に基づく主成
分で再現が可能で，図１のようなＲＶの値の変化を観察することにより利用可能な変数の
数やそのときの主成分が取り出せることがわかった。（規準１）のＰによる規準と合わせ
て，目的に合わせて使い分けることで1節に述べたような実際的な場面での活用が可能と
考える。
今後は，４手順の使い分けや応用，合理的な９の数の決定方法，調査での再現性など実
用場面での考察が課題である。
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PrincipalcomponentanalysisbasedonasubsetofvariablesproposedbyTanaka
andMori(1997)triestoextractreasonableprincipalcomponentswhicharecomputed
usingasubsetofvariablesbutrepresentallthevariablesverywellThismethodhas
twomathematicaltools,i､e､,theideasofRao(1964)'sprincipalcomponentanalysisof
instrumentalvariablesandRobertandEscoufier(1976)，sRV-coefficientlnthispaper
toevaluatetheperformanceoftheRV-coefficientcriterion,ｆourvariableselection
procedures,Backward,Forward,Backward-forwardstepwiseandForward-backward
steｐｗｉｓｅａｒｅａｐｐｌｉｅｄｔｏａｃｏｕｐｌｅｏｆｒｅａｌdatasetlnthenumericalexamples，the
criterionisverifiedincomparisonwiththeresultsofallpossibleselectionprocedure
andpreviousmethodsofvariableselectioninprincipalcomponentanalysis．
