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TAMED SPACES – DIRICHLET SPACES WITH
DISTRIBUTION-VALUED RICCI BOUNDS
MATTHIAS ERBAR, CHIARA RIGONI, KARL-THEODOR STURM, AND LUCA TAMANINI
Abstract. We develop the theory of tamed spaces which are Dirichlet spaces with distribution-
valued lower bounds on the Ricci curvature and investigate these from an Eulerian point of
view. To this end we analyze in detail singular perturbations of Dirichlet form by a broad
class of distributions. The distributional Ricci bound is then formulated in terms of an inte-
grated version of the Bochner inequality using the perturbed energy form and generalizing
the well-known Bakry-E´mery curvature-dimension condition. Among other things we show
the equivalence of distributional Ricci bounds to gradient estimates for the heat semigroup
in terms of the Feynman-Kac semigroup induced by the taming distribution as well as conse-
quences in terms of functional inequalities. We give many examples of tamed spaces including
in particular Riemannian manifolds with either interior singularities or singular boundary
behavior.
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1. Introduction
A. Synthetic lower Ricci bounds have proven to be a powerful concept for analyzing the
geometry of singular spaces, solutions to PDEs in irregular or infinite-dimensional settings,
and the evolution of Markov processes. The most prominent versions of such synthetic Ricci
bounds are the Eulerian formulation in the setting of Dirichlet spaces by Bakry–E´mery and
the Lagrangian formulation in the setting of metric measure spaces by Lott–Villani and Sturm.
Bakry and E´mery, in their seminal paper [8], characterized synthetic lower Ricci bounds
K ∈ R for a given strongly local Dirichlet space (X,E,m) in terms of the generalized Bochner
inequality
Γ2(f) ≥ K · Γ(f). (1.1)
Here Γ denotes the carre´ du champ associated with E and Γ2 the iterated carre´ du champ.
For the canonical Dirichlet space with X = M, m = volg, and E(f) =
1
2
´
M |∇f |2 dm on a
Riemannian manifold (M, g) this reads as
1
2
∆|∇f |2 − 〈∇f,∇∆f〉 ≥ K · |∇f |2,
which in turn is well known – due to Bochner’s equality – to be equivalent to
Ricg ≥ K · g .
A synthetic notion of lower Ricci curvature bounds in the setting of metric measure spaces
based on optimal transport has been developed by Lott and Villani and the third author in
[30, 43, 44] leading to a huge wave of research activities shaping a far reaching theory of metric
measure spaces with lower Ricci bounds. In particular, Ambrosio, Gigli and Savare´ in a series
of seminal papers [4, 5, 3] developed a powerful first order calculus on such spaces leading
to natural notions of (modulus of the) gradient, energy functional (called Cheeger energy),
and heat flow. For so-called infinitesimally Hilbertian spaces the Cheeger energy is quadratic
and defines a Dirichlet form and (under minimal assumptions) the Eulerian and Langrangian
approaches to synthetic Ricci bounds have been shown to be equivalent [6, 16, 7], providing in
particular a Bochner inequality for metric measure spaces. A huge number of contributions by
numerous authors have established many sharp analytic and geometric results for such metric
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measure spaces including e.g. estimates for volume growth and diameter, gradient estimates,
transport estimates, Harnack inequalities, logarithmic Sobolev inequalities, isoperimetric in-
equalities, splitting theorems, maximal diameter theorems, and further rigidity results, see
e.g. [2, 28, 12, 19, 26, 27, 17] and references therein. Moreover, deep results on the local
structure of metric measure spaces with synthetic Ricci bounds have been obtained recently
[32], [11] and an impressive second order calculus has been developed [21].
B. The aim of the present work is to develop a generalization of the concept of synthetic
lower Ricci bounds that goes far beyond the framework of uniform bounds. Indeed, many
important properties and quantitive estimates which typically are regarded as consequences
of uniform lower Ricci bounds also hold true in much more general settings.
Our notion of “tamed spaces” will refer to Dirichlet spaces (X,E,m) which admit a distri-
bution-valued lower Ricci bound, formulated as a canonical generalization of (1.1). Roughly
speaking, we are going to replace the constant K in (1.1) by a distribution κ and to consider
the inequality in distributional sense, that is, asˆ
X
ϕΓ2(f) dm ≥
〈
κ, ϕΓ(f)
〉
for all sufficiently regular f and ϕ ≥ 0. (For the precise – and slightly more restrictive –
formulation, see Definition 1.1 below as well as (1.5).)
The distributions κ to be considered will lie in the class F−1qloc. Here F
−1 denotes the dual
space of the form domain F = D(E) and F−1qloc denotes the class of κ’s for which there exists
an exhaustion of X by quasi-open subsets Gn ր X such that κ coincides on each Gn with
some element in F−1Gn . (The option to exhaust X by quasi-open sets instead of exhausting it
merely by open sets will lead to a significant enlargement of our scope. This will be important
e.g. in Example (ii) below.)
Already in the case of Riemannian manifolds, our new setting contains plenty of important
examples which are not covered by any of the concepts of “spaces with uniform lower Ricci
bounds”.
(i) “Singularity of Ricci at∞”: Smooth Riemannian manifolds with Ricci curvature bounded
from below in terms of a continuous – but unbounded – function which globally lies in
the Kato class, see e.g. recent results for such manifolds [35], [9].
(ii) “Local singularities of Ricci”: Riemannian manifolds with (synthetic) Ricci curvature
bounded from below in terms of a locally unbounded function which lies in Lp for some
p > n/2.
Such “singular” manifolds for instance are obtained from smooth manifolds by ground
state transformations (see e.g. [22]), conformal transformations, or time changes with
singular weight functions.
(iii) “Singular Ricci induced by the boundary”: Riemannian manifolds with boundary for
which the second fundamental form is bounded from below in terms of a (possibly
unbounded) function which lies in Lp w.r.t. the boundary measure for some p > n − 1.
Such manifolds with boundaries in particular appear as closed subsets of manifolds
without boundaries.
(iv) “Singular Ricci at the rim”: Doubling of a Riemannian surface with boundary leads to a
(nonsmooth) Riemannian surface which admits a uniform (synthetic) lower Ricci bound
if and only if the initial surface has convex boundary.
Indeed, however, out setting allows for much more examples.
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(a) In each of the examples (i), (ii), and (iii), the bounds can be far more singular than Kato
class functions. Our setting for instance allows for highly oscillating bounds which are
nowhere locally integrable. More generally, in (ii) it allows for measure-valued bounds
and even for distribution-valued bounds. In particular, examples will be provided where
these distributions can not be represented as signed measures.
(b) Instead of dealing with Riemannian manifolds, in each of the examples (i), (ii), and (iii),
we can deal with general metric measure spaces or (even slightly more general) with
strongly local, quasi-regular Dirichlet forms.
(c) Extending example (iii) to the setting of Dirichlet forms allows us to take into account
curvature effects of the boundary for a detailed analysis of Neumann Laplacians and heat
flows with reflecting boundary conditions.
Even more, an analogous curvature concept (including the curvature effects of the
boundary) will also be applied to the analysis of Dirichlet Laplacians and heat flows with
vanishing boundary conditions.
C. We will formulate our synthetic lower Ricci bounds in the setting of Dirichlet spaces.
These spaces always will be assumed to be quasi-regular and strongly local and to admit
a carre´ du champ. Among the most prominent examples are the canonical Dirichlet spaces
induced by infinitesimally Hilbertian metric measure spaces. Indeed, defining the Cheeger
energy as
E(f) =
1
2
ˆ
X
|∇f |2 dm
in terms of the minimal weak upper gradient |∇f |, each such (X, d,m) induces a Dirichlet
space as above. To simplify our presentation, here in this Introduction we will not distinguish
between semigroups acting on equivalence classes and semigroups defined pointwise or quasi-
everywhere.
Given a Dirichlet space (X,E,m) and a distribution κ ∈ F−1qloc, the crucial quantities to formu-
late our synthetic lower Ricci bound will be the taming energy Eκ – a singular zero-order
perturbation of E – and the taming semigroup (P κt )t≥0. The latter allows for a straightfor-
ward definition via the Feynman-Kac formula as
P κt f(x) := Ex
[
e−A
κ
t f(Bt)
]
(1.2)
in terms of the stochastic process
(
Px, Bt
)
x∈X,t≥0 properly associated with (X,E,m) and
in terms of the local continuous additive functional (Aκt )t≥0 associated with κ (existence and
uniquenss of which we will prove at Lemma 2.11). We say that the distribution κ ismoderate
if
sup
t∈[0,1]
sup
x∈X
Ex
[
e−A
κ
t
]
<∞.
In this case, (P κt )t≥0 defines a strongly continuous, exponentially bounded semigroup on
L2(X,m) and thus it generates a lower bounded, closed quadratic form
(
Eκ,D(Eκ)
)
. The
latter indeed can be identified (see Theorem 2.47) with the relaxation of the quadratic form
E˙
κ(f) := E(f) + E1(ψn, f
2)
defined on a suitable subset of
⋃
n FGn where (Gn)n denotes an exhaustions of X by quasi-
open sets Gn such that κ ∈ F1Gn and where ψn := (−LGn+1)−1κ. We also provide a condition
(see Theorem 2.49) on κ which guarantees that E˙κ is closable, in which case Eκ is its closure.
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More generally, for p ∈ R+ we say that κ ∈ F−1qloc is p-moderate if p κ is moderate.
Definition 1.1. We say that a Dirichlet space (X,E,m) is tamed if there exists a moderate
distribution κ ∈ F−1qloc such that the following Bochner inequality, briefly BE1(κ,∞), holds
true:
E
κ/2
(
ϕ,Γ(f)1/2
)
+
ˆ
ϕ
1
Γ(f)1/2
Γ
(
f, Lf
)
dm ≤ 0 (1.3)
for all f and ϕ ≥ 0 in appropriate functions spaces (see Subsection 3.1 for more details).
In this case, κ will be called distribution-valued lower Ricci bound or taming distri-
bution for the Dirichlet space (X,E,m).
Theorem 1.2. A moderate distribution κ ∈ F−1qloc is taming for the Dirichlet space (X,E,m)
if and only if the following gradient estimate, briefly GE1(κ,∞), holds true:
Γ(Ptf)
1/2 ≤ P κ/2t
(
Γ(f)1/2
)
(1.4)
for all f ∈ F.
Note that in the case of a constant κ, (1.4) reads as Γ(Ptf)
1/2 ≤ e−κt/2Pt
(
Γ(f)1/2
)
which is
the well-known, “improved version” of the gradient estimate in the Bakry-E´mery theory. As
in the latter theory, the “1-versions” of Bochner inequality and gradient estimate imply the
“2-versions”, see Theorem 3.6, Proposition 3.7 and Theorem 6.9 below.
Theorem 1.3. Let a Dirichlet space (X,E,m) be given and a 2-moderate κ ∈ F−1qloc.
◮ Then the following properties are equivalent:
(i) the 2-Bochner inequality BE2(κ,∞): ∀f and ϕ ≥ 0 in appropriate spaces,
E
κ
(
ϕ,Γ(f)
)
+ 2
ˆ
ϕΓ
(
f, Lf
)
dm ≤ 0; (1.5)
(ii) the 2-gradient estimate GE2(κ,∞): ∀f ∈ F,
Γ(Ptf) ≤ P κt
(
Γ(f)
)
. (1.6)
◮ These properties follow from the corresponding “improved” versions (1.3) and (1.4).
◮ The converse implication (the celebrated “self-improvement”) holds if κ is a signed measure
such that κ− satisfies the compatibility condition w.r.t. κ+.
The Bochner inequalities and gradient estimates discussed so far are particular cases (for
p = 1, 2 and N = ∞) of the more general Bochner inequalities BEp(κ,N) and gradient
estimates GEp(κ,N) depending in addition on a parameterN ∈ [1,∞], interpreted as synthetic
upper bound on the dimension. For BE2(κ,N), for instance, (1.5) will be tightened to
E
κ
(
ϕ,Γ(f)
)
+ 2
ˆ
ϕΓ
(
f, Lf
)
dm ≤ − 2
N
(
Lf
)2
and for GE2(κ,N), (1.6) will be tightend to Γ(Ptf) +
2
N
´ t
0 P
κ
s (LPt−sf)2 ds ≤ P κt
(
Γ(f)
)
(see
also Theorem 3.6 for different yet equivalent formulations). For these more general functional
inequalities, the assertions of the previous Theorem hold true in analogous form.
D. Besides the fundamental gradient estimates, tamed spaces share many important prop-
erties with spaces which admit uniform lower Ricci bounds. One of the crucial qualitative
properties is
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Lemma 1.4. Assume that the Dirichlet space (X,E,m) is tamed by a signed measure κ ∈ F−1qloc
which is in the extended Kato class K1−(X). Then Γ(f)1/2 ∈ F for each f ∈ D(L).
This opens the door for defining Hessians and further objects of a second order calculus. A
selection of important quantitative properties is listed below.
Theorem 1.5. Assume that the Dirichlet space (X,E,m) is tamed by a 2-moderate distribu-
tion κ ∈ F−1qloc. Then the following functional inequalities hold true, say for t ≤ 1,
(i) Local Poincare´ inequality: Pt(f
2)− (Ptf)2 ≤ CtPt(Γf);
(ii) Reverse local Poincare´ inequality: Pt(f
2)− (Ptf)2 ≥ t/C Γ(Ptf);
(iii) Local log-Sobolev inequality: Pt(f log f)− Ptf log(Ptf) ≤
ˆ t
0
PsP
κ
t−s
(
Γf
f
)
ds;
(iv) Reverse local log-Sobolev inequality: Pt(f log f)− Ptf log(Ptf) ≥
ˆ t
0
Γ(Ptf)
P
κ/2
s Pt−sf
ds.
We also could derive a remarkable conservativeness criterion which until recently was
not known even in the “classical” setting of spaces with uniform lower Ricci bounds (more
precisely, neither for Dirichlet spaces with Ricci bounds in the sense of Bakry-E´mery nor
for metric measure spaces with Ricci bounds in the sense of Lott-Sturm-Villani). Recently,
a similar result has been obtained in [9] for smooth manifolds with Ricci curvature bounded
below by a function in the Kato (or more generally Dynkin) class.
Theorem 1.6. Assume that the Dirichlet space (X,E,m) is tamed and “intrinsically com-
plete” in the sense that ∃ (ϕn)n ⊂ F : 0 ≤ ϕր 1, 1 ≥ Γ(ϕ)ց 0 m-a.e. on X. Then (X,E,m)
is conservative.
E. Singular Ricci bounds occur especially if one wants to analyze diffusions on non-convex
subsets of the state space of a given Dirichlet space (or metric measure space or Riemannian
manifold). Here both Neumann and Dirichlet boundary conditions are of interest. Neumann
boundary conditions are easier to treat since the resulting diffusions can be incorporated into
the previous setting.
To simplify the presentation, let us focus now on the Riemannian case. Let (Mˆ, g) be a
Riemannian manifold – as usual complete and without boundary – and let M be a closed
subset. Indeed, we do not assume that g is smooth but only Mˆ has a smooth differential
structure, nor do we assume that ∂M is smooth. Thus the Ricci tensor (if defined at all) may
have singularities inside of M, and the same can happen with the curvature of the boundary.
For technical reasons, we will assume that M is regularly exhaustible, i.e. it can be exhausted
by domains with smooth boundary on which g is smooth and which have some uniform control
on the moderateness of the distributions induced by Ricci and the boundary curvature, see
Thm. 4.5 below for a precise formulation. Consider (M, g) as a Riemannian manifold with
boundary, put m = volg, and let σ denote the surface measure of ∂M. Moreover, define
EM(f) :=
1
2
ˆ
M0
|∇f |2 dm with D(EM) :=W 1,2(M0).
Then we have the following result, see Thm. 4.5 below.
Theorem 1.7. Assume that k : M0 → R is a lower bound on the Ricci curvature of (M0, g)
(where defined) and that ℓ : ∂M → R is a lower bound for the second fundamental form of
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∂M (where defined). Moreover, assume that (M, g) is regularly exhaustible, in particular that
the distribution
κ := km+ ℓ σ ∈ F−1qloc. (1.7)
is moderate. Then the Dirichlet space (M,EM,m) satisfies BE1(κ,∞).
Corollary 1.8. In the setting of the previous Theorem, the Neumann heat semigroup (Pt)t≥0
on (M, g) satisfies
|∇Ptf | ≤ P κ/2t |∇f |
with (P
κ/2
t )t≥0 defined according to (1.2) in terms of (Pt)t≥0 and κ from (1.7).
For smooth manifolds with boundary such a result was first proven by Hsu [24].
We will provide several concrete examples of tamed manifolds with singularities both in the
interior or in the boundary in Section 4.
Dealing with the Dirichlet heat semigroup is more sophisticated. No gradient estimate of the
previous type will remain true if we impose Dirichlet boundary conditions on the semigroups
on both sides. Instead, the domination has to be based on the Neumann heat semigroup.
Theorem 1.9. In the setting of the previous Theorem with k ∈ Cb(M0) and ℓ ∈ Cb(∂M), the
Dirichlet heat semigroup (P 0t )t≥0 on (M0, g) satisfies
|∇P 0t f | ≤ P κ/2t |∇f |
with (P
κ/2
t )t≥0 as in the previous Corollary, that is, defined in terms of the Neumann heat
semigroup (Pt)t≥0 and κ from (1.7), provided either n = 2 or ℓ ≥ 0.
F. The structure of the present work is the following. Section 2 is devoted to a detailed and
comprehensive investigation of singular zero-order perturbations of Dirichlet forms, which will
play a crucial role in the definition of distribution-valued synthetic lower Ricci bounds. After
reviewing basic notions of Dirichlet forms theory, we attach a Feynman-Kac semigroup to any
quasi-local distribution and single out those (called “moderate distributions” in the sequel)
for which such semigroup is exponentially bounded in L∞. It is then extremely important
the bridge between moderate distributions and, in the terminology of [15], “smooth in the
strict sense” measures, as this allows us to define the perturbed energy form Eκ associated to
a moderate distribution κ by sophisticated approximation and relaxation procedures.
The next four sections, representing the core of the paper, deal with definition, examples and
properties of tamed spaces. More precisely:
• relying on the good class of moderate distributions singled out in Section 2, in Section 3
we introduce the taming condition for Dirichlet spaces as an L1-Bochner inequality for
the perturbed energy form and, using the semigroup approach of Bakry-E´mery theory
as blueprint, we characterize this condition in terms of an L1-gradient estimate. The
equivalence between the L2-versions of Bochner inequality and gradient estimate is
also established, as well as the implication GE1 ⇒ GE2, thus providing a preliminary
Eulerian picture of tamed spaces;
• in Section 4 we provide the reader with a sample of motivating and diversified examples
which show that our distributional approach to synthetic Ricci bounds comes to embed
highly irregular spaces ruled out by previous theories. In this sense, the singularities
covered by the taming condition concern both the behaviour of the curvature in the
interior of the space and the roughness of the boundary;
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• aim of Section 5 is to deduce suitable “tamed” versions of local (reverse) Poincare´
inequality and local (reverse) logarithmic Sobolev inequality;
• for an even stronger parallelism between the by-now classical Bakry-E´mery setting
and the tamed one, in Section 6 we prove that for moderate distributions given by
signed measures in the (extended) Kato class the taming condition is self-improving,
in the spirit of [37]. The strategy of proof follows indeed Savare´’s contribution, but
caveats and technical difficulties are numerous and the arguments do not immediately
carry over.
In the final Section 7 we introduce the notion of “sub-tamed space” as a generalization of
the taming condition. The main motivation behind this is the fact that semigroups with
Dirichlet boundary conditions fail to be tamed spaces, yet they may be sub-tamed. Following
the arguments in Section 3 and 5 it is not difficult to see that sub-tamed spaces share the
same (properly modified) properties of tamed ones. Moreover, we show that to check whether
a Dirichlet space is sub-tamed it is sufficient to verify the taming condition for the “doubled”
Dirichlet space associated to it. We conclude the discussion by proving that the doubling
of a compact Riemannian surface with boundary is a tamed space with taming distribution
expressed in terms of pointwise lower bounds for the Ricci curvature on the interior of the
surface and for the second fundamental form on the boundary.
2. Singular Zero-Order Perturbations of Dirichlet Forms
The goal of this chapter is to study perturbations of Dirichlet spaces (X,E,m) by singular zero-
order terms. These zero-order perturbations will be given in terms of distributions κ which are
locally — or just quasi-locally — in the dual space of the form domain F. Indeed, the extension
from F−1 to F−1qloc will be of fundamental importance. For instance, this approach includes
all perturbations by signed measures which are smooth in the strict sense. It also includes
perturbations by distributions which can not be represented by signed Radon measures. The
initial Dirichlet forms will always be assumed to be strongly local and quasi-regular.
2.1. The (Unperturbed) Dirichlet Form. Throughout this chapter, we fix a strongly
local, quasi-regular Dirichlet space (X,E,m). That is, X is a topological Lusin space, m is
a Borel measure with full topological support on X, and E is a quasi-regular, strongly local
Dirichlet form on L2(X,m) with domain F = D(E). Moreover, we assume that the Dirichlet
space admits a carre´ du champ. That is, there exists a symmetric bilinear map Γ : F × F →
L1(X,m) satisfying the Leibniz rule
Γ(fg, h) = fΓ(g, h) + gΓ(f, g) (∀f, g, h ∈ F ∩ L∞(X,m))
such that
E(f, g) =
1
2
ˆ
X
Γ(f, g) dm (∀f, g ∈ F).
The generator of the Dirichlet form (E,F) will be denoted by (L,D(L)). The associated re-
solvent and semigroup on L2(X,m) will be denoted by (Gα)α>0 and (Tt)t≥0, resp., such that
formally
Gα = (α− L)−1 =
ˆ ∞
0
e−αt Tt dt, Tt = eLt
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on L2(X,m). The latter extends to a positivity preserving, m-symmetric, bounded semigroup
(Tt)t≥0 on each Lp(X,m) with
∥∥Tt∥∥Lp,Lp ≤ 1 for each p ∈ [1,∞] and strongly continuous on
Lp(X,m) if p <∞.
All “quasi”-notions in the sequel are understood w.r.t. the fixed initial Dirichlet form E.
Quasi-regularity of E implies that each f ∈ F admits a quasi-continuous version f˜ (and two
such versions coincide q.e. on X). Thus in particular, for each f ∈ ⋃p∈[1,∞]Lp(X,m) and
t > 0, there exists a quasi-continuous version T˜tf of Ttf (uniquely determined q.e.).
We also fix an m-reversible, continuous, strong Markov process
(
Px, Bt
)
x∈X,t≥0 (with life time
ζ) which is properly associated with E in the sense that
T˜tf = Ptf m-a.e. on X, ∀ Borel function f ∈ L2(X,m), (2.1)
see [15, Theorems 1.5.2, 1.5.3 and 3.1.13]. Here and in the sequel, (Rα)α>0 and (Pt)t≥0 denote
the resolvent and semigroup, resp., induced by the Markov process
(
Px, Bt
)
x∈X,t≥0. That is,
Ptf(x) := Ex
[
f(Bt)
]
, Rαf(x) := Ex
[ˆ ∞
0
e−αtf(Bt) dt
]
where, following the convention in [15], we assume that f(Bt) ≡ 0 whenever t ≥ ζ.
In the following we will denote for a Borel function f : X → R+
q-sup
x
f(x) := inf
{
sup
x∈X\N
f(x) : N is E-polar
}
,
m-sup
x
f(x) := inf
{
sup
x∈X\N
f(x) : m(N) = 0
}
=
∥∥f∥∥
L∞(X,m)
.
For developing the concept of tamed spaces, Riemannian manifolds are our most important
source of inspiration. Unless explicitly stated otherwise, Riemannian manifolds are always
assumed to be smooth, complete and without boundary.
Example 2.1. Every Riemannian manifold (M, g) defines in a canonical way a Dirichlet space(
M,EM,m). The canonical choice is m := volg and
EM(f) :=
1
2
ˆ
M
|∇f |2 dm, D(EM) :=W 1,20 (M).
This Dirichlet space is always quasi-regular and strongly local and it admits a carre´ du champ,
namely, Γ(f) = |∇f |2.
Moreover, thanks to the completeness of M, we always have W 1,20 (M) = W
1,2(M). However,
the Dirichlet space will not necessarily be conservative — unless the Ricci curvature of (M, g)
is bounded from below.
Example 2.2. The construction in Example 2.1 applies without any change also to incomplete
manifolds. (Only the assertions on equality of Sobolev spaces and on conservativeness no
longer hold.) The crucial point is that the form domain is chosen to be W 1,20 (M), which in a
certain sense means that Dirichlet boundary conditions are incorporated.
Typically, incomplete manifolds appear by restricting a manifold to an open subset D ⊂ M.
Then
D(ED) :=
{
f ∈ D(EM) : f˜ = 0 q.e. on M \D
}
=W 1,20 (D)
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and ED := EM on D(ED). The Dirichlet space
(
D,ED,mD) will satisfy our basic assump-
tions (quasi-regularity, strong locality, existence of carre´ du champ) without any regularity
assumption on ∂D. (Indeed, one can even extend this construction to quasi-open sets D ⊂ M.)
Example 2.3. Typically, manifolds with boundary appear by restricting a manifold to a
closed subset F ⊂ M.
For a Riemannian manifold (M, g) with boundary, there are two “canonical” constructions of
a Dirichlet space
(
M,EM,m).
• The Dirichlet space for the metric measure space (M, d,m) (see Example 2.5 below)
with d denoting the complete length geodesic metric induced by g on M:
EM(f) :=
1
2
ˆ
M
|∇f |2 dm, D(EM) :=W 1,2(M).
• The reflected Dirichlet space (see Section 7.1) for the Dirichlet space (M0,EM0 ,m|M0)
associated with the incomplete manifold (M0, g) according to the previous Example:
EM(f) :=
1
2
ˆ
M0
|∇f |2 dm, D(EM) :=W 1,2(M0).
They will coincide if M has a Lipschitz boundary or more generally if W 1,2(M) = W 1,2(M0)
(but not in general, see [46, Remark 6.1 and Example 6.2]). Indeed, unless explicitly stated
otherwise, we always assume that a manifold with boundary has a smooth boundary.
Example 2.4. There are many ways to construct new Dirichlet spaces out of the Dirichlet
space
(
M,EM,m) by means of a weight function ψ ∈ L∞loc(M). The most important transfor-
mations are
• Time change:
E
′
M(f) :=
1
2
ˆ
M
|∇f |2 dm, ∥∥f∥∥2
L2(m′)
=
ˆ
M
|f |2 e2ψ dm.
• Drift transformation or change of measure:
E
♯
M(f) :=
1
2
ˆ
M
|∇f |2 e2ψ dm, ∥∥f∥∥2
L2(m♯)
=
ˆ
M
|f |2 e2ψ dm.
• Conformal transformation:
E
∗
M(f) :=
1
2
ˆ
M
|∇f |2 e(n−2)ψ dm, ∥∥f∥∥2
L2(m∗)
=
ˆ
M
|f |2 enψ dm.
The latter is nothing but the Dirichlet space for the (not necessarily smooth) Rie-
mannian manifold (M, g∗) with g∗ := e2ψg.
Example 2.5. Let (X, d,m) be a complete and separable metric space, equipped with a
non-negative Radon measure m. We introduce the convex and l.s.c. Cheeger energy ([13, 4])
Ch(f) := inf
{
lim inf
n→∞
1
2
ˆ
X
|Dfn|2 dm : fn ∈ Lipb(X), fn → f ∈ L2(X,m)
}
,
where the metric slope |Df | of a Lipschitz function f : X → R is defined by |Df |(x) :=
lim supy→x |f(y) − f(x)|/d(x, y). We observe that the domain D(Ch) := {f ∈ L2(X,m) :
Ch(f) <∞} is a dense linear subspace of L2(X,m). For any f ∈ D(Ch) the collection
S(f) :=
{
G ∈ L2(X,m) : ∃(fn)n∈N ⊂ Lipb(X), fn → f, |Dfn|⇀ G in L2(X,m)
}
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admits a unique element of minimal norm, the minimal weak upper gradient |Df |w, which is
minimal also with respect to the order structure (see [4]), i.e., |Df |w ∈ S(f) and |Df |w ≤ G
m-a.e. for every G ∈ S(f). Hence, it is possible to represent Ch(f) in terms of |Df |w, as
Ch(f) =
1
2
ˆ
X
|Df |2w dm.
If Ch is a quadratic form in L2(X,m), we say that (X, d,m) is infinitesimally Hilbertian ([20]).
In particular, according to [37, Theorem 4.1], if (X, d,m) is an RCD(K,∞) space for some
K ∈ R, meaning that it is an infinitesimally Hilbertian space with a bound from below on
the Ricci curvature in the sense of Lott-Sturm-Villani ([30, 43]), then E := 2Ch is a strongly
local and quasi-regular Dirichlet form which admits carre´ du champ
Γ(f) = |Df |2w for every f ∈ D(Ch).
2.2. Feynman-Kac Semigroups Induced by Local Distributions.
2.2.1. First-Order Distributions. Let F−1 denote the dual space of F and observe that
ψ 7→ (−L+ 1)ψ
defines an isometry between F and F−1 with inverse given by κ 7→ (−L+ 1)−1κ.
Example 2.6. Assume that X is locally compact and that the Dirichlet form E is regular.
Then every Radon measure µ of finite energy integral (in the notation of [18] and [15], µ ∈ S0)
defines – or can be interpreted as – a distribution κ ∈ F−1 via
〈κ, ϕ〉 :=
ˆ
ϕ˜ dµ, ∀ϕ ∈ F.
Conversely, every non-negative distribution κ ∈ F−1 is given by a Radon measure of finite
energy integral.
Lemma 2.7. For each κ ∈ F−1 there exists a unique continuous additive functional Aκ =
(Aκt )t≥0 associated with κ given by
Aκt :=
ˆ t
0
ψ(Bs) ds+
1
2
(
Mψt + Mˆ
ψ
t
)
, t < ζ,
provided κ = (−L + 1)ψ for some quasi-continuous ψ ∈ F. Here Mψ denotes the martingale
additive functional in the Fukushima decomposition
ψ(Bt)− ψ(B0) =Mψt +Nψt , t < ζ,
w.r.t.
(
Px, Bt
)
x∈X,t≥0 and Mˆ
ψ the correponding functional w.r.t. the time-reversed process
such that in the Lyons-Zheng decomposition
ψ(Bt)− ψ(B0) = 1
2
Mψt −
1
2
Mˆψt , t < ζ,
see [15, Theorems 4.2.6 and 6.7.2]. (Uniqueness of Aκ is up to equivalence of additive func-
tionals.)
Remark 2.8. In the particular case where κ = f for some nearly Borel function f ∈ L2(X,m),
Aκt =
ˆ t
0
f(Bs) ds, t < ζ.
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The previous concepts can easily be restricted to a quasi-open set G ⊂ X by considering the
Dirichlet form with Dirichlet boundary conditions on X \ G (or in other words, the process
killed at the exit from G). More precisely, given a quasi-open set G ⊂ X, we put
FG :=
{
ϕ ∈ F with ϕ˜ = 0 q.e. on X \G
}
.
Its dual space will be denoted by F−1G . Let LG denote the generator of the Dirichlet form(
E,FG
)
. The isometry (−LG + 1)1/2 : FG → L2(G) extends to an isometry (−LG + 1)1/2 :
L2(G)→ F−1G . Thus
(−LG + 1) : FG → F−1G
is also an isometry.
Existence and uniqueness of continuous additive functionals Aκ associated with κ ∈ F−1G hold
as formulated before in Lemma 2.7 but now of course with the life time ζ of the process
(Px, Bt)x∈X,t≥0 replaced by ζG := ζ ∧ τG. In particular, the resolvent with Dirichlet boundary
condition RG,α = (−LG + α)−1 : F−1G → FG is given by
RG,ακ(x) := Ex
[ˆ ζ∧τG
0
e−αt dAκt
]
for m-a.e. x ∈ X.
2.2.2. Local Distributions. Given two quasi-open sets G ⊂ G′ ⊂ X, the obvious inclusion
FG ⊂ FG′ implies that
F
−1
G ⊃ F−1G′ .
Given any increasing sequence (Gn)n of quasi-open sets in X, we define
F
−1
(
(Gn)n
)
:=
⋂
n
F
−1
Gn
.
Lemma 2.9. For each κ ∈ F−1((Gn)n) there exists a unique local continuous additive func-
tional Aκ = (Aκt )t≥0 associated with κ. It is the limit of the additive functionals Aκ,n associated
with κ regarded as element of F−1Gn for each n ∈ N:
Aκt = A
κ,n
t for t < τGn ∧ ζ
and thus in particular Aκt = limn→∞A
κ,n
t for t < ζ.
Definition 2.10. Let κ ∈ F−1((Gn)n). The Feynman-Kac semigroup (P κt )t≥0 associated with
κ is given by
P κt f(x) := Ex
[
e−A
κ
t f(Bt) 1{t<ζ}
]
= ↑ lim
n→∞Ex
[
e−A
κn
t f(Bt) 1{t<τGn∧ζ}
]
for non-negative nearly Borel functions f on X. For given t and x, it is extended by P κt f(x) :=
P κt f
+(x)−P κt f−(x) to arbitrary nearly Borel functions f = f+−f− for which P κt |f |(x) <∞.
A quasi-open nest is an increasing sequence of quasi-open sets Gn ⊂ X such that X \
⋃
nGn
is E-polar (or equivalently, that
⋃
n FGn is dense in F). Without restriction, we always may
assume that
⋃
nGn = X. We say that κ lies quasi-locally in F
−1 if κ ∈ F−1((Gn)n) for some
quasi-open nest (Gn)n and we put
F
−1
qloc :=
⋃
quasi-open nests (Gn)n
F
−1
(
(Gn)n
)
.
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Lemma 2.11. For each κ ∈ F−1qloc, the local continuous additive functional Aκ =
(
Aκt
)
t≥0
associated according to the previous Lemma with κ and some quasi-open nest (Gn)n does not
depend on the choice of the nest (up to equivalence of local continuous additive functionals as
introduced in [18, p. 226]). Thus also the semigroup (P κt )t≥0 does not depend on the choice of
the nest.
It defines a semigroup on the space of non-negative, nearly Borel functions on X. For each t ≥
0, the operator P κt is symmetric w.r.t. m and it maps m-equivalence classes onto m-equivalence
classes. It extends to a bounded linear operator on Lp(X,m) provided ‖P κt ‖Lp,Lp <∞ where
‖P κt ‖Lp,Lp := sup
{∥∥P κt f∥∥Lp : f ∈ Lp(X,m), f ≥ 0, ∥∥f∥∥Lp ≤ 1
}
.
Proof. Given two quasi-open nests (G′n)n and (G′′n)n, put Gn := G′n ∩ G′′n. Then also (Gn)n
is a quasi-open nest and Aκ is uniquely defined on this nest. Thus it is unique.
The semigroup property of (P κt )t≥0 follows from the (local) additivity of Aκ. The symmetry
w.r.t. m follows from the same property for the heat operator Pt and from the fact that by
construction Aκt is invariant w.r.t. time reversal. Invariance w.r.t. m-equivalence follows from
the same property for the heat operator Pt. Finally, the norm estimate and the extendability
to Lp follows from the simple fact that |P κt f | ≤ P κt |f |. 
Example 2.12. Following [18, p. 227], and [15, p. 163], let F˙loc or Fqloc denote the set of
m-equivalence classes of functions which are locally in F in the broad sense. That is, ψ ∈ F˙loc
if there exist an increasing sequence (Gn)n of quasi-open sets such that
⋃
nGn = X (or,
equivalently, nearly Borel finely open sets such that X \ ⋃nGn is E-polar) and a sequence
(ψn)n in F such that ψn = ψ m-a.e. on Gn, for each n.
For ψ ∈ F˙loc, we define the distribution κ = (−L+ 1)ψ by testing against
⋃
n FGn . Then
ψ ∈ F˙loc =⇒ ψ, Lψ, (−L + 1)ψ ∈ F−1qloc.
Indeed, for each ϕ ∈ FGn
〈κ, ϕ〉 =
ˆ
Gn
(1
2
Γ(ψ,ϕ) + ψ ϕ
)
dm
=
ˆ
Gn
(1
2
Γ(ψn, ϕ) + ψn ϕ
)
dm ≤ C · ∥∥ϕ∥∥
FGn
Therefore κ ∈ F−1Gn and thus κ ∈ F−1qloc. The claim for Lψ follows analogously.
2.2.3. Moderate Distributions.
Definition 2.13. The distribution κ ∈ F−1qloc is called moderate, briefly κ ∈ F−1qloc,mod, iff
sup
t∈[0,1]
sup
x∈X
Ex
[
e−A
κ
t
]
<∞, (2.2)
where Aκ is extended by 0 for t ≥ ζ. We say that κ is p-moderate for p ∈ (0,∞) if pκ is
moderate.
Remark 2.14. (i) A distribution κ is moderate if and only if the associated Feynman-Kac
semigroup (P κt )t≥0 defines an exponentially bounded semigroup on L∞, in the sense that∥∥P κt 1∥∥L∞,L∞ ≤ C eCt. (2.3)
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(ii) For κ ∈ F−1qloc,mod, the Feynman-Kac semigroup (P κt )t≥0 extends to an exponentially
bounded semigroup on Lp(X,m) for each p ∈ [1,∞]. Moreover, for each q ∈ (1,∞)∣∣P κt f ∣∣q(x) ≤ P qκt (|f |q)(x).
(The right-hand side of the last formula is finite provided κ is q-moderate and f ∈ Lq(X,m).
Otherwise, it is still well defined but might be +∞.)
(iii) If κ1 is p1-moderate and κ2 is p2-moderate then κ := κ1+κ2 is p-moderate for
1
p =
1
p1
+ 1p2 .
In particular, if κ is p-moderate then it also q-moderate for each q ∈ (0, p]. More generally,
the set of moderate distributions is closed under convex combinations.
Proof. (ii) Put Ct := supx∈X P κt 1(x), which for sufficiently small t > 0 will be finite accord-
ing to (2.3). Then obviously ‖P κt ‖L∞,L∞ = Ct and by symmetry ‖P κt ‖L1,L1 ≤ Ct. Thus by
interpolation ‖P κt ‖Lp,Lp ≤ Ct for each p ∈ (1,∞).
(iii)
Ex
[
e−A
∑
i αiκi
t
]
= Ex
[∏
i
e−αiA
κi
t
]
≤
∏
i
Ex
[
e−A
κi
t
]αi
for each sequence of positive numbers αi with
∑
i αi = 1.

Example 2.15. Let (X,E,m) denote the classical Dirichlet space on Rn, n ≥ 2.
(i) For m,k > 0 put
V (x) = k |x|−2−2m ·
[
2 sin+
(|x|−m)− sin− (|x|−m)].
Then there exists kc ∈
[
1
8m
2, 94m
2
]
such that
• V is moderate for k ∈ (0, kc);
• V is not moderate for k > kc.
In particular, for k = 23kc the function V is moderate but not 2-moderate.
(ii) Similarly, for
V (x) = k |x|−2−2m ·
[
2 sin
(|x|−m)+ 1],
there exists kc ∈ (0,∞) such that V is moderate for k ∈
[
2√
3−1m
2, 94m
2
]
and not moderate
for k > kc.
Proof. (i) According to [40, Theorem 1.4], the function V is moderate if k < 18m
2 and it
is not moderate if k > 94m
2. According to the previous Remark, moderateness for some k
implies moderateness for k′ ∈ (0, k). This proves the existence of a critical kc within the given
bounds.
(ii) Since 2 sin(r) + 1 ≥ 2 sin+(r)− sin−(r) for all r ∈ R, moderateness of the potential in (i)
implies moderateness of the potential in (ii).
To prove the unboundedness of P Vt in the case of sufficiently large k, we follow the argumen-
tation from [40, Theorem 3.1], now with rn :=
[
(2n − 14)π
]−1/m
, Rn :=
[
(2n − 34)π
]−1/m
,
k−n := k (
√
3− 1)R−2−2mn and thus with
λn ≈
[− k (√3− 1) + 2m2]R−2−2mn
which diverges to −∞ if k > 2m2√
3−1 . 
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Proposition 2.16. We define W−1,∞(X) to be the dual space of
W 1,1+(X) :=
{
f ∈ L1(X,m) : f[n] ∈ F (∀n ∈ N) and sup
n∈N
∥∥|f[n]|+ |Df[n]|∥∥L1 <∞
}
,
where f[n] := (f ∧ n) ∨ (−n) denotes the truncation of f at levels ±n. Then
W−1,∞(X) ⊂ F−1qloc,mod.
Proof. We refer to [46, Section 2.1] for a proof of this result. 
2.3. Jensen and Ho¨lder Inequalities. Let us recall that, by Definition 2.10, the Schro¨dinger
semigroup associated with a quasi-local distribution κ ∈ F−1qloc is given by
P κt f(x) = Ex
[
e−A
κ
t f(Bt)
]
for any bounded function f , and f(Bt) ≡ 0 whenever t ≥ ζ.
Let us denote
Cκt := sup
x∈X
P κt 1(x) = sup
x∈X
Ex
[
e−A
κ
t
]
. (2.4)
Then κ is q-moderate by definition if and only if
sup
t∈[0,1]
Cqκt <∞ .
Lemma 2.17 (Ho¨lder estimates). Let κ ∈ F−1qloc(X) be moderate. If κ is also q-moderate for
q ∈ (0,∞), then we have for any non-negative f (with p = q/(q − 1)):
|P κt f | ≤
(
Cqκt
)1/q(
Ptf
p
)1/p
. (2.5)
If −κ is qp-moderate, then we have
|Ptf | ≤
(
C
− q
p
κ
t
)1/q(
P κt f
p
)1/p
. (2.6)
Proof. By Ho¨lder’s inequality, we have
|P κt f(x)| =
∣∣∣Ex[e−Aκt f(Bt)]∣∣∣ ≤ Ex[e−qAκt ]1/q · Ex[f(Bt)p]1/p
≤
(
Cqκt
)1/q(
Ptf
p
)1/p
.
The second statement follows from
|Ptf(x)| =
∣∣Ex[f(Bt)]∣∣ ≤ Ex[ e qpAκt ]1/q · Ex[e−Aκt f(Bt)p]1/p
≤
(
C
− q
p
κ
t
)1/q(
P κt f
p
)1/p
.

Lemma 2.18 (Jensen inequality). Let κ ∈ F−1qloc(X) be moderate and let Φ : Rd → [0,∞] be
convex and 1-homogeneous. Then, for any bounded functions f1, . . . , fd we have:
Φ
(
P κt f1(x), . . . , P
κ
t fd(x)
) ≤ P κt (Φ(f1, . . . fd))(x) . (2.7)
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Proof. This follows immediately from the 1-homogeneity and convexity of Φ by applying
Jensen’s inequality with the normalized expectation
E˜x( · ) := Ex
[
e−A
κ
t
]−1
Ex
[
e−A
κ
t ( · )
]
.

2.4. Kato and Dynkin Classes. Recall that, as introduced in Section 2.1, (Tt)t≥0 denotes
the semigroup on L2(X,m) associated with the Dirichlet form E, while (Pt)t≥0 denotes the
transition semigroup for the diffusion process associated with E. The respective Laplace trans-
forms (called resolvents) will be denoted by (Gα)α>0 and (Rα)α>0, resp. Let f : X → R be
any Borel function, then Ptf is a quasi-continuous version of Ttf , for each t > 0, while Rαf
is a quasi-continuous version of Gαf , for each α > 0 (see [15, Proposition 3.1.9]).
Lemma 2.19. For a nearly Borel function f : X→ R and a number ρ > 0, the following are
equivalent:
lim
t→0
m-sup
x
ˆ t
0
Ts|f |(x) ds ≤ ρ,
lim
t→0
q-sup
x
ˆ t
0
Ps|f |(x) ds ≤ ρ,
lim
α→∞ m-supx
Gα|f |(x) ≤ ρ,
lim
α→∞ q-supx
Rα|f |(x) ≤ ρ.
Definition 2.20. For ρ > 0, the extended Kato class Kρ(X) consists of those nearly Borel
functions f : X→ R that satisfy the equivalent properties of the previous Lemma.
Moreover, we put
K0(X) :=
⋂
ρ>0
Kρ(X), K1−(X) :=
⋃
ρ<1
Kρ(X), K∞(X) :=
⋃
ρ>0
Kρ(X).
K0(X) is called Kato class and K∞(X) is called Dynkin class.
Definition 2.21. We say that a signed measure µ on X belongs to the extended Kato class,
µ ∈ Kρ(X), iff µ does not charge E-polar sets and
lim
t→0
q-sup
x
ExA
µ
t ≤ ρ (2.8)
where Aµt denotes the positive continuous additive functional (PCAF, for short) associated
with |µ|.
Remark 2.22. Each of the following conditions is equivalent to (2.8):
lim
α→∞ q-supx
UαA1 ≤ ρ
where UαA1(x) := Ex
[ ´ ζ
0 e
−αt dAt
]
, x ∈ X \N , denotes the α-potential of the PCAF A = Aµ
associated with |µ| (cf. [15], (4.1.4));
lim
α→∞
∥∥Uαµ∥∥L∞ ≤ ρ
where Uαµ ∈ F denotes the α-potential of the measure |µ| (cf. [15], (2.3.6)).
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Remark 2.23. Assume that the absolute continuity hypothesis holds. That is, the semigroup
(Pt)t≥0 is given in terms of a symmetric heat kernel (pt(x, y))t≥0,x,y∈X and the resolvent
(Rα)α>0 admits a density given by rα(x, y) =
´∞
0 e
−αtpt(x, y) dt. For a measure µ on X define
Ptµ(x) :=
´
X pt(x, y) dµ(y) and Rαµ(x) :=
´
X rα(x, y) dµ(y). Then
µ ∈ Kρ(X) ⇐⇒ lim
t→0
q-sup
x
ˆ t
0
Psµ(x) ds ≤ ρ ⇐⇒ lim
α→∞ q-supx
Rαµ(x) ≤ ρ.
Lemma 2.24. For all ρ < 1, it holds:
(i) q-supx Ex
[
Aµt
] ≤ ρ ⇒ q-supx Ex[eAµt ] ≤ 11−ρ ,
(ii) ‖Uαµ‖L∞ ≤ ρ ⇒
∥∥RA−µtα ∥∥L∞,L∞ ≤ 1α(1−ρ) ,
where, for a Borel function f : X → R and for the PCAF A = Aµ associated with |µ|, we
define RAαf(x) := Ex
[ ˆ ∞
0
e−αte−A
µ
t f(Bt) dt
]
(cf. [15], (4.1.5)).
Proof. These are well-known facts. (i) is the celebrated Khasminskii Lemma. For the reader’s
convenience, let us briefly sketch the proof of (ii). Appropriate generalizations of the resolvent
identity yield (cf. [15, Exercise 4.1.2])
Rαf = R
A−µt
α f − UαAµt
(
R
A−µt
α f
)
=
(
I − UαAµt ( . )
)
R
A−µt
α f =
(
I − Uα( . · µ )
)
R
A−µt
α f,
using the fact that UαAf is the quasi-continuous version of Uα(f · µ) (see [15, Lemma 4.1.5]).
This in turn implies∥∥RA−µtα f∥∥Lp,Lp ≤
(
I −
∥∥Uα(. · µ)∥∥Lp,Lp
)−1
·
∥∥Rα∥∥Lp,Lp
for each p ∈ [1,∞], provided that ∥∥Uα(. · µ)∥∥Lp,Lp < 1. 
Corollary 2.25. For each µ ∈ Kρ(X) and each ρ′ > ρ there exists α′ ∈ R such that for all fˆ
X
f2 dµ ≤ ρ′ E(f) + α′
ˆ
X
f2 dm.
Proof. Given µ and ρ′ as above, put µ′ := 1ρ′µ. Then µ
′ ∈ Kρ∗(X) with ρ∗ = ρρ′ < 1. Thus∥∥RA−µ′tα ∥∥Lp,Lp <∞
for sufficiently large α which implies
∥∥RA−µ′tα ∥∥L2,L2 <∞. This in turn implies
E(f)−
ˆ
X
f2 dµ′ + α
ˆ
X
f2 dm ≥ 0 (∀f)
which can be rewritten as
´
X f
2 dµ ≤ ρ′E(f) + α′ ´X f2 dm with α′ := ρ′ α. 
Lemma 2.26. Every finite measure µ ∈ K∞(X) defines (or can be interpreted as) a distri-
bution κ ∈ F−1 via
〈κ, ϕ〉 :=
ˆ
ϕ˜ dµ, ∀ϕ ∈ F.
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Proof. µ ∈ K∞(X) implies that the α-potential Uαµ is (essentially) bounded for some α > 0.
Let U˜αµ denote its quasi-continuous version. Note that µ does not charge E-polar sets. Thus
according to [18, Theorem 2.2.2],ˆ
X
ϕ˜dµ = Eα(ϕ,Uαµ) ≤ C · ‖ϕ‖F
since Eα(Uαµ) =
´
U˜αµ dµ <∞. 
2.4.1. Examples on Rn. For the subsequent results, let (X,E,m) denote the classical Dirichlet
space on X = Rn, n ≥ 1. Then pt(x, y) = (2πt)−n/2 exp(−|x− y|2/2t) is the heat kernel, and
the α-potential is given by Rαµ(x) =
´
Rn
´∞
0 e
−αt pt(x, y) dt dµ(y) for any measure µ on Rn
and any number α > 0. If n ≥ 3, the same formula with α = 0 will be used to define R0µ(x),
which yields
R0µ(x) = cn
ˆ
Rn
|x− y|2−n dµ(y)
with cn =
Γ(n/2−1)
2πn/2
. In the case n = 2, we define instead R0µ(x) =
1
4π
´
Rn
log(1/|x− y|) dµ(y)
provided the latter is well defined. In their seminal paper, Aizenman and Simon [1] derived
the following powerful characterization.
Lemma 2.27. For each n ≥ 2 and each ρ > 0:
µ ∈ Kρ(Rn) ⇐⇒ lim
r→0
sup
x∈Rn
R0
(
1Br(x)µ
)
(x) < ρ.
This immediately also yields an analogous characterization for functions in K0(R
n).
Corollary 2.28. If f ∈ Lp(Rn) with p > n/2, then f ∈ K0(Rn).
From [39, Corollary 4.8], we quote the following useful criterion (together with its proof).
Lemma 2.29. Let µ ≥ 0 be a measure on X = Rn, n ≥ 1. If Rαµ is bounded and uniformly
continuous on Rn for some α ≥ 0 (with α > 0 if n ≤ 2), then µ is in the Kato class K0(Rn).
Proof. Let us first note that Ptf → f uniformly on Rn as t → 0 for each bounded and
uniformly continuous f : Rn → R. Indeed, given such an f and ǫ > 0 there exist δ > 0 and
t > 0 such that |f(x)−f(y)| ≤ ǫ for all x, y with |x−y| ≤ δ and such that Ps1Rn\Bδ(x)(x) ≤ ǫ
for all x and all s ≤ t. Thus∣∣∣Psf(x)− f(x)∣∣∣ ≤ Pt(1Bδ(x)∣∣f(x)− f(y)∣∣)(x) + 2∥∥f∥∥L∞ · Pt1Rn\Bδ(x)(x) ≤ ǫ (1 + 2∥∥f∥∥L∞).
Also note that (as a consequence of the previous) βRβf → f uniformly on Rn as β →∞.
Now assume that Rαµ is bounded and uniformly continuous. By the resolvent equation and
the previous observation, we obtain
Rα+βµ = Rαµ− β Rβ
(
Rαµ
)→ 0
uniformly Rn on as β →∞. 
Corollary 2.30. Let X = Rn, n ≥ 1. Then for each z ∈ Rn and r > 0, the uniform
distribution on the sphere,
µ = σ∂Br(z),
is in the Kato class K0(R
n).
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Proof. Assume n ≥ 3 or α > 0. Then the α-potential Rαµ is bounded and Lipschitz contin-
uous. Indeed, the maximum of Rαµ is attained on ∂Br(z), and
Rαµ(x) = rα(0, x)
for x ∈ Rn \Br(z). 
Note that in the case n ≥ 3, for all x ∈ Rn
R0µ(x) = cn(r ∨ |x|)2−n.
Corollary 2.31. Let X = Rn, n ≥ 1. Then for each r ∈ (0,∞),
µ =
∑
z∈Zn
σ∂Br(z)
is in the Kato class K0(R
n).
Proof. By the maximum principle, Rαµ attains its maximum on
⋃
z ∂Br(z). Hence, by trans-
lation invariance the maximum is attained on ∂Br(0). For x ∈ ∂Br(0),
Rαµ(x) =
∑
z∈Zn
rα(0, x+ z). (2.9)
For α > 0, the latter sum is bounded since rα(0, y) ≈ exp(−Cα · |y|) as y →∞.
On each compact subset K ⊂ Rn, the previous series (2.9) converges uniformly. Thus Rαµ is
uniformly continous on K. By invariance w.r.t. translations in Zn, therefore, Rαµ is uniformly
continuous on Rn. 
Corollary 2.32. Let µ =
∑
z∈Zn σ∂Br(z) as in the previous Corollary and put X0 := R+ ×
R
n−1. Then
µ0 := µ
∣∣
X0
is in the Kato class K0(X0) (w.r.t. reflected Brownian motion).
Proof. If R0α denotes the α-Green operator w.r.t. to reflected Brownian motion, then R
0
α(µ0) =
(Rαµ)
∣∣
X0
. 
2.4.2. Harnack-type Dirichlet spaces. Let (X,E,m) be a Harnack-type Dirichlet space in the
sense of Gyrya and Saloff-Coste [23]. That is, E is stricly local and regular, its intrinsic dis-
tance ρ induces the original topology of X, (X, ρ) is a complete metric space and the volume
doubling condition and a scale invariant Poincare´ inequality on balls hold, see [23, Def. 2.29,
Thm. 2.31]. Assume in addition that the Dirichlet space admits a carre´ du champ. Actually,
for our purpose here it would be sufficient that the doubling and Poincare´ inequalities – or,
equivalently, the parabolic Harnack inequality – hold on balls of radius ≤ 1. An important ex-
ample are manifolds with non-negative Ricci curvature, or more generally manifolds equipped
with a Riemannian metric g that is uniformly equivalent to a metric g′ of non-negative Ricci
curvature, i.e.
1
λ
g′ ≤ g ≤ λg′ for some λ > 0 ,
see [36]. Harnack-type Dirichlet spaces satisfy upper and lower Gaussian bounds on the heat
kernel. Thus, criteria for the Kato class can be transferred from Rn. In particular, we have
the following.
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Lemma 2.33. Let (X,E,m) be a Harnack-type Dirichlet space and let
k ∈
⋃
p>n/2
Lp(X,m) .
Then the distribution κ := km ∈ F−1qloc belongs to the Kato class K0(X).
Next, we discuss how the Kato class behaves under restriction to sufficiently regular subdo-
mains. Let Y ⊂ X be an open connected subset, which is inner uniform in the sense of [23],
i.e. there are constants c, C > 0 such that any x, y ∈ Y can be connected by a continuous
curve (γt)t∈[0,1] with length at most CρY(x, y) such that for all z ∈ γ([0, 1])
ρ(z, ∂Y) ≥ cmin{ρY(z, x), ρY(z, y)} , (2.10)
where ρY is the intrinsic length distance in Y induced by ρ. Moreover, assume that
inf
{
m
(
Br(y) ∩Y)
)
m
(
Br(y))
) : r > 0, y ∈ Y} > 0.
Lemma 2.34. Under the given assumptions, any signed measure on Y belongs to the Kato
class w.r.t. the Neumann heat flow on Y if and only if it belongs to the Kato class w.r.t. the
heat flow on X.
Proof. Under the given assumptions, the distances dX and dY are comparable and so are
the volumes of balls mX(B
X
r (y)) and mY (B
Y
r (y)). The restricted space (Y,m
∣∣
Y
,EY,D(EY))
will also be a Harnack-type Dirichlet space, see [23, Theorem 3.10]. Thus, according to the
uniform upper and lower heat kernel estimates of Gaussian type, which are valid in such
Harnack-type Dirichlet space, the heat kernels on X and on Y are comparable in the sense
that for some constant C > 0.
1
C
· pXCt(x, y) ≤ pYt (x, y) ≤ C · pXt/C(x, y) (∀x, y ∈ Y,∀t > 0).
This implies that the Kato class w.r.t. the heat flow on Y coincides with the Kato class w.r.t.
the heat flow on X. 
Example 2.35. The assumptions of the previous Lemma are in particular satisfied for each
domain Y in a Riemannian manifold X provided the boundary of Y is locally given as the
graph of a Lipschitz function.
2.4.3. An Lp-Criterion for the Density of the Surface Measure. Let a complete n-dimensional
Riemannian manifold (M, g) be given with the property that
V ∈ K(M) ⇐⇒ lim
r→0
sup
x∈M
ˆ
Br(x)
|V (y)|
d(x, y)n−2
volM(dy) = 0.
This property is always fulfilled if M = Rn or if M is compact. It immediately carries over to
the analogous characterization of signed measures in the Kato class.
Let Y ⊂ M be an open, connected subset with a boundary which is Lipschitz in the following
weak sense: there exists a constant C > 0, a covering (Ui)i=1,...,k of ∂Y by open sets Ui in M
and C-Lipschitz maps ϕi : Ui → Rn−1 such that
(ϕi)∗vol∂Y ≤ C · volRn−1 on Ui.
Note that this is satsified if ∂Y ∩ Ui is given as the graph of a Lipschitz function.
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Theorem 2.36. In additon to the previous assumptions on M and Y, assume that V ∈
Lp(∂Y, vol∂Y) for some p > n − 1. Then µ := V vol∂Y is a signed measure in the Kato class
K0(M).
Proof. For r > 0 small enough, each ball Br(x) which intersects with ∂Y is contained in one
of the Ui. Thus with q being the exponent dual to p,ˆ
Br(x)
|V (y)|
d(x, y)n−2
vol∂Y(dy) ≤
(ˆ
∂Y
|V (y))|p vol∂Y(dy)
)1/p
·
( ˆ
Br(x)
1
d(x, y)q(n−2)
vol∂Y(dy)
)1/q
whereˆ
Br(x)
1
d(x, y)q(n−2)
vol∂Y(dy) ≤
ˆ
{y∈Ui : |ϕ(x)−ϕ(y)|<r/C}
Cq(n−2)
|ϕ(x)− ϕ(y)|q(n−2) vol∂Y(dy)
≤
ˆ
{z∈Rn−1 : |z|<r/C}
C · Cq(n−2)
|z|q(n−2) volRn−1(dz),
which in turn is finite (and converges to 0 as r → 0) provided −q(n − 2) + n− 2 > −1. The
latter is equivalent to p > n− 1. 
2.4.4. Kato Class and Moderate Distributions.
Proposition 2.37. Every signed measure in K0(X) is moderate. More generally, a signed
smooth measure µ = µ+ − µ− is moderate if µ− ∈ K1−(X).
Proof. Let κ ∈ F be given as κ = µ+ − µ′ with µ− ∈ K1−(X) and let A+ and A− denote the
PCAF’s associated with µ+ and µ−, resp. Then by Khasminskii’s lemma
q-sup
x
Ex
[
e−A
+
t +A
−
t
]
≤ (1− Ct)−1 <∞
with Ct := supx Ex
[
A−t
]
which by assumption is less than 1 for all sufficiently small t > 0.
This obviously implies (2.2). 
Proposition 2.38. If κ = −Lψ for some ψ ∈ F˙loc with Γ(ψ) ∈ K0(X), then κ is moderate.
Proof. κ = −Lψ implies
Aκt =M
ψ
t + Mˆ
ψ
t .
Hence (assuming for simplicity ζ =∞)
Ex
[
eA
κ
t
]
= Ex
[
eM
ψ
t · eMˆψt ]
≤ Ex
[
e3M
ψ
t − 92 〈Mψ〉t
]1/3 · Ex[e3Mˆψt − 92 〈Mψ〉t]1/3 · Ex[e9〈Mψ〉t]1/3
= Ex
[
e9
´ t
0 Γ(ψ)(Bs)ds
]1/3 ≤ C · eCt
quasi-uniformly in x. 
Example 2.39. Let X = Rn for n ≥ 2 equipped with classical Dirichlet form E and Lebesgue
measure m.
(i) Then for ℓ,m ≥ 0, according to [40],
V (x) := ‖x‖−ℓ · sin (‖x‖−m)
is moderate if and only if ℓ < 2 + m. In contrast to that, V ∈ K0(Rn) (or, equivalently,
V ∈ K∞(Rn) ) if and only if ℓ < 2.
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(ii) More generally, given any ℓ,m ≥ 0 with ℓ < 2 + m, a dense set {zi}i∈N ⊂ Rn and an
absolutely summable sequence of numbers (ki)i∈N, the potential
V (x) :=
∞∑
i=1
ki · ‖x− zi‖−ℓ · sin
(‖x− zi‖−m)
will be moderate.
(iii) Note that for ℓ ≥ n, these potentials will not be locally integrable. (Even worse, the
latter will be nowhere locally integrable.) In particular, the associated distributions will not
be given by signed Radon measures.
2.4.5. A Powerful Approximation Property.
Lemma 2.40. For each Borel function f ∈ L1(X,m) and each ρ > 0 there exists an increasing
sequence of finely open, nearly Borel sets (Gn)n∈N such that X \ ∪nGn is E-polar and
1Gn f ∈ Kρ(X) (∀n ∈ N).
Proof. Assume without restriciton that f ≥ 0, and for n ∈ N consider the functions un(x) :=
Rnf(x) = Ex
[ ´ ζ
0 e
−ntf(Bt) dt
]
which are n-excessive and thus finely continuous. Define an
increasing sequence of finely open, nearly Borel sets by
Gn :=
{
un < ρ
}
(∀n ∈ N). (2.11)
Note that
´
X un dm ≤ 1n
´
X f dm < ∞, which implies un < ∞ m-a.e. on X and thus in turn
un <∞ q.e. on X ([15, Theorem A.2.13]). Hence, (Gn)n∈N is a quasi-open nest.
Moreover, for each n by construction
Rn(1Gnf) < ρ on Gn
which (by fine continuity of the LHS) implies
Rn(1Gnf) ≤ ρ on G˜n
where G˜n denotes the fine closure of Gn. Since the LHS is n-harmonic in the finely open set
X \ G˜n, by maximum principle this in turn implies ([15, Theorem A.1.22])
Rn(1Gnf) ≤ ρ q.e. on X.
Hence, in particular, 1Gnf ∈ Kρ(X). 
Corollary 2.41. The same as in the previous Lemma is true for each Borel function f ∈
L1qloc(X,m), where the latter is defined as the m-equivalence class of Borel functions f : X→ R
for which there exists an increasing sequence of finely open, nearly Borel sets (En)n∈N such
that X \ ∪nEn is E-polar and f ∈ L1(En,m
∣∣
En
).
Proof. Given the finely open nest (En)n∈N, according to the previous Lemma, for each n
there exists an increasing seqeuence (Gn,k)k∈N of finely open sets such that En \
⋃
kGn,k is
E-polar and
1Gn,k f ∈ Kρ 2−n(X) (∀k ∈ N).
Without restriction, we may assume that cap1(X \ En) ≤ 1/n and cap1(En \ Gn,n) ≤ 1/n.
Then
Gk :=
k⋃
n=1
Gn,k
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defines an increasing sequence of finely open sets such that X \⋃kGk is E-polar and
1Gk f ∈ Kρ(X), ∀ k ∈ N.

Recall that a measure µ defined on the Borel σ-field of X is called smooth in the strict sense
(in the notation of [15], µ ∈ S1) if it does not charge E-polar sets and if it admits a nest (Gn)n
of finely open Borel sets Gn ⊂ X such that 1Gn µ ∈ K∞(X) and µ(Gn) <∞ for each n.
Proposition 2.42. Every measure µ on X which is smooth in the strict sense defines (or
can be interpreted as) a distribution κ ∈ F−1qloc. Indeed, given a nest (Gn)n∈N as above, κ ∈
F−1
(
(Gn)n
)
can be defined via
〈κ, ϕ〉 :=
ˆ
Gn
ϕ˜ dµ ∀n,∀ϕ ∈ F0(Gn).
Conversely, every non-negative distribution κ ∈ F−1qloc defines a measure on X which is smooth
in the strict sense.
The first part of the previous Proposition easily extends to signed smooth measures in the
strict sense.
Recall that the Revuz correspondenceˆ
X
f dµ = lim
t→0
1
t
Em
[ˆ t
0
f(Bt) dAt
]
∀ Borel f : X→ R
establishes a one-to-one correspondence between smooth measures and PCAF’s. Under the
so-called absolute continuity hypothesis, this induces also a one-to-one correspondence between
smooth measures in the strict sense and PCAF’s in the strict sense, see [15, Theorem 4.1.11].
Corollary 2.43. Assuming the absolute continuity hypothesis, every PCAF (At)t≥0 in the
strict sense is uniquely associated to some κ = κA ∈ F−1qloc.
2.5. Singularly-Perturbed Energy Forms. Our next goal is to define the energy Eκ as-
sociated with a distribution κ ∈ F−1qloc. And we will prove that this quadratic form is always
associated to the Feynman-Kac semigroup (P κt )t≥0 already defined by means of the Feynman-
Kac formula in terms of the local additive functional Aκ associated with κ. Our approach is
inspired by the work of Chen, Fitzsimmons, Kuwae, and Zhang [14] and partly based on their
result together with two approximation procedures. In contrast to them, we restrict ourselves
to strongly local, symmetric Dirichlet forms E but we admit a larger class of singular pertur-
bations. Moreover, with a more detailed analysis we succeed to identify the energy Eκ as the
closure of the limiting objects and not just as the relaxations.
Lemma 2.44. Let κ ∈ F−1 and put ψ := (−L + 1)−1κ. Assume that |ψ| + 2Γ(ψ) ∈ K1−(X)
or, more generally, that 11−δ |ψ|+ 1δ(1−δ)Γ(ψ) ∈ K1−(X) for some δ ∈ (0, 1). Then
E
κ(f) := E(f) + E(f2, ψ) +
ˆ
X
f2 ψ dm
with D(Eκ) = D(E) = F defines a closed, lower bounded and densely defined quadratic form
on L2(X,m). The associated strongly continuous semigroup on L2(X,m) is given by (P κt )t≥0.
Moreover, the semigroup (P κt )t≥0 on L2(X,m) extends to an exponentially bounded semigroup
on Lp(X,m) for each p ∈ [1,∞] (which again is strongly continuous provided p <∞).
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Proof. To check the lower boundedness of the form Eκ, we us the chain rule for the energy
measure µ〈ψ〉 and a simple application of the Cauchy-Schwarz inequality to deduce
E
κ(f) ≥ (1− δ)E(f) − 1
δ
ˆ
X
f2 Γ(ψ) dm +
ˆ
X
f2 ψ dm
for arbitrary δ > 0. According to Corollaray 2.25, the right-hand side is bounded from below
provided 11−δ
[
1
δΓ(ψ) + |ψ|
] ∈ K1−(X). The remaining results then are particular cases of the
more general basic result in [14]. 
Proposition 2.45. Given κ ∈ F−1, put ψ := (−L + 1)−1κ. Then there exists a quasi-open
nest (Gℓ)ℓ such that [|ψ|+ 2Γ(ψ)]1Gℓ ∈ K1−(X), for each ℓ ∈ N. Given such a nest, define a
quadratic form (E˙κ,D(E˙κ)) by D(E˙κ) :=
⋃
ℓ F0(Gℓ) and
E˙
κ(f) := E(f) + E(f2, ψ) +
ˆ
X
f2 ψ dm.
Put λκ0 := inf{E˙κ(f) : f ∈ D(E˙κ), ‖f‖L2 ≤ 1}. Then the following are equivalent:
(i) λκ0 > −∞,
(ii) ‖P κt ‖L2,L2 = e−λ t for all t ≥ 0 and some λ ∈ R,
(iii) ‖P κt ‖L2,L2 <∞ for some t > 0.
In this case, λ = λκ0 and the semigroup (P
κ
t )t≥0 is strongly continuous and exponentially
bounded on L2(X,m). Moreover, the quadratic form (E˙κ,D(E˙κ)) is lower bounded on L2(X,m).
Its relaxation (Eκ,D(Eκ)) is the closed, densely defined, lower bounded quadratic form asso-
ciated with (P κt )t≥0.
The quadratic form (Eκ,D(Eκ)) does not depend on the choice of the nest (Gℓ)ℓ∈N.
Here and in the sequel, a quadratic form Q with domain D(Q) ⊂ L2(X,m) will always be
extended to L2(X,m) by assigning to it the value +∞ on L2(X,m) \D(Q). The relaxation of
a lower bounded quadratic form
(
Q,D(Q)
)
on L2(X,m) denotes the largest lower bounded
closed quadratic form
(
Q,D(Q)
)
on L2(X,m) which is dominated by
(
Q,D(Q)
)
. It is ex-
plicitely given by
Q(f) := inf
{
lim inf
n→∞ Q(gn) : (gn)n∈N ⊂ L
2(X,m), gn → f
}
and D(Q) := {f ∈ L2(X,m) : Q(f) < ∞}. The form (Q,D(Q)) is closable if and only if
Q = Q on D(Q).
Proof. Since Γ(ψ) ∈ L1(X,m) and ψ ∈ L1(X,m) + L∞(X,m), the existence of a quasi-open
nest with the requested properties follows from Lemma 2.40 and the fact that essentially
bounded functions are contained in the extended Kato class. According to Lemma 2.44, each
of the forms
(
E˙κ,F0(Gℓ)
)
is lower bounded and closed. The semigroups (P κ,ℓt )t≥0 associated
with these lower bounded, closed forms are given by
P κ,ℓt f(x) = Ex
[
e−A
κ
t f(Bt)
]
(2.12)
(with life time τGℓ ∧ ζ) and ‖P κ,ℓt ‖L2,L2 = e−λ
κ,ℓ
0 t with
λκ,ℓ0 := inf
{
E˙
κ(f) : f ∈ F0(Gℓ), ‖f‖L2 ≤ 1
}
.
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Obviously, these numbers are decreasing in ℓ and
λκ0 = lim
ℓ→∞
λκ,ℓ0 .
Now for each t > 0, put λ(t) := −1t ‖P κt ‖L2,L2 with λ(t) := −∞ if ‖P κt ‖L2,L2 = ∞. Since
(Gℓ)ℓ is a nest, for non-negative f the functions P
κ,ℓ
t f are non-decreasing in ℓ and converge
monotonically to P κ,ℓt f as ℓ→∞. Therefore, λ(t) ≤ λκ,ℓ0 for each ℓ and thus λ(t) ≤ λκ0 .
On the other hand, for each t > 0 and each C > λ(t), there exists f 6= 0 with ‖P κt f‖L2 >
e−Ct‖f‖L2 . Thus also ‖P κ,ℓt f‖L2 < e−Ct‖f‖L2 for all large enough ℓ and therefore λκ,ℓ0 < C
which in turn implies λκ0 ≤ C. Hence, λκ0 = λ(t).
Now assume that λκ0 > −∞. Then the non-negative, densely defined, closed forms(
E˙
κ + λκ0 ‖ · ‖2L2 ,F0(Gℓ)
)
(extended to functionals on L2(X,m)) are decreasing in ℓ. Hence, according to [34], the semi-
groups (eλ
κ
0 t P κ,ℓt )t≥0 associated with the respective forms will converge to a semigroup which
in turn is associated to a non-negative, densely defined, closed form which is obtained as the
relaxation of (
E˙
κ + λκ0 ‖ · ‖2L2 ,
⋃
ℓ
F0(Gℓ)
)
.
Uniqueness of
(
Eκ,D(Eκ)
)
follows from the fact that it is uniquely associated to the semigroup
(P κt )t≥0 which will not depend on the choice of the nest (Gℓ)ℓ . 
Given κ ∈ F−1qloc, choose a quasi-open nest (Gn)n such that κ ∈
⋂
n F
−1(Gn). For each n,
put ψn = (−LGn + 1)−1κ and choose a quasi-open nest (Gn,ℓ)ℓ in Gn such that [|ψn| +
2Γ(ψn)]1Gn,ℓ ∈ K1−(Gn) for each ℓ. Define the closed quadratic form
(
Eκ,n,D(Eκ,n)
)
as the
relaxation of the quadratic form
E˙
κ,n(f) := E(f) + E(f2, ψn) +
ˆ
X
f2 ψn dm
with D(E˙κ,n) :=
⋃
ℓ F0(Gn,ℓ). According to Proposition 2.45,
(
Eκ,n,D(Eκ,n)
)
is associated to
the strongly continuous semigroup
P κ,nt f(x) = Ex
[
e−A
κ
t f(Bt)
]
.
Note that for f ≥ 0, this obviously is increasing in n. Hence, (Eκ,n)n constitutes a decreasing
sequence of closed quadratic functionals on L2(X,m).
Proposition 2.46. Given κ ∈ F−1qloc, choose a quasi-open nest (Gn)n∈N such that κ ∈⋂
n F
−1(Gn). For each n, let
(
Eκ,n,D(Eκ,n)
)
be the closed quadratic form constructed as above,
and define a quadratic form with D(E˜κ) :=
⋃
nD(E
κ,n) by
E˜
κ(f) := lim
n→∞E
κ,n(f).
Put λκ0 := inf{E˜κ(f) : f ∈ D(E˜κ), ‖f‖L2 ≤ 1}. Then again, the properties (i), (ii), and (iii)
of the previous Proposition are equivalent.
Moreover, if λκ0 > −∞ then the semigroup (P κt )t≥0 is strongly continuous on L2(X,m) and
the form
(
E˜κ,D(E˜κ)
)
is lower bounded. Its relaxation
(
Eκ,D(Eκ)
)
is uniquely characterized
as the lower bounded, densely defined, closed quadratic form associated with the semigroup
(P κt )t≥0.
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The construction of
(
Eκ,D(Eκ)
)
does not depend on the choice of the quasi-open nests (Gn)n
and (Gn,ℓ)ℓ.
Proof. Analogously to the proof of the previous Proposition. 
Let us now finally show that the two-fold relaxation in the construction of the closed form(
Eκ,D(Eκ)
)
can be replaced by relaxation in one step.
Theorem 2.47. Given κ ∈ F−1qloc, choose a quasi-open nest (Gn)n such that κ ∈
⋂
n F
−1(Gn).
For each n, put ψn = (−LGn + 1)−1κ and choose a quasi-open nest (Gn,ℓ)ℓ in Gn such
that [|ψn| + 2Γ(ψn)]1Gn,ℓ ∈ K1−(Gn) for each ℓ. Define a quadratic form
(
E˙κ,D(E˙κ)
)
with
D(E˙κ) :=
⋃
n
⋃∞
ℓ=1 F0(Gn,ℓ) by
E˙
κ(f) := E(f) + E(f2, ψn) +
ˆ
X
f2ψn dm (2.13)
for f ∈ ⋃∞ℓ=1 F0(Gn,ℓ). Put λκ0 := inf{E˙κ(f) : f ∈ D(E˙κ), ‖f‖L2 ≤ 1}. Then again, the
properties (i), (ii), and (iii) of Proposition 2.45 are equivalent.
If λκ0 > −∞, then the semigroup (P κt )t≥0 is strongly continuous on L2(X,m) and the form(
E˙κ,D(E˙κ)
)
is lower bounded. Its relaxation is uniquely characterized as the lower bounded,
densely defined, closed quadratic form
(
Eκ,D(Eκ)
)
associated with the semigroup (P κt )t≥0.
The form
(
Eκ,D(Eκ)
)
does not depend on the choice of the nests (Gn)n and (Gn,ℓ)ℓ. It coin-
cides with the closed form constructed in the previous Proposition.
Proof. Let quasi-open nests (Gn)n and (Gn,ℓ)ℓ be given as for the construction in the above
Theorem. Observe that the form
(
E˙κ,D(E˙κ)
)
is well defined since
E(f2, ψn) +
ˆ
X
f2 ψn dm = E(f
2, ψj) +
ˆ
X
f2 ψj dm
for f ∈
(⋃∞
ℓ=1 F0(Gn,ℓ)
)
∩
(⋃∞
ℓ=1 F0(Gj,ℓ)
)
. Let Eκ denote the relaxation of the form E˙κ
defined in (2.13). Moreover, for each n ∈ N, let Eκ,n denote the closed form constructed as
relaxation of the form E˙κ,n in Proposition 2.45, and let Eκ denote the closed form constructed
as relaxation of limn→∞ Eκ,n in Proposition 2.46.
Then obviously
E˙
κ ≤ E˙κ,n on L2(X,m)
for each n and thus
E
κ ≤ Eκ,n on L2(X,m)
for each n ∈ N. This implies Eκ ≤ Eκ.
On the other hand, for each f ∈ D(Eκ) and each n ∈ N there exists gn ∈ D(E˙κ,n) with
‖f − gn‖L2 ≤ 1/n and E˙κ,n(gn) ≤ Eκ(f) + 1/n. Hence, in particular, Eκ,n(gn) ≤ Eκ(f) + 1/n
and thus also E˙κ(gn) ≤ Eκ(f) + 1/n for each n ∈ N. This finally implies Eκ(f) ≤ Eκ(f). That
is, the form Eκ constructed in Proposition 2.46 coincides with the relaxation of the form E˙κ
defined in (2.13). 
Let us add now a brief discussion on the question whether the form
(
E˙κ,D(E˙κ)
)
in the previous
Theorem is closable (in which case
(
Eκ,D(Eκ)
)
simply will be its closure). Let us first consider
the basic case of distributions κ which are non-negative.
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Proposition 2.48. Assume that κ ∈ F−1qloc is non-negative (in other words, κ is a smooth
measure in the restricted sense). Then the quadratic form
(
E˙κ,D(E˙κ)
)
as introduced in the
previous Theorem with D(E˙κ) :=
⋃
n
⋃∞
ℓ=1 F0(Gn,ℓ) and
E˙
κ(f) := E(f) + E(f2, ψn) +
ˆ
X
f2 ψn dm
is closable. Its closure
(
Eκ,D(Eκ)
)
is given by D(Eκ) =
{
f ∈ F : ´X f˜2 dκ <∞
}
and
E
κ(f) := E(f) +
ˆ
X
f˜2 dκ.
Here f˜ denotes the quasi-continuous modification of f so that the integral w.r.t. the measure
κ (which charges no E-polar sets) is well defined.
Proof. Choose a quasi-open nest (Gn)n such that κ ∈
⋂
n F
−1(Gn). For each n, put ψn =
(−LGn + 1)−1κ and choose a quasi-open nest (Gn,ℓ)ℓ in Gn such that [|ψn|+ 2Γ(ψn)]1Gn,ℓ ∈
K1−(Gn) for each ℓ. Observe that
E(f2, ψn) +
ˆ
X
f2ψn dm =
ˆ
X
f˜2 dκ
for all n ∈ N and all f ∈ ⋃∞ℓ=1 F0(Gn,ℓ). Hence, in particular,
D(E˙κ) ⊂
{
f ∈ F :
ˆ
X
f˜2 dκ <∞
}
=: Fκ.
Moreover, note that Fκ is closed w.r.t. the norm
(
E˙κ(·) + ‖ · ‖2L2
)1/2
. Thus
(
E˙κ,D(E˙κ)
)
is
closable and its closure satisfies D(Eκ) ⊂ Fκ.
To prove equality in the last assertion, let f ∈ Fκ be given; without restriction, f ≥ 0.
Let fn and fn,ℓ denote the projections of f ∈ F onto F0(Gn) or on F0(Gn,ℓ), resp. Then
obviously fn,ℓ → fn as ℓ→∞ and fn → f as n→∞ w.r.t. E1. Moreover, passing to suitable
subsequences (which we do not indicate in the notation), we obtain f˜n,ℓ → f˜n q.e. on X as
ℓ→∞ and f˜n → f˜ q.e. on X as n→∞ (see [15, Theorem 2.3.4]). Hence,
´
X f˜
2
n,ℓdκ→
´
X f˜
2
ndκ
and
´
X f˜
2
ndκ →
´
X f˜
2dκ and therefore finally E˙
(
fn,ℓ
) → E˙(fn) as ℓ → ∞ and E˙(fn) → E˙(f)
as n→∞. This proves that f is contained in the closure of D(E˙κ). 
Theorem 2.49. Assume that κ ∈ F−1qloc admits a decomposition κ = µ+κ0 with µ, κ0 ∈ F−1qloc,
µ ≥ 0 such that f 7→ 〈κ0, f2〉 is form bounded w.r.t. Eµ with bound < 1 in the sense that∣∣〈κ0, f2〉∣∣ ≤ αEµ(f, f) + β ‖f‖2L2 (∀f ∈ D(Eµ)) (2.14)
for some α, β ∈ R+, α < 1. Then the form
(
E˙κ,D(E˙κ)
)
as introduced in the previous Theorem
is closable and
D(Eκ) =
{
f ∈ F :
ˆ
X
f˜2 dµ <∞
}
.
Proof. Form boundedness with bound < 1 implies that
E
κ(f) := Eµ(f) + 〈κ0, f2〉
can be defined as closed form with D(Eκ) = D(Eµ) (see [34]).
It remains to prove that the form Eκ defined in this way coincides with the form E˙κ (as defined
in the previous Theorem) on the domain of the latter. Without restriction, we may choose the
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quasi-open nest (Gn)n and the quasi-open nests (Gn,ℓ)ℓ in Gn in such a way that (in addition
to the requested properties as formulated in the previous Theorem) also µ ∈ ⋂n F−1(Gn) and
[|φn|+2Γ(φn)]1Gn,ℓ ∈ K1−(Gn) for each n, ℓ where φn = (−LGn +1)−1µ. Then following the
proof of the previous Proposition, we conclude that D(E˙κ) ⊂ D(Eµ) and
E
µ(f) + 〈κ0, f2〉 = E(f) +
ˆ
X
f˜2 dµ+ E1(f
2, ψ0n) = E˙(f)
for all n ∈ N and f ∈ F0(Gn) where ψ0n = (−LGn + 1)−1κ0. 
Corollary 2.50. Assume that κ ∈ F−1qloc and that f 7→ 〈κ0, f2〉 is form bounded w.r.t. E with
bound < 1. Then the form
(
E˙κ,D(E˙κ)
)
is closable and D(Eκ) = F.
Corollary 2.51. Assume that κ ∈ F−1qloc admits a decomposition κ = µ − ν with µ, ν ∈
F
−1
qloc, µ, ν ≥ 0 such that ν belongs to the Kato class K0(µ) (or extended Kato class K1−(µ))
w.r.t. the Dirichlet form Eµ. Then the form
(
E˙κ,D(E˙κ)
)
is closable and D(Eκ) =
{
f ∈ F :´
X f˜
2 dµ <∞
}
.
3. Tamed Spaces
In this chapter, we introduce the notion of taming for a Dirichlet space, via an extension of
the classical L1-Bochner inequality to distribution-valued Ricci bounds. We show that it is
equivalent to an L1-gradient estimate for the semigroup and that it implies corresponding L2
versions of the Bochner inequality and gradient estimate. Moreover, we show that under a
metric completeness assumption on the space it implies stochastic completeness.
Throughout this chapter, we fix a strongly local, quasi-regular Dirichlet space (X,E,m) ad-
mitting a carre´ du champ Γ. In particular, E(f) = 12
´
X Γ(f) dm for all f ∈ F := D(E).
3.1. The Taming Condition.
Definition 3.1 (L1-Bochner inequality). Given a moderate distribution κ ∈ F−1qloc and N ∈
[1,∞], we say that the Bochner inequality BE1(κ,N) holds, if for all f ∈ DF(L) and all
non-negative ϕ ∈ D(Lκ/2)ˆ
Lκ/2ϕΓ(f)1/2dm−
ˆ
ϕ
Γ(f, Lf)
Γ(f)1/2
dm ≥ 2
N
ˆ
ϕ
(Lf)2
Γ(f)1/2
dm , (3.1)
where the right-hand side is read as 0 if N =∞.
Here the first integral is considered over the whole space X, whereas the second and third
integrals in (3.1) are intended to be taken over the set {Γ(f) > 0}. This is consistent, since
Γ(f, Lf) and, by locality of E, also Lf vanish a.e. on {Γ(f) = 0}. Similarly in the sequel, we
will implicitely intend such integrals to be taken over the suitable set.
Definition 3.2 (Taming). We say that the Dirichlet space (X,E,m) is tamed if there exists
a moderate distribution κ ∈ F−1qloc such that BE1(κ,∞) holds. In this case, κ will be called
distribution-valued lower Ricci bound or taming distribution for the Dirichlet space (X,E,m).
If moreover this κ is also p-moderate for some p ∈ [1,∞), then the space is called p-tamed.
(P
pκ/2
t )t≥0 will be called p-taming semigroup and E
pκ/2 will be called p-taming energy form
for (X,E,m).
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We will show that the taming condition is equivalent to gradient estimates involving the
semigroup and the taming semigroup.
Definition 3.3 (L1-gradient estimates). For a moderate distribution κ ∈ F−1qloc we say that
GE1(κ,∞) is satisfied if for any f ∈ F and any t > 0:
Γ(Ptf)
1/2 ≤ P κ/2t Γ(f)1/2 . (3.2)
Moreover, given N ∈ [1,∞), we say that GE1(κ,N) is satisfied if for any f ∈ F and any
t > 0:
Γ(Ptf)
1/2 +
2
N
ˆ t
0
P κ/2s
( (LPt−sf)2
Γ(Pt−sf)1/2
)
ds ≤ P κ/2t Γ(f)1/2 . (3.3)
Note, that for N <∞, it is part of the assumption that the second term on the left-hand side
is finite.
Theorem 3.4. For a moderate distribution κ ∈ F−1qloc and N ∈ [1,∞], the Bochner inequality
BE1(κ,N) is equivalent to the gradient estimate GE1(κ,N).
Proof. BE1 ⇒ GE1: Fix f ∈ F, ϕ ∈ D(Lκ/2), t > 0 and set
Φ(s) :=
ˆ
Γ(Pt−sf)1/2P κ/2s ϕdm, s ∈ [0, t],
which is well defined since Γ(Pt−sf)1/2 and P
κ/2
s ϕ belong to L2(X,m). Moreover, the con-
tinuity in F of s 7→ Pt−sf and the continuity in L2(X,m) of s 7→ P κ/2s ϕ ensure that Φ is
continuous on [0, t]. In order to prove that Φ is actually C([0, t]) ∩ C1([0, t)), notice that
lim
h→0
Γ(Pt−(s+h)f)1/2 − Γ(Pt−sf)1/2
h
= −Γ(Pt−sf, LPt−sf)
Γ(Pt−sf)1/2
m-a.e. in X (3.4)
for s ∈ [0, t) and,∣∣∣∣Γ(Pt−(s+h)f)1/2 − Γ(Pt−sf)1/2h
∣∣∣∣
2
≤ Γ
(Pt−(s+h)f − Pt−sf
h
)
.
Since the right-hand side is convergent in L1(X,m) as h → 0, by (3.4) and dominated con-
vergence we deduce that
lim
h→0
Γ(Pt−(s+h)f)1/2 − Γ(Pt−sf)1/2
h
= −Γ(Pt−sf, LPt−sf)
Γ(Pt−sf)1/2
strongly in L2(X,m)
for s ∈ [0, t). Since in addition
lim
h→0
P
κ/2
s+hϕ− P κ/2s ϕ
h
= Lκ/2Psϕ strongly in L
2(X,m)
for all s ≥ 0, we precisely get Φ ∈ C([0, t]) ∩ C1([0, t)) with
Φ′(s) =
ˆ
Γ(Pt−sf)1/2Lκ/2P κ/2s ϕdm−
ˆ
Γ(Pt−sf, LPt−sf)
Γ(Pt−sf)1/2
P κ/2s ϕdm .
Now observe that Pt−sf ∈ DF(L), and P κ/2s ϕ ∈ D(Lκ/2), so that by BE1(κ,N) we obtain
Φ′(s) ≥ 2
N
ˆ
P κ/2s ϕ
(LPt−sf)2
Γ(Pt−sf)1/2
dm ,
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for all s ∈ [0, t) and integration in time together with symmetry of P κ/2t in L2(X,m) yieldsˆ
ϕP
κ/2
t
(
Γ(f)1/2
)
dm−
ˆ
ϕΓ(Ptf)
1/2 dm ≥ 2
N
ˆ t
0
ˆ
ϕP κ/2s
(LPt−sf)2
Γ(Pt−sf)1/2
dmds . (3.5)
By the arbitrariness of ϕ, (3.3) follows.
GE1 ⇒ BE1: Choose f and ϕ as in Definition 3.1, and fix t > 0. Write (3.3) with h > 0 in
place of t and for a function of the form Pt−sf , for some s ∈ (h, t); then multiply both sides
of the inequality by P
κ/2
s−hϕ and integrate w.r.t. m, so that by the self-adjointness of P
κ/2
s in
L2(X,m) we obtainˆ
P κ/2s ϕΓ(Pt−sf)
1/2 dm−
ˆ
P
κ/2
s−hϕΓ(Pt−(s−h)f) dm
≥ 2
N
ˆ h
0
ˆ
(LPt+h−s−rf)2
Γ(Pt+h−s−rf)1/2
P
κ/2
s−h+rϕdm dr .
Arguing as in the first part of the proof, the left-hand side is absolutely continuous as a
function of s ∈ (h, t), hence locally absolutely continuous in (0, t). Moreover, the integral in
the right-hand side of (3.5) is finite. Therefore, using Lebesgue density theorem, if we divide
by h > 0 the inequality above and let h ↓ 0, we getˆ
Lκ/2
(
P κ/2s ϕ
)
Γ(Pt−sf)1/2 dm−
ˆ
P κ/2s ϕ
Γ(Pt−sf, LPt−sf)
Γ(Pt−sf)1/2
dm
≥ 2
N
ˆ
P κ/2s ϕ
(LPt−sf)2
Γ(Pt−sf)1/2
dm ,
for a.e. s ∈ (0, t). Since f ∈ DF(L) and ϕ ∈ D(Lκ/2), if we let s, t ↓ 0, then the left-hand side
above converges to ˆ
Lκ/2ϕΓ(f)1/2 dm−
ˆ
ϕ
Γ(f, Lf)
Γ(f)1/2
dm ,
while, up to extract a subsequence along which m-a.e. convergence is satisfied, by Fatou’s
lemma it holds
lim inf
s,t↓0
ˆ
P κ/2s ϕ
(LPt−sf)2
Γ(Pt−sf)1/2
dm ≥
ˆ
ϕ
(Lf)2
Γ(f)1/2
dm ,
whence (3.1). 
3.2. L2-Bochner Inequality and Gradient Estimate. We show that in analogy to The-
orem 3.4 an L2-version of the Bochner inequality is equivalent to an L2-gradient estimate.
Further we show that these two equivalent properties are implied by the taming condition
i.e. the L1-Bochner inequality, provided the taming distribution is also 2-moderate.
We set DL∞(L
κ) := {f ∈ D(Lκ) : f, Lκf ∈ L∞(X,m)}.
Definition 3.5 (L2-Bochner inequality). Given a 2-moderate distribution κ ∈ F−1qloc and
N ∈ [1,∞], we say that the L2-Bochner inequality BE2(κ,N) holds, ifˆ
LκϕΓ(f) dm− 2
ˆ
ϕΓ(f, Lf) dm ≥ 4
N
ˆ
ϕ(Lf)2 dm , (3.6)
for all f ∈ DF(L) and ϕ ∈ DL∞(Lκ).
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Theorem 3.6. For a 2-moderate distribution κ ∈ F−1qloc and N ∈ [1,∞], the following are
equivalent:
(1) The Bochner inequality BE2(κ,N) holds.
(2) The gradient estimate GE2(κ,N) holds:
Γ(Ptf) +
4
N
ˆ t
0
P κs (LPt−sf)
2 ds ≤ P κt (Γ(f)), ∀f ∈ F, t > 0 . (3.7)
(2’) We have:
Γ(Ptf) +
4
N
ˆ t
0
(
P κ/2s (LPt−sf)
)2
ds ≤ P κt (Γ(f)), ∀f ∈ F, t > 0 . (3.8)
If moreover −κ is also 2-moderate, then the previous properties are eqivalent to:
(2”) We have:
Γ(Ptf) +
4t
NCt
(LPtf)
2 ≤ P κt (Γ(f)), ∀f ∈ F, t > 0 , (3.9)
where Ct = sups∈[0,t]C−κs and the constants C−κs are given by (2.4).
Proof. (1) ⇒ (2). Fix f ∈ F, ϕ ∈ DL∞(Lκ), t > 0 and set
Φ(s) :=
ˆ
Γ(Pt−sf)P κs ϕdm , s ∈ [0, t].
The fact that P κs maps L
∞(X,m) into itself ensures that Φ is well defined, while the fact that
s 7→ Pt−sf is continuous with values in F and the weak-* continuity in L∞(X,m) of s 7→ P κs ϕ
ensure that Φ is continuous on [0, t]. Since ϕ ∈ DL∞(Lκ), we have
lim
h→0
P κs+hϕ− P κs ϕ
h
= LκPsϕ weakly-* in L
∞(X,m) ,
for s ∈ [0, t). Since in addition
lim
h→0
Γ(Pt−(s+h)f)− Γ(Pt−sf)
h
= −2Γ(Pt−sf, LPt−sf) strongly in L1(X,m) ,
for s ∈ [0, t) one obtains Φ ∈ C([0, 1]) ∩ C1([0, t)) with
Φ′(s) =
ˆ
Γ(Pt−sf)LκP κs ϕdm− 2
ˆ
Γ(Pt−sf, LPt−sf)P κs ϕdm .
Now observe that Pt−sf ∈ DF(L). Moreover P κs ϕ ∈ DL∞(Lκ) because P κs is continuous from
L∞(X,m) into itself, Lκ and P κs commute and Lκϕ ∈ L∞(X,m) by assumption. Hence by (1)
we deduce that
Φ′(s) ≥ 4
N
ˆ
P κs ϕ(LPt−sf)
2 dm ,
for all s ∈ [0, t). By integration this yieldsˆ
ϕP κt (Γ(f)) dm−
ˆ
ϕΓ(Ptf) dm ≥ 4
N
ˆ t
0
ˆ
ϕP κs (LPt−sf)
2 dm ds ,
and by the arbitrariness of ϕ, (3.7) follows.
(2) ⇒ (2’). This follows from Jensens’s inequality, see Lemma 2.18.
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(2’) ⇒ (1). Choose f and ϕ as in Definition 3.5, and fix t > 0. Write the equations (3.8)
with h > 0 in place of t and taking a function of the form Pt−sf , for some s ∈ (h, t); then
multiply both sides of the inequality by P κs−hϕ, and integrate w.r.t. m:
ˆ
P κs ϕΓ(Pt−sf) dm−
ˆ
P κs−hϕΓ(Pt−(s−h)f) dm ≥
4
N
ˆ h
0
ˆ (
P κ/2r (LPt+h−s−r)f)
)2
P κs−hϕdmdr .
Arguing as in the the first part of the proof, we see that the left-hand side is absolutely
continuous as a function of s ∈ (h, t), hence locally absolutely continuous in (0, t). Hence if
we divide by h > 0 the inequality above and let h ↓ 0, we obtain
ˆ
Lκ
(
P κs ϕ
)
Γ(Pt−sf) dm− 2
ˆ
P κs ϕΓ(Pt−sf, LPt−sf) dm ≥
4
N
ˆ
(LPt−sf)2P κs ϕdm ,
where we have used the continuity of the curve t 7→ P κt ϕ ∈ L2(X,m) in [0,∞). At this point,
since f ∈ DF(L) and ϕ ∈ DL∞(Lκ), we can let s, t ↓ 0, thus getting (3.6).
(2) ⇔ (2”). For f ∈ F, Lemma 2.17 provides
P κs (LPt−sf)
2 ≥ 1
C−κs
(LPtf)
2 .
Plugging this inequality into (3.7) we obtain (3.9). On the other hand, since C−κt tends to 1
as t→ 0, we can argue as in the proof of (2’) ⇒ (1) to see that (2”) implies (1). 
Proposition 3.7 (GE1(κ,N) implies GE2(κ,N)). Given a 2-moderate distribution κ ∈ F−1qloc,
the condition GE1(κ,N) implies the condition GE2(κ,N).
Proof. We start observing that a direct application of GE1(κ,N) yields
Γ(Ptf) =
(
Γ(Ptf)
1/2
)2 ≤ (P κ/2t Γ(f)1/2 − 2N
ˆ t
0
P κ/2s
(LPt−sf)2
Γ(Pt−sf)1/2
ds
)2
=
(
P
κ/2
t Γ(f)
1/2
)2 − 4
N
ˆ t
0
P κ/2s
(LPt−sf)2
Γ(Pt−sf)1/2
P
κ/2
t Γ(f)
1/2 ds
+
(
2
N
ˆ t
0
P κ/2s
(LPt−sf)2
Γ(Pt−sf)1/2
ds
)2
.
(3.10)
At this point, Jensen’s inequality and the 1-homogeneity of (s, t) 7→ s2/t guarantee, see
Lemma 2.18, that
(
P
κ/2
t Γ(f)
1/2
)2 ≤ P κt Γ(f) and P κ/2s
( (
LPt−sf
)2
Γ(Pt−sf)1/2
)
≥ (P
κ/2
s LPt−sf)2
P
κ/2
s Γ(Pt−sf)1/2
.
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A further direct application of GE1(κ,N) provides
4
N
ˆ t
0
P κ/2s
(LPt−sf)2
Γ(Pt−sf)1/2
P
κ/2
t Γ(f)
1/2 ds
≥ 4
N
ˆ t
0
P κ/2s
(LPt−sf)2
Γ(Pt−sf)1/2
(
P κ/2s Γ(Pt−sf)
1/2 +
2
N
ˆ s
0
P κ/2r
(LPt−rf)2
Γ(Pt−rf)1/2
dr
)
ds
≥ 4
N
ˆ t
0
(P
κ/2
s LPt−sf)2
P
κ/2
s Γ(Pt−sf)1/2
P κ/2s Γ(Pt−sf)
1/2 ds
+
8
N2
ˆ t
0
ˆ s
0
P κ/2s
(LPt−sf)2
Γ(Pt−sf)1/2
P κ/2r
(LPt−rf)2
Γ(Pt−rf)1/2
dr ds
=
4
N
ˆ t
0
(P κ/2s LPt−sf)
2 ds+
8
N2
ˆ t
0
ˆ s
0
P κ/2s
(LPt−sf)2
Γ(Pt−sf)1/2
P κ/2r
(LPt−rf)2
Γ(Pt−rf)1/2
dr ds
=
4
N
ˆ t
0
(P κ/2s LPt−sf)
2 ds+
4
N2
ˆ t
0
ˆ t
0
P κ/2s
(LPt−sf)2
Γ(Pt−sf)1/2
P κ/2r
(LPt−rf)2
Γ(Pt−rf)1/2
dr ds
=
4
N
ˆ t
0
(P κ/2s LPt−sf)
2 ds+
(
2
N
ˆ t
0
P κ/2s
(LPt−sf)2
Γ(Pt−sf)1/2
ds
)2
.
Plugging these inequalities in (3.10), we obtain
Γ(Ptf) ≤ P κt Γ(f)−
4
N
ˆ t
0
(P κ/2s LPt−sf)
2 ds ,
which is exactly (3.8). 
3.3. Stochastic Completeness. We show that the taming condition, together with an ap-
propriate metric completeness assumption on the Dirichlet space, implies the stochastic com-
pleteness of the semigroup.
Definition 3.8 (Intrinsic completeness). We say that the Dirichlet space (X,E,m) is intrisi-
cally complete if there exists a sequence of functions (ηk)k in D(E) such that m({ηk > 0}) <∞
as well as 0 ≤ ηk ≤ 1,Γ(ηk) ≤ 1, and ηk → 1, Γ(ηk)→ 0 m-a.e. as k →∞.
Remark 3.9. This terminology is motivated by the fact that the existence of such cut-off
functions is strongly related to properties of the intrinsic metric of the Dirichlet form E. Recall
the latter is defined by
ρ(x, y) = sup
{
u(x)− u(y) : u ∈ Floc ∩ C(X),dΓ(u) ≤ dm
}
.
In general, ρ might be degenerate, in the sense that ρ(x, y) = +∞ or ρ(x, y) = 0 for some
x 6= y. Let us assume that the topology induced by the pseudo-distance ρ is equivalent to the
original topology on X. When X is locally compact, (X, ρ) is a complete metric space if and
only if all balls Br(x) = {y ∈ X : ρ(x, y) < r} are relatively compact, see [42, Theorem 2]. In
this case, cut-off functions as in Definition 3.8 can be constructed by considering functions of
the form
ρx,a,b : y 7→
(
a− bρ(x, y))
+
,
for x ∈ X and suitable a, b > 0. Indeed, by [41, Lemma 1] the distance function ρx : y 7→ ρ(x, y)
satisfies dΓ(ρx) ≤ dm. Thus, ρx,a,b ∈ D(E) ∩ Cc(X) and dΓ(ρx,a,b) ≤ bdm.
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However, in contrast to conservativeness (or ’stochastic completeness’), completeness with re-
spect to the intrinsic (pseudo-) distance is not invariant under quasi-isomorphisms of Dirichlet
forms. Our more general, new notion of intrinsic completeness perfectly makes sense for arbi-
trary quasi-regular, strongly local Dirichlet forms on general state spaces and it is invariant
under quasi-isomorphisms of Dirichlet forms.
We consider here the following more general notion of taming.
Definition 3.10. We say that the Dirichlet space (X,E,m) is weakly tamed if there exists an
exponentially bounded semigroup (Qt) on L
1(X,m). such that the following gradient estimate
holds: √
Γ(Ptf) ≤ Qt
√
Γ(f) , for all f ∈ F . (3.11)
An example of the previous situation is given by a space (X,E,m) tamed by a moderate
distribution κ ∈ F−1qloc. Here the taming semigroup is Qt = P
κ/2
t and (3.11) is nothing but the
condition GE1(κ,∞).
Theorem 3.11 (Stochastic completeness). Assume that the Dirichlet space (X,E,m) is in-
trinsically complete and weakly tamed. Then the heat semigroup (Pt)t≥0 is stochastically
complete, i.e. we have Pt1 ≡ 1 for all t > 0.
Proof. It suffices to show that
´
Ptudm =
´
udm for every non-negative u ∈ L1(X,m) ∩
L2(X,m). To this end, let ηn be a sequence of cut-off functions as in Definition 3.8. Approxi-
mating u by Pε(ηku) we can assume that u ∈ D(L) ⊂ D(E) and (thanks to (3.11)) also that
Γ(u)1/2 ∈ L1(X,m). Then we have, using the gradient estimate (3.11):ˆ
ηkPtudm−
ˆ
ηkudm =
ˆ t
0
ˆ
ηkLPsudm ds = −
ˆ t
0
ˆ
Γ(Psηk, u)dm ds
≤
ˆ t
0
ˆ √
Γ(ηk)Qs
√
Γ(u) dm ds .
Now, as k → ∞ the last expression goes to zero, since
√
Γ(u) ∈ L1(X,m), and Γ(ηk) is
uniformly bounded and goes to 0. 
4. Examples
4.1. A tamed manifold with lower Ricci bound that is nowhere Kato. We will
consider a time change of the Euclidean space which yields a Dirichlet space which is tamed
but the pointwise lower bound of the Bakry-E´mery-Ricci curvature of which is nowhere locally
in the Kato class.
For n ∈ N, n ≥ 2, let (X,d,m) be the Euclidean space Rn equipped with the classical Dirichlet
energy E and the n-dimensional Lebesgue measure m. For j ∈ N choose increasing functions
ϑj ∈ C∞(R+,R+) with ϑ′j ≤ 1 and
ϑj(r) =


2
j , 0 ≤ r ≤ 13j ,
r, 1j ≤ r ≤ 1
2, r ≥ 3
and put ϑ(r) := limj→∞ ϑj(r). Given real numbers m, ℓ > 0, put
Ψ(r) := r2+2m−ℓ · sin (r−m)
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and ψ∗(x) := Ψ(ϑ(|x|)). Moreover, given a sequence (zi)i∈N of points in X and a summable
sequence (λi)i∈N of positive numbers, put
ψ(x) :=
∑
i
λi · ψ∗(x− zi).
Theorem 4.1. Assume 2 ≤ ℓ < m+ 2.
(i) Then the function
k := −(n− 2)|∇ψ|2 −∆ψ
is a moderate distribution and it is not in the Kato class K0(R
n). If (zi)i∈N is dense
in Rn, then k is even nowhere locally in the Kato class K0(R
n).
(ii) The Dirichlet space (X,E,m′) with m′ := e2ψ m satisfies BE1(k,∞).
Remark 4.2. (X,E,m′) is the Dirichlet space of a weighted Riemannian manifold with M =
R
n, g′ = e2ψgeuclid, and m′ = e−(n−2)ψmg′ . If n = 2, this is indeed a Riemannian manifold.
Proof. Without restriction, we assume that
∑
i λi = 1.
(i) The singularity of |∇ψ∗| at the origin is of the order |x|1+m−ℓ. Thus under the assumption
ℓ < m + 2 of the Theorem, |∇ψ∗|2 ∈ K0(Rn). Since |∇ψ|2(x) ≤
∑
i λi|∇ψ∗|2(x − zi), this
implies that also |∇ψ|2 ∈ K0(Rn) and so will be p2 |∇ψ|2 for each p ∈ R. Moreover, according
to Proposition 2.38 the latter in turn implies that −p∆ψ is moderate. This proves that
−(n− 2)|∇ψ|2 −∆ψ is moderate. (Indeed, it is even p-moderate for each p ∈ R.)
On the other hand, the singularity of ∆ψ∗ at the origin is of the order |x|−ℓ which implies
that under the assumption ℓ ≥ 2 of the Theorem, ∆ψ∗ 6∈ K0(Rn). If the (zi)i∈N are dense,
this in turn implies that ∆ψ is nowhere locally in the Kato class K0(R
n).
(ii) For j ∈ N, put d ψ∗j (x) := Ψ(ϑj(|x|)). and
ψj(x) :=
∑
i
λi · ψ∗j (x− zi).
Then obviously
∥∥ψ∗ − ψ∗j∥∥L∞ ≤ 2 · jℓ−2−2m and therefore also∥∥ψ − ψj∥∥L∞ ≤ 2 · jℓ−2−2m. (4.1)
Moreover, ∥∥∇ψ∗j∥∥L∞ ≤ Cm,ℓ · jℓ−1−m
which in turn immediately implies∥∥∇ψj∥∥L∞ ≤ Cm,ℓ · jℓ−1−m. (4.2)
Thus we have constructed a sequence of bounded Lipschitz functions ψj that uniformly con-
verge to ψ as j →∞.
According to [46, Thm. 4.7], for each j ∈ N, the Dirichlet space (X,E,mj) with mj := e2ψj m
satisfies BE1(kj ,∞) with kj := −(n − 2)|∇ψj |2 − ∆ψj (the distributional valued Laplacian
of ψj is indeed given by a function since 2 + 2m − ℓ > 2 − n). Following the argumentation
from the proof of [46, Thm. 4.7], one can pass to the limit in the associated gradient estimate
GE1(kj ,∞) which yields the estimate GE1(k,∞) for the Dirichlet space (X,E,m′) with m′ :=
e2ψ m. 
36 MATTHIAS ERBAR, CHIARA RIGONI, KARL-THEODOR STURM, AND LUCA TAMANINI
4.2. A manifold which is tamed but not 2-tamed.
Theorem 4.3. As before, let (X,E,m) be the classical Dirichlet space on Rn, now with n = 2,
and choose ψ ∈ C∞(R2 \ {0}), supported in B2(0) such that for x ∈ B1(0) \ {0}
ψ(x) := a ·
[
− 1
8
|x|−2m + sin (|x|−m)+ (1− n− 2
m
) |x|m cos (|x|−m)].
Then there exists ac ∈ (0,∞) such that k := −∆ψ is moderate if a ∈ (0, ac) and not moderate
if a > ac. In the former case, the Dirichlet space (X,E,m
′) with m′ := e2ψm satisfies BE1(k,∞).
Indeed, this Dirichlet space is associated with the incomplete Riemannian manifold (R2 \
{0}, g′) with the (smooth) Riemannian tensor g′ = e2ψgR2 given as a conformal transformation
of the Euclidean tensor gR2 and degenerating at the origin. The Ricci curvature at x 6= 0 is
exactly given by k(x).
Proof. (i) Straightforward calculation yields
1
a
k(x) =
−1
a
∆ψ(x) = m2 |x|−2−2m
[1
2
+ sin
(|x|−m)]+ k1(x)
with k1(x) = a
′ · sin (|x|−m) · |x|−2. According to Example 2.39, k1 is β-moderate for all
β ∈ R. Moreover, according to Example 2.15 (ii), k0(x) = am2 |x|−2−2m
[
1
2 + sin
(|x|−m)] is
moderate for sufficiently small a > 0 and not moderate for large a. Thus the assertion on
moderateness vs. non-moderateness of k follows.
(ii) To verify the BE1(k,∞) condition for the time-changed Dirichlet space, we approximate ψ
monotonically from above by ψℓ which we define by modifying the definition of ψ as follows:
• truncate −18 |x|−2m at level −ℓ
• replace sin (|x|−m) by +1 if |x|−m ≥ (2ℓ+ 12 )π
• depending on the sign of (1 − n−2m ), replace ±|x|m cos (|x|−m) by ±|x|m if |x|−m ≥
(2ℓ∓ 1)π.

4.3. Manifolds with boundary and potentially singular curvature. For smooth Rie-
mannian manifolds with boundary the taming distribution of (M,EM,m) is determined by
pointwise lower bounds on the Ricci curvature and a measure-valued contribution coming
from the curvature of the boundary as first shown by Hsu [24], see also the monograph of
Wang [47, Thm. 3.2.1], where gradient estimates in terms of the Schro¨dinger semigroup were
shown.
Let (M, g) be a smooth compact Riemannian manifold with boundary. Let m = volg denote
the volume measure and let σ denote the surface measure of ∂M. Let us denote by M0 the
interior of M, and define
EM(f) :=
1
2
ˆ
M0
|∇f |2 dm with F := D(EM) :=W 1,2(M0) ,
the canonical Dirichlet form on M with Neumann boundary conditions.
Theorem 4.4. Let k : M0 → R and ℓ : ∂M → R be continuous functions providing lower
bounds on the Ricci curvature and the second fundamental form of ∂M, respectively. Then
the space (M,EM,m) is tamed by the moderate distribution κ = k ·m+ l ·σ∂M, i.e. BE1(κ,∞)
holds.
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Proof. By Theorem 2.36, κ belongs to the Kato class and hence by Proposition 2.37 is
moderate. The gradient estimate GE1(κ,∞) is shown in [25, Thm. 5.1]. 
In the setting of metric measure spaces, examples of tamed spaces with distributional curva-
ture coming from the boundary have been constructed by Sturm as subsets of RCD spaces
with locally semiconvex and sufficiently regular boundary, see [46, Thm. 6.14].
In the remainder of this section, we will discuss examples of tamed spaces with non-smooth
boundary giving rise to more singular taming distributions. For simplicity, these will be re-
alized as subdomains of Euclidean space. We approach these examples via approximation by
smooth domains. To this end, we first state a general stability result for the taming condition
in this context which also allows for interior singularities of the metric.
Here, we merely assume that M has a smooth differentiable structure and not necessarily
that g or ∂M are smooth. However, we require that M can be exhausted up to a polar set
by smooth subdomains on which g is smooth as well as some uniform control on the taming
distributions of the subdomains.
Theorem 4.5. Let the Ricci curvature of (M, g) (where defined) be bounded below by k :
M0 → R and let the second fundamental form of ∂M (where defined) by bounded below by
ℓ : ∂M → R. Moreover, assume that M is regularly exhaustible, i.e. there exists an increasing
sequence (Xn)n∈N of domains Xn ⊂ M0 with smooth boundary such that g is smooth on Xn
and the following properties hold:
A1) The closed sets (Xn)n constitute a nest for EM;
A2) For all compact sets K ⊂ M0 there exists N ∈ N s.t. K ⊂ Xn for all n ≥ N;
A3) There are lower bounds ℓn : ∂Xn → R for the curvature of ∂Xn with ℓn = ℓ on
∂M ∩ ∂Xn such that the distributions κn = kmXn + ℓn · σ∂Xn are uniformly 1- and
2-moderate, i.e.
sup
n
sup
t∈[0,1]
sup
x∈Xn
E
(n)
x
[
e−αA
κn
t /2
]
<∞ α = 1, 2 .
Then the Dirichlet space (M,EM,m) satisfies BE1(κ,∞) with the moderate distribution
κ = kmM + ℓ σ∂M .
Proof. Let (Xn)n∈N be an exhausting sequence. Denote by En the standard Dirichlet form
on Xn with Neumann boundary conditions and by (P
(n)
t )t, and
(
(B
(n)
t )t≥0, (P
n
x)x∈Xn
)
the
associated semigroup and process. Let (Pt)t, and
(
(Bt)t≥0, (Px)x∈Xn
)
be the corresponding
objects for M0. Denote by Zn = ∂Xn ∩M0 the relative boundary of Xn in M0 and by τ (n)Zm ,
τZm be the first hitting time of Zn by B
(n), resp. B. A1) entails that τZn ր ∞ as n → ∞
a.s. under Px.
By Theorem 4.4, (Xn,En,m) satisfies the taming condition BE1(κn,∞). We argue by passing
to the limit in the equivalent condition GE1(κn,∞).
i) We first show convergence of the semigroups P
(n)
t . For every u ∈ Cb(M) we have (viewing
u as a function on Xn by restriction)
P
(n)
t u(x)→ Ptu(x) for all x ∈ M0 .
Indeed, we have∣∣∣Ptu(x)− P (n)t u(x)∣∣∣ ≤∣∣∣E(n)x [u(B(n)t )1{τ (n)Zn >t}
]− Ex[u(Bt)1{τZn>t}]
∣∣∣
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+ ||u||L∞
(
P
(n)
x
[
τ
(n)
Zn
≤ t]+ Px[τZn ≤ t]) .
Now, note that the two expectations coincide, since the processes B(n), B can be realized such
that they coincide up to the hitting time of Zn. Hence, the first term in the right hand side
vanishes. Similarly, the latter two probabilities coincide and by assumption A1) τZn ր ∞
almost surely under Px, hence Px
[
τZn ≤ t
]
vanishes as n→∞.
ii) Next, we show convergence of the tamed semigroups P
κn/2
t . For every non-negative g ∈
Cb(M) we have
P
κn/2
t g(x)→ P κ/2t g(x) for all x ∈ M0 .
Indeed, we have by construction that
P
κ/2
t g(x) =↑ limn→∞Ex
[
e−A
κn/2
t g(Bt)1{τZn>t}
]
.
On the other hand, arguing as above, we have
P
κn/2
t g(x) = E
(n)
x
[
e−A
κn/2
t g(B
(n)
t )1{τ (n)Zn >t}
]
+ E(n)x
[
e−A
κn/2
t g(B
(n)
t )1{τ (n)Zn ≤t}
]
= Ex
[
e−A
κn/2
t g(Bt)1{τZn>t}
]
+ E(n)x
[
e−A
κn/2
t g(B
(n)
t )1{τ (n)Zn ≤t}
]
,
and it suffices to argue that the last term vanishes. But, we have
E
(n)
x
[
e−A
κn/2
t g(B
(n)
t )1{τ (n)Zn ≤t}
] ≤ E(n)x [e−Aκnt ] 12Px[τ (n)Zn ≤ t] 12 ||g||L∞
= E(n)x
[
e−A
κn
t
] 1
2Px
[
τZn ≤ t
] 1
2 ||g||L∞ .
By assumption A3), the first factor is uniformly bounded in n while as above the second
factor vanishes as n→∞.
iii) We now argue that κ is moderate. Since the processes B(n) and B can be assumed to
coincide up to τZn , we have by construction of the Schro¨dinger semigroup
Ex
[
e−A
κ/2
t
]
= sup
n
Ex
[
e−A
κ/2
t 1{τZn>t}
]
= sup
n
E(n)x
[
e−A
κn/2
t 1{τ (n)Zn >t}
] ≤ sup
n
E(n)x
[
e−A
κn/2
t
]
.
Thus assumption A3) above immediately yields
sup
t∈[0,1]
sup
x∈X∞
Ex
[
e−A
κ/2
t
]
<∞ ,
i.e. κ is moderate.
iv) To establish the taming condition GE1(κ,∞) for (M,E∞) we have to show that
Γ(Ptu)
1
2 ≤ P κ/2t Γ(u)
1
2 ,
for all t and all u in a dense class of functions in F. Let u be a function C1(M) and denote
by u also its restriction to any Xk. Let (γs)s∈[0,1] be a Lipschitz curve in M0 and note that by
A2) its image is contained in all Xn for n suficiently large. The taming condition GE1(κn,∞)
for (Xn,E
(n)) yields that
|P (n)t u(γ1)− P (n)t u(γ0)| ≤
ˆ 1
0
P
κn/2
t |∇u|(γs)|γ˙s|ds .
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Steps i) and ii) allow to pass to the limit n→∞ in the left and right hand side respectively
and obtain the same estimate with Pt and P
κ/2
t . Hence, |∇Pu| ≤ P κ/2t |∇u| inM0. To conclude
it suffices to note that any function in F can be approximated by restrictions of C1 functions
to M0. Indeed, by Xn being a quasi-open nest,
⋃∞
k=1 FXk is dense in F. Further, any u ∈ FXk
can be extended to a function in W 1,2(M) by regularity of the boundary of Xn. If un is a
C1 approximation of this extension in W 1,2(M0), then obviously the restrictions of un to M0
converge to u in F. 
Next, we give an example of singular boundary behavior by considering a Euclidean domain
with cusp-like singularity of the boundary such that its curvature is controlled in Lp.
Consider the domain Y ⊂ R3 given by
Y :=
{
(x, y, z) ∈ R3 : z > φ(√x2 + y2)} ,
where φ : [0,∞) → [0,∞) is C2 on (0,∞) with φ(r) = r − r2−α, α ∈ (0, 1) for r ∈ [0, 1] and
φ constant for r ≥ 2. Let us denote by EY the standard Dirichlet form on Y with Neumann
boundary conditions and let m the Lebesgue measure restricted to Y and σ the 2-dimensional
Hausdorff measure on ∂Y.
Parametrizing the surface of revolution ∂Y as
{(
r cos θ, r sin θ, φ(r)
)
: r ≥ 0, θ ∈ [0, 2π]}, one
readily computes the smallest eigenvalue of the second fundamental form of ∂Y to be
ℓ(r, φ) =
φ′′(r)
λ(r)3
,
for r ≤ 1 and ℓ = 0 for r ≥ 2 and where λ(r) =
√
1 + |φ′(r)|2 is the length element of the
revolving curve. Note that ℓ(r, φ) ∼ −r−α for r small.
Theorem 4.6. The Dirichlet space (Y,EY,mY ) satisfies BE1(κ,∞) with the moderate distri-
bution
κ = ℓ σ ,
where ℓ is the smallest eigenvalue of the second fundamental form of ∂Y.
Proof. First observe that κ is moderate. Indeed, one sees thatˆ
∂Y∩{r≤1}
|ℓ|pdσ =
ˆ 1
0
ˆ 2π
0
|ℓ(r, θ)|pλ(r)rdrdθ .
The latter is comparable to
´ 1
0 r
1−αpdr. Hence, ℓ ∈ Lp(∂Y, σ) iff αp < 2. Further note that
∂Y is the graph of a Lipschitz function. Thus, choosing 1 < p < 2/α, Theorem 2.36 yields
that κ ∈ K0(R3) and since Y is inner uniform also κ ∈ K0(Y), see Lemma 2.34, in particular
κ is moderate. The taming condition will follow from Theorem 4.5. We claim that a regular
exhaustion is given by Yn :=
{
(x, y, y) : z > φn
(√
x2 + y2
)}
where φn is C
2 with φn(r) = φ(r)
for r ≥ 1/n and a degree 3 polynominal on [0, 1/n] with φ′n(0) = 0 (i.e. we round the cusp of ∂Y
at scale 1/n). One can check that ℓn, the minimal eigenvalue of the second fundamental form
of ∂Yn, is controlled by −r−α uniformly in n and ‖ℓn‖Lp(∂Yn) is uniformly bounded in n for a p
as above. Moreover, ∂Yn are graphs of Lipschitz functions with constants bounded uniformly
in n. The proof of Theorem 2.36 gives that κn = ℓnσ∂Y is uniformly bounded in the Kato
class K0(R
3). One checks that Yn is inner uniform with constants independent of n and thus,
by Lemma 2.34, κn is also uniformly bounded in K0(Yn), i.e. limt→0 supn supx E(n)[A
κn
t ] = 0,
which entails that κn is uniformly 1- and 2-moderate, i.e. A3) holds. A2) is obvious. Finally,
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since Y is inner uniform, its Neumann heat kernel is comparable to the Euclidean one, which
allows to check A1). 
4.4. A tamed domain with boundary that is not semiconvex. We will construct here
another tamed space with boundary that has no lower bound on the second fundamental form
by adding to a Euclidean halfspace a sequence of smaller and smaller bumps.
Let X0 :=
{
(x1, x2, x3) ∈ R3 : x3 > 0
}
be a halfspace in R3. For r, h > 0 consider the function
fr,h : R→ R given by
fr,h(t) = h ·
(− 1− cos(πt/r))1[−r,r](t) ,
and define the set
Or,h :=
{
x ∈ R3 : x21 + x22 ≤ r2, 0 ≥ x3 > fr,h
(√
x21 + x
2
2
)}
,
which will serve as the basic bump. Let µr,h = ℓr,hσ∂Or,h denote the curvature measure of
the “lower” boundary of Or,h, i.e. the surface measure of that part of the boundary weighted
by the curvature of the boundary. For η ∈ R2, let µηr,h denote its translation by the vector
(η, 0) ∈ R3.
Let sequences (ri)i in (0, 1/2) and (ξi)i in R
2 be given such that the sets Ai for i ∈ N are
disjoint where Ai := ∪z∈Zn−1Bri(z + ξi) ⊂ R2. Choose hi ∈ R+ with hi ≤ ri such that∑
i
∥∥G01µi∥∥L∞ <∞ , µi := ∑
z∈Z2
µz+ξiri,hi ,
where G01µ denotes the 1-potential of µ in the half-space X0. Consider then the set
X∞ := X0 ∪
⋃
i∈N
⋃
z∈Z2
(
Ori,hi + z + ξi
)
,
whose boundary is obviously is not semiconvex.
Theorem 4.7. The measure µ :=
∑
i µi belongs to the Kato class K0(X0) and K0(X∞). The
Neumann heat semigroup on the set X∞ satisfies BE1(−µ,∞).
Proof. (i): For each i, the quantity ∥∥∥G01 ∑
z∈Z2
µz+ξiri,h
∥∥∥
L∞
depends continuously on h. Thus there exist hi > 0 such that
∑
i
∥∥G01µi∥∥L∞ <∞ as requested.
Hence, G01µ is bounded. Moreover, G
0
1µ is uniformly continuous since it is the uniform limit
of uniformly continuous functions. An easy argument (based on reflection symmetry) allows
to carry over the criterion of Lemma 2.29 to the heat semigroup on the half space. Finally,
we note that X∞ is an inner uniform domain in the sense of [23]. Hence, Lemma 2.34 shows
that µ belongs also to K0(X∞).
(2): Consider the sets
Xn := X0 ∪
n⋃
i=1
⋃
z∈Z2
(
Ori,hi + z + ξi
) ∩Bn ,
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where Bn is essentially the ball of radius n in R
3 suitably modified near the {x3 = 0} so that
Xn has smooth boundary. Note that Xn contains only the “bumps” at above scale rn of X∞.
Thus, by Theorem 4.4 Xn satisfies BE1(−µn,∞) with
µn :=
n∑
i=1
µi + λn ,
where λn is essentially 1/n · σS+n with S+n the upper hemisphere of radius n. The relative
boundary Zn of Xn in X∞ consists of a countably many discs of sizes ri with i > n together
with S+n . We want to apply the stability result Theorem 4.5 (with M
0 = X∞ and k = 0).
Thus we need to check that the sets Xn provide a regular exhaustion. Note that the capacity
of Zn in X0 vanishes as n → ∞ if ri are chosen appropriately and hence does its capacity
in X∞, i.e. condition A1) is satisfied. Condition A2) is readily checked. One checks that the
Green potential G0µn is bounded and uniformly continuous uniformly in n (note that the
contribution of λn is negligible as n → ∞. By the argument of Lemma 2.29 and taking into
account the inner uniformity of X∞, we infer that limt→0 supx supn Ex[A
µn
t ] = 0 yielding that
the µn are uniformly moderate and 2-moderate, i.e. condition A3) holds. Thus we conclude
that X∞ satisfies BE1(−µ,∞). 
4.5. A Tamed Manifold with Highly Irregular Boundary. Our next example will pro-
vide a domain X∞ ⊂ X0 = R×R+ such that the curvature measure µ of its boundary ∂X is a
moderate distribution which is not in the Kato class. Even, more |µ| is not a Radon measure.
The proof of the former property will be based on the following useful criterion.
Lemma 4.8. A distribution κ ∈ F−1qloc(X) is moderate provided there exists a function ψ with
Lψ = κ and ‖ψ‖L∞ < 1 and such that µ := ψ κ defines a signed measure in the Kato class
K0(X).
Proof. Choose p > 1 such that c := infx[1+pψ](x) > 0. Put u := 1+pψ and ν :=
Lu
u =
p
1+pψκ.
Then (−L+ ν)u = 0 which implies
c P νt 1 ≤ P νt u = u ≤ C ,
and thus q− supx P νt 1(x) ≤ C/c <∞ for all t > 0. Hence, ν is moderate. In other words, the
distribution κ1 :=
1
pν is p-moderate. On the other hand, the distribution κ2 := κ−κ1 = pψ1+pψκ
is a signed measure in the Kato class. Therefore, in particular it is p′-moderate for p′ ∈ (1,∞)
being dual to p. Thus according to Remark 2.14 (iii), κ = κ1 + κ2 is moderate. 
The domain X∞ for the example mentioned above will be constructed as the limit of a
sequence of domains Xn ⊂ X0 = R × R+, n ∈ N, The building blocks of our construction of
Xn will be defined in terms of the functions Hℓ : R→ R+ for ℓ ∈ N given by
Hℓ(s) =
1
(2ℓ+ 1)2 π2
(
1 + cos((2ℓ+ 1)π s)
) · 1[−1,1](s).
Define a measure µ˜ℓ on R in terms of the curvature H
′′
ℓ /(1 + H
′
ℓ
2)3/2 and the arclength
(1 +H ′ℓ
2)1/2 of the curve
(
s,Hℓ(s)
)
s∈R by
µ˜ℓ(ds) =
cos((2ℓ+ 1)π s)
1 +
(
π
2ℓ+1
)2
sin2((2ℓ+ 1)π s)
ds.
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Put Yℓ := {(x, y) ∈ R2 : y ≥ Hℓ(x)} and define a measure µℓ on ∂Yℓ as the push forward of
the measure µ˜ℓ under the map s 7→ (s,Hℓ(s)). Let Ψℓ := G0µℓ be the logarithmic potential
of µℓ in R
2, that is,
Ψℓ
(
(x, y)
)
:= −
ˆ 1
−1
log
((
x−s
)2
+
(
y−1 + cos((2ℓ+ 1)π s)
(2ℓ+ 1)2π2
)2) cos((2ℓ+ 1)π s)
1 +
(
π
2ℓ+1
)2
sin2((2ℓ+ 1)π s)
ds.
Lemma 4.9. Uniformly in x, y and ℓ ≥ 2:∣∣Ψℓ((x, y))∣∣ ≤ C · log ℓ
ℓ
.
Proof. Since Ψℓ vanishes at ∞ and since it is harmonic on R2 \Z, by the maximum principle
Ψℓ has to attain its extrema on Z := ∂Yℓ ∩ ([−1, 1] × R). By symmetry, we conclude that
Ψℓ attains its maximum at the points (±1, 0) and its minimum at the point (0,Hℓ(0)). Note
that for fixed ℓ ≥ 2, each of these values can be estimated in terms of Cℓ log ℓℓ by explicit
calculations. Thus in the sequel, we may assume that ℓ is sufficiently large. To estimate
Ψℓ uniformly in ℓ at the point (−1, 0), we decompose the interval [−1, 1] into 2ℓ intervals
Ij = [−1 + (j − 14) 22ℓ+1 ,−1 + (j + 34 ) 22ℓ+1 ] of length 22ℓ+1 as well as a left end interval I0 =
[−1,−1+ 34 22ℓ+1 of length 34 · 22ℓ+1 and a right end interval I2ℓ+1 of length 14 · 22ℓ+1 . Then in the
defining integral for Ψℓ, for each j = 1, . . . , ℓ the negative contributions of s ∈ I2j−1 dominate
in absolute value the positive contributions of s ∈ I2j . Thus uniformly in ℓ ≥ 2
Ψℓ
(
(−1, 0)) ≤ − ˆ
I0∪I2ℓ+1
log
((
1 + s
)2
+
(1 + cos((2ℓ+ 1)π s)
(2ℓ+ 1)2π2
)2) cos((2ℓ + 1)π s)
1 +
(
π
2ℓ+1
)2
sin2( s)
ds
≤ 2
ˆ
I0∪I2ℓ+1
log
1
1 + s
ds ≤ C · log ℓ
ℓ
for suitable C. To estimate
Ψℓ(0,Hℓ(0)) = −
ˆ 1
−1
log
(
s2 +
(1− cos((2ℓ+ 1)π s)
(2ℓ+ 1)2π2
)2) cos((2ℓ+ 1)π s)
1 +
(
π
2ℓ+1
)2
sin2((2ℓ+ 1)π s)
ds,
we argue similar. We now decompose the interval [−1, 1] into 4ℓ+1 intervals Ij = [ 2i−12(2ℓ+1) , 2i+12(2ℓ+1) ]
for j = −2ℓ, . . . , 2ℓ of length 12ℓ+1 and two boundary intervals I−(2ℓ+1) = [−1,−1 + 12(2ℓ+1) ]
and I(2ℓ+1) = [1 − 12(2ℓ+1) , 1] of length 12(2ℓ+1) . Then in the defining integral for Ψℓ(0,Hℓ(0)),
for each j = 1, . . . , ℓ the positive contributions of s ∈ I2j−1 dominate in absolute value the
negative contributions of s ∈ I2j . Similarly, the positive contributions of s ∈ I−2j+1 dominate
in absolute value the negative contributions of s ∈ I−2j .
Note that s2 +
(
1−cos((2ℓ+1)π s)
(2ℓ+1)2π2
)2
≤ 1 for sufficiently large ℓ and |s| ≤ 1− 1/ℓ2. Thus
log
(
s2 +
(1− cos((2ℓ + 1)π s)
(2ℓ+ 1)2π2
)2)
≤ 0
for all s ∈ [−1+1/ℓ2, 1−1/ℓ2]. Therefore, the contributions of s ∈ I±(2ℓ+1)∩[−1+1/ℓ2, 1−1/ℓ2]
are positive.
Thus with J := I0 ∪ [−1,−1 + 1/ℓ2] ∪ [1− 1/ℓ2, 1] and large enough ℓ,
Ψℓ(0,Hℓ(0)) ≥ −
ˆ
J
log
(
s2 +
(1− cos((2ℓ+ 1)π s)
(2ℓ+ 1)2π2
)2) cos((2ℓ+ 1)π s)
1 +
(
π
2ℓ+1
)2
sin2((2ℓ+ 1)π s)
ds
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≥ −C
ℓ2
−
ˆ
I0
log
(
s2 +
(1− cos((2ℓ+ 1)π s)
(2ℓ+ 1)2π2
)2)
ds
≥ −C
ℓ2
− C ′ log ℓ
ℓ
.
This proves the claim. 
Let us now define the functions ψn for n ∈ N by symmetrized, rescaled and translated versions
of the Ψℓ:
ψn
(
(x, y)
)
= Ψℓn
(x−Rn
rn
,
y
rn
)
−Ψℓn
(x+Rn
rn
,
y
rn
)
with ℓn := 4
n, rn = 2
−n, Rn = 22−n, and we put κ∗n := ∆ψn. Similarly, we define functions
h∗n and hn by
h∗n(s) = Hℓn
(s−Rn
rn
)
−Hℓn
(s+Rn
rn
)
, hn :=
n∑
i=1
h∗i
and we put X∗n := {(x, y) ∈ R2 : y ≥ h∗n(x)} as well as Xn := {(x, y) ∈ R2 : y ≥ hn(x)}. Then
for each n the measure κ∗n is supported by ∂X∗n. Indeed, it is the curvature measure of X∗n.
Similarly, the measure κn =
∑n
i=1 κ
∗
i is the curvature measure of Xn and supported by ∂Xn.
Moreover, define
ψ =
∞∑
n=1
ψn, κ =
∞∑
n=1
κ∗n, h =
∞∑
n=1
h∗n , (4.3)
and X∞ = {(x, y) ∈ R2 : y ≥ h(x)}. Then the boundary curvature of X∞ is given by κ = ∆ψ.
Note that X∞ is not a monotone limit of the Xn, n ∈ N. Instead,
X∞ ∩
(
R+ × R−
)
=
(⋃
n
Xn
)
∩ (R+ × R−), X∞ ∩ (R+ × R+) = (⋂
n
Xn
)
∩ (R+ ×R+).
Lemma 4.10. There exists C1 such that
|ψ(x, y)| ≤ C1 |x|
uniformly in (x, y) ∈ R2 and n ∈ N.
Proof. For each i, the function (x, y) 7→ ψi(x, y) is bounded by Ci4−i, it vanishes at x = 0,
and it is harmonic for |x| ≤ Ri − ri = 3 · 2−i. Thus for |x| ≤ Ri − ri = 3 · 2−i,
|ψi(x, y))| ≤ Ci4−i · |x|.
Given x, choose n such that 2−n ≤ |x| < 21−n. Then
n∑
i=1
|ψi(x, y))| ≤ C ′ · |x|
uniformly in (x, y) ∈ R2 and n ∈ N. On the other hand, by boundedness of the ψi,
∞∑
i=n+1
|ψi(x, y))| ≤ C
∞∑
i=n+1
i4−i ≤ C ′′2−n ≤ C ′′ · |x|.
This proves the claim. 
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Theorem 4.11. The distribution κ defined in (4.3) is moderate. It is not given by a signed
Radon measure (and in particular, not by a signed measure in the Kato class). Moreover, the
Neumann heat flow in X∞ satisfies BE1(κ,∞).
Proof. (i) According to the previous Lemma 4.9, ‖ψn‖L∞ ≤ Cn4−n for all n and thus for
fixed p > 1, ∥∥∥ ∞∑
n=j
ψn
∥∥∥
L∞
≤ C
∞∑
n=j
n4−n < 1/p
for sufficiently large j. Fix such a j and put ψ′ =
∑∞
n=j ψn. Decompose κ into κ
′ :=
∑∞
n=j κ
∗
n
and κ′′ :=
∑j−1
n=1 κ
∗
n. Obviously, κ
′′ is a signed measure in the Kato class. By Lemma 4.8, the
distribution κ′ is p-moderate, provided pψ′κ′ is Kato. In order to prove the latter, note that
∆Ψℓ is a signed measure and that ∥∥G1|∆Ψℓ|∥∥L∞ ≤ C ′
uniformly in ℓ ∈ N. Indeed, |∆Ψℓ| converges weakly to the uniform distribution on the interval
[−1, 1] × {0} as ℓ→∞. By rescaling, we obtain∥∥G1|κ∗n|∥∥L∞ ≤ C ′ log 1rn = C ′′ n
uniformly in n ∈ N. Moreover, according to Lemma 4.10, on the support of |κ∗n|, that is, on
[Rn − rn, Rn + rn]× {0}, the function ψ′ is bounded by C0(Rn + rn) ≤ C0 23−n. Thus∥∥G1(|ψ′κn|)∥∥L∞ ≤ C1n23−n
for each n and therefore the 1-potential G1ν of the measure ν :=
∑
n≥j p|ψ′κ∗n| is bounded
and uniformly continuous on R2. According to Lemma 2.29, this proves that ν lies in the Kato
class and thus so does pψ′κ′. Hence, κ′ is p-moderate and thus κ is moderate by Remark 2.14
(iii).
On the other hand, of course, κ will not be a signed Radon measure since for each δ > 0 and
sufficiently large N = N(δ),
|κ|(Bδ(0)) ≥ ∑
n≥N
|κ∗n|(R2) ≥
∑
n≥N
1 =∞.
where Bδ(0) denotes the δ-neighborhood of the origin in R
2.
(ii) Note that all ”wiggles” on the positive x-axis lie below the curve y = c|x|4 for a suitable
constant c. Thus we can approximate X∞ by an increasing sequence of smooth domains X˜n
as follows. Choose an decreasing sequence of functions φn ∈ C2c(R) with support [0, 3 · 2−n]
and with φn(x) = c|x|4 for x ∈ [0, 5 · 2−n−1]. Then define
X˜n :=
{
(x, y) ∈ R2 : y ≥ hn(x) + φn(x)
} ∩Bn ,
where Bn is essentially the ball of radius n in R
2. Note that X˜n contains only the first n pairs
of “wiggles”. The Neumann heat semigroup on X˜n satisfies BE1(κn + κ˜n,∞), where κ˜n is the
curvature measure associated with the relative boundary Zn of X˜n in X∞. To conclude, it
suffices to check that the sets X˜n provide a regular exhaustion and apply Theorem 4.5 (with
M = X∞ and k = 0). As in the previous example, one checks that the capacity of Zn vanishes
as n → ∞ and thus A1) holds. A2) is obvious by construction. To check A3) (with κn + κ˜n
taking the role of κn there), note first that φn can be chosen such that the density of κ˜n w.r.t.
the Hausdorff measure goes to 0 as n → ∞ and hence |Aκ˜n/2t | ≤ ct for arbitrary small c > 0
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for n sufficiently large. Arguing as in step (i) to control κn = κ
′
n + κ
′′ with κ′n =
∑n
i=j κi
instead of κ, we see that the resulting bound on supt∈[0,1] supx Ex
[
e−A
κn/2
t
]
is independent of
n. Together with the bound on A
κ˜n/2
t , this shows the uniform moderateness of κ. Essentially
the same argument for 2κn yields the uniform 2-moderateness. 
5. Functional Inequalities for Tamed Spaces
In this section we derive local (reverse) Poincare´ and logarithmic Sobolev inequalities for the
heat flow on tamed spaces. We use the notation
Fb := F ∩ L∞(X,m).
Theorem 5.1 (Local (reverse) Poincare´ inequality). Let (X,E,m) be a Dirichlet space with
a 2-moderate distribution κ ∈ F−1qloc satisfying GE1(κ,∞). Then for any f ∈ F and any t > 0
we have m-a.e. on X:
Cκt · Γ(Ptf) ≤
1
2t
[
Pt(f
2)− (Ptf)2
]
≤ Cκt · PtΓ(f) , (5.1)
with C
κ
t :=
1
t
´ t
0 C
κ
s ds and C
κ
t :=
1
t
´ t
0
(
Cκs
)−1
ds where Cκt is the time-depending constant
defined in (2.4). Note that
(
Cκt
)−1 ≤ Cκt for all t > 0 and lim supt→0 Cκt <∞.
The first inequality in (5.1) is valid for any f ∈ L2(X,m).
Proof. Let f, g ∈ Fb, g ≥ 0 be given. For any t > 0, we set ft := Ptf , gt := Ptg, and
Θ(s) :=
ˆ
X
(ft−s)2gs dm for s ∈ [0, t].
A direct computation gives
d
ds
Θ(s) =
ˆ
X
(− 2gsft−s∂sft−s + f2t−s∂sgs)dm
=
ˆ
X
(
2Γ(gsft−s, ft−s)− Γ(f2t−s, gs)
)
dm = 2
ˆ
X
gsΓ(ft−s) dm,
which in turn providesˆ
X
Ptgf
2 dm−
ˆ
X
g(Ptf)
2 dm =
ˆ t
0
(
d
ds
Θ(s)
)
ds = 2
ˆ t
0
ˆ
X
gsΓ(ft−s) dm ds.
At this point, applying first (3.3) and then (2.5), we obtain
ˆ
X
gPs
(√
Γ(Pt−sf)
)2
dm
(3.3)
≤
ˆ
X
gPs
(
P
κ/2
t−s
√
Γ(f)
)2
dm
(2.5)
≤ Cκt−s
ˆ
X
gPs
(
Pt−s(Γ(f))
)
dm ,
which leads to ˆ
X
g
(
Pt(f
2)− (Ptf)2
)
dm ≤ 2
( ˆ t
0
Cκt−s ds
)ˆ
X
gPt(Γ(f)) dm . (5.2)
On the other hand, applying first (2.5) and then (3.3), we get
ˆ
X
gPs
(√
Γ(Pt−sf)
)2
dm
(2.5)
≥ 1
Cκs
ˆ
X
g
(
P κ/2s
√
Γ(Pt−sf)
)2
dm
(3.3)
≥ 1
Cκs
ˆ
X
gΓ(Ps(Pt−sf)) dm ,
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which in particular meansˆ
X
g
(
Pt(f
2)− (Ptf)2
)
dm ≥ 2
( ˆ t
0
1
Cκs
ds
)ˆ
X
gΓ(Ptf) dm . (5.3)
By a standard approximation argument, we extend the validity of (5.2), (5.3) to f ∈ L2(X,m)
and f ∈ F respectively and we conclude by the arbitrariness of g. 
Theorem 5.2 (Local (reverse) log-Sobolev inequality). Let (X,E,m) be a Dirichlet space with
a 2-moderate distribution κ ∈ F−1qloc satisfying GE1(κ,∞). Then for any t > 0 and for any
f ≥ 0 with the property that √f ∈ F and f log(f) ∈ L1(X,m), it holds m-a.e. on X:ˆ t
0
Γ(Ptf)
P
κ/2
s Pt−sf
ds ≤ Pt(f log f)− Ptf log(Ptf) ≤
ˆ t
0
PsP
κ
t−s
(
Γ(f)
f
)
ds , (5.4)
The first inequality holds more generally for all non-negative f ∈ L1(X,m) with f log(f) ∈
L1(X,m).
Proof. Let ǫ > 0 be fixed and ψǫ : [0,∞)→ R be defined by ψǫ(z) := (z+ǫ) log(z+ǫ)−ǫ log(ǫ).
For t > 0, g ∈ L1 ∩ L∞(X,m), g ≥ 0, and f ∈ L∞(X,m) such that f ≥ 0, √f ∈ F, and
f log(f) ∈ L1(X,m), we define
Ψǫ(s) :=
ˆ
X
gs ψǫ(ft−s) dm, for any 0 < s < t,
where gs := Psg and ft−s := Pt−sf . Notice that the continuity of s 7→ gs and s 7→ ft−s in
L2(X,m) ensures that the map s 7→ Ψ(s) is continuous. Hence, a direct computation gives:
d
ds
Ψǫ(s) =
d
ds
ˆ
X
gs ψǫ(ft−s) dm =
ˆ
X
Lgsψǫ(ft−s) dm−
ˆ
X
gsψ
′
ǫ(ft−s)Lft−s dm
= −
ˆ
X
Γ(gs, ft−s)ψ′ǫ(ft−s) dm+
ˆ
X
Γ(gsψ
′
ǫ(ft−s), ft−s) dm
=
ˆ
X
gsψ
′′
ǫ (ft−s)Γ(ft−s) dm =
ˆ
X
gPs
(
Γ(ft−s)
ft−s + ǫ
)
dm.
By Jensen’s inquality we have
(
P
κ/2
r
√
Γ(f)
)2
Prf + ǫ
(x) =
(
Ex
[
e−A
κ/2
r
√
Γ(f)(Br)
])2
Ex
[
f(Br) + ǫ
] ≤ Ex
[
e−2A
κ/2
r Γ(f)(Br)
f(Br) + ǫ
]
= P κr
(
Γ(f)
f + ǫ
)
(x) .
This, together with the gradient estimate (3.3), ensures that
Ps
(
Γ(ft−s)
ft−s + ǫ
)
≤ Ps
((
P
κ/2
t−s
√
Γ(f)
)2
ft−s + ǫ
)
≤ PsP κt−s
(
Γ(f)
f + ǫ
)
.
Integrating over [0, t], we getˆ
X
gtψǫ(f) dm−
ˆ
X
g ψǫ(ft) dm =
ˆ t
0
d
ds
Ψǫ(s) ds ≤
ˆ t
0
ˆ
X
gPsP
κ
t−s
(
Γ(f)
f + ǫ
)
dmds . (5.5)
At this point we notice that f log(f) ∈ L1(X,m) implies ft log(ft) ∈ L1(X,m) for any t >
0, and so we can pass to the limit as ǫ → 0 in the left-hand side of (5.5). By monotone
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convergence, we can also pass to the limit in the right-hand side, obtainingˆ
X
gPt(f log(f)) dm−
ˆ
X
g(Ptf log(Ptf)) dm ≤
ˆ t
0
ˆ
X
gPsP
κ
t−s
(
Γ(f)
f
)
dmds .
In order to extend the result to general f ≥ 0 with the property that √f ∈ F and f log(f) ∈
L1(X,m), we approximate it by taking fn := f ∧n and then we let n→∞, using the fact that
fn → f and Pt(fn) → Ptf in L1, while Γ(fn) = Γ(f)1{f<n} m-a.e. Hence, the arbitrariness
of g allows to conclude the second inequality in (5.4).
The first bound in (5.4) can be obtained noting that by Jensen’s inequality and the gradient
estimate
Ps
(
Γ(ft−s)
ft−s
)
(x) = Ex
[
e−A
κ/2
s
(√
Γ(ft−s)
)2
(Bs)
e−A
κ/2
s ft−s(Bs)
]
≥
(
Ex
[
e−A
κ/2
s
√
Γ(ft−s)(Bs)
])2
Ex
[
e−A
κ/2
s ft−s(Bs)
]
=
(
P
κ/2
s
√
Γ(Pt−sf)
)2
P
κ/2
s Pt−sf
(x) ≥ Γ(Ptf)
P
κ/2
s Pt−sf
(x) .
Thus, arguing as above, we get the desired estimate. 
6. Self-Improvement of the Taming Condition
In this section we discuss the self-improvement of the taming condition, namely whether the
L2-Bochner inequality BE2(κ,N) already implies the stronger L
1 version BE1(κ,N). We will
give an affirmative answer in a slightly restricted setting assuming throughout this section,
that κ is a signed measure in the Kato class K0(X) (or extended Kato class K1−(X)).
We adapt here ideas developed in [37] in the case of constant lower Ricci bounds.
6.1. Measure-Valued Taming Operator and Bochner Inequality. The first step is to
extend the definition of the taming operator Lκ and the iterated carre´ du champ Γκ2 to possibly
taking values in the space of measures.
Measure-valued taming operator. Recall that under the above assumption, Proposition
2.37 ensures that κ is a moderated distribution, while from Corollary 2.50 it holds
D(Eκ) = F.
We recall the following approximation procedure: given a non-negative kernel η ∈ C∞c (0,∞)
with
´∞
0 η(r) dr = 1, for any f ∈ L2(X,m) and ǫ > 0 we set
Pκǫ f :=
1
ǫ
ˆ ∞
0
P κr fη(r/ǫ) dr =
ˆ ∞
0
P κǫsfη(s) ds. (6.1)
Notice that Pκǫ is positivity preserving, and that P
κ
ǫ f ∈ D(Lκ) for any ǫ > 0. Moreover, for
f ∈ L∞(X,m) we have LκPκǫ f ∈ L∞(X,m), since
LκPǫf =
ˆ ∞
0
1
ǫ
η′(r/ǫ)P κr fdr .
Lemma 6.1. Let l ∈ F−1qloc be a linear functional on F such that 〈l, v〉 ≥ 0 for any non-
negative v ∈ ⋃n FGn , with (Gn)n∈N a quasi-open nest on which κ is defined. Then there
exists a unique non-negative σ-finite regular Borel measure µ on X such that µ does not
48 MATTHIAS ERBAR, CHIARA RIGONI, KARL-THEODOR STURM, AND LUCA TAMANINI
charge E-polar sets, the quasi-continuous representative of any f ∈ FGn is integrable w.r.t. µ,
i.e.
⋃
n F˜Gn ⊂ L1(X, µ), and
〈l, v〉 =
ˆ
X
v˜ dµ, ∀v ∈
⋃
n
FGn .
Proof. By the Lax-Milgram theorem, for each n, there exists a unique vn ∈ FGn such that
〈l, v〉 = EGn(v, vn) +
ˆ
X
vvndm, ∀v ∈ FGn .
The function vn is 1-excessive for EGn and in particular non-negative. By [29, Lemma 3.4] the
restricted forms (EGn ,FGn) are again quasi-regular Dirichlet forms. Then, by [31, Proposi-
tion 2.1] there exists a unique σ-finite positive Borel measure µn on Gn not charging EGn-polar
sets such that
〈l, v〉 = EGn(v, vn) +
ˆ
X
vvn dm =
ˆ
X
v˜ dµn, ∀v ∈ FGn .
Note that by uniqueness and the inclusion FGn ⊂ FGn+1 , we have µn+1(A∩Gn+1) = µn(A∩Gn)
for A ⊂ X. Since further E-polar subsets of Gn are EGn-polar [29, Lemma 3.5], it is readily
checked that µ(A) :=ր limµn(A ∩Gn) yields the measure with the desired properties. 
Lemma 6.2. Let u ∈ L1 ∩L∞(X,m) be non-negative, and let g ∈ L1 ∩L2(X,m) be such that
for any non-negative ϕ ∈ D(Lκ) ∩ L∞(X,m) with Lκϕ ∈ L∞(X,m) it holdsˆ
X
uLκϕdm ≥ −
ˆ
X
gϕdm . (6.2)
Then
u ∈ D(Eκ) = F , Eκ(u) ≤
ˆ
X
u g dm . (6.3)
Moreover, there exists a unique σ-finite regular Borel measure µ := µ+−gm, with µ+ ≥ 0, such
that every E-polar set is |µ|-negligible, the quasi-continuous representative of any function in
F is in L1(X, |µ|), and
− Eκ(u, ϕ) =
ˆ
X
ϕ˜dµ, ∀ϕ ∈ F . (6.4)
Proof. First, let us consider uǫ := P
κ
ǫ (u) =
´∞
0 P
κ
t u
1
ǫη(t/ǫ)dt. The regularizing properties of
(Pκǫ )ǫ>0 ensure that uǫ ∈ D(Lκ) with Lκuǫ ∈ L1 ∩L∞(X,m). Inequality (6.2) ensures that for
every non-negative ϕ ∈ L2 ∩ L∞(X,m) it holdsˆ
X
Lκuǫϕdm =
ˆ
X
uLκPκǫϕdm ≥ −
ˆ
X
gPκǫϕdm, (6.5)
which implies that Lκuǫ +P
κ
ǫ g ≥ 0. By choosing ϕ := uǫ in (6.5), we get
E
κ(uǫ) = −
ˆ
X
uǫL
κuǫ dm ≤
ˆ
X
uǫP
κ
ǫ g dm.
Thus (6.3) follows by passing to the limit as ǫ ↓ 0. Similarly, we obtain:
−Eκ(u, ϕ) +
ˆ
X
gϕdm ≥ 0, ∀ϕ ∈ F , ϕ ≥ 0 . (6.6)
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Thus applying Lemma 6.1 to the linear functional l ∈ F−1qloc given by
〈l, v〉 := −Eκ(u, v) +
ˆ
X
vg dm, v ∈ F ,
yields the representation via a suitable measure µ. 
In the following we will denote by Mκ the space of u ∈ D(Eκ) = F such that there exists a
σ-finite Borel measure µ = µ+ − µ− with µ± non-negative and charging no E-polar sets such
that (6.4) holds. We will write Lκ⋆u := µ. Moreover, we set
M
κ
∞ := M
κ ∩ Fb and Fbg := {f ∈ F : f,Γ(f) ∈ L∞(X,m)}.
We have the following calculus rule.
Corollary 6.3. For every u ∈Mκ∞ and f ∈ D(L) ∩ Fbg we have fu ∈Mκ∞ with
Lκ⋆(fu) = f˜L
κ
⋆u+ uLfm+ 2Γ(u, f)m . (6.7)
Proof. Observe that f˜ ∈ L∞(X, |µ|), with µ = Lκ⋆u and that f˜ coincides with f |µ|-a.e.
Let fn be a sequence in ∪kFGk for some admissible sequence of quasi-open sets Gk which
approximates f w.r.t. E1. Further let ψ ∈ ∪kFGk be bounded. Note that also ufn and ψfn
belong to ∪kFGk , and hence to F. Thus, we have
−Eκ(fnu, ψ) = −E(fnu, ψ) − 〈κ, fnuψ〉
= −E(u, fnψ) − E(fn, uψ) +
ˆ
X
2ψΓ(fn, u) dm − 〈κ, fnuψ〉
= −Eκ(u, fnψ)− E(fn, uψ) +
ˆ
X
2ψΓ(fn, u) dm
=
ˆ
X
ψ˜f˜n dL
κ
⋆u− E(fn, uψ) +
ˆ
X
2ψΓ(fn, u) dm . (6.8)
Choosing in particular ψ = fnu yields
−Eκ(fnu) =
ˆ
X
f˜n
2
u˜dLκ⋆u− E(fn, u2fn) +
ˆ
X
2fnuΓ(fn, u) dm ,
and since f is essentially bounded and u˜ ∈ L1(X, |µ|), passing to the limit n→∞ shows that
fu ∈ F. Since Eκ is a closed form, this also shows that Eκ(fnu, ψ)→ Eκ(fu, ψ). Similarly, we
then deduce that (6.8) holds for f in place of fn and a further integration by parts yields
−Eκ(fu, ψ) =
ˆ
X
ψ˜f˜ dLκ⋆u+
ˆ
X
ψuLfdm+
ˆ
X
2ψΓ(f, u) dm .
Finally, one readily extends the previous identity to arbitrary ψ ∈ F and Lemma 6.2 yields
the claim. 
Measure-valued Bochner inequality. Let us now extend the definition of the perturbed
iterated carre´ du champ using the measure-valued taming operator.
Let us introduce the class of so-called test-functions
D∞ := Fbg ∩DE(L) ,
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We recall from [37, Lemma 3.2] that D∞ is an algebra (i.e., closed w.r.t. pointwise multi-
plication) and, for every Φ ∈ C∞(Rn) with Φ(0) = 0 and f = (fi)ni=1 ∈ (D∞)n we have
Φ(f) ∈ D∞.
Let us introduce the multilinear form Γκ2 , defined by
Γκ2 [f, g;ϕ] :=
1
2
ˆ
X
(
Γ(f, g)Lκϕ−(Γ(f, Lg)+Γ(g, Lf))ϕ
)
dm, for (f, g, ϕ) ∈ D(Γκ2), (6.9)
where D(Γκ2) := DE(L) ×DE(L)×DL∞(Lκ). If f = g we write for short
Γκ2 [f ;ϕ] := Γ
κ
2 [f, f ;ϕ] .
In this notation, the Bochner inequality (3.6) takes the form
Γκ2 [f ;ϕ] ≥
2
N
ˆ
X
ϕ(Lf)2 dm, for every (f, ϕ) ∈ D(Γκ2), ϕ ≥ 0 .
Lemma 6.4. If BE2(κ,N) holds, then for every f ∈ D∞ we have Γ(f) ∈Mκ∞ with
E
κ(Γ(f)) ≤ −2
ˆ
X
(
Γ(f)Γ(f, Lf) +
2
N
Γ(f)(Lf)2
)
dm (6.10)
and
1
2
Lκ⋆ Γ(f)− Γ(f, Lf)m ≥
2
N
(Lf)2m. (6.11)
Proof. First of all we recall that for every f ∈ Fbg we have Γ(f) ∈ L1(X,m) ∩ L∞(X,m) ⊂
Lp(X,m) for any p ∈ [1,∞]. For f ∈ D∞ we set
g := −2
(
Γ(f, Lf) +
2
N
(Lf)2
)
and u := Γ(f) .
Thanks to BE2(κ,N), the hypothesis (6.2) is satisfied with the so-defined g and u. Therefore
Lemma 6.2 ensures that Γ(f) ∈ F, Γ(f) ∈Mκ∞ and the validity of (6.10) and (6.11). 
For every f ∈ D∞, we define the Borel measure Γκ2,⋆(f) by setting
Γκ2,⋆(f) :=
1
2
Lκ⋆ Γ(f)− Γ(f, Lf)m. (6.12)
Observe that by Lemma 6.4 we have that
Γκ2,⋆(f) =
2
N
(Lf)2m+ µ+, with µ+ ≥ 0.
Denoting by γκ2 (u) ∈ L1(X,m) the density of its absolutely continuous part w.r.t. m, it holds
Γκ2,⋆(f) = γ
κ
2 (f)m+ Γ
κ
2,⊥(f),
with Γκ2,⊥(f) ⊥ m, γκ2 (f) ≥
2
N
(Lf)2 m-a.e. in X, and Γκ2,⊥(f) ≥ 0.
(6.13)
Finally, as in (6.9), we define for f, g ∈ D∞
Γκ2,⋆(f, g) :=
1
4
Γκ2,⋆(f + g)−
1
4
Γκ2,⋆(f − g) =
1
2
(
Lκ⋆Γ(f, g)− Γ(f, Lg)m − Γ(g, Lf)m
)
,
and, similarly,
γκ2 (f, g) :=
1
4
γκ2 (f + g)−
1
4
γκ2 (f − g), Γκ2,⋆(f, g) = γκ2 (f, g)m + Γκ2,⊥(f, g).
In the next lemma we note a chain rule for Γκ2,⋆.
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Lemma 6.5. Let f = (fi)
n
i=1 ∈ (D∞)n and let Φ ∈ C∞(Rn) with Φ(0) = 0. Then
Γκ2,⋆(Φ(f)) =
∑
i,j
Φi(f˜)Φj(f˜)Γ
κ
2,⋆(f
i, f j)
+
(
2
∑
i,j,k
Φi(f)Φjk(f)H[f
i](f j , fk) +
∑
i,j,k,h
Φij(f)Φkh(f)Γ(f
i, f j)Γ(fk, fh)
)
m,
(6.14)
where, for every f, g, h ∈ D∞, H[f ](g, h) is defined by
H[f ](g, h) :=
1
2
(
Γ(g,Γ(f, h)) + Γ(h,Γ(f, g)) − Γ(f,Γ(g, h))
)
. (6.15)
In the same way,
γκ2 (Φ(f)) =
∑
i,j
Φi(f˜ )Φj(f˜)γ
κ
2 (f
i, f j)
+
(
2
∑
i,j,k
Φi(f)Φjk(f)H[f
i](f j , fk) +
∑
i,j,k,h
Φij(f)Φkh(f)Γ(f
i, f j)Γ(fk, fh)
)
m.
(6.16)
Proof. Recall that Φ(f) ∈ D∞. We set for i, j ∈ {1, . . . , n}
gij := Γ(f i, f j) ∈Mκ∞, ℓi := Lf i ∈ F,
φi := Φi(f˜ ), φij := Φij(f˜), φijk := Φijk(f˜) ∈ D∞ .
We have Γ(Φ(f)) = gijφiφj, while Lemma 6.4 ensures that Γ(Φ(f)) ∈Mκ∞.
Since φiφj ∈ D∞, the identity in (6.7) yields (with Einstein summation convention)
1
2
Lκ⋆(Γ(Φ(f))) =
1
2
Lκ⋆(g
ijφiφj) =
1
2
φ˜iφ˜jL
κ
⋆g
ij +
(
1
2
gijL(φiφj) + Γ(φiφj , g
ij)
)
m.
From here one can proceed the calculation exactly as in the proof of [37, Lemma 3.3] to obtain
(6.14), and (6.16). 
6.2. Self-Improvement of the L2-Taming Condition. The following pointwise estimate
for the Γ operator will be crucial to obtain self-improvement.
Theorem 6.6. If BE2(κ,N) holds with κ a signed measure in the extended Kato class
K1−(X). Then for any f, g, h ∈ D∞ we have∣∣H[f ](g, h)∣∣2 ≤ (γκ2 (f)− 2N (Lf)2
)
Γ(g)Γ(h), (6.17)
√
Γ(Γ(f, g)) ≤
√
γκ2 (f)−
2
N
(Lf)2
√
Γ(g) +
√
γκ2 (g)−
2
N
(Lg)2
√
Γ(f), (6.18)
Γ(Γ(f)) ≤ 4
(
γκ2 (f)−
2
N
(Lf)2
)
Γ(f), (6.19)
where all the inequalities are to be intended in the m-a.e. sense on X.
Proof. First of all we observe that Γ(f),Γ(g),Γ(h) ∈ Fb, thanks to Lemma 6.2. Then we take
the polynomial Φ: R3 → R defined by
Φ(f) := λf1 + (f2 − a)(f3 − b)− ab, λ, a, b ∈ R.
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In particular we have
Φ1(f) = λ, Φ2(f) = f
3 − b, Φ3(f) = f2 − a,
Φ2,3(f) = Φ3,2(f) = 1, Φi,j(f) = 0 otherwise.
If f ∈ D∞, then Lemma 6.5 yields Φ(f) ∈ D∞, while inequality (6.13) provides
γκ2 (Φ(f)) ≥
2
N
(LΦ(f))2, m-a.e. in X. (6.20)
Now we recall the identity in (6.16), and we observe that both sides of the inequality depend
on λ, a, b ∈ R: we choose a dense subset Q ⊂ R3 of parameters (λ, a, b) such that inequality
(6.20) holds for every (λ, a, b) ∈ Q and m-a.e. in X. The continuous dependence of the left-
and the right-hand side of the inequality w.r.t. λ, a, b allows to conclude that actually (6.20)
holds for every (λ, a, b) ∈ R3 and for m-a.e. x ∈ X. Therefore, up to a negligible set, for every
x ∈ X we choose a := f2(x) and b := f3(x) in such a way that Φ2(f)(x) = Φ3(f)(x) = 0 and
λ2γκ2 (f
1) + 4λH[f1](f2, f3) + 2
(
Γ(f2)Γ(f3) + Γ(f2, f3)2
) ≥ 2
N
λ2
(
Lf1
)2
.
The arbitrariness of λ, together with the fact that Γ(f2, f3)2 ≤ Γ(f2)Γ(f3) gives the following
inequality (
H[f1](f2, f3)
)2
≤
(
γκ2 (f
1)− 2
N
(Lf1)2
)
Γ(f2)Γ(f3), (6.21)
which proves (6.17). As for (6.18), we start noticing that
H[f ](g, h) +H[g](f, h) = Γ(Γ(f, g), h). (6.22)
Hence, a direct computation yields
∣∣Γ(Γ(f, g), h)∣∣ ≤ [
√
γκ2 (f)−
2
N
(Lf)2
√
Γ(g) +
√
γκ2 (g) −
2
N
(Lg)2
√
Γ(f)
]√
Γ(h). (6.23)
Inequality (6.23) can be extended to arbitrary h ∈ Fb via approximation based on (6.1).
Choosing h = Γ(f, g) yields (6.18). Inequality (6.19) then follows by taking g = f . 
As another preparation, we show that the class of test functions D∞ is dense in F. This will
follow from a variant of the reverse Poincare´ inequality.
Proposition 6.7. Let (X,E,m) satisfy BE2(κ,∞) with κ ∈ K1−(X) a signed measure with
decomposition κ = κ+ − κ− for non-negative measures κ+, κ−. Then (X,E,m) also satisfies
BE2(−κ−,∞). Moreover, for every f ∈ L2(X,m) ∩ L∞(X,m) and every t > 0 it holds
Γ(Ptf) ≤ 1
2t
‖P−κ−t ‖L∞,L∞ · ‖f‖L∞ . (6.24)
Proof. (i): To see that (X,E,m) satisfies BE2(−κ−,∞), we note that Aκ = Aκ+ + A−κ− .
Hence, for any non-negative h and t > 0, we have P κt h ≤ P−κ
−
t h, so that GE2(κ,∞) implies
GE2(−κ−,∞) and we conclude by the equivalence of BE2 and GE2, Theorem 3.6.
(ii): To show (6.24), let f, g ∈ L∞(X,m) with g ≥ 0. For any t > 0, we set ft := Ptf ,
gt := P
−κ−
t g, and define for s ∈ [0, t]
Υ(s) :=
ˆ
X
(ft−s)2gs dm .
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Then we have for all s ∈ (0, t):
d
ds
Υ(s) =
ˆ
X
(− 2ft−sLft−sgs + f2t−sL−κ−gs) dm = 2E(ft−sgs, ft−s)− E−κ−(f2t−s, gs)
≥ 2E(ft−sgs, ft−s)− E(f2t−s, gs) = 2
ˆ
X
gsΓ(ft−s) dm .
Here we have used that E−κ
−
(f2t−s, gs) = E(f2t−s, gs) − 〈κ−, f2t−sgs〉 ≤ E(f2t−s, gs). The L2-
gradient estimate GE2(−κ−,∞) then yieldsˆ
X
g
[
P−κ
−
t f
2 − (Ptf)2
]
dm = 2
ˆ t
0
ˆ
X
P−κ
−
s gΓ(Pt−sf) dm ds ≥ 2t
ˆ
X
gΓ(Ptf)dm ,
and we conclude by the arbitrariness of g. 
Corollary 6.8. Let (X,E,m) satisfy BE2(κ,∞) with κ ∈ F−1qloc a signed measure in the ex-
tended Kato class K1−(X). Then the set D∞ is dense in F.
Proof. As a direct consequence of (6.24) we have that
f ∈ L2 ∩ L∞(X,m) ⇒ Ptf ∈ D∞, ∀t > 0 .
This in particular provides the density of D∞ in F. 
Now, we can prove the main result of this section.
Theorem 6.9 (BE2(κ,N) implies BE1(κ,N)). Let (X,E,m) be a Dirichlet space satisfying
BE2(κ,N) for κ ∈ F−1qloc a signed measure in the extended Kato class K1−(X). Then the
condition BE1(κ,N) holds. Moreover, for any f ∈ F and α ∈ [1/2, 1] it holds
Γ
(
Ptf
)α ≤ Pακt (Γ(f)α) m-a.e. , (6.25)
and, if N <∞, we have
Γ
(
Ptf
)α
+
4α
N
ˆ t
0
Pακs
(
(Γ(Pt−sf))α
Γ(Pt−sf)
(LPt−sf)2
)
ds ≤ Pακt
(
Γ(f)α
)
. (6.26)
Proof. Recall that BE2 is equivalent to the gradient estimate GE2. We will prove (6.26), which
gives in particular GE1(κ,N) for α = 1/2, and recall that also BE1 and GE1 are equivalent.
Fix α ∈ [1/2, 1] and define the concave and smooth function ηǫ(r) := (ǫ+ r)α − ǫα, for ǫ > 0
and r ≥ 0. In particular, ηǫ is Lipschitz with
ηǫ(r) ≤ rα, (r + ǫ)η′ǫ(r) = αηǫ(r) + αǫα, rη′ǫ ≥ αηǫ, 2η′ǫ + 4rη′′ǫ ≥ 0. (6.27)
Furthermore, for t > 0, τ, s ∈ [0, t], we define the following curves
fτ := Pτf, uτ := Γ(fτ ), ζs := P
ακ
s ζ, Gǫ(s) :=
ˆ
X
ηǫ(ut−s)ζs dm, (6.28)
where ζ ∈ Fb is a non-negative function, and f ∈ D∞. Let us point out that for every s
we have that fs ∈ D∞ thanks to the gradient estimate GE2(κ,∞) and the fact that P κs is
bounded on L∞. So, thanks to Lemma 6.2, it follows that ut−s ∈Mκ∞, and, in particular, that
ut−s ∈ F ∩ L1 ∩ L∞(X,m). Hence, a direct computation gives
d
ds
ut−s = −2Γ
(
ft−s, Lft−s
)
,
d
ds
ηǫ(ut−s) = −2η′ǫΓ
(
ft−s, Lft−s
)
in L1 ∩ L2(X,m).
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We are going to use these identities while differentiating Gǫ( · ) with respect to s ∈ (0, t):
G′ǫ(s) =
ˆ
X
(
ηǫ(ut−s)Lακζs − 2η′ǫ(ut−s)Γ
(
ft−s, Lft−s
)
ζs
)
dm (6.29)
According to the definition of Eακ, we haveˆ
X
ηǫ(ut−s)Lακζs dm = −E
(
ηǫ(ut−s), ζs
)− α〈κ, ηǫ(ut−s)ζs〉.
The chain rule for Γ yields
−E(ηǫ(ut−s), ζs) = −
ˆ
X
η′ǫ(ut−s)Γ(ut−s, ζs) dm
= −
ˆ
X
(
Γ(ut−s, η′ǫ(ut−s)ζs)− Γ(ut−s)η′′ǫ (ut−s)ζs
)
dm
= −Eκ(ut−s, η′ǫ(ut−s)ζs)+ 〈κ, η′ǫ(ut−s)ut−sζs〉+
ˆ
X
Γ(ut−s)η′′ǫ (ut−s)ζs dm
(6.4)
=
ˆ
X
η˜′ǫ(ut−s)ζ˜s dL
κ
⋆(ut−s) + 〈κ, η′ǫ(ut−s)ut−sζs〉+
ˆ
X
Γ(ut−s)η′′ǫ (ut−s)ζs dm
Inserting these identities in (6.29), and recalling the definition of Γκ2,⋆(f) in (6.12), we find
G′ǫ(s) = 2
ˆ
X
η′ǫ(u˜t−s)ζ˜s dΓ
κ
2,⋆(ft−s) +
ˆ
X
Γ(ut−s)η′′ǫ (ut−s)ζs dm
+
〈
κ,
(
η′ǫ(ut−s)ut−s − αηǫ(ut−s)
)
ζs
〉
.
Keeping in mind (6.13), we haveˆ
X
η′ǫ(u˜t−s)ζ˜s dΓ
κ
2,⋆(ft−s) ≥
ˆ
X
η′ǫ(ut−s)ζs γ
κ
2 (ft−s) dm
while inequality (6.19), together with the fact that η′′ǫ ≤ 0, ensures thatˆ
X
Γ(ut−s)η′′ǫ (ut−s)ζs dm ≥ 4
ˆ
X
η′′ǫ (ut−s)
(
γκ2 (ft−s)−
2
N
(Lft−s)2
)
ut−sζs dm.
Summing up this chain of inequalities, we obtain
G′ǫ(s) ≥ 2
ˆ
X
η′ǫ(ut−s)ζs γ
κ
2 (ft−s) dm+ 4
ˆ
X
η′′ǫ (ut−s)
(
γκ2 (ft−s)−
2
N
(Lft−s)2
)
ut−sζs dm
+
〈
κ,
(
η′ǫ(ut−s)ut−s − αηǫ(ut−s)
)
ζs
〉
=
ˆ
X
(
2η′ǫ(ut−s) + 4η
′′
ǫ (ut−s)ut−s
)(
γκ2 (ft−s)−
2
N
(Lft−s)2
)
ζs dm
+
4
N
ˆ
X
η′ǫ(ut−s)(Lft−s)
2ζs dm+
〈
κ,
(
η′ǫ(ut−s)ut−s − αηǫ(ut−s)
)
ζs
〉
.
Now we observe that the first term is non-negative, while, since η′ǫ ≥ 0, for the second term
it holds
4
N
ˆ
X
η′ǫ(ut−s)(Lft−s)
2ζs dm
(6.27)
≥ 4α
N
ˆ
ηǫ(ut−s)
ut−s
(Lft−s)2ζs dm .
As for the last term, note that by (6.27),∣∣η′ǫ(ut−s)ut−s − αηǫ(ut−s)∣∣ = ∣∣ǫη′ǫ(ut−s) + αǫα∣∣ ≤ 2αǫα ,
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and hence as ǫ→ 0:ˆ t
0
〈
κ,
(
η′ǫ(ut−s)ut−s − αηǫ(ut−s)
)
ζs
〉
ds ≤ 2αǫα
ˆ t
0
ˆ
ζsd|κ|ds→ 0 .
By continuity of Gǫ and the monotone convergence of ηǫ(r)→ rα we can pass to the limit as
ǫ ↓ 0, obtaining ˆ
X
Γ(f)αPακt ζ dm ≥
ˆ
X
(
Γ(Ptf)
)α
ζ dm (6.30)
or, taking care of the dimension term,
ˆ
X
Γ(f)Pακt ζ dm ≥
ˆ
X
(
Γ(Ptf)
)α
ζ dm+
4α
N
ˆ t
0
ˆ
(Γ(Pt−sf))α
Γ(Pt−sf)
(Lft−s)2ζs dm ds. (6.31)
Then we use the density of D∞ in F (Corollary 6.8) in order to extend (6.30) and (6.31) to
an arbitrary f ∈ F, and obtain (6.25) and (6.26), since ζ is arbitrary. 
Proposition 6.10. Assume that the Dirichlet space (X,E,m) is tamed by a signed measure
κ ∈ F−1qloc which is in the extended Kato class K1−(X). Then for any f ∈ DE(L) it holds
Γ(f)1/2 ∈ F.
Proof. Let us first consider f ∈ D∞. Directly from (6.19) we have
Γ
(
Γ(f)1/2
)
=
Γ(Γ(f))
Γ(f)
≤ 4
(
γκ2 (f)−
2
N
(
Lf
)2)
, m-a.e. on X,
and, integrating it, we get
1
4
ˆ
X
Γ
(
Γ(f)1/2
)
dm ≤
ˆ
X
(
γκ2 (f)−
2
N
(Lf)2
)
dm
(6.13)
≤
ˆ
X
dΓκ2,⋆(f)−
ˆ
X
2
N
(Lf)2 dm
=
1
2
ˆ
X
dLκ⋆ Γ(f)−
ˆ
X
(
Γ(f, Lf) +
2
N
(Lf)2
)
dm
=
1
2
ˆ
X
dLκ⋆ Γ(f) +
(
1− 2
N
)ˆ
X
(Lf)2 dm
which is finite for f ∈ D∞ ⊂ DE(L), since Lemma 6.4 ensures that Γ(f) ∈Mκ∞.
As for the general case, let f ∈ DE(L), and, for any n ∈ N and t > 0, let us consider Pt(fn),
where fn := min{max{f,−n}, n}. Proposition 6.7 guarantees that Pt(fn) ∈ D∞, hence the
previous argument ensures that Γ(Pt(fn))
1/2 ∈ F. Now, recalling that LPt(fn) → LPt(f) in
L2(X,m) as n → ∞ and that LPt(f) → Lf in L2(X,m) as t ↓ 0, and similarly that Pt(fn)
converges to Pt(f) in E1 as n → ∞, while Pt(f) → f and LPt(f) → Lf in E1 and L2(X,m),
respectively, as t ↓ 0, the conclusion follows by letting first n→∞, and then t ↓ 0, being E a
closed form. 
7. Sub-tamed Spaces
As we have seen before, the concept of (distribution-valued) synthetic Ricci bounds has pow-
erful applications to semigroups with Neumann boundary conditions. In its standard form,
however, it will not apply to semigroups with Dirichlet boundary conditions.
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Example 7.1. Let (X,E,m) be the canonical Dirichlet space with Dirichlet boundary con-
ditions on a bounded, connected, non-empty open subset X ⊂ M with Lipschitz boundary
of a smooth Riemannian manifold (M, g), i.e. E(f) = 12
´
X |∇f |2 dm with D(E) = W 1,20 (X)
and m = vol
∣∣
X
. Then there will exist no 2-moderate κ such that this Dirichlet space satisfies
BE1(κ,∞).
Proof. Assume that (X,E,m) is tamed with 2-moderate κ. Consider the first eigenfunction
ϕ > 0 for the Dirichlet Laplacian such that −12∆ϕ = λϕ for some λ > 0. Then
e−λt|∇ϕ| = |∇Ptϕ| ≤ P κ/2t |∇ϕ| ≤ Ct
(
Pt|∇ϕ|2
)1/2
.
with Ct :=
∥∥P κt 1∥∥1/2L∞ < ∞. By local regularity, |∇ϕ|2 ∈ L2(X,m) and by the regularizing
property of Pt this in turn implies that Pt|∇ϕ|2 ∈ W 1,20 (X). Hence Pt|∇ϕ|2 vanishes on the
boundary, and so does |∇ϕ| by the previous estimate. This means that ϕ satisfies Neumann
boundary conditions too, and therefore, by [46, Proposition 6.4], it belongs to the “metric-
measure” Sobolev space W 1,2(X¯) = D(Ch) built over the closure of X endowed with the
distance induced by M and the restricted measure (see Example 2.5); as for functions in
W 1,2(X¯) integration by parts formula holds and 1 ∈W 1,2(X¯), we getˆ
X
ϕdm = − 1
2λ
ˆ
X
∆ϕdm =
1
2λ
ˆ
X
〈∇ϕ,∇1〉dm = 0
and this is in contradiction with ϕ > 0. 
7.1. Reflected Dirichlet Spaces and Sub-taming. In order to apply it to semigroups
with Dirichlet boundary conditions, we will extend the concept of (distribution-valued) syn-
thetic Ricci bounds and introduce the notion of “sub-tamed spaces”. Given a Dirichlet space
(X,E,m) we will construct the “sub-taming energy” in terms of the reflected Dirichlet space
(X¯, E¯, m¯).
To introduce the latter, let a strongly local, quasi-regular Dirichlet space (X,E,m) which
admits a carre´ du champ Γ be given. In particular, E(f) = 12
´
X Γ(f) dm for all f ∈ F := D(E).
Locality of E allows to extend the definition of Γ to Fqloc and thus to define the reflected
Dirichlet form
E¯(f) :=
1
2
ˆ
X
Γ(f) dm
with
F¯ := D(E¯) :=
{
f ∈ L2(X,m) ∩ Fqloc :
ˆ
X
Γ(f) dm <∞
}
.
Regarded as a Dirichlet form on a suitable extension X¯ of the space X, this indeed is again a
strongly local, quasi-regular Dirichlet form, [15, Remark 6.6.11]. The initial set X will be an
E¯-quasi-open subset of X¯ (up to an E-polar set) and the measure m¯ extends m in such a way
that m¯(X¯ \ X) = 0.
In the sequel, (Px, Bt)x∈X¯,t≥0 will denote a fixed m¯-reversible, continuous, strong Markov
process (with life time ζ¯) properly associated with (E¯, F¯). Killing this process at the first
exit from X will yield a process with life time ζ := ζ¯ ∧ τ¯X which is properly associated with
(E,F). Generator, resolvent and semigroup associated to (E,F) henceforth will be denoted
by (L,D(L)), (Gα)α>0 and (Tt)t≥0, resp. The corresponding quantities associated to (E¯, F¯)
will be denoted by (L¯,D(L¯)), (G¯α)α>0 and (T¯t)t≥0. In terms of the reflected Dirichlet form
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(E¯, F¯) on L2(X¯, m¯), we will define the spaces of distributions F¯−1 and F¯−1qloc as well as the
Feynman-Kac semigroups (P¯ κt )t≥0 for κ ∈ F¯−1qloc and the energy functionals E¯κ.
Definition 7.2. We say that the Dirichlet space (X,E,m) is sub-tamed if there exists a
moderate κ ∈ F¯−1qloc (called distribution-valued Ricci bound) such that the following Bochner
inequality BE1(κ,∞) holds: for all f ∈ DF(L) and all non-negative ϕ ∈ D(L¯κ/2)ˆ
L¯κ/2ϕΓ(f)1/2dm−
ˆ
ϕ
Γ(f, Lf)
Γ(f)1/2
dm ≥ 0 . (7.1)
If moreover, this κ is also p-moderate for some p ∈ [1,∞), then the space is called p-sub-tamed.
(P¯
pκ/2
t )t≥0 will be called p-sub-taming semigroup and E
pκ/2 will be called p-sub-taming energy
form for (X,E,m).
Recall the remark after Definition 3.1 concerning the interpretation of the second integral in
(7.1).
Note that the energy form in (7.1) is defined as a perturbation of the reflected Dirichlet form
E¯ whereas the second term in (7.1) is defined in terms of the generator L of the original
Dirichlet form E.
More generally, we define p-versions of the Bochner inequality and the gradient estimate for
p ∈ [1,∞) and also with additional dimension parameter.
Definition 7.3 (Lp-Bochner inequality and gradient estimate). Let p ∈ [1,∞), N ∈ [1,∞]
and let κ be a p-moderate distribution in F¯−1qloc.
• We say that the Bochner inequality BEp(κ,N) holds if for all f ∈ DF(L) and all
non-negative ϕ ∈ D(L¯pκ/2)ˆ
L¯pκ/2ϕΓ(f)p/2dm− p
ˆ
ϕΓ(f, Lf)Γ(f)p/2−1dm ≥ 2p
N
ˆ
ϕ(Lf)2Γ(f)p/2−1 dm , (7.2)
where the right-hand side is read as 0 if N =∞.
• We say that the gradient estimate GEp(κ,N) is satisfied if for any f ∈ F and t > 0
Γ(Ptf)
p/2 +
2p
N
ˆ t
0
P¯ pκ/2s
( (LPt−sf)2
Γ(Pt−sf)1−p/2
)
ds ≤ P¯ pκ/2t Γ(f)1/2 . (7.3)
Note that the gradient along the original heat flow Pt is controlled via the taming semigroup
P¯
pκ/2
t constructed from the reflected heat flow P¯t.
As before, we have equivalence of the Bochner inequality and the corresponding gradient
estimate, and the L1-version is the strongest one in this scale of estimates.
Proposition 7.4. Let p ∈ [1,∞), N ∈ [1,∞] and let κ be a p-moderate distribution in F¯−1qloc.
Then BEp(κ,N) and GEp(κ,N) are equivalent. Moreover, GE1(κ,N) implies GEp(κ,N).
Proof. The result is obtained following the argument for the proof of Theorem 3.4 and
Proposition 3.7 with the obvious modifications. 
Similar as in Section 5, the sub-taming condition implies functional inequalities for the
Proposition 7.5 (Local (reverse) Poincare´ inequality). Let (X,E,m) be a Dirichlet space
sub-tamed by a 2-moderate distribution κ ∈ F−1qloc, i.e. GE1(κ,∞) holds. Then for any f ∈ F
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and any t > 0 we have m-a.e. on X:
Cκt · Γ(Ptf) ≤
1
2t
(
P¯t(f
2)− (Ptf)2
)
≤ Cκt · P¯tΓ(f) , (7.4)
with C
κ
t :=
1
t
´ t
0 C
κ
s ds and C
κ
t :=
1
t
´ t
0
(
Cκs
)−1
ds where Cκt is the time-depending constant
defined in Section 2.3. Note that
(
Cκt
)−1 ≤ Cκt for all t > 0 and lim supt→0Cκt <∞. The first
inequality in (7.4) is valid for any f ∈ L2(X,m).
Proof. Given f, g ∈ Fb with g ≥ 0, we first observe thatˆ
P¯tgf
2 dm−
ˆ
g(Ptf)
2 dm = 2
ˆ t
0
ˆ
gP¯s
(√
Γ(Pt−sf)
)2
dmds .
From here, arguing as in the proof of Theorem 5.1 with appropriate modifications yields the
desired result. 
Proposition 7.6 (Local (reverse) log-Sobolev inequality). Let (X,E,m) be a Dirichlet space
with a 2-moderate distribution κ ∈ F−1qloc satisfying GE1(κ,∞). Then for any t > 0 and for
any f ≥ 0 with the property that √f ∈ F and f log(f) ∈ L1(m), it holds m-a.e. on X:ˆ t
0
Γ(Ptf)
P¯
κ/2
s Pt−sf
ds ≤ P¯t(f log f)− Ptf log(Ptf) ≤
ˆ t
0
P¯sP¯
κ
t−s
(
Γ(f)
f
)
ds , (7.5)
The first inequality holds more generally for all non-negative f ∈ L1(X,m) with f log(f) ∈
L1(X,m).
Proof. The proof follows similar to the one of Theorem 5.2 with appropriate modifications,
starting from the interpolation
Ψε(s) :=
ˆ
P¯sg ψε(Pt−sf) dm,
with ψε(z) := (z + ε) log(z + ε)− ε log(ε) and for g ∈ L1 ∩ L∞(m), g ≥ 0, and f ∈ L∞(X,m)
such that f ≥ 0, √f ∈ F, and f log(f) ∈ L1(X,m). 
7.2. Doubling of Dirichlet Spaces and Sub-taming. As before, let a strongly local,
quasi-regular Dirichlet space (X,E,m) which admits a carre´ du champ Γ be given. In the
following we will write E1(f) := E(f) + ‖f‖L2(X,m) for any f ∈ F.
Let (X¯, E¯, m¯) denote the reflected Dirichlet space defined on some extension of X such that
the latter is a quasi-open subset of X¯ with m¯(Z) = 0, where Z := X¯ \ X.
Define the doubled space Xˆ by gluing two copies of X¯ along their common “boundary”:
Xˆ := X¯× {+,−}
/
∼
with (x, σ) ∼ (y, τ) if and only if (x, σ) = (y, τ) or if x = y ∈ Z. Putting X+ := X× {+} and
X− := X× {−}, allows for a representation as a disjoint union
Xˆ = X+ ∪˙ X− ∪˙ Z
in terms of the “boundary” Z and two copies of X.
We endow Xˆ with the quotient topology: let us denote by
q : X¯× {+,−} → Xˆ = X¯× {+,−}
/
∼
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the quotient map, then Aˆ ⊂ Xˆ is open if and only if q−1(Aˆ) is an open subset of X¯× {+,−}.
It is worth to notice that for any A ⊂ X¯ it holds
q−1
(
q(A× {+,−})) = A× {+,−}. (7.6)
Let us also define a measure mˆ on Xˆ which coincides with m/2 on each of the copies X± and
which gives no mass to Z, namely
mˆ(A) :=
1
2
m(q−1(A) ∩X+) + 1
2
m(q−1(A) ∩X−)
for all Borel set A ⊂ Xˆ, where with a little abuse of notation m is defined on X± in the obvious
way. Finally, given a function f : Xˆ→ R, define functions f± : X¯→ R by f+(x) := f(q(x,+))
and f−(x) := f(q(x,−)). (Note that these are not the positive and negative parts!) Then
f ∈ L2(Xˆ, mˆ) ⇐⇒ f+, f− ∈ L2(X¯, m¯) ⇐⇒ f+∣∣
X
, f−
∣∣
X
∈ L2(X,m).
Definition 7.7. The doubled Dirichlet space (Xˆ, Eˆ, mˆ) is defined as a Dirichlet form on
L2(Xˆ, mˆ) by Fˆ = D(Eˆ) :=
{
f ∈ L2(Xˆ, mˆ) : f+ + f− ∈ F¯, f+ − f− ∈ F} and
Eˆ(f) := E¯
(f+ + f−
2
)
+ E
(f+ − f−
2
)
.
Proposition 7.8. (i) Fˆ =
{
f ∈ L2(Xˆ, mˆ) : f± ∈ F¯, f˜+ = f˜− E¯-q.e. on Z} and
Eˆ(f) =
1
2
E¯(f+) +
1
2
E¯(f−). (7.7)
Here f˜± denote the quasi-continuous versions of the functions f± ∈ F¯. By polarization,
Eˆ(f, g) =
1
2
E¯(f+, g+) +
1
2
E¯(f−, g−). (7.8)
(ii) Let {F¯n}n∈N be a sequence of subsets in X¯, and let Fn = q(F¯n × {+,−}) ⊂ Xˆ, for any
n ∈ N. Then {F¯n}n∈N is an E¯-nest in X¯ if and only if {Fn}n∈N is an Eˆ-nest in Xˆ.
(iii) A function f : Xˆ → R is Eˆ-quasi-continuous if and only if both the functions f+, f− :
X¯→ R are E¯-quasi-continuous and f+ = f− E¯-q.e. on Z.
Proof. (i) Obviously, Fˆ ⊂ {f ∈ L2(Xˆ, mˆ) : f± ∈ F¯, f˜+ = f˜− E¯-q.e. on Z}. To see the reverse
inclusion, note that f+ = f− E¯-q.e. on Z for f ∈ L2(Xˆ, mˆ). Hence, f+ − f− ∈ F provided
f± ∈ F¯. Moreover it holds E(f+ − f−) = E¯(f+ − f−), which in turns implies (7.7). For more
details we refer to [15, Theorem 3.3.8].
(ii) First of all, let {F¯n}n∈N be an E¯-nest in X¯. Directly from the definition of the quotient
map and (7.6), we get that {Fn}n∈N is an increasing sequence in Xˆ made of closed set.
Let us see that
⋃
n∈N FˆFn is Eˆ1-dense in Fˆ. Since f
± ∈ F¯ for any f ∈ Fˆ, we can find two
sequences {f¯+n }n∈N, {f¯−n }n∈N ⊂
⋃
n∈N F¯F¯n which are E¯1-converging to f
+, f−, respectively.
Hence, we consider the sequence in Fˆ given by fn(x, σ) := f¯
σ
n (x), for x ∈ X, σ ∈ {+,−},
and fn(z,±) = 1Z∩F¯nf(z,±) for z ∈ Z. This sequence {fn}n∈N ⊂
⋃
n∈N FˆFn is actually
Eˆ1-converging to f : indeed, recalling that Xˆ = X
+ ∪˙ X− ∪˙ Z with mˆ(Z) = 0, by (7.7) it holds
2Eˆ1(fn − f) = E¯(f¯+n − f+) + E¯(f¯−n − f−) +
ˆ
X¯
(|f¯+n − f+|2 + |f¯−n − f−|2) dm¯
= E¯1(f¯
+
n − f+) + E¯1(f¯−n − f−).
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Viceversa, if {Fn}n∈N is an Eˆ-nest in Xˆ, then also {F¯n}n∈N is an increasing sequence in X¯,
while the definition of quotient topology guarantees that each F¯n is actually closed. Now,
starting from a function f¯ ∈ F¯, we can define f ∈ Fˆ simply by posing f(x,±) := f¯(x) for any
x ∈ X¯. Then the Eˆ1-density of
⋃
n∈N FˆFn in Fˆ allows to find a sequence {fn}n∈N ⊂
⋃
n∈N FˆFn
Eˆ1-converging to f , and {f+n } ⊂
⋃
n∈N F¯F¯n provides a sequence E¯1-converging to f¯ .
(iii) Let f be an Eˆ-quasi-continuous function on Xˆ and let {Fn}n∈N be an Eˆ-nest such that
f |Fn is finite and continuous on Fn for each n ∈ N. Since the quotient map q is surjective,
there exists a sequence {F¯n}n∈N ⊂ X¯ such that Fn = q(F¯n × {+,−}) for any n ∈ N, and
{F¯n}n∈N is an E¯-nest in X¯. Thus, from the fact that f ∈ Fˆ, it follows that f± ∈ F¯ with
f+ = f− E¯-q.e. on Z, and that f±|F¯n are finite and continuous on F¯n for each n ∈ N.
Conversely, if a function f on Xˆ is such that f± are E¯-quasi-continuous, then there exist two
E¯-nests {F¯+n }n∈N and {F¯−n }n∈N such that f+|F¯+n and f−|F¯−n are finite and continuous on F¯+n
and F¯−n , respectively. Now, using the fact that the refined sequence {F¯+j ∩ F¯−k }j,k∈N is still a
nest on X¯, we have that the sequence {Fj,k}j,k∈N, where Fj,k := q
(
(F¯+j ∩ F¯−k ) × {+,−}
)
, is
an Eˆ-nest on Xˆ such that f |Fj,k is finite and continuous on each Fj,k, by the very definition
of f± and the fact that f+ = f− E¯-q.e. on Z. 
Lemma 7.9. (Xˆ, Eˆ, mˆ) is a strongly local, quasi-regular Dirichlet space and it admits a carre´
du champ which will also be denoted by Γ.
Proof. The strong locality of Eˆ follows from (7.8) and the strong locality of E¯. Also the
existence of a carre´ du champ can be concluded from (7.8). In the following we show the
quasi-regularity of Eˆ, giving a detailed proof of properties (i)-(iii) in [15, Definition 1.3.8].
(i) Let
{
F¯n
}
n∈N be an E¯-nest in X¯ made of compact sets and put Fn := q
(
F¯n×{+,−}
) ⊂ Xˆ.
Hence, (ii) in Proposition 7.8 ensures that {Fn}n∈N is an Eˆ-nest in Xˆ. Moreover, each Fˆn is
compact, being the image through a quotient map of a compact set.
(ii) Denote by D¯ the E¯1-dense subset of F¯, whose elements have E¯-quasi-continuous m¯-version,
and define Dˆ := {f ∈ L2(Xˆ, mˆ) : f± ∈ D¯, f˜+ = f˜− E¯-q.e. on Z} ⊂ Fˆ. Directly from (iii) in
Proposition 7.8 we know that every element in Dˆ has an Eˆ-quasi-continuous mˆ-version. Now,
let f ∈ Fˆ be fixed. Since f± ∈ F¯, the quasi-regularity of E¯ guarantees the existence of two
sequences {f¯+n }n∈N, {f¯−n }n∈N ⊂ D¯ E¯1-converging to f+ and f−, respectively. Therefore, for
any n ∈ N, we define fn : Xˆ → R by setting fn(x, σ) := f¯σn (x) for x ∈ X, σ ∈ {+,−}, and
fn(x,±) := f(x,±), for x ∈ Z. Hence it holds f+n = f¯+n , f−n = f¯−n ∈ D¯ and f+n = f−n E¯-q.e. on
Z, showing that fn ∈ Dˆ. Arguing as in the proof of (ii) in Proposition 7.8, we can conclude
that Eˆ1(fˆn − fˆ)→ 0 as n→∞, and this implies the Eˆ1-density of Dˆ in Fˆ.
(iii) Let {f¯n}n∈N ⊂ F¯ be a sequence whose elements have an E¯-quasi-continuous m¯-version,
f¯∼n , and let N¯ ⊂ X¯ such that {f¯∼n }n∈N separates the points of X¯ \ N¯ . The fact that the
quotient map is surjective together with Proposition 7.8 ensures that q(N¯ × {+,−}) ⊂ Xˆ is
an Eˆ-polar set. Thus we define the sequence fn : Xˆ → R by setting fn(x, σ) := σfn(x) for
x ∈ X, σ ∈ {+,−} and fn(x,±) := f¯n(x) for x ∈ Z. In particular, f±n = ±fn ∈ F¯ and
f˜+ = f˜− E¯-q.e. on Z, ensuring that {fn}n∈N ⊂ Fˆ. At this point, Proposition 7.8 grants that
each fn has an Eˆ-quasi-continuous mˆ-representative, f˜n. The only thing left to prove is the fact
that {f˜n}n∈N ⊂ Fˆ separates points in Xˆ\q(N¯ ×{+,−}). Let (x, σ), (y, τ) ∈ Xˆ\q(N¯ ×{+,−})
be any couple of distinct points: in the case in which x 6= y, the existence of fn such that
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f˜n(x, σ) 6= f˜n(y, τ) is ensured by the fact that {f¯n}n∈N separates the points of X¯ \ N¯ , while
if x = y we have fn(x,+) = −fn(x,−) for any fn such that fn(x, σ) 6= 0. 
Lemma 7.10. The strongly continuous semigroup (Tˆt)t≥0 for the doubled Dirichlet space
(Xˆ, Eˆ, mˆ) is given in terms of the reflected semigroup (T¯t)t≥0 and the original (“absorbed”)
semigroup (T¯t)t≥0 as
Tˆtf(q(x,±)) = T¯t
(f+ + f−
2
)
(x) + Tt
(
± f
+ − f−
2
)
(x) (7.9)
for f ∈ L2(Xˆ, mˆ), where q denotes the quotient map.
Conversely, for h ∈ L2(X¯, m¯) and g ∈ L2(X,m),
T¯th(x) = Tˆthˆ(q(x,±)), x ∈ X¯; Ttg(x) = ±Tˆtgˇ(q(x,±)), x ∈ X (7.10)
with (symmetric and anti-symmetric, resp.) extensions hˆ, gˇ ∈ L2(Xˆ, mˆ) given by hˆ(x,±) :=
h(x) for x ∈ X¯ and gˇ(x,±) := ±g(x) for x ∈ X, gˇ(x,±) := 0 for x ∈ Z.
Proof. For gluing of metric measure spaces, this was proven in [33, Theorem 3.10]. Our
setting here is slightly more general but the same arguments apply. Indeed, let us first note
that Tt(f
+− f−) = 0 E¯-q.e. on X¯ \X, hence (7.9) is meaningful. Secondly, for (7.9) to hold it
is sufficient to check that the Dirichlet forms associated to Tˆt and T
′
t defined on L
2(Xˆ, mˆ) by
T ′tf(q(x,±)) = T¯t
(f+ + f−
2
)
(x) + Tt
(
± f
+ − f−
2
)
(x)
(which is well defined thanks to what previously said) coincide, i.e. (Eˆ, Fˆ) = (E′,D(E′)), where
D(E′) :=
{
f ∈ L2(Xˆ, mˆ) : ∃ lim
t↓0
−1
t
ˆ
Xˆ
f
(
T ′tf − f
)
dmˆ <∞
}
,
E
′(f) := lim
t↓0
−1
t
ˆ
Xˆ
f
(
T ′tf − f
)
dmˆ.
To this aim we shall use the following identity, which can be readily verified following the
algebraic manipulations in [33, Lemma 3.8]:
−1
t
ˆ
Xˆ
f
(
T ′tf − f
)
dmˆ = −1
t
ˆ
X¯
f+ + f−
2
(
T¯t
(f+ + f−
2
)
− f
+ + f−
2
)
dm¯
− 1
t
ˆ
X
f+ − f−
2
(
Tt
(f+ − f−
2
)
− f
+ − f−
2
)
dm.
(7.11)
If f ∈ D(E′), then by taking the limit as t ↓ 0 in the identity above and interchanging limit
and sum on the right-hand side (this is possible as t 7→ −1t
´
Xˆ f
(
T ′tf −f
)
dmˆ is non-increasing
and non-negative and the same is true with Tt, T¯t in place of T
′
t) we obtain
E¯
(f+ + f−
2
)
+ E
(f+ − f−
2
)
= E′(f) <∞,
whence f++ f− ∈ F¯ and f+− f− ∈ F, namely f ∈ Fˆ. Moreover E′(f) = Eˆ(f) by the identity
above and the very definition of Eˆ. On the other hand, if f ∈ Fˆ then f+ + f− ∈ F¯ and
f+−f− ∈ F by construction and this means that the limits as t ↓ 0 of both summands on the
right-hand side of (7.11) exist, thus the limit of the left-hand side too, which means f ∈ D(E′)
and again E′(f) = Eˆ(f).
Finally, the validity of (7.10) is straightforward by construction. 
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Corollary 7.11. Let (Pˆx, Bˆt)x∈Xˆ,t≥0 denote the unique (in the sense of [15]) mˆ-reversible, con-
tinuous, strong Markov process (with life time ζˆ) properly associated with the doubled Dirichlet
space (Xˆ, Eˆ, mˆ) and define π : Xˆ → X¯ as π(q(x,±)) := x. Then the process (P¯x, B¯t)x∈X¯,t≥0
given by
P¯x :=
1
2
Pˆq(x,+) +
1
2
Pˆq(x,−), B¯t := π(Bˆt)
is m¯-reversible, continuous, strong Markov and properly associated with the reflected Dirichlet
space (X¯, E¯, m¯).
Proof. By construction, for all Borel function h ∈ L2(X¯, m¯) and for all x ∈ X¯ it holds
E¯x
[
h(B¯t)
]
=
1
2
Eˆq(x,+)
[
h ◦ π(Bˆt)
]
+
1
2
Eˆq(x,−)
[
h ◦ π(Bˆt)
]
=
1
2
Pˆt(h ◦ π)(q(x,+)) + 1
2
Pˆt(h ◦ π)(q(x,−)),
where Pˆt denotes the semigroup induced by (Pˆx, Bˆt)x∈Xˆ,t≥0. This is related to the semigroup
Tˆt associated with Eˆ via Pˆt(h ◦ π) = (Tˆt(h ◦ π))∼ mˆ-a.e. where (Tˆt(h ◦ π))∼ is an Eˆ-quasi-
continuous mˆ-version of Tˆt(h ◦ π) (recall (2.1)). Hence
E¯x
[
h(B¯t)
]
=
1
2
(Tˆt(h ◦ π))∼(q(x,+)) + 1
2
(Tˆt(h ◦ π))∼(q(x,−)), for m¯-a.e. x ∈ X¯.
Now observe that since (Tˆt(h ◦ π))∼ is Eˆ-quasi-continuous, by Proposition 7.8-(iii) we know
that ((Tˆt(h ◦ π))∼)± = (Tˆt(h ◦ π))∼(q(·,±)) are E¯-quasi-continuous and by (7.10) this yields
E¯x
[
h(B¯t)
]
= (T¯th)
∼(x) = P¯th(x), for m¯-a.e. x ∈ X¯, (7.12)
where P¯t denotes the semigroup induced by the Markov process properly associated with
(X¯, E¯, m¯). As such a process is m¯-reversible, continuous and strong Markov, the same holds
for (P¯x, B¯t)x∈X¯,t≥0.
In particular, the Markov property is inherited for the following reason. Let (Ft)t≥0 be a
filtration w.r.t. which the strong Markov property holds for (Pˆx, Bˆt)x∈Xˆ,t≥0. Then (Ft)t≥0 is
admissible for (B¯t)x∈X¯,t≥0, since for any Borel set A ⊂ X¯
B¯−1t (A) = Bˆ
−1
t (π
−1(A)) = Bˆ−1t (q(A× {+,−})) ∈ Ft,
and it is easy to see that
P¯x(B¯t ∈ · |Ft) = 1
2
Pˆq(x,+)(Bˆt ∈ π−1( · ) |Ft) +
1
2
Pˆq(x,−)(Bˆt ∈ π−1( · ) |Ft)
is the conditional distribution for B¯t given Ft. For any (Ft)t≥0-stopping time σ, the strong
Markov property applies to the right-hand side above, whence Pˆq(x,±)(Bˆt+σ ∈ π−1( · ) |Fσ) =
PˆBˆσ
(Bˆt ∈ π−1( · )) Pˆq(x,±)-a.s. As an involution ι : Xˆ → Xˆ, ι(q(x,±)) := q(x,∓), is naturally
associated with Xˆ and π ◦ ι = π, note that
Pˆq(x,+)(Bˆt ∈ π−1( · ) |Ft) = Pˆq(x,−)(Bˆt ∈ π−1( · ) |Ft) = Pˆq(x,+)(ι(Bˆt) ∈ π−1( · ) |Ft),
PˆBˆσ
(Bˆt ∈ π−1( · )) = Pˆι(Bˆσ)(Bˆt ∈ π−1( · )) = PˆBˆσ(ι(Bˆt) ∈ π−1( · )).
This means that Pˆq(x,+)(Bˆt+σ ∈ π−1( · ) |Fσ) = PˆBˆσ(Bˆt ∈ π−1( · )) holds both Pˆq(x,+)-a.s.
and Pˆq(x,−)-a.s. and thus a fortiori P¯x-a.s. For the same reason and using the second identity
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on both lines above we also have Pˆq(x,−)(Bˆt+σ ∈ π−1( · ) |Fσ) = Pˆι(Bˆσ)(Bˆt ∈ π−1( · )) P¯x-a.s.
Hence we deduce that
P¯x(B¯t+σ ∈ · |Fσ) = 1
2
PˆBˆσ
(Bˆt ∈ π−1( · )) + 1
2
Pˆι(Bˆσ)
(Bˆt ∈ π−1( · )) = P¯B¯σ(B¯t ∈ · )
holds true P¯x-a.s.
Finally, the fact that (P¯x, B¯t)x∈X¯,t≥0 is properly associated with (X¯, E¯, m¯), i.e. that E¯x
[
h(B¯t)
]
is an E¯-quasi-continuous m¯-version of T¯th, is a consequence of the first identity in (7.12). 
Example 7.12. Let a metric measure space (X, d,m) be given and a dense open subset Y ⊂ X
with m(Z) = 0 where Z := X\Y. Define the doubled space Xˆ = Y+ ∪˙ Y− ∪˙ Z as before (now
with X and Y in the place of X¯ and X, resp.) by gluing two copies of X along their common
boundary. Define a metric on Xˆ by
dˆ(x, y) := inf
z∈Z
[
d(x, z) + d(z, y)
]
if (x, y) ∈ (Y+×Y−)∪ (Y−×Y+) and dˆ(x, y) := d(x, y) if (x, y) ∈ (X+×X+)∪ (X−×X−).
Moreover, define as before a measure mˆ on Xˆ which coincides with m on each of the copies
Y± and which gives no mass to Z.
If the mm-space (X, d,m) gives rise to the Dirichlet space (X,E,m), then the doubled mm-
space (Xˆ, dˆ, mˆ) gives rise to the doubled Dirichlet space (Xˆ, Eˆ, mˆ), as shown in [33, Lemma
3.3].
Now let us have a closer look on distributions on the doubled space.
Lemma 7.13. (i) Each κ ∈ F¯−1 defines in a canonical way a distribution κˆ ∈ Fˆ−1 by
κˆ = (−Lˆ+ 1)ψˆ where ψˆ(x,±) := ψ(x), ψ := (−L¯+ 1)−1κ.
(ii) Each quasi-open nest (Gn)n in X¯ defines in a canonical way a quasi-open nest (Gˆn)n in
Xˆ by
Gˆn = G
+
n ∪G−n , G±n := Gn × {±}.
(iii) Each κ ∈ F¯−1qloc defines in a canonical way a κˆ ∈ Fˆ−1qloc. Given a quasi-open nest (Gn)n in
X¯ and a distribution κ ∈ ⋂n F¯−1Gn , define κˆ ∈ ⋂n Fˆ−1Gˆn by
κˆ = (−LˆGˆn + 1)ψˆn where ψˆn(x,±) := ψn(x), ψn := (−L¯Gn + 1)
−1κ.
Proof. (i) For f ∈ Fˆ and κ ∈ F¯−1 with κ as above and with f¯ := 12 (f+ + f−),
〈κˆ, f〉 = Eˆ1
(
ψˆ, f
)
= E¯1
(
ψ, f¯
)
= 〈κ, f¯〉.
(ii), (iii) straightforward. 
Lemma 7.14. Let κ ∈ F¯−1qloc be given and let (A¯κt )t denote the local continuous additive func-
tional associated with it for the Markov process (P¯x, B¯t)x∈X¯,t≥0 on X¯ obtained by projection
of the Markov process (Pˆx, Bˆt)x∈Xˆ,t≥0 on Xˆ as in Corollary 7.11.
Then (A¯κt )t coincides with the local continuous additive functional associated with κˆ ∈ Fˆ−1qloc,
the canonical extension of κ onto Xˆ as considered in the previous Lemma 7.13.
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Proof. To simplify the presentation, we restrict ourselves to the case κ ∈ F¯−1. The extension to
the general case will follow by straightforward approximation arguments. Then the associated
CAF (A¯κt )t is characterized by the identity
〈κ, G¯1ϕ〉 = Eˆϕ m¯
[ˆ ∞
0
e−tdA¯t
] (∀ϕ ∈ L2(X¯, m¯)).
An analogous characterization holds for the CAF (Aˆt)t associated with κˆ ∈ Fˆ−1. Thus for all
Φ ∈ L2(Xˆ, mˆ) and with Φ¯ := 12 (Φ+ +Φ−) ∈ L2(X¯, m¯),
EˆΦ mˆ
[ˆ ∞
0
e−tdAˆt
]
= 〈κˆ, Gˆ1Φ〉 = 〈κ, G¯1Φ¯〉 = EˆΦ¯ m¯
[ ˆ ∞
0
e−tdA¯t
]
= EˆΦ mˆ
[ˆ ∞
0
e−tdA¯t
]
since 〈κˆ, ϕ〉 = 〈κ, ϕ¯〉 and Gˆ1Φ = G¯1Φ¯ by (7.10). This proves that A¯ = Aˆ (up to equivalence
of CAFs). 
Lemma 7.15. For h ∈ L2(X¯, m¯),
P¯ κt h = Pˆ
κˆ
t (h ◦ π) (7.13)
and
E¯
κ(h) = Eˆκˆ(h ◦ π).
Proof. The first assertion follows from Corollary 7.11 and Lemma 7.14. The second assertion
is a direct consequence of the first one since both of the quadratic forms are generated by the
respective semigroups. 
Theorem 7.16. Let the Dirichlet space (X,E,m) and the moderate distribution κ ∈ F¯−1qloc be
given. Extend the latter to κˆ ∈ Fˆ−1qloc, and assume that the doubled Dirichlet space (Xˆ, Eˆ, mˆ) is
tamed with synthetic Ricci bound κˆ. Then the original Dirichlet space (X,E,m) is sub-tamed
with synthetic Ricci bound κ.
In other words,
BE1(κˆ,∞) for (Xˆ, Eˆ, mˆ) =⇒ BE1(κ,∞) for (X,E,m).
Proof. For each f ∈ D(E),
Γ
(
Ptf
)1/2
= Γ
(
Pˆtfˇ
)1/2 ≤ Pˆ κˆt (Γ(fˇ)1/2) = Pˆ κˆt (Γ(f)1/2 ◦ π) = P¯ κt (Γ(f)1/2)
with the first identity due to (7.10), the last one due to (7.13), and the inequality due to the
taming property of the doubled space. Moreover, the equality Γ(fˇ)1/2 = Γ(f)1/2 ◦ π follows
from the locality of Eˆ. 
7.3. Doubling of Riemannian Surfaces. Let (M, g) be a compact 2-dimensional Riemann-
ian manifold with boundary and denote by Mˆ the doubling of M (i.e. the gluing of two copies
of M along their common boundary). That is,
Mˆ = M+0 ∪˙ M−0 ∪˙ ∂M
where M+0 and M
−
0 denote two copies of the interior of M. Let m and mˆ denote the volume
measures on M and Mˆ, resp., and let σ denote the surface measure on ∂M (regarded both as
a subset of M and as subset of Mˆ).
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Let
(
M,EM,m
)
be the canonical Dirichlet space on M (with “Neumann boundary conditions”)
with EM(f) :=
1
2
´
M0
∇f |2 dm and D(EM) := W 1,2(M0). Moreover, let
(
M0,E
0
M,m
)
denote its
restriction (with “Dirichlet boundary conditions”) onto M0, i.e. E
0
M := EM on D(E
0
M) :=
W 1,20 (M0).
The doubled Dirichlet space
(
Mˆ, EˆM, mˆ
)
on Mˆ is given by
EˆM(f) := EM
(f+ + f−
2
)
+ E0M
(f+ − f−
2
)
with D(EˆM) :=
{
f ∈ L2(Xˆ, mˆ) : f+ + f− ∈W 1,2(M0), f+ − f− ∈W 1,20 (M0)
}
.
Theorem 7.17. Assume that k ∈ C(M) is a pointwise lower bound for the Ricci curvature
on M0 and that ℓ ∈ C(∂M) is a pointwise lower bound for the second fundamental form on
∂M. Then the Dirichlet space
(
Mˆ, EˆM, mˆ
)
satisfies BE1(κ,∞) with
κ := kˆ mˆ+ ℓ σ
where kˆ := k ◦ π and π : Mˆ→ M denotes the projection.
Here as usual — if not explicitly specified otherwise — the manifold M and its boundary ∂M
are assumed to be smooth (at least C2).
Proof. The first parts of our argumentation apply to manifols of arbitray dimension n. Only
in the last step n = 2 is requested.
(i) Given ǫ > 0, choose ℓǫ ∈ C2(M) and V ∈ C2(M) with ℓ ≥ ℓǫ ≥ ℓ − ǫ on ∂M and V =
−d(., ∂M) on Bǫ(∂M) := {x ∈ M : d(x, ∂M) < ǫ}. (The existence of such ℓǫ is obvious; the
existence of such V follows from the fact that d(., ∂M) itself is smooth inBǫ(∂M) for sufficiently
small ǫ > 0 where “smallness” is in terms of bounds for the second fundamental form on ∂M
and for the sectional curvature on M, cf. e.g. [47], (A3.2.1) and related construction.)
(ii) Now consider the conformally transformed Riemannian manifold (M, g′) with g′ = e−2ψg
where ψ = ψǫ = (ǫ − ℓǫ)V . (To improve readability, we will suppress the dependency (of ψ,
g′, and k′) on ǫ here and below.) Again, this is a Riemannian manifold with boundary but
now the boundary is convex (according to general abuse of notations; the precise meaning is
that M0 is convex and/or that M can be regarded as a convex subset of an ambient space).
Indeed, this follows from Theorem 5.16 in [46] where instead of a conformal transformation
a time change was considered which leads to the same transformed distance function and
hence to the same convexity notion. The Ricci curvature of the transformed manifold (M, g′)
is bounded from below (see [45]) by
k′ := e−2ψ
[
k −∆ψ − (n− 2)∇ψ|2 + (n − 2) inf
u∈C1(M)
1
|∇u|2
(
−∇2ψ(∇u,∇u) + 〈∇ψ,∇u〉2
)]
.
(iii) Next let us consider (Mˆ, gˆ′), the doubling of (M, g′), and the associated Dirichlet space(
Mˆ, Eˆ′M, mˆ
′) with
Eˆ
′
M(f) =
1
2
ˆ
Mˆ
Γˆ(f) e(n−2)ψˆ dmˆ =
1
2
ˆ
Mˆ
Γˆ′(f) dmˆ′
and Γˆ( · ) = e−2ψˆ Γˆ( · ), mˆ′ = enψˆmˆ where ψˆ := ψ ◦ π. According to [33], based on a detailed
approximation property derived in [38], this space satisfies BE1(kˆ
′ mˆ′,∞) with kˆ′ := k′ ◦ π.
(Actually, this is proven in [33] only for constant k′. However, in view of the equivalence of
Eulerian and Lagrangian formulations of variable synthetic Ricci bounds [10] and in view of
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the stability of the latter [27], this easily extends to uniformly bounded, continuous functions
k′.)
(iv) Finally, we will conformally re-transform (Mˆ, gˆ′) with the weight e+2ψˆ such that
gˆ = e+2ψˆ gˆ′.
On Mˆ \ ∂M, this of course leads to a smooth Riemannian structure which (on each of the two
copies) coincides with the original one and with Ricci curvature locally bounded from below
by kˆ := k ◦ π. To provide a global estimate, valid also on ∂M, from now on we will restrict
ourselves to the 2-dimensional case.
In this case, the initial conformal transformation is just a time change and the conformal re-
transformation is a time-re-change as considered in [46]. Following the argumentation there —
now with the doubled Dirichlet space in place of the reflected Dirichlet space — we conclude
from [46, Theorem 6.7] that the Dirichlet space
(
Mˆ, EˆM, mˆ
)
satisfies BE1(κˆ,∞) with
κˆ := kˆ mˆ+ ∆ˆψˆ
∣∣
∂M
(7.14)
with ∆ˆψˆ
∣∣
∂M
:= ∆ˆψˆ − (∆ˆψˆ) mˆ∣∣
Mˆ\∂M. Here ∆ˆ denotes the distributional Laplacian acting on
ψˆ ∈ D(EˆM) whereas ∆ˆψˆ = (∆ψ) ◦ π denotes the continuous function on Mˆ \ ∂M obtained by
applying the operator ∆ˆ locally to ψˆ (or ∆ locally on M0 to ψ).
Note that for all f ∈ D(EˆM) with f± ∈ D(EM), f± being defined as in the previous Section
7.2,
〈∆ˆψˆ∣∣
∂M
, f〉 = −
ˆ
Mˆ\∂M
[
Γ(ψˆ, f) + ∆ˆψˆ · f]d mˆ
= −
ˆ
M0
[
Γ(ψ, f+ + f−) + ∆ψ · (f+ + f−)]dm
= 〈∆¯ψ
∣∣
∂M
, f+ + f−〉.
Hence, the distribution ∆ˆψˆ
∣∣
∂M
can be identified with ∆¯ψ
∣∣
∂M
:= ∆¯ψ − (∆ψ)m∣∣
M0
where ∆¯
denotes the distributional Neumann Laplacian acting on ψ ∈ D(EM).
(v) So far, the estimate in (7.14) depends on ǫ (via the ǫ-dependence of ψ). However, we can
get rid of this (and other) dependencies and ambiguities. Again following the argumentation
in [46] with the doubled Dirichlet space in place of the reflected Dirichlet space, we conclude
from Theorem 6.14 there (and its proof) that
(
Mˆ, EˆM, mˆ
)
indeed satisfies BE1(κˆ,∞) with
κˆ := kˆ mˆ+ ℓ σ
where σ denotes the surface measure of ∂M ([46, Example 6.12]). 
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