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Abstract
The ith conditional edge-connectivity i for a (simple) graph G is the minimum cardinality
of a set of edges, if any, whose deletion disconnecting G and every remaining component has
more than i vertices. The usual edge connectivity  and the restricted edge connectivity ′ of G
correspond to 0 and 1, respectively. We /rst give an improved reliability comparison criterion
between two regular graphs by means of 0; 1 and 2. Next we prove that a vertex-transitive
graph with degree d¿ 4 and girth g¿ 5 or an edge-transitive d-regular graph with degree d¿ 4
and girth g¿ 4 must have the maximum i, namely, i = (i + 1)d− 2i for 06 i6min(g− 2;
n=2− 1), where n is the order of the graph. Finally, as an application of the above results, we
show that both Ka;a (a¿ 4) and Ka+1; a+1 − (a + 1)K2 (a¿ 5) are the most reliable graphs for
su4ciently small edge failure probabilities. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
This paper is devoted to the study of the relations between edge connectivity proper-
ties, reliability comparisons and symmetric conditions of graphs based on the concept of
the ith conditional edge connectivity i for a graph [10,11]. In Section 2, we investigate
some basic properties of i and establish a new reliability comparison criterion between
two regular graphs by means of 0; 1 and 2. This criterion improves the previous one
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given in [3,4]. In Section 3, we prove that a vertex-transitive graph with degree d¿4
and girth g¿5 or an edge-transitive d-regular graph with degree d¿4 and girth g¿4
must have the maximum i, namely, i =(i+ 1)d− 2i for 06i6min(g− 2; n=2− 1),
where n is the order of the graph. As an application of the above results, we show
in Section 4 that both Ka;a (a¿4), the complete bipartite graph of degree a, and
Ka+1; a+1 − (a + 1)K2 (a¿5), the complement of a perfect matching in Ka+1; a+1 are
the most reliable graphs for su4ciently small edge failure probabilities. The fact is a
new evidence supporting a conjecture given by Boesch et al. [5] that Ka;a (a¿4) is
the uniformly optimally reliable graph.
Throughout the paper, all graphs considered are undirected and simple. For a graph
G; V (G) and E(G) denote the vertex set and the edge set of G, respectively. A graph
with n vertices and e edges is called an (n; e) graph.
2. Conditional edge connectivity properties and reliability comparisons
A model for network=graph reliability studies consists of a (probabilistic) graph G
in which the vertices are perfectly reliable while edges fail independently with equal
probability ∈ (0; 1). A disconnecting edge set of G is a set of edges whose removal
disconnects G. If mi =mi(G) and e= e(G) denote the number of disconnecting edge
sets of size i and the number of edges of G respectively, then the network reliability
can be measured by the probability P(G; ) of G becoming disconnected, where
P(G; ) =
e∑
i=0
mii(1− )e−i :
The polynomial P(G; ) is called the unreliability polynomial of G, and the (all-
terminal) reliability of G is 1−P(G; ) [4], but we shall deal only with the unreliability
polynomial of G herein.
An (n; e) graph G1 is called more reliable than another (n; e) graph G2 for su4ciently
small , or G1 is locally more reliable than G2, if there exists 0(G1; G2)∈ (0; 1) such
that P(G1; )6P(G2; ) for all  with 0¡¡0(G1; G2):
Denition 2.1. An (n; e) graph G is called locally most reliable, LMR in short, if G
is locally more reliable than every (n; e) graph.
In order to determine which graph is more reliable, G1 or G2, Boesch [4] gave a
comparison criterion as follows:
Theorem 2.1. Denote (G) to be the edge connectivity of a graph G. An (n; e) graph
G1 is locally more reliable than another (n; e) graph G2 if [(G1)¿(G2)] or [(G1)=
(G2)=  and m(G1)¡m(G2)].
For the purpose of establishing an improved reliability comparison criterion between
two regular (n; e) graphs G1 and G2, we need the concept of conditional edge con-
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nectivity, which was introduced by FJabreca and Fiol in [10,11]. The conditional edge
connectivity is de/ned as follows:
Denition 2.2. For an integer i¿0, a set S of edges of a connected graph G is said to
be an i-non-trivial disconnecting edge set, if G−S is disconnected and every component
of G − S contains at least i + 1 vertices. If G has an i-non-trivial disconnecting edge
set, then the ith conditional edge connectivity i of G is de/ned to be the minimum
cardinality of i-non-trivial disconnecting edge sets.
Obviously, we have 0(G)= (G). Moreover, 1(G) is just the restricted edge con-
nectivity ′ de/ned by Esfahanian and Hakimi [8,9]. Note also that if G has a l-non-
trivial disconnecting edge set S, then l6n=2−1 and S is an i-non-trivial disconnecting
edge set too, hence i is also well-de/ned for 06i6l and 0616 · · ·6l.
In [2, p. 87], the authors mentioned that the value (i+1)− 2i gives the maximum
number of vertices of the neighborhood of a tree T with i+1 vertices, each of degree
 in G, and so it is the optimal value of the ith conditional edge connectivity i.
Meanwhile, if i6min(g − 2; n=2 − 1), it is obvious that no component of G − T has
order less than i + 1, thus, we have the following lemma:
Lemma 2.1. Let G be a connected regular graph with order n¿6, degree d¿3 and
girth g, then i is well-de5ned for 06i6min(g− 2; n=2− 1) and i6(i + 1)d− 2i.
Remark 2.1. Let G be a connected regular graph with order n¿6, degree d¿3 and
girth g. If g¿4, then 2(G) is well-de/ned and 263d− 4 by Lemma 2.1. For g=3;
2(G)63d− 6.
The main goal of this section is to establish the following improved reliability com-
parison criterion between two regular (n; e) graphs G1 and G2 by means of 0; 1 and
2. By Theorem 2.1, we need only to compare graphs G1 and G2 under the conditions
0(G1)= 0(G2)= 0 and m0 (G1)=m0 (G2).
Theorem 2.2. Let G1 and G2 be two connected d-regular (n; e) graphs with d¿4 and
n¿6. Suppose that 0(G1)= 0(G2)= 0 and m0 (G1)=m0 (G2), then G1 is locally
more reliable than G2 if there exists l=1 or 2, such that i(G1)= i(G2)= i and
mi(G1)=mi(G2) for 06i6l − 1, but [l(G1)¿l(G2)] or [l(G1)= l(G2) and
ml(G1)¡ml(G2)].
In order to prove Theorem 2.2, we need two lemmas.
Lemma 2.2. Let G be a connected d-regular (n; e) graph with n¿6 and d¿3. If
l(G)¿l−1(G) for l=1 or 2, then i(G)= (i + 1)d− 2i for 06i6l− 1.
Proof. First we show that if 2(G)¿1(G) then 1(G)= 2d− 2.
Let S be a 1-non-trivial disconnecting edge set such that |S|= 1. If every component
of G − S has at least 3 vertices, then S is actually a 2-non-trivial disconnecting edge
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set, so 26|S|= 1, a contradiction. Thus, one component of G − S has exactly two
vertices, so we have |S|¿2d− 2, which means 1 = 2d− 2 by Lemma 2.1.
If 1¿0, we can prove that 0 =d similarly.
Lemma 2.3. Let G be a connected d-regular (n; e) graph with n¿6 and d¿3 and
let mi(G) be the number of disconnecting edge sets of size i in G. If 1(G)= 2d− 2,
then
(1) mi(G)= 0 for 06i¡d.
(2) mi(G)= n(
e−d
i−d ) for d6i¡2d− 2.
(3) mi(G)= n(
e−d
i−d )+e(
e−2d+2
i−2d+2 )−e( e−2d+1i−2d+1 )−(( n2 )−e)( e−2di−2d )+m′ for 2d−26i62(G),
where m′=0 if 2d− 26i¡2(G); or m′ equals the number of 2-non-trivial dis-
connecting edge sets of size 2(G) if i= 2(G).
Proof. (1) and (2) Since 1(G)= 2d− 2¿0(G), we have 0(G)=d by Lemma 2.1,
thus (1) and (2) follows from de/nitions and simple counting.
(3) Let x∈V (G) and uv∈E(G). For 2d− 26i62(G), we put:
Sx = {S ⊂E(G) : |S|= i and x is an isolated vertex of G − S};
Suv = {S ⊂E(G) : |S|= i and uv is an isolated edge of G − S}:
Note that mi(G)= |(
⋃
x∈V (G) Sx)
⋃
(
⋃
uv∈E(G) Suv)| for 2d− 26i¡2(G).
We /rst show that Sx ∩ Suv= ∅. Suppose there exists some S ∈ Sx ∩ Suv. It is easy
to see that 2(G)¿i= |S|¿3d − 4¿3d − 6¿2(G) if g(G)= 3, a contradiction; or
2(G)¿i¿3d− 3¿3d− 4¿2(G) if g(G)¿4, a contradiction too. Thus Sx ∩ Suv= ∅.
Similarly, we can show that Su1v1 ∩ Su2v2 = ∅ for two diLerent edges u1v1; u2v2 and
Sx ∩ Sy ∩ Sz = ∅ for three diLerent vertices x; y; z.
Therefore, |(⋃x∈V (G) Sx)∪ (
⋃
uv∈E(G) Suv)|=
∑
x∈V (G) |Sx|+
∑
uv∈E(G) |Suv|−
∑
x;y∈V (G)
x =y
|Sx ∩ Sy|. Obviously, |Sx|=( e−di−d ) and |Suv|=( e−2d+2i−2d+2 ). For x =y and Sx ∩ Sy = ∅, we
have |Sx ∩ Sy|=( e−2d+1i−2d+1 ) if xy∈E(G); or |Sx ∩ Sy|=( e−2di−2d ) if xy =∈ E(G). Thus
mi(G)= n(
e−d
i−d ) + e(
e−2d+2
i−2d+2 ) − e( e−2d+1i−2d+1 ) − (( n2 ) − e)( e−2di−2d ) for 2d − 26i¡2(G),
and (3) follows immediately.
Remark 2.2. Similarly, if 0 =d then
(1) mi(G)= 0 for 06i¡d,
(2) mi(G)= n
(e−d
i−d
)
+m′ for d6i61(G), where m′=0 if d6i¡1(G); or m′ equals
the number of 1-non-trivial disconnecting edge sets of size 1(G) if i= 1(G).
Proof of Theorem 2.2. For the case of l=2, we have 1(G1)= 1(G2)= 1 and
m1 (G1)=m1 (G2).
If 2(G1)¿2(G2). Then 2(G1)¿2(G2)¿1(G2)=1(G1), thus 1(G2)= 1(G1)=
2d−2 by Lemma 2.2, and m2(G2)(G1)=n( e−d2(G2)−d)+e(
e−2d+2
2(G2)−2d+2)−e(
e−2d+1
2(G2)−2d+1)−
(( n2 )−e)( e−2d2(G2)−2d)¡n(
e−d
2(G2)−d)+e(
e−2d+2
2(G2)−2d+2)−e(
e−2d+1
2(G2)−2d+1)−((
n
2 )−e)( e−2d2(G2)−2d)
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+m′=m2(G2)(G2) by Lemma 2.3, where m
′, the number of 2-non-trivial disconnect-
ing edge sets of size 2(G2) of G2, is positive. So P(G1; )¡P(G2; ) for su4ciently
small ¿0, in other words, G1 is locally more reliable than G2.
If 2(G1)= 2(G2)= 2 but m2 (G1)¡m2 (G2). Then 2 = 1 since 1(G1)=
1(G2)= 1 and m1 (G1)=m1 (G2). Thus, 2¿1 = 2d − 2 by Lemma 2.2. By
Lemma 2.3, mi(G1)=mi(G2) for 06i¡2, and m2 (G1)¡m2 (G2). So P(G1; )¡
P(G2; ) for su4ciently small ¿0, in other words, G1 is locally more reliable
than G2.
The proof for the case l=1 is similar and easier, we omit it here.
3. Maximum conditional edge connectivities of vertex- or edge-transitive regular
graphs
An interesting topic in graph theory is to derive various connectivity properties of
a graph from its certain symmetric conditions. A classical nice result of this kind was
given by Mader [17] and Watkins [20] independently.
Theorem 3.1. Every connected vertex-transitive graph satis5es (G)= (G), where
(G) and (G) denote the edge connectivity and minimum vertex degree of G,
respectively.
In [3], Bauer et al. de/ned a connected graph G to be super edge-connected, or
super-, if every disconnecting edge set of size  isolates one vertex with minimum
vertex degree  of G. Boesch stated a result of Tindell as follows [6,18]:
Theorem 3.2. The only connected edge-transitive graphs which are not super- are
the cycles Cn.
For a connected d-regular edge-transitive graph G, since the upper bound of 1(G) is
2d−2, Qiaoliang Li and Qiao Li [15] de/ned G to be optimal super- if 1(G)= 2d−2
and proved the following:
Theorem 3.3. The only connected regular edge-transitive graphs which are not opti-
mal super- are the cycles.
In this section, we will prove the following two theorems:
Theorem 3.4. Let G be a connected d-regular edge-transitive graph with order n¿6;
d¿4 and girth g¿4. Then i =(i + 1)d− 2i for 06i6min(g− 2; n=2− 1).
Corollary 3.1. A connected edge-transitive regular graph G with order n¿6, vertex
degree d¿4 and girth g¿4 satis5es 2(G)= 3d− 4.
Remark 3.1. In Theorem 3.4, the conditions d¿4 and g¿4 are necessary. As a counter
example, if G is cube or octahedron, then G is regular edge-transitive, but 1(G)= 2(G).
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Theorem 3.5. Let G be a connected d-regular vertex-transitive graph with order n¿6;
d¿4 and girth g¿5. Then i =(i + 1)d− 2i for 06i6min(g− 2; n=2− 1).
Remark 3.2. Kd−1; d−1×K2 is a vertex-transitive graph with degree d and girth 4, but
2(Kd−1; d−1×K2)62d− 2 (d¿4). Thus the condition g¿5 in Theorem 3.5 is neces-
sary. For 1 the result was improved by Wang [19] as follows: Let G be a connected
d-regular vertex-transitive graph with order n¿5 and d¿3, then 1(G)= 2d − 2 if
either n odd or g¿4.
First we prove a lemma.
Lemma 3.1. Let i¿2 be an integer and let G be a connected (n; e) graph with
i + 26n62i, the minimum vertex degree ¿2 and girth g¿i + 2. Then
(1) e6n+ 3 if n¿i + 5.
(2) e6n+ 1 if n= i + 4.
(3) e6n if i + 26n6i + 3.
Proof. We prove the lemma by considering the cycles in graph G.
(1) For any two cycles C1 and C2 in G, we have |V (C1)∩V (C2)|= |V (C1)|+|V (C2)|−
|V (C1)∪V (C2)|¿2g− n¿4. Now if C1 and C2 are edge-disjoint, then it is easy
to see that G must contain two cycles C3 and C4 with |V (C3)∩V (C4)|=1, a
contradiction. Thus G contains no edge-disjoint cycles, so e6n + 3 [7, Exercise
1.7.6].
(2) Obviously, we have n− g62. Since 2i¿n= i + 4, we have i¿4 and g¿i + 2=
n− 2¿6. If n= g, then e= n; If n− g¿0, then n− g=2 since ¿2 and g=2¿3,
thus e= n+ 1.
(3) It is easy to verify.
In the rest of this section, unless speci/ed, a graph G always means a connected
d-regular (n; e) graph with n¿6; d¿4 and girth g. Let X be a nonempty subset of
vertices of a graph G. We denote C(X ) to be the set of edges with one end in X
and the other end not in X; G[X ] to be the subgraph of G induced by X . Before
proceeding, we point out that there exists at least one i-non-trivial disconnecting edge
set of form C(X ) in G for 06i6min(g − 2; n=2 − 1) (cf. Lemma 2.1), where X is
a subset of V (G). On the other hand, for any i-non-trivial disconnecting edge set S
of a graph G, it is obvious that there has an i-non-trivial disconnecting edge set of
form C(X ) satisfying C(X )⊆ S. Thus i(G) is the minimum cardinality of i-non-trivial
disconnecting edge sets of the form C(X ). The de/nition given below can be found
in [1], which is inspired in the concepts of fragment and -fragment introduced by
Hamidoune in [12,13].
Denition 3.1. A vertex subset X of a graph G is called a i-fragment of G, if C(X )
is an i-non-trivial-disconnecting edge set and |C(X )|= i; a i-fragment with minimum
cardinality is called a i-atom.
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By the de/nition, if X is a i-fragment, then G[X ] and G[V − X ] are connected.
Moreover, if X is also a i-atom, then i + 16|X |6|V (G)|=2.
Lemma 3.2. Let non-negative integer k6min(g−2; n=2−1) and assume for arbitrary
non-negative integer i¡k, if any, i =d(i + 1) − 2i. If there exists two k -atom X1
and X2 such that X1 =X2 and X1 ∩X2 = ∅, then |X |62k for every k -atom X .
Proof. First we prove two assertions.
Assertion 1. For X ⊂V (G) and |V (G)| − (k + 1)¿|X |¿k + 1, we have |C(X )|¿k .
In addition, if the equality holds, then G[X ] and G[V − X ] are connected.
We prove this assertion by induction on k. The assertion is true for k =0. Now let
k¿0. We have d(k + 1)− 2k¿k¿k−1 = dk − 2(k − 1).
Case 1. G − C(X ) contains no component with order bigger than k:
Assume that G[X ] has tj components with order j + 1 for j=0; 1; : : : ; k − 1. Since∑k−1
j=0 (j + 1)tj = |X |;
∑k−1
j=0 tj¿2 and |C(X )|¿
∑k−1
j=0 tjj by induction, we have
|C(X )|¿∑k−1j=0 tj[(d−2)(i+1)+2]= (d−2)|X |+2
∑k−1
j=0 tj¿(d−2)(k+1)+2¿k .
Case 2. G − C(X ) contains at least one component, say G[Y ], with order bigger
than k:
Obviously, |C(X )|¿|C(Y )| and k + 16|Y |6|V | − (k + 1). Assume that G[V − Y ]
has tj components with order j+1 for j=0; 1; : : : ; k− 1 and tk components with order
at least k + 1, then
∑k
j=0 (j + 1)tj6|V − Y |;
∑k
j=0 tj¿1 and |C(Y )|= |C(V − Y )|¿∑k−1
j=0 tjj+tkk . If tk¿1, we have |C(Y )|¿ k , and the inequality holds unless tk =1
and tj =0 for j=0; 1; : : : ; k − 1. If tk =0, then
∑k−1
j=0 (j+1)tj = |V − Y | and |C(Y )|¿∑k−1
j=0 tjj =(d− 2)|V − Y |+ 2
∑k−1
j= 0 tj¿(d− 2)(l+ 1) + 2¿k , and the inequality
holds unless
∑k−1
j=1 tj =1. Thus, we always have |C(X )|¿|C(Y )|¿k .
Assertion 2. If X is a k -atom, Y is a k -fragment, X =Y and |X | + |Y |6n, then
|X ∩Y |6k.
On the contrary, assume |X ∩Y |¿k + 1, we have
n = |V − (X ∪ Y )|+ |X |+ |Y | − |X ∩ Y |6 |V − (X ∪ Y )|+ n− |X ∩ Y |;
thus, |V−(X ∪Y )|¿|X ∩Y |¿k+1. By Assertion 1, |C(X ∪Y )|¿k and |C(X ∩Y )|¿
k . By Exercise 6.48 of [16], |C(X ∩Y )| + |C(X ∪Y )|6|C(X )| + |C(Y )|=2k ; thus
we have |C(X ∩Y )|= k , which means that X ∩Y is a k -fragment with cardinality
smaller than X , a contradiction.
Now assume there exists two k -atom X1 and X2 such that X1 =X2 and
X1 ∩X2 = ∅. Since X2 is a k -atom, X2 and V − X2 are both k -fragments. From
X1 =X2; X1 =V − X2; |X1| + |X2|6|V | and |X1| + |V − X2|= |V |, we have |X1|=
|X1 ∩X2|+ |X1 ∩ (V − X2)|62k, hence |X |62k for every k -atom X .
Now we give the proofs of Theorem 3.4 and 3.5:
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Proof of Theorem 3.4 (By induction on i). For i=0, the result is proved in [18].
Now assume i¿0 and for arbitrary non-negative integer j¡i; j =d(j + 1) − 2j.
Let X be a i-atom of G, then i+16|X |6n=2. Note that |X |= i+1¡g implies G[X ]
being a tree, therefore, i = |C(X )|= |X |d − 2(|X | − 1)= (i + 1)d − 2i. Thus we can
assume |X |¿i + 2.
Let v∈X with dG[X ](v)= (G[X ]). Since G is connected and |X |6n=2, we have
16dG[X ](v)¡d. If dG[X ](v)= 1 and let X ′=X−{v}, then it is easy to verify that C(X ′)
is an i-non-trivial disconnecting edge set of G, thus |C(X ′)|¿i. This contradicts the
fact that |C(X ′)|= |C(X )| − (d− 2)¡|C(X )|= i. So 26dG[X ](v)¡d.
Now there exists u0 ∈X and u1 ∈V − X such that u0v∈E(G[X ]) but u1v∈C(X ).
Since G is edge-transitive, there exists ∈Aut(G) such that (u0v)= u1v. So (X ) is
also a i-atom, (X ) =X and (X )∩X = ∅. By Lemma 2.3, we have i+ 26|X |62i.
If i + 26|X |6i + 3, then |E(G[X ])|6|X | by Lemma 3.1, thus |C(X )|=d|X | −
2|E(G[X ])|¿(d − 2)|X |¿(d − 2)(i + 1) + d − 2¿(d − 2)(i + 1) + 2; if |X |= i + 4,
then |E(G[X ])|6|X | + 1 by Lemma 3.1, thus |C(X )|¿(d − 2)|X | − 2¿(d − 2)(i +
1) + 3d − 8¿(d − 2)(i + 1) + 2; if |X |¿i + 5, then |E(G[X ])|6|X | + 3 by Lemma
3.1, thus |C(X )|¿(d− 2)|X | − 6¿(d− 2)(i + 1) + 4d− 14¿(d− 2)(i + 1) + 2. But
|C(X )|= i6d(i + 1)− 2i=(d− 2)(i + 1) + 2, thus i = |C(X )|=d(i + 1)− 2i.
Proof of Theorem 3.5 (By induction on i). For i=0, the result is well-known.
Let i¿1 and X be a i-atom, similar to the proof of Theorem 3.4, we can assume
|X |¿i + 2.
Case 1. There exists no two i-atoms X1 and X2 such that X1 =X2 and X1 ∩X2 = ∅.
For any two distinct vertices u and v in X , there exists ∈Aut(G) satisfying (u)= v.
It is easy to verify that |G[X ] ∈Aut(G[X ]), thus G[X ] is a vertex-transitive, hence
l-regular graph with 26l¡d. Denote by g′ the girth of G[X ] and let C be a cycle
of length g′ in G[X ]. Then any two distinct vertices of C have no common neigh-
bor in X − V (C) since g′¿g¿5. Thus i = |C(X )|= |X |(d − l)¿g(l − 1)(d − l)¿
g(d− 2)¿(i + 2)(d− 2)¿(i + 1)d− 2i¿i, so we have i =(i + 1)d− 2i.
Case 2. There exist two i-atoms X1 and X2 such that X1 =X2 and X1 ∩X2 = ∅.
Then i + 26|X |62i by Lemma 3.2. The proof of this case is the same as that of
Theorem 3.4.
4. Two families of LMR graphs
As an application of the above results, we show that both Ka;a (a¿4), the complete
bipartite graph of degree a, and Ka+1; a+1 − (a + 1)K2 (a¿5), the complement of a
perfect matching in Ka+1; a+1 are LMR graphs.
Since Ka;a (a¿4) is an edge-transitive regular (2a; a2) graph with degree a¿4
and girth g=4, we have 0(Ka;a)= a; 1(Ka;a)= 2a − 2 and 2(Ka;a)= 3a − 4 by
Corollary 3.1. Let G be a LMR graph with 2a vertices and a2 edges, then G must be an
a-regular graph with 0(G)= a; 1(G)= 2a−2 and 2(G)= 3a−4 by Theorems 2.1 and
2.2, thus, girth g(G)¿4. Now we show that G is isomorphic to Ka;a. For v∈V (G),
denote N (v) to be the set of vertices adjacent to v in G. Take an edge u1v1 of G
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Fig. 1. A 4-regular (10; 20) graph.
and let N (u1)= {v1; v2; : : : ; va} and N (v1)= {u1; u2; : : : ; ua}. Then N (u1) and N (v1) are
disjoint independent set of V (G) since g¿4. Therefore N (ui)= {v1; v2; : : : ; va} and
N (vi)= {u1; u2; : : : ; ua} (i=1; 2; : : : ; a) and G is isomorphic to Ka;a. So the following
theorem is proved:
Theorem 4.1 (Huang [14]). Ka;a is the only LMR graph with 2a vertices and a2 edges
(a¿4).
Theorem 4.2. Ka+1; a+1− (a+1)K2 is the only LMR (2(a+1); a(a+1)) graph (a¿5).
Proof. Since Ka+1; a+1−(a+1)K2 is an edge-transitive regular (2(a+1); a(a+1)) graph
with degree a¿5 and girth g=4, thus 0(Ka+1; a+1 − (a + 1)K2)= a; 1(Ka+1; a+1 −
(a+1)K2)= 2a− 2 and 2(Ka+1; a+1− (a+1)K2)= 3a− 4 by Corollary 3.1. Let G be
a LMR graph with 2(a+ 1) vertices and a(a+ 1) edges, then G must be an a-regular
graph with girth g¿4; 0(G)= a; 1(G)= 2a − 2 and 2(G)= 3a − 4 by Theorems
2.1 and 2.2. Now we show that G is isomorphic to Ka+1; a+1 − (a+ 1)K2.
Let u1v1 ∈E(G) and N (u1)= {v1; v2; : : : ; va}, N (v1)= {u1; u2; : : : ; ua}. Then N (u1)
and N (v1) are disjoint independent set of V (G) since g¿4. Set {x; y}=V (G)\(N (u1)∪
N (v1)). We claim that |N (ui)∩{x; y}|=1 for (i=2; : : : ; a). If |N (ui)∩{x; y}|=2
for some i. Then xy =E(G) and there are at most 4 edges between {v1; v2; : : : ; va}
and {x; y}, thus |E(G)|6∑aj=1 d(uj) + 4= a2 + 4¡a(a + 1), a contradiction. So
|N (ui)∩{x; y}|61 for (i=2; : : : ; a). Similarly, |N (vi)∩{x; y}|61 for (i=2; : : : ; a).
Since |N (u1)∩{x; y}|= |N (v1)∩{x; y}|=0 and |C({x; y})|=2a − 2 or 2a, we have
xy∈E(G) and the claim holds.
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Without loss of generality, we can assume N (u2)= {v1; : : : ; va−1; x}. If
|N (x)∩N (u1)|= ∅, then N (x)∩N (u1)= {va} since N (u2)= {v1; : : : ; va−1; x},
thus we have {v1; : : : ; va−1}⊂N (y)⇒N (y)= {x; v1; : : : ; va−1}⇒{u2; : : : ; ua}⊂N (x)⇒
{va; y; u2; : : : ; ua}⊂N (x), a contradiction to |N (x)|= a. Therefore, N (x)∩N (u1)= ∅.
Thus N (x)= {u2; : : : ; ua; y} since N (u1)= {v1; : : : ; va} and d(u1)= a. So N (y)=
{v2; : : : ; va; x} and G is bipartite with bipartition V (G)= {v1; : : : ; va; x}∪ {u1; : : : ; ua; y}.
It is easy now to verify that G is isomorphic to Ka+1; a+1 − (a+ 1)K2.
Remark 4.1. For a=4, there exists a 4-regular (10; 20) graph G with 0 = 4; 1 = 6
and 2 = 8 but G is not isomorphic to Ka+1; a+1 − (a+ 1)K2 (see Figure 1).
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