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5.24 Ringbasierte Nachbarfindung im Szenario der Größe 50 000 . . . . . . . . 199
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1. Einleitung
In unserer heutigen Gesellschaft ist die Verfügbarkeit des Internets aus den unter-
schiedlichsten Lebensbereichen kaum noch wegzudenken. Vor allem in den Indu-
strienationen sind Breitbandanschlüsse mittlerweile vorherrschend und meist nur
noch mit geringen Kosten verbunden. In Deutschland nutzten beispielsweise An-
fang 2009 46,3 Mio. Bundesbürger das Internet [89]. Immerhin 66,9 % der deutschen
Internetnutzer taten dies über einen Breitbandanschluss. Damit liegt Deutschland
im europäischen Vergleich [55] auf Platz 8. In Südkorea besaßen Mitte 2007 be-
reits 90 % aller Haushalte einen Breitbandanschluss [200]. Aufgrund dieser hohen
Verfügbarkeit breitbandiger Anschlüsse ist das Internet mittlerweile in nahezu allen
Gesellschaftsschichten ein fester Bestandteil des täglichen Lebens [89]. Der Einzug
des Internets in das tägliche Leben bewirkt außerdem, dass immer mehr Geschäfte
online abgewickelt werden. Laut Pago Report [145] ist“Online shoppen und Surfen in
Deutschland 2008 so beliebt wie noch nie“. Weltweit agierende Firmen wie z. B. Ama-
zon oder Ebay generieren ihren gesamten Umsatz über das Internet. Amazon setzte
beispielsweise 2008 durchschnittlich etwa $ 36.500 pro Minute um [4]. Durch die Ent-
wicklung der Kommunikationsmuster weg von asymmetrischen Anwendungen, d.h.
dem reinen Herunterladen von durch Dienstleister angebotenen Daten, hin zu Peer-
to-Peer-Diensten oder Online Communities, die sich durch Nutzer-generierte Inhalte
auszeichnen – dem so genannten Web 2.0 – wird dieser Trend zur Internetnutzung in
Zukunft voraussichtlich weiter verstärkt. Aufgrund dieser Entwicklungen stellt das
Internet heute eine kritische Infrastruktur dar, deren Ausfall schwerwiegende Folgen
hat. Diese Entwicklung stellt auch die Netzbetreiber und deren Infrastruktur vor
immer höhere Anforderungen.
Mit Blick auf die Zukunft ist damit zu rechnen, dass die Abhängigkeit vom Inter-
net weiter zunimmt und dadurch die hohe Verfügbarkeit des Internets noch wichti-
ger wird. Bereits heute wird die Möglichkeit der Abwicklung von Geschäften über
das Internet, wie z. B. Online Shopping, Online Banking oder Online-Werbung, als
selbstverständlich angesehen. Neben der Privatwirtschaft planen aber auch staatliche
2 1. Einleitung
Stellen im Rahmen der eGovernment-Initiative einen massiven Ausbau ihrer Online-
Dienste. Einer der ersten deutschen Dienste war dabei die Einführung der elektro-
nischen Steuererklärung, welcher bereits heute von 6,3 Millionen Bundesbürgern
genutzt wird [22]. Im EU-Ländervergleich der Nutzung öffentlicher Online-Dienste
lag Deutschland Ende 2007 nur auf Platz 6. Dies soll sich zukünftig auch mit der
vom Bundeskabinett 2008 beschlossenen Einführung des elektronischen Personalaus-
weises (ePA) [106] verbessern, welcher neben biometrischen Merkmalen auch elek-
tronische Zertifikate für eine Online-Authentifizierung, beispielsweise bei Behörden
oder Banken, enthalten soll.
Die Bedeutung des Internets für den Alltag führt aber auch dazu, dass das Internet
verstärkt in den Fokus böswilliger und krimineller Nutzer rückt. Diese versuchen mit
Angriffen bestehende Schwachstellen im Internet auszunutzen. Innerhalb des letzten
Jahrzehnts konnten viele verschiedene Formen von Angriffen beobachtet werden.
Beispiele für derartige Angriffe sind das gezielte Ausnutzen von Browser- oder Soft-
warelücken, aber auch großflächige, verteilte Angriffe wie Wurmausbreitungen oder
Distributed Denial-of-Service-Angriffe (DDoS). Die Ziele derartiger Angriffe können
vielfältig sein und reichen vom Ausspähen persönlicher Daten über den Aufbau so
genannter Botnetze, die z. B. zur Verteilung von Spam oder zur Durchführung von
DDoS-Angriffen genutzt werden können, hin zu Denial-of-Service-Angriffen, welche
die Erreichbarkeit eines bestimmten Dienstes für einen gewissen Zeitraum verhin-
dern. Vor allem Angriffe der letzten Kategorie können zu hohen finanziellen Verlu-
sten führen, wie im Fall von Yahoo im Jahr 2000, als ein dreistündiger Ausfall einen
geschätzten Schaden von $ 500.000 verursachte [99]. In den letzten Jahren war außer-
dem zu beobachten, dass das Ziel von Angriffen sich immer mehr vom Erlangen von
Ruhm und Bekanntheit zum Erzielen von finanziellem Gewinn wandelte, d. h. dass
derartige Angriffe häufig auch genutzt werden um die Opfer zu erpressen. Im Fall
der Million Dollar Homepage wurde der Betreiber beispielsweise 2006 mit Hilfe von
DDoS-Angriffen um $ 50.000 erpresst [95]. Allein mit der Vermietung von Botnetzen
für ca. 190 000 DDoS-Angriffe konnte im Jahr 2008 ein Gewinn von $ 20 Millionen
erzielt werden [136]. Daher ist mit Blick auf die Zukunft davon auszugehen, dass
die kriminelle Energie und Kreativität von böswilligen Nutzern auch im zukünftigen
Internet zu Angriffen auf dessen Verfügbarkeit führen wird. Ziel von Arbeiten im
Bereich der Internet-Sicherheit ist folglich u. a. die Verhinderung und die schnelle
und flächendeckende Erkennung derartiger Angriffe.
1.1 Problemstellung
Die zahlreichen Forschungsaktivitäten der letzten Jahre im Bereich der Erkennung
und Verhinderung von Angriffen haben nichts an der Tatsache geändert, dass auch
heute noch viele Bedrohungen und Angriffe existieren. Dies zeigt sich zum einen da-
durch, dass Sicherheitslücken, Wurmausbreitungen und DoS-Angriffe immer wieder
Thema in den Nachrichten sind, z. B. im heise Newsticker [80]. Zum anderen zeigt
beispielsweise der Worldwide Infrastructure Security Report [6], welcher jährlich auf
Basis einer Befragung verschiedener Provider einen Eindruck der derzeitigen Sicher-
heitslage im Internet zu vermitteln versucht, dass das Thema Angriffe im Internet
nicht nur die Opfer, sondern auch die Provider und Netzbetreiber betrifft. Geoff
Huston bezeichnet unsere Fähigkeiten, das Netz und seine angeschlossenen Systeme








Abbildung 1.1 Vereinfachter Ablauf eines DDoS-Angriffs im Internet
Bei den im Security Report genannten Bedrohungen handelt es sich vorwiegend um
verteilte Angriffe, z. B. DDoS-Angriffe, Wurmausbreitungen oder Spam. Diese Art
von Angriffen nutzt die Tatsache, dass eine Vielzahl von Angreifern existiert, die
im gesamten Netz verteilt sind, um massenhaft Anfragen oder E-Mails zu generie-
ren oder um eine schnelle Verbreitung im gesamten Netz zu erreichen. Abbildung 1.1
zeigt dies beispielhaft an einer vereinfachten Skizze eines DDoS-Angriffs, bei dem eine
Vielzahl von Angreifern koordiniert ein einzelnes Opfer angreift. Durch die Konzen-
tration des Angriffsverkehrs aller Angreifer beim Opfer können dessen Ressourcen
überlastet werden, so dass die Dienste des Opfers temporär nicht mehr verfügbar
sind. Derartige Angriffe ziehen nicht nur die Opfer, sondern durch die ausgelöste
Datenflut – im Jahr 2008 wurde beispielsweise ein DDoS-Angriff mit einer Daten-
rate von über 40 Gbit/s gemeldet – meist auch die Infrastruktur der Netzbetreiber,
welche den Verkehr weiterleitet, in Mitleidenschaft. Dies ist in Abbildung 1.1 durch
die stärker werdende Einfärbung der administrativen Domänen unterschiedlicher Be-
treiber dargestellt, welche deren Belastung durch einen DDoS-Angriff andeutet. Ein
notwendiger Schritt zum effektiven Schutz vor derartigen Angriffen ist deren Er-
kennung. Der Fokus der vorliegenden Arbeit liegt daher auf der Weiterentwicklung
der Erkennung verteilter, großflächiger Angriffe von lokalen Erkennungsmethoden
zu einer effektiven Kooperation verteilter Erkennungssysteme.
Bis heute ist der Einsatz der Angriffserkennung direkt bei den potentiellen Opfern,
den Endsystemen am Netzrand, vorherrschend. Um auch bisher unbekannte Angriffe
sowie Angriffe, die protokollkonforme Dateneinheiten verwenden, erkennen zu kön-
nen, wird hierfür meist eine Anomalie-basierte Erkennung eingesetzt. Eine Anomalie
stellt dabei eine Abweichung vom erwarteten Verhalten, z. B. ein plötzlicher Anstieg
des Verkehrs, dar. Ziel der Angriffserkennung sollte aber sein, Angriffe möglichst nah
beim Angreifer zu erkennen, um durch die frühe Erkennung einen besseren Schutz der
Opfer zu ermöglichen [102]. Eine Verlagerung der Angriffserkennung von Endsyste-
men am Netzrand auf Zwischensysteme im Netzinneren, z. B. auf Router, hat zudem
den Vorteil, dass auch die meist ebenfalls in Mitleidenschaft gezogene Infrastruktur
der Netzbetreiber wirksam geschützt werden kann. Für die Angriffserkennung ste-
hen im Netzinneren aufgrund der hohen Datenraten nur begrenzt Ressourcen wie
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Speicherkapazität und CPU-Zeit zur Verfügung. Daher können ressourcenintensive
Erkennungsmethoden meist weder dauerhaft noch parallel ausgeführt werden. Des
Weiteren weist die Angriffserkennung im Netzinneren aufgrund der höheren Daten-
raten sowie der geringeren Konzentration von Angriffsströmen meist höhere False
negative-Fehlerraten auf, d. h. Angriffe, die tatsächlich stattfinden, werden häufiger
nicht erkannt. Eine Steigerung der Effektivität der Erkennung – und damit einher-
gehend eine Reduzierung der Fehlerraten der einzelnen Erkennungssysteme – kann
erreicht werden, wenn statt der lokalen Erkennung eine verteilte Erkennung erfolgt
bzw. eine Kooperation verteilter Erkennungssysteme stattfindet. Derartige Ansätze
sollten über die Grenzen von administrativen Domänen hinweg einsetzbar sein, um
eine schnelle und flächendeckende Erkennung zu ermöglichen. In diesem Zusammen-
hang sollte zudem die Heterogenität von Erkennungssystemen in Bezug auf deren
Hardware-Ausstattung, aber auch auf die eingesetzten Erkennungsmethoden berück-
sichtigt werden, welche beispielsweise durch unterschiedliche Präferenzen und Ziele
der Betreiber verschiedener administrativer Domänen entsteht.
1.2 Zielsetzung und Beiträge der Arbeit
Die Zielsetzung dieser Arbeit ist die Entwicklung einer effektiven dezentralen Er-
kennung verteilter, großflächiger Angriffe. Dabei fokussiert sich die Arbeit auf die
Anomalie-basierte Identifikation von Angriffen sowie auf die dezentrale Kooperation
verteilter Erkennungssysteme – die Entwicklung und Verbesserung von Algorithmen
zur Erkennung von Anomalie sind nicht Gegenstand dieser Arbeit. Vielmehr basieren
die entwickelten Mechanismen auf einem bestehenden Erkennungssystem, welches ei-
ne lokale Anomalie-Erkennung durchführt. Zudem werden im Rahmen dieser Arbeit
notwendige Werkzeuge entwickelt, mit Hilfe derer die aussagekräftige Evaluierung
von Mechanismen im Bereich der dezentralen Erkennung von Angriffen im Inter-
net möglich ist. Beim Entwurf der dezentralen Erkennung wird davon ausgegangen,
dass die Erkennungssysteme sich vorranging im Netzinneren befinden, um eine mög-
lichst frühe Erkennung zu erreichen und auch die durch verteilte Angriffe meist in
Mitleidenschaft gezogene Infrastruktur der Netzbetreiber zu schützen. Als Basis die-
ser Arbeit wird ein System zur Anomalie-Erkennung [72] gewählt, das hierarchisch
aufgebaut ist und mit Verfeinerung der Erkennungsgranularität arbeitet. Die Wahl
dieses Systems stellt allerdings keine Einschränkung für die entwickelten Mechanis-
men dar, da diese auch in Verbindung mit anderen Systemen [18, 149, 182] genutzt
werden können.
Zusammenfassend werden im Rahmen dieser Arbeit die folgenden Beiträge hinsicht-
lich der Entwicklung und Evaluierung einer dezentralen, Anomalie-basierten Erken-
nung verteilter Angriffe erarbeitet:
• Entwurf und Umsetzung eines flexiblen Rahmenwerks zur Integration unter-
schiedlicher Anomalie-Erkennungsmethoden (s. Kapitel 3)
• Werkzeuge zur Evaluierung von Mechanismen zur Erkennung verteilter, groß-
flächiger Angriffe im Internet mit realistischen Randbedingungen (s. Kapitel 4)
• Konzepte zur Anomalie-basierten Identifikation von Angriffen sowie zur Ko-
operation verteilter Erkennungssysteme, welche eine Weiterentwicklung beste-
hender lokaler Anomalie-Erkennungssysteme darstellen (s. Kapitel 5)
Das in dieser Arbeit entwickelte Rahmenwerk zur Angriffserkennung wird mit dem
Ziel entworfen, eine einfache Implementierung und Evaluierung unterschiedlicher
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Methoden zur Anomalie- und Angriffserkennung zu ermöglichen. Die wichtigsten
Anforderungen an ein solches Rahmenwerk sind die Eigenschaften Flexibilität und
Erweiterbarkeit. Diese sind vor allem hinsichtlich aktueller Forschungsarbeiten zum
Thema Future Internet, welche die Neuentwicklung des Internets unter Berücksichti-
gung bekannter Probleme und Schwachstellen des derzeitigen Internets zum Ziel ha-
ben [168], aber auch im Hinblick auf die kontinuierlichen Veränderungen und Weiter-
entwicklungen im Bereich der Angriffserkennung wichtig. Das entwickelte Rahmen-
werk ist daher modular aufgebaut und ermöglicht mit Hilfe klar definierter Schnitt-
stellen die Austauschbarkeit verschiedener Architektur-Bestandteile. Die eigentliche
Angriffserkennung bietet durch die Komposition leichtgewichtiger Module zu kom-
plexen Erkennungsmethoden sowie die nur lose Kopplung an das Rahmenwerk hohe
Flexibilität und Erweiterbarkeit. Existierende Systeme unterliegen hingegen in ihrer
Flexibilität oft gewissen Beschränkungen: Bro [188] beispielsweise gibt eine Erken-
nung in genau drei Stufen vor, welche auf Ereignissen basiert. Weitere Systeme zur
Angriffserkennung [108, 116, 127] implementieren meist genau eine Erkennungsme-
thode und sind nicht auf Erweiterbarkeit ausgelegt. Zudem stellt sich gerade im
Bereich der dezentralen Erkennung verteilter, großflächiger Angriffe während des
Entwurfs neuer Mechanismen das Problem der Evaluierung bzw. des Vergleichs mit
existierenden Methoden. Die Entwicklung ist dabei meist auf die Evaluierung in ge-
nau einer Laufzeitumgebung ausgelegt. Eine Umsetzung in eine andere Umgebung,
z. B. vom Simulator in reale Systeme, erfordert häufig tiefgreifende Änderungen der
Implementierung.
Zur Evaluierung entwickelter Mechanismen im Bereich der dezentralen Erkennung
verteilter, großflächiger Angriffe muss eine realistische Umgebung verwendet werden,
um aussagekräftige Ergebnisse zu erhalten. Der Aufbau eines Testbetts zur Evalu-
ierung ist aufgrund der benötigten Größe selbst mit Hilfe der Netzwerk-Virtuali-
sierung teuer. Zudem ist die Wartung und Administration eines großen Testbetts
zeit- und arbeitsaufwändig. Eine Evaluierung direkt im Internet ist im Bereich der
Angriffserkennung nicht möglich, da eine kontrollierbare Umgebung benötigt wird
und sichergestellt werden muss, dass keine Fremdsysteme – beispielsweise durch zu
Testzwecken erzeugte Angriffe oder eingesetzte Filter – in Mitleidenschaft gezogen
werden. Simulatoren stellen hingegen eine Alternative dar, die sowohl kontrollierbar
als auch kostengünstig ist. Die Notwendigkeit der Auswertung von Mechanismen zur
Angriffserkennung mit Hilfe von Simulatoren wurde auch durch Ringberg et al. [165]
kürzlich aufgezeigt. Dennoch existieren bisher nur wenige derartige Lösungen zur
Simulation einer Angriffserkennung in Internet-ähnlichen Netzen, welche zudem rea-
listische Randbedingungen schaffen. DDoSSim [103] scheint sehr gut geeignet, gibt
aber kaum Einblicke in die verwendeten Verfahren. Zudem ist die zugehörige Soft-
ware nicht verfügbar. Im Rahmen dieser Arbeit werden daher Werkzeuge entworfen
und umgesetzt, welche die simulative Evaluierung einer dezentralen Angriffserken-
nung in großen Netzen ermöglichen. Die resultierende Simulationsumgebung schafft
möglichst realistische Randbedingungen in Bezug auf Internet-ähnliche Topologien,
Normalverkehr sowie Angriffsverkehr.
Der in dieser Arbeit entworfene Mechanismus zur Identifikation von Angriffen er-
möglicht vor allem in Netzen mit heterogenen Erkennungssystemen – d. h. in Netzen,
in denen die einzelnen Erkennungssysteme unterschiedliche Erkennungsmethoden
einsetzen oder nach unterschiedlichen Anomalien suchen – eine Kooperation von-
einander unabhängig agierender Systeme, indem die Grundlage für ein semantisches
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Verständnis der unterschiedlichen Systeme geschaffen wird. Die Identifikation von
Angriffen stellt dabei einen rein lokal arbeitenden Mechanismus dar, welcher auf Ba-
sis der lokal erkannten Anomalien den zugehörigen Angriffstyp sowie die Eigenschaf-
ten des Angriffs identifiziert. Abbildung 1.2 stellt eine solche Situation dar, in der
ein Erkennungssystem mit Hilfe zweier Anomalie-Erkennungsmethoden die Anoma-
lien B und D erkennt und aus diesen Informationen auf Angriff 1 schließt – d. h. An-
griff 1 identifiziert. Als Grundlage der Identifikation werden vorrangig hierarchische
Erkennungssysteme betrachtet, da diese aufgrund der Berücksichtigung nur begrenzt
verfügbarer Ressourcen auch für die Anomalie-Erkennung im Netzinneren eingesetzt
werden können. Existierende Systeme zur Anomalie-Erkennung führen entweder kei-
ne Identifikation des Angriffs durch [17, 212] oder bilden einzelne Anomalien, welche
in den jeweiligen Arbeiten die Basis der Erkennung darstellen, direkt auf bestimm-
te Angriffe ab [90, 108, 127, 182]. Eine solche Abbildung basiert auf dem Wissen
darüber, dass der betreffende Angriff die betrachtete Anomalie auslöst. Dabei wer-
den über die jeweilige Arbeit hinaus gehende Zusammenhänge und Abhängigkeiten
nicht berücksichtigt – beispielsweise dass eventuell mehrere Angriffe die betrachte-
te Anomalie auslösen oder dass der identifizierte Angriff nicht nur die betrachtete,
sondern u. U. noch weitere Anomalien auslösen kann. Daher wird in der vorliegen-
den Arbeit zuerst ein verallgemeinertes Modell der wichtigsten Entitäten in Bezug
auf die Angriffserkennung erstellt, auf welches sich der anschließende Entwurf eines
flexiblen, erweiterbaren Mechanismus zur Identifikation von Angriffen gründet. Im
Hinblick auf die Heterogenität von Erkennungssystemen ist außerdem die bisherige
Praxis einer statischen, manuell konfigurierten Ablaufsteuerung [33, 72, 182] unge-
eignet. Daher wird eine Ablaufsteuerung für die lokale Erkennung und Identifikation
entworfen, die sich autonom, d. h. ohne manuelle Eingriffe eines Administrators, an
die jeweiligen Randbedingungen eines Erkennungssystems anpasst.











Abbildung 1.2 Identifikation eines Angriffs auf Basis erkannter Anomalien
Die dezentrale Kooperation im Netz verteilter Erkennungssysteme wird mit dem Ziel
entwickelt, die Effektivität der Erkennung vor allem im Netzinneren zu steigern. Da
Erkennungssysteme im Netzinneren – im Vergleich zur Erkennung am Netzrand –
aufgrund des höheren Hintergrundverkehrs und der geringeren Konzentration von
Angriffsverkehr vorrangig höhere False negative-Fehlerraten aufweisen, liegt der Fo-
kus der Kooperation darauf, diese Fehlerraten zu verbessern. Eine Reduzierung der
bei einer Anomalie-basierten Erkennung üblicherweise ebenfalls auftretenden False
positive-Fehler wird nicht explizit betrachtet; beachtet werden muss jedoch, dass die


















Abbildung 1.3 Dezentrale Kooperation verteilter Erkennungssysteme
darf. Die Kooperation soll dabei nicht nur innerhalb einer administrativen Domä-
ne, sondern Domänen-übergreifend stattfinden, damit alle im Netz verteilten Er-
kennungssysteme von der Kooperation profitieren können. Existierende Ansätze zur
verteilten Erkennung setzen häufig im Netz verteilte Sensoren ein, welche Informa-
tionen über den lokal beobachteten Verkehr sammeln und anschließend an einen
Manager übermitteln, der die eigentliche Erkennung durchführt [18, 127, 191]. Der-
artige Ansätze setzen aufgrund des Austauschs interner Informationen wie Verkehrs-
muster oder Netzwerk-Strukturen feste Vertrauensbeziehungen zwischen den koope-
rierenden Systemen und meist auch eine zentrale Kontrollinstanz voraus. Feste Ver-
trauensbeziehungen sind zwischen unterschiedlichen administrativen Domänen, die
meist voneinander unabhängig agieren, jedoch nur selten gegeben [77]. Aus diesem
Grund können Sensor/Manager-Ansätze nur innerhalb einer administrativen Domä-
ne eingesetzt werden. Domänen-übergreifende Ansätze [61, 90, 98] basieren meist
auf dem reinen Versenden von Informationen über lokal erkannte Angriffe. Feste
Vertrauensbeziehungen werden auch in diesen Ansätzen vorausgesetzt, da empfan-
gene Informationen ungeprüft übernommen werden, um den Verkehr – beispielsweise
durch Installation eines Filters – aktiv zu beeinflussen. Die in der vorliegenden Arbeit
entworfene dezentrale Kooperation beruht daher darauf, dass nur diejenigen empfan-
genen Informationen, welche durch lokale Beobachtungen validiert werden können,
vom Erkennungssystem berücksichtigt werden. Abbildung 1.3 stellt in einer erwei-
terten Version der vorigen Abbildung dar, wie Erkennungssystem 1 im Anschluss
an die Anomalie-Erkennung und Identifikation eines Angriffs mit Erkennungssys-
tem 2 kooperiert. Dieses bildet nach dem Empfang der Informationen den Angriff
auf die lokal erkennbaren Anomalien ab und führt eine Validierung der Informa-
tionen durch. Der Tatsache, dass für eine Validierung empfangener Informationen
nur begrenzt Ressourcen zur Verfügung stehen, wird dabei durch Anwendung einer
Metrik-basierten Entscheidungsfunktion Rechnung getragen.
1.3 Gliederung
Die für das Verständnis der vorliegenden Arbeit notwendigen Grundlagen werden
in Kapitel 2 erläutert. Die Beschreibung der im Internet vorhandenen Bedrohun-
gen fokussiert sich dabei auf die beiden Angriffsarten Distributed Denial-of-Service
(DDoS) und Wurmausbreitung. Außerdem werden unterschiedliche Arten der An-
griffserkennung beleuchtet sowie ein Angreifermodell definiert. In Kapitel 3 wird das
entworfene Rahmenwerk zur Angriffserkennung vorgestellt, welches auf der Analyse
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und Dekomposition existierender Ansätze basiert und eine einfache Möglichkeit zur
Implementierung und Evaluierung verschiedenster Mechanismen zur lokalen oder
verteilten Anomalie- und Angriffserkennung zur Verfügung stellt. In Kapitel 4 wer-
den die im Rahmen dieser Arbeit entwickelten Werkzeuge präsentiert, welche eine
simulative Evaluierung von Mechanismen zur Anomalie- und Angriffserkennung un-
ter realistischen Randbedingungen in Bezug auf die verwendeten Topologien, den
Hintergrundverkehr sowie verteilte Angriffe ermöglichen. In Kombination mit dem
Rahmenwerk ermöglicht die Simulationsumgebung damit eine einfache und schnelle
Implementierung und simulative Evaluierung entwickelter Mechanismen sowie die
anschließende Umsetzung auf reale Netze. Im Anschluss an die Beschreibung dieser
für eine aussagekräftige Evaluierung notwendigen Werkzeuge werden in Kapitel 5
die entworfenen Konzepte zur Identifikation von Angriffen auf Basis erkannter Ano-
malien sowie zur dezentralen Kooperation verteilter Erkennungssysteme vorgestellt.
Hierbei werden zuerst verwandte Arbeiten betrachtet, bevor die Entwurfsentschei-
dungen diskutiert und begründet werden. Anschließend wird kurz auf die Implemen-
tierung der Mechanismen eingegangen bevor die Ergebnisse der Evaluierung ausführ-
lich erläutert werden. Eine abschließende Zusammenfassung und einen Ausblick auf
zukünftige Herausforderungen gibt Kapitel 6.
2. Grundlagen
In diesem Kapitel werden die für das Verständnis der gesamten Arbeit notwendigen
Grundlagen beschrieben. In Abschnitt 2.1 werden einige für diese Arbeit wichtige
Begriffe eingeführt und definiert bevor in Abschnitt 2.2 auf existierende Bedrohungen
im Internet und deren Entwicklung über die Zeit eingegangen wird. Hauptaugenmerk
liegt bei den Bedrohungen auf verteilten, großflächigen Angriffen. Die bekanntesten
Ausprägungen solcher Angriffe sind Distributed Denial-of-Service-Angriffe (DDoS)
sowie die Ausbreitung von Internet-Würmern. Die Erkennung von Angriffen im All-
gemeinen thematisiert der darauf folgende Abschnitt 2.3. Dabei wird vor allem auf
die Unterschiede zwischen der Signatur-basierten und der Anomalie-basierten An-
griffserkennung eingegangen. Der aktuelle Stand der Forschung in Bezug auf Systeme
zur Angriffserkennung sowie auf Methoden zur Anomalie-Erkennung wird in Ab-
schnitt 2.4 beschrieben. Abschnitt 2.5 definiert das dieser Arbeit zugrunde liegende
Angreifermodell – zum einen in Bezug auf die bereits in Abschnitt 2.2 beschriebenen
Bedrohungen im Internet. Zum anderen wird ein Angreifermodell benötigt, das die
Möglichkeiten von Angriffen gegen die Angriffserkennung selbst spezifiziert.
2.1 Terminologie
Dieser Abschnitt definiert einige Begriffe und Abkürzungen, die im Verlauf der Ar-
beit häufiger verwendet werden. Die eindeutige und präzise Definition ist notwendig,
um Missverständnisse zu vermeiden und bestimmte Begrifflichkeiten klar voneinan-
der abzugrenzen:
Endsystem: Mit dem Internet verbundenes System, welches auf Anwendungs-
schicht Dienste anbietet oder in Anspruch nimmt, beispielsweise ein Webserver
oder das System eines Internetnutzers, der Webseiten abruft.
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Zwischensystem: System, das eine Kommunikation zwischen Endsystemen ermög-
licht. Im Rahmen dieser Arbeit bezieht sich dieser Begriff vor allem auf Router,
welche die Weiterleitung von Dateneinheiten auf der Netzwerkschicht realisie-
ren.
Denial-of-Service-Angriff (DoS): Angriff auf die Verfügbarkeit eines Dienstes,
bei dem ein einzelner Angreifer einen oder mehrere Dienste eines einzelnen
Opfers angreift. Betrachtet werden in dieser Arbeit nur DoS-Angriffe, die ihr
Ziel mittels Fluten zu erreichen versuchen.
Distributed Denial-of-Service-Angriff (DDoS): Angriff auf die Verfügbarkeit
eines Dienstes, bei dem mehrere, großflächig im Internet verteilte Angreifer
einen oder mehrere Dienste eines einzelnen Opfers angreifen. Betrachtet werden
in dieser Arbeit nur DDoS-Angriffe, die ihr Ziel mittels Fluten zu erreichen
versuchen. Dies beeinhaltet auch Reflektor-Angriffe, die mit Fluten arbeiten.
Angriffe erster Ordnung: Angriffe auf End- und Zwischensysteme im Internet,
beispielsweise DoS-, DDoS-Angriffe oder Wurmausbreitungen.
Angriffe zweiter Ordnung: Angriffe auf Angriffserkennungssysteme. Die Angrif-
fe zielen darauf ab, eine Erkennung von Angriffen erster Ordnung zu verhin-
dern.
Wurmausbreitung: Angriff, bei dem ein von einem Angreifer initiierter Internet-
wurm versucht, sich in möglichst kurzer Zeit selbständig möglichst großflächig
im Netz zu verbreiten. Um dies zu erreichen, nutzt der Wurm Sicherheitslücken
und Schwachstellen aus, um verwundbare Systeme zu korrumpieren.
False positive-Fehler: Falsch-positive Erkennung eines Angriffs durch ein Erken-
nungssystem. Dies bedeutet, dass ein Angriff erkannt wurde, obwohl tatsächlich
kein Angriff stattfand.
False negative-Fehler: Falsch-negative Erkennung eines Angriffs durch ein Erken-
nungssystem. Dies bedeutet, dass ein Angriff, der tatsächlich stattfand, nicht
erkannt wurde.
False run-Fehler: Durchführung einer feingranularen Erkennung aufgrund der Be-
nachrichtigung durch ein anderes Erkennungssystem, obwohl lokal kein Angriff
vorliegt. Ein solcher Fehler kann nur im Fall einer verteilten Angriffserkennung
auftreten, bei der ein Erkennungssystem einen lokal erkannten Angriff an an-
dere Erkennungssysteme kommuniziert, welche daraufhin die empfangenen In-
formationen lokal zu validieren versuchen.
2.2 Bedrohungen im Internet
Mit dem Einzug des Internets in das tägliche Leben rückte es auch in den Fokus
böswilliger Nutzer, die aus Bosheit oder Profitgier darauf aus sind, anderen Scha-
den zuzufügen. Damit wurde aus dem ursprünglichen Netz mit wenigen Kommuni-
kationspartnern, die sich gegenseitig vertrauten, ein globales unsicheres Netz [34].
Internet-Nutzer stehen daher heute vielfältigen Bedrohungen gegenüber, welche die
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Verfügbarkeit und Nutzbarkeit des
”
Netz der Netze“ immer weiter reduzieren. Im-
mer wieder berichten die Medien über neue Sicherheitslücken in Browsern sowie im
Internet stark verbreiteten Datenbanken und Programmiersprachen. Beispiele hier-
für sind die auf PHP basierende Forensoftware phpBB oder Injection-Angriffe auf
MySQL-Datenbanken. Derartige Angriffe wurden früher häufig verwendet, um In-
halte von Webseiten zu verändern oder um Webseiten zu verunstalten. Heute werden
Lücken meist genutzt um eine automatische Weiterleitung auf bösartige Webseiten
zu installieren. Diese führt den Aufrufer dann auf eine Webseite, die selbständig
einen Trojaner oder andere Schadsoftware auf dem System des Opfers installiert.
Eine weitere Bedrohung im Internet stellt der Identitätsdiebstahl dar. Bekanntestes
Beispiel ist das so genannte Phishing, dessen Nutzung vor allem in den letzten Jahren
enorm anstieg. Beim Phishing versucht der Angreifer, vertrauliche Daten seines Op-
fers zu bekommen, die es ihm erlauben, die Identität des Opfers anzunehmen [219].
Bekannt wurde Phishing vor allem in Bezug auf Online Banking. Dabei versucht der
Angreifer, in den Besitz vertraulicher Bankdaten des Opfers zu gelangen, welche er
anschließend benutzt, um dem Opfer finanziell zu schaden. Weitere Varianten des
Identitätsdiebstahls nutzen unerlaubt erlangte Informationen über die Identität ei-
nes Internetnutzers beispielsweise in sozialen Netzwerken zur Sammlung persönlicher
Daten weiterer Personen. Bei Auktionsplattformen und Internet-Versandhäusern,
wie z. B. ebay oder Amazon, wird Identitätsdiebstahl meist genutzt um finanzielle
Schäden zu verursachen.
Der Begriff der Trojanischen Pferde, kurz Trojaner genannt, steht für Schadsoftware,
die ohne Kenntnis des Opfers auf dessen System installiert wird – beispielsweise über
vorher durch Ausnutzung von Sicherheitslücken präparierte Webseiten. Die Software
tarnt sich nach der Installation als nützlicher Prozess, führt aber bösartige Funktio-
nen wie das Öffnen eines Zugangs für den Angreifer – eine so genannte Backdoor –
oder das Protokollieren von eingegebenen Passwörtern durch [117].
Im Jahr 1988 führte ein von Robert Morris freigesetzter Internetwurm, der bekannte
Sicherheitslücken der Programme sendmail und fingerd ausnutzte, aufgrund seiner
schnellen Ausbreitung zu erheblichen Störungen im Internet [164]. Eine besondere
Eigenschaft dieses ersten Internetwurms sowie seiner zahlreichen Nachfolger ist die
Tatsache, dass sich der Morris-Wurm selbständig verbreiten konnte. Nachdem ein
System mittels einer Sicherheitslücke mit dem Wurm infiziert wurde, begann dieses
automatisch mit der Suche nach weiteren verwundbaren Systemen. Konnte ein sol-
ches gefunden werden, wurde es durch die Übertragung des Schadcodes ebenfalls in-
fiziert. Im Gegensatz zu Internetwürmern arbeiten Viren nicht komplett selbständig,
sondern sind darauf angewiesen, dass ein Nutzer das Wirtsprogramm, in welchem
der eigentlich Schadcode verborgen ist, manuell ausführt [164].
Internetwürmer werden heute vorrangig zum Aufbau so genannter Botnetze genutzt.
Durch die selbständige Verbreitung von Würmern ist ein Angreifer in der Lage, in-
nerhalb kurzer Zeit eine Vielzahl von Systemen unter seine Kontrolle zu bringen.
Die Steuerung derartiger Botnetze erfolgte bisher meist über einen zentralen Kno-
ten, z. B. über einen IRC-Kanal (engl. Internet Relay Chat). In jüngster Vergangen-
heit konnten jedoch auch Varianten beobachtet werden, die über Peer-to-Peer-Netze
gesteuert werden [84] und ihre Kommunikation verschlüsseln. Botnetze können Grö-
ßen von mehreren Millionen Bots erreichen [157] und werden häufig zur Verteilung
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von Spam-E-Mail-Nachrichten, aber auch zur Ausführung von verteilten Denial-of-
Service-Angriffen verwendet.
Ziel eines Denial-of-Service-Angriffs (DoS) ist es, die Erreichbarkeit eines Dienstes
bzw. des Opfers selbst einzuschränken oder komplett zu verhindern [24]. Dies wird
entweder durch gezieltes Ausnutzen von Implementierungs- bzw. Protokollfehlern
oder durch Überfluten der Ressourcen des Opfers erreicht. Bei Angriffen durch Fluten
trifft man meist auf die verteilte Variante, den so genannten Distributed Denial-of-
Service-Angriff (DDoS) [125]. Dabei führen viele verschiedene Angreifer koordiniert
einen DoS-Angriff auf ein bestimmtes Opfer durch. Das Resultat des so genannten
Flash Crowd-Effekts [7] ist ein ähnlicher Effekt wie bei einem DDoS-Angriff – die
vorübergehende Nicht-Erreichbarkeit einer Webseite. Dieser Effekt kann auftreten,
wenn eine Webseite in einem bekannten Internet-Blog oder einer Online-Zeitung
genannt wird. Diese Nennung führt dann dazu, dass unerwartet viele Internetnutzer
zur gleichen Zeit die genannte Webseite aufrufen und diese dadurch überlastet wird –
und somit temporär nicht mehr verfügbar ist.
Abschließend seien an dieser Stelle Fehlkonfigurationen als weitere Herausforderun-
gen im Internet genannt. Ebenso wie beim Flash Crowd-Effekt handelt es sich dabei
nicht um einen böswilligen Angriff auf ein bestimmtes Opfer. Die Auswirkungen kön-
nen aber dennoch ähnlich wie die von echten Angriffen sein und Teile des Internets
stören. Im Februar 2009 beispielsweise sorgte ein offenbar fehlkonfigurierter Router
durch die Verbreitung fehlerhafter Routing-Informationen zu Verarbeitungsproble-
men bei älteren Routern [122]. Dies wiederum resultierte in temporären Routing-
Instabilitäten und Konnektivitätsverlusten in Teilen des Internets. Pakistan Telecom
verursachte im Februar 2008 infolge einer nicht autorisierten Verbreitung eines You-
Tube gehörenden Netz-Präfixes sogar eine mehrstündige Nicht-Erreichbarkeit von
YouTube [166].
Wie bereits in Kapitel 1 dargelegt, liegt der Fokus der vorliegenden Arbeit auf der
Erkennung von verteilten, großflächigen Angriffen, da diese nicht nur die Opfer,
sondern auch die Provider und Netzbetreiber betreffen. In den beiden folgenden
Abschnitten werden daher die am häufigsten auftretenden verteilten, großflächigen
Bedrohungen – Denial-of-Service-Angriffe sowie Wurmausbreitungen – ausführlich
vorgestellt.
2.2.1 Denial-of-Service-Angriffe
Von einem Denial-of-Service-Angriff (DoS) spricht man, wenn ein einzelner Angrei-
fer versucht die Erreichbarkeit eines oder mehrerer Dienste eines einzelnen Opfers
vorübergehend einzuschränken oder zu verhindern. Abhängig von der Art und Wei-
se, wie dieses Ziel erreicht wird, können DoS-Angriffe grob in zwei Klassen eingeteilt
werden [24, 125, 131]:
• Ausnutzen einzelner Implementierungsfehler
• Überfluten bestimmter Ressourcen des Opfers, wie Speicherplatz, Rechenzeit
oder Bandbreite, beispielsweise durch massenhafte Anfragen
Der so genannte Ping of Death [35] ist ein Beispiel für die erste Klasse. Dieser Angriff
nutzt einen Implementierungsfehler des IP-Protokolls, um das angegriffene System
durch eine fragmentierte ICMP-Dateneinheit mit einer unzulässigen Länge von mehr
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als 65.535 Byte zum Absturz zu bringen und dadurch temporär vom Netz zu trennen.
Angriffe dieser Klasse werden in dieser Arbeit nicht weiter betrachtet, da derartige
Angriffe durch das Senden einer einzelnen Dateneinheit ihr Ziel erreichen und nur
das Opfer, nicht aber die Infrastruktur der Netzbetreiber in Mitleidenschaft ziehen.
Ein TCP SYN-Angriff [37] ist ein Beispiel für Angriffe der zweiten Klasse. Dieser
Angriff nutzt die Tatsache, dass beim von TCP verwendeten 3-Wege-Handshake
der Kommunikationspartner für jede Verbindungsanfrage eine Bestätigung an den
Anfragenden senden und bis zum Ablauf eines Timeouts Zustand für die halboffe-
ne Verbindung halten muss [159]. Sendet der Angreifer innerhalb einer kurzen Zeit
massenhaft TCP-Verbindungsanfragen an das Opfer-System, ist dessen verfügbarer
Speicherplatz für halboffene Verbindungen noch vor Ablauf des ersten Timeouts auf-
gebraucht und neue, legitime Anfragen anderer Systeme können nicht mehr beant-
wortet werden – der angegriffene Dienst ist folglich nicht mehr verfügbar. Alternativ
kann ein DoS-Angreifer beispielsweise den Netzzugang eines mit geringer Bandbreite
an das Netz angebundenen Opfers durch massenhaftes Senden von Daten überlasten
(s. Abbildung 2.1).
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Abbildung 2.1 DoS-Angriff durch Überfluten des Netzzugangs des Opfers
Aufgrund der hohen Verbreitung asymmetrischer Netzzugänge, z. B. ADSL (engl.
Asymmetric Digital Subscriber Line), werden DoS-Angriffe heute nur noch selten
durchgeführt, da es für einen einzelnen Angreifer kaum möglich ist, über seine ge-
ringe Upload-Bandbreite die Ressourcen des mit höherer Download-Bandbreite an-
gebundenen Opfers zu überlasten. Außerdem werden Angreifer, die Angriffsverkehr
mit hoher Bandbreite erzeugen, einfacher entdeckt und können somit nur einen ein-
zigen Angriff durchführen. Daher werden heute hauptsächlich verteilte DoS-Angriffe,
so genannte Distributed Denial-of-Service-Angriffe (DDoS) [151], genutzt. Diese ba-
sieren auf einem im Voraus aufgebauten Netz aus so genannten Zombie-Systemen –
Systeme, die von einem Angreifer beispielsweise durch Ausnutzen einer Sicherheits-
lücke unter seine Kontrolle gebracht wurden. Die Zombie-Systeme werden vom An-
greifer über ein oder mehrere Master-Systeme koordiniert und führen dann zeitgleich
jeweils einen DoS-Angriff auf ein gemeinsames Opfer aus (s. Abbildung 2.2). Zombie-
Systeme für einen solchen DDoS-Angriff lassen sich beispielsweise aus Botnetzen re-
krutieren, die wiederum durch eine vorherige Wurmausbreitung (s. Abschnitt 2.2.2)
aufgebaut werden können. Bei DDoS-Angriffen muss ein einzelner Zombie wegen der
Vielzahl der Angreifer nur einen vergleichsweise geringen Angriffsverkehr generieren.
Dieser aggregiert sich in Richtung des Opfers mit den Angriffsströmen anderer Zom-
bies [131] und überflutet so die Ressourcen des Opfers (s. Abbildung 1.1). Eine sehr
feingranulare Taxonomie verschiedener Arten von DDoS-Angriffen bietet [24].
Aufgrund der geringen Bandbreite der einzelnen Angriffsströme sind die Zombies
wesentlich schwerer zu entdecken und können mehrfach für Angriffe genutzt werden.










Abbildung 2.2 Hierarchie aller an einem DDoS-Angriff beteiligten Entitäten
Absenderadressen, das so genannte Spoofing [79]. Beim Spoofing wird die Tatsa-
che ausgenutzt, dass die Absender-IP-Adresse einer Dateneinheit vom Sender selbst
eingetragen wird. Dieser kann folglich auch eine gefälschte Absenderadresse eintra-
gen [134], so dass die gesendete Dateneinheit anschließend nicht mehr ohne weiteres
dem Angreifer zugeordnet werden kann. Einen noch besseren Schutz vor Entdeckung
bieten Reflektor-Angriffe [152]. Bei dieser Variante des DDoS-Angriffs werden so ge-
nannte Reflektoren zur Verstärkung des Angriffsverkehrs sowie zur Verschleierung
der IP-Adresse der Zombies, welche den Angriff eigentlich ausführen, verwendet
(s. Abbildung 2.3). Ein Zombie-System sendet dazu eine Anfrage-Dateneinheit mit
gefälschter Absenderadresse – der Adresse des Opfers – an einen Reflektor. Dieser
sendet daraufhin eine Antwort-Dateneinheit an das Opfer. Eine Verstärkung wird
beispielsweise dadurch erreicht, dass die Antwort des Reflektor meist größer ist als
die ursprünglich vom Zombie gesendete Anfrage. Durch die Vielzahl der missbrauch-
ten Reflektoren wird ein verteilter Angriff ausgeführt, der aus Sicht des Opfers nicht
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Abbildung 2.3 Hierarchie aller an einem Reflektor-Angriff beteiligten Entitäten
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Ein Beispiel für einen Reflektor-Angriff ist der Smurf-Angriff [38], bei dem eine
ICMP Echo Request-Dateneinheit [158] an die Broadcast-Adresse eines Netzes ge-
sendet wird. Daraufhin antworten alle Systeme des Netzes mit einer Echo Reply-
Dateneinheit. Dies führt zu einer Verstärkung des Angriffs, da die Anzahl der gesen-
deten Dateneinheiten vervielfacht wird. Reflektorsysteme sind in diesem Fall die sich
korrekt verhaltenden Systeme des Netzes, die auf die Anfrage antworten. Ein weite-
res Beispiel für derartige Angriffe ist die Ausnutzung rekursiver DNS-Anfragen [42].
Hier wird eine Verstärkung des Angriffs dadurch erreicht, dass die an das Opfer
gesendeten Antwort-Dateneinheiten meist deutlich länger sind als die ursprüngli-
chen Anfragen. Hauptziel bei diesem Angriff ist aber meist nicht die vergleichsweise
geringe Verstärkung, sondern die Verschleierung der IP-Adressen der Angreifer.
2.2.2 Wurmausbreitungen
Internetwürmer sind darauf ausgerichtet, sich schnell und großflächig im Internet zu
verbreiten und können grob in zwei Kategorien unterteilt werden [100]:
• E-Mail-Würmer
• Klassische Würmer
E-Mail-Würmer, wie z. B. Melissa [36], sind meist nicht in der Lage, sich komplett
ohne menschliche Interaktion zu verbreiten. Aufgrund dieser Eigenschaft werden
E-Mail-Würmer in der Literatur zum Teil auch als Viren oder Trojaner bezeichnet.
Derartige Würmer transportieren den Schadcode im Anhang einer E-Mail. Die Neu-
gier des Nutzers soll durch ungewöhnliche und interessante Dateinamen oder wichtig
klingende E-Mail-Inhalte geweckt werden, so dass dieser die Datei im Anhang aus-
führt und dadurch den E-Mail-Wurm installiert. Im Anschluss daran durchsucht der
Wurm das infizierte System meist nach E-Mail-Adressen von Freunden und Bekann-
ten, an welche dann weitere E-Mails mit Schadcode gesendet werden.
Klassische Würmer hingegen nutzen Sicherheitslücken und Implementierungsfehler
des Betriebssystems um sich selbst ins System einzuschleichen und zu installieren.
Kann dies erfolgreich umgesetzt werden, beginnt der Wurm im Anschluss automa-
tisch und ohne Nutzer-Interaktion mit der Suche nach weiteren verwundbaren Syste-
men (s. Abbildung 2.4). Diese Suche wird bei klassichen Würmern Scanning genannt.
Die gescannten Systeme werden auf die jeweilige vom betreffenden Wurm genutzte
Schwachstelle bzw. Sicherheitslücke getestet. Die für das Scanning eingesetzten Me-
thoden [151, 195] reichen vom Testen aller durch IP adressierbaren Systeme bis hin zu
intelligenten Suchmethoden, welche die zu testenden Adressbereiche mit anderen in-
fizierten Systemen koordinieren oder vorrangig Adressen testen, die mit hoher Wahr-
scheinlichkeit wirklich existieren. Konnte ein verwundbares und noch nicht infiziertes
System gefunden werden, wird im nächsten Schritt die Schwachstelle ausgenutzt und
der Schadcode auf diesem System installiert. Die Installation geschieht dabei z. B.
über Piggybacking des Schadcodes in der Dateneinheit, mit Hilfe derer die Sicher-
heitslücke ausgenutzt wird. Alternativ kann der Schadcode auch im Anschluss an das
Ausnutzen der Sicherheitslücke über den dabei für den Angreifer geöffneten Zugang
von einem bestimmten Server herunter geladen werden. Nach der erfolgreichen Infek-
tion des Systems beginnt dieses dann selbst, nach weiteren verwundbaren Systemen
zu suchen. Beispiele für klassische Würmer sind neben dem bereits beschriebenen












Abbildung 2.4 Zusammenhang der an einer Wurmausbreitung beteiligten Entitä-
ten
klare Grenze zwischen den beiden Kategorien kann allerdings nicht immer gezo-
gen werden. Nimda nutzt beispielsweise neben der selbständigen Verbreitung über
Schwachstellen auch die Verbreitung über E-Mails.
Internetwürmer werden meist genutzt, um im Anschluss an die Infektion einer großen
Anzahl von Systemen einen Angriff durchzuführen. Der Blaster-Wurm [199] bei-
spielsweise startete zu einem vorgegebenem Datum auf allen infizierten Systemen
einen DDoS-Angriff auf die Update-Webseite von Microsoft. Um auch finanzielle
Gewinne aus Internetwürmern schlagen zu können, haben neuere Würmer vor al-
lem den Aufbau von Botnetzen zum Ziel. Diese Botnetze können dann nach Be-
lieben gesteuert und für Angriffe genutzt werden. Wurde die Steuerung von Bot-
netzen bis vor kurzem noch häufig zentral, z.B. über einen IRC-Kanal, ausgeführt,
erschwerte das im Jahr 2007 durch den Storm Worm aufgebaute Botnetz seine Er-
kennung durch eine Steuerung und Kommunikation über eine dezentrale Peer-to-
Peer-Struktur (P2P) [84]. Zusätzlich wird die Erkennung neuerer Würmer auch da-
durch erschwert, dass diese kontinuierlich mutieren, indem neue Modifikationen und
Aktualisierungen über einen vom Angreifer geöffneten Zugang im infizierten System
nachgeladen werden. Ein solcher Wurm ist der Conficker-Wurm [157], der Ende 2008
Schlagzeilen machte, da das Ziel des mit mehreren Millionen Bots größten bisher
etablierten Botnetzes aufgrund häufiger Mutationen des Wurms auch nach Monaten
noch nicht bekannt war.
2.3 Angriffserkennung
Aufgrund der zahlreichen Herausforderungen und Bedrohungen, denen ein Nutzer
im Internet begegnet, ist die Entwicklung und anschließende Verwendung von Sicher-
heitsmechanismen enorm wichtig. Im Bereich der Erkennung von Angriffen wird zwi-
schen präventiven und reaktiven Mechanismen unterschieden [49]. Zu den präventi-
ven Maßnahmen gehört u. a. das Auffinden und Schließen von Sicherheitslücken und
Schwachstellen, um die Möglichkeiten von Angreifern einzuschränken. In [42] bei-
spielsweise werden Empfehlungen für die Konfiguration von Nameservern gegeben,
welche sicherstellen, dass ein Nameserver nicht als Reflektor für DDoS-Reflektor-
Angriffe durch rekursive DNS-Anfragen missbraucht werden kann. Die Durchführ-
barkeit von Angriffen, die Dateneinheiten mit gefälschten Absenderadressen verwen-
den, kann durch den Einsatz von Ingress Filtering [11, 58] eingeschränkt werden.
Dabei werden am Rand einer Domäne die Quell-IP-Adressen der eingehenden Da-
teneinheiten auf Plausibilität untersucht und verworfen, falls es sich um gefälschte
Adressen handelt. Auch auf spezielle Angriffe abgestimmte Lösungen, wie der Ein-
satz von TCP SYN Cookies zur Verhinderung von TCP SYN-DDoS-Angriffen [53],
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können präventiv angewendet werden. Das Problem präventiver Maßnahmen ist je-
doch, dass deren Entwicklung meist schwierig und zeitaufwändig sowie deren Um-
setzung komplex und teuer ist [151]. Daher wird häufig zusätzlich auf reaktive Maß-
nahmen zurückgegriffen.
Mit dem Begriff reaktive Sicherheitsmaßnahmen werden Methoden bezeichnet, die
zur Erkennung von Angriffen eingesetzt werden. Im Anschluss an die Erkennung
eines Angriffs können außerdem Gegenmaßnahmen ergriffen werden um diesen ab-
zuschwächen. Die Angriffserkennung kann in zwei disjunkte Kategorien unterteilt
werden [49, 117, 151]:
• Signatur-basierte Angriffserkennung
• Anomalie-basierte Angriffserkennung
Auf die Eigenheiten der jeweiligen Kategorie wird in den beiden folgenden Abschnit-
ten 2.3.1 und 2.3.2 eingegangen. In der Realität werden heute jedoch nicht nur ent-
weder Signatur-basierte oder Anomalie-basierte Systeme eingesetzt, sondern auch
hybride Systeme, die beide Ansätze parallel nutzen. Zusätzlich zur obigen Katego-
risierung kann in Bezug auf die Erkennung von Angriffen auch eine Unterteilung in
Online- und Offline-Erkennung erfolgen. Bei der Online-Erkennung wird die Erken-
nung in Echtzeit durchgeführt, d. h. der eingehende Verkehr wird sofort analysiert.
Dies stellt eine sehr zeitnahe Erkennung sicher, erfordert aber auch eine an die je-
weilige Umgebung angepasste Bearbeitung. Das bedeutet, dass die Analyse der Da-
teneinheiten schnell erfolgen muss um Verzögerungen, z. B. bei latenzkritischem Ver-
kehr, zu vermeiden. Im Gegensatz dazu wird der Verkehr bei der Offline-Erkennung
aufgezeichnet und erst im Nachhinein auf Angriffe untersucht. Dies verzögert zwar
die Erkennung, lässt aber mehr Spielraum bei der eigentlichen Analyse der Daten,
z. B. wenn für die Online-Analyse nur stark begrenzte Ressourcen zur Verfügung
stehen.
Nach erfolgreicher Erkennung eines Angriffs können Gegenmaßnahmen eingeleitet
werden um den Angriff abzuschwächen bzw. lokal komplett zum Erliegen zu bringen.
Als Gegenmaßnahme gegen DDoS-Angriffe, die das Opfer mit einer Vielzahl an Da-
teneinheiten überfluten, kann beispielsweise ein Rate Limiter eingesetzt werden [151].
Dieser verwirft so lange Dateneinheiten bis die Datenrate unter einen vorgegebenen
Schwellenwert gefallen ist und schwächt somit den Angriff ab. Allerdings unterschei-
det der Rate Limiter nicht zwischen Angriffsverkehr und berechtigtem Verkehr, so
dass auch legitime Dateneinheiten verworfen werden. Dies kann vermieden werden,
wenn statt eines Rate Limiters ein Filter eingesetzt wird. Der Filter wird mit einer
Beschreibung des Angriffsverkehrs konfiguriert und verwirft alle Dateneinheiten, die
auf diese Beschreibung passen. War die Erkennung des Angriffs korrekt und ist die
Beschreibung präzise, wird tatsächlich nur Angriffsverkehr verworfen. Diese Korrekt-
heit und Genauigkeit sicherzustellen, ist jedoch eine komplexe und zeitaufwändige
Aufgabe.
2.3.1 Signatur-basierte Angriffserkennung
Die Signatur-basierte Angriffserkennung – in der Literatur oft auch als Missbrauch-
Erkennung (engl. Misuse Detection) bezeichnet – hat vor allem die Erkennung von
Angriffen, die gezielt Sicherheitslücken und Software-Schwachstellen ausnutzen, zum
Ziel. Die Erkennung nutzt bekannte Paketmuster, so genannte Signaturen, um zu
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einem Angriff gehörige Dateneinheiten zu erkennen. Eine Signatur definiert eine be-
stimmte Bitfolge, welche in einer einzelnen, zu einem Angriff gehörenden Datenein-
heit vorhanden ist. Ein Beispiel für die Angriffserkennung mittels Signaturen ist das
sehr verbreitete Erkennungssystem Snort [170]. Eine einmal bekannte Signatur wird
dort in einfachen Regeln hinterlegt, welche das zu suchende Paketmuster sowie eine
kurze Beschreibung und ID des Angriffs enthält. Die folgende Regel beispielsweise
beschreibt den Wurm Conficker.A [110]:
alert tcp any any -> $HOME_NET 445 (msg: "conficker.a shellcode"; content: "|e8 ff ff ff ff c1|^|8d|
N|10 80|1|c4|Af|81|9EPu|f5 ae c6 9d a0|O|85 ea|O|84 c8|O|84 d8|O|c4|O|9c cc|IrX|c4 c4 c4|,|ed c4 c4
c4 94|&<O8|92|\;|d3|WG|02 c3|,|dc c4 c4 c4 f7 16 96 96|O|08 a2 03 c5 bc ea 95|\;|b3 c0 96 96 95 92
96|\;|f3|\;|24|i| 95 92|QO|8f f8|O|88 cf bc c7 0f f7|2I|d0|w|c7 95 e4|O|d6 c7 17 f7 04 05 04 c3 f6
c6 86|D|fe c4 b1|1|ff 01 b0 c2 82 ff b5 dc b6 1b|O|95 e0 c7 17 cb|s|d0 b6|O|85 d8 c7 07|O|c0|T|c7 07
9a 9d 07 a4|fN|b2 e2|Dh|0c b1 b6 a8 a9 ab aa c4|]|e7 99 1d ac b0 b0 b4 fe eb eb|"; sid: 2000001;
rev: 1;)
Die Regel führt zu einer Alarmmeldung (alert), wenn eine TCP-Dateneinheit (tcp)
von einer beliebigen Quell-IP-Adresse (any) mit beliebigem Quellport (any) gefunden
wird, die an Port 445 einer IP-Adresse im eigenen Netz ($HOME_NET) adressiert
ist und das unter content angegebene Paketmuster enthält. Die Beschreibung des
Wurms ist conficker.a shellcode und die zugewiesene ID 2000001.
Bei der Signatur-basierten Erkennung werden alle eingehenden Dateneinheiten mit
allen bekannten Signaturen verglichen. Die hierzu genutzten Signaturen werden lokal
in einer Signatur-Datenbank gespeichert. Durch die Verwendung von Signaturen ist
die Erkennung allerdings nicht in der Lage, bisher unbekannte Angriffe zu detektie-
ren. Auch Angriffe, die z. B. mit Hilfe von Dateneinheiten, welche der Protokollspe-
zifikation entsprechen, die Ressourcen des Opfers überfluten, können nicht erkannt
werden, da kein Paketmuster existiert, welches diese Dateneinheiten von legitimen
Dateneinheiten unterscheiden kann.
Problematisch an der Signatur-basierten Angriffserkennung ist auch, dass für jede
neue bzw. mutierte Bedrohung erst eine neue Signatur erstellt werden muss, bevor
der Angriff erkannt werden kann. Hierfür werden häufig Honeypots [192] und Ho-
neynets [193] genutzt. Derartige Systeme arbeiten nicht im Produktivbetrieb. Sämt-
licher eingehender Verkehr stammt daher aus Angriffen oder Fehlkonfigurationen.
Der Verkehr wird analysiert, klassifiziert und die zur Erkennung notwendigen Signa-
turen können abgeleitet werden. Dieser Prozess benötigt oft auch manuelle Eingriffe
zur Validierung der Ergebnisse. Weitere Nachteile der Signatur-basierten Erkennung
sind, dass die initiale Erstellung der Signaturen eine gewisse Zeit dauert, in der die
Angriffe nicht erkannt werden können. Außerdem sind häufige Aktualisierungen der
Signatur-Datenbanken in den Erkennungssystemen nötig. In Bezug auf eine Angriffs-
erkennung im Netzinneren bedeutet der Abgleich jeder einzelnen Dateneinheit mit
der gesamten Signatur-Datenbank aufgrund der dort herrschenden hohen Datenra-
ten einen enormen Aufwand. Der Vorteil der Signatur-basierten Angriffserkennung
ist jedoch, dass Angriffe, für die eine Signatur bekannt ist, zuverlässig und fehlerfrei
erkannt werden können.
2.3.2 Anomalie-basierte Angriffserkennung
Die Anomalie-basierte Angriffserkennung analysiert – im Gegensatz zur Signatur-
basierten Erkennung – das Verhalten des beobachteten Verkehrs. Die Grundlage der
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Anomalie-basierten Angriffserkennung bildet die Beschreibung von normalem Ver-
kehrsverhalten. Meist geschieht dies in Form von Schwellenwerten, die angeben, bis
zu welchem Wert das Verhalten als normal angesehen wird. Eine Abweichung vom
erwarteten normalen Verhalten wird als Anomalie bezeichnet. Beispiele für eine sol-
che Anomalie sind nicht protokollkonformes Verhalten oder ein plötzlicher starker
Anstieg des beobachteten Verkehrsvolumens. Dieses Vorgehen ermöglicht die Er-
kennung bisher unbekannter Angriffe ebenso wie die Erkennung von Angriffen, die
protokollkonforme Dateneinheiten nutzen – z. B. DDoS-Angriffe, welche die Über-
flutung des Opfers mittels TCP SYN-Paketen zum Ziel haben. Auch die Definition
des Normalverhaltens kann folglich als Signatur bezeichnet werden. Im Unterschied
zur Signatur-basierten Angriffserkennung, welche eine Signatur als Bitmuster inner-
halb einer einzelnen Dateneinheit definiert, erfolgt die Definition der Signatur bei
der Anomalie-basierten Erkennung in Bezug auf das Verhalten eines Datenstroms,
d. h. einer Abfolge von mehreren Dateneinheiten. Im Folgenden wird zur besseren
Unterscheidung unter einer Signatur ein Bitmuster innerhalb einer Dateneinheit ver-
standen.
Abbildung 2.5 zeigt beispielhaft die Entwicklung der von einem Router beobachte-
ten TCP-Dateneinheiten über die Zeit. Zusätzlich ist ein dynamischer Schwellenwert
dargestellt, der das erwartete normale Verhalten definiert, von welchem zum Zeit-
punkt 605 Sekunden aufgrund eines DDoS-Angriffs abgewichen wird. Das konkret
verwendete Verfahren zur Angriffserkennung wird im Rahmen des Standes der For-
































Abbildung 2.5 Volumenanomalie während eines DDoS-Angriffs
Ein Vorteil der Anomalie-basierten Erkennung gegenüber der Signatur-basierten Er-
kennung ist die Tatsache, dass nicht ständig neue Signaturen bisher unbekannter
oder mutierter Angriffe aus Honeypots abgeleitet werden müssen. Außerdem entfällt
der Abgleich jeder einzelnen Dateneinheit mit der gesamten Signatur-Datenbank.
Dies ermöglicht beispielsweise die Anwendung von Paketselektionsverfahren [230]
um die Menge der betrachteten Dateneinheiten zu reduzieren. Allerdings stellt auch
die Anomalie-basierte Angriffserkennung gewisse Anforderungen: Normales Verhal-
ten muss initial definiert werden. Die Schwierigkeit, normales Verhalten im Internet
präzise zu definieren, führt dazu, dass die Anomalie-basierte Erkennung durch die
Unschärfe in der Beschreibung des erwarteten Verkehrsverhalten meist eine höhere
False positive-Fehlerrate aufweist als Signatur-basierte Systeme, d. h. es kann bei-
spielsweise vorkommen, dass das System das Vorhandensein eines Angriffs annimmt,
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obwohl in Wirklichkeit kein Angriff stattfand. Da außerdem nicht jede auftretende
Anomalie auf böswillige Angriffe zurückzuführen sein muss [117], ist zum Teil eine
manuelle Überprüfung der erkannten Angriffe erforderlich. Zudem stellt die Dyna-
mik des Internets eine Herausforderung für die Anomalie-basierte Erkennung dar,
da die Definition des normalen Verhaltens kontinuierlich an die jeweilige Situation
angepasst werden muss.
In Bezug auf die Erkennung im Netzinneren hat die Anomalie-basierte Angriffser-
kennung den bereits erwähnten Vorteil, dass es oft ausreicht, nur eine Teilmenge aller
Dateneinheiten, z. B. mit Hilfe von Paketselektionsverfahren, zu betrachten. Dabei
muss allerdings darauf geachtet werden, dass die aus der Beobachtung des Verkehrs-
verhaltens gewonnenen Eigenschaften durch diese Vorgehensweise nicht zu stark ver-
fälscht werden. Die Anomalie-basierte Erkennung im Netzinneren steht allerdings –
im Gegensatz zur Erkennung am Netzrand – vor den folgenden Herausforderungen:
• Angriffe sind im Netzinneren schwerer detektierbar
Vor allem bei gerichteten Angriffen wie den DDoS-Angriffen wird die Erken-
nung umso schwieriger je weiter das Erkennungssystem vom Opfer entfernt ist.
Da es sich um verteilte Angriffe handelt, ist die Wahrscheinlichkeit sehr hoch,
dass sich nur noch ein Teil des Angriffsverkehrs vor dem Erkennungssystem ag-
gregiert. Im ungünstigsten Fall durchläuft nur ein einzelner Angriffsstrom das
Erkennungssystem, so dass eine Erkennung nahezu unmöglich ist. Ungünstig
auf die Erkennung wirkt sich außerdem die höhere Datenrate des Hintergrund-
verkehrs im Netzinneren aus, welcher den Angriffsverkehr überdeckt. Dies führt
zu einer erhöhten Anzahl von False negative-Fehlern im Netzinneren.
• Für die Angriffserkennung sind im Netzinneren weniger Ressourcen vorhanden
Geht man davon aus, dass die Angriffserkennung auf bereits vorhandenen Sys-
temen, z. B. auf einem Router betrieben wird, sollte die eigentliche Funktio-
nalität dieses Systems durch die Erkennung so wenig wie möglich beeinträch-
tigt werden. Für die Erkennung stehen daher nur begrenzt Ressourcen wie
Speicherkapazität und CPU-Zeit zur Verfügung. Der Grundsatz der Ressour-
censchonung gilt bei Anwendungen im Netzinneren aufgrund der hohen Da-
tenraten aber selbst, wenn zusätzliche Hardware zum Einsatz kommen sollte.
Somit können ressourcenintensive Erkennungsmethoden meist weder dauerhaft
noch parallel ausgeführt werden. Daher eignen sich vor allem hierarchische Er-
kennungssysteme bzw. Erkennungssysteme, die mit schrittweiser Verfeinerung
arbeiten, für den Einsatz im Netzinneren (s. Abschnitt 2.4.1.1).
2.4 Stand der Forschung
Dieser Abschnitt gibt einen Überblick über existierende Arbeiten und Ansätze im
Bereich der Angriffserkennung. Die Beschreibung existierender Arbeiten gliedert sich
in Systeme zur Angriffserkennung im Allgemeinen (s. Abschnitt 2.4.1) sowie Metho-
den zur Erkennung einzelner Anomalien (s. Abschnitt 2.4.2). In Abschnitt 2.4.1.1
wird außerdem das System zur Angriffserkennung eingeführt, welches als Grundlage
für die in dieser Arbeit entwickelten Mechanismen sowie die Implementierung und
Evaluierung der vorgestellten Lösungen dient.
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2.4.1 Systeme zur Angriffserkennung
Snort [170] und PreludeIDS [221] sind Signatur-basierte Erkennungssysteme, wel-
che bereits häufig zur Erkennung von gezielten Angriffen auf Sicherheitslücken oder
Ausbreitungen bekannter Internetwürmer eingesetzt werden. Die Grundversion von
Snort ist als Open Source-Software verfügbar. Zusätzlich existieren zahlreiche kom-
merzielle Erweiterungen wie Hardwarebausteine zur Erhöhung des Durchsatzes, Sy-
steme zur Lastverteilung [201] oder Managementkonsolen zur Abfrage verteilter
Snort-Instanzen [190]. Im letzteren Fall agiert die Managementkonsole als Mana-
ger, welcher die Daten verteilter Snort-Instanzen zentral sammelt und auswertet.
Die Instanzen agieren als reine Sensoren, die eine Signatur-basierte Erkennung auf
den lokal beobachteten Dateneinheiten ausführen und erkannte Angriffe an den Ma-
nager melden; es erfolgt keine Kooperation zwischen den Snort-Instanzen. Auch
PreludeIDS bietet die Möglichkeit eines solchen Sensor/Manager-Ansatzes, in dem
verteilte Sensoren Informationen an die PreludeIDS-Manager-Instanz senden kön-
nen. Hierbei wird auch der Einsatz fremder Systeme, wie z. B. Nessus [138], als
Sensor unterstützt. Da Snort und PreludeIDS Signatur-basiert arbeiten, sind sie al-
lerdings für den Einsatz im Netzinneren bzw. zur Erkennung von DDoS-Angriffen
oder unbekannten Bedrohungen ungeeignet.
Bro [188] ist ein System zur Anomalie-basierten Erkennung von Angriffen, welches
eine hierarchische Erkennung anwendet. Der eigentliche Netzzugriff, der beispiels-
weise durch die Anwendung eines Filters auf Dateneinheiten mit bestimmten Eigen-
schaften eingeschränkt werden kann, erfolgt durch die Packet Capture-Schicht. Die
darüber liegende Policy-Neutral Event Engine verarbeitet die beobachteten Informa-
tionen und generiert daraus Ereignisse, welche in der dritten Schicht – dem Policy
Layer – auf Basis von Benutzer-spezifischen Richtlinien auf Anomalien und Angrif-
fe untersucht werden. Aufgrund der durchgeführten feingranularen Analyse beob-
achteter Dateneinheiten und erzeugter Events, welche auch Daten höherer Schich-
ten sowie semantisches Wissen benötigt, erzeugt die Anomalie-Erkennung von Bro
einen vergleichsweise hohen Aufwand und ist dadurch nicht für die Angriffserken-
nung im Netzinneren geeignet. Der hierarchische Aufbau von Bro wird nicht für eine
schrittweise Verfeinerung der Erkennung genutzt; alle drei Stufen sind durchgängig
aktiv. Eine Kooperation verteilter Erkennungssysteme ist außerdem in Bro direkt
nicht vorgesehen. Eine Erweiterung [189] zum Austausch von Events und erkannten
Angriffen zwischen Bro-Instanzen kann aber beispielsweise einen Sensor/Manager-
Ansatz realisieren. Zusätzlich ermöglicht diese Erweiterung eine Erkennung mittels
schrittweiser Verfeinerung. Diese wird mit Hilfe von zwei Bro-Instanzen realisiert,
indem die erste Instanz nach Erkennen einer Anomalie im Verkehr eines bestimmten
Endsystems dessen IP-Adresse an die zweite Bro-Instanz sendet. Diese untersucht
dann mit Hilfe eines Filters nur den an das angegriffene Endsystem gerichteten Ver-
kehr auf feingranularere Anomalien und Angriffe. Die Verfeinerung ist folglich auf
zwei Stufen beschränkt und nicht mit einer einzelnen Bro-Instanz realisierbar.
Cisco MVP [33] ist ein weiterer Ansatz, der eine hierarchische Angriffserkennung mit
Verfeinerung realisiert. Dabei fokussiert sich MVP auf die Erkennung von DDoS-
Angriffen. Die Verfeinerung besteht aus zwei Stufen. In der ersten Stufe wird eine
bereits relativ feingranulare Überwachung der Verkehrsströme jedes Senders mit Hil-
fe von Schwellenwerten durchgeführt, welche in der Erkennung von Angreifern sowie
der Eigenschaften von Angriffen resultiert. Wurde ein Angriff erkannt, analysiert die
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zweite Stufe den Verkehr der erkannten Angreifer anschließend auf Anwendungs-
spezifische Angriffe. Durch den nur zweistufigen Aufbau bietet MVP nur eine gerin-
ge Flexibilität. Die bereits in der ersten Stufe durchgeführten ressourcenintensiven
Analysen lassen diesen Ansatz vorrangig für die Erkennung am Netzrand geeignet
erscheinen. Eine Kooperation verteilter MVP-Instanzen ist nicht vorgesehen.
Zhang et al. [224] schlagen eine fünfstufige Architektur zur verteilten Angriffser-
kennung vor. Dabei sammeln Sensoren in der ersten Stufe durch Beobachtung des
Verkehrsstroms Informationen. Ein Event Generator führt in der zweiten Stufe eine
Vorverarbeitung der von mehreren Sensoren gesammelten Daten durch. In der drit-
ten Stufe (Event Detection Agent) findet die eigentliche Erkennung statt, welche un-
terschiedliche Erkennungsmethoden – Signatur- und Anomalie-basierte Methoden –
verwendet. Eine Korrelation erkannter Angriffe von unterschiedlichen Agenten er-
folgt im Fusion Center. Eine zentrale Kontrollinstanz bildet die fünfte Stufe der
Architektur. Dieses Controlling Center koordiniert und überwacht sämtliche betei-
ligten Entitäten und sorgt beispielsweise für eine geeignete Lastverteilung auf den
Entitäten jeder einzelnen Stufe.
Die Angriffserkennung mit Cossack [149] erfolgt räumlich begrenzt innerhalb einer
administrativen Domäne mittels eines Sensor/Manager-Ansatzes. Der Manager –
als Watchdog bezeichnet – erkennt DDoS-Angriffe über vorgegebene Schwellenwer-
te, wobei die Ziel-IP-Präfixe der lokalen Routing-Tabelle zur Bildung von Aggregaten
dienen. Als Aggregat wird in diesem Zusammenhang eine Menge von Dateneinhei-
ten bezeichnet, die dieselben Eigenschaften aufweisen. Wird das Überschreiten eines
der Schwellenwerte festgestellt, geht das Erkennungssystem davon aus, einen DDoS-
Angriff erkannt zu haben. Eine Bestätigung dieser impliziten Identifikation kann
über das Vorliegen eines Ramp Up-Verhaltens oder mit Hilfe der Spektralanalyse
erfolgen. Die grobgranulare initiale Erkennung wird folglich durch etwas feingranu-
larere Methoden verfeinert. Im Anschluss an die Erkennung eines Angriffs werden
lokal Gegenmaßnahmen ergriffen, indem mit Hilfe eines Filters der Angriffsverkehr
verworfen wird. Ob hierfür zusätzliche Eigenschaften – außer der Ziel-IP-Adresse –
genutzt werden, wird nicht beschrieben. Die von Cossack zusätzlich durchgeführte
Kooperation verteilter Instanzen gründet sich auf die Annahme, dass alle admini-
strativen Domänen am Netzrand Cossack einsetzen und neue Hardware ins Netz
integrieren, damit der Watchdog wie gefordert isoliert arbeiten kann. Eine Erken-
nung im Netzinneren erfolgt nicht. Informationen über einen auf Basis lokaler Be-
obachtungen erkannten Angriff werden per Multicast an alle anderen Watchdogs im
Internet gesendet. Diese überprüfen daraufhin, ob lokal Verkehr beobachtet werden
kann, der zu der erhaltenen Angriffsbeschreibung passt. Für jeden erkannten An-
griff wird zusätzlich eine neue Multicast-Gruppe eröffnet, der Watchdogs beitreten
können, die auf die Beschreibung passenden Verkehr lokal beobachten. Die nicht
weiter spezifizierte Koordination der Gegenmaßnahmen erfolgt ebenfalls über diese
Multicast-Gruppe. Die Verteilung der Informationen über neu erkannte Angriffe per
Multicast führt u. U. zu einem sehr hohen Nachrichtenaufwand, da alle Domänen
am Netzrand über sämtliche – also auch viele für die Empfänger nicht relevanten –
Angriffe informiert werden.
Sehr ähnlich zu dem in dieser Arbeit als Grundlage verwendeten System zur loka-
len Erkennung (s. Abschnitt 2.4.1.1) sind die Erkennungssysteme LADS [182] und
TOPAS [18], welche alle drei nahezu zeitgleich veröffentlicht wurden. Entwurfsziel
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dieser Systeme war die skalierbare Anwendbarkeit einer Anomalie-basierten Erken-
nung von DDoS-Angriffen im Netzinneren. Die Architektur von LADS ist hierfür
mehrstufig aufgebaut und arbeitet mit Verfeinerung. In der ersten Stufe wird der
beobachtete Verkehr auf Basis von SNMP-Statistiken auf Volumenanomalien unter-
sucht. Dies garantiert eine ressourcenschonende Erkennung mit geringem Aufwand.
Als Referenzwert dient eine Vorhersage für normalen Verkehr, welche auf Basis der
beobachteten Daten der letzten 5 Wochen berechnet wird. In höheren Stufen, welche
nur bei Bedarf geladen werden, kann die Erkennungsgranularität schrittweise erhöht
werden. Konkret existiert jedoch nur eine weitere Stufe, in welcher für bestimmte
Aggregate – ICMP-, TCP SYN- und TCP RST-Dateneinheiten – geprüft wird, an
welche Ziele unerwartet viel Verkehr gesendet wird, d. h. es wird nach Verteilungs-
anomalien gesucht. Der Fokus dieser Arbeit liegt speziell auf der Erkennung von
DDoS-Angriffen, die Identifikation des Angriffstyps auf Basis der erkannten Anoma-
lien erfolgt implizit. Eine Kooperation verteilter Instanzen wurde nicht berücksich-
tigt.
TOPAS nutzt einen Sensor/Manager-Ansatz zur Erkennung von Angriffen. Dabei
wird davon ausgegangen, dass bereits Netzwerkmonitore zur Überwachung des Ver-
kehrs existieren, welche bei Bedarf auch eine Paketselektion oder Vorverarbeitung der
Daten durchführen können und Informationen über den beobachteten Verkehr an den
Manager – die TOPAS-Instanz – senden. Der Manager bietet eine Modulumgebung,
in der verschiedene Anomalie- und Signatur-basierte Erkennungsmethoden die erhal-
tenen Informationen auf Angriffe analysieren können. Zusätzlich bietet der Manager
die Möglichkeit, eine hierarchische Erkennung oder eine Verfeinerung anzuwenden.
Bei hoher Last kann der zentrale Manager auch durch verteilte TOPAS-Instanzen
realisiert werden. Wie die Last-Verteilung und die Aufteilung der Erkennungsmetho-
den auf die einzelnen Instanzen in diesem Fall erfolgt, wird nicht beschrieben. Eine
Kooperation zwischen den Instanzen findet nicht statt.
PromethOS NP [172] stellt ein Plattform zur Verfügung, welche die Steuerung eines
hierarchischen Netzknotens ermöglicht. Als hierarchischer Netzknoten wird dabei
ein System bezeichnet, welches neben einem General Purpose-Prozessor zusätzli-
che Netzwerkprozessoren zur Steuerung und Durchführung der Paketverarbeitung
besitzt – die Prozessoren sind hierarchisch angeordnet. Ein solcher Netzknoten reali-
siert die Erkennung sowie das Filtern von Angriffsverkehr und bietet die Möglichkeit,
Deep Packet Inspection aller beobachteten Dateneinheiten im Netzinneren anzu-
wenden. Allerdings kann der Netzknoten nur mit zusätzlicher Hardware realisiert
werden. Die Anomalie-Erkennung dieses Ansatzes erfolgt mit Hilfe vorgegebener,
Aggregat-spezifischer Schwellenwerte. Eine weitere Verfeinerung der Erkennung bzw.
eine Identifikation des Angriffstyps im Anschluss an die Erkennung einer Volumen-
anomalie erfolgt nicht. Parallel zur Anomalie-basierten Erkennung wird zusätzlich
eine Signatur-basierte Erkennung durchgeführt.
I2MP [173] nutzt spezielle Hardware-Bausteine, um beobachtete Dateneinheiten mit
Zeitstempeln zu versehen, aufzuzeichnen und später offline durch eine Software-
Einheit zu verarbeiten. Auch die Arbeit von Cormode et al. [40] basiert auf der
Offline-Analyse von gesammelten Informationen, wobei eine möglichst zeitnahe
Durchführung der Analyse gefordert wird. Die Erkennung von Angriffen sollte mög-
lichst in Echtzeit erfolgen, um eine schnelle Reaktion auf die Bedrohung zu ermög-
lichen. Dies ist bei der Offline-Analyse nicht gegeben.
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Insgesamt zeigt sich bei der Betrachtung der vorgestellten, existierenden Systeme
zur Angriffserkennung, dass lediglich die nahezu zeitgleich veröffentlichten Systeme
TOPAS, LADS, und das in [72] vorgestellte System für die Erkennung im Netzin-
neren konzipiert wurden. Systeme wie Snort, PreludeIDS, Bro, Cisco MVP oder
Cossack sind vorrangig für den Einsatz am Netzrand geeignet. Im Folgenden er-
folgt eine ausführlichere Beschreibung des als Grundlage dieser Arbeit gewählten
Systems [72]. Auf einige der anderen vorgestellten Systeme wird im Verlauf dieser
Arbeit, z. B. bei der in Kapitel 3 durchgeführten Dekomposition oder der Beschrei-
bung der entwickelten Konzepte zur Identifikation und Kooperation (s. Kapitel 5)
erneut eingegangen.
2.4.1.1 Hierarchisches System zur Angriffserkennung mit Verfeinerung
Der im Folgenden vorgestellte Ansatz zur Erkennung von Angriffen im Netzinne-
ren [72] stellt die Grundlage für die in Kapitel 5 entwickelten Mechanismen sowie
deren Implementierung dar und wird daher hier ausführlich beschrieben. Der Ansatz
berücksichtigt zum einen die Tatsache, dass die Angriffserkennung Anomalie-basiert
erfolgen soll. Gründe hierfür sind, dass viele DoS- bzw. DDoS-Angriffe das Opfer
des Angriffs mit Dateneinheiten überfluten, die der jeweiligen Protokollspezifikation
entsprechen, beispielsweise TCP SYN- oder ICMP Echo Request-Dateneinheiten.
Derartige Angriffe können nicht mit Hilfe der Signatur-basierten Erkennung detek-
tiert werden. Des Weiteren können auch bisher unbekannte Angriffe erkannt werden,
da die Anomalie-basierte Erkennung das Verhalten des Verkehrs bzw. bestimmter
Eigenschaften des Verkehrs im Hinblick auf Abweichungen vom normalen Verhalten
analysiert.
Zum anderen soll die Angriffserkennung möglichst nicht auf neu auszubringender, de-
dizierter Hardware zum Einsatz kommen, sondern auf bereits im Netz vorhandenen
Systemen ausgeführt werden. Hierzu eignen sich z. B. Router, welche die Ausfüh-
rung zusätzlicher Anwendungen durch aktive bzw. programmierbare Plattformen,
wie z. B. FlexiNet [62] oder programmierbare Overlay-Router [43], oder durch den
Einsatz von virtuellen Knoten unterstützen. Damit das Wirtsystem in seinen pri-
mären Aufgaben – bei Routern das schnelle Weiterleiten von Dateneinheiten – mög-
lichst wenig behindert wird, stehen zusätzlichen Anwendungen meist nur begrenzt
Ressourcen zur Verfügung. Der Grundsatz der Ressourcenschonung gilt bei Anwen-
dungen im Netzinneren aufgrund der hohen Datenraten aber selbst, wenn zusätz-
liche Hardware zum Einsatz kommen sollte. Die genutzte Angriffserkennung arbei-
tet daher hierarchisch, d. h. je nach Verfügbarkeit der Ressourcen auf dem Wirtsy-
stem können unterschiedliche Anomalie-Erkennungsmethoden nacheinander gestar-
tet werden. Erkennt eine nach der Initialisierung der Angriffserkennung gestartete
Basisstufe eine Anomalie, löst diese das Laden der zweiten Stufe aus. Diese wie-
derum kann nach Durchführung der Anomalie-Erkennung eine weitere Stufe starten
und anschließend beendet werden, so dass nur die Basisstufe durchgehend aktiv ist,
die höheren Stufen aber nur bei Bedarf angewendet werden. Diese Vorgehensweise
stellt sicher, dass unterschiedliche Anomalie-Erkennungsmethoden auch bei begrenz-
ten Ressourcen ausgeführt werden können, ohne das Wirtsystem zu beeinträchtigen.
Hierdurch steigt jedoch u. U. auch die False negative-Fehlerrate, wenn Angriffe Ano-
malien auslösen, welche nur durch eine feingranulare Betrachtung erkennbar sind.
Um eine zuverlässige und möglichst genaue Erkennung und Beschreibung eines An-
griffs realisieren zu können, ist es notwendig, den Paketstrom detailliert zu unter-


























Mögliche Umsetzung der Verfeinerung
Abbildung 2.6 Hierarchische Angriffserkennung mittels Verfeinerung
suchen. Dies schließt eine Untersuchung der Protokollköpfe höherer Schichten, z. B.
der Transport- oder Anwendungsschicht, ein, kann aber aufgrund hoher Bandbrei-
ten und begrenzter Ressourcen im Netzinneren meist nicht durchgeführt werden,
ohne entweder den Grundsatz der Ressourcenschonung zu verletzen oder speziel-
le Hardware-Bausteine einzusetzen. Auf Basis einer hierarchischen Erkennung kann
dieses Problem jedoch mit Hilfe einer schrittweisen Verfeinerung der Erkennung [73]
gelöst werden, deren Grundidee in Abbildung 2.6 skizziert ist. In der Basisstufe, die
durchgehend aktiv ist, wird eine Anomalie-Erkennung durchgeführt, die nur einen
geringen Aufwand verursacht und dadurch ressourcenschonend arbeitet. Die Erken-
nung ist allerdings nur sehr grobgranular. In der Umsetzung der Verfeinerung aus [73]
(s. Abbildung 2.6) wird beispielsweise ein Schwellenwert-Verfahren eingesetzt, wel-
ches jeweils für verschiedene Aggregate einen dynamischen Schwellenwert berechnet.
Die Aggregate werden dabei durch das Protokoll der in den IP-Daten enthaltenen
Nutzdaten, z. B. TCP oder UDP, definiert. Diese Information wird aus dem Proto-
kollkopf der Netzwerkschicht ermittelt. Der geringe Aufwand dieser Basisstufe wird
dadurch sichergestellt, dass das Schwellenwert-Verfahren nur sehr einfache Berech-
nungen durchführt und keine Daten aus höheren Schichten der Dateneinheit benötigt
werden. In der Basisstufe kann außerdem ein Sampling-Verfahren genutzt werden,
um den verursachten Ressourcen-Aufwand zu reduzieren. Wird innerhalb eines Ag-
gregats ein mehrmaliges Überschreiten des Schwellenwerts detektiert, wird die zwei-
te Stufe geladen. Ein einmaliges Überschreiten ist aufgrund der Selbstähnlichkeit
des Internetverkehrs [153] für das Vorliegen einer Anomalie nicht ausreichend. Der
Schwellenwert wird während des Angriffsverdachts nicht weiter angepasst, um auch
die Erkennung des Angriffsendes zu ermöglichen. Im Rahmen der Verfeinerung exi-
stieren zwei Möglichkeiten für die Untersuchungen der nachfolgenden Stufe:
• Die nachfolgende Stufe wertet Daten aus, die bereits in der vorhergehenden
Stufe gesammelt wurden. Dies kann beispielsweise nötig sein, wenn Vergleichs-
daten aus dem Zeitraum vor dem Auftreten der Anomalie der vorhergehenden
Stufe benötigt werden. In diesem Fall stellt die Verfeinerung sicher, dass die
meist rechenintensive Auswertung der gesammelten Daten nur bei Bedarf er-
folgt und nicht ständig durchgeführt werden muss. Nachteil dieser Methode ist
allerdings, dass zur Sammlung der benötigten Daten Speicherplatz benötigt
wird. Dieser kann aber beispielsweise durch die Verwendung eines Ringpuffers
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limitiert werden. In [73] werden von der Basisstufe gesammelte Daten über die
Verteilung der Quell- und Ziel-IP-Adressen in der zweiten Stufe auf Vertei-
lungsanomalien untersucht.
• Die nachfolgende Stufe führt eine Anomalie-Erkennung auf Basis eigener Be-
obachtungen durch. Die Verfeinerung stellt dabei sicher, dass der zu überwa-
chende Paketstrom im Vergleich zur vorhergehenden Stufe eingeschränkt ist.
Dies ermöglicht eine aufwändigere, feingranularere Untersuchung der Daten-
einheiten, da nur noch ein Teil des gesamten Paketstroms analysiert wird.
In [73] untersucht die dritte Stufe nur Dateneinheiten auf Protokollanomalien,
die zum in der Basisstufe als anormal aufgefallenen Aggregat sowie zu den
in der zweiten Stufe als anormal ermittelten IP-Adressen gehören. Eine sol-
che Einschränkung kann z. B. durch einen Filter realisiert werden. Aufgrund
des dadurch meist deutlich eingeschränkten Paketstroms kann die aufwändige-
re Anomalie-Erkennung auf Basis von Informationen der Transportschicht in
dieser Stufe auch auf Systemen mit begrenzten Ressourcen erfolgen.
Den Ablauf am Beispiel eines konkreten DDoS-Angriffs zeigt Abbildung 2.7. Diese
Abbildung basiert auf einer Implementierung der beschriebenen, dreistufigen An-
griffserkennung für die programmierbare Plattform FlexiNet, welche auf einem Test-
bett-Rechner ausgeführt wurde. Legitimer Verkehr wurde durch das Abspielen einer
Tracedatei mit Hilfe des Werkzeugs tcpreplay erzeugt. Zusätzlich wurde ein DDoS-
Angriff auf Basis von ICMP Echo Reply-Dateneinheiten erzeugt, der den legitimen
Verkehr überlagerte. Der in der Abbildung dargestellte Ausschnitt des Ablaufs der
Angriffserkennung zeigt zum einen die beobachtete Anzahl an ICMP-Dateneinheiten
während 30 Zeitintervallen der Dauer 10 s sowie den dynamisch berechneten Schwel-
lenwert im ICMP-Aggregat. Zum anderen ist die zum jeweiligen Zeitpunkt aktive
Stufe eingezeichnet. Man sieht, dass nach mehrmaligem Überschreiten des Schwel-
lenwerts in Zeitintervall 11 die zweite Stufe der hierarchischen Erkennung geladen
wird, welche nach Verteilungsanomalien auf Basis der von der Basisstufe gesammel-
ten Daten sucht. Anschließend wird die dritte und letzte Stufe der Angriffserkennung
geladen, die den durch die vorigen Stufen eingeschränkten Paketstrom tiefergehend
auf Protokoll-Anomalien untersucht. Nach Abschluss dieser dritten Stufe wird die
Angriffs-Erkennung beendet, da keine weiteren Stufen zur Verfügung stehen. Gegen-
maßnahmen werden in dieser Arbeit nicht betrachtet und daher in diesem Beispiel
auch nicht eingeleitet, so dass der Angriff auch nach dem Ende der Erkennung weiter
beobachtet werden kann. Der dynamische Schwellenwert der ersten Stufe wird erst
wieder nach der Erkennung des Angriffsendes in Zeitintervall 27 angepasst; während
des Angriffsverdachts erfolgt keine Neuberechnung.
Als Grundlage für die in der vorliegenden Arbeit zu entwickelnden Mechanismen
wurde eines der hierarchischen Systeme zur Anomalie-basierten Erkennung mittels
Verfeinerung [73, 149, 182] gewählt, da ein solches System aufgrund seiner Ressour-
censchonung auch für den Einsatz im Netzinneren geeignet ist. Zusätzlich bietet
die Verfeinerung vor allem im Hinblick auf eine flexible Identifikation sowie eine
dezentrale Kooperation im Netzinneren viele Möglichkeiten, welche monolithische
Systeme – d. h. Systeme, die nur aus einer einzigen Erkennungsmethode bestehen –
nicht bieten. Als Nachteil der vorgestellten Systeme wird allerdings die Tatsache ge-
sehen, dass der Ablauf der hierarchischen Verfeinerung meist fest vorkonfiguriert ist




























Abbildung 2.7 Ablauf der Angriffserkennung mit Verfeinerung am Beispiel eines
ICMP Echo Reply-DDoS-Angriffs
und das System sich daher nur durch manuelle Eingriffe an veränderte Randbedin-
gungen, z. B. eine veränderte Verfügbarkeit von Ressourcen für die Erkennung oder
eine veränderte Verkehrslast, angepasst werden kann. Eine autonome und adaptive
Ablaufsteuerung ist hier wünschenswert. Ein Mechanismus zur Umsetzung einer sol-
chen autonomen Ablaufsteuerung wird daher im Rahmen dieser Arbeit entwickelt
(s. Abschnitt 5.2.4).
2.4.2 Methoden zur Erkennung von Anomalien
Als ressourcenschonendste Methode zur Anomalie-Erkennung gelten Schwellenwert-
Verfahren. Diese analysieren das Verkehrsverhalten bestimmter Aggregate und be-
rechnen, z. B. mit Hilfe eines Exponential Weighted Moving Average (EWMA), eine
obere Schranke für den als normal angesehenen Verkehr. Kriterien für die Aggregat-
Definition können beispielsweise das verwendete Transportschicht-Protokoll oder die
Ziel-IP-Adresse sein. DIADEM [127] beispielsweise nutzt neben Signaturen zusätz-
lich auch Schwellenwerte, um die von Sensoren gesammelten Informationen über
den beobachteten Verkehr zentral von einem Manager auf Volumenanomalien un-
tersuchen zu lassen. Kann eine Anomalie gefunden werden, wird implizit von ei-
nem DDoS-Angriff ausgegangen und der Manager kann Gegenmaßnahmen einleiten
und koordinieren. Das Bundesamt für Sicherheit in der Informationstechnik (BSI)
setzt IAS [210] zur Erkennung von Anomalien ein, welches ebenfalls mit Schwellen-
werten arbeitet. Als Aggregate werden sämtliche beobachteten Protokolle definiert.
Die Anomalie-Erkennung basiert auf Daten, die von unterschiedlichen Standorten
durch Sensoren gesammelt und zentral durch einen Manager ausgewertet werden.
Die Identifikation eines Angriffs im Anschluss an die Anomalie-Erkennung erfolgt
manuell. Carl et al. [26] stellen neben Ansätzen zur Schwellenwert-basierten Er-
kennung weitere Methoden wie die Cumulative Sum-Methode (Cusum) oder die
Nutzung der Spektralanalyse vor. Die Cusum-Methode setzt die Berechnung eines
Schwellenwertes voraus. Auf Basis dieses Wertes berechnet die Cusum-Methode die
durchschnittliche Summe der Abweichungen von diesem Schwellenwert. Die Spek-
tralanalyse hingegen teilt die beobachteten Informationen in einen normalen und
einen anormalen Teil ein und ermöglicht die Erkennung der anormalen Situationen
selbst bei nur geringen Ausprägungen.
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NSOM [107] nutzt Neuronale Netze, um beobachteten Verkehr mittels Clustering in
Normal- und Angriffsverkehr zu unterteilen. Angriffsverkehr ist dabei all derjenige
Verkehr, welcher nicht in den in einer Trainingsphase erlernten Cluster für Normal-
verkehr fällt. Dabei werden nur DoS-Angriffe berücksichtigt, weitere Angriffe werden
nicht betrachtet. Um Ressourcenschonung sicherzustellen werden nur Informationen
der Netzwerkschicht für die Erkennung verwendet. HIDE [116] ist ebenfalls ein Bei-
spiel für die Anomalie-Erkennung mittels Neuronaler Netze. Dabei ermöglicht HIDE
die Erkennung von ungewöhnlichem Verhalten auch bei sehr niedrigen Angriffsraten,
indem mehrere unterschiedlich große Zeitfenster gleichzeitig betrachtet werden. Dies
erhöht allerdings auch den Aufwand der Erkennung.
Eine Methode um innerhalb kürzester Zeit anormales Verkehrsverhalten zu detek-
tieren stellen Nucci et al. [142] vor. Dabei fokussieren die Autoren die Erkennung
von sich schnell ausbreitenden Internetwürmern über die Analyse der im Verkehr
enthaltenen Entropie. Die Erkennung basiert darauf, dass von menschlichen Benut-
zern entwickelte und initiierte Wurmausbreitungen den ansonsten im Verkehr beob-
achtbaren natürlichen Zufall stören. Dies kann über eine Veränderung der Entropie
erkannt werden, indem die Entropie des Verkehrs über die Sammlung verschiede-
ner Daten des Netzes, wie Netflow-Daten oder die CPU-Auslastung der einzelnen
Router, berechnet wird.
NETAD [115] führt mit Hilfe eines zweistufigen Aufbaus in der ersten Stufe eine
Datenreduktion vor der eigentlichen Anomalie-Erkennung durch. Dabei werden bei-
spielsweise nur Dateneinheiten mit Portnummern kleiner 1024 oder nur die ersten
250 Byte eines Flows an die zweite Stufe weitergegeben. Die zweite Stufe berechnet
anschließend für jedes Aggregat, in welches die beobachtete Dateneinheit fällt, einen
Anomaly Score. In diesen fließt beispielsweise ein, wie häufig eine ähnliche Datenein-
heit in den letzten x Minuten gesehen wurde. Zusätzlich fließen die Anomaly Scores
vorheriger Dateneinheiten in die Neuberechnung ein. Die Aggregat-Definition erfolgt
dabei sehr feingranular.
PAYL [212] führt eine Anomalie-Erkennung für ein einzelnes Endsystem auf Ba-
sis der Byte-Häufigkeitsverteilung je Nutzdatenlänge von Dateneinheiten durch. Die
erwartete Verteilung muss dabei im Voraus erlernt werden. Als Granularität der ver-
wendeten Verteilung werden die Byte-Häufigkeiten für jede mögliche Nutzdatenlänge
von Dateneinheiten pro Portnummer eines Ziel-Systems ermittelt. Dies erfordert auf-
grund der sehr feinen Granularität einen hohen Rechen- und Speicheraufwand, da
für jeden möglichen Zielport Verteilungen für jede mögliche Nutzdatenlänge ermit-
telt und verglichen werden müssen. Die eigentliche Anomalie-Erkennung wird durch
die Berechnung der Mahalanobis-Distanz zwischen erwarteter und beobachteter Ver-
teilung und anschließendem Vergleich mit einem vorgegebenen Schwellenwert durch-
geführt. POSEIDON [17] ist ein zweistufiges System, welches in einer ersten Stufe
den beobachteten Verkehr mit Hilfe einer Self-Organizing Map (SOM) in verschie-
dene Klassen gruppiert. Auf Basis dieses Clustering, welches effektiver und weniger
aufwändig als die bei PAYL genutzte Häufigkeitsverteilung ist, wird in der zweiten
Stufe der von PAYL verwendete Ansatz zur Erkennung von Anomalien über die
Distanz zwischen Beobachtung und zugehörigem Cluster verwendet. Eine Identifika-
tion oder Kooperation mit anderen Erkennungssystemen wird bei beiden Lösungen
nicht durchgeführt.
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Zur Erkennung von DDoS-Angriffen verwendet Lakhina [108] ein Verfahren, welches
mit Hilfe der Principal Component Analysis nach anormalem Verhalten des Ver-
kehrs sucht. Im Gegensatz zur Anomalie-Erkennung auf Basis von Schwellenwert-
Verfahren ermöglicht die Principal Component Analysis die Erkennung deutlich klei-
nerer Verkehrsschwankungen und erreicht dadurch eine wesentlich geringere Fal-
se negative-Fehlerrate. Allerdings werden aufwändigere Berechnungen durchgeführt
als bei Schwellenwert-Verfahren und es wird statt der lokalen Erkennung ein Sen-
sor/Manager-Ansatz genutzt. Als Eingabedaten werden hierbei Informationen über
sämtliche Origin/Destination-Flows (OD-Flows) der gesamten administrativen Do-
mäne benötigt. Die Datensammlung erfolgt folglich über Sensoren, die Anomalie-
Erkennung wird anschließend zentral von einem Manager durchgeführt. Im Fall ei-
ner erkannten Anomalie wird implizit von einem DDoS-Angriff ausgegangen. Ein
erweiterter Ansatz [109] führt die Anomalie-Erkennung nicht nur auf den OD-Flow-
Daten, sondern gleichzeitig in zusätzlichen Dimensionen aus, d. h. pro OD-Flow wer-
den die Verteilungen der Quell- und Ziel-IP-Adressen sowie der Quell- und Ziel-Ports
analysiert. Dies ermöglicht zusätzlich zur Erkennung eine Identifikation des Angriffs.
Die Anomalie-basierte Erkennung von Zanero [220] basiert auf der Überwachung
des Nutzerverhalten eines zu schützenden Endsystems. Erwartetes Verhalten wird
mit Hilfe eines Hidden-Markov-Model, welches mit Trainingsdaten initialisiert wird,
nachgebildet und ermöglicht so die Erkennung von anormalem Nutzerverhalten. Da-
bei erfolgt die Nachbildung des Verhaltens nur für eine bestimmte Anzahl an Nut-
zerklassen, um die Skalierbarkeit der Initialisierungsphase sowie der Erkennung si-
cherzustellen. Im Gegensatz dazu erfolgt die Erkennung von Anomalien in [217] mit
Hilfe der Nachbildung des Verhaltens jedes einzelnen Nutzers des Netzes.
D-WARD [126] führt die Anomalie-basierte Erkennung statt im Zugangsnetz des
Opfers – wie dies bei den meisten existierenden Ansätzen der Fall ist – in den Zu-
gangsnetzen der Angreifer durch. Dadurch können Angriffe frühzeitig und effektiv
bekämpft und nicht nur das Opfer, sondern auch die Netze geschützt werden. Die
Erkennung basiert dabei auf der Modellierung des TCP-Staukontroll-Verhaltens.
Abweichungen vom Modell – in der vorliegenden Arbeit als Protokollanomalien be-
zeichnet – werden implizit als DDoS-Angriff identifiziert und die Dateneinheiten der
auslösenden Flows werden verworfen. Problematisch ist eine solche Erkennung je-
doch, wenn viele Zombie-Systeme koordiniert Angriffsdateneinheiten mit niedriger
Rate versenden, d. h. sich den Eigenschaften der Erkennung anpassen, oder Proto-
kolle ohne Staukontroll-Mechanismen nutzen.
FIDRAN [82] – ein Rahmenwerk zur flexiblen Verteilung von Erkennungsfunktio-
nalität auf aktive bzw. programmierbare Plattformen – ermöglicht den skalierbaren
Einsatz einer Angriffserkennung auch in größeren Netzen, wobei vorrangig die Er-
kennung innerhalb einer administrativen Domäne am Netzrand betrachtet wird. Der
Fokus liegt dabei auf der Signatur-basierten Erkennung, da diese durch die Analy-
se aller Dateneinheiten hohen Aufwand verursacht. Die Integration von Anomalie-
Erkennungsmethoden oder Honeypots ist aber ebenso möglich. Um den verursachten
Aufwand zu reduzieren und Ressourcenschonung zu erreichen, wird die Erkennungs-
funktionalität mit Hilfe von Security Policies auf mehrere Erkennungssysteme ver-
teilt, die jeweils nur eine Untermenge aller Dateneinheiten analysieren müssen. Eine
Kommunikation zwischen Erkennungsmodulen der verteilten Systeme ist angedacht,
Ablauf und Umsetzung sind jedoch nicht spezifiziert. Mit Hilfe von analytischen Op-
timierungsmodellen für die Platzierung der Systeme innerhalb der Domäne kann der
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für die Erkennung benötigte Aufwand im Vergleich zur manuellen Platzierung oder
zentralen Erkennung außerdem deutlich reduziert werden [81].
Das von Holz et al. [83] vorgestellte System ermöglicht die verteilte Untersuchung
von Audit Logs mit Hilfe von Signaturen. Die Audit Logs werden hierzu von Sensoren
gesammelt und von Agenten verteilt ausgewertet. Es handelt sich folglich um eine
Offline-Analyse, welche aufgrund der verteilten Analyse jedoch vergleichsweise zeit-
nah zur Speicherung durchgeführt werden kann. Die Verteilung der Aufgaben kann
mit minimalem Nachrichtenaufwand realisiert werden. Zusätzlich sind die Agenten
in der Lage, bei Bedarf die Analyse von Teilen der Audit Logs an weitere Agenten
zu delegieren, um Überlast-Situationen zu vermeiden. Die Platzierung der Agenten
kann mit Hilfe einer Graph-basierten Modellierung der aktuellen Topologie des Net-
zes sowie der für die Verteilung anfallenden Kosten, z. B. das Senden von Befehlen
oder Audit Logs, optimiert werden [177]. Die Platzierung sollte außerdem dynamisch
rekonfiguriert werden, beispielsweise wenn sich die Topologie ändert. In einem neue-
ren Ansatz [209] erfolgt die Koordination der Agenten zudem statt mit Hilfe einer
zentralen Kontrollinstanz auf Basis eines Overlay-Netzes. Dieses dient dazu, ande-
ren Agenten verfügbare Ressourcen mitzuteilen sowie Agenten aufzufinden, an wel-
che bestimmte Analyse-Aufgaben delegiert werden können. Die Anomalie-basierte
Erkennung von Bedrohungen wird in diesen Arbeiten nicht betrachtet.
Zusammenfassung
Die Anomalie-Erkennung der in diesem Abschnitt vorgestellten Methoden erfolgt
rein lokal, d. h. auf lokalen Beobachtungen des Verkehrs bzw. auf innerhalb einer ad-
ministrativen Domäne gesammelten Daten, welche meist zentral analysiert werden.
Viele der hierfür eingesetzten monolithischen Anomalie-Erkennungsmethoden, z. B.
die Principal Component Analysis [109], PAYL [212], NETAD [115] oder HIDE [116],
führen wenig ressourcenschonende Erkennungsmethoden aus, so dass eine ständige
Ausführung dieser Methoden im Netzinneren kaum zu realisieren ist. Auch eine
parallele Ausführung mehrerer dieser Methoden ist im Netzinneren schwierig. Ei-
ne Integration dieser Methoden in ein Erkennungssystem, welches mit Verfeinerung
arbeitet, ist allerdings denkbar und sinnvoll. Die vorgestellten Methoden, welche
ressourcenschonend arbeiten, z. B. DIADEM [127] oder NSOM [107], sind im Rah-
men eines Systems mit Verfeinerung gut als Basisstufe nutzbar. Eine Anwendung
ohne weitere Verfeinerung ist aufgrund der meist ziemlich grobgranularen Erken-
nung wenig sinnvoll. Aufgrund der höheren Fehlerraten der Angriffserkennung im
Netzinneren (s. Abschnitt 2.3.2) ist zusätzlich zur lokalen Angriffserkennung, wel-
che beispielsweise auf Basis der vorgestellten Methoden durchgeführt werden kann,
eine Kooperation verteilter Erkennungssysteme wünschenswert, um die Anzahl der
fehlerhaften Erkennungen zu reduzieren. Hierzu sollte eine Kooperation nicht nur
innerhalb einer administrativen Domäne, sondern Domänen-übergreifend stattfin-
den. Im Rahmen dieser Arbeit wird daher ein Mechanismus entwickelt, welcher eine
dezentrale Kooperation verteilter Erkennungssysteme auch über Domänengrenzen
hinweg ermöglicht (s. Abschnitt 5.3).
2.5 Angreifermodell
In diesem Abschnitt wird das der Arbeit zugrunde liegende Angreifermodell be-
schrieben. Dieses spezifiziert die Fähigkeiten und Möglichkeiten des betrachteten
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Angreifers sowie dessen Angriffsziele. Die Definition eines Standard-Angreifers bil-
det im weiteren Verlauf der Arbeit die Grundlage der Sicherheitsbetrachtungen,
sowohl im Hinblick auf den Entwurf der dezentralen Angriffserkennung als auch auf
die Bewertung der entwickelten Mechanismen. Im Folgenden wird ein zweigeteiltes
Angreifermodell etabliert, welches zwischen den vom Erkennungssystem zu detektie-
renden Bedrohungen im Internet – den Angriffen erster Ordnung – und möglichen
Angriffen auf die Erkennungssysteme selbst – Angriffen zweiter Ordnung – unter-
scheidet. Die Definition des Angreifermodells orientiert sich dabei teilweise an der
Terminologie aus [16].
2.5.1 Angreifermodell bei Angriffen erster Ordnung
Im Fall der betrachteten Bedrohungen im Internet, welche von der in dieser Ar-
beit entworfenen, dezentralen Angriffserkennung erkannt werden sollen, wird von
einem Standard-Angreifer ausgegangen, der in der Lage ist, eine Menge von X Sys-
temen zu korrumpieren, d. h. unter seine Kontrolle zu bringen. Die Korrumpierung
der Systeme geschieht dabei vor oder während eines Angriffs gezielt über Sicher-
heitslücken oder Schwachstellen in den Systemen. Der Angreifer benötigt dazu nicht
unbedingt physischen Zugriff auf die Systeme, die Korrumpierung erfolgt vorrangig
über die Netzwerkkommunikation. Eine mögliche Automatisierung der Korrumpie-
rung, beispielsweise durch Internetwürmer, erlaubt dem Angreifer innerhalb eines
kurzen Zeitraums in viele Systeme einzudringen. Zusätzlich zur Korrumpierung von
Systemen kann der Angreifer eigene Systeme ins Netz integrieren.
Für die Anzahl X der vom Standard-Angreifer kontrollierten Systeme – d. h. die
Summe der korrumpierten und eigenen Systeme – gilt notwendigerweise X < n,
wobei n die Gesamtzahl aller am Netz teilnehmenden Systeme ist. Außerdem ist
die Anzahl der korrumpierten Systeme durch den zur Korrumpierung notwendigen
Aufwand, z. B. den Einsatz von Zeit oder Ressourcen, sowie durch die Anfälligkeit
der Systeme gegenüber der zur Korrumpierung ausgenutzten Sicherheitslücke oder
Schwachstelle beschränkt. Auch die Integration eigener Systeme ist aufgrund der
entstehenden Kosten und des Administrationsaufwands beschränkt. Es wird daher
angenommen, dass für die Anzahl der korrumpierten Systeme
X  n
gilt, d. h. der Angreifer kann nur einen vergleichsweise kleinen Anteil aller am Netz
teilnehmenden Systeme unter seine Kontrolle bringen. Der Angreifer kann folglich
nicht beliebig viele Systeme korrumpieren. Zusätzlich wird angenommen, dass ein
Angreifer nicht in der Lage ist, Zwischensysteme zu korrumpieren. Der Standard-
Angreifer kann nur Endsysteme korrumpieren. Das bedeutet auch, dass das Abhören
von Dateneinheiten auf Netzwerkschicht nicht möglich ist, da Endsysteme keine
Weiterleitung von Dateneinheiten durchführen.
Der Standard-Angreifer ist in der Lage, aktiv böswilliges Verhalten auf dem korrum-
pierten System zu initiieren. Dies schließt auch das Erzeugen von Dateneinheiten
ein. Ein korrumpiertes System muss sich aber nicht bösartig verhalten. Die Kor-
rumpierung kann dann nicht am Verhalten des Systems erkannt werden. Auf einem
korrumpierten System wird meist ein Software-Prozess des Angreifers ausgeführt,
der dem Angreifer eine Steuerung des Systems über die Netzwerkkommunikation
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erlaubt – der Angreifer benötigt folglich keinen physischen Zugriff auf das korrum-
pierte System. Die Art und Ausführung des Software-Prozesses sei hier nicht näher
spezifiziert. Der Standard-Angreifer hat keine passiven Fähigkeiten gemäß [16], d. h.
er hat nicht Zugriff auf alle Informationen des Systems, sondern nur auf die Informa-
tionen, die für die Netzwerkkommunikation – und damit zur Steuerung des Systems
sowie zur Durchführung eines Angriffs – notwendig sind. Der Standard-Angreifer
wird aufgrund seiner Fähigkeit, aktiv böswilliges Verhalten zu initiieren, und seiner
fehlenden passiven Fähigkeiten als eingeschränkt aktiv bezeichnet.
Der Vorgang der Korrumpierung erfolgt statisch, nicht adaptiv. Dies bedeutet, dass
die Auswahl der zu korrumpierenden Systeme bereits vor einem Angriff festgelegt
wird, selbst wenn die Korrumpierung weiterer Systeme während eines Angriffs er-
folgt. Die Auswahl der Systeme erfolgt nicht adaptiv während eines Angriffs. Der
Standard-Angreifer ist in der Lage, das Verhalten korrumpierter Knoten so zu koor-
dinieren, dass ein gemeinsamer zeitgleicher Angriff durchgeführt werden kann. Die
Koordinierung erfolgt jedoch nicht im genau gleichen Moment, sondern benötigt u. U.
eine gewisse Zeit. Ein Angreifer ist außerdem nicht verpflichtet, generierte Daten-
einheiten mit wahrheitsgemäßen Inhalten zu füllen; die Nachrichteninhalte können
folglich unwahr sein.
Es wird o.B.d.A. angenommen, dass sich die korrumpierten Systeme gleichverteilt





vom Angreifer korrumpiert werden.
Zusammenfassend sind die Fähigkeiten des Standard-Angreifers in Bezug auf Bedro-
hungen im Internet die Folgenden:
• Korrumpierung von Endsystemen über Sicherheitslücken
• Anzahl korrumpierter Systeme vergleichsweise klein
• Korrumpierung ermöglicht beschränkt aktiven Zugriff auf Systeme
• Korrumpierung erfolgt statisch
• Zeitliche Koordination korrumpierter Systeme möglich
• Korrumpierte Systeme sind global gleichverteilt
2.5.2 Angreifermodell bei Angriffen zweiter Ordnung
Hinsichtlich der Angriffe zweiter Ordnung, d. h. Angriffe gegen die Erkennung selbst,
wird davon ausgegangen, dass das Ziel des Angreifers darin besteht, entweder die
selbständige Erkennung eines Angriffs durch ein einzelnes Erkennungssystem oder
die Erkennung eines Angriffs durch eine Kooperation mehrerer verteilter Erken-
nungssysteme zu verhindern. Die Kooperation wird dabei im Anschluss an die er-
folgreiche Erkennung eines Angriffs durch ein einzelnes System mittels Austausch
von Informationen über den erkannten Angriff durchgeführt.
Die Fähigkeiten des Standard-Angreifers in Bezug auf Angriffe gegen die eigentli-
che Erkennung entsprechen größtenteils denen eines Dolev-Yao-Angreifers [48]. Beim
Dolev-Yao-Modell, welches häufig in drahtlosen Netzen Anwendung findet, ist der
Angreifer im Stande, Daten abzuhören, zu erzeugen und zu modifizieren. Da es sich
beim Internet – im Gegensatz zu drahtlosen Netzen – jedoch nicht um eine einzelne
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Broadcast-Domäne handelt, wird in dieser Arbeit einschränkend angenommen, dass
diese Möglichkeiten nicht global gegeben sind. Vielmehr ist das Abhören, Modifizie-
ren und Erzeugen von Daten nur möglich, wenn der Angreifer ein Erkennungssystem
korrumpiert oder ein von ihm korrumpiertes System sich als Erkennungssystem aus-
gibt und an der dezentralen Kooperation teilnimmt. In diesen Fällen kann der An-
greifer Dateneinheiten, welche an ihn in seiner Rolle als Erkennungssystem gesendet
werden, abhören bzw. Dateneinheiten, welche ihm in seiner Rolle als Erkennungs-
system zur Weiterleitung auf Anwendungsschicht übermittelt werden, modifizieren,
löschen oder zu einem späteren Zeitpunkt wieder einspielen. Zudem ist er in der
Lage beliebige Dateneinheiten zu erzeugen und diese an andere Erkennungssysteme
zu übermitteln. Die darin enthaltenen Informationen müssen nicht notwendigerweise
wahr sein. Die Erzeugung eigener Nachrichten ist jedoch nur in begrenztem Umfang
möglich, da die Durchführung von Angriffen evtl. erhöhten Ressourcen-Aufwand auf
den korrumpierten Systemen, z. B. durch notwendige rechenintensive kryptographi-
sche Berechnungen, erfordert. Der Angreifer kann aufgrund des zur Korrumpierung
notwendigen Aufwands nur eine sehr geringe Anzahl von an der dezentralen Ko-
operation teilnehmenden Erkennungssystemen korrumpieren. Außerdem wird davon
ausgegangen, dass der Standard-Angreifer die Funktionsweise der dezentralen Ko-
operation von Erkennungssystemen kennt.
Im Rahmen dieser Arbeit wird außerdem von der in [28] getroffenen Einschränkung
ausgegangen, dass ein Angreifer nicht in der Lage ist, die Vertraulichkeit, Integri-
tät oder Authentizität geschützter Daten zu verletzen, wenn er nicht das passende
Schlüsselmaterial besitzt. Dies ist vor allem im Hinblick auf die Kommunikation
zwischen verteilten Erkennungssystemen relevant.
Für alle weiteren Fähigkeiten des Angreifers gelten die bereits in Abschnitt 2.5.1
spezifizierten Eigenschaften. Der Standard-Angreifer, der die Erkennung selbst an-
greift, wird im vorliegenden Angreifermodell lediglich als Erweiterung des Standard-
Angreifers in Bezug auf Bedrohungen im Internet gesehen. Dieser Abschnitt spezifi-
ziert daher nur die im Hinblick auf Angriffe zweiter Ordnung besonderen Fähigkeiten
des Angreifers. Zusammenfassend sind die zusätzlichen Fähigkeiten des Standard-
Angreifers in Bezug auf Angriffe auf die Erkennung selbst:
• Korrumpierung von Erkennungssystemen
• Abhören und Modifizieren von Daten in korrumpierten Erkennungssystemen
• Erstellen einer begrenzten Anzahl von Dateneinheiten
• Geschützte Daten nur mit passendem Schlüsselmaterial angreifbar
2.6 Netzwerksimulatoren
Die Evaluierung der im Rahmen dieser Arbeit entwickelten Mechanismen zur Er-
kennung verteilter, großflächiger Angriffe soll mit Hilfe eines Simulators erfolgen.
Ein Vergleich unterschiedlicher, für eine Evaluierung nutzbarer Plattformen – wel-
cher zu dieser Entscheidung führte – findet sich in Kapitel 4. Folglich musste eine
Entscheidung getroffen werden, welcher der zahlreichen existierenden Netzwerksimu-
latoren als Basis für die entwickelten Werkzeuge zur Evaluierung einer dezentralen
Angriffserkennung am besten geeignet ist. Hierzu wurden verschiedene Simulatoren
verglichen und hinsichtlich der folgenden Eigenschaften bewertet: Verfügbarkeit, ak-
tive Entwicklung und Eignung für die Simulation Internet-ähnlicher Netze. Die Liste
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der beschriebenen Simulatoren ist sicherlich nicht vollständig, deckt aber ein breites
Spektrum ab und beinhaltet die derzeit am häufigsten verwendeten Simulatoren.
Tabelle 2.1 fasst die Eigenschaften der einzelnen Simulatoren zusammen und stellt
diese gegenüber.
Simulatoren wie CLASS (Cell-Level ATM Services Simulator) [118] oder Network-
Sims [139] sind hochgradig spezialisiert und eignen sich daher nicht als Grundlage
dieser Arbeit. CLASS ermöglicht die gezielte Simulation von ATM-Netzen, wohin-
gegen NetworkSims aus einer Reihe von Simulatoren und Emulatoren für bestimmte
Cisco-Produkte besteht. Parsec (Parallel Simulation Environment for Complex Sy-
stems) [10] – eine auf C basierende Programmiersprache für Simulationen – erlaubt
die sequentielle oder parallele Simulation Ereignis-basierter Modelle. Die Wieder-
verwendbarkeit einmal erstellter Modelle ist schwierig, da keine klare Trennung zwi-
schen Modell und Funktionalität existiert. Einmal implementierte Funktionalitäten
lassen sich nicht ohne Änderungen in neue Modelle übernehmen. Mit GloMoSim
(Global Mobile Information Systems Simulation Library) [223] steht ein Simulator
zur Verfügung, dessen Simulationskern auf Parsec aufbaut. GloMoSim definiert klare
Schnittstellen zur Realisierung einer Schichtenarchitektur und stellt bereits verschie-
dene Protokolle bereit. Der Fokus dieses Simulators liegt allerdings auf der Simu-
lation drahtloser Netze; Protokolle und Verfahren zur Simulation drahtgebundener
Netze wurden bisher nicht integriert. In GloMoSim wurden, wie auch in Parsec,
seit einigen Jahren keine Verbesserungen oder Neuerungen mehr integriert. Aktiv
weiterentwickelt wird nur QualNet [175], die kommerzielle Variante von GloMoSim.
Die Simulatoren ns-2 [140], ns-3 [141] und OMNeT++ [204] sind für die akademi-
sche Nutzung kostenfrei. Dies sind gleichzeitig die Simulatoren, die im Bereich der
Kommunikationsnetze häufig Anwendung finden, auch weil sie ständig weiterent-
wickelt und gepflegt werden. OMNeT++ trennt Modellierung und Funktionalität
klar voneinander. Die Modellierung ist sehr flexibel, da OMNeT++ eine beliebige
Schachtelung von Modulen erlaubt. Insbesondere durch die graphische Unterstüt-
zung bei der Ausführung von Simulationen und der Fehlersuche ist OMNeT++
einfach und unkompliziert einsetzbar. Die im Februar 2009 veröffentlichte neue Ver-
sion 4.0 von OMNeT++ [206] bietet eine neue, auf Eclipse basierende integrierte
Entwicklungsumgebung (IDE, engl. Integrated Development Environment). Diese
verbessert die Benutzbarkeit von OMNeT++, indem sie die graphische Erstellung
von Modellen unterstützt sowie die Ausführung, Parametrisierung und Fehlersuche
von Simulationen mit Hilfe graphischer Oberflächen erleichtert. Die Benutzbarkeit
des Simulators ns-2 leidet vor allem darunter, dass die Modellierung mit Tcl/Tk
und oTcl erfolgt und äußerst komplex ist. Die Möglichkeiten der Modellierung sind
außerdem beschränkt, da eine Schachtelung von Modulen nicht möglich ist. Die ei-
gentliche Funktionalität wird in C++ implementiert. Der Nachfolger ns-3, im Juni
2008 veröffentlicht, basiert ebenfalls auf C++; die Ausführung und Parametrisierung
von Simulationen erfolgt in Python. Beim Entwurf von ns-3 wurden die bekannten
Schwächen des Vorgängers explizit berücksichtigt, so dass die Modellierung beispiels-
weise flexibler und weniger komplex ist. Die Stärken von ns-2 und ns-3 liegen vor
allem im drahtlosen Bereich, wo gerade für die Simulation der unteren Schichten
gute Modelle existieren bzw. im Fall von ns-3 derzeit portiert werden. Der Java Net-
work Simulator (JNS) [92] implementiert ns-2 in Java nach, ist aber lange nicht so
vollständig wie ns-2. Die Ausführung von Simulationen ist durch die Nutzung von
Java deutlich weniger performant, die Benutzbarkeit und Verständlichkeit ist je-
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Simulator Frei Aktive Internet-
verfügbar Entwicklung geeignet
CLASS x - -
NetworkSims - x o
Parsec x - x
GloMoSim x - -
QualNet - x -
OMNeT++ x x x
ns-2 x x x
ns-3 x x x
JNS x - o
OPNET - x x
Tabelle 2.1 Gegenüberstellung der bewerteten Netzwerksimulatoren
doch höher. JNS wird allerdings seit 2002 nicht mehr weiterentwickelt. Der OPNET
Modeler [143] als kommerzieller Simulator ist sehr flexibel, bringt eine enorme An-
zahl an bereits integrierten Protokollen, Verfahren und Architekturen mit sich und
erleichtert die Erstellung eigener Modelle sowie deren Simulation mit graphischen
Benutzer-Oberflächen.
Auf Basis der beschriebenen Eigenschaften aller Simulatoren (s. auch Tabelle 2.1)
wurde OMNeT++ als Grundlage der in dieser Arbeit entwickelten Möglichkeiten zur
Durchführung einer simulativen Evaluierung gewählt. Bei der Entscheidung wurde
der freie Simulator OMNeT++ dem kommerziellen Simulator OPNET vorgezogen,
da zum einen auch die entwickelten Modelle und Werkzeuge durch die GPL-Lizenz
von OMNeT++ wieder frei zur Verfügung gestellt werden können. Zum anderen
kann bei der Nutzung von OMNeT++ auf bereits vorhandene Erfahrungen mit
dem Simulator aufgebaut werden. Für OMNeT++ spricht auch, dass der Simulator
aktiv weiterentwickelt wird und insbesondere in der neuen Version 4.0 noch ein-
facher benutzbar und leicht verständlich ist. Zusätzlich existieren für OMNeT++
bereits Erweiterungen, welche die notwendigen Protokolle und Modelle zur Simula-
tion drahtgebundener Netze zur Verfügung stellen.
2.6.1 Der zeitdiskrete Ereignissimulator OMNeT++
OMNeT++ [204] ist ein diskreter Ereignis-Simulator, der durch seine objektorien-
tierte Realisierung und den modularen Aufbau sehr flexibel und daher in vielen
Bereichen nutzbar ist. Der Simulationskern von OMNeT++ arbeitet Ereignisse in
Form von Nachrichten zeitdiskret ab. Die in einer Liste nach aufsteigendem Zeit-
punkt der Abarbeitung gespeicherten Ereignisse werden sequentiell abgearbeitet,
d. h. es wird nicht die komplette Simulationszeit simuliert, sondern nur die Zeit-
punkte, zu denen Ereignisse anstehen. Neben der Modellierung von Hardwaresys-
temen oder Geschäftsprozessen wird OMNeT++ hauptsächlich zur Modellierung
von Kommunikationsnetzen genutzt. Ein Modell in OMNeT++ besteht aus hier-
archisch aufgebauten, verschachtelten Modulen. Die Tiefe der Verschachtelung ist
dabei nicht limitiert. Die Kommunikation zwischen Modulen findet über Nachrich-
ten statt, welche zwischen den Modulen ausgetauscht werden und beliebig komplexe
Datenstrukturen enthalten können. Dadurch eignet sich OMNeT++ sehr gut für
36 2. Grundlagen
die Nachbildung komplexer Strukturen wie Protokoll-Stacks und Internet-ähnlicher
Netzwerke.
Abbildung 2.8 zeigt die grundlegenden Bestandteile der Modellierung in OMNeT++.
Die von Nutzern definierten Modelle basieren auf hierarchischen verschachtelten Mo-
dulen, die miteinander verbunden werden können. Den Grundbaustein der Model-
lierung bilden dabei die so genannten Simple Modules. Diese sind atomar und im-
plementieren die eigentliche Funktionalität der Simulation, d. h. in ihnen werden die
verwendeten Algorithmen und Protokolle realisiert. Das Verhalten dieser atomaren
Bausteine kann über die Parameter der Module in einer Konfigurationsdatei für
jede Simulation individuell spezifiziert werden. Der Aufbau komplexer Strukturen
erfolgt über so genannte Compound Modules. Diese können sowohl Simple Modules
als auch Compound Modules enthalten und erlauben somit eine beliebige Verschach-
telung von Modulen. Das Modul auf der obersten Hierarchie-Ebene des Modells wird
System Module genannt und enthält sämtliche für die Modellierung benötigten ato-






Abbildung 2.8 Aufbau eines Modells in OMNeT++
Die Kommunikation zwischen Modulen erfolgt über so genannte Gates. Diese verbin-
den einzelne Module und ermöglichen das Senden und Empfangen von Nachrichten,
so genannter Messages. Eine Verbindung, im Kontext von OMNeT++ Link genannt,
kann dabei immer nur zwischen Modulen derselben Hierarchie-Stufe erfolgen. Auch
die Verbindungen besitzen Parameter, die für jede Simulation individuell verän-
dert werden können, z. B. Ausbreitungsverzögerung, Datenrate oder Bit-Fehlerrate.
Nachrichten können innerhalb einer Simulation aber nicht nur über Verbindungen
zwischen Modulen ausgetauscht werden, sondern auch als so genannte Self-Messages
die Funktionalität eines Timers übernehmen. Dazu sendet ein Modul eine Nachricht,
die zu einem zukünftigen Zeitpunkt ausgeliefert werden soll, an sich selbst.
Die Beschreibung eines beliebigen Simulationsmodells erfolgt in der von OMNeT++
eingeführten Network Description (NED) Language. Diese spezifiziert die einzelnen
Bestandteile eines Modells, d. h. die verwendeten atomaren und zusammengesetzten
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Module sowie die Verbindungen zwischen diesen. Die Definition von Modulpara-
metern und allgemeinen Randparametern einer Simulation auf Basis des erstellten
Modells erfolgt abschließend in der Datei omnetpp.ini.
Der Simulationskern von OMNeT++ stellt verschiedene Grundfunktionalitäten für
die Simulation zur Verfügung. Neben dem Bearbeiten, Senden, Empfangen und Rou-
ten von Nachrichten beinhaltet dies u. a. die Verwaltung der Modul-Hierarchie des
verwendeten Modells sowie Möglichkeiten des Logging und der Berechnung und Aus-
gabe von Statistiken. Zusätzlich wird die Ausführung in unterschiedlichen Umgebun-
gen – mit graphischer Oberfläche oder in der Kommandozeile – unterstützt. Seit der
Veröffentlichung der Version 4.0 erhöht außerdem eine auf Eclipse basierende Ent-
wicklungsumgebung die Benutzbarkeit von OMNeT++. Die akademische und nicht
kommerzielle Nutzung von OMNeT++ ist kostenlos. Eine kommerzielle Version wird
unter dem Namen OMNEST [185] angeboten. Für OMNeT++ bzw. OMNEST exi-
stieren bereits einige frei verfügbare Modelle. Das INET Framework [205] beispiels-
weise erweitert den Simulator um die im Internet gebräuchliche TCP/IP-basierte
Schichtenarchitektur von Kommunikationsnetzen sowie die zugehörigen Protokol-
le. Eine Erweiterung um Modelle der unteren Schichten in drahtlosen Umgebungen
stellt das Mobility Framework [128] dar.
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3. Ein flexibles Rahmenwerk zur
Angriffserkennung
In diesem Kapitel wird das im Rahmen der vorliegenden Arbeit entworfene und um-
gesetzte Rahmenwerk Distack (engl. Distributed Attack Detection) [69] beschrieben.
Das Rahmenwerk wurde dabei mit dem Ziel entwickelt, einem Nutzer die Möglichkeit
zur einfachen Integration eigener Methoden zur Angriffs- bzw. Anomalie-Erkennung
zu bieten. Eine weitere wichtige Anforderungen neben der einfachen Erweiterbar-
keit des Rahmenwerks war außerdem, dass – vor allem hinsichtlich des Einsatzes
in unterschiedlichen Laufzeitumgebungen, aber auch mit Blick auf heterogene Er-
kennungssysteme – eine hohe Flexibilität sichergestellt ist. Das Rahmenwerk soll
dabei zusätzlich zur lokalen Erkennung auch verteilte Mechanismen unterstützen.
In Abschnitt 3.1 erfolgt zunächst die für den Entwurf eines flexiblen und erweiter-
baren Rahmenwerks zur Angriffserkennung notwendige Analyse existierender Syste-
me. Hierzu wird eine Dekomposition der existierenden Ansätze durchgeführt, d. h. es
wird untersucht, aus welchen Komponenten eine Angriffserkennung im Allgemeinen
aufgebaut ist. Diese Dekomposition bildet die Grundlage für den in Abschnitt 3.2
beschriebenen Entwurf von Distack – einem Rahmenwerk, welches sowohl lokale als
auch verteilte Anomalie- und Angriffserkennung ermöglicht. In Abschnitt 3.3 wird
auf die Implementierung ausgewählter Schnittstellen und Komponenten eingegangen
bevor die Integration einer hierarchischen Anomalie-Erkennung in das Rahmenwerk
beschrieben wird. Abschließend wird in Abschnitt 3.4 eine Leistungsbewertung des
Rahmenwerks durchgeführt.
3.1 Dekomposition existierender Systeme zur
Angriffserkennung
Um ein tieferes Verständnis für Systeme zur Angriffserkennung im Allgemeinen zu
schaffen sowie bestimmte, in diesem Zusammenhang auftretende Begrifflichkeiten
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klar zu definieren bzw. voneinander abzugrenzen, wurden bestehende Systeme zur
Angriffserkennung (s. Abschnitt 2.4) sowie Ansätze zur verteilten Angriffserken-
nung (s. Abschnitt 5.3.1) analysiert und deren Komponenten identifiziert. Zusätzlich
ermöglicht eine solche Dekomposition den späteren Entwurf eines Komponenten-
basierten Rahmenwerks, welches durch die klare Definition von Schnittstellen zwi-
schen den einzelnen Komponenten eine hohe Flexibilität und Erweiterbarkeit bietet.
Die aus der Analyse resultierenden einzelnen Komponenten sowie ihre Aufgaben und
Ziele werden im Folgenden genauer beschrieben. Es sei darauf hingewiesen, dass
nicht jedes System zur Angriffserkennung all diese Komponenten beinhaltet bzw.
nutzt. Die Analyse und Identifizierung der allgemein in einem System zur Angriffs-
erkennung vorhandenen Komponenten dienen als Grundlage für den im folgenden
Abschnitt durchgeführten Entwurf eines Rahmenwerks zur Angriffserkennung.
Die Komponenten, die in einem System zur Angriffserkennung im Allgemeinen vor-
handen sein können und dessen Funktionalität definieren, sind:
• Netzzugriff
Systeme zur Angriffserkennung, die lokalen Verkehr beobachten, benötigen ei-
ne Schnittstelle, um auf diesen Verkehr zugreifen zu können. Hierzu kann unter
Linux beispielsweise die pcap-Bibliothek [57] genutzt werden, welche einem im
Userspace laufenden System zur Angriffserkennung den Zugriff auf die vorhan-
denen Netzwerk-Schnittstellen über vordefinierte API-Aufrufe erlaubt. Durch
die Erstellung von Kopien aller Dateneinheiten ermöglicht pcap das Auslesen
und Analysieren der lokal empfangenen und weiterzuleitenden Dateneinheiten.
Dies wird z. B. von den Systemen Bro [188] und Snort [170] genutzt. Eine weite-
re Möglichkeit, den Netzzugriff unter Linux zu realisieren, ist der Einsatz eines
Kernelmoduls, welches die lokal empfangenen und weiterzuleitenden Daten-
einheiten an eine vordefinierte Anwendung zur Bearbeitung übergibt. Ein sol-
ches Vorgehen wird beispielsweise durch die Erweiterung der programmierba-
ren Plattform FlexiNet [179] oder des Erkennungssystems Bro [74] unterstützt
und stellt – im Gegensatz zur pcap-Bibliothek – nicht nur die Anwendung von
Filter-, sondern auch von Sampling-Verfahren bereits vor der Übergabe der
Dateneinheiten in den Userspace zur Verfügung. Systeme zur Angriffserken-
nung, welche die für die Erkennung notwendigen Informationen nicht durch
lokale Beobachtung, sondern durch die Kommunikation mit anderen Systemen
erhalten – dies ist z. B. der Fall, wenn ein Master auf Basis der von Senso-
ren gesammelten Daten die Erkennung durchführt [109, 127] – benötigen diese
Komponente nicht.
• Paketselektion
Verfahren zur Paketselektion [230] können in Verbindung mit der Komponen-
te Netzzugriff verwendet werden, um den lokal beobachteten Verkehrsstrom
einzuschränken. Der Einsatz derartiger Verfahren eignet sich vor allem für die
Anomalie-basierte Erkennung, bei der das Verkehrsverhalten analysiert wird
und nicht – wie bei der Signatur-basierten Erkennung – jede einzelne Datenein-
heit betrachtet werden muss. Die Einschränkung des Paketstroms kann einer-
seits mit Hilfe eines Paketfilters gezielt erfolgen, d. h. die Auswahl der zu un-
tersuchenden Dateneinheiten erfolgt deterministisch und abhängig vom Inhalt
der jeweiligen Dateneinheit. Eingesetzt werden Paketfilter beispielsweise bei
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Bro [188] zur Einschränkung auf Dateneinheiten mit bestimmten IP-Adressen
oder Anwendungsprotokollen. Andererseits kann die Einschränkung des beob-
achteten Paketstroms zufällig oder deterministisch und unabhängig vom Inhalt
der jeweiligen Dateneinheit erfolgen, indem ein Sampling-Verfahren angewen-
det wird. Sampling-Verfahren können eingesetzt werden, wenn das Verhalten
des gesamten Verkehrs analysiert werden soll, ohne alle Dateneinheiten zu
untersuchen. Dabei muss allerdings beachtet werden, dass das ermittelte Ver-
halten aufgrund des Samplings fehlerbehaftet sein kann. Sampling wird bei-
spielsweise in [63] angewendet.
• Konfiguration
Eine Komponente, welche in den meisten Systemen zur Angriffserkennung vor-
handen ist, ist die Konfiguration. Diese kann beispielsweise über externe Konfi-
gurationsdateien erfolgen, welche durch direktes Editieren oder mit Hilfe einer
graphischen Benutzeroberfläche erstellt werden. Die Konfiguration enthält z. B.
Informationen in Bezug auf den Netzzugriff, die vorhandenen Erkennungsme-
thoden sowie deren Parameter und den Ablauf der Erkennung. In seltenen Fäl-
len ist die Konfiguration direkt in die Implementierung integriert, z. B. über
Konstanten oder API-Aufrufe. Soll die Konfiguration zur Laufzeit erfolgen,
wird zusätzlich eine Benutzerinteraktion benötigt, welche im Folgenden als
separate Komponente aufgeführt ist.
• Benutzerinteraktion
Eine Benutzerinteraktion ermöglicht die Konfiguration bzw. Veränderung be-
stimmter Parameter des Systems zur Angriffserkennung zur Laufzeit. Dies kann
beispielsweise genutzt werden, um neue Anomalie-Erkennungsmethoden zu in-
tegrieren oder Parameter der laufenden Erkennung, z. B. die Sampling-Rate
oder Filterregeln, an veränderte Randbedingungen anzupassen. Eine Benut-
zerinteraktion kann aber auch in Verbindung mit der Visualisierung bzw. dem
Logging genutzt werden, beispielsweise können im Anschluss an die Erkennung
eines Angriffs manuell direkt Gegenmaßnahmen wie der Einsatz eines Filters
oder Rate Limiters eingeleitet werden. Im Fall eines unbekannten Angriffs kön-
nen über die Benutzerinteraktion die Ergebnisse einer manuellen Identifikation
und Analyse in die Angriffserkennung integriert werden, um derartige Angriffe
zukünftig erkennen zu können.
• Ablaufsteuerung
Die Ablaufsteuerung eines Systems zur Angriffserkennung bezieht sich direkt
auf die Komponente Angriffserkennung, welche die eigentlichen Erkennungs-
methoden implementiert. Eine Ablaufsteuerung wird benötigt, wenn mehrere
Erkennungsmethoden vorhanden sind, die z. B. wegen begrenzter Ressourcen
nicht durchgehend parallel ausgeführt werden können, oder eine hierarchische
Erkennung erfolgen soll [63, 188]. Die Ablaufsteuerung kann statisch oder dy-
namisch erfolgen. Im statischen Fall bezieht die Ablaufsteuerung die benötigten
Informationen meist aus der Konfiguration; die Funktionalität beschränkt sich
auf das reine Laden und Entladen von Erkennungsmethoden zu vorgegebenen
Zeitpunkten oder Ereignissen. Im dynamischen Fall kann die Ablaufsteuerung
auf Basis einer Interaktion mit dem Benutzer erfolgen. Alternativ kann die
Ablaufsteuerung über Informationen, die in der Konfiguration enthalten sind,
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in die Lage versetzt werden, autonom – d. h. ohne Benutzerinteraktion – Ent-
scheidungen über den Ablauf der Angriffserkennung in konkreten Situationen
zu treffen.
• Angriffserkennung
Die eigentliche Angriffserkennung wird in dieser Komponente realisiert. Hierzu
können eine oder mehrere Erkennungsmethoden zur Verfügung stehen. Im Fall
mehrerer Methoden ist eine parallele oder sequentielle Ausführung aller Metho-
den sowie eine hierarchische Erkennung möglich. In welcher Reihenfolge bzw.
wann welche Methoden angewendet werden, kann durch die Ablaufsteuerung
entschieden werden oder bereits fest in der Implementierung kodiert sein. Zur
Angriffserkennung eingesetzt werden können Signatur-basierte [170, 221] oder
Anomalie-basierte Methoden [109, 116, 188]. Die tatsächlich zur Angriffserken-
nung eingesetzten Methoden können sich beispielsweise in der zu detektieren-
den Anomalie, der Komplexität oder im Ressourcen-Verbrauch unterscheiden.
• Datensammlung bzw. -speicherung
Während der Angriffserkennung analysieren die eingesetzten Erkennungsme-
thoden beobachtete Dateneinheiten, Ereignisse oder von anderen Systemen
an sie übermittelte Informationen und führen auf diesen Daten verschiede-
ne Berechnungen und Auswertungen durch. Die resultierenden Daten, z. B.
Schwellenwerte, Adressverteilungen oder Informationen über erkannte Angrif-
fe, müssen teilweise für die spätere Verwendung gespeichert werden. Im Fall der
hierarchischen Angriffserkennung mittels Verfeinerung [73] werden beispiels-
weise Daten aus vorhergehenden Stufen zur Auswertung durch höhere Stufen
benötigt. Soll eine Visualisierung durchgeführt oder sollen die Ergebnisse der
Angriffserkennung nachträglich überprüft werden, müssen die Daten ebenfalls
gesichert werden. Eine Speicherung der Daten kann allerdings nicht nur in Be-
zug auf die Komponente Angriffserkennung, sondern z. B. auch im Bereich der
Kommunikation sinnvoll sein, um von anderen Instanzen empfangene Daten
vorübergehend vorzuhalten.
• Kommunikation
Mit Hilfe dieser Komponente kann eine verteilte oder dezentrale Angriffser-
kennung, wie z. B. in [50, 91, 178], realisiert werden. Die eigentliche Logik
der verteilten Erkennung ist in der Komponente Angriffserkennung implemen-
tiert. Die Komponente Kommunikation übernimmt lediglich die Aufgabe, den
Austausch von Daten zwischen unterschiedlichen Erkennungssystemen durch-
zuführen. Dies umfasst die Definition der verwendeten PDU-Formate sowie
die Erstellung der zu sendenden Dateneinheiten. Broccoli [105], eine Erwei-
terung des Erkennungssystems Bro, ermöglicht beispielsweise beliebigen An-
wendungen die Kommunikation mit Bro-Instanzen. Zusätzlich zum Austausch
von Dateneinheiten müssen die Informationen über Kommunikationspartner
verwaltet und bei Bedarf Kommunikationspartner aufgefunden werden – bei
pfadgebundener Kommunikation z. B. durch die in GIST [181] integrierte Nach-
barfindung. Optionale Aufgaben der Kommunikation sind die Komprimierung
der Daten oder die Sicherung der Kommunikation, beispielsweise durch Au-
thentifizierung des Kommunikationspartners oder Verschlüsselung bzw. Inte-
gritätsschutz der übermittelten Daten.
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• Visualisierung / Logging
Die Logging-Funktionalität wird meist verwendet, um Informationen über er-
kannte Angriffe und Anomalien in Ausgabedateien zu schreiben. Zusätzlich
kann das Logging auch verwendet werden, um Informationen über den Sy-
stemzustand sowie Debug-Meldungen zu sichern. Dadurch ermöglicht diese
Komponente zum einen, den Status des Systems zur Angriffserkennung zu
vergangenen Zeitpunkten festzuhalten. Zum anderen können die Daten auch
außerhalb des Systems zur Angriffserkennung zugänglich gemacht werden. Eine
Visualisierung [31, 101] der erkannten Anomalien bzw. Angriffe sowie des Sy-
stemzustands, d. h. eine graphische Aufbereitung der Daten, erleichtert einem
Nutzer außerdem die Wartung und Administration des Systems.
• Utilities
Unter Utilities werden Funktionalitäten eingeordnet, welche nicht direkter Be-
standteil der in der Komponente Angriffserkennung verwendeten Erkennungs-
methoden, für die Durchführung der Erkennung aber notwendig sind. Zeitgeber
werden beispielsweise häufig benötigt, um den beobachteten Verkehr in Zeit-
intervalle einzuteilen oder temporäre Daten zu löschen. Diese Funktionalität
kann innerhalb der Angriffserkennung unabhängig von den konkret verwende-
ten Erkennungsmethoden als Utility zur Verfügung gestellt werden.
Im Bereich der Erkennung von verteilten Angriffen im Internet existieren zahlreiche
Ansätze, die sich in ihrer Vorgehensweise, Komplexität und ihren Methoden z. T.
deutlich unterscheiden. Die Verschiedenheit der existierenden Lösungen betrifft auch
die Komponenten, welche von den jeweiligen Ansätzen verwendet werden, um die
vorgegebenen Ziele zu erreichen, d. h. die meisten Ansätze realisieren die Angriffser-
kennung nur mit Hilfe einer Teilmenge der beschriebenen Komponenten. Dies ist zum
einen der Tatsache geschuldet, dass bestimmte Funktionalitäten, z. B. die Visuali-
sierung oder die verteilte Erkennung, von einigen Ansätzen nicht betrachtet werden.
In diesem Fall werden auch die betreffenden Komponenten nicht benötigt. Zum an-
deren erfolgt die Implementierung existierender Systeme meist nicht basierend auf
einer klaren Trennung unterschiedlicher Komponenten. Die jeweils angesprochenen
Komponenten wurden erst im Rahmen der Dekomposition identifiziert und spiegeln
sich daher nicht notwendigerweise in der Umsetzung aller Ansätze wider.
3.2 Distack – Rahmenwerk zur verteilten Angriffs-
erkennung
Mit Distack (engl. Distributed Attack Detection) [69] wurde im Rahmen der vor-
liegenden Arbeit eine Möglichkeit zur einfachen Integration verschiedener Mecha-
nismen und Methoden zur Anomalie- und Angriffserkennung geschaffen. Ein sol-
ches Rahmenwerk ist eine notwendige Voraussetzung um neue Algorithmen, Me-
thoden und Mechanismen zur Lösung bekannter Herausforderungen im Bereich der
Anomalie-basierten Angriffserkennung – z. B. die Reduktion der False positive- und
False negative-Fehlerraten oder die Definition von Normalverhalten als Grundlage
der Anomalie-Erkennung – einfach und schnell entwickeln, umsetzen und evaluieren
und mit anderen Mechanismen vergleichen zu können.
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Mit der Berücksichtigung aller im vorigen Abschnitt identifizierten Komponenten
von Systemen zur Angriffserkennung bietet Distack eine hohe Flexibilität und Er-
weiterbarkeit. Dem Benutzer wird die Fokussierung auf die Implementierung der
eigentlichen Angriffserkennung ermöglicht, indem administrative Aufgaben wie das
Parsen von Dateneinheiten, der Netzzugriff oder die Ablaufsteuerung durch das Rah-
menwerk zur Verfügung gestellt werden. Bei der Umsetzung des Rahmenwerks wur-
den auch Mechanismen berücksichtigt, die eine verteilte Erkennung oder eine Ko-
operation verteilter Erkennungssysteme ermöglichen.
Die vorrangigen Anforderungen an die Entwicklung des Rahmenwerks sind die Ei-
genschaften Flexibilität und Erweiterbarkeit, so dass ein Rahmenwerk zur Angriffs-
erkennung möglichst modular aufgebaut sein und die einfache Austauschbarkeit ver-
schiedener Bestandteile berücksichtigen sollte um an verschiedenartige, zukünftige
Lösungen anpassbar zu sein. Zudem ermöglichen diese Eigenschaften – vor allem in
Kombination mit der in Kapitel 4 vorgestellten Simulationsumgebung – die schnelle
und einfache Evaluierung neu entwickelter Mechanismen. Die Erweiterbarkeit eines
Rahmenwerks zur Angriffserkennung ist im heutigen Internet aufgrund der kontinu-
ierlichen Veränderungen und Weiterentwicklungen im Bereich der Angriffserkennung
wichtig. Dabei bezieht sich die Erweiterbarkeit zum einen auf die durch das Rahmen-
werk zur Verfügung gestellten Funktionalitäten wie das Parsen von Dateneinheiten
oder die Kommunikation mit entfernten Instanzen, zum anderen aber auch auf die
unkomplizierte Integration neuer Erkennungsmethoden. Um letzteres zu erreichen,
sind vor allem klar definierte Schnittstellen sowie die Entkopplung der eigentlichen
Angriffserkennung von den restlichen Bestandteilen des Rahmenwerks notwendig.
Flexibilität ist ebenfalls in mehrfacher Hinsicht erforderlich: da eine Auswertung im-
plementierter Erkennungsmethoden in unterschiedlichen Laufzeitumgebungen, wie
realen Systemen oder Netzwerksimulatoren, möglich sein soll, muss das Rahmenwerk
ohne die Notwendigkeit von Änderungen der Implementierung in den unterschied-
lichen Umgebungen nutzbar sein. Andererseits muss die zunehmende Heterogenität
im Internet berücksichtigt werden, d. h. die Angriffserkennung sollte einfach an un-
terschiedliche Anforderungen und Randbedingungen – z. B. verschiedene Hardware-
Ausstattungen oder die Nutzung unterschiedlicher Erkennungsmethoden aufgrund
der Lokation des Systems oder der Präferenzen des Betreibers – anpassbar sein sowie
die Realisierung beliebiger Methoden zur Angriffserkennung ermöglichen.
Verbreitete Systeme zur Angriffserkennung wie Snort [170], PreludeIDS [221] oder
Bro [188] sind in ihrer Flexibilität und Erweiterbarkeit um neue Methoden zur
Angriffserkennung meist beschränkt. Bro, beispielsweise, gibt eine Event-basierte
Erkennung in drei Stufen vor. Snort und PreludeIDS hingegen arbeiten vorrangig
Signatur-basiert und ermöglichen daher vor allem die Integration neuer Paketmu-
ster. Weitere Systeme zur Angriffserkennung implementieren meist genau eine Er-
kennungsmethode, z. B. Schwellenwerte [127], Principal Component Analysis [108]
oder Neuronale Netze [116], und sind nicht auf Erweiterbarkeit ausgelegt. Proble-
matisch ist bei existierenden Erkennungssystemen außerdem, dass diese entweder
für den Einsatz in realen Systemen oder die Evaluierung mit Hilfe eines Simulators
ausgelegt sind. Eine Umsetzung in die jeweils andere Laufzeitumgebung ist häufig
nicht ohne tiefgreifende Änderungen der Implementierung möglich.
Programmierbare Plattformen, wie z. B. FlexiNet [62] oder programmierbare Over-
lay-Router [43], sind vorrangig zur Ausführung auf Software-Routern konzipiert.
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Eine einfache Integration in weitere Laufzeitumgebungen, wie z. B. einen Netzwerk-
simulator, ist bei aktiven oder programmierbaren Plattformen wie FlexiNet aufgrund
der Verzahnung von Linux-Kernel und Execution Environment (EE) der Plattform
häufig nur mit tiefgreifenden Änderungen möglich. OverSim [14], eine Simulations-
umgebung zur Evaluierung unterschiedlicher Overlay-Netze, ist eine Erweiterung des
Netzwerksimulators OMNeT++. Neben der simulativen Evaluierung von Overlay-
Netzen ermöglicht OverSim auch die Ausführung einzelner, am Overlay teilnehmen-
der Systeme auf realen Systemen. Hierzu enthält das auf diesem System ausgeführte
Simulationsszenario allerdings lediglich ein einzelnes System, welches über das Öff-
nen eines TCP-Sockets mit anderen Overlay-Systemen kommunizieren kann – die
Ausführung des einzelnen Systems erfolgt weiterhin innerhalb des Netzwerksimula-
tors OMNeT++.
Das im Rahmen dieser Arbeit entwickelte Rahmenwerk Distack bietet daher die
folgenden Vorteile:
• Einsetzbarkeit in unterschiedlichen Laufzeitumgebungen, wie z. B. in Linux-
basierten Systemen oder im Netzwerksimulator OMNeT++, durch die Reali-
sierung der Komponente Netzzugriff mit Hilfe einer generischen Schnittstelle.
Dies ermöglicht vor allem in Kombination mit der in Kapitel 4 beschriebenen
Simulationsumgebung eine aussagekräftige und einfach zu realisierende Evalu-
ierung neu entwickelter Mechanismen.
• Integration eigener Methoden zur Angriffs- bzw. Anomalie-Erkennung durch
leichtgewichtige Module mit in sich abgeschlossener Funktionalität.
• Wiederverwendbarkeit von Funktionalitäten und hohe Flexibilität der Konfi-
guration durch Komposition von Modulen.
• Einfache Austauschbarkeit von Erkennungsmethoden durch Entkopplung der
eigentlichen Angriffserkennung vom Rahmenwerk.
• Optimale Unterstützung der Entkopplung durch ein datenzentrisches, internes
Nachrichtensystem.
• Austauschbarkeit der zur verteilten Erkennung oder Kooperation verwendeten
Kommunikationsmethode.
3.2.1 Architektur und Zusammenspiel der einzelnen Bestand-
teile
Abbildung 3.1 zeigt die unter Berücksichtigung der im vorigen Abschnitt beschrie-
benen Anforderungen entwickelte Architektur des Rahmenwerks Distack. Der Ent-
wurf von Distack erfolgte auf der Basis einer Analyse existierender Systeme zur
Angriffserkennung und den in Abschnitt 3.1 identifizierten Komponenten. Die Netz-
werkumgebung (NetworkManager) realisiert die Komponente Netzzugriff, indem eine
generische Schnittstelle zum Netz zur Verfügung gestellt wird. Diese abstrahiert von
der tatsächlichen Implementierung des Netzzugriffs und ermöglicht dadurch – im
Gegensatz zu existierenden Systemen – eine transparente Evaluierung der Angriffs-
erkennung in verschiedenen Laufzeitumgebungen. Hierdurch müssen Methoden zur
Angriffserkennung nur einmal implementiert werden und können anschließend – oh-
ne die Notwendigkeit einer erneuten Implementierung der Angriffserkennung bzw.
einer Änderung von Teilen der Implementierung – sowohl im Simulator zur Evalu-
ierung als auch anschließend in echten Systemen eingesetzt werden. Dies war bei
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bisherigen Lösungen, z. B. Bro [188], Snort [170] oder PreludeIDS [221], meist nicht
möglich, weshalb diese oft nur für reale Systeme implementiert wurden und nicht
im Simulator evaluiert werden konnten. Die Vorteile einer simulativen Evaluierung























































Abbildung 3.1 Architektur des Rahmenwerks Distack
Die im vorigen Abschnitt identifizierte Komponente Angriffserkennung wird durch
die Modulumgebung (ModuleManager) realisiert. Leichtgewichtige Module imple-
mentieren in sich abgeschlossene Funktionalitäten. Die Umsetzung einer konkreten
Methode zur Angriffs- bzw. Anomalie-Erkennung wird durch die Komposition vor-
handener Module erbracht. Einmal implementierte Funktionalitäten können durch
die Komposition einfach wiederverwendet werden. Die Komposition erfolgt dabei
manuell mit Hilfe der XML-basierten Konfiguration (s. Abschnitt 3.2.3.2), wel-
che die Komponente Konfiguration realisiert. Zudem erfolgt die Parametrisierung der
einzelnen Module über die XML-basierte Konfiguration. Die einzelnen Module der
Modulumgebung sind vom Rahmenwerk stark entkoppelt und werden dynamisch zur
Laufzeit geladen. Die aus der Komposition und Entkopplung entstehende Flexibilität
ermöglicht die Realisierung verschiedenster Methoden zur Angriffserkennung ebenso
wie eine hierarchische Erkennung oder die parallele Nutzung mehrerer Erkennungs-
methoden und ist dadurch den oft unflexiblen, auf eine einzelne Erkennungsmethode
fokussierten Ansätzen, z. B. [108, 116, 127], im Hinblick auf die einfache Erweiterung
und Weiterentwicklung überlegen. Die starke Entkopplung der Module vom Rah-
menwerk erfordert ein internes Nachrichtensystem (MessagingSystem), welches den
Modulen die Kommunikation untereinander erlaubt. Dieses interne Nachrichtensys-
tem arbeitet datenzentrisch, so dass beim Senden einer Nachricht das empfangende
Modul nicht notwendigerweise bekannt sein muss. Diese Art der Kommunikation zwi-
schen unterschiedlichen Teilen der Angriffserkennung ist im Vergleich zu einfachen
Funktionsaufrufen aufwändiger. Die von Distack erzielte Flexibilität rechtfertigt je-
doch die aufgrund des notwendigen Nachrichtensystems geringere Leistungsfähigkeit
des Gesamtsystems.
Die Kommunikation mit entfernten Erkennungssystemen fügt sich transparent in das
interne Nachrichtensystem ein. Zusätzlich wird vor dem Senden eine Serialisierung














Tabelle 3.1 Abbildung der aus der Analyse resultierenden Komponenten auf
Distack -Architektur-Bestandteile
bzw. vor dem Empfangen eine Deserialisierung der internen Nachrichten durchge-
führt (RemoteMessaging). Durch dieses Vorgehen wird trotz der Vielzahl möglicher
interner Nachrichtenformate nur ein PDU-Format für die externe Kommunikation
benötigt und eine Umsetzung zwischen unterschiedlichen Formaten vermieden. Das
eigentliche Senden der Daten und die Erstellung der PDU übernimmt die Kom-
munikation (Communication), welche die serialisierten Daten mit einem Distack -
spezifischen Header versieht und an den bzw. die Kommunikationspartner übermit-
telt. Die Austauschbarkeit der zur externen Kommunikation verwendeten Kommu-
nikationsmethode, über welche die Daten tatsächlich gesendet werden, ist durch eine
klar definierte einheitliche Schnittstelle sichergestellt. Die in Abschnitt 3.1 identifi-
zierte Komponente Kommunikation wird folglich durch die Architektur-Bestandteile
MessagingSystem, RemoteMessaging und Communication realisiert und unterstützt
sowohl lokale als auch verteilte Ansätze zur Angriffserkennung. Die Utilities kom-
plettieren das Distack -Rahmenwerk. Dieser Bestandteil stellt häufig benötigte Funk-
tionalitäten, wie z. B. Logging, zur Verfügung sowie Funktionalitäten, die abhängig
von der verwendeten Laufzeitumgebung variieren. In Netzwerksimulatoren nutzen
Timer beispielsweise eine andere Zeitdomäne als in realen Systemen; auch der Zu-
griff auf Informationen der Routingtabelle unterscheidet sich oft. Die in Abschnitt 3.1
identifizierten Komponenten Datensammlung und Paketselektion können in Distack
innerhalb der Modulumgebung realisiert werden. Die Komponente Ablaufsteuerung
wird mit Hilfe der Zuordnung von Modulen zu Stufen erbracht, welche in der XML-
basierten Konfiguration spezifiziert wird. Komplexere Abläufe können aber auch
innerhalb der Modulumgebung umgesetzt werden. Bisher nicht berücksichtigt wur-
de die Komponente Benutzerinteraktion, da das Ziel dieser Arbeit der Entwurf einer
autonomen, adaptiven Angriffserkennung ist, welche keine manuellen Eingriffe be-
nötigt. Tabelle 3.1 verdeutlicht noch einmal die Abbildung der im vorigen Abschnitt
identifizierten Komponenten einer Angriffserkennung auf die konkreten Architektur-
Bestandteile von Distack.
Insgesamt ermöglicht Distack damit die einfache Vergleichbarkeit unterschiedlicher
Ansätze zur Angriffserkennung und bildet die Grundlage für die Implementierung
der in Kapitel 5 entwickelten Mechanismen dieser Arbeit. Außerdem stellt das Rah-
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menwerk eine gute Ergänzung zur Simulationsumgebung ReaSE (s. Kapitel 4) dar
und bietet eine transparente Portierbarkeit der Angriffserkennung in reale Systeme.
Die einzelnen Bestandteile der Gesamtarchitektur werden in den folgenden Abschnit-
ten ausführlich beschrieben. Abschnitt 3.2.2 erläutert die durch den NetworkManager
realisierte Netzwerk-Abstraktion bevor Abschnitt 3.2.3 auf die eigentliche Angriffs-
erkennung innerhalb der Modulumgebung eingeht. Die Kommunikation zwischen
verteilten Erkennungssystemen beschreibt abschließend Abschnitt 3.2.4. Zusätzliche
Informationen zu Entwurfsentscheidungen sowie zur Implementierung des als Open
Source-Software veröffentlichten Rahmenwerks [66] finden sich in [69, 120].
3.2.2 Netzwerk-Abstraktion
Der NetworkManager stellt der eigentlichen Angriffserkennung eine einheitliche
Schnittstelle für den Zugriff auf das unterliegende Netz zur Verfügung und verbindet
damit die beiden Architektur-Bestandteile der Netzwerk- und Modulumgebung. Die
Definition dieser mit NetworkInterface bezeichneten Schnittstelle ermöglicht den
Einsatz des Rahmenwerks in unterschiedlichen Laufzeitumgebungen. Die Schnitt-
stelle definiert die folgenden virtuellen Methoden zum Öffnen und Schließen der




Soll ein konkretes Verfahren für den Netzzugriff realisiert werden, muss die zu imple-
mentierende Klasse vom generischen Interface NetworkInterface abgeleitet werden
und diese drei als virtuell gekennzeichneten Methoden implementieren. Die Methode
open() muss dabei dafür sorgen, dass die Verkehrsquelle geöffnet wird, d. h. dass der
Zugriff auf die vom Netz empfangenen Dateneinheiten aktiviert wird. Im Anschluss
an den Aufruf der open()-Methode muss folglich das Auslesen von Dateneinhei-
ten von der entsprechenden Verkehrsquelle möglich sein. Im Fall einer Tracedatei
wird diese für das anschließende Auslesen der enthaltenen Daten geöffnet, im Fall
eines realen Interfaces in einer Linux-Umgebung kann beispielsweise die Pcap Li-
brary [57] genutzt werden, um Zugriff auf das gewünschte Netzwerk-Interface zu
erhalten. Entsprechend muss die Methode close() dafür sorgen, dass der Zugriff
auf die Verkehrsquelle ordnungsgemäß geschlossen und ein Zustand erreicht wird, in
welchem ein erneuter open()-Aufruf möglich ist.
Die read()-Methode muss das eigentliche Lesen von Dateneinheiten aus einer vorher
geöffneten Verkehrsquelle durchführen. Die read()-Methode sollte außerdem immer
eine Kopie der aktuellen Dateneinheit erstellen, um Verzögerungen der originalen
Dateneinheit aufgrund der Verarbeitung durch die Angriffserkennung zu vermeiden.
Dies ist vor allem dann notwendig, wenn die Angriffserkennung auf einem Router
betrieben wird, da ansonsten die Weiterleitung der Dateneinheit – und damit die
eigentliche Aufgabe des Routers – u. U. stark verzögert werden wird. Die von der
Verkehrsquelle gelesenen Dateneinheiten müssen in einem Frame gespeichert wer-
den, welcher neben den eigentlichen Daten zusätzliche Meta-Informationen enthal-
ten kann, beispielsweise einen Zeitstempel, welcher die Ankunft der Dateneinheit an
der Verkehrsquelle angibt. Die Dateneinheiten müssen nicht vom Netzzugriff bereits
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interpretiert und in die verschiedenen enthaltenen Protokollköpfe zerlegt werden,
sondern werden als reine Abfolge von Bytes behandelt. Die Interpretation erfolgt
erst in der Modulumgebung mit Hilfe der dort vom Rahmenwerk zur Verfügung
gestellten Protokoll-Parser. Das Lesen von Dateneinheiten erfolgt iterativ und wird
vom FrameBuffer – einem vom NetworkManager zur Verfügung gestellten Puffer
für gelesene Dateneinheiten – ausgeführt. Dieser Puffer wird genutzt, damit die je-
weilige Verkehrsquelle nicht durch Distack blockiert wird. Der Puffer ist als eigen-
ständiger Thread realisiert und sorgt zum einen dafür, dass die Verarbeitung von
Dateneinheiten durch das unterliegende Netz nicht aufgrund der Angriffserkennung
verzögert bzw. blockiert wird, da weitere Dateneinheiten gelesen werden können,
auch wenn die Verarbeitung der aktuellen Dateneinheit durch die Angriffserkennung
noch nicht beendet ist. Trotz der hierdurch angestrebten Minimierung der Beeinflus-
sung des originalen Verkehrsstroms kann jedoch nicht ausgeschlossen werden, dass
durch das Erstellen von Kopien der originalen Dateneinheiten das Verhalten des
Verkehrsstroms im Vergleich zu einer Situation ohne Angriffserkennung u. U. ver-
ändert wird. Eine solche minimale Veränderung kann jedoch im Allgemeinen nicht
verhindert werden, wenn tatsächlich eine Angriffserkennung ausgeführt, d. h. der
Verkehrsstrom beobachtet werden soll. Durch die Nutzung des Puffers können ande-
rerseits auch kurzzeitige Bursts des unterliegenden Netzes abgefangen werden. Die
maximale Größe des verwendeten Puffers kann über die Konfiguration von Distack
festgelegt und damit an die für die Angriffserkennung zur Verfügung stehenden Res-
sourcen angepasst werden. Bei der Nutzung des Puffers muss allerdings beachtet
werden, dass die Zwischenspeicherung von Dateneinheiten zu Veränderungen des
originalen Verkehrsprofils aufgrund von Verzögerungen bei der Bearbeitung der ge-
pufferten Dateneinheiten führen kann. Derartige Beeinflussungen des Verkehrsprofils
können verhindert werden, wenn Dateneinheiten beim Einfügen in den Puffer mit
einem Zeitstempel versehen werden und die Angriffserkennung diesen Zeitstempel
bei der Bearbeitung berücksichtigt. Das Hinzufügen eines Zeitstempels beim Erstel-
len einer Kopie der Dateneinheit wird beispielsweise von der Pcap Library in Linux-
und Windows-Umgebungen unterstützt. Distack stellt eine entsprechende Unter-
stützung für die Nutzung von Zeitstempeln bereit, indem Dateneinheiten in Frames
gespeichert werden, welche die zusätzliche Speicherung von Meta-Daten wie z. B.
Zeitstempeln ermöglichen. Bei Nutzung des Netzwerksimulators OMNeT++ kann
es hingegen nicht zu Veränderungen des Verkehrsprofils kommen, da es sich um einen
zeitdiskreten Simulator handelt. Auch die Nutzung eines Puffers bringt in diesem
Fall keinen Mehrwert.
In Distack bereits enthalten sind Implementierungen der generischen Schnittstelle
für den Netzwerksimulator OMNeT++ sowie für den Pcap-basierten Netzzugriff in
realen Linux- und Windows-Systemen. Der Netzzugriff in realen Systemen ermöglicht
außerdem sowohl den Zugriff auf Tracedateien als auch auf im System vorhandene
Netzwerk-Interfaces. Die Konfiguration der konkret verwendeten Verkehrsquelle er-
folgt über die XML-basierte Konfiguration von Distack.
3.2.3 Anomalie- und Angriffserkennung
Der ModuleManager schafft eine Umgebung für die Implementierung der eigentli-
chen Angriffserkennung in Distack. Die Logik der Angriffserkennung wird dabei in
möglichst kleinen, in sich abgeschlossenen Bausteinen – den so genannten Modulen –
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implementiert. Dieses Vorgehen bietet hohe Flexibilität und einfache Erweiterbar-
keit. Dies ist vor allem im Hinblick auf zukünftige Entwicklungen im Bereich der An-
griffserkennung wichtig, da immer wieder Verbesserungen und Weiterentwicklungen
bestehender Systeme bzw. die Integration zusätzlicher oder neuer Erkennungsmetho-
den aufgrund veränderter Randbedingungen, z. B. der Entdeckung neuer Angriffe,
notwendig sind. Die einfache Anpassung der Angriffserkennung an diese Entwick-
lungen wird durch den modularen Ansatz von Distack optimal unterstützt. Zum
anderen ermöglicht dieser Ansatz die Wiederverwendbarkeit von Funktionalitäten,
die in verschiedenen Methoden zur Angriffserkennung eingesetzt werden. Beispiels-
weise können Filter- und Sampling-Verfahren [230] nach einmaliger Implementierung
von unterschiedlichen Erkennungsmethoden genutzt werden. Der Nachteil der An-
wendung der Paketselektion in der Modulumgebung liegt darin, dass alle Datenein-
heiten an das Rahmenwerk übergeben werden müssen, und nicht wie bei Nutzung
eines Kernelmoduls die Selektion bereits vor der Übergabe erfolgt.
Die Komposition vorhandener Module ermöglicht die Realisierung komplexer Me-
chanismen und Methoden. Realisiert wird eine solche Komposition im Distack -
Rahmenwerk mit Hilfe der XML-basierten Konfiguration, welche die Definition von
Channels ermöglicht. Diese erfüllen komplexe Aufgaben durch die sequentielle Aus-
führung mehrerer zu dem Channel gehöriger Module. Sollen mehrere Channels
gleichzeitig ausgeführt werden, können diese zusätzlich zu einer Stage zusammenge-
fasst werden. Die Stage bildet folglich ein logisches Konstrukt zur parallelen Ausfüh-
rung mehrerer Channels, welches zur Umsetzung einer hierarchischen Angriffserken-
nung genutzt wird. Abbildung 3.2 verdeutlicht die Zusammenhänge der unterschied-
lichen Kompositionselemente, wobei eine hierarchische, aus drei Stufen bestehende
Angriffserkennung dargestellt ist. Die Stages 1 und 3 beinhalten jeweils zwei Chan-
nels, welche parallel ausgeführt werden, wenn die jeweilige Stage geladen ist. Die
Channels wiederum bestehen aus der Komposition unterschiedlich vieler Module,
welche jeweils bestimmte in sich abgeschlossene Funktionalitäten implementieren.
Ein konkretes Beispiel einer Angriffserkennung, welche sich aus unterschiedlichen
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Abbildung 3.2 Komposition von Modulen in Distack
Der ChannelManager der Modulumgebung lädt beim Start von Distack alle Channels
der Stage mit der kleinsten Identifikationsnummer n – im Beispiel der Abbildung 3.2
ist dies Stage 1. Entdeckt eines der dadurch geladenen Module eine Anomalie und
sendet eine Alarm-Nachricht ins lokale Nachrichtensystem wird anschließend Sta-
ge n + 1 geladen. Die Definition von Stages ermöglicht folglich eine hierarchische
Angriffserkennung, welche nicht – wie zum Beispiel im Fall von Bro – auf eine feste
Anzahl von Stufen festgelegt ist. Dies erlaubt beispielsweise eine Erkennung auch in
Systemen mit begrenzten Ressourcen mit Hilfe einer schrittweisen Verfeinerung [73].
Die Ablaufsteuerung ist in diesem Fall statisch und basiert auf den verfügbaren
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Channels, welche in der Konfiguration zu unterschiedlichen Stages zusammengefasst
werden. Werden den Channels keine Stages zugewiesen – d. h. wird die Möglichkeit
der statischen Ablaufsteuerung nicht genutzt – kann die Logik und Durchführung
einer komplexeren Ablaufsteuerung innerhalb eines Moduls realisiert werden.
Das als eigenständiger Thread realisierte FrameDistributionSystem verbindet die
Modul- mit der Netzwerkumgebung durch das iterative Auslesen der Dateneinheiten,
welche im FrameBuffer vorhanden sind. Eine gelesene Dateneinheit wird dem ersten
geladenen Channel der ersten geladenen Stufe übergeben. Die zu einem Channel
zusammengefassten Module verarbeiten die Dateneinheit anschließend sequentiell.
Jedes Modul innerhalb des Channels kann außerdem die Bearbeitung der Daten-
einheit für den gesamten Channel abbrechen. Dies ist z. B. sinnvoll, wenn eines der
Module eine Filtermethode realisiert und die Dateneinheit von den nachfolgenden
Modulen aufgrund der Filterregel nicht bearbeitet werden soll. In diesem Fall wird
die Dateneinheit direkt dem nächsten Channel zur Verarbeitung übergeben.
Die Module, welche innerhalb der Modulumgebung zur Realisierung der Angriffs-
erkennung genutzt werden, sind vollständig vom Rahmenwerk entkoppelt, um hohe
Flexibilität zu garantieren. Erreicht wird die Entkopplung der Module vom Rahmen-
werk dadurch, dass jedes Modul als externe Bibliothek übersetzt wird, die anschlie-
ßend von der ausführbaren Datei, die das Distack -Rahmenwerk realisiert, geladen
werden kann. Dies hat den Vorteil, dass Module auch zur Laufzeit noch von Dist-
ack nachgeladen werden können. Außerdem können mehrere Instanzen desselben
Moduls mit unterschiedlichen Konfigurationen verwendet werden, ohne dass eine
erneute Übersetzung notwendig ist. Die lose Kopplung der Module an das Rahmen-
werk erfordert aber auch ein flexibles, von der eigentlichen Erkennung losgelöstes
internes Nachrichtensystem, das die Kommunikation zwischen Modulen ermöglicht.
Dieses Nachrichtensystem wird im folgenden Abschnitt detailliert beschrieben.
3.2.3.1 Datenzentrisches Nachrichtensystem
Das interne Nachrichtensystem der Modulumgebung von Distack arbeitet datenzen-
trisch und wird mit Hilfe eines Publish/Subscribe-Ansatzes umgesetzt. Die daten-
zentrische Arbeitsweise ist notwendig, da Module durch die Realisierung als einzelne
externe Bibliotheken stark voneinander sowie vom Rahmenwerk selbst entkoppelt
sind und erst zur Laufzeit von Distack geladen werden. Dies garantiert zwar eine
hohe Flexibilität und Erweiterbarkeit, verhindert aber eine Kommunikation zwischen
Modulen, z. B. mittels einfacher Funktionsaufrufe, da ein sendendes Modul in Dist-
ack aufgrund des nicht vorhandenen globalen Wissens nicht notwendigerweise alle
Empfänger einer Nachricht bestimmen kann. Das interne Nachrichtensystem (s. Ab-
bildung 3.3) arbeitet daher mit einer SubscriptionTable, in der sich alle aktiven
Module für bestimmte Nachrichtentypen registrieren können. Ein sendendes Mo-
dul sendet seine Informationen – versehen mit dem Nachrichtentyp – in das interne
Nachrichtensystem. Dieses verteilt die Nachricht auf Basis der Informationen aus
der SubscriptionTable anschließend an alle registrierten Module. Eine zusätzliche
Unterscheidung von Nachrichten in Anfrage- und Antwort-Nachrichten ermöglicht
außerdem das direkte Anfragen bestimmter Informationen, ohne dass das Modul
bekannt sein muss, welches diese Informationen bereitstellt. Hierfür muss sich auch
das sendende Modul für den von ihm gesendeten Nachrichtentyp registrieren, damit
es die Anfragen erhält.




























Abbildung 3.3 Internes Nachrichtensystem der Distack -Modulumgebung
Das Senden von Nachrichten kann in Distack wahlweise synchron oder asynchron er-
folgen. Die Entscheidung darüber trifft jeweils das sendende Modul. Beim asynchro-
nen Senden wird die Nachricht vom Nachrichtensystem in die PendingMessageQueue
eingereiht und asynchron an die registrierten Module ausgeliefert. Das sendende Mo-
dul kann weiterarbeiten sobald die Nachricht in die Warteschlange eingereiht wurde.
Da beim synchronen Senden das sendende Modul blockiert wird bis alle registrier-
ten Module die Nachricht verarbeitet haben, sollte diese Art des Sendens nur in
Ausnahmefällen gewählt werden. Das synchrone Senden kann aber beispielsweise
bei enger Kopplung zweier Module notwendig sein, wenn die Ausführung einer be-
stimmten Funktion eines anderen Modul sichergestellt sein muss, bevor das sen-
dende Modul weiter arbeiten kann. Die Nutzung des vorgestellten datenzentrischen
Publish/Subscribe-Ansatzes hat gegenüber dem einfachen Broadcast – bei dem jede
gesendete Nachricht an alle aktiven Module ausgeliefert wird – den Vorteil, dass
weniger Nachrichten intern gesendet werden müssen und dass Module nur die Nach-
richten verarbeiten müssen, deren Inhalt für sie relevant ist. Ein weiterer Vorteil des
hier genutzten Ansatzes ist, dass sich auch die externe Kommunikation transparent
in das interne Nachrichtensystem integrieren lässt (s. Abschnitt 3.2.4). Realisiert
wird das Nachrichtensystem mit Hilfe der Boost Signals-Bibliothek [76].
3.2.3.2 Konfiguration
Die Konfiguration von Distack ist über eine externe Datei realisiert und basiert auf
XML [19]. Die Nutzung einer externen Datei ermöglicht eine einfache Bearbeitung
der Konfiguration, wohingegen die Nutzung von XML eine gute Verständlichkeit und
einfache Lesbarkeit auch für nicht versierte Benutzer sicherstellt. Die Konfiguration




In den allgemeinen Einstellungen werden Parameter wie die zu nutzende Verkehrs-
quelle, die Genauigkeit der Log-Ausgaben oder die für die externe Kommunikation zu
verwendende Methode spezifiziert. In der Modul-Konfiguration werden alle verfüg-
baren Module spezifiziert. Hierzu wird jede externe Bibliothek mit einer oder mehre-
ren unterschiedlichen Konfigurationen belegt, d. h. ein einmal implementiertes Modul
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kann über die Konfiguration mehrfach mit unterschiedlichen Parametern instanziiert
werden. Die Unterscheidung der unterschiedlichen Instanzen erfolgt über den eben-
falls zu spezifizierenden eindeutigen Namen jedes Moduls. Ein Beispiel hierfür zeigt
Listing 3.1: Das als externe Bibliothek ModuleSamplingUniformProbabilistic vor-
liegende Modul zur Durchführung eines Sampling-Verfahrens wird mit zwei unter-
schiedlichen Konfigurationen instanziiert. Dieses Vorgehen stellt die einfache Wie-
derverwendbarkeit einmal implementierter Funktionalität sicher und vermeidet un-
nötige Code-Redundanz.
<module name=”Modules ”>
<submodule l i b r a r y=”ModuleSampl ingUni formProbabi l i s t ic ” name=”Sampling30 ”>
<con f i g i t em name=”Probab i l i t y ”>30</ con f i g i t em>
</submodule>
<submodule l i b r a r y=”ModuleSampl ingUni formProbabi l i s t ic ” name=”Sampling10 ”>
<con f i g i t em name=”Probab i l i t y ”>10</ con f i g i t em>
</submodule>
<submodule l i b r a r y=”ModuleTraf f icAnalyzer ” name=”ThresholdDetector ”>
<con f i g i t em name=”Alpha ”>0 .1</ con f i g i t em>
</submodule>
<submodule l i b r a r y=”ModuleThresholdCol lector ” name=”Thresho ldCo l l e c to r ”>
<con f i g i t em name=”HistoryLength ”>15</ con f i g i t em>
</submodule>
<submodule l i b r a r y=”ModuleUti l i tyTimer ” name=”SyncTimer ”>




<submodule name=”AnomalyDetection ” s tage=”1 ”>
<con f i g i t em name=”Module1 ”>Sampling30</ con f i g i t em>
<con f i g i t em name=”Module2 ”>SynTimer/ conf ig i t em>
<con f i g i t em name=”Module3 ”>ThresholdDetector</ con f i g i t em>
</submodule>
<submodule name=”DataStorage ” s tage=”1 ”>
<con f i g i t em name=”Module1 ”>Thresho ldCo l l e c to r</ con f i g i t em>
</submodule>
</module>
Listing 3.1 Instanziierung und Komposition leichtgewichtiger Module
Die Komposition der verfügbaren Module zu Channels erfolgt im letzten Teil der
Konfiguration, der Channel-Konfiguration. In der Modul-Konfiguration definierte
Module können in unterschiedlichen Channels verwendet werden, so dass auch in
dieser Kategorie eine einfache Wiederverwendbarkeit möglich ist. Aufgrund der Ent-
kopplung der Module voneinander können beliebige Modul-Instanzen ohne Restrik-
tionen zu Channels komponiert werden. Dadurch ermöglicht Distack eine einfache
Weiterentwicklung der verwendeten Erkennung sowie die Anpassbarkeit an zukünfti-
ge Anforderungen. Zusätzlich zur Definition der Channels kann jeder Channel einer
Stage zugewiesen werden, um eine hierarchische Angriffserkennung zu realisieren.
Werden die Stage-Zuweisungen ausgelassen, lädt Distack zur Laufzeit alle verfüg-
baren Channels. Listing 3.1 zeigt exemplarisch eine Konfiguration zweier Channels,
welche gemeinsam als Stage 1 ausgeführt werden. Der erste Channel komponiert
drei der in der Modul-Konfiguration instanziierten Module, so dass eine Anomalie-
Erkennung auf Basis von periodisch berechneten Schwellenwerten durchgeführt wird.
Hierzu führt das Modul SyncTimer eine Unterteilung des beobachteten Verkehrs in
Zeitintervalle einer Dauer von 1 000 ms durch. Das Modul TrafficAnalyzer zählt die
beobachteten Dateneinheiten innerhalb eines Zeitintervalls und berechnet mit Hilfe
des EWMA-Verfahrens einen Schwellenwert. Zudem führt das Modul Sampling30
54 3. Ein flexibles Rahmenwerk zur Angriffserkennung
eine Paketselektion zur Reduzierung des Aufwands durch. Der zweite konfigurierte
Channel besteht lediglich aus einem einzelnen Modul (ThresholdCollector), wel-
ches die vom Modul TrafficAnalyzer ins interne Nachrichtensystem gesendeten
periodischen Schwellenwerte sammelt und speichert.
Um auch nicht versierten Anwendern die Nutzung von Distack zu ermöglichen,
wurde eine graphische Benutzeroberfläche entwickelt [65], welche dem Benutzer die
Konfiguration erleichtert, indem alle möglichen Konfigurationsparameter vorgege-
ben werden. Zusätzlich können bei nicht frei konfigurierbaren Parametern nur die
möglichen Werte selektiert werden. Da in ein Simulationsszenario u. U. sehr viele
Distack -Instanzen integriert werden sollen, bietet eine Erweiterung der entwickelten
GUI zusätzlich die Möglichkeit einer skalierbaren Zuweisung von Konfigurationen
an die Vielzahl der in einer Simulation vorhandenen Instanzen. Eine Beschreibung
der entstandenen graphischen Benutzeroberfläche findet sich in Anhang A.1 sowie
in [65].
3.2.4 Externe Kommunikation
Die externe Kommunikation des Rahmenwerks wird durch die Architektur-Bestand-
teile RemoteMessaging und Communication realisiert. Im RemoteMessaging wer-
den die zu sendenden Daten zum Versand an entfernte Instanzen bzw. die emp-
fangenen Daten zur Auslieferung in die lokale Modulumgebung vorbereitet. Hier-
zu werden die Daten der lokalen Nachrichten mit Hilfe der Boost Serialization-
Bibliothek [162] serialisiert bzw. die empfangenen Daten deserialisiert. Die Seria-
lisierung der Nachrichten sorgt dafür, dass nicht für jedes lokale Nachrichtenformat
ein PDU-Format für die externe Kommunikation spezifiziert werden muss. Ein ein-
zelnes PDU-Format, welches die serialisierten Daten als Nutzdaten transportiert,
ist zum Versenden aller internen Daten ausreichend. Das interne Nachrichtenformat
kann beim Empfänger durch Deserialisierung wieder hergestellt werden. Optional
können im RemoteMessaging weitere vorbereitende Maßnahmen durchgeführt wer-
den, z. B. eine Komprimierung der zu sendenden Daten oder das Hinzufügen eines
Integritätsschutzes.
In Communication wird das von Distack verwendete PDU-Format definiert, wel-
ches neben den serialisierten Daten ein Längenfeld sowie Felder für die Quell- und
Ziel-IP-Adressen der beiden Kommunikationspartner enthält. Außerdem sorgt die-
ser Architektur-Bestandteil dafür, dass die erstellte PDU an das Ziel der externen
Kommunikation gesendet wird. Zur Realisierung dieser beiden Aufgaben stellt das
Rahmenwerk eine einheitliche Schnittstelle zur Verfügung, welche die Austauschbar-
keit der konkret verwendeten Kommunikationsmethode sicherstellt. Dies ermöglicht
die unkomplizierte Anpassung einer verteilten Erkennung an die konkrete Umgebung
des Systems durch Nutzung der für die jeweilige Umgebung sinnvollsten Kommuni-
kationsmethode. Derzeit ist diese Schnittstelle für verschiedene Kommunikationsme-
thoden in realen Systemen sowie im Netzwerksimulator OMNeT++ implementiert.
Die Kommunikation in OMNeT++ kann über TCP-Sockets, pfadgebunden, ringba-
siert, per Multicast oder über ein Overlay-Netz erfolgen. In realen Systemen kann
die Kommunikation derzeit lediglich über TCP-Sockets erfolgen. Eine Integration
weiterer Methoden ist für die Zukunft geplant.
Wie das konkrete Ziel der externen Kommunikation ermittelt wird, hängt von der




<con f i g i t em name=”Neighbors ”>1 9 2 . 1 6 8 . 1 . 1 , 1 9 2 . 1 6 8 . 4 . 1</ con f i g i t em>
<con f i g i t em name=”Messaging ”>TCP SOCKETS</ con f i g i t em>
</submodule>
</module>
Listing 3.2 Konfiguration der konkret verwendeten Kommunikationsmethode
figuration aus der Menge der zur Verfügung stehenden Methoden ausgewählt (s. Li-
sting 3.2). Bei der im Beispiel gewählten Nutzung von TCP-Sockets in realen Sys-
temen müssen die Ziel-IP-Adressen der Kommunikationspartner durch die XML-
basierte Konfiguration oder direkt vom sendenden Modul vorgegeben werden. Eine
solche Kommunikationsmethode ist beispielsweise sinnvoll, wenn eine Kommunikati-
on mit wenigen anderen, im Voraus bekannten Erkennungssystemen – z. B. innerhalb
einer administrativen Domäne – erfolgen soll. Sind die Kommunikationspartner nicht
im Voraus bekannt, muss eine Kommunikationsmethode verwendet werden, welche
diese selbständig bei Bedarf ermittelt. Dies lässt sich beispielsweise mit Hilfe einer
pfadgebundenen Kommunikation, welche sich in realen Systemen z. B. mittels GIST
umsetzen lässt, realisieren. Eine manuelle Konfiguration der Kooperationspartner
ist dann nicht notwendig. Alternativ kann die generische Schnittstelle durch ein
Overlay-Protokoll implementiert werden, welches die Teilnahme des Erkennungssys-
tems an einem Overlay-Netz ermöglicht. Diese Kommunikationsmethode bietet eine
Kommunikation mit vielen anderen Erkennungssystemen, ohne dass eine manuelle
Konfiguration aller Kommunikationspartner notwendig ist.
Die externe Kommunikation bettet sich transparent in die Mechanismen der inter-
nen Kommunikation ein (s. Abbildung 3.4). Ein sendendes Modul gibt beim Senden
an, ob die Nachricht an interne Module, an externe Kommunikationspartner oder
an beide gesendet werden soll. Analog dazu kann ein empfangendes Modul bei der
Registrierung angeben, ob lokale, externe oder alle Nachrichten des jeweiligen Typs
empfangen werden sollen. Der einzige Unterschied zwischen externer und interner
Kommunikation ist, dass Nachrichten an entfernte Instanzen immer asynchron gesen-
det werde, um ein Blockieren des sendenden Moduls sowie des Nachrichtensystems
für längere Zeit zu vermeiden.
Zusammenfassend bietet das Nachrichtensystem von Distack eine einfache und fle-
xible Möglichkeit sowohl lokale als auch verteilte bzw. dezentrale Mechanismen der
Angriffserkennung umzusetzen. Die durch die Modulumgebung und die Entkopp-
lung vom Rahmenwerk zur Verfügung gestellte Flexibilität und Erweiterbarkeit wird
durch das datenzentrische Nachrichtensystem optimal unterstützt.
3.3 Implementierung
Im folgenden Abschnitt 3.3.1 werden die wichtigsten Schnittstellen des Rahmen-
werks beschrieben und diskutiert. Dabei wird vorrangig auf die Schnittstellen der
Module, welche die eigentliche Funktionalität beinhalten, sowie der externen Kom-
munikation eingegangen. Die Schnittstelle der Netzwerk-Abstraktion wurde bereits
in Abschnitt 3.2.2 detailliert erläutert. Eine ausführlichere Beschreibung des gesam-
ten Rahmenwerks findet sich in [120]. Abschnitt 3.3.2 führt anschließend am Beispiel







































Abbildung 3.4 Vollständiges Nachrichtensystem des Distack -Rahmenwerks
einer konkreten Angriffserkennung aus, wie die Umsetzung der als Grundlage dieser
Arbeit verwendeten Angriffserkennung in das Rahmenwerk Distack erfolgte. Zudem
wird dabei erläutert, wie die einfache Komposition von Modulen zu einer hierarchi-
schen Angriffserkennung realisiert wird. Abschließend wird in Abschnitt 3.3.3 kurz
ein Werkzeug zur Zustandsvisualisierung eines Erkennungssystems vorgestellt, wel-
ches das schnelle Erfassen der aktuellen Bedrohungssituation anhand des graphisch
aufbereiteten Zustands ermöglicht.
3.3.1 Generische Schnittstellen des Rahmenwerks
Wichtige Anforderungen beim Entwurf des Rahmenwerks zur verteilten Angriffser-
kennung waren Flexibilität und Erweiterbarkeit. Diese beiden Eigenschaften wurden
durch die Definition generischer Schnittstellen an verschiedenen Stellen der Archi-
tektur sichergestellt.
Implementierung eines Moduls
Den wichtigsten Architektur-Bestandteil des Rahmenwerks Distack bildet die Mo-
dulumgebung, da innerhalb dieses Bestandteils die eigentliche Angriffs- bzw. Ano-
malie-Erkennung ausgeführt wird. Hierzu kann ein Benutzer verschiedene Module
implementieren, deren Komposition die konkrete Erkennung realisiert. Um eine ein-
fache Erweiterbarkeit des Rahmenwerks in Bezug auf die realisierbaren Methoden
zur Angriffs- und Anomalie-Erkennung sicherzustellen, ist es folglich wichtig, klare
Schnittstellen zu definieren und dem Benutzer eine Fokussierung auf die Implemen-
tierung der Angriffserkennung zu ermöglichen.
Diese Anforderungen werden durch die generische Schnittstelle DistackModule-
Interface umgesetzt, von welcher ein vom Benutzer implementiertes Modul erbt.
Die Schnittstelle definiert die beiden folgenden Methoden als virtuell:
bool configure (ModuleConfiguration& configList)
bool frameCall (Frame& frame)
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In der vom Benutzer zu implementierenden configure()-Methode wird dem Mo-
dul ein Objekt vom Typ ModuleConfiguration übergeben. Dieses beinhaltet die
konkreten Konfigurationsparameter für das Modul, welche aus der XML-basierten
Konfiguration ausgelesen wurden. Zudem beinhaltet dieses Objekt den Namen der
Shared Library des Moduls sowie den eindeutigen Namen, unter welchem dieses
Modul in der Konfiguration instanziiert wurde. Die letztgenannten Werte werden
vom ChannelManager (s. Abbildung 3.1) benötigt, um das Modul zur Laufzeit
zu laden. Das Modul selbst benötigt lediglich die Konfigurationsparameter. In der
configure()-Methode müssen die Konfigurationsparameter auf Validität und Voll-
ständigkeit geprüft werden. Außerdem liegen sämtliche Parameter nur als Zeichen-
ketten vor und müssen daher innerhalb dieser Methode in die entsprechenden Da-
tentypen der jeweiligen Parameter umgewandelt werden. Passende Methoden zur
Umwandlung stellt die ModuleConfiguration-Klasse dem Benutzer direkt zur Ver-
fügung. Nach Abschluss dieser Methode stehen dem Modul folglich alle zur Erbrin-
gung der eigentlichen Funktionalität benötigten Parameter zur Verfügung.
Die Methode frameCall() muss ebenfalls vom Benutzer implementiert werden. Die-
se Methode wird vom FrameDistributionSystem aufgerufen, sobald eine Datenein-
heit zur Analyse vorliegt. Eine solche Dateneinheit wird sequentiell allen Modulen
eines Channels zur Bearbeitung zur Verfügung gestellt. Kehrt die frameCall()-
Methode mit dem Rückgabewert false zurück, wird die Bearbeitung der Datenein-
heit innerhalb des Channels abgebrochen; die Dateneinheit wird an den nächsten
Channel weitergegeben. Dies ermöglicht beispielsweise die Umsetzung von Filter-
oder Sampling-Verfahren im Rahmen der Angriffserkennung. Soll innerhalb der
frameCall()-Methode auf Informationen der Dateneinheit zugegriffen werden, muss
diese zuerst in die enthaltenen Protokolle unterteilt und interpretiert werden. Dies
ist notwendig, da die Dateneinheit nach dem Einlesen durch den Netzzugriff als
reine Bytefolge behandelt wird. Die enthaltene Semantik wird für die bearbeiten-
den Module erst durch Anwendung der vom Rahmenwerk zur Verfügung gestellten
Protokoll-Parser verfügbar. Hierzu kann ein Modul die Methode Frame::parse-
Packets() aufrufen, welche das Parsen einer Dateneinheit einmalig und vollständig
durchführt. Weitere Aufrufe dieser Methode erkennen, dass die Struktur der Daten-
einheit bereits bekannt ist und führen keinen erneuten Parse-Vorgang durch.
Abbildung 3.5 zeigt ein UML-Klassendiagramm der für die Implementierung eines
neuen Moduls genutzten Klassen. Die vom Benutzer zu implementierende Schnitt-
stelle DistackModuleInterface erbt von den beiden Klassen MessagingNode und
Timer und stellt dadurch neuen Modulen die darin enthaltenen Funktionalitäten
direkt zur Verfügung. Dies erleichtert dem Benutzer die Fokussierung auf die Im-
plementierung eigener Methoden zur Anomalie- und Angriffserkennung. Durch die
Vererbung der Timer-Klasse kann jedes Modul einmalige und periodische Zeitgeber
ohne Mehraufwand nutzen. Gestartet werden können die Zeitgeber über die Me-
thode Timer::start(), welche den daraufhin gestarteten Zeitgeber eindeutig dem
aufrufenden Modul zuordnet. Die bei Ablauf des Zeitgebers auszuführende Funktio-
nalität muss innerhalb des Moduls durch Implementierung der folgenden, als virtuell
definierten Methode umgesetzt werden:
void eventFunction ()
Die Anbindung an das interne Nachrichtensystem wird mit Hilfe der Vererbung der
Klasse MessagingNode realisiert. Dabei werden – im Anschluss an das dynamische























































<<create>>-DynamicLibrary(name: string, pathes: SEARCH_PATHES)
<<destroy>>-DynamicLibrary()
+functionCall(functionName: string, param: P): R
+good(): bool
Abbildung 3.5 UML-Modellierung der für die Implementierung eines Moduls be-
nötigten Klassen
Laden eines Moduls – die entsprechenden Funktionsaufrufe des Nachrichtensystems
mit Hilfe der Boost Signals-Bibliothek an die Methoden gebunden, welche dem Mo-
dul von der Klasse MessagingNode zur Verfügung gestellt werden. Die zur Aus-
führung dieser Anbindung notwendigen Aufrufe werden beim Laden eines Moduls
automatisch ausgeführt. Soll ein vom Benutzer implementiertes Modul das daten-
zentrische Nachrichtensystem des Rahmenwerks verwenden, müssen die folgenden,
als virtuell definierten Methoden implementiert werden:
void registerMessages ()
void receiveMessage (Message* msg)
Innerhalb der registerMessages()-Methode kann sich ein Modul für verschiede-
ne Nachrichtentypen registrieren. Hierzu muss die von der Klasse MessagingNode
durch Vererbung zur Verfügung gestellte Methode subscribeMessage() aufgerufen
werden, welche als Parameter den Typ der Nachricht enthält, für welche sich das
Modul registrieren möchte. Sendet ein anderes Modul eine Nachricht dieses Typs in
das Nachrichtensystem von Distack , wird diese Nachricht an alle registrierten Modu-
le ausgeliefert. Dies geschieht über den Aufruf der Methode receiveMessage() der
registrierten Module. Innerhalb dieser Methode muss der Benutzer die Bearbeitung
der Nachrichten, für welche sich das Modul registriert hat, sowie weitere, durch den
Empfang einer Nachricht ausgelöste Funktionalität implementieren.
Das Senden eigener Nachrichten in das interne Nachrichtensystem erfolgt über die
Methode sendMessage(), welche mit Hilfe der Boost-Bibliothek beim Laden des
Moduls an das Nachrichtensystem gebunden wurde. Als Parameter dieser Metho-
de können zusätzlich zur eigentlichen Nachricht Sendeoptionen übergeben werden.
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Diese spezifizieren, ob die Nachricht synchron oder asnychron gesendet werden soll
und ob die Nachricht nur intern oder auch an entfernte Erkennungssysteme gesendet
werden soll. Für Nachrichten, welche an entfernte Systeme gesendet werden sollen,
können außerdem die IP-Adressen der Ziele explizit spezifiziert oder die in der XML-
basierten Konfiguration spezifizierten IP-Adressen verwendet werden. Werden kei-
ne Sendeoptionen übergeben, werden die Nachrichten eines Moduls standardmäßig
asynchron und nur intern gesendet.
Zuletzt findet sich im Klassendiagramm der für die Implementierung eines Mo-
duls benötigten Klassen (s. Abbildung 3.5) die Klasse DynamicLibrary, welche
Betriebssystem-spezifische Funktionen zum dynamischen Laden bzw. Entladen von
Shared Libraries zur Verfügung stellt. Derzeit implementiert ist darin die Unterstüt-
zung für Linux- und Windows-basierte Systeme.
Insgesamt ist die Implementierung eigener Module für einen Benutzer mit Dist-
ack vergleichsweise einfach möglich, da lediglich die eigentliche Funktionalität der
Anomalie- bzw. Angriffserkennung implementiert werden muss. Die Anbindung an
das interne Nachrichtensystem erfolgt automatisch; zusätzliche Funktionalität zur
Bearbeitung von Dateneinheiten, z. B. das Parsen der Dateneinheiten, wird vom
Rahmenwerk zur Verfügung gestellt. Auch häufig benötigte Funktionalitäten wie
die Nutzung von Zeitgebern können von neuen Modulen ohne zusätzlichen Aufwand
direkt genutzt werden.
Externe Kommunikation
Wie bereits in Abschnitt 3.2.4 beschrieben, kann die externe Kommunikation in die
beiden Architektur-Bestandteile RemoteMessaging und Communication unterteilt
werden. Letzter stellt mit Hilfe einer generischen Schnittstelle die Austauschbar-
keit der konkret verwendeten Kommunikationsmethode sicher. Hierzu definiert die
Schnittstelle RemoteCommSystem die Methode
bool write (DISTACK_REMOTE_DATA data,
MessagingNode::SEND_OPTIONS options)
als virtuell. Diese muss von konkreten Kommunikationsmethoden implementiert wer-
den und eine Möglichkeit zur Verfügung stellen, zu sendende Daten an die jeweili-
gen Kommunikationspartner zu übermitteln. Werden vom sendenden Modul nicht
explizit die IP-Adressen der Kommunikationspartner mit Hilfe der Sendeoptionen
spezifiziert, obliegt es der jeweils implementierten Kommunikationsmethode, die be-
nötigten Kommunikationspartner aufzufinden. Dies kann entweder – wie im Fall der
bereits implementierten Kommunikation über TCP-Sockets – mit Hilfe der XML-
basierten Konfiguration oder über ein von der Kommunikationsmethode selbst zur
Verfügung gestelltes selbständiges Auffinden von möglichen Kommunikationspart-
nern erfolgen – wie z. B. im Fall einer pfadgebundenen Kommunikation mittels GIST
oder bei der Nutzung eines Overlay-Netzes.
Der write()-Methode werden vom RemoteMessaging bereits serialisierte Daten
übergeben, so dass sich die Kommunikationsmethode lediglich um die Übermitt-
lung des Bytestroms an die Kommunikationspartner kümmern muss. Von entfern-
ten Erkennungssystemen empfangene Daten werden über die read()-Methode der
Schnittstelle RemoteCommSystem an den Architektur-Bestandteil RemoteMessaging
zur Deserialisierung und Auslieferung in das interne Nachrichtensystem übergeben.
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3.3.2 Hierarchische Anomalie-Erkennung mit Verfeinerung
Im Folgenden wird beschrieben, wie die in Abschnitt 2.4.1.1 eingeführte Anomalie-
basierte Angriffserkennung, welche als Grundlage der in dieser Arbeit entwickelten
Mechanismen zur Identifikation und Kooperation dient, in das Rahmenwerk Dist-
ack integriert wurde. Die Beschreibung beschränkt sich dabei auf die Umsetzung
der auf Verfeinerung basierenden, hierarchischen Angriffserkennung in verschiedene
Module, Channels und Stages sowie die datenzentrische Kommunikation zwischen
den Modulen. Dabei zeigt sich, dass die Komposition leichtgewichtiger Module zu
komplexerer Funktionalität einfach möglich ist und der Komponenten-basierte An-
satz die Hinzunahme neuer Module sowie das Entfernen bzw. den Austausch von
Modulen auch für technisch nicht versierte Benutzer ermöglicht. Die datenzentrische
Kommunikation zwischen Modulen stellt die lose Kopplung der Module sicher, wel-
che die einfache Austauschbarkeit bzw. Veränderung der Komposition erst möglich
macht. Die konkrete Integration der Funktionalität zur Anomalie-Erkennung wurde
anhand der im vorigen Abschnitt beschriebenen Implementierung der generischen
Schnittstelle DistackModuleInterface durchgeführt und wird im Folgenden nicht
weiter erläutert. Die resultierende hierarchische Anomalie-Erkennung mittels Verfei-
nerung wurde außerdem als Open Source-Software veröffentlicht [66].
Das ursprüngliche, in Abschnitt 2.4.1.1 eingeführte System zur hierarchischen Ano-
malie-basierten Angriffserkennung besteht aus drei Stufen, welche mit Verfeinerung
arbeiten. Die Funktionalitäten der einzelnen Stufen werden im Folgenden kurz zu-
sammengefasst:
• Stufe 1: Untersuchung verschiedener Protokoll-Aggregate auf Volumenano-
malien. Hierzu wird der beobachtete Verkehrsstrom in Zeitintervalle gleicher
Dauer unterteilt. Die Anomalie-Erkennung wird mit Hilfe eines Schwellenwerts
gemäß des EWMA-Verfahrens durchgeführt, welcher am Ende jedes Zeitinter-
valls pro beobachtetem Aggregat neu berechnet wird. Zudem erfolgt in Stufe 1
die Sammlung und Speicherung von Informationen über die Verteilung der
Quell- und Ziel-IP-Präfixe, welche aus der lokalen Routing-Tabelle ermittelt
werden. Diese Informationen über die Verteilung vor einem Angriff werden von
der zweiten Stufe im Fall eines Angriffsverdachts benötigt, d. h. die Auswer-
tung erfolgt nur im Bedarfsfall. Zur Reduzierung des Analyseaufwands kann
außerdem in Stufe 1 ein Paketselektionsverfahren eingesetzt werden.
• Stufe 2: Vergleich der Verteilungen der Quell- und Ziel-IP-Präfixe vor und
während eines vermuteten Angriffs. Eine Anomalie in der Verteilung der Quell-
IP-Präfixe deutet auf einen verteilten Angriff hin, wohingegen die Untersu-
chung der Ziel-IP-Präfixe eine Unterscheidung zwischen gerichteten und un-
gerichteten Angriffen ermöglicht. Im Fall eines gerichteten Angriffs wird der
Angriffsverkehr in Richtung eines einzelnen Ziel-IP-Präfixes gesendet.
• Stufe 3: Die Suche nach Protokoll-Anomalien basiert statt auf der Auswer-
tung vorher gesammelter Daten wieder auf der Beobachtung des Verkehrs-
stroms. Dieser kann allerdings durch die bereits vorhandenen Ergebnisse der
ersten beiden Stufen mit Hilfe eines Paketfilters auf das verdächtige Aggregat
sowie bei gerichteten Angriffen auf das verdächtige Ziel-IP-Präfix eingeschränkt
werden.
Um die von Distack zur Verfügung gestellten Möglichkeiten der Wiederverwendbar-
keit von Funktionalität und der Komposition von leichtgewichtigen Modulen optimal
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nutzen zu können, wurde vor der Implementierung der Anomalie-Erkennung eine De-
komposition der drei vorhandenen Stufen in möglichst kleine, in sich abgeschlossene
Bausteine durchgeführt. Diese resultierte in der Implementierung der folgenden, in
sich abgeschlossenen Module:
• Paketselektion: Durchführung einer Paketselektion auf Basis des Uniform
Probabilistic Sampling-Verfahrens [230]. Dieses selektiert Pakete mit einer vor-
gegebenen Wahrscheinlichkeit auf Basis gleichverteilter Zufallszahlen zur Ana-
lyse durch die Anomalie-Erkennung.
• Paketfilter: Einsatz eines Paketfilters, welcher nur Dateneinheiten, die auf
die Beschreibung des Filters passen, z. B. ein bestimmtes Ziel-IP-Präfix, an die
Angriffserkennung zur Analyse weitergibt.
• Zeitgeber: Ein globaler Zeitgeber ermöglicht die Synchronisation verschie-
dener Module. Zeitgeber, die nur innerhalb eines einzelnen Moduls benötigt
werden, können mit Hilfe derjenigen Zeitgeber realisiert werden, die die generi-
sche Schnittstelle DistackModuleInterface zur Verfügung stellt, und müssen
nicht als separates Modul realisiert werden.
• Erkennung von Volumenanomalien: Untersuchung verschiedener Ag-
gregate auf Volumenanomalien. Dies beinhaltet auch die Neuberechung des
Schwellenwerts am Ende jedes Zeitintervalls.
• Speicherung der beobachteten und berechneten Werte: Die vom vo-
rigen Modul beobachteten und berechneten Werte werden gesammelt und in
einem Ringpuffer gespeichert, damit diese für eine gewisse Zeit noch zur Ver-
fügung stehen, beispielsweise zur Visualisierung oder zur nachträglichen ma-
nuellen Analyse der Daten.
• Speicherung der IP-Präfix-Verteilungen: Die Informationen über die
Verteilungen der Quell- und Ziel-IP-Präfixe werden im Rahmen der Verfeine-
rung in Stufe 2 zur Auswertung und Untersuchung auf Verteilungsanomalien
benötigt. Die Sammlung der Daten ist allerdings nur vor Erkennung einer Vo-
lumenanomalie möglich, da nur dann Vergleichswerte des normalen Verkehrs
zur Verfügung stehen.
• Erkennung von Verteilungsanomalien: Die Auswertung der gesammel-
ten Verteilungen der Quell- und Ziel-IP-Präfixe erfolgt nur bei Bedarf und
untersucht die gesammelten Daten auf Verteilungsanomalien.
• Erkennung von Protokollanomalien: Diese feingranularen Erkennungs-
methoden untersuchen das Verhalten des Verkehrsstroms auf höheren Schich-
ten, z. B. der Transportschicht. Verhält sich der Verkehr unerwartet – wer-
den z. B. deutlich mehr Verbindungsanfragen (TCP SYN-Dateneinheiten) als
Antworten auf diese Anfragen (TCP SYN/ACK-Dateneinheiten) beobachtet
– stellt dies eine Protokollanomalie dar.
Diese Module wurden mit Hilfe der XML-basierten Konfiguration von Distack in-
stanziiert und derart zu Channels und Stages komponiert, dass die Funktionalität
der ursprünglichen Anomalie-basierten Angriffserkennung erreicht wurde. Die re-
sultierende Komposition der Module ist in Abbildung 3.6 dargestellt. Stufe 1 be-
steht in Distack aus drei Channels: Der erste Channel realisiert die Erkennung von
Volumenanomalien sowie die Speicherung der beobachteten und berechneten Wer-
te. Bei Bedarf kann zusätzlich ein Verfahren zur Paketselektion genutzt werden,
so dass nur eine Teilmenge aller beobachteten Dateneinheiten tatsächlich von den
Modulen zur Anomalie-Erkennung bearbeitet wird. Der zweite Channel stellt einen
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Zeitgeber zur Synchronisation aller in Stufe 1 vorhandenen Module bereit, welcher
die Unterteilung des Verkehrsstroms in Zeitintervalle gleicher Dauer durchführt. Im
letzten Channel der ersten Stufe erfolgt die Sammlung der Informationen über die
IP-Präfix-Verteilungen. Stufe 2 besteht aus einem einzelnen Channel, welcher nur
ein Modul enthält. Dieses führt die Erkennung von Verteilungsanomalien durch. In
Stufe 3 werden mehrere Channels parallel geladen, welche den Verkehrsstrom auf
unterschiedliche Protokollanomalien untersuchen. Jeder einzelne Channel nutzt zu-
sätzlich einen Paketfilter zur Einschränkung des zu beobachtenden Verkehrsstroms
auf das verdächtige Aggregat sowie bei gerichteten Angriffen zusätzlich auf das ver-
dächtige IP-Präfix. Das Hinzufügen weiterer Anomalie-Erkennungsverfahren in die-
sen hierarchischen Ablauf ist aufgrund der losen Kopplung und der Durchführung
der Komposition über die XML-basierte Konfiguration einfach möglich.


































Abbildung 3.6 Komposition der hierarchischen Anomalie-Erkennung in Distack
Die Kommunikation zwischen den implementierten Modulen ist über das interne
Nachrichtensystem möglich, welches durch die Vererbung der Klasse MessagingNode
an die generische Modul-Schnittstelle DistackModuleInterface gebunden wird
(s. voriger Abschnitt). Neben der Konfigurations-basierten Komposition von Modu-
len unterstützt diese datenzentrische Kommunikation die einfache Austauschbarkeit
von Modulen bzw. Veränderung der Anomalie-Erkennung optimal. Die Kommuni-
kation der Module basiert im Fall der hierarchischen Anomalie-Erkennung mittels
Verfeinerung auf den folgenden unterschiedlichen Nachrichtentypen, welche von der
Basisklasse Message abgeleitet sind:
• MessageAlert: Dieser Nachrichtentyp gibt das Ergebnis einer Anomalie-Er-
kennungsmethode an und wird vom Rahmenwerk verwendet, um weitere Ver-
feinerungsstufen zu laden bzw. Stufen zu entladen.
• MessageTimer: Dieser Nachrichtentyp wird von einem Zeitgeber-Modul gesen-
det und dient zur Synchronisation mehrerer aktiver Module. Die zu synchro-
nisierenden Module müssen sich für diesen Nachrichtentyp registrieren.
• MessageAggregatWatchValues: Dieser Nachrichtentyp enthält die von der
Anomalie-Erkennung der Stufe 1 beobachteten und berechneten Werte des ab-
gelaufenen Zeitintervalls. Das Modul zur Speicherung dieser Werte muss sich
für dieses Modul registrieren.
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• MessageAddressDistribution: Dieser Nachrichtentyp enthält die gesammel-
ten Historien-Informationen über die Verteilungen der Quell- und Ziel-IP-
Präfixe der letzten Zeitintervalle. Stufe 2 benutzt diesen Nachrichtentyp, um
die für die Anomalie-Erkennung benötigten Informationen vom Nachrichten-
system anzufordern. Das Modul, welches die Informationen sammelt, ist für
die Anfrage-Nachricht registriert und sendet daraufhin eine Antwort-Nachricht
vom selben Typ mit den benötigten Informationen.
• MessageLastSuspiciousAggregate: Dieser Nachrichtentyp wird verwendet,
um das aktuell verdächtige Aggregat anzugeben, für welches eine Volumenan-
omalie erkannt wurde. Diese Information wird von Stufe 3 zur Konfiguration
des Paketfilters genutzt.
• MessageLastSuspiciousAnomalyType: Dieser Nachrichtentyp gibt an, ob eine
in Stufe 2 erkannte Verteilungsanomalie auf einen gerichteten oder ungerich-
teten Angriff hinweist. Wird ein gerichteter Angriff vermutet, kann zusätzlich
das verdächtige Ziel-IP-Präfix kommuniziert werden. Diese Information wird
ebenfalls von Stufe 3 zur Konfiguration des Paketfilters genutzt.
Abbildung 3.6 stellt zusätzlich zur Komposition der Module in die ursprünglichen
drei Stufen ein Schema der für die hierarchische Angriffserkennung notwendigen
Kommunikation zwischen diesen Modulen dar. Während dieses Schema beispiels-
weise in der früheren Implementierung auf Basis der programmierbaren Plattform
FlexiNet genau so umgesetzt wurde – d. h. die Kommunikation erfolgte direkt über
Funktionsaufrufe anderer Module – ist die Kommunikation in Distack durch die Rea-
lisierung mittels vom Empfänger unabhängiger Nachrichten wesentlich flexibler und
einfacher erweiterbar. Durch die Registrierung für die benötigten Nachrichtentypen
kann die Kommunikation zwischen den Modulen über den Umweg des internen Nach-
richtensystems ebenso stattfinden wie im Fall direkter Funktionsaufrufe; die einfache
Austauschbarkeit von Modulen sowie eine Veränderung der Anomalie-Erkennung
bleibt – im Gegensatz zu direkten Funktionsaufrufen – aber gewährleistet.
3.3.3 Zustandsvisualisierung der Angriffserkennung
Zusätzlich zum Rahmenwerk zur Angriffs- und Anomalie-Erkennung wurde ein
Werkzeug zur Visualisierung des Systemzustands eines Distack -Erkennungssystems
implementiert [54]. Wert wurde bei der Entwicklung dieses Werkzeugs vorrangig
darauf gelegt, dass die hierarchische Erkennung sowie die jeweiligen Ergebnisse der
einzelnen Stufen der Verfeinerung für einen Benutzer oder Administrator gut nach-
vollzogen werden können. Zudem sollte nicht nur der Zustand eines einzelnen Erken-
nungssystems, sondern nach Möglichkeit der Zustand mehrerer Erkennungssysteme
mit Hilfe einer einzigen Instanz der Visualisierung überwacht werden können.
Abbildung 3.7 zeigt die graphische Oberfläche der Zustandsvisualisierung, welche
grob in 3 Bereiche unterteilt werden kann. Bereich 1 enthält die Visualisierung der
von einem System zur Angriffserkennung empfangenen Daten gemäß der Konfigu-
ration des Benutzers. Exemplarisch ist in der Abbildung die graphische Darstellung
der beobachteten Anzahl an Dateneinheiten sowie des berechneten Schwellenwerts
des TCP-Aggregats dargestellt. Zusätzlich können über die Tabs, welche direkt über
der Graphik angeordnet sind, weitere darstellbare Informationen, z. B. die Verteilung
der Ziel-IP-Präfixe oder die Verteilung der Dateneinheiten pro Aggregat, ausgewählt
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Abbildung 3.7 Graphische Oberfläche der Zustandsvisualisierung
werden. Über die Tabs ganz oben in diesem Bereich können die Zustandsvisualisie-
rungen aller derzeit aktiven Systeme zur Angriffserkennung ausgewählt werden –
die Visualisierung des Zustands mehrerer unterschiedlicher Systeme wird durch das
entwickelte Werkzeug unterstützt. Bereich 2 gibt dem Benutzer verschiedene Kon-
figurationsmöglichkeiten und stellt allgemeine Informationen über das gerade aktive
Erkennungssystem, wie z. B. dessen IP-Adresse sowie die letzten empfangenen Nach-
richten, dar. Die Konfigurationsmöglichkeiten erlauben dem Benutzer beispielswei-
se die Einschränkung der dargestellten Daten auf bestimmte Bereiche, z. B. kann
der Benutzer konfigurieren, von welchen Aggregaten Paketzahlen und Schwellenwert
dargestellt werden soll. Zudem kann zwischen den verfügbaren Darstellungsformen
gewählt werden – die Adressverteilung kann beispielsweise wahlweise als Kuchendia-
gramm oder als Balkendiagramm visualisiert werden. Bereich 3 gibt für alle aktiven
Erkennungssysteme einen kurzen Überblick über deren aktuellen Zustand. Neben
der Information, welche Stufe derzeit aktiv ist und welche Anomalien im aktuellen
Verlauf der Verfeinerung bereits erkannt wurden, deutet die Farbe der Umrandung
mit Hilfe der Ampelfarben ebenfalls den Systemzustand an und ermöglicht dadurch
einen schnellen Überblick über sämtliche visualisierten Erkennungssysteme.
3.4 Leistungsbewertung
Die im Folgenden beschriebene Leistungsbewertung des Rahmenwerks Distack be-
rücksichtigt die Ausführung der in Abschnitt 2.4.1.1 beschriebenen Angriffserken-
nung, deren Umsetzung in das Rahmenwerk Distack in Abschnitt 3.3.2 erläutert
wurde, auf einem realen System. Eine Evaluierung, welche die Leistungsdaten des
Rahmenwerks bei einem Einsatz in einem Netzwerksimulator auswertet, erfolgt in
Abschnitt 4.5.1 im Anschluss an die Vorstellung der verwendeten Simulationsum-
gebung. Betrachtet wird bei der Evaluierung vorrangig der Speicherverbrauch der
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Erkennung sowie im Zusammenhang mit dem Netzwerksimulator auch die Simula-
tionslaufzeit sowie der während einer Simulation erzeugte Simulationsaufwand.
Ausführung auf einem Linux-basierten System
Um bewerten zu können, inwiefern die von Distack zur Verfügung gestellte Flexibi-
lität und Erweiterbarkeit sich negativ auf Eigenschaften wie den Speicherverbrauch
des Systems auswirkt, wurde wie folgt vorgegangen: Die Angriffserkennung wurde
auf einem Linux-basierten System für eine Dauer von ca. 160 Sekunden ausgeführt.
Als Verkehrsquelle diente eine Tracedatei mit normalem Hintergrundverkehr, welche
ab dem Zeitpunkt 80 s mit einem DDoS-Angriff überlagert wurde. Implementiert war
die Angriffserkennung dabei zum einen innerhalb der programmierbaren Plattform
FlexiNet [72], zum anderen in Distack [69]. Gemessen wurde der während der An-
griffserkennung verbrauchte virtuelle Speicher. Dieser Wert beinhaltet Code, Daten
und Stack des jeweiligen Prozesses. Abbildung 3.8 zeigt die gemessenen Werte sowie







































































Abbildung 3.8 Speicherverbrauch der Angriffserkennung in unterschiedlichen Sys-
temen
Die innerhalb von FlexiNet implementierte Angriffserkennung (s. Abbildung 3.8(a))
belegt in Stufe 1 ca. 2 MB an virtuellem Speicher, wobei nur ca. 210 kB des Speichers
tatsächlich für Stufe 1 benötigt werden; die restlichen 1 750 kB benötigt die Execu-
tion Environment der programmierbaren Plattform FlexiNet selbst. Sobald Stufe 2
geladen wird, werden weitere 100 kB Speicher benötigt. Stufe 3 benötigt im Vergleich
zu Stufe 1 nur 70 kB zusätzlichen Speicher. Abbildung 3.8(b) zeigt deutlich, dass die
in Distack integrierte Angriffserkennung mit ca. 5 MB signifikant mehr Speicher be-
nötigt als die Angriffserkennung in FlexiNet. Dies ist einerseits auf die von Distack
verwendeten externen Bibliotheken Boost und Xerces zurückführen, welche 400 kB
bzw. 1,9 MB zum Speicherverbrauch beitragen. Andererseits benötigt Distack für
den Puffer des NetworkManagers sowie für das interne Nachrichtensystem zusätz-
lichen Speicher. Zudem führt die mit Hilfe der Boost Signals-Bibliothek realisierte
lose Kopplung der Module, welche als einzelne Shared Libraries kompiliert sind, an
das interne Nachrichtensystem zu einem erhöhten Speicherbedarf.
Im Vergleich zur programmierbaren Plattform FlexiNet zeichnet sich Distack durch
eine erhöhte Flexibilität in Bezug auf die Nutzung unterschiedlicher Laufzeitum-
gebungen aus. Die Execution Environment von FlexiNet ist teilweise innerhalb des
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Linux-Kernels implementiert und nutzt die Möglichkeiten der Linux-Werkzeuge ipta-
bles und Netfilter, um auf den vom System beobachteten Verkehrsstrom zuzugreifen
und eine Angriffserkennung durchzuführen. Eine Portierung auf andere Systeme ist
nicht ohne starke Veränderungen an der Execution Environment möglich. Die Inte-
gration der eigentlichen Angriffserkennung erfolgt sowohl bei FlexiNet als auch bei
Distack über Module, welche als Shared Libraries kompiliert werden und bei Be-
darf flexibel von der programmierbaren Plattform bzw. dem Rahmenwerk geladen
werden können. FlexiNet unterstützt die einfache Ausführung einer hierarchischen
Erkennung dabei jedoch nicht explizit. Die Umsetzung einer solchen hierarchischen
Erkennung ist nur möglich, indem geladene Module nach Erkennung einer Anomalie
weitere Module zur Erkennung feingranularer Anomalien nachladen. Die Ablauf-
steuerung muss folglich direkt in die Angriffserkennung implementiert werden und
lässt sich nicht ohne Änderungen an den Modulen selbst verändern. Distack hingegen
ermöglicht eine hierarchische Erkennung, indem den Channels, welche in der XML-
basierten Konfiguration definiert sind, Stufen zugewiesen werden – eine Änderung an
den Modulen selbst ist nicht notwendig. Zudem ermöglicht Distack die Instanziierung
von einmal kompilierten Modulen mit unterschiedlichen Konfigurationen, wohinge-
gen bei FlexiNet sämtliche Konfigurationsparameter direkt im Quellcode enthalten
sind. Eine Änderung der Parameter erfordert daher die erneute Übersetzung des
Moduls. Eine mehrfache Instanziierung mit unterschiedlichen Konfigurationen ist
nur durch mehrfache Übersetzung in unterschiedliche Shared Libraries möglich und
führt dadurch zu Code-Redundanz.
Ein weiterer Vorteil des Rahmenwerks Distack gegenüber FlexiNet ist das Vorhan-
densein eines datenzentrischen Nachrichtensystems, in welchem sich Module für be-
stimmte Nachrichten registrieren. Die Kommunikation von Modulen kann über die-
ses Nachrichtensystem erfolgen, ohne dass der Empfänger einer Nachricht bekannt
sein muss. In FlexiNet erfolgt die Kommunikation zwischen Modulen über direkte
Aufrufe von als öffentlich deklarierten Methoden. Hierzu muss zuerst das Modul auf-
gefunden werden, mit welchem kommuniziert werden soll, bevor der Funktionsaufruf
durchgeführt werden kann – das Modul muss folglich bekannt sein. Zudem ist die
Kommunikation direkt in den Quellcode integriert und dadurch weniger flexibel und
erweiterbar. Der Mehraufwand an Speicher des Rahmenwerks Distack im Vergleich
zur programmierbaren Plattform FlexiNet ist folglich der höheren Flexibilität und
Erweiterbarkeit geschuldet.
Insgesamt muss jedoch auch festgestellt werden, dass keine der beiden Plattformen
in der Lage wäre, die im Netzinneren üblichen hohen Datenraten im Gigabit-Bereich
zu verarbeiten, da dies derzeit nur mit speziellen Hardware-Bausteinen möglich ist.
Ziel der vorliegenden Arbeit ist allerdings auch nicht, technische Lösungen für den
Einsatz von Distack im Netzinneren zu entwerfen, sondern eine Möglichkeit zur
schnellen und einfachen Evaluierung neu entwickelter Mechanismen zur Verfügung
zu stellen sowie Konzepte zu entwickeln, welche eine effektive Angriffserkennung und
-identifikation überhaupt erst ermöglichen.
4. Werkzeuge zur Evaluierung einer
Erkennung verteilter Angriffe
In diesem Kapitel werden verschiedene, im Rahmen dieser Arbeit entwickelte Werk-
zeuge vorgestellt, welche eine aussagekräftige und sinnvolle Evaluierung von Mecha-
nismen zur Erkennung verteilter, großflächiger Angriffe ermöglichen. Die Anforde-
rungen an die Wahl einer geeigneten Methodik zur Evaluierung sowie die Entwick-
lung der hierfür notwendigen Werkzeuge sind:
• Realistische Randbedingungen
• Vermeidung unvorhersehbarer Störungen und Seiteneffekte
• Keine Störung anderer Systeme bzw. Teilnehmer
• Evaluierung in großen Netzen
• Variation der Evaluierungsszenarien
• Reproduzierbarkeit der Ergebnisse
• Einfache Erweiterbarkeit
Hauptanforderung an die Evaluierung einer Erkennung verteilter Angriffe ist, dass
die der Evaluierung zugrunde liegenden Netze realistische Eigenschaften aufwei-
sen müssen. Dies ist zwingend notwendig, da die Aussagekraft der Ergebnisse ei-
ner Evaluierung stark von der Realitätsnähe der Randbedingungen abhängt. Stellt
die zur Evaluierung verwendete Umgebung keine realistischen Randbedingungen
zur Verfügung, können aus den erhaltenen Ergebnissen auch keine aussagekräfti-
gen Schlüsse gezogen werden. Zudem sollten unvorhersehbare Störungen und Seiten-
effekte während der Durchführung einer Evaluierung möglichst vermieden werden,
da diese die Ergebnisse verfälschen bzw. die Analyse der Ergebnisse stark erschwe-
ren. Außerdem muss sichergestellt sein, dass durch selbst-generierte Angriffe zum
Zweck der Bewertung der entwickelten Mechanismen keine unbeteiligten Dritten in
Mitleidenschaft gezogen werden. Der Fokus der vorliegenden Arbeit liegt auf der
Erkennung verteilter, großflächiger Angriffe mit Hilfe einer dezentralen Kooperation
der beteiligten Erkennungssysteme. Da die betrachteten verteilten Angriffe sich in
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sehr großen Netzen abspielen und ihre charakteristischen Eigenschaften vor allem
in großen Netzen zeigen, muss die Evaluierung der Angriffserkennung in derartigen
Netzen durchgeführt werden. Die verwendete Umgebung sollte folglich skalierbar
in Bezug auf die Anzahl der Systeme in den zur Evaluierung verwendeten Netzen
sein. Zudem sollte eine Variation der zur Evaluierung verwendeten Szenarien mög-
lich sein, um entwickelte Methoden zur Angriffs- und Anomalie-Erkennung nicht
nur in wenigen speziellen, sondern in vielen unterschiedlichen Szenarien auswerten
zu können. Eine weitere wünschenswerte Eigenschaft der gewählten Methodik ist
die Reproduzierbarkeit von Ergebnissen. Dies stellt sicher, dass ein Vergleich un-
terschiedlicher Varianten der Angriffserkennung bzw. unterschiedlicher Systeme zur
Angriffserkennung unter denselben Bedingungen möglich ist.
Zusätzlich zu den bisher genannten Anforderungen wurde die einfache Erweiterbar-
keit als weitere Anforderung an die Entwicklung geeigneter Werkzeuge identifiziert.
Diese Eigenschaft stellt einerseits sicher, dass zukünftige Weiterentwicklungen und
Neuerungen problemlos in die geschaffene Umgebung integriert werden können. An-
dererseits ermöglicht sie eine unkomplizierte Integration existierender Mechanismen
und Methoden und dadurch die Vergleichbarkeit verschiedener Lösungen unter den-
selben Randbedingungen.
Grundsätzlich stehen zur Evaluierung entwickelter Algorithmen, Protokolle und Ar-
chitekturen im Bereich der Netzwerkkommunikation die folgenden Plattformen zur
Verfügung:




Die Nutzung des Internets als Beispiel für ein real genutztes Netz ist in Bezug auf
Realitätsnähe und Größe des Netzes die bestmögliche Plattform für die Evaluierung
der dezentralen Angriffserkennung. Problematisch ist jedoch, dass keine eigenen An-
griffe generiert werden können, da eine Isolation derartiger Experimente im Internet
nicht möglich ist. Zudem kann auf die Knoten des Netzes und auf deren Verhalten
selten direkt Einfluss genommen werden, da nur sehr wenige Knoten unter eigener
Kontrolle stehen. Dies führt zum einen dazu, dass Eigenschaften wie Topologie oder
Hintergrundverkehr der für die Evaluierung verwendeten Szenarien nicht kontrol-
liert variiert werden können. Zum anderen ist die Reproduzierbarkeit der Ergebnisse
nicht gewährleistet, da mit hoher Wahrscheinlichkeit unvorhersehbare Störungen und
Seiteneffekte auftreten, welche die Ergebnisse beeinflussen.
Der Aufbau eines Testbetts für die Evaluierung bietet die Möglichkeit, eigene Angrif-
fe zu generieren ohne Dritten zu schaden. Dadurch, dass ein Testbett meist in sich
abgeschlossen und nicht mit anderen Netzen verbunden ist, sind unvorhersehbare
Störungen durch andere Teilnehmer ausgeschlossen. Die exakte Reproduzierbarkeit
von Ergebnissen ist aufgrund der Komplexität und möglicher Wechselwirkungen und
Abhängigkeiten einzelner Komponenten heutiger Hard- und Software häufig den-
noch nicht gewährleistet [13]. Zudem sind realistische Bedingungen zwar in einigen
Aspekten – reale Hardware und Betriebssysteme – gegeben, in anderen Bereichen wie
Hintergrundverkehr aber überhaupt nicht vorhanden. Die Umsetzbarkeit dieser Lö-
sung ist außerdem fraglich, da der Aufbau eines Testbetts der benötigten Größe mit
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hohen Kosten und einer komplexen und zeitaufwändigen Administration verbunden
ist [202].
Wird ein Testbett durch eine Vielzahl von Partnern realisiert, spricht man meist
von einer Experimentierplattform. Im Gegensatz zum Testbett sind die Systeme ei-
ner Experimentierplattform außerdem meist in reale Systeme eingebunden. Dadurch
stellt die Experimentierplattform einen Kompromiss aus realem Netz und Testbett
dar, da sie einerseits die Kontrolle über die beteiligten Systeme bei geringen Kosten
und Administrationsaufwand ermöglicht, andererseits aber durch ihre Einbindung in
reale Netze die Voraussetzungen für realistische Bedingungen schafft. Da die Kom-
munikation zwischen den Systemen der Experimentierplattform über das Internet
abläuft, ist die Generierung von Angriffen bzw. eine Isolation der Evaluierung nicht
möglich. Auch die Reproduzierbarkeit der Ergebnisse sowie die Vorhersagbarkeit von
Störungen und Seiteneffekten können nicht sichergestellt werden, da neben der Nut-
zung realer Netze zur Kommunikation die lokalen Ressourcen meist unter mehreren
Nutzern aufgeteilt werden. Die Anzahl der während der Evaluierung kontrollierbaren
Systeme ist durch die Größe der Experimentierplattform eingeschränkt. PlanetLab –
eine der größten frei nutzbaren Experimentierplattformen – besteht aus ca. 1 000 Sys-
temen an ca. 500 verschiedenen Standorten [39], von denen allerdings meist nur ca.
650 Systeme verfügbar sind.
Die Nutzung eines Netzwerksimulators bietet vor allem in Bezug auf Reproduzierbar-
keit und Kontrolle der Systeme große Vorteile. Dadurch, dass im Simulator sämtliche
Vorgänge deterministisch ablaufen, liefert eine Simulation auch bei mehrfacher Aus-
führung immer dasselbe Ergebnis, falls für die Pseudozufallszahlengeneratoren gleich
bleibende Seeds genutzt werden. Nicht vorhersehbare Störungen und Seiteneffekte
durch andere Systeme können nicht auftreten. Die Simulation einer vergleichsweise
hohen Anzahl von Systemen ist meist problemlos möglich, wobei der Simulator auch
bei solch großen Topologien kaum Kosten oder Administrationsaufwand verursacht.
Die tatsächliche zu realisierende Größe hängt dabei vom Detailgrad der Simulation
ab. Zudem sind beliebige Variationen der verwendeten Szenarien möglich. Diesen
positiven Eigenschaften müssen jedoch zwei schwerwiegende Nachteile gegenüber
gestellt werden: Ein Simulator stellt meist keine realistischen Randbedingungen zur
Verfügung – es werden meist nur stark vereinfachte Randbedingungen angenommen
und in den Simulator integriert. Vom Realismus der Randbedingungen hängt jedoch
direkt die Aussagekraft der Simulationsergebnisse ab. Der zweite Nachteil ist, dass
die entwickelten Mechanismen im Anschluss an eine simulative Evaluierung meist
erneut für reale Systeme implementiert werden müssen, um sie tatsächlich nutzen
zu können. Dies stellt einen hohen Mehraufwand dar.
4.1 ReaSE – Realistische Simulationsszenarien für
OMNeT++
Aufgrund der genannten Vorteile und der Tatsache, dass nicht vorhersehbare Störun-
gen und Seiteneffekte die Bewertung der Ergebnisse bei den anderen Plattformen er-
schweren, fiel die Entscheidung bei der Wahl einer für diese Arbeit geeigneten Metho-
dik auf die Durchführung einer simulativen Evaluierung. Als Grundlage der simula-
tiven Evaluierung entwickelter Mechanismen wurde der für akademische Zwecke frei
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verfügbare zeitdiskrete Ereignis-Simulator OMNeT++ [204] genutzt. Dieser ist ein-
fach nutzbar, wird aktiv weiterentwickelt und ermöglicht durch seine Verfügbarkeit
unter der GNU Public Licence (GPL) eine ebenfalls freie Weitergabe und Veröffent-
lichung der in dieser Arbeit entwickelten Werkzeuge. Eine ausführliche Gegenüber-
stellung existierender Simulatoren sowie die Beschreibung des genutzten Simulators
OMNeT++ findet sich in den Grundlagen dieser Arbeit (s. Abschnitt 2.6).
Vor der Durchführung einer simulativen Evaluierung muss jedoch bedacht werden,
dass in Simulatoren realistische Randbedingungen häufig fehlen und weitgehende
Vereinfachungen angenommen werden. Ein weiterer, bereits angesprochener Nach-
teil der Nutzung eines Netzwerksimulators ist die Tatsache, dass die entwickelten
Mechanismen im Anschluss an die simulative Evaluierung häufig erneut für rea-
le Systeme implementiert werden müssen. Im Rahmen dieser Arbeit wurde daher
die Möglichkeit zur Durchführung einer simulativen Evaluierung von Mechanismen
zur Erkennung verteilter Angriffe geschaffen [70, 176], indem Werkzeuge entwickelt
wurden, welche diese beiden Nachteile beheben. Dabei wurde darauf geachtet, in
Bezug auf die Evaluierung einer Erkennung verteilter Angriffe im Internet möglichst
realistische Simulationsszenarien zu erstellen und Aspekte, die für diese Problem-
stellung bedeutend sind, nicht zu sehr zu vereinfachen. Berücksichtigt wurden dabei




Das in Abschnitt 4.2 beschriebene Werkzeug berücksichtigt die Erzeugung realisti-
scher, Internet-ähnlicher Topologien, welche hierarchisch aufgebaut sind. Die aus
zwei Hierarchie-Ebenen bestehenden Topologien bilden sowohl die Topologie auf der
Ebene der Autonomen Systeme als auch die tatsächliche Realisierung auf Router-
Ebene innerhalb jedes Autonomen Systems nach. Die resultierenden Topologien er-
füllen dabei die Powerlaw-Eigenschaften. Ein Werkzeug zur Generierung von Hinter-
grundverkehr mit realistischen Eigenschaften wird in Abschnitt 4.3 beschrieben. Die
Generierung des Hintergrundverkehrs erfolgt dabei auf Basis von Verkehrsprofilen
automatisch während einer Simulation und ist dadurch sehr flexibel, gut skalier-
bar und einfach erweiterbar. Der erzeugte Verkehr weist einerseits eine realistische
Verteilung der Protokolle auf der Transportschicht auf; zum anderen zeigt der Hin-
tergrundverkehr die auch im Internet beobachtbare Selbstähnlichkeit. Ein Werkzeug
zur Erzeugung von Angriffsverkehr bzw. zur Integration von Angreifern in die Si-
mulationsszenarien beschreibt Abschnitt 4.4. Dabei liegt der Fokus auf verteilten,
großflächigen Angriffen wie z. B. DDoS-Angriffen oder Wurmausbreitungen.
Die durch die Vereinigung der entwickelten Werkzeuge entstandene Simulations-
umgebung – im Folgenden ReaSE (engl. Realistic Simulation Environments) ge-
nannt – bildet damit die Grundlage für die simulative Evaluierung der in Kapitel 5
entwickelten Mechanismen und ermöglicht die zur Evaluierung notwendige Erstel-
lung möglichst realistischer Simulationsszenarien. Eine Leistungsbewertung der von
ReaSE erzeugten Simulationsszenarien in Bezug auf Simulationslaufzeit, Speicher-
verbrauch und während einer Simulation durch OMNeT++ generierte Nachrichten
erfolgt abschließend in Abschnitt 4.5. Hierbei wird auch eine Leistungsbewertung der
Integration des Rahmenwerks Distack in von ReaSE erzeugte Simulationsszenarien
durchgeführt.
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Die einfache Benutzbarkeit der Simulationsumgebung wird durch eine graphische
Benutzeroberfläche (engl. GUI, Graphical User Interface) unterstützt. Diese bietet
dem Benutzer eine graphische Schnittstelle zu den entwickelten Werkzeugen und er-
leichtert die Definition sämtlicher benötigter Parameter sowie die Ausführung aller
notwendigen Programme und Skripten zur Erstellung realistischer Simulationsszena-
rien. In vier verschiedenen Tabs können die Parameter für die Topologie-Erstellung,
die Integration von Client- und Server-Systemen, die verwendeten Verkehrsprofile so-
wie die Integration von Entitäten zur Angriffserzeugung und -erkennung spezifiziert

















































































Abbildung 4.1 Zusammenspiel der für die Evaluierung genutzten Werkzeuge
Abbildung 4.1 zeigt das Zusammenspiel aller in dieser Arbeit entwickelten Werk-
zeuge [65] mit dem als Basis dienenden Simulator OMNeT++ und dem INET-
Framework – einer Erweiterung des Simulators um Internet-spezifische Protokolle
wie IP oder TCP. ReaSE fasst dabei die Werkzeuge zur Erzeugung von hierarchi-
schen Topologien sowie von Hintergrund- und Angriffsverkehr zu einer Simulations-
umgebung mit möglichst realistischen Randbedingungen für OMNeT++ zusammen.
Das ebenfalls in dieser Arbeit entwickelte, bereits in Kapitel 3 vorgestellte Rahmen-
werk Distack bietet die Möglichkeit, lokale und verteilte bzw. dezentrale Mechanis-
men zur Angriffserkennung sowie Methoden zur Anomalie-Erkennung einfach und
schnell zu integrieren. Die Angriffserkennung ist dabei modular aufgebaut und bietet
durch die Möglichkeit der Komposition von leichtgewichtigen Modulen zu komple-
xen Funktionen und Methoden eine hohe Flexibilität. Die Netzwerk-Abstraktion von
Distack ermöglicht zudem die transparente Evaluierung der Erkennung im Simulator
sowie in realen Systemen und vermeidet dadurch die Notwendigkeit zur erneuten Im-
plementierung der Erkennung für unterschiedliche Laufzeitumgebungen. Im Rahmen
der simulativen Evaluierung kann Distack von OMNeT++ geladen werden und wird
somit als Entität der Simulation behandelt. Dadurch kann die Angriffserkennung in
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den durch ReaSE erzeugten Simulationsszenarien ausgewertet werden. Somit ermög-
lichen die in dieser Arbeit geschaffenen Werkzeuge zur Realisierung der simulativen
Evaluierung einer Erkennung verteilter Angriffe die Auswertung entwickelter Mecha-
nismen in Topologien mit mehr als 100 000 Systemen und schaffen einen Rahmen
für zukünftige Vergleiche mit existierenden sowie neuen Mechanismen und Methoden
zur Angriffs- und Anomalie-Erkennung.
In Abschnitt 4.6 wird abschließend ein weiteres Werkzeug – PktAnon (engl. Packet
Anonymization) [68] – vorgestellt, welches die Aufzeichnung von realem Verkehr
ermöglicht. Aufgrund von Datenschutz-rechtlichen Bestimmungen darf realer Ver-
kehr meist nicht ohne vorherige Anonymisierung aufgezeichnet und nie ohne vorhe-
rige Anonymisierung verwendet werden. PktAnon erlaubt daher die Online- sowie
Offline-Anonymisierung von realem Verkehr. Dabei können beliebige Anonymisie-
rungsprimitive auf beliebige Protokollfelder angewendet werden. Zusätzlich garan-
tiert die externe Definition von Anonymisierungsprofilen auf Basis von XML die
einfache Umsetzung von auf den jeweiligen Einsatzzweck abgestimmten Anonymi-
sierungrichtlinien.
4.2 Erzeugung realistischer Topologien
Dieser Abschnitt befasst sich mit der Erzeugung realistischer Topologien, welche
die Basis der Evaluierung einer Erkennung von verteilten, großflächigen Angriffen
im Internet bilden. Um diesen Aspekt der Simulationsumgebung möglichst wenig
zu vereinfachen, müssen Internet-ähnliche Topologien nachgebildet werden. Dies be-
deutet, dass auch die im Internet existierende Teilung in zwei Hierarchie-Ebenen
berücksichtigt werden muss. Gemäß der Definition in [112] wird im Folgenden von
• AS-Level-Topologie und
• Router-Level-Topologie
gesprochen. Als AS-Level-Topologie wird die obere Hierarchie-Ebene im Internet
bezeichnet, welche die Menge der Autonomen Systeme (AS) umfasst. Ein Auto-
nomes System steht unter der administrativen Kontrolle eines einzelnen Betreibers.
Die Kommunikation zwischen Autonomen Systemen unterschiedlicher Betreiber wird
über Richtlinien (engl. Policies) geregelt. Dabei geht es weniger um technische Aspek-
te oder Leistungsfähigkeit als vielmehr um finanzielle Gesichtspunkte. Man spricht
hierbei von der Inter-AS -Kommunikation. Man kann Autonome Systeme außerdem
hinsichtlich ihrer Funktion bei der Weiterleitung von Dateneinheiten klassifizieren.
Ein so genanntes Stub AS befindet sich am Rand des Netzes aus Autonomen Syste-
men, d. h. Dateneinheiten gehen von einem Stub AS aus oder sind an ein Stub AS
gerichtet. Eine Weiterleitung von Dateneinheiten durch ein Stub AS erfolgt nicht. Im
Gegensatz dazu können Dateneinheiten durch ein Transit AS hindurch weitergeleitet
werden. Transit ASe ermöglichen damit eine Kommunikation zwischen verschiede-
nen Autonomen Systemen über mehrere Hops hinweg. Eine noch feingranularere
Klassifizierung der Transit ASe in Tier-x ASe wird in der vorliegenden Arbeit als
nicht sinnvoll erachtet und daher nicht berücksichtigt, da eine solche Klassifikation
auf strategischen und nicht auf technischen Überlegungen beruht und keinen Einfluss
auf die Ergebnisse der Evaluierung hat.
Die untere Hierarchie-Ebene im Internet – also die technische Realisierung des ab-
strakten Begriffs der Autonomen Systeme – wird als Router-Level-Topologie be-






Abbildung 4.2 Schema der Internet-Topologie
zeichnet. Sie umfasst alle zu einer administrativen Domäne gehörigen Zwischensys-
teme: die Router. Diese führen die Weiterleitung gesendeter Dateneinheiten durch.
Die Verbindung der Router erfolgt vorrangig auf Basis technischer Gesichtspunkte,
z. B. der Leistungsfähigkeit des Gesamtsystem, der Verhinderung von Stausituatio-
nen oder der Reduzierung der Latenzen. Die Kommunikation innerhalb einer Router-
Level-Topologie wird als Intra-AS -Kommunikation bezeichnet. Die Endsysteme im
Internet werden in dieser Arbeit nicht als Teil der Router-Level-Topologie gesehen,
da sie nicht am Routing teilnehmen. Faktisch sind die Endsysteme aber direkt mit
den Knoten der Router-Level-Topologie verbunden. Abbildung 4.2 skizziert den Zu-
sammenhang zwischen AS-Level- und Router-Level-Topologie und deutet an, dass
jedes Autonome System durch eine Router-Level-Topologie realisiert wird, welche
wiederum den Endsystemen Zugang zum Internet bietet.
Möglichkeiten zur Erstellung von Topologien
Es existieren zwei grundsätzlich unterschiedliche Methoden, Topologien für eine si-
mulative Evaluierung zu erzeugen:
• Auf Basis realer Messungen
• Basierend auf mathematischen Modellen
Zur Erzeugung einer AS-Level-Topologie können beispielsweise BGP Routing-Daten
herangezogen werden. Das als Inter-AS-Routingprotokoll genutzte Border Gateway
Protocol (BGP) [163] dient der Etablierung und dem Management von Routingpfa-
den zwischen Autonomen Systemen und berücksichtigt dabei auch die zwischen den
einzelnen Betreibern ausgehandelten Policies. Durch Beobachtung der zwischen Au-
tonomen Systemen ausgetauschten BGP-Nachrichten können Rückschlüsse auf die
Verbindungen zwischen ASen und damit auf die Beschaffenheit der Topologie ge-
zogen werden. Eine weitere Möglichkeit, Informationen über die reale Topologie zu
erhalten, ist die Nutzung öffentlich verfügbarer BGP-Routingtabellen. Diese beinhal-
ten die aktuellen Pfade von einem Autonomen System zu allen bekannten Routing-
präfixen. Solche so genannten Looking Glass Server werden von vielen Betreibern zur
Verfügung gestellt. Das Routeviews-Projekt [144] sammelt und speichert die Rou-
tingtabellen sowie die beobachteten BGP Update-Nachrichten von derzeit 14 BGP-
Routern mehrmals täglich. Neben der Nutzung von BGP-Daten kann die Topologie
auch mit Werkzeugen wie z. B. traceroute vermessen werden. Hierzu sind allerdings
viele Messpunkte notwendig, da von jedem Autonomen System jeweils zu jedem an-
deren Autonomen System gemessen werden müsste um vollständiges Wissen über
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die Topologie zu erhalten. Das Archipelago-Projekt [88] führt derartige Messungen
von derzeit 33 Systemen im Netzinneren zu je einer zufällig gewählten IP-Adresse
jedes erreichbaren /24-Präfixes durch. Anschließend werden die IP-Adressen der Zwi-
schensysteme auf Autonome Systeme abgebildet. Die resultierenden Informationen
über Verbindungen zwischen Autonomen Systemen werden öffentlich zur Verfügung
gestellt.
Die Erstellung von Router-Level-Topologien auf Basis realer Daten bzw. Messungen
ist deutlich schwieriger zu realisieren. Intra-AS-Protokolle propagieren ihre Infor-
mationen nicht an Systeme außerhalb des eigenen Autonomen Systems und kön-
nen daher nur lokal mitgehört werden. Die Ermittlung der Topologie mit Hilfe von
Messungen wird auf Router-Ebene durch die notwendige, oft fehlerhafte und unvoll-
ständige IP Alias-Auflösung erschwert [194]. Außerdem versuchen Betreiber meist,
die Router-Level-Topologie ihrer administrativen Domäne geheim zu halten, um An-
greifern die Analyse der Sicherheit sowie das Auffinden verwundbarer Systeme zu
erschweren. Selbst wenn die Topologien weniger Autonomer Systeme bekannt sein
sollten, reicht dies nicht aus, um ein reales Abbild der gesamten Topologie zu erstel-
len, da Router-Level-Topologien stark von wirtschaftlichen und technischen Gesichts-
punkten abhängen und sich daher in unterschiedlichen Domänen stark voneinander
unterscheiden können. Es kann folglich nicht von wenigen bekannten Topologien auf
alle weiteren geschlussfolgert werden.
Nachteil der Nachbildung von Topologien auf Basis realer Daten ist der hohe Auf-
wand, der betrieben werden muss, um die benötigten Daten zu bekommen. Des
Weiteren resultiert diese Vorgehensweise in nur einer einzelnen, für die Evaluierung
verwendbaren Topologie. Soll das Szenario variiert werden – beispielsweise um die
Grenzen eines zu evaluierenden Algorithmus oder Protokolls auszuloten – werden
neue Daten benötigt.
Topologie-Generatoren ermöglichen – im Gegensatz zur Nutzung realer Daten – die
Erstellung einer Vielzahl an Topologien mit unterschiedlichen Größen und Eigen-
schaften. Dies hat den Vorteil, dass ein entworfener Mechanismus in verschiedenen
Situationen evaluiert werden kann und dadurch besser für zukünftige Veränderungen
der realen Gegebenheiten gerüstet ist. Zudem werden außer einem mathematischen
Modell und dem daraus resultierenden Algorithmus keine weiteren Daten benötigt,
um beliebig viele Topologien zu erzeugen. Frühe Generatoren wie z. B. das Waxman-
Modell [214] wurden als Random Graph Model bezeichnet. Generatoren dieser Klasse
erzeugen Knoten gleichverteilt auf einer vorgegebenen Fläche und erstellten Verbin-
dungen zwischen den Knoten abhängig von deren Entfernung zueinander. Die zweite
Generation der Generatoren, beispielsweise GT-ITM [222] oder TIERS [47], berück-
sichtigte bereits die Tatsache, dass Topologien gewissen strukturellen Bedingungen
wie z. B. Hierarchien oder Clustering unterliegen und nicht völlig zufällig entstehen.
Seit der Entdeckung [56], dass die Knotengrade von Internet-Topologien – im Gegen-
satz zu den durch strukturelle Generatoren erzeugten Topologien – einer Powerlaw-
Verteilung unterliegen, existiert die dritte und noch immer aktuelle Generation der
als Degree-based Graph Model bezeichneten Generatoren. Generatoren dieser Klasse,
z. B. BA [218], GLP [21], Inet-3.0 [216] oder TopGen [180], können hinsichtlich des
zur Erzeugung der Topologie verwendeten Algorithmus unterschieden werden. Der
erste Algorithmus erzeugt zuerst die gewünschte Menge an Knoten mit Powerlaw-
verteilten Knotengraden, d. h. es gibt wenige Knoten mit vielen Kanten und viele
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Knoten mit wenigen Kanten. Anschließend werden diese Knoten unter Berücksich-
tigung ihrer Knotengrade verbunden. Der zweite, Preferential Attachment genannte
Algorithmus fügt iterativ neue Knoten und neue Kanten zur bestehenden Topolo-
gie hinzu. Die Auswahl der Knoten für das Einfügen neuer Kanten geschieht dabei
mit einer vom Knotengrad abhängigen Wahrscheinlichkeit. Dies stellt sicher, dass
Knoten mit hohem Knotengrad weitere Kanten mit hoher Wahrscheinlichkeit hin-
zugefügt werden und dadurch die Powerlaw-Verteilung der Knotengrade entsteht.
Weitere Details zur Generierung sowie den angesprochenen Generatoren finden sich
u. a. in [3, 112, 226].
Im Folgenden werden das im Rahmen von ReaSE zur Erstellung von Topologien
verwendete Werkzeug sowie dessen grundlegende Konzepte und Eigenschaften be-
schrieben. Bei der Erstellung der Topologien berücksichtigt werden die folgenden
Aspekte:
• Erstellung von AS-Level-Topologien
• Klassifizierung der Autonomen Systeme
• Erstellung von Router-Level-Topologien
• Addressvergabe und Routing
Zur Erstellung von AS-Level-Topologien wird das Positive-Feedback Preference Mo-
del (PFP) [226] verwendet. Da bisher kein Generator verfügbar ist, welcher Topolo-
gien auf Basis des PFP-Modells erstellt, musste der in der Veröffentlichung enthal-
tene Algorithmus implementiert werden. Zudem wurde der Nachweis der Powerlaw-
Eigenschaft der resultierenden Topologien wesentlich ausführlicher, d. h. mit Hilfe
mehrerer, unterschiedlicher Topologien anstatt am Beispiel von nur zwei vergleichs-
weise kleinen Topologien, erbracht. Im Anschluss an die Topologie-Erstellung wur-
de außerdem eine Klassifizierung der Autonomen Systeme in Stub ASe und Tran-
sit ASe durchgeführt. Diese weitere realistische Eigenschaft kann in das entwickel-
te Werkzeug integriert werden, da nicht nur die reine Topologie-Erstellung, son-
dern auch die Integration in den Simulator OMNeT++ umgesetzt wird. Die Er-
zeugung von Router-Level-Topologien beruht auf Heuristically Optimal Topology
(HOT)-Graphen [112]. Da die Autoren im Wesentlichen die Grundidee der Topologie-
Erstellung sowie die Vorgehensweise zur Durchführung nur vage beschreiben, musste
im Rahmen dieser Arbeit ein konkreter Algorithmus zur Umsetzung dieser grund-
legenden Ideen entwickelt werden. Zudem wurde der Simulator OMNeT++ derart
erweitert, dass die Unterteilung der Topologie in Autonome Systeme sowohl bei der
Vergabe von IP-Adressen als auch bei der Erstellung der Routing-Tabellen berück-
sichtigt wird. Diese Erweiterung ist notwendig, um die realistischen Eigenschaften
der erstellten Topologien – beispielsweise, dass Verkehr zwischen Autonomen Sys-
temen nur über Transit ASe weitergeleitet wird – auch tatsächlich im Simulator
widerspiegeln zu können.
Existierende Generatoren, wie Waxman, GT-ITM oder TIERS, wurden nicht als
Grundlage der Topologie-Erstellung berücksichtigt, da sie keine Topologien der ak-
tuellen Generation erzeugen. Inet-3.0 ist lediglich in der Lage, flache AS-Level-
Topologien aus Knoten und Verbindungen zu erzeugen. Eigenschaften, wie z. B.
unterschiedliche Rollen oder Bandbreiten, werden den erzeugten Knoten und Ver-
bindungen nicht zugewiesen. BA und GLP sind ebenfalls auf die Erstellung von
AS-Level-Graphen ausgelegt. Hier fiel die Entscheidung zugunsten des neueren PFP-
Modells, da dieses in der Erzeugung von realistischen Eigenschaften dem BA-Modell
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überlegen ist [228]. BRITE [123] bietet als Rahmenwerk zur Topologie-Erstellung
die Nutzung unterschiedlicher Modelle. Zur Erstellung von Router-Level-Topologien
existiert allerdings kein Modell, welches zusätzlich zur Powerlaw-Verteilung der Kno-
tengrade auch wirtschaftliche und technische Randbedingungen berücksichtigt wie
dies beim HOT-Modell der Fall ist. Da BRITE seit einigen Jahren nicht mehr ak-
tiv weiterentwickelt und unterstützt wird, wurden die in dieser Arbeit verwendeten
Modelle nicht in dieses Rahmenwerk integriert, sondern es wurde mit ReaSE eine Si-
mulationsumgebung geschaffen, welche neben der Erstellung von Topologien weitere
Aspekte wie die Generierung von Hintergrund- und Angriffsverkehr berücksichtigt.
Dadurch ermöglicht ReaSE die Nutzung einer kompletten Simulationsumgebung,
ohne dass eine Einarbeitung in unterschiedliche Werkzeuge nötig ist.
Erstellung von AS-Level-Topologien
Die Erzeugung von AS-Level-Topologien des im Rahmen dieser Arbeit entworfenen
Werkzeugs zur Erstellung realistischer, Internet-ähnlicher Topologien wird mit Hilfe
des von Zhou et al. entwickelten Positive-Feedback Preference Models (PFP) [226]
durchgeführt. Dieses Modell fällt in die Klasse der Preferential Attachment-Al-
gorithmen und erzeugt Topologien, deren Knoten Powerlaw-verteilte Knotengrade
aufweisen. Zusätzlich wird auch das in realen Topologien auftretende Rich Club-
Phänomen [227] nachgebildet, d. h. Knoten mit hohen Knotengraden sind mit den
anderen Knoten, die einen hohen Knotengrade aufweisen, verbunden. Die in Bezug
auf ihren Knotengrad
”
reichen“ Knoten sind folglich auch untereinander vernetzt. Ein
Vergleich von AS-Level-Topologien, die mit Hilfe des PFP-Modells erzeugt wurden,
mit Kennzahlen realer Topologien bestätigt die in Bezug auf Metriken wie Verteilung
der Knotengrade, Rich Club-Phänomen oder Pfadlänge gute Nachbildung der Rea-
lität [228]. Der Vergleich basierte dabei auf zwei vergleichsweise kleinen Topologien
mit jeweils ca. 80 Knoten.
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Abbildung 4.3 Initialisierungsschritt des PFP-Modells
Im Folgenden wird die Erzeugung von Topologien gemäß dem von Zhou et al.
entwickelten PFP-Modell kurz skizziert. In einem Initialisierungsschritt wird eine
Basistopologie aus drei Knoten erzeugt. Für die Wahl der initialen Verbindungen
zwischen diesen drei Knoten stehen zwei Möglichkeiten zur Verfügung (s. Abbil-
dung 4.3). Die Auswahl erfolgt zufällig, wobei beide Möglichkeiten mit derselben
Wahrscheinlichkeit gewählt werden können. Im Anschluss an die Initialisierung wird
iterativ in jedem Schritt ein neuer Knoten zur Topologie hinzugefügt. Während
dieses Wachstums werden außerdem in jedem Schritt drei neue Kanten hinzuge-
fügt. Hierzu werden aus den vorhandenen n Knoten drei unterschiedliche Knoten
ausgewählt. Die Auswahl basiert auf der Positive-Feedback Preference genannten























Abbildung 4.4 Wachstumsphase des PFP-Modells
Methode. Diese besagt, dass die Selektionswahrscheinlichkeit P (x) eines Knotens i






Eine solche Selektionswahrscheinlichkeit sorgt dafür, dass Knoten mit hohem Kno-
tengrad häufiger gewählt werden, woraus die Powerlaw-verteilten Knotengrade der
erstellten Topologie resultieren. Die ausgewählten Knoten werden unterschieden in
Host- und Peer -Knoten. Host-Knoten werden mit dem neuen Knoten verbunden,
Peer-Knoten hingegen erhalten eine neue Verbindung mit einem bereits bestehenden
Knoten. Auch beim Hinzufügen von Kanten existieren zwei Möglichkeiten (s. Abbil-
dung 4.4). Der vordefinierte Parameter p gibt die Selektionswahrscheinlichkeit für die
erste Möglichkeit vor. Die zweite Möglichkeit wird folglich mit Wahrscheinlichkeit
q = 1− p gewählt. Wird die zweite Möglichkeit gewählt, muss eine weitere Zufalls-
zahl erzeugt werden, welche darüber entscheidet, welcher der beiden Host-Knoten
eine Kante zum Peer-Knoten erhält. Die Auswahl-Wahrscheinlichkeit beträgt dabei
für beide Host-Knoten 50 %.
Klassifizierung von Autonomen Systemen
Im Anschluss an die Erstellung der AS-Level-Topologie wird im Rahmen der Erstel-
lung realistischer Topologien in dieser Arbeit eine Einteilung der erzeugten Auto-
nomen Systeme in Stub ASe und Transit ASe vorgenommen. Dieses Vorgehen geht
über das PFP-Modell, welches zur Erzeugung der AS-Level-Topologie verwendet
wird, hinaus und wird zusätzlich durchgeführt um eine weitere Eigenschaft realer
AS-Level-Topologien abzubilden. Der in Pseudocode notierte Algorithmus 4.1 liefert
eine Menge an Transit ASen, die sicherstellt, dass jedes Autonome System der To-
pologie von jedem anderen AS über mindestens eine Inter-AS-Route erreichbar ist.
Dabei wird außerdem berücksichtigt, dass möglichst Knoten mit hohen Knotengra-
den als Transit ASe ausgewählt werden. Stub ASe besitzen auch in realen Netzen
meist nur einen geringen Knotengrad. Zudem wird sichergestellt, dass Stub ASe nur
als Endknoten einer Inter-AS-Route auftreten, d. h. ein Stub AS muss keinen Verkehr
an andere Autonome Systeme weiterleiten.
Abbildung 4.5 zeigt eine beispielhafte, aus dem Algorithmus resultierende AS-Level-
Topologie. Ein zusätzlich eingeführter Parameter TransitThresh erlaubt Benutzern
einen minimalen Knotengrad anzugeben, ab dem Autonome Systeme automatisch
als Transit ASe klassifiziert werden. Diese zusätzliche Klassifikation wird erst nach
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1 Startknoten = Knoten mit höchstem Grad ;
2 E r r e i c h b a r e U n k l a s s i f i z i e r t e K n o t e n = { Startknoten } ;
3 ErreichbareKnoten = { Startknoten } ;
4
5 While ( ErreichbareKnoten != Menge a l l e r Knoten ) {
6 Foreach ( Nachbar Of Startknoten ) {
7 I f ( Nachbar Not In ErreichbareKnoten ) {
8 E r r e i c h b a r e U n k l a s s i f i z i e r t e K n o t e n += Nachbar ;
9 ErreichbareKnoten += Nachbar ;
10
11 // Knoten i s t Trans i t AS, da er mehrere ASe v e r b i nd e t
12 Startknoten . Typ = ”Trans i t AS” ;




17 // Wähle neuen Knoten f ü r n ächsten I t e r a t i o n s s c h r i t t
18 Startknoten = Knoten mit höchstem Grad aus
E r r e i c h b a r e U n k l a s s i f i z i e r t e K n o t e n ;
19 }
20
21 Foreach ( Knoten Of E r r e i c h b a r e U n k l a s s i f i z i e r t e K n o t e n ) {
22 Knoten . Typ = ”Stub AS” ;
23 }
Algorithmus 4.1 Algorithmus zur Klassifikation in Transit und Stub ASe
Durchführung des eigentlichen Algorithmus – also nach Zeile 18 – auf die Menge der
erreichbaren und unklassifizierten Knoten angewendet. Die anschließend noch ver-
bleibenden Knoten werden als Stub AS klassifiziert. Diese Erweiterung der Menge der
Transit ASe ermöglicht u. U. alternative Inter-AS-Routingpfade – in Abbildung 4.5
würde beispielsweise stubAS1 im Fall von TransitThresh = 3 zusätzlich als Transit
AS klassifiziert um einen alternativen Routingpfad z. B. von transitAS2 zu stubAS5
bieten.
Erstellung von Router-Level-Topologien
Die Erstellung von Router-Level-Topologien durch das in dieser Arbeit entwickelte
Werkzeug basiert ebenfalls auf der Erzeugung eines Graphen mit Powerlaw-verteilten
Knotengraden. Bei der Erstellung von Router-Level-Topologien gibt es allerdings
noch weitere Randbedingungen zu beachten, da diese – im Gegensatz zu den abstrak-
ten Konstrukten der Autonomen Systeme – auf realen Hard- und Software-Systemen
basieren. Li et al. [112] setzen daher bei der Erzeugung ihrer Heuristically Optimal
Topology (HOT)-Graphen auf das Neuverbinden der erzeugten Knoten unter Einbe-
ziehung technischer und wirtschaftlicher Gesichtspunkte. Die Autoren argumentieren
beispielsweise, dass Betreiber von Autonomen Systemen ihre Zwischensysteme hier-
archisch anordnen. Dies ist zum einen darauf zurückzuführen, dass Zwischensysteme,
die sehr hohe Datenraten unterstützen, hohe Kosten verursachen. Zum anderen wer-
den hohe Datenraten am Rand des Netzes, d. h. zur Anbindung von Endsystemen,
nur selten benötigt, da erst die Aggregation von Verkehr in Richtung anderer Netze
zu hohem Bandbreitenbedarf führt. Folglich werden zur Anbindung der Endsysteme








Abbildung 4.5 Beispielhafte AS-Level-Topologie nach Anwendung des Algorith-
mus zur Klassifikation
viele kostengünstige Zwischensysteme mit vergleichsweise geringen Datenraten benö-
tigt; mit steigender Aggregation werden jedoch wenige, meist teure Zwischensysteme
mit hohen Datenraten notwendig. Zudem sind Knoten einer Hierarchie-Ebene oft un-
tereinander vernetzt, um innerhalb eines Autonomen Systems die Routingpfade zu
verkürzen.
Die Autoren geben keinen präzisen Algorithmus zur Erzeugung einer realistischen
Router-Level-Topologie vor, sondern beschreiben lediglich die aus ihrer Argumen-
tation resultierenden Implikationen und skizzieren grob die von ihnen verwendete
Methode zur Erstellung der Topologien: Zur Erzeugung einer Knotenmenge mit
Powerlaw-verteilten Knotengraden verwenden sie das BA-Modell [2]. Die von dem
jeweils verwendeten Modell erzeugten Kanten werden anschließend wieder gelöscht,
es werden nur die Knotengrade weiter verwendet. Neue Kanten werden so eingefügt,
dass Knoten mit mittleren Knotengraden zu Core-Routern – den Routern auf der
höchsten Hierarchie-Ebene – werden; die Knoten mit hohen Knotengraden werden
zu Gateway-Routern. Knoten mit niedrigen Graden werden verworfen. Anschließend
werden Verbindungen zwischen den Core- und Gateway-Routern sowie innerhalb der
beiden Hierarchie-Ebenen erstellt. Konkrete Aussagen zur Erstellung der Verbindun-
gen werden nicht gemacht. Die danach noch freien Grade der Gateway-Router wer-
den mit Edge-Routern – zusätzlich erstellten Knoten mit Knotengrad 1 – verbunden.
Die Zahl der Router in der resultierenden Topologie stimmt folglich nicht mehr mit
der für die ursprüngliche Erzeugung gemäß BA-Modell vorgegebenen Knotenzahl
überein. Die Powerlaw-Verteilung der Knotengrade sollte jedoch erhalten bleiben.
Aufgrund der nur vagen Beschreibung des Ablaufs durch die Autoren des HOT-
Modells wurde im Rahmen dieser Arbeit ein Algorithmus zur Erstellung realisti-
scher Router-Level-Topologien entworfen, welcher neben der Powerlaw-Verteilung
der Knotengrade zusätzlich die genannten wirtschaftlichen und technischen Gesichts-
punkte berücksichtigt. Der entworfene Algorithmus konkretisiert dabei nicht nur
die Zuweisung der Knoten zu verschiedenen Hierarchie-Ebenen bzw. Router-Rollen,
sondern auch das Verbinden der Knoten untereinander. Der im Folgenden vorge-
stellte Algorithmus zur Erzeugung einer Router-Level-Topologie wurde auf Basis
der Überlegungen zum HOT-Modell entworfen, ist jedoch nicht die einzig mögliche
Realisierung dieser Überlegungen, wie z. B. der in [180] genutzte, ebenfalls auf dem
HOT-Modell basierende Ansatz zeigt.









Abbildung 4.6 Hierarchischer Aufbau der Router-Level-Topologien
Abbildung 4.6 zeigt das aus der Durchführung des Algorithmus resultierende Sche-
ma der Router-Level-Topologie mit 3 Hierarchie-Ebenen: den Core-, Gateway- und
Edge-Routern. Lediglich die Core-Router sind untereinander vernetzt. Um die Ver-
netzung der Core-Knoten sicherzustellen, bilden diese einen Ring. Zusätzlich werden
weitere Kanten zwischen zufällig gewählten Core-Knoten hinzugefügt. Der relative
Anteil dieser Kanten in Bezug auf alle möglichen Kanten zwischen Core-Knoten wird
durch den Konfigurationsparameter CrossLinkRatio vorgegeben. Die ebenfalls in
der Abbildung dargestellten Endsysteme, die mit den Edge-Routern verbunden sind,
gehören nominell nicht zur Router-Level-Topologie.
Der in der vorliegenden Arbeit entworfenen Algorithmus basiert auf einer initial
erzeugten Knotenmenge mit Powerlaw-verteilten Knotengraden. Da es hierbei le-
diglich um die Einhaltung der Powerlaw-Eigenschaft geht, setzt das in der vorlie-
genden Arbeit entwickelte Werkzeug für diesen ersten Schritt auf das bereits im
vorigen Abschnitt vorgestellte PFP-Modell anstelle des BA-Modells. Die initial er-
zeugte Knotenmenge wird zuerst nach absteigendem Knotengrad sortiert. Anschlie-
ßend ermittelt der entworfene Algorithmus 4.2 auf Basis dieser sortierten Menge
die Core- und Gateway-Knoten. Zuerst wird anhand des Konfigurationsparameters
CoreRatio, welcher den Anteil der Core-Knoten an der Gesamtknotenmenge vorgibt,
die Anzahl der Core-Knoten ermittelt. Die benötigte Anzahl an Core-Knoten wird
dann aus der absteigend sortierten Knotenmenge entnommen. Reicht die Summe
der Grade aller Core-Knoten aus, um sowohl den Ring als auch die vorgegebene An-
zahl an Kanten zwischen zufälligen Core-Knoten zu bilden, ist eine gültige Menge an
Core-Knoten gefunden. Ansonsten wird der höchstwertige Knoten aus der Menge der
Core-Knoten entfernt und der nächste noch nicht selektierte Knoten stattdessen die-
ser Menge hinzugefügt. Endet dieser Teil des Algorithmus mit einer gültigen Menge
an Core-Knoten, verbleiben mindestens so viele höherwertige Knoten, dass die noch
freien Grade der Core-Knoten verbunden werden können. Diese höherwertigen Kno-
ten bilden die Gateway-Knoten der Router-Level-Topologie. Dieses Vorgehen stellt
sicher, dass tatsächlich – wie im HOT-Modell beschrieben – diejenigen Knoten mit
hohen Knotengraden zu Gateway-Knoten werden und die Core-Knoten mittlere Kno-
tengrade aufweisen. Im Anschluss an die durch Algorithmus 4.2 spezifizierte Auswahl
der Core- und Gateway-Knoten wird jeder Gateway-Knoten mit genau einer freien
Kante eines Core-Knotens verbunden. Im letzten Schritt der Topologie-Erstellung
wird jede freie Kante eines Gateway-Knotens mit einem hierfür neu erstellten Edge-
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Knoten verbunden. Diese Edge-Knoten weisen folglich den Grad 1 auf. Aufgrund
der ursprünglichen Powerlaw-Verteilung der Knotengrade sowie der Auswahl der
höchstwertigen Knoten als Gateway-Knoten ist sichergestellt, dass die Edge-Router
den Großteil aller Router bilden. Da diese lediglich einen Knotengrad von 1 besit-
zen und die Knoten mit mittlerem und hohem Knotengrad bei der Rekonfiguration
der ursprünglichen Knotenmenge erhalten blieben, wird dafür gesorgt, dass auch
die resultierende Knotenmenge einen Powerlaw-verteilten Knotengrad aufweist. Der
Nachweis dieser Eigenschaft erfolgt in Abschnitt 4.2.1. Nachdem mit Hilfe des vorge-
stellten Algorithmus eine Router-Level-Topologie erstellt wurde, wird abschließend
noch jeder Edge-Knoten mit einer zufälligen Anzahl an Endsystemen verbunden. Die
Anzahl der Endsysteme wird gleichverteilt aus dem durch die Parameter MinHosts
und MaxHosts definierten Intervall gewählt.
1 Require : Knoten [ ] // Nach abste igendem Knotengrad s o r t i e r t
2
3 // Berechne Anzahl der Core−Router
4 AnzahlCoreKnoten = CoreRatio ∗ AnzahlCoreKnoten ;
5 c o r e O f f s e t = −1;
6
7 For( i = 1 To ( GesamtzahlKnoten − AnzahlCoreKnoten ) ) {
8 SummeCoreGrade = 0 ;
9 For( j = i To ( AnzahlCoreKnoten + i ) ) {
10 SummeCoreGrade += Knoten [ j ] . Knotengrad ;
11 }
12
13 FreieCoreGrade = SummeCoreGrade ;
14
15 // Für Ringb i ldung b en ö t i g t e b i d i r e k t i o n a l e Kanten
16 FreieCoreGrade −= (2 ∗ AnzahlCoreKnoten ) ;
17
18 // Für g e f o r d e r t e Querverbindungen b en ö t i g t e b i d i r e k t i o n a l e
Kanten
19 FreieCoreGrade −= ( CoreCrossLinkRatio ∗ SummeCoreGrade ) ;
20
21 // Verb l e i bende Anzahl an Kanten zur Anbindung von Gateway−
Knoten
22 I f ( FreieCoreGrade > 0 && FreieCoreGrade <= i ) {





28 AnzahlGatewayKnoten = FreieCoreGrade ;
29
30 Ensure : c o r e O f f s e t > 0
Algorithmus 4.2 Algorithmus zur Selektion der Core- und Gateway-Router
Der vorgestellte Algorithmus nimmt gegenüber den Überlegungen des HOT-Modells
in einem Punkt Vereinfachungen an: den Kanten werden keine Bandbreiten zugewie-
sen. Dies erfolgt bei ReaSE erst im Zusammenhang mit der Generierung von realisti-
schem Hintergrundverkehr und nicht bereits bei der Erstellung der Topologie. Auch
dann wird allerdings allen unidirektionalen Links zwischen zwei Knoten-Klassen –
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also z. B. allen Links zwischen Edge- und Gateway-Routern – dieselbe Bandbreite
zugewiesen und nicht darauf geachtet, dass jeder Teilbaum unabhängig von der An-
zahl der Knoten dieselbe Gesamtbandbreite erhält. Dies stellt jedoch im Hinblick
auf die Evaluierung von Systemen zur Angriffserkennung keine Einschränkung dar.
Adressvergabe und Routing innerhalb der Simulation
Das Ergebnis der Topologie-Erstellung, welche auf den in den vorigen Abschnit-
ten beschriebenen Algorithmen basiert, ist eine von OMNeT++ verarbeitbare To-
pologiedatei im NED-Format. Diese wird während der Initialisierungsphase einer
Simulation vom Simulationskern eingelesen. Bevor die Simulation eines Kommuni-
kationsnetzes auf Basis der eingelesenen Topologie gestartet werden kann, müssen
den zu simulierenden Systemen noch IP-Adressen zugewiesen und die für die We-
gewahl notwendigen Routingtabellen erstellt werden. In der derzeitigen Version von
ReaSE erhält jedes Autonome System ein /16-Präfix. Den Systemen der zugehörigen
Router-Level-Topologie sowie den zugehörigen Endsystemen werden in aufsteigen-
der Reihenfolge ihrer von OMNeT++ vergebenen Modul-ID IP-Adressen aus dem
Adressblock des Autonomen Systems zugewiesen. Ein AS darf derzeit folglich nicht
aus mehr als 65 536 Systemen bestehen und es darf nicht mehr als 65 536 ASe geben.
Die Größe des für alle ASe verwendeten Präfixes ist einfach änderbar. Eine indivi-
duelle Konfiguration der Autonomen Systeme ist derzeit jedoch nicht vorgesehen.
Im Anschluss an die Adressvergabe werden die Routingtabellen aller simulierten
Systeme berechnet. Um Speicherplatz und Rechenzeit für die Routing-Lookups ein-
zusparen, werden wenn möglich Default-Routen angelegt. Dies ist innerhalb eines
Autonomen Systems immer dann der Fall, wenn Dateneinheiten an eine höhere
Hierarchie-Ebene gesendet werden sollen, beispielsweise von Endsystemen in Rich-
tung eines Core-Routers. Für alle nicht über eine Default-Route erreichbaren Syste-
me desselben Autonomen Systems werden die jeweils kürzesten Wege berechnet und
das ausgehende Interface sowie der nächste Hop werden in der Routingtabelle ge-
speichert. Da Core-Router die höchste Hierarchie-Ebene darstellen, benötigen diese
außer den AS-internen Pfaden zusätzlich Routen zu allen anderen Autonomen Sys-
temen. Bei der hierfür notwendigen Berechnung der kürzesten Inter-AS-Pfade wird
die Rolle des jeweiligen Autonomen Systems berücksichtigt, da nur Transit ASe Da-
teneinheiten weiterleiten dürfen. Die Berechnung kürzester Pfade erfolgt mit Hilfe
einer vom Simulationskern zur Verfügung gestellten Methode, welche den Dijkstra-
Algorithmus unter Berücksichtigung der AS-Rolle verwendet. Die Unterteilung realer
Netze in zwei Hierarchie-Ebenen, welche sich auch im Intra- und Inter-AS-Routing
wiederfindet, wird bei der Erzeugung von Topologien in ReaSE folglich ebenfalls
nachgebildet.
4.2.1 Powerlaw-Eigenschaft der Topologien
AS- und Router-Level-Topologien müssen bezüglich der Knotengrade Powerlaw-
Eigenschaften aufweisen, um realistische Eigenschaften des Internets nachzubilden.
Die Autoren der Modelle PFP und HOT, auf denen die Topologie-Erstellung von
ReaSE basiert, zeigen mit Hilfe von wenigen, vergleichsweise kleinen Topologien
bereits deren Powerlaw-Eigenschaften. Diese sollen im Folgenden auch für die von
ReaSE erzeugten Topologien nachgewiesen werden, wobei hierbei verschiedene Topo-
logiegrößen und mehrere Seeds zur Erzeugung verwendet werden. Wichtig ist dieser
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Eigenschaft 1 Eigenschaft 2 Eigenschaft 3
Multi -0,89 -1,22 -0,45
Oregon -0,74 -1,12 -0,48
Tabelle 4.1 Powerlaw-Exponenten der beiden Referenztopologien gemäß [184]
Nachweis vor allem bei den Router-Level-Topologien, da nur die vage Beschreibung
des Ablaufs von den Autoren selbst stammt, der konkrete Algorithmus aber im Rah-
men dieser Arbeit entworfen wurde. Die Erzeugung von Topologien erfolgt über ein
auf C++ basierendes Werkzeug, welches als Ergebnis eine von OMNeT++ verarbeit-
bare NED-Datei erstellt. Diese enthält die Definition der zu simulierenden Topologie
in Form von End- und Zwischensystemen sowie der Verbindungen zwischen diesen.
Der Nachweis der realistischen Eigenschaften der erzeugten Topologien erfolgt auf
Basis der drei von Faloutsos et al. definierten Powerlaw-Eigenschaften [56]. Eigen-
schaft 1 bezieht sich auf das Verhältnis von Knotengrad zu Knotenrang, Eigen-
schaft 2 betrachtet das Verhältnis der Häufigkeit von Knoten mit gleichem Knoten-
grad zum Knotengrad und Eigenschaft 3 den Zusammenhang zwischen den Eigen-
werten der zugehörigen Adjazenzmatrix und deren Rang. Als Referenzwerte dienen
die von Siganos et al. [184] herangezogenen Topologien Oregon und Multi, welche
im Mai 2001 auf Basis von BGP-Routingdaten ermittelt wurden. Zusätzlich wurden
in [184] Topologiedaten der Jahre 1997 bis 2002 mit den beiden Referenztopologien
verglichen um sicherzustellen, dass die Werte dieser Topologien aussagekräftig sind.
Tabelle 4.1 listet die Werte der drei Powerlaw-Eigenschaften für die beiden Refe-
renztopologien. Neuere Publikationen [114, 180] betrachten meist nur Eigenschaft 2,
wobei deren Referenzwerte bei -1,4 und -1,9 – und damit etwas niedriger als die
in dieser Arbeit verwendeten – liegen. Diese geringe Abweichung stellt aber keine
Einschränkung für die folgenden Auswertungen dar.
Zur Auswertung der von ReaSE erzeugten Topologien wurden die beiden Hierarchie-
Ebenen AS- und Router-Level separat betrachtet. Zur Evaluierung der Ebene der
Autonomen Systeme wurden Topologien unterschiedlicher Größe – von 20 ASen
bis zu 10 000 ASen – erstellt, wobei je 200 Seeds pro Topologiegröße verwendet
wurden. Für jede erzeugte Topologie wurden die Powerlaw-Exponenten der drei
Powerlaw-Eigenschaften berechnet und anschließend über die 200 Seeds gemittelt.
Abbildung 4.7(a) zeigt die berechneten Mittelwerte sowie die 95 % Konfidenzin-
tervalle aller Topologiegrößen und Powerlaw-Eigenschaften. Die Konfidenzintervalle
sind in den meisten Fällen vernachlässigbar klein. Die Werte der ersten Eigenschaft
liegen für alle Topologiegrößen im Bereich von -0,871 bis -0,958 und entsprechen
damit etwa den Werten der Referenztopologien. Auch die zweite Eigenschaft – das
Verhältnis der Häufigkeit von Knoten mit gleichem Knotengrad zum Knotengrad –
zeigt nur kleinere Abweichungen von den Referenzwerten. Dies bestätigen auch die
in Tabelle 4.2 aufgeführten Korrelationskoeffizienten zwischen ausgewählten, von
ReaSE erzeugten Topologien und der Referenztopologie Multi, welche für die ersten
beiden Powerlaw-Eigenschaften neben den dargestellten Werten für alle Topologie-
größen zwischen 0,99 und 1,0 liegen. Starke Abweichungen lassen sich im Fall der
dritten Eigenschaft in kleineren Topologien bis zu einer Größe von 100 Knoten beob-
achten. Die vergleichsweise großen Konfidenzintervalle zeigen zusätzlich, dass es bei
der Erstellung verschiedener Topologien zu größeren Schwankungen im Powerlaw-






























































Abbildung 4.7 Powerlaw-Exponenten der 3 Powerlaw-Eigenschaften für unter-
schiedliche Topologiegrößen
Exponenten der dritten Eigenschaft kommt. Bei größeren Topologien ab einer Größe
von 500 Knoten zeigt aber auch diese Powerlaw-Eigenschaft realistische, mit den
Referenzwerten vergleichbare und stabile Werte. Die starken Abweichungen in klei-
nen Topologien sowie die beobachteten Schwankungen lassen sich durch die Art der
Berechnung der dritten Powerlaw-Eigenschaft erklären. Bei der Abschätzung des
Powerlaw-Exponenten werden gemäß [56] nur die größten Eigenwerte berücksich-
tigt, welche lediglich einen kleinen Teil aller Eigenwerte darstellen. Zur Abschätzung
des Exponenten berücksichtigen Faloutsos et al. [56] beispielsweise bei Topologie-
größen von ca. 3 000 Systemen nur die 20 größten Eigenwerte. Da der Anteil der zur
Abschätzung des Exponenten verwendeten Eigenwerte in kleinen Topologien jedoch
vergleichsweise hoch gewählt werden muss, um überhaupt eine Abschätzung zu er-
möglichen, hat diese dritte Powerlaw-Eigenschaft in solchen Topologien nur wenig
Aussagekraft.
Für die Evaluierung der Router-Level-Topologien wurden Größen von 20 bis 5 000
Knoten als Eingabeparameter der Topologie-Erstellung gewählt. Es wurden aus-
schließlich Router-Level-Knoten erzeugt, Endsysteme wurden in dieser Auswertung
nicht berücksichtigt. Beim Eingabeparameter von 5 000 Knoten wurden statt der bis-
herigen 200 Seeds nur 25 Seeds verwendet, da die Berechnung der dritten Powerlaw-
Eigenschaft – das Verhältnis der Eigenwerte der Adjazenzmatrix zu ihrem Rang –
mit ca. 24 Stunden unverhältnismäßig lange dauerte. Wie bereits bei der Beschrei-
bung der zur Generierung verwendeten Algorithmen (s. Abschnitt 4.3) erläutert,
enthält die erstellte Router-Level-Topologie nicht notwendigerweise die vorgegebe-
ne Anzahl an Knoten. Dies ist darauf zurückzuführen, dass der Eingabewert nur
für die im ersten Schritt des Algorithmus erzeugte Knotenmenge verwendet wird.
Die – im Unterschied zur Topologie-Erstellung auf AS-Ebene – anschließend durch-
geführte Rekonfiguration der Kanten auf Router-Ebene führt dazu, dass die Anzahl
der Knoten in der resultierenden Topologie aufgrund der unterliegenden Powerlaw-
Verteilung oft deutlich über den Eingabewerten liegt. Bei einem Eingabewert von
5 000 Knoten enthielt die generierte Router-Level-Topologie beispielsweise durch-
schnittlich 19 505 Knoten, bei einem Eingabewert von 100 Knoten waren es im
Mittel 316 Knoten. Die Tatsache, dass die resultierende Anzahl an Routern meist
deutlich über dem Eingabewert liegt, muss vom Benutzer bei der Generierung von
Router-Level-Topologien berücksichtigt werden; die Powerlaw-Eigenschaften der To-
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Eigenschaft 1 Eigenschaft 2 Eigenschaft 3
AS-Level-Topologien
500 0,99847 0,99983 0,99030
10 000 0,99974 0,99992 0,99998
Router-Level-Topologien
50 0,98601 0,99938 0,38944
1 000 0,87736 0,99995 0,99910
Tabelle 4.2 Korrelationskoeffizienten zwischen erzeugten Topologien und den Re-
ferenztopologien
pologie werden durch dieses Phänomen jedoch nicht verändert. Werden zusätzlich
zu den Routern auch Endsysteme in der Router-Level-Topologie betrachtet, fällt
diese Abweichung außerdem deutlich weniger ins Gewicht, da die Endsysteme –
welche dann den Großteil der Topologie ausmachen – einer Gleichverteilung un-
terliegen und dadurch die Abweichung, welche durch die Powerlaw-Verteilung der
Router ausgelöst wird, abschwächen. Aufgrund der erläuterten Abweichung und der
Nicht-Berücksichtigung von Endsystemen konnten AS-Level-Topologien mit einem
Eingabewerte der Größe 5 000 und 10 000 problemlos evaluiert werden, wohingegen
dies bei Router-Level-Topologien nicht möglich ist.
Die in Abbildung 4.7(b) dargestellten Powerlaw-Exponenten für Router-Level-To-
pologien verhalten sich ähnlich wie die bereits diskutierten Werte der AS-Level-
Topologien. Die Exponenten der ersten Eigenschaft sind mit -0,728 bis -0,487 etwas
kleiner. Auch in [56] wurde dieses Phänomen bereits beobachtet. Dort wurden eine
Router-Level- und drei AS-Level-Topologien aus den Jahren 1997 und 1998 auf ih-
re Powerlaw-Eigenschaften untersucht. Die AS-Level-Topologien zeigten ähnlich den
hier verwendeten Referenztopologien Werte zwischen -0,74 und -0,82, wohingegen
die Router-Level-Topologie einen etwas kleineren Wert von -0,48 aufwies. Dass nur
wenige Untersuchungen zu den Eigenschaften von Router-Level-Topologien existie-
ren, lässt sich auf die Geheimhaltung der Netzbetreiber in Bezug auf Informationen
über deren Netze zurückführen, welche Angreifern die Analyse der Sicherheit sowie
das Auffinden verwundbarer Systeme erschweren soll.
Zusammenfassend hat sich gezeigt, dass die von ReaSE erstellten AS- und Router-
Level-Topologien im Hinblick auf deren Powerlaw-Eigenschaften realistische Eigen-
schaften gut nachbilden. Auch wenn kleinere Topologien in der dritten Powerlaw-
Eigenschaft zum Teil starke Abweichungen von den realistischen Werten zeigen, sind
die Verteilungen der Knotengrade sowie das Verhältnis von Knotenrang zu Knoten-
grad auch bei diesen Topologiegrößen realistisch nachgebildet.
4.3 Generierung von realistischem Hintergrund-
verkehr
In Bezug auf Internetverkehr ist eine der grundlegenden realistischen Eigenschaften
die Selbstähnlichkeit des aggregierten Verkehrs [153]. Der Begriff der Selbstähnlich-
keit bezeichnet ein mathematisches Phänomen, bei dem ein Objekt unabhängig von
der zur Betrachtung verwendeten Skala immer dieselbe Struktur aufweist. Im Bereich
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der Kommunikationsnetze gilt diese mathematische Sicht nicht völlig unabhängig
von der gewählten Skala, ist aber dennoch in weiten Skalenbereichen beobachtbar.
Teilt man beispielsweise die Zeit in Intervalle fester Länge ein und beobachtet in
einem lokalen Netz die Anzahl der Pakete pro Zeitintervall, verhalten sich diese
selbstähnlich [111]. Im Fall von Internetverkehr bezieht sich die Selbstähnlichkeit
vor allem darauf, dass unabhängig von der gewählten Intervalldauer immer wieder
starke Ausschläge, so genannte Bursts, auftreten. Selbstähnlichkeit lässt sich aber
nicht nur in lokalen Netzen, sondern auch auf Routern im Netzinneren beobach-
ten [41, 111]. Eine Nachbildung dieser Selbstähnlichkeit in aggregiertem Verkehr ist
beispielsweise durch heavy tailed-verteilte ON/OFF-Intervalle der simulierten Sen-
der möglich [215], d. h. die Zeitspannen von Aktivität und Inaktivität eines jeden
Senders können durch eine heavy tailed-Verteilung modelliert werden. Eine weitere
Möglichkeit, Selbstähnlichkeit des Verkehrs zu erreichen, ist die Verwendung heavy
tailed-verteilter Größen von Dateneinheiten [150].
Ein weiterer wichtiger Aspekt von realistischem Internetverkehr ist die Existenz
einer Vielzahl an Protokollen bzw. Diensten. Auf der Transportschicht z. B. nutzen
ca. 85 % der beobachteten Dateneinheiten das TCP-Protokoll. Nur ein kleiner Anteil
von ca. 15 % basiert auf dem UDP-Protokoll [111]. Betrachtet man statt der Anzahl
gesendeter Dateneinheiten die gesendete Datenmenge, verändert sich die Aufteilung
mit ca. 90 % über TCP und nur ca. 10 % über UDP gesendeter Daten nur geringfügig.
Zusätzlich kann in diesem Zusammenhang das ICMP-Protokoll betrachtet werden,
welches nominell auf der Netzwerkschicht angesiedelt ist, aber dennoch – wie auch
TCP und UDP – als Nutzdaten des IP-Protokolls gesendet wird. Der Anteil an
ICMP-Dateneinheiten ist allerdings relativ gering und liegt unter 1 %. Weitere, im
Abstand von einigen Jahren durchgeführte Arbeiten [59, 93, 94, 121] bestätigen diese
Aufteilung der Protokolle TCP, UDP und ICMP. Trotz des zunehmenden Einflus-
ses von Peer-to-Peer-Anwendungen oder Video-Streaming, welche z. B. auf einigen
Links im Sprint Backbone-Netz bis zu 60 % der gesendeten Daten erzeugen, hat das
TCP-Protokoll auch auf solchen Links einen Anteil von ca. 90 % [59]. Die Entwick-
lung und Einführung von UDP-basierten Anwendungen wie Video-Streaming führt
folglich nicht zu veränderten Verhältnissen, sondern wird durch die ebenfalls stei-
gende TCP-Kommunikation ausgeglichen [121]. Nimmt man allerdings die Anzahl
der Kommunikationsverbindungen statt der Dateneinheiten bzw. Datenmenge als
Vergleichsgrundlage, verändern sich die Verhältnisse stark. Eine Kommunikations-
verbindung definiert sich dabei über das 5-Tupel eines Flows, welches das verwendete
Transportprotokoll, die Quell- und Ziel-IP-Adresse sowie den Quell- und Ziel-Port
enthält. In diesem Fall nimmt UDP einen Anteil von ca. 70 % und TCP nur ca 30 %
ein [146]. Betrachtet man den Mix an unterschiedlichen Protokollen feingranularer
auf Anwendungsschicht, zeigt sich, dass ein Großteil der UDP-Flows, z. B. DNS-
Anfragen, kurzlebig sind und nur geringe Datenmengen austauschen, aber sehr häu-
fig vorkommen. Dies erklärt den hohen Anteil in Bezug auf die beobachteten Flows
und den gleichzeitig geringen Anteil an Dateneinheiten und gesendeten Daten.
Im Rahmen der vorliegenden Arbeit wird die Nachbildung einer realistischen Proto-
kollvielfalt auf Transportschicht als ausreichend angesehen, da auch das verwendete
Erkennungssystem die Informationen höherer Schichten derzeit nicht verarbeitet.
Daher werden keine speziellen Anwendungsprotokolle nachgebildet. Die charakteri-
stischen Eigenschaften unterschiedlicher Anwendungen, z. B. die Dauer eines Flows
oder die ausgetauschte Datenmenge, werden jedoch modelliert. Die entworfene und
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umgesetzte Lösung berücksichtigt außerdem explizit, dass in Zukunft evtl. eine we-
sentlich detailliertere Modellierung auf Anwendungsschicht notwendig ist, und stellt
daher einfache Erweiterbarkeit und Flexibilität sicher. Neben dieser Anforderung
muss die Generierung von realistischem Hintergrundverkehr im Rahmen der simula-
tiven Evaluierung zudem vor allem skalierbar sein, d. h. der Konfigurationsaufwand
muss sich auch im Fall von 100 000 Systemen und mehr in Grenzen halten. Zusam-
mengefasst müssen die folgenden Anforderungen erfüllt werden:
• Nachbildung der Selbstähnlichkeit
• Nachbildung einer realistischen Protokollverteilung auf Transportschicht
• Skalierbarkeit der Konfiguration in Bezug auf die Anzahl simulierter Systeme
• Erweiterbarkeit
Existierende Arbeiten zur Generierung von Verkehr lassen sich in zwei Kategorien
unterteilen: Verkehrsgeneratoren für echte Netze und speziell auf Netzwerksimulato-
ren abgestimmte Generatoren. Verkehrsgeneratoren für echte Netze sind meist dar-
auf ausgelegt, realistischen Verkehr zwischen genau zwei Kommunikationspartnern
zu erzeugen. Zusätzlich sind derartige Generatoren häufig auf wenige ausgewählte
Anwendungsprotokolle eingeschränkt. TTCP [135] und Iperf [52] sind einfach Tools,
die vorrangig mit dem Ziel des Benchmarking der Übertragungsstrecke zwischen zwei
Systemen – auf Basis des UDP- oder TCP-Protokolls – Verkehr erzeugen. Antonatos
et al. [5] stellen ein erweiterbares und flexibles Rahmenwerk zur Verfügung, welches
Verkehr speziell zum Testen eines Signatur-basierten Erkennungssystems generiert.
Die Integration neuer Verkehrsklassen ist allerdings aufwändig. Außerdem wird Ver-
kehr für genau ein Client-System generiert. D-ITG [8] erzeugt keinen konkreten
Anwendungsverkehr, sondern modelliert dessen Eigenschaften durch die beiden Pa-
rameter Inter Arrival Time und Packet Size. D-ITG ist dadurch sehr flexibel, die
Verkehrserzeugung erfolgt allerdings zwischen je zwei Systemen auf der Basis von
jeweils einzeln zu konfigurierenden Flows. Der Traffic Generator [155] ermöglicht
ebenfalls die Generierung zwischen genau zwei Systemen. Die Eigenschaften des zu
erzeugenden Verkehrs können dabei mit Hilfe einer eigenen Spezifikationssprache
definiert werden. Die Fokussierung auf die Erzeugung von Verkehr zwischen genau
zwei Systemen ist besonders im Hinblick auf die Skalierbarkeit, d. h. die Nachbildung
sehr großer Netze, – wie dies in der vorliegenden Arbeit der Fall ist – problematisch,
da der Verkehrsgenerator für jedes mögliche Client/Server-Paar konfiguriert werden
muss. Der hierfür erforderliche Aufwand liegt bei O(n2), wobei n die Anzahl der in
der Topologie vorhandenen Endsysteme angibt, und ist gerade bei großen Netzen
manuell kaum umsetzbar. Ein weiteres Problem der Generatoren für echte Netze
in Bezug auf die vorliegende Arbeit ist die Tatsache, dass diese meist nicht auf
die Integration in einen Simulator ausgelegt und daher im Rahmen der simulativen
Evaluierung ungeeignet sind.
Verkehrsgeneratoren für Netzwerksimulatoren sind häufig speziell auf die zu evaluie-
renden Probleme abgestimmt. PackMime-HTTP [25] erzeugt HTTP-Verkehr für den
Simulator ns-2, wobei die Modellierung in dieser Lösung nicht die einzelnen Client-
und Server-Systeme berücksichtigt, sondern eine möglichst realistische Nachbildung
der im Netzinneren beobachteten HTTP-Verbindungen ermöglicht. HttpTools [96]
hingegen modelliert Web-Verkehr für den Simulator OMNeT++ über die von Client-
Systemen ausgelöste Kommunikation mit in der Simulation vorhandenen Servern.
Swing [208] ist ein Rahmenwerk zur Erzeugung realistischer Verkehrsdateien, welche
88 4. Werkzeuge zur Evaluierung einer Erkennung verteilter Angriffe
sowohl in realen Umgebungen als auch im Simulator genutzt werden können. Mo-
delliert wird dabei allerdings nur Verkehr, der von genau einem System beobachtet
wird. Auch der erst kürzlich veröffentlichte Generator LiTGen [171] erzeugt Ver-
kehrdateien und basiert dabei, ähnlich wie der in dieser Arbeit vorgestellte Ansatz,
auf der Nutzung flexibler und erweiterbarer Verkehrsprofile. BonnTraffic [169] ist
ein Simulator-unabhängiger Verkehrsgenerator, welcher vorhandene Verkehrsklassen,
wie z. B. HTTP-Verkehr, zwischen je zwei Systemen nachbildet. Derzeit beschränkt
sich die Nutzung allerdings auf ns-2, da für andere Simulatoren kein Exporter exi-
stiert. TrafGen [45] ist ein Werkzeug zur Erzeugung von selbstähnlichem Verkehr
speziell für OMNeT++-Simulationen. Sowohl BonnTraffic als auch TrafGen haben
allerdings den Nachteil, dass sämtliche in der Simulation vorhandene Endsysteme
einzeln konfiguriert werden müssen. Dies bedeutet – wie schon bei den Generatoren
für echte Netze – einen enormen Aufwand und bietet wenig Flexibilität. Derartige
Verkehrsgeneratoren sind folglich für den Einsatz im Simulator aufgrund ihres Kon-
figurationsaufwands nicht skalierbar in großen Simulationen einsetzbar. Generatoren
hingegen, die spezielle Anwendungsprotokolle nachbilden, können in die Lösung die-
ser Arbeit evtl. integriert werden, wurden aber aufgrund ihrer Fokussierung auf
einzelne Protokolle nicht berücksichtigt.
Verkehrsprofile
Die entworfene Lösung zur Generierung von selbstähnlichem Hintergrundverkehr,
welcher auf Transportschicht eine realistische Protokollvielfalt und -verteilung auf-
weist, basiert auf der Definition von Verkehrsprofilen sowie der Zuweisung einer
bestimmten Rolle – Client oder Server – an jedes Endsystem der zugrunde lie-
genden Topologie [70]. Ein Verkehrsprofil definiert die grundlegenden Eigenschaf-
ten eines Anwendungsprotokolls, wobei die Eigenschaften aus Sicht der Transport-
schicht definiert werden. Dies ist ausreichend, da die Protokollverteilung lediglich auf
Transportschicht nachgebildet werden soll. Um sicherzustellen, dass tatsächlich ei-
ne realistische Protokollvielfalt nachgebildet wird, werden mehrere unterschiedliche
Verkehrsprofile benötigt. Die im Rahmen dieses Werkzeugs bereits zur Verfügung
gestellten Verkehrsprofile basieren auf der Arbeit von Pang et al. [146] und erzeugen
Verkehr auf Basis der Protokolle TCP, UDP und ICMP. Tabelle 4.3 gibt einen Über-
blick über die verfügbaren Verkehrsprofile, die genutzten Transportprotokolle sowie
die Selektionswahrscheinlichkeiten der einzelnen Profile. Die Nutzung dieser unter-
schiedlichen Profile bietet die Möglichkeit einer einfachen Erweiterung um weitere
Aspekte realistischen Verkehrs – d. h. um Verkehr weiterer Anwendungen. Diese kön-
nen sich auf die Verteilungen der Protokolle auf Transportschicht auswirken, ohne
dass sämtliche verfügbaren Verkehrsprofile neu konfiguriert werden müssen. Zudem
bietet dieses Vorgehen die Möglichkeit einer einfachen Erweiterbarkeit, falls einzelne
Anwendungsprotokolle tatsächlich direkt im Simulator nachgebildet werden sollen.
Die zur Definition eines Verkehrsprofils verwendeten Parameter sind die Folgenden:
• Größe der Dateneinheiten: Der spezifizierte Wert x gibt die minimale
Größe einer Anfrage- bzw. Antwort-Dateneinheit an und wird als Eingabe-
Parameter einer Wahrscheinlichkeitsverteilung genutzt. Der tatsächliche Wert
wird jeweils pro Anfrage bzw. Antwort zufällig auf Basis einer Pareto-Verteilung
mit shape-Parameter 3 und location-Parameter x bestimmt und modelliert so-
mit heavy tailed-verteilte Größen von Dateneinheiten.
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Name des Transport- Selektions-
Verkehrsprofils protokoll wahrscheinlichkeit
Backup Traffic TCP 1,57
Interactive Traffic TCP 4,71
Web Traffic TCP 11,52
Mail Traffic TCP 4,19
Nameserver Traffic UDP 56,54
Streaming Traffic UDP 1,05
Misc Traffic UDP 14,14
Ping Traffic ICMP 6,28
Tabelle 4.3 Zur Generierung von Hintergrundverkehr verfügbare Verkehrsprofile
• Anzahl Dateneinheiten: Der spezifizierte Wert gibt die Anzahl von Da-
teneinheiten an, welche pro Antwort von der Anwendung gesendet werden.
Im Fall einer Anfrage an einen Webserver antwortet dieser z. B. mit mehreren
Dateneinheiten, die jeweils ein Objekt einer Webseite enthalten. Eine Anfrage
besteht generell nur aus einer einzelnen Dateneinheit. Der jeweils verwendete
tatsächliche Wert berechnet sich aus der Addition des konfigurierten Wertes
und einem zufälligen Wert auf Basis einer Normalverteilung N(0,1).
• Wartezeit: Der spezifizierte Wert gibt die minimale Zeit zwischen Anfra-
gen, Antworten oder Kommunikationsverbindungen – so genannten Flows –
eines Systems an und dient als location-Parameter einer Pareto-Verteilung.
Der tatsächliche Wert wird jeweils zufällig auf Basis dieser Pareto-Verteilung
mit shape-Parameter 1 bestimmt und modelliert dadurch heavy tailed-verteilte
ON/OFF-Intervalle.
• Anzahl Anfragen: Der spezifizierte Wert gibt die Anzahl an Anfragen einer
Kommunikationsverbindung an. Der tatsächliche Wert berechnet sich aus der
Addition des konfigurierten Wertes und einem zufälligen Wert auf Basis einer
Normalverteilung N(0,1).
• Selektionswahrscheinlichkeit: Der spezifizierte Wert gibt an, mit welcher
Wahrscheinlichkeit dieses Verkehrsprofil ausgewählt wird. Die Selektionswahr-
scheinlichkeiten aller verfügbaren Verkehrsprofile geben somit eine Wahrschein-
lichkeitsverteilung vor, welche die Steuerung einer realistischen Protokollver-
teilung ermöglicht.
• Lokalität: Der spezifizierte Wert gibt an, mit welcher Wahrscheinlichkeit die
Kommunikationsverbindung zwischen zwei Systemen im selben Autonomen
System stattfindet. Dieser Wert spiegelt die Tatsache wider, dass bestimmte
Kommunikationsverbindungen, z. B. DNS-Anfragen, häufig lokal stattfinden.
Bevor eine Simulation mit automatischer Generierung von realistischem Hinter-
grundverkehr durchgeführt werden kann, muss allen Endsystemen der zugrunde lie-
genden Topologie eine der beiden möglichen Rollen zugewiesen werden: Client- oder
Server-System. Im Falle eines Server-Systems muss zusätzlich die Art des Server-
Systems festgelegt werden, da unterschiedliche Server-Rollen existieren, welche je-
weils genau ein Verkehrsprofil – und dadurch auch die Generierung von Verkehr
genau eines Transportprotokolls – unterstützen. Ein Webserver ist folglich nur in
der Lage, auf Anfragen des Verkehrsprofils Web Traffic zu antworten. Ausnahmen
bilden die beiden Verkehrsprofile Misc Traffic und Ping Traffic, welche von je-
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Client (AS1) Webserver (AS1) ConnectionManager (AS1) ConnectionManager (Global) TrafficProfileManager
1 : Verfügbare()2 : Als lokaler CM registrieren()
3 : Als Webserver()
4 : Profil und Server für Kommunikation wählen()
5 : Verkehrsprofil wählen()
6 : Zufälliges Verkehrsprofil()
7 : Zum Profil passenden()
8 : Zufälliges Profil und zufälliger Server()
9 : Anfrage senden()





   Profile
   registrieren()
   Server wählen()
   einlesen()
Abbildung 4.8 Sequenzdiagramm zur Generierung von realistischem Hintergrund-
verkehr
dem Client- und Server-System sowohl initiiert als auch beantwortet werden können.
Dies spiegelt die Tatsache wider, dass beispielsweise ICMP Echo-Dateneinheiten von
jedem Endsystem sowohl gesendet als auch beantwortet werden können.
Um die Generierung von Hintergrundverkehr im Simulator umzusetzen, werden ne-
ben den neuen Entitäten, welche die Client- sowie die unterschiedlichen Server-
Systeme realisieren, zwei weitere Entitäten benötigt: der TrafficProfileManager
und der ConnectionManager. Der TrafficProfileManager liest während der In-
itialisierung einer Simulation alle verfügbaren Verkehrsprofile aus einer Konfigurati-
onsdatei ein. Der ConnectionManager wird mehrfach instanziiert: je einmal pro AS
sowie einmal als globales Modul. Beim AS-internen ConnectionManager registrie-
ren sich sämtliche Server-Systeme des Autonomen Systems; beim globalen Modul
hingegen registrieren sich sämtliche lokalen ConnectionManager. Diese zusätzlichen
Entitäten ermöglichen mit dem durch die Registrierung und Konfiguration erlang-
ten Wissen die Anfrage und Auswahl von zufälligen Verkehrsprofilen und passenden
Kommunikationspartnern durch Client-Systeme während der Simulation.
Den grundsätzlichen Ablauf der Generierung von Hintergrundverkehr innerhalb einer
Simulation skizziert Abbildung 4.8. In der Initialisierungsphase der Simulation wer-
den die zusätzlichen Entitäten TrafficProfileManager und ConnectionManager
instanziiert. Der TrafficProfileManager liest im ersten Schritt alle verfügbaren
Verkehrsprofile aus der Konfigurationsdatei ein. In Schritt 2 registrieren sich alle
Connection-Manager auf AS-Ebene beim globalen ConnectionManager. Anschlie-
ßend registrieren sich alle Server-Systeme beim ConnectionManager ihres AS, wie
dies in der Abbildung exemplarisch für einen Webserver dargestellt ist. Endsysteme
in der Rolle eines Client-Systems fordern nach dem Simulationsstart zufällig eines
der verfügbaren Verkehrsprofile sowie ein zu dem Verkehrsprofil passendes Server-
System bei ihrem lokalen ConnectionManager an. Das Verkehrsprofil wird vom
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TrafficProfile-Manager auf Basis der definierten Wahrscheinlichkeiten zufällig
gewählt und an den anfragenden ConnectionManager übermittelt. Soll die Kommu-
nikation lokal stattfinden, wählt dieser aus der Menge der registrierten Server zufäl-
lig ein Server-System aus, dessen Server-Rolle zum Verkehrsprofil passt (Schritt 7).
Im Fall einer Kommunikation über AS-Grenzen hinweg, wird ein passendes Server-
System beim globalen ConnectionManager angefragt, welcher diese Anfrage an den
ConnectionManager eines zufällig gewählten, vom anfragenden Autonomen System
verschiedenen AS weiterleitet. Dieser wählt lokal ein passendes Server-System aus
und übermittelt dessen IP-Adresse über den globalen ConnectionManager an das an-
fragende AS. Das gewählte Profil sowie die IP-Adresse des gewählten Server-Systems
werden in Schritt 8 an das Client-System übermittelt, welches die durch das Ver-
kehrsprofil spezifizierte Kommunikation bestehend aus mehreren Anfragen und Ant-
worten mit dem Server-System durchführt. Nach Abschluss der Kommunikation wird
die durch das Profil vorgegebene Zeitspanne zwischen zwei Flows gewartet bevor der
gesamte Vorgang mit der Auswahl eines neuen Verkehrsprofils erneut gestartet wird.
Der Vorteil der entworfenen Lösung ist die skalierbare Generierung von Hintergrund-
verkehr im Hinblick auf die große Zahl der zu simulierenden Systeme. Durch die
periodische, automatische Auswahl eines Verkehrsprofils durch die Client-Systeme
und die auf dem Profil basierende Auswahl des Kommunikationspartners müssen vor
Beginn einer Simulation lediglich die Verkehrsprofile vom Benutzer spezifiziert sowie
den Endsystemen ihre jeweiligen Rollen zugewiesen werden. Eine manuelle Konfi-
guration der Kommunikationsmuster für alle Client- und Server-Systeme ist nicht
notwendig. Während der Simulation erfolgt die gesamte Generierung des Verkehrs
autonom und ohne manuelle Eingriffe. Durch die einfache Erweiterbarkeit um neue
Protokolle auf Transportschicht sowie die einfache Integration weiterer Verkehrs-
profile und Server-Rollen für neue Anwendungen ist die entworfene Lösung äußerst
flexibel und für zukünftige Anforderungen erweiterbar. Eine Auswertung der Eigen-
schaften des resultierenden Verkehrs erfolgt in den folgenden Abschnitten.
Implementierung
Die Umsetzung des Werkzeugs zur Generierung von Hintergrundverkehr erfolgte zum
Teil direkt im Simulator OMNeT++ in Form neuer oder erweiterter Module, zum
Teil aber auch durch ein externes Programm. Dieses externe Programm – ein zu
ReaSE gehörendes Perl-Skript – benötigt als Eingabe eine Topologie in Form einer
NED-Datei, welche die Router und Endsysteme sowie deren Verbindungen unter-
einander enthält. Mit Hilfe des externen Programms werden alle in der Topologie
vorhandenen Endsysteme auf Basis einer vom Benutzer erstellten Konfigurationsda-
tei zufällig entweder als Client- oder als Server-System klassifiziert. Die Konfigura-
tionsdatei enthält dabei die prozentualen Anteile der jeweiligen Systeme sowie die
unterschiedlichen Arten von Server-Systemen und deren prozentuale Relation zuein-
ander. Zudem fügt das externe Programm der Topologie alle zusätzlich benötigten
Entitäten wie TrafficProfileManager oder ConnectionManager hinzu. Vor dem
Starten einer Simulation müssen abschließend die zu nutzenden Verkehrsprofile vom
Benutzer definiert werden. Die Generierung des realistischen Hintergrundverkehrs
erfolgt innerhalb der Simulation durch die neuen Module und Funktionalitäten, wel-
che die in die Topologie integrierten Client- und Server-Systeme realisieren.
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4.3.1 Zum Nachweis realistischer Eigenschaften verwendete
Simulationsszenarien
Zur Evaluierung der durch ReaSE zur Verfügung gestellten Werkzeuge bzw. zum
Nachweis der realistischen Eigenschaften, wurden verschiedene Simulationsszenarien
generiert. Diese werden sowohl im Folgenden zum Nachweis der realistischen Eigen-
schaften in Bezug auf den generierten Hintergrundverkehr – Selbstähnlichkeit und
Protokollverteilung – als auch für die in Abschnitt 4.5 durchgeführte Leistungsbe-
wertung verwendet.
Topologiegröße Anzahl ASe x Anzahl Router pro AS
1 000 5x200 10x100 20x50*
5 000 10x500* 20x250 50x100
10 000 10x1000* 20x500 50x200
50 000 20x2500 50x1000* 100x500




1 800 3 600 18 000
Tabelle 4.4 Zur Evaluierung von ReaSE verwendete Simulationsszenarien
Tabelle 4.4 gibt einen Überblick über die erzeugten Simulationsszenarien. Gewählt
wurden für die Evaluierung Szenarien, deren Topologien Größen von 1 000, 5 000,
10 000, 50 000 und 100 000 Systemen aufwiesen. Für jede Szenariogröße wurde au-
ßerdem die Anzahl der Autonomen Systeme variiert. Die Konfiguration der Router-
Level-Topologien ist dabei für jedes AS gleich, die konkreten Ausprägungen der
Router-Level-Topologien unterscheiden sich jedoch aufgrund der Verwendung von
Zufallszahlen. Die Auswertung der Selbstähnlichkeit und Protokollverteilungen wur-
de aufgrund der aufwändigen Berechnungen und der zum Teil langen Simulations-
laufzeit nur für je ein Szenario jeder Größe (mit * markiert) durchgeführt. Zusätzlich
wurden für die Größe von 10 000 Systemen alle drei Szenarien evaluiert um zu zeigen,
dass die ermittelten Werte auch über die verschiedenen Szenarien einer Größe hin-
weg stabil bleiben. Um den Einfluss der Verkehrsprofile beurteilen zu können wurden
zwei verschiedene Konfigurationen verwendet. Beide Konfigurationen beinhalteten
alle acht, in Tabelle 4.3 aufgeführten Verkehrsprofile. Die beiden Konfigurationen
unterschieden sich jedoch bei allen verwendeten Verkehrsprofilen vor allem in den
Parametern, welche die Wartezeiten zwischen Anfragen, Antworten und Flows defi-
nieren. Die Selektionswahrscheinlichkeiten der einzelnen Verkehrsprofile sowie deren
Lokalität blieben hingegen in beiden Konfigurationen gleich. Tabelle 4.5 zeigt den
Unterschied exemplarisch am TCP-basierten Web Traffic sowie am UDP-basierten
Nameserver Traffic. Die Simulationszeit betrug abhängig von den auszuwertenden
Aspekten 30 Minuten (1 800 s), 1 Stunde (3 600 s) oder 5 Stunden (18 000 s).
4.3.2 Selbstähnlichkeit des Verkehrs
Der Nachweis der Selbstähnlichkeit des Verkehrs, welcher innerhalb der Simulatio-
nen auf Basis der Verkehrsprofile generiert wird, erfolgt im Folgenden über die Be-
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Parameter
Web Traffic Nameserver Traffic
Konf. 1 Konf. 2 Konf. 1 Konf. 2
RequestLength 200 200 100 100
RequestsPerFlow 10 15 1 1
ReplyLength 1 000 1 000 200 300
RepliesPerRequest 30 20 1 1
TimeBetweenRequests 2,0 0,8 1,0 0,5
TimeToRespond 0,5 0,2 0,1 0,05
TimeBetweenFlows 3,0 1,2 0,8 0,4
SelectionProbability 36,0 36,0 38,9 38,9
WANProbability 73,0 73,0 6,0 6,0
Tabelle 4.5 Auszug aus den zur Evaluierung verwendeten Profil-Konfigurationen
rechnung des Hurst-Parameters. Liegt dieser zwischen 0,5 und 1 deutet dies auf
Selbstähnlichkeit des Verkehrs hin, wobei ein Wert nahe 1 auf eine starke heavy
tailed-Abhängigkeit hinweist. Die Berechnung des Hurst-Parameters erfolgt in die-
ser Arbeit mit Hilfe der Methode der aggregierten Varianzen [111]. Hierbei wird
der Verkehr in Intervalle gleicher zeitlicher Länge unterteilt, in denen die Anzahl
weiterzuleitender Dateneinheiten vom Router mitprotokolliert wird. Für die daraus
resultierende Zahlenfolge wird die Varianz berechnet. Anschließend werden je 2 auf-
einander folgende Werte aggregiert, d. h. aufsummiert, und ebenfalls die Varianz der
neuen Folge berechnet. Dieses Vorgehen wird für i = 3..m wiederholt. Da die Vari-
anzen der Folgen für große m aufgrund der geringen Anzahl an Werten nicht mehr
aussagekräftig sind, werden diese stark streuenden Werte nicht berücksichtigt. Wei-
sen die auf einer Log-Log-Skala aufgetragenen Varianzen aller m-aggregierten Folgen
die Form einer Geraden auf, kann der Hurst-Parameter H aus der Steigung m der
Näherungsgeraden wie folgt berechnet werden:
H = 1 +
m
2
Abbildung 4.9(a) zeigt die m-aggregierten Varianzen, die während einer Simulation
mit einer Simulationszeit von 1 Stunde (3 600 s) basierend auf Konfiguration 1 der
Verkehrsprofile – im Folgenden kurz als Verkehrsprofil 1 bezeichnet – von einem
Edge-Router mit einer Intervalldauer von 100 ms aufgezeichnet wurden. Die Auf-
zeichnung begann dabei erst nach einer Einschwingphase von 400 s. Man sieht deut-
lich die resultierende Form einer Geraden, welche mit einer Steigung von -0.6913 –
und folglich einem Hurst-Parameter von 0,65435 – auf Selbstähnlichkeit hinweist.
Auch die Folge des in Abbildung 4.9(b) dargestellten Gateway-Routers weist bei
einer Intervalldauer von 1 s und sonst unveränderten Parametern mit einem Hurst-
Parameter von 0,738 Selbstähnlichkeit auf.
Zum Nachweis der Selbstähnlichkeit des erzeugten Verkehrs wurden auf Basis der in
Tabelle 4.4 mit * markierten Szenarien Simulationen mit einer Simulationszeit von
je 3 600 s durchgeführt. Zur Ermittlung der Hurst-Parameter wurden bis zu 1 200
Router durch die Entität TraceRouter ersetzt, damit sie nach der Einschwingphase
von 400 s über die restliche Simulationszeit die Anzahl der beobachteten Datenein-
heiten pro Zeitintervall in eine Ausgabedatei schreiben. Als Intervalldauer wurden
100 ms sowie 1 s verwendet. Zusätzlich wurde die Rolle des Routers – Edge, Gate-
way oder Core – protokolliert. Abbildung 4.10(a) zeigt beispielhaft die berechneten
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(b) Gateway-Router, Intervalldauer: 1 s
Abbildung 4.9 Methode der aggregierten Varianzen am Beispiel zweier Router
Hurst-Parameter aller TraceRouter im evaluierten Szenario der Größe 1 000. Auf
der x-Achse sind dabei von links nach rechts zuerst alle im Szenario vorhandenen
Edge-Router (178), danach alle Gateway- (33) und Core-Router (26) abgetragen. Die
Anzahl der ersetzten Router ist hier lediglich 237, da nicht mehr Router im Szenario
der Größe 1 000 vorhanden sind – alle anderen Knoten sind Endsysteme. Abbil-
dung 4.10(b) zeigt die entsprechenden Werte für das Szenario der Größe 100 000.
Die Abbildung zeigt dabei die Hurst-Parameter von zufällig aus den 22 000 Routern
des Szenarios ausgewählten Edge- (700), Gateway- (48) und Core-Routern (9). In
diesen beiden Abbildungen lässt sich bereits erkennen, dass nur vereinzelte Router
einen Hurst-Parameter kleiner 0,5 aufweisen, der überwiegende Teil aber die Selbst-
ähnlichkeit des Verkehrs bestätigt. Außerdem deutet sich hier bereits an, dass in
größeren Szenarien der Wert des Hurst-Parameters bei Gateway- und Core-Routern
im Vergleich zu Edge-Routern deutlich ansteigt. Dies ist auf die stärkere Aggregation
des Verkehrs in Richtung der Core-Router zurückzuführen und ist in der folgenden
Abbildung 4.11, welche die Hurst-Parameter aller durchgeführten Simulationen dar-



















Alle TraceRouter der Simulation
Szenario der Größe 1000 und Verkehrsprofil 1



















Ausgewählte TraceRouter der Simulation
Szenario der Größe 100000 und Verkehrsprofil 1
(b) Größe: 100 000, Intervalldauer: 1 s
Abbildung 4.10 Hurst-Parameter der TraceRouter einer Simulation bei unter-
schiedlicher Intervalldauer
Die Simulationen zum Nachweis der Selbstähnlichkeit wurden für jede der gewählten
Szenariogrößen mit je 5 Seeds durchgeführt. Für jede einzelne Simulation wurden
die Hurst-Parameter aller TraceRouter berechnet und dann für alle Router einer




































































































(d) Intervalldauer: 1 min, Verkehrprofil 1
Abbildung 4.11 Hurst-Parameter aller TraceRouter über alle Szenariogrößen
Rolle – Edge, Gateway und Core – gemittelt. Die Graphen in Abbildung 4.11 zeigen
den Mittelwert sowie das 95 %-Konfidenzintervall der so ermittelten durchschnitt-
lichen Hurst-Parameter über alle 5 Seeds einer Szenariogröße. Abbildung 4.11(a)
zeigt die Hurst-Parameter bei einer Intervalldauer von 100 ms unter Verwendung
von Verkehrsprofil 1. Man sieht, dass vor allem die Hurst-Parameter der Core-Router
mit steigender Szenariogröße deutlich von 0,629 auf 0,883 ansteigen. Die Werte der
Edge-Router sind stabil bei ca. 0,62, wohingegen die Werte der Gateway-Router
leicht auf 0,668 ansteigen. Dies ist auf die Aggregation des Verkehrs in Richtung
der Core-Router zurückzuführen, welche bei steigender Anzahl von Endsystemen
zu realistischeren Bedingungen führt. Abbildung 4.11(b) stellt die unter Verwen-
dung von Verkehrsprofil 2 ermittelten Hurst-Parameter dar. Vergleicht man diese
mit Abbildung 4.11(a), zeigt sich, dass die unterschiedlichen Verkehrsprofile keinen
nennenswerten Einfluss auf die Selbstähnlichkeit des generierten Verkehrs haben.
Die Abbildungen 4.11(c) und 4.11(d) resultieren aus Simulationen mit veränderten
Skalen zur Berechnung der Selbstähnlichkeit: 1 s und 1 min. Um auch bei einer Inter-
valldauer von 1 min die Methode der m-aggregierten Varianzen sinnvoll anwenden
zu können, wurde die Simulationszeit für Abbildung 4.11(d) auf 5 Stunden (18 000 s)
erhöht. Außerdem wurden aufgrund der langen Simulationszeiten keine unterschied-
lichen Seeds verwendet. Daher konnten auch keine Konfidenzintervalle berechnet
werden. Auch die aus den veränderten Skalen resultierenden Hurst-Parameter wei-
sen auf die Selbstähnlichkeit des erzeugten Verkehrs hin und zeigen damit, dass der
Nachweis der Selbstähnlichkeit des von ReaSE erzeugten Verkehrs Skalen-invariant
ist. Abbildung 4.11(d) zeigt jedoch für alle Router-Rollen höhere Hurst-Parameter














































(b) Intervalldauer: 1 s, Verkehrprofil 1
Abbildung 4.12 Hurst-Parameter aller TraceRouter der Szenariogröße 10 000
als die restlichen Abbildungen. Dies lässt sich darauf zurückführen, dass die Berech-
nung aufgrund der hohen Intervalldauer von 1 Minute auf vergleichsweise wenigen
Werten – nur 300 Zeitintervalle statt der 3 600 bei 1 s bzw. der 36 000 bei 100 ms
Intervalldauer – durchgeführt wurde.
Zusätzlich zu den mit * markierten Szenarien aus Tabelle 4.4 wurde die Evalu-
ierung der Selbstähnlichkeit für alle Szenarien der Größe 10 000 mit Verkehrspro-
fil 1 durchgeführt. Abbildung 4.12(a) stellt die Hurst-Parameter sowie die 95 %-
Konfidenzintervalle für die unterschiedlichen Szenarien der Größe 10 000 bei einer
Intervalldauer von 100 ms und Verkehrsprofil 1 dar, Abbildung 4.12(b) zeigt die be-
rechneten Werte bei einer Intervalldauer von 1 s. In beiden Abbildungen lässt sich
klar erkennen, dass die Variation der Anzahl der Autonomen Systeme bei gleich
bleibender Szenariogröße die realistische Nachbildung der Selbstähnlichkeit nur ge-
ringfügig beeinflusst, d. h. die Werte liegen in allen Szenarien deutlich über 0,5.
Vor allem bei den Core-Routern zeigt sich aber auch, dass die deutlich geringere
Anzahl an Endsystemen innerhalb eines Autonomen Systems zu geringerer Aggre-
gation führt, was die kleineren Werte für die Hurst-Parameter im Szenario mit 50
ASen erklärt.
Zusammenfassend zeigt sich, dass ReaSE die im Internet beobachtbare Selbstähn-
lichkeit gut im Simulator nachbilden kann. Die Verkehrsgenerierung basiert dabei
auf der Definition von Verkehrsprofilen, welche von Client-Systemen der Simulation
zufällig gewählt und abgearbeitet werden.
4.3.3 Protokollverteilung auf Transportschicht
Zum Nachweis der Protokollverteilung wurden auf Basis der in Tabelle 4.4 mit * mar-
kierten Szenarien Simulationen mit einer Simulationszeit von 1 Stunde (3 600 s)
durchgeführt. Ausgewählte Simulationen wurden außerdem mit einer längeren Si-
mulationszeit von 5 Stunden (18 000 s) ausgeführt, um abzuschätzen, wie stabil die
ermittelte Protokollverteilung tatsächlich ist. Betrachtet wurde die Verteilung der
Protokolle TCP, UDP und ICMP. Weitere Protokolle der Transportschicht, wie z. B.
das Stream Control Transmission Protocol (SCTP) [197], wurden in der vorliegenden
Arbeit aufgrund ihres derzeit noch geringen Einflusses nicht berücksichtigt, können
aber bei Bedarf aufgrund der Erweiterbarkeit des entwickelten Werkzeugs einfach
hinzugefügt werden. Zur Ermittlung der Protokollverteilung wurden – wie bereits
















































































































































































(d) Simulationszeit: 18 000 s, Verkehrsprofil 1
Abbildung 4.13 Protokollverteilung aller TraceRouter über alle Szenariogrößen
im vorigen Abschnitt zum Nachweis der Selbstähnlichkeit – bis zu 1 200 Router
TraceRouter in die Szenarien integriert. Diese schreiben die Anzahl der über die ge-
samte Simulationszeit beobachteten TCP-, UDP- und ICMP-Dateneinheiten in eine
Ausgabedatei. Zusätzlich wurde die Rolle des Routers protokolliert. Die resultierende
Protokollverteilung wurde anschließend über alle Router pro Rolle sowie über alle im
Szenario vorhandenen Router gemittelt. Abbildung 4.13(a) stellt die in je 5 Simula-
tionen mit unterschiedlichen Seeds auf Basis von Verkehrsprofil 1 ermittelte, durch-
schnittliche Protokollverteilung für alle Rollen und Szenariogrößen als Histogramm
dar. Dabei ist auf der y-Achse der relative Anteil des jeweiligen Transportprotokolls
am gesamten Verkehr abgetragen. Zusätzlich sind für jeden Wert die 95 % Konfi-
denzintervalle eingezeichnet. Die geringe Breite der Konfidenzintervalle zeigt, dass
die ermittelten Werte bei unterschiedlichen Seeds nur sehr geringen Schwankungen
unterliegen. In Abbildung 4.13(b) ist die Protokollverteilung aus Abbildung 4.13(a)
ohne Konfidenzintervalle als übersichtlicheres Stapel-Balkendiagramme dargestellt.
Man kann erkennen, dass die Protokollverteilungen der meisten Szenariogrößen sehr
ähnlich sind: ca. 70 % des beobachteten Verkehrs nutzt das TCP-Protokoll, ca. 30 %
das UDP-Protokoll und nur ca. 1 % das ICMP-Protokoll. Im Szenario der Größe
1 000 hingegen unterscheidet sich die Protokollverteilung von den restlichen Szenari-
en, da ein höherer Anteil von ca. 90 % des beobachteten Verkehrs auf TCP basiert.
Auf die Gründe hierfür wird im Verlauf dieses Abschnitts noch eingegangen.
Die Gegenüberstellung der beschriebenen, auf Basis von Verkehrsprofil 1 ermittel-
ten Protokollverteilung und der in Abbildung 4.13(c) gezeigten Protokollverteilung
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unter Anwendung von Verkehrsprofil 2 zeigt, dass sich die Protokollverteilungen der
beiden Verkehrsprofile kaum unterscheiden. Die Parameter Wartezeit zwischen An-
fragen bzw. Antworten sowie Größe und Anzahl der Dateneinheiten, in denen die
Profile differieren, haben folglich nur einen sehr geringen Einfluss auf die Verteilung.
Durch die verschiedenen Verkehrsprofile ausgelöste Unterschiede zeigen sich lediglich
in der Anzahl der beobachteten Dateneinheiten, welche in den Abbildungen nicht
dargestellt ist. Diese ist bei Verkehrsprofil 2 durchschnittlich etwa 10 % höher als bei
Verkehrsprofil 1, was aufgrund der niedrigeren Werte für die Wartezeiten zu erwar-
ten war. Ein Vergleich mit den Protokollverteilungen bei längerer Simulationszeit
(s. Abbildung 4.13(d)) zeigt außerdem, dass sich die Werte nicht merklich verän-
dern, d. h. die Protokollverteilung stabilisiert sich schnell und hängt nicht von der
Simulationszeit ab.
Zusätzlich zu den mit * markierten Szenarien aus Tabelle 4.4 wurde die Evaluier-
ung der Protokollverteilung für alle Szenarien der Größe 10 000 durchgeführt. Die
aus der Simulation dieser Szenarien resultierende Verteilung der Protokolle TCP,
UDP und ICMP zeigt Abbildung 4.14. Abbildung 4.14(a) stellt die relative Häufig-
keit der Protokolle mit den aus 5 Seeds ermittelten 95 %-Konfidenzintervallen für
alle Router-Rollen sowie für die Gesamtmenge aller Router dar. Die sehr geringe
Größe der Konfidenzintervalle zeigt auch hier die Stabilität der Ergebnisse. In der
übersichtlicheren Darstellung als Stapel-Balkendiagramm in Abbildung 4.14(b) lässt
sich klar erkennen, dass die Variation der Anzahl der Autonomen Systeme bei gleich
bleibender Szenariogröße die realistische Nachbildung der Protokollverteilung auf














































































(b) Simulationszeit: 3600 s, Verkehrsprofil 1
Abbildung 4.14 Protokollverteilung für die Szenariogröße 10 000
Abschließend wurde untersucht, wodurch der Unterschied in der Protokollverteilung
des Szenarios der Größe 1 000 von den restlichen Szenarien in Abbildung 4.13 ausge-
löst wurde. Dabei wurde festgestellt, dass im Szenario der Größe 1 000 keine Name-,
Backup- und Streaming-Server vorhanden waren. Aufgrund der geringen Anzahl an
Endsystemen in diesem Szenario sowie dem geringen Anteil der betroffenen Server-
Arten an der Gesamtmenge der Server, wurden während der Integration der Client-
und Server-Systeme in die erstellte Topologie keine derartigen Server-Systeme hin-
zugefügt – die Simulationen basierten folglich auf einem reduzierten Verkehrspro-
fil, d. h. die Profile für Name-, Backup- und Streaming-Verkehr konnten von den
Client-Systemen nicht gewählt werden und folglich konnte kein derartiger Verkehr
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erzeugt werden. Daher wurden weitere Simulationen durchgeführt, in welchen die
fehlenden Server-Arten manuell integriert wurden. Zudem wurden zur Bestätigung
der Auswirkungen reduzierter Verkehrsprofile weitere Simulationen im Szenario der
Größe 10 000 durchgeführt, in denen weder Name-, noch Backup- oder Streaming-
Server vorhanden waren. Die Simulationen wurden auf Basis von Verkehrsprofil 1
mit je 5 Seeds ausgeführt; die Simulationszeit betrug 1 Stunde (3 600 s). Die Auswir-
kungen des Fehlens dieser drei Server-Arten zeigt Abbildung 4.15(a). Hierbei sind
jeweils die Protokollverteilungen der Simulationen mit allen Server-Arten denen der
Simulationen mit reduziertem Verkehrsprofil (-r.) gegenübergestellt. Es lässt sich
klar erkennen, dass der Anteil des UDP-Protokolls bei reduziertem Verkehrspro-
fil deutlich geringer ist. Dies ist darauf zurückzuführen, dass durch das Fehlen der
Name-Server ein UDP-Verkehrsprofil nicht verwendet wird, welches eine sehr hohe
Selektionswahrscheinlichkeit hatte. Die daraus resultierende häufigere Auswahl von
TCP-Verkehrsprofilen führt zu der sichtbaren Verschiebung der Protokollverteilung
zugunsten des TCP-Protokolls. Die zum Nachweis der Selbstähnlichkeit genutzten
Hurst-Parameter, die für diese veränderten Simulationsszenarien ebenfalls berechnet
wurden, wiesen im Gegensatz zur Protokollverteilung keine sichtbaren Veränderun-



































































(b) Hurst-Parameter, Intervalldauer: 100 ms
Abbildung 4.15 Evaluierung bei reduzierten Verkehrsprofilen
Zusammenfassend lässt sich feststellen, dass die Protokollverteilung in den Simula-
tionsszenarien, die mit Hilfe der Werkzeuge von ReaSE erstellt wurden, die charak-
teristischen Eigenschaften realer Netze widerspiegelt, in denen das TCP-Protokoll
im Vergleich zu UDP deutlich häufiger genutzt wird und nur ein sehr geringer An-
teil von ca. 1 % ICMP-Dateneinheiten auftritt. Es ist außerdem zu beobachten, dass
der Anteil an UDP-Dateneinheiten an Core-Routern im Vergleich zu Edge- und
Gateway-Routern geringer ist. Dies ist darauf zurückzuführen, dass UDP-Profile –
z. B. zur Simulation von DNS-Anfragen – häufig eine lokale Kommunikation auslö-
sen und sich daher weniger stark im Netzinneren auswirken. Deutliche Unterschiede
in der Protokollverteilung können gezielt durch die Verwendung einer reduzierten
Menge an Server-Arten bzw. Verkehrsprofilen oder durch die Veränderung der Se-
lektionswahrscheinlichkeiten der verwendeten Verkehrsprofile erreicht werden.
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4.4 Simulation verteilter Angriffe
Neben der Nachbildung der bisher diskutierten Aspekte Internetverkehr und Topo-
logien muss auch die Simulation von verteilten, großflächigen Angriffen möglichst
realistisch erfolgen, um aussagekräftige Ergebnisse erhalten zu können. Daher wur-
de im Rahmen dieser Arbeit die Funktionalität eines realen Tools zur Durchführung
von Denial-of-Service-Angriffen – das Tribe Flood Network (TFN) [46] – in der Si-
mulationsumgebung nachgebildet. TFN ermöglicht zu einem beliebigen Zeitpunkt
die Aktivierung von im Internet verteilten Zombie-Systemen zur Ausführung eines
DDoS-Angriffs. Da die zeitliche Koordinierung aller beteiligten Zombies aufgrund
von Latenzen, Stausituationen im Netz oder nicht präzise synchronisierten Uhren
nicht völlig zeitgleich erfolgen kann, kommt es zu Beginn eines DDoS-Angriffs zum
so genannten Ramp-up Behavior [86]. Der DDoS-Angriff erreicht folglich nicht sofort
seine volle Stärke, sondern benötigt ein wenig Zeit bis alle Angreifer am Angriff teil-
nehmen. Im Simulator wurde dieses Verhalten derart modelliert, dass zusätzlich zur
Startzeit des Angriffs ein weiterer Parameter eingeführt wurde, welcher die initia-
le Verzögerung angibt. Diesem Parameter kann eine Wahrscheinlichkeitsverteilung
übergeben werden, so dass die Angreifer dem Angriff beispielsweise gleichverteilt
bis spätestens zwei Minuten nach dem Startzeitpunkt beigetreten sind. Die eigent-
lich über ICMP-Dateneinheiten ausgetauschten Steuerbefehle zwischen Master und
Zombie werden vereinfachend nicht simuliert, da diese für eine Anomalie-basierte
Angriffserkennung nicht relevant sind. Abbildung 4.16 zeigt exemplarisch den von
79 Zombie-Systemen erzeugten Angriffsverkehr in einem Simulationsszenario der
Größe 50 000. Der Angriffsverkehr wurde im Autonomen System des Opfers auf-
gezeichnet; zusätzlicher Hintergrundverkehr wurde nicht erzeugt. Der Wert für die
Verzögerung wurde mit
**.attackStartDiff = uniform(0, 30)
spezifiziert, d. h. alle am DDoS-Angriff teilnehmenden Zombies treten dem Angriff
innerhalb der ersten 30 Sekunden bei. Als Startzeitpunkt für den Angriff wurde die
Simulationszeit 400 s spezifiziert. Das aufgrund der zusätzlichen Verzögerung entste-
hende Ramp-up Behavior innerhalb der ersten Sekunden des Angriffs ist deutlich zu
erkennen.
Zur eigentlichen Durchführung eines DDoS-Angriffs durch Überfluten der Ressourcen
des Opfers bietet TFN eine Vielzahl an möglichen Angriffsvarianten, beispielswei-
se ICMP Ping Request-, UDP Echo- oder TCP SYN-Dateneinheiten. Jeder Angriff
nutzt genau eine dieser Varianten, die vom Master gewählt werden kann. Die ver-
wendeten Dateneinheiten werden vom Zombie direkt erstellt und über einen Raw
Socket an das Opfer gesendet. In der Simulation kann die zu verwendende Variante
über einen Konfigurationsparameter gewählt werden, das Senden der Dateneinheiten
erfolgt – wie beim Original – direkt über die Netzwerkschicht. Soll in der Simulati-
on ein Angriff gestartet werden, entscheidet jeder Zombie mit einer konfigurierbaren
Wahrscheinlichkeit, ob er an diesem Angriff teilnimmt oder nicht. Dies entspricht der
Tatsache, dass auch in realen Netzen zum einen nicht immer alle Zombies erreichbar
sind, zum anderen in manchen Situationen explizit nur ein Teil der Zombies am An-
griff teilnehmen soll. Werden mehrere Angriffe auf unterschiedliche Opfer zeitgleich
durchgeführt oder startet ein neuer Angriff während ein früherer noch läuft, kann
dennoch jeder Zombie nur an einem Angriff teilnehmen. Jeder Zombie muss folglich





































Abbildung 4.16 Ramp-up Behavior eines simulierten DDoS-Angriffs
entscheiden, ob und an welchem Angriff er teilnimmt. Diese lokale Entscheidung stellt
eine Vereinfachung des realen Tools dar, bei welchem die Entscheidung vom Master
getroffen wird oder Zombies evtl. auch zeitgleich an mehreren Angriffen teilnehmen
könnten. Negative Einflüsse auf die Evaluierung aufgrund dieser Vereinfachung sind
jedoch nicht zu erwarten.
Zusätzlich zur Nachbildung von DDoS-Angriffen wurde eine neue Entität zur Si-
mulation einer Wurmausbreitung in die Simulationsumgebung integriert. Mit der
Rolle eines WormHost ausgezeichnete Systeme entscheiden zu Beginn einer Simulati-
on jeweils zufällig, ob sie initial infiziert oder nur in Bezug auf die durch den Wurm
ausgenutzte Schwachstelle verwundbar, aber nicht infiziert sind. Die Entscheidung
basiert dabei auf einem Konfigurationsparameter, welcher die Wahrscheinlichkeit ei-
ner initialen Infektion vorgibt. Infizierte Systeme beginnen zu einem konfigurierbaren
Zeitpunkt mit dem Scanning nach weiteren verwundbaren Systemen. Dies erfolgt in
der derzeitigen Implementierung nach einem sehr einfachen Verfahren wie es auch
beim Code Red I-Wurm [229] genutzt wurde: Scanning-Dateneinheiten werden über
einen Raw Socket an alle adressierbaren Systeme gesendet. Konfigurierbar ist dabei,
ob die Scanning-Dateneinheiten auf UDP oder TCP basieren. Zudem lassen sich die
zu scannenden Adressen über einen Konfigurationsparameter auf einen vorgegebe-
nen Adressbereich einschränken.
Ein letzter Punkt, der im Zusammenhang mit der Simulation von DDoS-Angriffen in
OMNeT++ integriert werden musste, ist die Simulation von Überlast-Situationen.
TCP SYN-DDoS-Angriffe beispielsweise beruhen darauf, den verfügbaren Speicher
für halboffene Verbindungen eines Opfers zu überfluten. Um dies auch im Simulator
nachbilden zu können, wurde die Anzahl der gleichzeitig aktiven TCP-Verbindungen
begrenzt. Außerdem wurde ein Timeout implementiert, der den Kontext halboffener
TCP-Verbindungen nach einer bestimmten Wartezeit löscht, damit wieder neue Ver-
bindungen angenommen werden können. Überlast-Situationen innerhalb des Netzes
können hingegen ohne Änderungen auf Basis vorhandener Warteschlangen in den
Zwischensystemen, z. B. einer DropTailQueue, die bei Überlauf ankommende Da-
teneinheiten verwirft, simuliert werden.
Neben den beschriebenen neuen Modulen bzw. erweiterten Funktionalitäten, wel-
che direkt in den Simulator integriert wurden, besteht das Werkzeug zur Erzeugung
verteilter Angriffe zudem aus einem externen Programm – einem Perl-Skript. Mit
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Hilfe dieses Skriptes können Entitäten wie z. B. DDoSZombies, die zur Erzeugung von
Angriffsverkehr benötigt werden, in ein vorhandenes Szenario, welches in Form einer
NED-Datei vorliegen muss, integriert werden. Die Generierung von Angriffsverkehr
erfolgt innerhalb der Simulation mit Hilfe der neuen Entitäten, welche die Ausfüh-
rung verschiedener DDoS-Angriffe sowie einer Wurmausbreitung nach Vorbild des
Code Red I-Wurms ermöglichen.
4.5 Leistungsbewertung der Simulationsumgebung
ReaSE
Im Rahmen der Leistungsbewertung der durch die Werkzeuge von ReaSE erstellten
Simulationsszenarien werden die Leistungsmerkmale Speicherverbrauch und Simula-
tionslaufzeit sowie die Anzahl der während einer Simulation im Simulationskern von
OMNeT++ vorhandenen und die insgesamt erzeugten Nachrichten betrachtet [65].
Letztere stellen ein Maß zur Beurteilung des Aufwands dar, welchen die Generierung
von realistischem Hintergrundverkehr auslöst. Grundlage der Leistungsbewertung
bilden die in Tabelle 4.4 aufgeführten Simulationsszenarien. Die Simulationszeit be-
trug in allen Fällen 30 Minuten (1 800 s); zur Generierung des Hintergrundverkehrs
wurde Verkehrsprofil 1 verwendet. Die Simulationen wurden jeweils mit mehreren
Seeds auf einem isolierten Rechner mit 64-bit Ubuntu Linux-Betriebssystem und
der Kernelversion 2.6.24-21 ausgeführt. Die Hardware bestand aus einem Intel Xe-
on 5160 Dualcore-Prozessor mit 3 GHz und 4 MB gemeinsamem L2-Cache sowie
32 GB RAM. Die Simulationen basierten auf OMNeT++ 3.4 und dem zugehörigen
INET Framework. Als Wert für den Speicherverbrauch wurde die virtuelle Größe
des Simulationsprozesses inklusive Code, Daten und Stack herangezogen. Die Simu-
lationslaufzeit wurde anhand der kumulierten, vom Simulationsprozess verbrauchten
CPU-Zeit gemessen.
Szenariogröße
Speicher- Simulations- Erzeugte Vorhandene
Seeds
verbrauch laufzeit Nachrichten Nachrichten
1 000-10x100 87 813 kB 47 s 11 698 k 36 k 20
5 000-20x250 370 052 kB 305 s 52 268 k 175 k 20
10 k-20x500 738 478 kB 660 s 94 483 k 262 k 10
50 k-50x1000 3 277 228 kB 5 074 s 521 281 k 1 347 k 5
100 k-50x2000 6 934 726 kB 10 270 s 995 345 k 2 516 k 5
Tabelle 4.6 Ausgewählte Performance-Werte der von ReaSE erzeugten Simulati-
onsszenarien
Tabelle 4.6 zeigt die Leistungswerte einiger ausgewählter Szenarien sowie die An-
zahl der zur Simulation verwendeten Seeds. Die abnehmende Anzahl an Seeds ist
der ansteigenden Simulationslaufzeit sowie der Tatsache, dass der isolierte Rechner
nur für einen begrenzten Zeitraum zur Verfügung stand, geschuldet. Bereits in die-
ser Tabelle lässt sich erkennen, dass sich die Leistungsmerkmale Speicherverbrauch,
erzeugte Nachrichten und vorhandene Nachrichten in etwa proportional zur Szena-
riogröße verhalten. Abbildung 4.17(a) bestätigt dies am Beispiel des durchschnittli-
chen Speicherverbrauchs. Dieser ist in der Abbildung für jedes einzelne in Tabelle 4.4
aufgeführte Szenario zusammen mit den 95 % Konfidenzintervallen aufgetragen. Die



























































Abbildung 4.17 Simulationslaufzeit und Speicherverbrauch über unterschiedliche
Szenariogrößen
jeweils drei Werte der Szenariogrößen 1 000, 5 000 und 10 000 überlagern sich in der
Abbildung. Aufgrund der jeweils geringen Unterschiede der drei Werte sowie der
vernachlässigbar kleinen Konfidenzintervalle sind die genauen Werte jedes einzelnen
Szenarios allerdings für die Gesamtaussage des proportionalen Speicheranstiegs nicht
notwendig.
Limitierender Faktor für die maximale Größe einer ausführbaren Simulation ist der
verfügbare Speicher. Betrachtet man die Verteilung des benötigten Speichers auf die
unterschiedlichen Teilaspekte einer Simulation, wird schnell klar, dass sich hinsicht-
lich des Speicherverbrauchs kaum Optimierungsmöglichkeiten bieten. Im Fall des
Szenarios der Größe 100 000 mit 20 ASen werden beispielsweise 67,9 % der insgesamt
benötigten 6,934 GB RAM für die Instanziierung der zu simulierenden OMNeT++-
Module aufgewendet. Weitere 18,3 % werden während der einzelnen Initialisierungs-
schritte der Simulation, z. B. für die Erstellung der Routingtabellen, verbraucht.
Folglich werden lediglich 13,8 % des benötigten Speichers für die eigentliche Simula-
tion aufgewendet. Der vergleichsweise hohe Speicheraufwand für die Instanziierung
der OMNeT++-Module muss allerdings in Kauf genommen werden, wenn Simula-
tionen möglichst realistisch – inklusive der Simulation des TCP/IP-Stacks – durch-
geführt werden sollen. Eine Generierung des Hintergrundverkehrs auf Flow-Ebene –
welche sowohl die Simulation des TCP/IP-Stacks als auch die Erzeugung einzelner
Dateneinheiten einsparen würde – wurde hierbei nicht in Betracht gezogen, da die
verwendete Angriffserkennung auf Ebene der Dateneinheiten durchgeführt wird. Die
Granularität der Simulation muss folglich mindestens der Granularität der Angriffs-
erkennung entsprechen.
Im Vergleich zu den anderen Leistungsmerkmalen steigt die Simulationslaufzeit leicht
überproportional zur Szenariogröße (s. Abbildung 4.17(b)). Da sämtliche anderen be-
trachteten Leistungsmerkmale sich proportional verhalten, wäre eigentlich auch im
Fall der Simulationslaufzeit ein ähnlicher proportionaler Anstieg zu erwarten gewe-
sen. Die Erklärung für das überproportionale Verhalten liegt im Simulationskern von
OMNeT++. Die Anzahl an Ereignissen, die der Simulationskern innerhalb einer Se-
kunde abarbeiten kann, sollte laut der Beschreibung des Simulators konstant – und
damit unabhängig von der Szenariogröße – sein. Dies war während der hier durch-
geführten Leistungsbewertung allerdings nicht der Fall. Die Anzahl abgearbeiteter
Ereignisse pro Sekunde fiel von 1 314 k bei einem Szenario der Größe 1 000 auf nur
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noch 583 k bei einer Größe von 50 000. Korrigiert man den Anstieg der Simulati-
onslaufzeit um diesen Faktor, zeigt sich, dass auch die Simulationslaufzeit sich –
ähnlich den anderen Leistungsmerkmalen – eigentlich proportional zur Szenariogrö-
ße verhält.
4.5.1 Leistungsbewertung von Distack in von ReaSE generier-
ten Simulationsszenarien
Um die Evaluierung des in Kapitel 3 entworfenen Rahmenwerks Distack zu ver-
vollständigen, wird im Folgenden eine Leistungsbewertung des Rahmenwerks bei
einem Einsatz in der Simulationsumgebung ReaSE durchgeführt. Diese betrachtet
die Leistungsmerkmale Speicherverbrauch, Simulationslaufzeit sowie die innerhalb
einer OMNeT++-Simulation erzeugten und vorhandenen Nachrichten und knüpft
damit direkt an die gerade durchgeführte Leistungsbewertung von ReaSE an. Die
Evaluierung erfolgte auf Basis eines Szenarios der Größe 10 000, welches aus 20 Au-
tonomen Systemen bestand, sowie eines Szenarios der Größe 50 000 mit 50 ASen.
Die Simulationszeit betrug 30 Minuten; Hintergrundverkehr wurde mit Hilfe von
Verkehrsprofil 1 generiert. Angriffe wurden während der Leistungsbewertung nicht
simuliert.
Die Distack -Instanzen werden von OMNeT++ als Shared Libraries geladen und
können anschließend als Entität der Simulation verwendet werden. Zur Durchfüh-
rung der Leistungsbewertung wurde die Anzahl der in ein Szenario integrierten Dist-
ack -Instanzen variiert. Im Unterschied zur Ausführung mehrerer Distack -Instanzen
auf realen Systemen teilen sich die Instanzen bei der Integration in einen diskreten
Ereignis-Simulator wie OMNeT++ den Prozessraum. Dies ermöglicht eine Optimie-
rung des Speicherverbrauchs durch intelligentes Speichermanagement und wurde in











Keine Erkennung Basisstufe der Erkennung
0 744 687 – 744 664 –
1 745 907 1 220,00 745 927 1 263,00
2 745 958 635,50 746 068 702,00
10 746 256 156,90 746 582 191,80
50 747 767 61,60 748 680 80,32
2 289 816 200 31,24 850 377 46,18
Tabelle 4.7 Speicherverbrauch von Distack -Instanzen innerhalb von OMNeT++
Tabelle 4.7 fasst den Speicherverbrauch der Simulationen mit unterschiedlichen Men-
gen an Distack -Instanzen für das Szenario der Größe 10 000 zusammen. Die Simula-
tionen wurde dabei pro Variante mit jeweils 5 Seeds durchgeführt. Zusätzlich ist für
alle Varianten der durchschnittliche Speicherverbrauch pro Instanz dargestellt. Die
Simulationen wurden je einmal mit Distack -Instanzen durchgeführt, welche keinerlei
Erkennungsfunktionalität aufwiesen – d. h. in diesem Fall wurden Kopien aller beob-
achteten Dateneinheiten über die Netzwerk-Abstraktion von Distack an die Modul-
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umgebung übergeben und dort ohne weitere Bearbeitung wieder gelöscht. Im zwei-
ten Fall wurde die Basisstufe der in Abschnitt 2.4.1.1 beschriebenen hierarchischen
Erkennung ausgeführt, welche neben der Berechnung und Speicherung eines dynami-
schen Schwellenwerts für verschiedene Protokoll-Aggregate auch Informationen über
die IP-Adressverteilung der beobachteten Dateneinheiten sammelt. Bei Auswertung
der in der Tabelle dargestellten Werte zeigt sich zum einen, dass selbst bei Simula-
tionen mit 0 Distack -Instanzen ca. 6 MB mehr Speicher benötigt werden wie in den
vergleichbaren Simulationen der Leistungsbewertung von ReaSE (s. Tabelle 4.6) –
in denen ebenfalls keine Distack -Instanz vorhanden war. Dieser erhöhte Speicherver-
brauch resultiert daraus, dass OMNeT++ die Distack -Bibliotheken bereits bei der
Initialisierung lädt – unabhängig davon, ob tatsächlich eine Distack -Instanz als Enti-
tät der Simulation vorhanden ist. Der zusätzliche Speicherverbrauch von 6 MB setzt
sich aus den externen Bibliotheken Boost und Xerces sowie den Bibliotheken der
implementierten Module und des Rahmenwerks selbst zusammen. Die Auswertung
der weiteren Ergebnisse zeigt deutlich, dass der durchschnittliche Speicherverbrauch
pro Distack -Instanz bei steigender Anzahl an Instanzen abnimmt. Dies ist darauf
zurückzuführen, dass durch die Ausführung in einem gemeinsamen Prozessraum mit
Hilfe von Boost intelligentes Speichermanagement betrieben werden kann, z. B. zum
Parsen und Zwischenspeichern von Dateneinheiten in Distack. Eine Distack -Instanz
benötigt folglich einen festen, nicht optimierbaren Anteil an Speicher, beispielsweise
zur Instanziierung des Distack -Objekts, sowie einen variable, optimierbaren Anteil,
welcher mit weiteren Instanzen geteilt werden kann. Wird die Basisstufe der Erken-
nung ausgeführt, ist außerdem zu sehen, dass der pro Instanz benötigte Speicher
durch die Speicherung von Daten, welche für die Erkennung benötigt bzw. von der
Erkennung berechnet werden, nur geringfügig höher liegt. Dasselbe Verhalten konnte
auch bei der Leistungsbewertung der Szenarien der Größe 50 000 beobachtet wer-
den. Insgesamt steigt der benötigte feste Speicheranteil proportional zur Anzahl der
vorhandenen Distack -Instanzen, der variable Anteil steigt hingegen weniger stark.
Insgesamt fällt der zusätzliche Speicherverbrauch im Verhältnis zum Szenario ohne



























































10000 - Keine Erkennung
(b) Vorhandene Nachrichten
Abbildung 4.18 Leistungsbewertung von Distack bei Nutzung innerhalb der Si-
mulationsumgebung ReaSE
Abbildung 4.18 zeigt die aus den durchgeführten Simulationen ermittelten weite-
ren Leistungsmerkmale Simulationslaufzeit und die von OMNeT++ insgesamt er-
zeugten sowie die während einer Simulation vorhandenen Nachrichten. In Abbil-
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dung 4.18(a) lässt sich gut erkennen, dass die Simulationslaufzeit mit steigender
Anzahl an Distack -Instanzen ebenfalls ansteigt – auch wenn die Distack -Instanzen
keine Erkennung durchführen. Dieser Anstieg ist auf die Erstellung von Kopien für
die Distack -Instanzen zurückzuführen. Zudem führt die Verarbeitung der beobach-
teten Dateneinheiten innerhalb von Distack bei Ausführung der Basisstufe zu ei-
ner weiteren Erhöhung der Simulationslaufzeit. Der Anstieg der Simulationslaufzeit
erfolgt dabei in beiden Varianten proportional zur Anzahl der Instanzen und ver-
läuft selbst bei Ausführung der Basisstufe in einem akzeptablen Rahmen: Wenn alle
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Simulationslaufzeit lediglich im Vergleich zur Simulationslaufzeit mit einer einzel-
nen Instanz. Auch im Szenario der Größe 50 000 führte die Integration von 11 313
Distack -Instanzen nur zu einer Verdopplung der Simulationslaufzeit von 5 078 s auf
10 372 s. Zur Beurteilung der Skalierbarkeit der simulativen Evaluierung einer An-
griffserkennung auf Basis des Rahmenwerks Distack wird die Anzahl der in einer
Simulation durchschnittlich vorhandenen Nachrichten (s. Abbildung 4.18(b)) be-
trachtet. Hierbei zeigt sich, dass die Anzahl der vorhandenen Nachrichten auch bei
Integration vieler Distack -Instanzen kaum ansteigt, obwohl die Anzahl der insgesamt
durch OMNeT++ erzeugten Nachrichten sich aufgrund der Erstellung von Kopien
aller beobachteten Dateneinheiten für Distack mehr als verdoppelt. Die Integration
von Distack -Instanzen in die simulative Evaluierung skaliert folglich sehr gut. Die
am Beispiel der Szenariogröße 10 000 beschriebenen Ergebnisse konnten durch das
Szenario der Größe 50 000 bestätigt werden.
4.6 PktAnon – Anonymisierung von Netzverkehr
Im Zusammenhang mit der Entwicklung einer geeigneten Umgebung zur Durchfüh-
rung der Evaluierung wurde ergänzend zu ReaSE und Distack ein Werkzeug zur
Anonymisierung von Netzverkehr entwickelt: PktAnon [68, 119]. Dieses Werkzeug
ermöglicht zusätzlich zur simulativen Evaluierung entwickelter Mechanismen und
Methoden auf Basis von künstlich generiertem Verkehr die Nutzung von real beob-
achtetem Verkehr. Beim Entwurf von PktAnon (engl. Packet Anonymization) wur-
de – ebenso wie bei den bisher vorgestellten Werkzeugen – Wert auf die Eigenschaften
Flexibilität und Erweiterbarkeit sowie Konfigurierbarkeit und einfache Benutzbar-
keit gelegt. Um dem Benutzer größtmögliche Flexibilität bei der Anonymisierung
zu bieten, sollte es zum einen möglich sein, beliebige Protokollfelder zu anonymi-
sieren. Zum anderen sollte die Anonymisierung jedes Protokollfelds mit beliebigen
Anonymisierungsprimitiven unterstützt werden. Ein Anonymisierungsprimitiv defi-
niert dabei, wie die originalen Daten in anonymisierte Daten transformiert werden.
Beispiele für Primitive sind die Berechnung eines kryptographischen Hashwerts oder
das Überschreiben mit einem konstanten Wert.
Die Hauptanforderung an die Entwicklung dieses Werkzeugs war, dass die Anonymi-
sierung von Verkehr nicht nur gemäß den geltenden Datenschutzbestimmungen des
jeweiligen Landes den Schutz des Individuums sicherstellen, sondern dem Benutzer
darüber hinaus die Definition eigener Anonymisierungsrichtlinien erlauben sollte,
z. B. zum Schutz von Unternehmen und deren Netzinformationen. Diese Richtlinien
spiegeln die Interessen des Benutzers sowie die Vertrauensbeziehung zu den Nut-
zern der anonymisierten Daten wider. Realisiert wird die Definition der Richtlinien
mittels konfigurierbarer Anonymisierungsprofile in Form externer Konfigurationsda-
teien auf Basis von XML. Die Konfigurierbarkeit von PktAnon gewährleistet damit
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den unkomplizierten Einsatz der Anonymisierung mit unterschiedlichen Zielen und
Interessen. Jedes individuelle Anonymisierungsprofil spezifiziert neben allgemeinen
Einstellungen, wie der Verkehrsquelle oder der Neuberechnung von Prüfsummen,
für jedes zu anonymisierende Protokollfeld das jeweils anzuwendende Anonymisie-
rungsprimitiv. Zusätzlich müssen bei PktAnon auch alle Protokollfelder, die durch
die Anonymisierung nicht verändert werden sollen, explizit als solche gekennzeich-
net werden. Für jede zu anonymisierende Dateneinheit wird zuerst eine leere Kopie
angelegt, deren Protokollfelder anschließend gemäß der im Anonymisierungsprofil
spezifizierten Transformation mit Inhalten gefüllt werden. Die Inhalte der origina-
len Dateneinheit werden im Anschluss an die Anonymisierung dieser Dateneinheit
gelöscht. Dies erfordert einen etwas höheren Aufwand als die Anonymisierung aus-
gewählter Protokollfelder direkt in der originalen Dateneinheit. Gleichzeitig wird
dadurch aber auch die gesamte Dateneinheit z. B. auf nicht bekannte Protokollköpfe
oder Protokollfelder überprüft. Diese in PktAnon als defensive Transformation be-
zeichnete Vorgehensweise stellt folglich sicher, dass sensible Inhalte der originalen
Daten nicht versehentlich in den anonymisierten Daten verbleiben. Dies könnte oh-
ne das Anlegen einer leeren Kopie und das Überprüfen der gesamten Dateneinheit
fehlschlagen, wenn bestimmte Protokollfelder über vordefinierte Offsets ausgewählt
und anonymisiert werden, die Dateneinheit aber nicht dem vermuteten Format ent-
spricht.
Viele der existierenden Werkzeuge zur Anonymisierung von Verkehr [104, 124, 147,
148, 186] weisen einige der geforderten Eigenschaften wie Flexibilität oder Konfi-
gurierbarkeit auf, jedoch kann keines alle Anforderungen erfüllen. Tcpdpriv [124],
eines der ersten verbreiteten Tools zur Anonymisierung, ist unflexibel und schwer
erweiterbar. Bei Koukis et al. [104] werden die zu nutzenden Anonymisierungsprimi-
tive durch API-Aufrufe (engl. Application Programming Interface) realisiert. Durch
die direkte Integration in die Implementierung ist die Benutzbarkeit vor allem für
technisch nicht versierte Nutzer stark eingeschränkt. Tcpmkpub [147] als eines der
aktuellsten Werkzeuge bietet Konfigurierbarkeit und Erweiterbarkeit. Ein Anony-
misierungsprimitiv muss jedoch für Protokollfelder mit unterschiedlichen Datenfor-
maten jeweils erneut implementiert werden. Außerdem ermöglicht Tcpmkpub nur
die Offline-Anonymisierung, da mehrere Bearbeitungsdurchgänge zur Transforma-
tion der originalen Daten notwendig sind. Arbeiten, welche die Entwicklung neuer
Anonymisierungsprimitive fokussieren, z. B. zur Pseudonymisierung [207] oder zur
Präfix-erhaltenden Transformation von IP-Adressen [78, 161], können aufgrund der
Erweiterbarkeit von PktAnon einfach integriert werden.
PktAnon trennt das Einlesen von Dateneinheiten vom Netzwerk bzw. das Ausschrei-
ben der anonymisierten Dateneinheiten durch die Definition einer minimalen Schnitt-
stelle von der eigentlichen Anonymisierung und stellt damit die einfache Austausch-
barkeit dieses Bausteins sicher. Derzeit implementiert ist der Netzzugriff auf der
Basis von Pcap sowohl für Linux- als auch für Windows-Systeme.
Den Ablauf der Anonymisierung in PktAnon nach dem Einlesen einer Dateneinheit
zeigt Abbildung 4.19. Die Dateneinheit wird iterativ in die enthaltenen Protokolle
zerlegt und im weiteren Verlauf der Bearbeitung als Verkettung der einzelnen Pro-
tokollköpfe behandelt. Diese Zerlegung ermöglicht die transparente Anonymisierung
beliebiger Protokoll-Kapselungen, wie z. B. IP-in-IP oder IP-in-ICMP. Anschließend
wird gemäß der in PktAnon eingeführten defensiven Transformation für die zu an-
onymisierende Dateneinheit eine initial leere Kopie der Verkettung von Protokollen















Abbildung 4.19 Aufbau der PktAnon-Anonymisierung
angelegt. Im nächsten Schritt werden alle Felder jedes in der Verkettung enthal-
tenen Protokollkopfs gemäß der im Anonymisierungsprofil spezifizierten Anonymi-
sierungsprimitive transformiert und in die initial leere Kopie geschrieben. Anony-
misierungsprimitive können hierbei beispielsweise das Berechnen eines Hashwerts
(SHA-1) bzw. eines kryptographischen Hashwerts (HMAC) oder das Überschreiben
mit einem bestimmten Wert (Overwrite) sein. Hierbei ist auch die sequentielle Aus-
führung mehrerer für ein Protokollfeld spezifizierter Primitive möglich, wobei jedes
angewendete Primitiv die Bearbeitung der Primitivkette vorzeitig abbrechen kann.
Dies ermöglicht eine einfach konfigurierbare Ausnahmebehandlung spezieller Werte,
z. B. die Beibehaltung von Broadcast-Adressen. Abschließend wird aus der anonymi-
sierten Verkettung der Protokollköpfe die resultierende anonymisierte Dateneinheit
zusammengebaut und die originale Dateneinheit und deren Inhalte gelöscht.
Implementierung und Evaluierung
Die Erweiterbarkeit von PktAnon wird über zwei generische Schnittstellen für Proto-
kolle und Anonymisierungsprimitive sichergestellt. Um ein neues Protokoll hinzuzu-
fügen, müssen die Schnittstellen-Funktionen zum Parsen des Protokollkopfs sowie für
den objektorientierten Zugriff auf die einzelnen Protokollfelder implementiert wer-
den. Die Protokoll-spezifischen Strukturen und die Semantik sind dadurch fest in
PktAnon integriert. Dies ist aufgrund möglicher Abhängigkeiten zwischen verschie-
denen Protokollen, z. B. zur Berechnung der Prüfsumme bei TCP, notwendig. Im
Fall der Erweiterung um ein Anonymisierungsprimitiv behandelt die zu implemen-
tierende Schnittstellen-Funktion die eingehenden Daten als generischen Datenpuffer,
welcher durch das Primitiv in eine anonymisierte Form zu transformieren ist. Dies
ermöglicht die Erweiterbarkeit von PktAnon um beliebige Primitive.
Implementiert wurde PktAnon in C++ sowohl für Linux- als auch für Windows-
Systeme. Zusätzlich wurde PktAnon nach der Veröffentlichung als Open Source-
Software [67] auch auf FreeBSD portiert und in deren Distribution aufgenommen.
Zur Auswertung der Performance von PktAnon wurde mit Hilfe einer Tracedatei
eine Offline-Anonymisierung durchgeführt. Die Tracedatei beinhaltete 8,2 Millionen
ungekürzte Pakete mit einer Gesamtgröße von 4,7 GB inklusive der Pcap-Header.
Während der Performance-Evaluierung wurde der maximal mögliche Durchsatz der
einzelnen Aufgaben von PktAnon gemessen. Diese von PktAnon sequentiell ausge-
führten Aufgaben sind:
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• Einlesen der Tracedatei: Die in der Tracedatei enthaltenen Dateneinheiten
werden nacheinander eingelesen.
• Parsen der Dateneinheiten und Erstellung der Verkettung von Pro-
tokollen: Die eingelesenen Dateneinheiten werden jeweils iterativ in die ent-
haltenen Protokolle sowie deren einzelne Protokollfelder zerlegt und im Fol-
genden als Verkettung der einzelnen Protokollköpfe behandelt.
• Defensive Transformation: In diesem Schritt wird eine initiale leere Ko-
pie der originalen Verkettung angelegt. Alle Felder der originalen Verkettung
werden anschließend gemäß dem Anonymisierungsprofil transformiert und in
die Kopie geschrieben. Zudem wird nach Durchführung der Anonymisierung
die anonymisierte Dateneinheit aus der Kopie der Verkettung erstellt und die
originale Dateneinheit gelöscht.
• Ausgabe in eine Tracedatei: Die anonymisierten Dateneinheiten werden
in eine neue Tracedatei ausgegeben.
Zur Performance-Evaluierung der einzelnen Aufgaben wurden die Protokollfelder
nicht anonymisiert, sondern nur kopiert. Ein Vergleich des Aufwands unterschiedli-
cher Anonymisierungsprimitive erfolgt später. Tabelle 4.8 zeigt den Durchsatz der je-
weils aufeinander aufbauenden Aufgaben sowie die Laufzeit der Anonymisierung der
verwendeten Tracedatei. Zudem wurde dieselbe Tracedatei mit tcpdpriv anonymi-
siert. Auf die Ausgabe der anonymisierten Dateneinheiten in eine Tracedatei wurde
dabei verzichtet, da tcpdpriv die Nutzdaten der Dateneinheiten generell löscht und
daher die Vergleichbarkeit mit PktAnon nicht gewährleistet wäre. Dabei erwies sich
PktAnon mit einem Durchsatz von ca. 340 Mbit/s trotz der höheren Flexibilität und
Konfigurierbarkeit als nahezu gleichwertig zu dem Durchsatz von ca. 400 Mbit/s von
tcpdpriv. Die obere Schranke für den maximalen Durchsatz lag bei PktAnon aufgrund
der Schreibgeschwindigkeit der resultierenden Tracedatei auf die Festplatte bei ca.
150 Mbit/s.
Sequentielle Aufgaben Durchsatz [Mbit/s] Laufzeit [s]
Einlesen der Tracedatei 406,8 95,1
Parsen der Dateneinheiten 404,2 95,6
Transformation der Verkettung 337,3 113,5
Ausgabe in Tracedatei 150,6 257,2
tcpdpriv (ohne Ausgabe) 392,4 99,8
Tabelle 4.8 Durchsatz der unterschiedlichen Aufgaben der Anonymisierung
Den erreichbaren maximalen Durchsatz für verschiedene Primitive zeigt Tabelle 4.9.
Hierbei basierte die Anonymisierung darauf, dass alle Felder jeder Dateneinheit mit
dem jeweiligen Primitiv transformiert wurden. Zudem wurden die anonymisierten
Dateneinheiten nicht in eine neue Tracedatei ausgegeben, um tatsächlich den Ein-
fluss der Transformation auf den Durchsatz messen zu können. Es zeigt sich, dass
sich der Durchsatz beim Überschreiben aller originalen Werte durch einen konstan-
ten Wert (AnonConstOverwrite) im Vergleich zur bloßen Erstellung einer Kopie nur
geringfügig auf ca. 310 Mbit/s reduziert. Die Anwendung eines kryptographischen
Hashwerts (AnonHashHmacSha1) hingegen reduziert den Durchsatz deutlich auf nur
noch 18 Mbit/s. Verwendet man ein Anonymisierungsprofil, welches die Identität
des Individuums – u. a. durch Anonymisierung von IP-Adressen sowie Nutzdaten –







Schutz von Individuum und Netz 95,6
Tabelle 4.9 Durchsatz unterschiedlicher Anonymisierungsprimitive
sowie sensible Informationen des Netzes – z. B. Portnummern – anonymisiert, kann
ein Durchsatz von ca. 100 Mbit/s erreicht werden. Dieser deutlich unter der obe-
ren Schranke liegende Wert ist dem hohen Aufwand einiger Primitive geschuldet,
beispielsweise der Transformation von IP-Adressen mittels eines kryptogrpahischen
Hashwerts. Der Wert liegt jedoch deutlich über dem Durchsatz einzelner Primitive,
da nur zu schützende Protokollfelder anonymisiert und zur Transformation unter-
schiedliche, jeweils adäquate Primitive angewendet wurden.
PktAnon wurde trotz der Vorteile, die durch eine Evaluierung der Angriffserkennung
auf Basis von realem Verkehr entstehen können, im Rahmen der vorliegenden Arbeit
nicht verwendet. Aufgrund der Limitierung des maximalen Durchsatzes durch die
Schreibgeschwindigkeit handelsüblicher Festplatten und die Anwendung rechenin-
tensiver kryptographischer Operationen kann bisher nur Verkehr bis ca. 100 Mbit/s
anonymisiert werden. Dies führt bei der Online-Anonymisierung, d. h. der Aufnah-
me von realem Verkehr direkt vom Netz, dazu, dass die typischen Eigenschaften von
Netzverkehr, z. B. die Selbstähnlichkeit, in der anonymisierten Tracedatei nicht mehr
enthalten sind. Dies ist darauf zurückzuführen, dass Verkehr konstant mit der ma-
ximalen Rate auf die Festplatte geschrieben wird und alle darüber hinausgehenden
Dateneinheiten verworfen werden. In zukünftigen Arbeiten könnte dieses Problem
beispielsweise durch Parallelverarbeitung, die Nutzung dedizierter Hardware – z. B.
von Raidsystemen oder schnelleren Anschlusstechnologien – oder verteilte Ansätze
mit aufeinander abgestimmten Filtern [133] angegangen werden.
Die Integration von in echten Netzen aufgenommenen Tracedateien in eine Simu-
lationsumgebung wäre aber selbst dann schwierig, wenn eine Aufnahme von Hoch-
geschwindigkeitsverkehr derzeit mit PktAnon möglich wäre. Um den innerhalb ei-
nes Simulationsszenarios verwendeten Hintergrundverkehr auf echten anonymisier-
ten Verkehr zu gründen, reicht die Aufzeichnung und Anonymisierung von Verkehr
an einer Stelle im Netz nicht aus. Hierfür benötigen alle in der Simulation modellier-
ten, Verkehrs-erzeugenden Systeme zeitlich aufeinander abgestimmte Tracedateien,
welche an verschiedenen Stellen des Netzes aufgezeichnet wurden und die zeitlichen
Abhängigkeiten sowie den Kontext der Tracedateien, z. B. bei der Nachbildung der
echten Verzögerungen oder Warteschlangen, berücksichtigen. Daher ist es faktisch
unmöglich, große Simulationsszenarien auf Basis von realem Verkehr für die Evalu-
ierung zu nutzen [154]. Weitere Probleme der Nutzung von Tracedateien entstehen
durch die Notwendigkeit, die Tracedateien manuell auszuwerten, um beispielsweise
Angriffe verlässlich zu kennzeichnen, oder dadurch, dass bei der Anonymisierung ab-
hängig vom gewählten Profil eventuell zu viele Informationen und Zusammenhänge
verloren gehen.
5. Mechanismen einer dezentralen
Angriffserkennung
In diesem Kapitel wird der Entwurf von Mechanismen beschrieben, welche im Zusam-
menspiel eine dezentrale Anomalie-basierte Angriffserkennung realisieren. Die beiden
Mechanismen, welche in den folgenden Abschnitten ausführlich vorgestellt werden,
sind die Identifikation von Angriffen auf Basis erkannter Anomalien (s. Abschnitt 5.2)
sowie die dezentrale Kooperation verteilter Erkennungssysteme (s. Abschnitt 5.3).
Die entworfenen Mechanismen berücksichtigen dabei explizit die Heterogenität der
im Netz verteilten Erkennungssysteme sowie die Tatsache, dass die Angriffserken-
nung im Netzinneren anwendbar sein soll – und folglich ressourcenschonend arbeiten
muss. Um den Einsatz der entworfenen Mechanismen auch im Hinblick auf die stän-
digen Veränderungen und Neuerungen im Bereich der Angriffserkennung sowie auf
mögliche Entwicklungen des Future Internet in den kommenden Jahren, z. B. die
Entwicklung hin zu dienstorientierten Architekturen, sicherzustellen, wurden vor al-
lem hinsichtlich der Identifikation von Angriffen die Eigenschaften Erweiterbarkeit
und Adaptivität an unterschiedliche Randbedingungen als weitere Anforderungen
an den Entwurf gestellt.
5.1 Problemstellung und Anforderungen
Die Identifikation von Angriffen stellt einen rein lokal arbeitenden Mechanismus dar,
welcher ohne zusätzliche Informationen von anderen Erkennungssystemen auf Basis
der lokal erkannten Anomalien den zugehörigen Angriffstyp sowie die Eigenschaf-
ten des Angriffs identifiziert. Als Identifikation wird dabei der Prozess bezeichnet,
welcher von der Menge der erkannten Anomalien auf den Typ sowie die Eigen-
schaften des zugehörigen Angriffs schließt. Die bereits in Kapitel 1 dargestellte Ab-
bildung 1.2 verdeutlicht dies am Beispiel eines Erkennungssystems, welches zwei
Anomalie-Erkennungsmethoden zur Anomalie-Erkennung nutzt. Jede der Metho-
den untersucht den Verkehrsstrom auf unterschiedliche Anomalien. Die Methoden
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werden dabei, abhängig vom Aufbau des Erkennungssystems, gleichzeitig oder –
bei hierarchischen Systemen – iterativ ausgeführt. Die Angriffserkennung erfolgt
im Anschluss an die Erkennung einer Menge von Anomalien mit Hilfe der Iden-
tifikation. Abschließend kann außerdem eine Reaktion des Erkennungssystems auf
die Detektion eines Angriffs erfolgen – beispielsweise die Installation eines Paket-
filters oder die Kooperation mit anderen Erkennungssystemen. Im Folgenden wer-
den vorrangig hierarchische Erkennungssysteme, welche eine Anomalie-Erkennung
in mehreren Stufen durchführen, als Grundlage der Identifikation betrachtet. Diese
können aufgrund der Berücksichtigung nur begrenzt verfügbarer Ressourcen auch
für die Anomalie-Erkennung im Netzinneren eingesetzt werden. Des Weiteren muss
von heterogenen Erkennungssystemen ausgegangen werden, d. h. die kooperierenden
Erkennungssysteme führen ihre Anomalie-basierte Angriffserkennung nicht notwen-
digerweise mit Hilfe derselben Anomalie-Erkennungsmethoden durch. Beispielsweise
können unterschiedliche verfügbare Ressourcen oder Hardware-Ausstattungen dazu
führen, dass bestimmte Anomalie-Erkennungsmethoden auf einem Erkennungssys-
tem anwendbar sind, auf einem anderen aber nicht ausgeführt werden können. Außer-
dem kann es möglich sein, dass verschiedene Betreiber unterschiedliche Anomalie-
Erkennungsmethoden präferieren, z. B. aufgrund bestimmter Richtlinien oder der
Lokation des Erkennungssystems. In diesen Fällen basiert die Anomalie-Erkennung
der unterschiedlichen Erkennungssysteme auf heterogenen Konfigurationen und Er-
kennungsmethoden. Eine solche Situation ist in Abbildung 5.1 dargestellt, in der
zwei heterogene Erkennungssysteme miteinander kooperieren. In dieser Situation
ermöglicht die Identifikation des Angriffs die Kooperation voneinander unabhängig
agierender Systeme, indem die Grundlage für ein semantisches Verständnis der un-
terschiedlichen Systeme geschaffen wird.
Insgesamt werden die folgenden Anforderungen an einen Mechanismus zur Identifi-
kation von Angriffen gestellt:
• Präzise und zuverlässige Identifikation von Angriffen
• Autonomer Ablauf ohne die Notwendigkeit manueller Eingriffe
• Einfache Anpassung an die jeweilige Umgebung und unterschiedliche Randbe-
dingungen
• Erweiterbarkeit um zukünftiges Wissen und Weiterentwicklungen im Bereich
der Angriffserkennung
Im Gegensatz zum rein lokal arbeitenden Mechanismus der Identifikation wurde
die dezentrale Kooperation mit dem Ziel entwickelt, eine Domänen-übergreifende
Kooperation verteilter Erkennungssysteme zu realisieren, welche die False negative-
Fehlerrate aller kooperierenden Systeme in globaler Hinsicht verringert. Dies ist ge-
rade im Hinblick auf den Einsatz der Erkennung im Netzinneren notwendig, um
die – im Vergleich zur Erkennung am Netzrand – höheren Fehlerraten, z. B. auf-
grund der geringeren Aggregation von Angriffströmen, zu verbessern und dadurch
die Effektivität der Erkennung zu steigern. Die Effektivität ist dabei definiert über
die Anzahl der Erkennungssysteme, welche auf einem Angriffspfad liegen und einen
laufenden Angriff erkennen, im Vergleich zur Anzahl der Erkennungssysteme, welche
auf einem Angriffspfad liegen – und den Angriff daher erkennen können sollten. Ei-
nerseits muss darauf geachtet werden, dass die Kooperation neben der Reduzierung
der False negative-Fehler nicht zusätzlich zu einer starken Erhöhung der bei einer
Anomalie-basierten Erkennung üblicherweise ebenfalls auftretenden False positive-
Fehler führt. Eine solche Erhöhung könnte beispielsweise durch das Versenden von
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Abbildung 5.1 Kooperation heterogener Erkennungssysteme mit Identifikation
falsch-positiven Erkennungen eines Angriffs ausgelöst werden. Die explizite Reduzie-
rung der False positive-Fehler durch die Kooperation verteilter Erkennungssystem
war hingegen nicht Ziel der vorliegenden Arbeit, wird jedoch im Ausblick der Ar-
beit noch einmal kurz thematisiert. Andererseits muss die Kooperation Domänen-
übergreifend einsetzbar sein, um eine Effektivitätssteigerung der Erkennung in globa-
ler Hinsicht zu ermöglichen. Dabei kann aufgrund wirtschaftlicher und rechtlicher In-
teressen der unterschiedlichen Betreiber nicht von vorhandenen Vertrauensbeziehun-
gen zwischen den beteiligten administrativen Domänen ausgegangen werden. Viel-
mehr wird im Folgenden angenommen, dass die an der Kooperation teilnehmenden
Erkennungssysteme unabhängig voneinander agieren und keine festen Vertrauens-
beziehungen zwischen den teilnehmenden Systemen existieren. Im Hinblick auf das
Ziel, eine Domänen-übergreifende Kooperation zu entwickeln, muss außerdem expli-
zit die mögliche Heterogenität der teilnehmenden Erkennungssysteme in Bezug auf
deren Anomalie-Erkennung und Umgebung berücksichtigt werden. Ein semantisches
Verständnis zwischen heterogenen Erkennungssystemen, welche an der Kooperation
teilnehmen, kann dabei mit Hilfe der Identifikation von Angriffen erreicht werden.
Wie in Abbildung 5.1 dargestellt, kann das empfangende Erkennungssystem 2 den
vom Sender identifizierten und kommunizierten Angriff lokal interpretieren. Die vom
Sender durchgeführte Identifikation lässt sich auf diese Weise beim Empfänger rück-
gängig machen – d. h. der empfangene Angriff kann auf lokal erkennbare Anomalien
abgebildet werden. Dies stellt sicher, dass jedes Erkennungssystem unabhängig auf
seiner jeweiligen lokalen Wissensbasis arbeitet und die Erkennungssysteme, z. B. in
Bezug auf die eingesetzten Erkennungsmethoden, unterschiedlich sein können. Eine
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weitere wichtige Anforderung ist es, sicherzustellen, dass die Domänen-übergreifende
Kooperation von Erkennungssystemen keine neuen Angriffe auf die Erkennung bzw.
die Kooperation selbst ermöglicht – d. h. robust gegen mögliche Angriffe ist – und
dass das Netz sowie die Erkennungssysteme durch die Kooperation nicht zu stark
belastet werden.
Zusammengefasst werden die folgenden Anforderungen an die Entwicklung einer
Kooperation verteilter Erkennungssysteme gestellt:
• Reduzierung der False negative-Fehlerraten
• Keine festen Vertrauensbeziehungen zwischen kooperierenden Erkennungssys-
temen erforderlich
• Keine zentrale Kontrollinstanz notwendig
• Berücksichtigung heterogener Erkennungssysteme
• Robustheit gegen Angriffe
5.2 Identifikation von Angriffen auf Basis erkannter
Anomalien
Dieser Abschnitt beschreibt den entwickelten Mechanismus zur Identifikation des
Angriffs, welcher die von einem Anomalie-basierten Erkennungssystem detektierten
Anomalien ausgelöst hat. Im Folgenden wird zuerst auf den Stand der Forschung in
Bezug auf die Identifikation von Angriffen auf Basis erkannter Anomalien eingegan-
gen (s. Abschnitt 5.2.1). Zusätzlich erfolgt dabei eine Bewertung unterschiedlicher
Verfahren zur Identifikation im Hinblick auf deren Nutzung im Bereich der Anomalie-
basierten Angriffserkennung. In Abschnitt 5.2.2 wird anschließend ein Überblick
über die entwickelte iterative Identifikation von Angriffen gegeben. Die Beschrei-
bung des erstellten verallgemeinerten Modells der an der Anomalie-basierten An-
griffserkennung beteiligten Entitäten erfolgt in Abschnitt 5.2.3. Dieses Modell bildet
die Grundlage für die autonome und adaptive Ablaufsteuerung einer hierarchischen
Angriffserkennung (s. Abschnitt 5.2.4) sowie die Identifikation von Angriffen. Die
zur Identifikation entwickelten Mechanismen und Abläufe werden in Abschnitt 5.2.5
ausführlich beschrieben. Anschließend wird auf die Implementierung der Mechanis-
men in das Rahmenwerk Distack eingegangen (s. Abschnitt 5.2.6). Am Beispiel eines
simulierten TCP SYN-DDoS-Angriffs werden in Abschnitt 5.2.7 abschließend ver-
schiedene Abläufe der Identifikation anhand von drei Fallbeispielen dargestellt bevor
die Ergebnisse der simulativen Evaluierung der Identifikation auf Basis verschiedener
Angriffe und Angriffseigenschaften erläutert werden.
5.2.1 Stand der Forschung
Eine Identifikation von Angriffen auf Basis der erkannten Anomalien wird in den
Ansätzen, welche in Abschnitt 2.4 zum Stand der Forschung in Bezug auf Erken-
nungssysteme im Allgemeinen sowie Anomalie-Erkennungsmethoden bereits vorge-
stellt wurden, meist nicht berücksichtigt oder erfolgt implizit. Als implizit wird eine
Identifikation im Rahmen dieser Arbeit bezeichnet, wenn die Anomalie, welche im
jeweiligen Ansatz die Basis der Erkennung darstellt, direkt auf genau einen be-
stimmten Angriff abgebildet wird. Eine solche Abbildung nutzt das Wissen darüber,
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dass der betreffende Angriff die betrachtete Anomalie auslöst. Das für die implizi-
te Identifikation genutzte Wissen ist jedoch meist unvollständig und berücksichtigt
nicht, dass eventuell mehrere Angriffe die betrachtete Anomalie auslösen oder der
implizit identifizierte Angriff nicht nur die betrachtete, sondern u. U. noch weitere
Anomalien auslösen kann. Über die jeweilige Arbeit hinaus gehende Zusammen-
hänge und Abhängigkeiten werden folglich nicht berücksichtigt. Beispielsweise löst
sowohl ein DDoS-Angriff als auch ein Flash Crowd-Effekt – welcher auftritt, wenn
unerwartete viele Nutzer innerhalb kurzer Zeit eine Webseite aufrufen – meist eine
Volumenanomalie aus. Ansätze, welche sich auf die Erkennung von Volumenanoma-
lien fokussieren, z. B. die Principal Component Analysis [108] oder Pushback [90],
gehen bei Erkennung einer Anomalie meist implizit von einem DDoS-Angriff aus.
Dass auch ein Flash Crowd-Effekt diese Anomalie auslösen kann, wird nicht berück-
sichtigt. Ebenso wird nicht berücksichtigt, dass ein DDoS-Angriff weitere Anomalien
auslöst, welche zur Unterscheidung von einem Flash Crowd-Effekt genutzt werden
können, beispielsweise unterscheiden sich die Eigenschaften der Verteilungen der
Quell-IP-Präfixe dieser beiden Angriffe häufig [97]. Eine Erweiterung der Ansätze
um zusätzliches Wissen über Zusammenhänge und Abhängigkeiten von Anomalien
und Angriffen ist jedoch meist – ebenso wie die Erweiterung um neue Anomalien und
Anomalie-Erkennungsmethoden – nur schwierig möglich, da die Identifikation fest
in die Anomalie-Erkennung integriert ist und nur selten auf einer auch in anderen
Situationen gültigen Modellierung basiert.
Carl et al. [26] beschreiben verschiedene Methoden, z. B. die Cusum-Methode oder
Spektralanalyse, zur Erkennung von Anomalien. Während den durchgeführten Aus-
wertungen, in welchen normaler Verkehr mit selbst erzeugten DDoS-Angriffen über-
lagert wurde, wird bei Erkennung einer Anomalie implizit davon ausgegangen, dass
diese von dem erzeugten DDoS-Angriff ausgelöst wurde – eine tatsächliche Identi-
fikation erfolgt nicht. In den weiteren, auf Tracedateien basierenden Auswertungen
wurde eine Identifikation teilweise manuell durchgeführt, teilweise wurde keine Iden-
tifikation des auslösenden Angriffs durchgeführt – die Erkennung endete mit der Be-
schreibung der erkannten Anomalie. Ein weiteres Beispiel für einen Ansatz, bei dem
keine Identifikation des Angriffs durchgeführt wird, ist die Anomalie-Erkennung mit
Hilfe des bereits in den Grundlagen vorgestellten Systems HIDE [116].
Viele der bereits in Abschnitt 2.4 vorgestellten Systeme und Methoden zur Anomalie-
Erkennung, z. B. die auf Principal Component Analysis basierende Erkennung [108],
DIADEM [127] oder LADS [182], lassen die Identifikation nicht unberücksichtigt,
führen jedoch nur eine implizite Identifikation durch. Wang et al. [211] gründen die
Anomalie-Erkennung auf Flow Mining und hierarchisches Clustering. Dabei wer-
den die Eigenschaften einzelner Flows in einer multi-dimensionalen Flow-Hierachie
gespeichert, in der die fünf Attribute, welche einen Flow definieren, jeweils eine
Dimension darstellen. Diese Attribute bzw. Dimensionen sind die Quell- und Ziel-
IP-Adresse, Quell- und Ziel-Port sowie das verwendete Protokoll der Transport-
schicht. Die eigentliche Anomalie-Erkennung erfolgt durch Clustering auf Basis der
während der Beobachtung des Verkehrs ermittelten Flow-Hierarchie sowie eine dar-
an anschließende Analyse der resultierenden Cluster. Anormale Cluster können mit
Hilfe der Unexpectedness sowie einer weiteren zur Unterscheidung zwischen DDoS-
Angriffen und Wurmausbreitungen eingeführten Metrik (AIDE) ermittelt werden.
Die anschließende Abbildung anormaler Cluster auf bestimmte Angriffe berücksich-
tigt durch die zusätzlich verwendete Metrik gewisse Zusammenhänge von Anomalien
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und Angriffen – beispielsweise, dass eine hohe Unexpectedness von vielen Angriffen
hervorgerufen wird, sich der AIDE-Wert aber abhängig vom Angriff unterscheidet.
Dennoch ist die Identifikation auf die beiden betrachteten Metriken und dadurch
sehr speziell auf diese Arbeit abgestimmt.
Die Identifikation von Angriffen im Ansatz von Quyen et al. [160] basiert auf einer
vorherigen Analyse unterschiedlicher Angriffe, deren Auftreten in dem zu überwa-
chenden Netz erwartet wird. Die eigentliche Anomalie-Erkennung erfolgt auf Ba-
sis von Flow-Daten. Hierzu werden Flows gruppiert, welche ähnliche Eigenschaften
aufweisen, wie z. B. eine ähnliche Datenrate oder dieselbe Quell-IP-Adresse. Über-
schreitet die Anzahl der Flows einer Gruppe einen vorgegebenen Schwellenwert, wird
von einer Anomalie ausgegangen. Abhängig von der jeweiligen Gruppe, in welcher
die Anomalie auftrat, bzw. von der Kombination aus anormalen Gruppen, erfolgt
anschließend die Identifikation des Angriffs mit Hilfe von im Voraus definierten Ab-
bildungen. Die Analyse berücksichtigt dabei, dass Zusammenhänge und Abhängig-
keiten zwischen verschiedenen Anomalien und Angriffen bestehen können und setzt
diese in Regeln um, welche für die Identifikation verwendet werden. Eine forma-
le Modellierung der beteiligten Entitäten erfolgt jedoch nicht. Dies wäre allerdings
notwendig, um die Erweiterbarkeit der Identifikation um zusätzliches Wissen sicher-
zustellen und dadurch eine zuverlässigere Identifikation sowie eine Anpassung an
zukünftige Anforderungen zu ermöglichen.
Zusammenfassend lässt sich feststellen, dass die existierenden Ansätze meist nicht
auf die einfache Erweiterbarkeit um zusätzliches Wissen oder weitere Anomalie-
Erkennungsmethoden ausgelegt sind, da die Identifikation selten auf eine Analyse
der Zusammenhänge aufbaut und selbst in diesen Fällen nicht auf einer auch in
anderen Situationen gültigen Modellierung basiert. Diese Fokussierung auf einzelne
Anomalien und deren implizite Identifikation erschwert vor allem auch den Einsatz
in heterogenen Umgebungen.
5.2.1.1 Zur Identifikation von Angriffen nutzbare Verfahren
Im Folgenden werden verschiedene Verfahren zur Identifikation im Allgemeinen in
Bezug auf ihre Einsetzbarkeit im Bereich der Anomalie-basierten Identifikation von
Angriffen bewertet und verglichen. Berücksichtigt werden bei diesem Vergleich vier
verschiedene Verfahren, welche auch in anderen Bereichen zur Identifikation einge-
setzt werden. Dabei handelt es sich um regelbasierte Verfahren, parametrische und
nicht-parametrische Klassifikatoren sowie Cluster-Verfahren. Der Vergleich dieser
Verfahren bildet die Grundlage für die im folgenden Abschnitt getätigten Entwurfs-
entscheidungen zur Entwicklung einer Identifikation von Angriffen auf Basis erkann-
ter Anomalien. Eine ausführlichere Beschreibung der Eigenschaften sowie der Vor-
und Nachteile der vier Verfahren findet sich außerdem in [20].
Regelbasierte Verfahren führen die Identifikation mit Hilfe initial definierter Regeln
durch, welche auf Basis der vorhandenen Eingabedaten ausgewertet werden. Ist ein
Regelsatz – eine Menge zusammengehöriger Regeln – vollständig erfüllt, wird das Er-
gebnis der Identifikation durch den Ausgabewert dieses Regelsatzes bestimmt. Ein
regelbasiertes Verfahren liefert sehr genaue Ergebnisse, da die zur Durchführung
verwendeten Regeln und Regelsätze formal definiert sind und den Identifikations-
vorgang präzise festlegen. Sind die Eingabedaten korrekt und vollständig, liefert die
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regelbasierte Identifikation folglich nur mit sehr geringer Wahrscheinlichkeit fehler-
hafte Ergebnisse. Problematisch bei derartigen Verfahren ist jedoch, dass unbekannte
Elemente – d. h. im vorliegenden Fall unbekannte Angriffe – nicht identifiziert werden
können, da hierfür keine Regeln vorhanden sind. Des Weiteren ist die Wahrschein-
lichkeit einer fehlerhaften Identifikation bzw. einer Identifikation ohne Ergebnis sehr
wahrscheinlich, wenn die Eingabedaten ungenau oder nicht vollständig sind. Ein Bei-
spiel für ein regelbasiertes Verfahren ist die Identifikation von Angriffen im bereits
vorgestellten Ansatz von Quyen et al. [160]. Auch die vorgestellten Ansätze, welche
eine implizite Identifikation nutzen, sind im Prinzip regelbasierte Ansätze, welche
nur eine sehr geringe und unvollständige Menge an Regeln – in den meisten Fällen
genau eine Regel – zur Abbildung der betrachteten Anomalie auf einen bestimmten
Angriff verwenden.
Klassifikationsverfahren können in parametrische und nicht-parametrische Verfah-
ren unterteilt werden. Parametrische Verfahren führen die Klassifikation auf Basis
eines stochastischen Modells durch, d. h. sie benötigen sowohl zur Erstellung eines
Klassifikationsmodells als auch für die eigentliche Klassifikationsentscheidung vorge-
gebene Wahrscheinlichkeitsverteilungen. Beispielsweise werden im Fall eines Bayes-
Klassifikators [167] die Verteilungen jedes einzelnen Eingabeparameters sowie die
Wahrscheinlichkeit, mit der ein Eingabewert einer bestimmten Klasse zugeordnet
wird, im Voraus benötigt, um die Klassifikation durchführen zu können.
Bei nicht-parametrischen Verfahren wird die Klassifikationsentscheidung statt auf
Basis von Wahrscheinlichkeitsverteilungen auf Basis einer Ähnlichkeitsmetrik ge-
troffen, d. h. die Eingabedaten werden derjenigen Klasse zugeordnet, der sie am
meisten ähneln. Wang et al. [213] führen beispielsweise zuerst eine Reduktion der
zur Anomalie-Erkennung verwendeten Daten mittels Principal Component Analysis
durch, bevor die eigentliche Anomalie-Erkennung mit Hilfe eines nicht-parametri-
schen Klassifikators realisiert wird. Dieser definiert im Voraus erlernte Referenzklas-
sen von normalem und anormalem Verkehr über die Eigenvektoren des Verkehrs,
der diese Klassen beschreibt. Die Durchführung der Klassifikation erfolgt anschlie-
ßend auf Basis einer Distanzfunktion, welche die Ähnlichkeit der Eingabedaten zu
den Referenzklassen über deren Distanz zueinander bestimmt und dadurch die Er-
kennung von Anomalien ermöglicht. Zur Durchführung der Klassifikation mit nicht-
parametrischen Klassifikatoren werden folglich initial Meta-Daten über die vorhan-
denen Klassen sowie eine Definition der Ähnlichkeitsmetrik benötigt.
Durch die auf Wahrscheinlichkeitsverteilungen bzw. Ähnlichkeitsmetriken zurück-
zuführende Unschärfe der durchgeführten Identifikation sind die Ergebnisse eines
Klassifikators nicht so präzise wie im Fall der regelbasierten Verfahren. Im Gegen-
satz zu diesen Verfahren sind Klassifikatoren aufgrund dieser Unschärfe allerdings in
der Lage, auch bei ungenauen und unvollständigen Eingabedaten eine Identifikation
durchzuführen und mit unbekannten Elementen umzugehen.
Cluster-Verfahren werden verwendet, um eine Menge von Eingabedaten zu Grup-
pen mit ähnlichen Eigenschaften zusammenzufassen. Dies reduziert die Menge an
Eingabedaten auf eine deutlich geringere Menge an Clustern. Im Bereich der Iden-
tifikation von Angriffen sind Cluster-Verfahren gut geeignet um unbekannte Angrif-
fe zu identifizieren, da diese in keinen der bekannten Cluster eingruppiert werden
und durch das Entstehen eines neuen Clusters einfach zu erkennen sind. Wang et
al. [211] verwenden ein Cluster-Verfahren zur Anomalie-Erkennung. Das eingesetzte
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hierarchische Clustering gruppiert gesammelte Flow-Daten über mehrere Merkmale
und erkennt durch die angesprochene Entstehung neuer Cluster anormalen Verkehr,
welcher anschließend auf feingranularere Anomalien untersucht werden kann. Um
Cluster-Verfahren im Rahmen einer Identifikation von Angriffen nutzen zu können,
werden viele Trainingsdaten zur Definition initialer Cluster, welche bekannten An-
griffen bzw. Normalverkehr entsprechen, benötigt. Die Genauigkeit der Ergebnisse
wird dabei vor allem dadurch negativ beeinflusst, dass die Gruppierung der Eingabe-
daten kein zusätzliches Wissen über die Daten, auf denen sie arbeitet, berücksichtigt,















Abbildung 5.2 Gegenüberstellung verschiedener Verfahren zur Identifikation
Zusammenfassend stellt Abbildung 5.2 die Eigenschaften Genauigkeit der Ergebnis-
se und Flexibilität sowie die für die Identifikation a priori benötigten Daten aller
vier Verfahren gegenüber. Die genauesten Ergebnisse liefern regelbasierte Verfahren
aufgrund der Verwendung von Regeln, welche den Rahmen für die Durchführung der
Identifikation präzise vorgeben. Die Flexibilität dieses Verfahrens in Bezug auf die
Identifikation unbekannter Angriffe sowie den Umgang mit fehlerbehafteten Infor-
mationen ist jedoch gering. Gegensätzliche Eigenschaften weisen Cluster-Verfahren
auf: Da die zu identifizierenden Anomalie-Mengen nur in Bezug auf ihre Ähnlichkeit
zueinander betrachtet werden, sind Cluster-Verfahren sehr flexibel. Die Tatsache,
dass kein zusätzliches Wissen über Zusammenhänge und Abhängigkeiten zwischen
Anomalien und Angriffen in das Clustering einfließt, kann allerdings zu ungenau-
en Ergebnissen und der Notwendigkeit einer häufigen manuellen Identifikation füh-
ren. Klassifikatoren liefern eine akzeptable Genauigkeit, wobei diese abhängig von
den Eingabedaten und den tatsächlich verwendeten Klassifikationsmodellen variie-
ren kann. Nicht-parametrische Klassifikatoren können aufgrund der zur Klassifikati-
on verwendeten Distanzmetrik auch mit fehlerbehafteten Daten umgehen bzw. mit
Hilfe eines zusätzlichen Schwellenwertes für die maximal erlaubte Distanz auch un-
bekannte Angriffe identifizieren und sind daher flexibel einsetzbar. Parametrische
Klassifikatoren nutzen stochastische Modelle für sämtliche Eingabedaten sowie für
die Zuordnung von Anomalie-Mengen zu Referenzklassen. Aufgrund der dadurch
möglichen Aussage über die Wahrscheinlichkeit der Zugehörigkeit zu einer bestimm-
ten Referenzklasse sind diese im Hinblick auf die Erkennung unbekannter Angriffe
sehr flexibel. Die benötigten stochastischen Modelle sind im Bereich der Angriffs-
erkennung im Internet jedoch nicht für alle beteiligten Entitäten vorhanden bzw.
überhaupt ableitbar. Daher sind parametrische Klassifikatoren ungeeignet für die
Identifikation von Angriffen. Nicht-parametrische Klassifikatoren benötigen hinge-
gen, wie auch regelbasierte Verfahren, a priori Meta-Daten, um tatsächlich eingesetzt
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werden zu können – z. B. die zur Identifikation verwendeten Regeln oder Definitio-
nen der bekannten Referenzklassen eines Klassifikators. Deren initiale Erstellung
erfolgt meist manuell. Cluster-Verfahren müssen im Voraus mit Hilfe von Daten, die
den später erwarteten Eingabedaten entsprechen, trainiert werden, um ein korrekte
Gruppierung vornehmen zu können.
5.2.2 Iterative Identifikation von Angriffen
Ziel einer Identifikation von Angriffen muss es sein, unter Berücksichtigung der be-
grenzten Ressourcen, die v. a. im Netzinneren für die Angriffserkennung zur Verfü-
gung stehen, möglichst präzise und zuverlässige Ergebnisse zu liefern. Dabei wird im
Folgenden von einer Anomalie-basierten Erkennung ausgegangen, d. h. ein Erken-
nungssystem führt verschiedene Anomalie-Erkennungsmethoden aus und gibt eine
Menge erkannter Anomalien als Grundlage für die Identifikation des zugehörigen
Angriffs zurück. Die Identifikation von Angriffen muss zudem berücksichtigen, dass
die Wahrscheinlichkeit einer unvollständigen oder fehlerhaften Anomalie-Erkennung
im Netzinneren aufgrund der höheren Datenraten und begrenzten Ressourcen höher
ist als am Netzrand. Zudem muss auch das Auftreten bisher unbekannter Angriffe
bedacht werden. Da alle der zur Identifikation von Angriffen nutzbaren Verfahren,
welche im vorigen Abschnitt betrachtetet wurden, im Hinblick auf die Realisierung
einer zuverlässigen und flexiblen sowie einfach an zukünftige Anforderungen an-
passbaren Identifikation bestimmte Nachteile mit sich bringen, gründet sich die in
der vorliegenden Arbeit konzipierte Identifikation auf die in Abbildung 5.3 dargestell-
te Architektur. Diese beruht auf der Nutzung von zwei unterschiedlichen Verfahren,
welche unterschiedliche Eigenschaften aufweisen. In der Basisstufe wird ein regelba-
siertes Verfahren verwendet. Um ein solches Verfahren tatsächlich durchführen zu
können, werden Meta-Daten in Form von Regeln benötigt, welche dem Verfahren
vorab zur Verfügung gestellt werden müssen. Mit Hilfe dieser initial zu definieren-
den Regeln ist das Verfahren dann in der Lage, sehr präzise Ergebnisse zu liefern, da
der Rahmen für die Identifikation durch die Regeln formal und eindeutig definiert
ist. Die Durchführung der Identifikation auf Basis eines regelbasierten Verfahrens er-
fordert außerdem nur einen geringen Aufwand, da zur Auswertung der Regeln keine
komplexen Berechnungen notwendig sind, sondern nur geprüft werden muss, ob die














Abbildung 5.3 Architektur der Anomalie-basierten Identifikation von Angriffen
Ein regelbasiertes Verfahren arbeitet zwar sehr zuverlässig und präzise, bietet aber
wenig Flexibilität, z. B. im Fall neuer oder unbekannter Angriffe bzw. wenn nicht al-
le zu einem Angriff gehörigen Anomalien korrekt erkannt werden. Trifft keine Regel
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auf die Menge der erkannten Anomalien zu – d. h. die regelbasierte Identifikati-
on kann nicht erfolgreich abgeschlossen werden – wird daher zusätzlich ein nicht-
parametrischer Klassifikator angewendet. Dieser kann mit unvollständigen und feh-
lerbehafteten Daten weitaus besser umgehen, da sich die Entscheidungsfindung nicht
auf eindeutige Regeln gründet, sondern mit Hilfe einer Distanz-Metrik erfolgt, wel-
che Abweichungen von den im Voraus definierten Referenzklassen – und damit eine
gewisse Unschärfe in den Eingabedaten – zulässt. Unbekannte Angriffe können da-
bei über einen Schwellenwert erkannt werden, welcher die maximale Distanz angibt,
die noch als erfolgreiche Klassifikation eines bekannten Angriffs gilt. Ein Klassifi-
kator ist daher in Situationen, in denen die Eingabedaten nicht ganz vollständig
oder etwas unpräzise sind, häufig immer noch in der Lage, den zu den erkannten
Anomalien gehörigen Angriff zu erkennen. Die Verwendung einer Distanz-Metrik
und die dadurch entstehende Unschärfe der Identifikation kann allerdings auch zu
weniger präzisen oder fehlerhaften Ergebnissen führen. Mit Hilfe des Klassifikators
identifizierte Angriffe werden daher speziell als solche gekennzeichnet. Der Tatsache,
dass für die Angriffserkennung nur begrenzt Ressourcen zur Verfügung stehen, wird
dadurch Rechnung getragen, dass der Klassifikator – welcher zur Bestimmung der
Distanzen zu allen Referenzklassen aufwändigere Berechnungen durchführen muss –
nur bei Bedarf, d. h. wenn das ressourcenschonendere regelbasierte Verfahren schei-
tert, ausgeführt wird.
Die initiale Definition der Referenzklassen basiert – wie auch die Definition der Re-
geln – auf einem im folgenden Abschnitt 5.2.3 erstellten verallgemeinerten Modell der
an der Angriffserkennung beteiligten Entitäten Anomalie und Angriff. Dieses stellt
zum einen sicher, dass neue Anomalien oder Angriffe sowie zusätzliches Wissen über
deren Zusammenhänge unkompliziert hinzugefügt werden können und somit auch
der Identifikation zur Verfügung stehen. Zum anderen wird der initiale Aufwand zur
Definition der benötigten Regeln und Referenzklassen dadurch reduziert, dass nur
eine einmalige Konkretisierung des verallgemeinerten Modells durchgeführt werden
muss. Diese resultiert in der Definition bekannter Angriffe durch notwendige und op-
tionale Anomalien sowie in einer Angriffshierarchie, welche die Zusammenhänge und
Abhängigkeiten verschiedener Angriffe widerspiegelt. Aus der Konkretisierung kön-
nen anschließend alle benötigten Daten für die beiden zur Identifikation verwendeten
Verfahren abgeleitet werden.
Eine autonome Arbeitsweise der Identifikation sowie die Anpassung an unterschied-
liche Situationen und Randbedingungen stellt die Integration des regelbasierten Ver-
fahrens in die in Abschnitt 5.2.4 beschriebene autonome, adaptive Ablaufsteue-
rung sicher. Diese ermöglicht eine hierarchische Erkennung mittels Verfeinerung
ohne die Notwendigkeit eines im Voraus fest vorgegebenen Ablaufs. Die auf Basis
des verallgemeinerten Modells erstellte Konkretisierung der verfügbaren Anomalie-
Erkennungsmethoden bildet die Grundlage für eine autonome Durchführung der
hierarchischen Erkennung, d. h. eine Durchführung ohne die Notwendigkeit manuel-
ler Eingriffe. Zudem wird bei der Durchführung der hierarchischen Erkennung die
aktuelle Situation des Erkennungssystem berücksichtigt. Die zur Identifikation ver-
wendeten Regeln erlauben außerdem eine Verbesserung der Ablaufsteuerung in Be-
zug auf die Auswahl der in der Verfeinerung bzw. hierarchischen Erkennung als näch-
stes auszuführenden Erkennungsmethode. Beispielsweise kann die Ausführung von
Erkennungsmethoden, welche keinen Mehrwert aufweisen, da keine erfüllbare Regel
für die zu erkennende Anomalie mehr existiert, in der weiteren Erkennung und Iden-
5.2. Identifikation von Angriffen auf Basis erkannter Anomalien 121
tifikation vermieden werden. Dies spart Ressourcen ein und führt u. U. schneller zu
einem Identifikationsergebnis.
Insgesamt stellt die entworfene Identifikation (s. Abschnitt 5.2.5) damit eine flexible
und erweiterbare Möglichkeit zur Verfügung, aus einer Menge erkannter Anomalien
den dazugehörigen Angriff zu ermitteln und berücksichtigt dabei außerdem, dass
im Fall einer Anwendung im Netzinneren nur begrenzt Ressourcen zur Verfügung
stehen. In Kombination mit der autonomen, adaptiven Ablaufsteuerung kann zu-
sätzlich eine iterative Identifikation durchgeführt werden. Diese nutzt das Wissen
über die Zusammenhänge von Angriffen und Anomalien, um die Angriffserkennung
und -identifikation zu beschleunigen und die Auswahl der auszuführenden Anomalie-
Erkennungsmethoden möglichst zielführend zu gestalten.
5.2.3 Modellierung der Entitäten einer Angriffserkennung
Bisher existiert kein verallgemeinertes Modell der an der Anomalie-basierten An-
griffserkennung beteiligten Entitäten. Ein solches kann aber die Grundlage dafür
bilden, die bekannten Informationen über Anomalien, Angriffe sowie deren Zusam-
menhänge zusammenzuführen und für die Erkennung und Identifikation von Angrif-
fen zu nutzen. Ein weiterer positiver Effekt eines solchen Modells ist die Tatsache,
dass zukünftige Bedrohungen und neu entwickelte Erkennungsmethoden einfach in
vorhandenes Wissen integriert und so evtl. bestehende Systeme zur Angriffserken-
nung einfach weiterentwickelt und verbessert werden können.
Das im Folgenden entworfene verallgemeinerte Modell der Angriffserkennung berück-
sichtigt die für die Anomalie-basierte Angriffserkennung wichtigen Entitäten Anoma-
lie, Angriff und Anomalie-Erkennungsmethode. Auf Basis dieses verallgemeinerten
Modells kann durch die Konkretisierung erkennbarer Anomalien und beschreibbarer
Angriffe die Grundlage für ein flexibles und erweiterbares System zur Angriffserken-
nung und -identifikation geschaffen werden. Zudem kann aus der Konkretisierung
eine Angriffshierarchie abgeleitet werden, welche Angriffe zu Klassen zusammen-
fasst und Zusammenhänge und Abhängigkeiten zwischen diesen Klassen modelliert.
Signatur-basierte Methoden werden in der vorliegenden Modellierung nicht betrach-
tet, da die Erkennung verteilter, großflächiger Angriffe im Netzinneren aus den be-
reits genannten Gründen – begrenzte Ressourcen, Nutzung von Dateneinheiten, die
der Protokollspezifikation entsprechen, und Erkennung bisher unbekannter Angrif-
fe – Anomalie-basiert erfolgt. Dies schließt eine parallele bzw. zusätzliche Nutzung
einer Signatur-basierten Erkennung, beispielsweise zur Detektion gezielter Angriffe
auf einzelne Sicherheitslücken, jedoch nicht aus.
5.2.3.1 Verallgemeinertes Modell
Das im Rahmen dieser Arbeit entworfene verallgemeinerte Modell [20, 64] fokus-
siert sich auf die Entitäten Anomalie, Angriff und Anomalie-Erkennungsmethode.
Die grundlegenden Modelle der einzelnen Entitäten werden im Folgenden vorge-
stellt und näher erläutert. Das verallgemeinerte Modell der Entität Anomalie-
Erkennungsmethode, welches diese auf einer Meta-Ebene betrachtet um deren
allgemein gültige Eigenschaften beschreiben zu können, wird in Abbildung 5.4 darge-
stellt. Eine Anomalie-Erkennungsmethode besteht aus bestimmten Vorbedingungen,
die erfüllt sein müssen, bevor die Methode eingesetzt werden kann. Außerdem müssen







Abbildung 5.4 Verallgemeinertes Modell der Entität Anomalie-Erkennungs-
methode
alle benötigten Eingabedaten vor dem Einsatz der Methode zur Verfügung stehen.
Zur Durchführung der Erkennungsmethode werden Konfigurationsdaten benötigt,
welche die Parameter der jeweiligen Methode spezifizieren. Als Ergebnis liefert eine
Anomalie-Erkennungsmethode im Anschluss an deren Durchführung eine Menge an
Ausgabedaten. Die beobachteten Daten, auf denen die Erkennungsmethode operiert,
können dabei entweder über die Eingabedaten zur Verfügung gestellt werden. Alter-
nativ kann die Erkennungsmethode den lokal beobachtbaren Verkehrsstrom analy-
sieren. Dieser wird im Modell allerdings nicht berücksichtigt, da davon ausgegangen
wird, dass jedes Erkennungssystem den eingesetzten Methoden eine Möglichkeit zur
Verfügung stellt, bei Bedarf auf dem lokal beobachteten Verkehrsstrom zu operieren.
Unter den Vorbedingungen werden sämtliche bekannte Informationen über die je-
weilige Anomalie-Erkennungsmethode verstanden. Dies beinhaltet zum einen die
Zusammenhänge mit bzw. Abhängigkeiten von anderen Methoden. Es ist beispiels-
weise wenig sinnvoll, in einer hierarchischen Angriffserkennung eine Methode zur
Erkennung grobgranularer Volumenanomalien im Anschluss an eine Methode zur
feingranularen Erkennung von Protokollanomalien auf Anwendungsschicht einzuset-
zen. Derartiges Meta-Wissen kann in den Vorbedingungen modelliert werden. Zum
anderen können hier allgemeine Eigenschaften der Erkennungsmethode wie Ressour-
cenaufwand, Laufzeit oder Granularität einfließen. Diese Werte können in Abhän-
gigkeit von der Umgebung und den Randbedingungen, in denen die Erkennungs-
methode tatsächlich eingesetzt wird, ebenfalls in Vorbedingungen resultieren. Bei-
spielsweise kann eine Methode nur eingesetzt werden, wenn eine vorgegebene Menge
an bestimmten Ressourcen zur Verfügung steht. Die Modellierung der Eigenschaf-
ten ermöglicht aber auch eine Abwägung, welche Methode den höheren Mehrwert
in bestimmten Situationen verspricht, falls mehrere Methoden mit demselben Ziel
und unterschiedlichen Eigenschaften zur Verfügung stehen – im Fall eines vermute-
ten kurzen Angriffs ist der Einsatz einer grobgranularen Methode mit einer kurzen
Laufzeit eventuell sinnvoller als eine feingranulare mit deutlich längerer Laufzeit, da
letztere u. U. kein Ergebnis mehr liefert, wenn der Angriff bereits beendet ist.
Bei den Eingabedaten einer Anomalie-Erkennungsmethode kann es sich beispiels-
weise um die Ausgabedaten vorangegangener Methoden, um gespeicherte Histori-
endaten oder auch um von anderen Erkennungssystemen oder Sensoren übermit-
telte Daten handeln. Die Konfigurationsdaten spezifizieren bestimmte Parameter
der durchgeführten Methode, z. B. bei einem Schwellenwert-Verfahren gemäß Ex-
ponential Weighted Moving Average (EWMA) die in die Berechnung einfließende
Konstante α [85]. Bei den Ausgabedaten einer Erkennungsmethode kann es sich
um quantitative oder qualitative Daten handeln, welche die Höhe der Abweichung
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von einem Schwellenwert oder das reine Vorliegen einer Anomalie beschreiben. Ein
grundlegender Unterschied zwischen den Eingabe- und den Konfigurationsdaten liegt
darin, dass Konfigurationsdaten bereits vor dem Start des Erkennungssystems zur
Verfügung stehen müssen und der Methode bei deren Deklaration mitgegeben wer-
den. Eingabedaten hingegen werden erst im Verlauf der Erkennung erzeugt und ste-
hen erst unmittelbar vor Ausführung der Erkennungsmethode zur Verfügung. Das
in Abbildung 5.5 dargestellte Zustandsübergangsdiagramm veranschaulicht dies am
Beispiel eines zweistufigen, hierarchischen Erkennungssystems. Das Erkennungssys-
tem kann erst gestartet werden, wenn die Konfigurationsdaten aller verwendeten
Anomalie-Erkennungsmethoden vorliegen. Die anschließend gestartete Erkennungs-
methode A besitzt lediglich Vorbedingungen und benötigt keine Eingabedaten – die-
se würden zu diesem Zeitpunkt noch nicht zur Verfügung stehen. Im Anschluss an die
Erkennung einer Anomalie wird die nächste Stufe gestartet. Erkennungsmethode B
kann dabei nur gestartet werden, wenn die benötigten Eingabedaten vorliegen und
die Vorbedingungen erfüllt sind. Die Eingabedaten können hierbei beispielsweise aus


















Vorbedingungen erfüllt & 
Eingabedaten liegen vor
Abbildung 5.5 Zustandsübergangsdiagramm eines hierarchischen Erkennungs-
systems
Das aus der verallgemeinerten Modellierung resultierende Modell der Entität Ano-
malie ist in Abbildung 5.6 dargestellt. Die Modellierung teilt Anomalien in unter-
schiedliche Klassen ein: Zum einen existieren erkennbare und nicht erkennbare Ano-
malien. Als nicht erkennbare Anomalien werden hierbei all diejenigen Anomalien
gesehen, die zwar im Verkehr enthalten sind, aber erst zukünftig als solche identifi-
ziert werden, d. h. die sich auf Eigenschaften des Verkehrs beziehen, für die bisher
keine Definition des normalen Verhaltens vorhanden ist. Die erkennbaren Anomalien
beinhalten all diejenigen Anomalien, welche sich auf Eigenschaften beziehen, für die
eine Definition des normalen Verhaltens vorhanden ist, und die sich eventuell für
die Angriffserkennung nutzen lassen. Die beiden Mengen stellen dabei eine disjunkte




AAno = {x | x ist eine Anomalie }
EAno = {x | x ist eine Anomalie und erkennbar }
NAno = {x | x ist eine Anomalie und nicht erkennbar }
(5.1)
Die Entscheidung, dass die Menge der erkennbaren Anomalien mit der Menge der
nicht erkennbaren Anomalien disjunkt ist, gründet sich auf die Überlegung, dass
nicht erkennbare Anomalien sich auf Eigenschaften des Verkehrs beziehen, für die
bisher kein normales Verhalten definiert wurde bzw. definiert werden konnte. Folglich















Abbildung 5.6 Verallgemeinertes Modell der Entität Anomalie
kann auch keine Erkennungsmethode zur Erkennung dieser Anomalien existieren, so
dass diese nicht zur Menge der erkennbaren Anomalien gehören können. Ausgewählte
Beispiele konkreter erkennbarer Anomalien werden in Abschnitt 5.2.3.2 beschrieben.
Die Menge der erkannten Anomalien ist eine Teilmenge der erkennbaren Anoma-
lien und modelliert diejenigen Anomalien, die ein Erkennungssystem tatsächlich in
konkreten Situationen erkannt hat:
DAno ⊆ EAno mit
DAno = {x | x ist eine Anomalie und wurde detektiert }
(5.2)
Ob eine erkennbare Anomalie tatsächlich erkannt wird, hängt meist stark von der
Wahl der Konfigurationsparameter der Erkennungsmethode ab. Zudem trägt diese
Spezialisierung der erkennbaren Anomalien der Tatsache Rechnung, dass sich Ano-
malien in gewissen Situationen während der Erkennung nicht nachweisen lassen,
obwohl Erkennungsmethoden vorhanden sind – beispielsweise ist die Erkennung ei-
ner Volumenanomalie eines Angriffs, der mit wenigen Dateneinheiten gezielt eine
Schwachstelle des Opfers ausnutzt, im Netzinneren häufig unabhängig von der Wahl
der Konfigurationsparameter nicht detektierbar.
Abbildung 5.7 zeigt das Modell der Entität Angriff. Angriffe können in bekannte




AAng = {y | y ist ein Angriff }
BAng = {y | y ist ein Angriff und bereits bekannt }
UAng = {y | y ist ein Angriff und unbekannt }
(5.3)
Die unbekannten Angriffe umfassen zum einen Angriffe, die erst in Zukunft ent-
wickelt werden und daher heute noch nicht bekannt sein können; zum anderen erfasst
diese Menge aber auch Angriffe, die aktuell schon durchgeführt werden können, aber
bisher noch nicht entdeckt wurden. Dies können beispielsweise Angriffe sein, welche –
ähnlich wie Portscans – keinen direkten Schaden beim Opfer verursachen. Die Menge
der bekannten Angriffe beinhaltet all diejenigen Angriffe, die bereits nachgewiesen
wurden. Wichtig im Hinblick auf die Anomalie-basierte Angriffserkennung ist die im




EAng = {y | y ist ein durch Anomalien erkennbarer Angriff }
(5.4)














Abbildung 5.7 Verallgemeinertes Modell der Entität Angriff
Diese Menge ist keine echte Untermenge der bekannten Angriffe. Dies ist darauf zu-
rückzuführen, dass auch unbekannte Angriffe Anomalien auslösen können, die durch
heutige Methoden bereits erkennbar sind. Derartige Angriffe sind jedoch meist nur
mit Hilfe manueller Analyse und Klassifikation zu beschreiben und erst dann auch
tatsächlich bei der Angriffserkennung zu berücksichtigen. Daher stellt die Menge
der beschreibbaren Angriffe, welche eine echte Teilmenge der bekannten sowie der





DAng = {y | y ist ein Angriff und beschreibbar }
(5.5)
Die Konkretisierung von Elementen dieser Menge wird in Abschnitt 5.2.3.3 anhand
von ausgewählten Beispielen beschrieben.
5.2.3.2 Konkretisierung erkennbarer Anomalien
Auf Basis des im vorigen Abschnitt erstellten Modells der Entität Anomalie ist es nun
möglich, konkrete Anomalien, die in die Menge der erkennbaren Anomalien fallen,
zu beschreiben und deren Eigenschaften zu definieren. Die Konkretisierung basiert
dabei auf einer Analyse bekannter erkennbarer Anomalien, welche initial durchzu-
führen ist. Eine solche Analyse muss manuell durchgeführt werden, da derzeit keine
automatisierten Verfahren zur Konkretisierung von erkennbaren Anomalien existie-
ren. Wie bereits in Abbildung 5.6 angedeutet wurde, ist es möglich, die erkennbaren
Anomalien abhängig von der Art der Anomalie in unterschiedliche Klassen zu unter-
teilen. Beispiele solcher Klassen sind Volumenanomalien, Verteilungsanomalien und
Protokollanomalien. Im Folgenden wird beispielhaft für die Klassen Volumen- und
Protokollanomalien je eine Konkretisierung einer erkennbaren Anomalie vorgestellt.
Beschreibungen weiterer Anomalien dieser und weiterer Klassen, welche auf Basis
des verallgemeinerten Modells konkretisiert wurden, finden sich außerdem in [20].
Von einer Volumenanomalie spricht man, wenn das beobachtete Verkehrsverhalten
vom normalen, erwarteten Verhalten abweicht, wobei der Bezugspunkt einer Volu-
menanomalie immer eine einzelne beobachtete Eigenschaft ist:
Wert der beobachteten Eigenschaft > Referenzwert für normalen Verkehr
Für die beobachtete Eigenschaft wird im Voraus ein bestimmter Referenz-Wert de-
finiert, welcher das erwartete, normale Verhalten der beobachteten Eigenschaft fest-
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legt. Eine solche Eigenschaft ist beispielsweise die Anzahl der innerhalb eines Zeitin-
tervalls beobachteten TCP-Dateneinheiten. Die Bestimmung des Referenzwerts ob-
liegt dabei dem konkret zur Erkennung der Volumenanomalie eingesetzten Anomalie-
Erkennungsverfahren. Der Referenzwert für normales Verhalten des TCP-Verkehrs
kann z. B. durch einen einfachen Schwellenwert festgelegt werden, welcher auf Basis
der durchschnittlichen Anzahl beobachteter TCP-Dateneinheiten in den letzten n
Zeitintervallen oder mittels eines EWMA-Verfahrens berechnet wird. Derartige Ver-
fahren berücksichtigen durch die fortlaufende Neuberechnung des Schwellenwerts
auch Schwankungen aufgrund unterschiedlicher Tageszeiten oder Wochentage. Eine
Volumenanomalie VTCP gilt dann als erkannt, wenn die im aktuellen Zeitintervall
beobachtete Anzahl an TCP-Dateneinheiten xTCP den vorher berechneten Schwel-
lenwert sTCP überschreitet:
xTCP > sTCP =⇒ VTCP
Außer auf Basis von EWMA-Verfahren können Volumenanomalien z. B. auch mit
Hilfe von Principal Component Analysis [108] oder Neuronalen Netzen [116] erkannt
werden, um nur einige weitere Beispiele zu nennen.
Eine Protokollanomalie basiert auf Wissen über den Ablauf des jeweiligen Protokolls.
Dieses Wissen kann z. B. bei Protokollen, die von der Internet Engineering Task For-
ce (IETF) standardisiert wurden, dem jeweiligen RFC (engl. Request for Comments)
entnommen werden. Dabei wird davon ausgegangen, dass die für einen Angriff ver-
wendeten Dateneinheiten zwar der Protokollspezifikation entsprechen, sich durch den
Angriff aber das erwartete Verhalten des Protokolls verändert. Dies ist beispielswei-
se bei einem DDoS-Angriff durch TCP SYN-Dateneinheiten häufig der Fall. Bei ei-
nem solchen Angriff wird das Opfer mit einer Vielzahl an TCP SYN-Dateneinheiten
überflutet. Auf jede der Anfragen müsste das Opfer im nächsten Schritt eine TCP
SYN/ACK-Dateneinheiten als Antwort senden. Aufgrund der Überlast ist dies aber
meist nicht möglich, so dass nur ein Teil der Anfragen beantwortet werden kann.
Dies führt zu einer Asymmetrie zwischen empfangenen TCP SYN-Dateneinheiten
und gesendeten TCP SYN/ACK-Dateneinheiten:
SYNIn  SYN/ACKOut =⇒ PSY N−SY N/ACK
Eine solche Asymmetrie entspricht nicht dem eigentlich erwarteten Protokollverhal-
ten – dass alle Anfragen auch beantwortet werden und sich ein Gleichgewicht der
TCP SYN- und TCP SYN/ACK-Dateneinheiten einstellt – und führt im Fall sym-
metrischer Routen zur Erkennung der Protokollanomalie PSY N−SY N/ACK .
5.2.3.3 Konkretisierung beschreibbarer Angriffe
Basierend auf dem in Abschnitt 5.2.3.1 erstellten verallgemeinerten Modell der Enti-
tät Angriff kann eine Konkretisierung durchgeführt werden, welche Angriffe definiert,
die zur Menge der beschreibbaren Angriffe gehören. Hierbei besteht die bereits in
Abbildung 5.7 angedeutete Möglichkeit einer Klassifizierung der konkreten Angriffe,
z. B. in DDoS-Angriffe, Portscans oder Wurmausbreitungen. Auch Aktivitäten, die
im klassischen Sinn keinen Angriff darstellen – beispielsweise Flash Crowd-Effekte
oder fehlerhaft konfigurierte Router – werden im vorliegenden Modell berücksich-
tigt, da derartige Herausforderungen ebenso wie Angriffe Probleme im betroffenen
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Netzwerk auslösen können und z. T. sehr ähnliche Eigenschaften aufweisen. Im Fol-
genden werden beispielhaft wenige ausgewählte Konkretisierungen beschreibbarer
Angriffe dargestellt. Eine Beschreibung weiterer, auf Basis des verallgemeinerten
Modells konkretisierter Angriffe aller in Abbildung 5.7 angedeuteten Klassen findet
sich in [20].
Ein konkreter beschreibbarer Angriff ist der bereits im vorigen Abschnitt angespro-
chene TCP SYN-DDoS-Angriff. Die Konkretisierung des Angriffs erfolgt über die
Verknüpfung erkennbarer Anomalien mit dem zu konkretisierenden, beschreibbaren
Angriff. Eine solche Verknüpfung basiert auf einer initial durchzuführenden Analyse,
welche manuell auszuführen ist. Bei der Konkretisierung wird die Menge der erkenn-
baren Anomalien und nicht nur deren echte Teilmenge – die Menge der erkannten
Anomalien – berücksichtigt, um eine Fokussierung des verallgemeinerten Modells auf
ein bestimmtes Erkennungssystem zu vermeiden. Die für die Konkretisierung eines
beschreibbaren Angriffs y herangezogenen erkennbaren Anomalien werden zudem in




Anotw = {x | x ∈ EAno ∧ x wird immer durch den Angriff y ausgelöst }
Ahinr = {x | x ∈ EAno ∧ x wird eventuell durch den Angriff y ausgelöst }
(5.6)
Optionale Anomalien können genutzt werden, um eine genauere Beschreibung eines
Angriffs zu erreichen, ohne diesen zu stark einzuschränken. Notwendige Anomalien
hingegen sind Anomalien, welche in jedem Fall von einem Angriff verursacht werden.
Der betrachtete TCP SYN-DDoS-Angriff kann beispielsweise durch die folgenden
notwendigen Anomalien definiert werden:
• Eine Volumenanomalie VTCP in der beobachteten Anzahl an TCP-Datenein-
heiten
• Eine Verteilungsanomalie DDst in den Ziel-IP-Präfixen, welche auf einen ge-
richteten Angriff hindeutet
• Eine Protokollanomalie PSY N−SY N/ACK , welche speziell bei einem TCP SYN-
DDoS-Angriff auftritt
Im Fall eines DDoS-Angriffs mit TCP-Dateneinheiten ist es zudem möglich, dass
zusätzlich zu den notwendigen Anomalien auch eine Volumenanomalie VICMP in
der beobachteten Anzahl an ICMP-Dateneinheiten ausgelöst wird. Diese kann u. U.
dadurch verursacht werden, dass das Opfer aufgrund des DDoS-Angriffs temporär
unerreichbar ist und ein auf dem Pfad zum Opfer liegender Router sendende Endsy-
steme mit Hilfe von ICMP Destination Unreachable-Dateneinheiten über die Nicht-
erreichbarkeit des Opfers informiert. Eine Volumenanomalie im ICMP-Aggregat soll-
te daher als optionale Anomalie bei der Definition des TCP SYN-DDoS-Angriffs
aufgenommen werden.
ATCP−SY N = ATCP−SY Nnotw
⋃
ATCP−SY Nhinr mit
ATCP−SY Nnotw = { VTCP , DDst, PSY N−SY N/ACK }
ATCP−SY Nhinr = { VICMP }
Konfigurationsfehler werden im vorliegenden Modell ebenfalls als Angriffe betrach-
tet, da sie ähnliche Probleme wie Angriffe auslösen und ähnliche Eigenschaften wie
128 5. Mechanismen einer dezentralen Angriffserkennung
diese aufweisen können. Die Fehlkonfiguration eines Routers kann beispielsweise da-
zu führen, dass Dateneinheiten bis zum Ablauf ihres Time-To-Live-Zählers im Kreis
weitergeleitet werden. Dies wiederum führt auf dem betroffenen Link zu einem An-
stieg des Verkehrsvolumens und kann u. U. den Link überlasten. Sowohl der Anstieg
des Verkehrsvolumens als auch der Ausfall wegen Überlastung ähneln stark den Ei-
genschaften und Auswirkungen eines DDoS-Angriffs. Unterschieden werden kann ein
solcher Konfigurationsfehler von einem DDoS-Angriff z. B. durch eine Häufung von
Dateneinheiten mit sehr kleinem Time-To-Live-Zähler, wohingegen Dateneinheiten
eines DDoS-Angriffs meist höhere Werte aufweisen. Dies kann beispielsweise über ei-
ne Verteilungsanomalie der TTL-Werte von IP-Dateneinheiten erkannt werden. Ein
Konfigurationsfehler kann folglich über die notwendigen Anomalien VIP und DTTL –
eine Volumenanomalie in den IP-Dateneinheiten und eine Verteilungsanomalie der
TTL-Werte – konkretisiert werden.
5.2.3.4 Angriffshierarchie
Abschließend ist es nun möglich, aus dem verallgemeinerten Modell und der be-
schriebenen Konkretisierung beschreibbarer Angriffe eine Angriffshierarchie abzulei-
ten. Wie im vorigen Abschnitt am Beispiel des TCP SYN-DDoS-Angriffs gezeigt
wurde, erfolgt die Konkretisierung der beschreibbaren Angriffe über ihre jeweiligen
notwendigen und optionalen Anomalien. Betrachtet man das daraus entstehende An-
griffsmodell genauer, lässt sich feststellen, dass immer wieder beschreibbare Angriffe
in das Modell integriert werden, die in ihrer Konkretisierung Gemeinsamkeiten auf-
weisen oder eine Spezialisierung bzw. Generalisierung bereits beschriebener Angriffe
darstellen. Beispielsweise enthält die Konkretisierung des TCP SYN-DDoS-Angriffs
ebenso wie diejenige des TCP SYN/ACK-DDoS-Angriffs eine Volumenanomalie
in den TCP-Dateneinheiten und eine Verteilungsanomalie in den Ziel-IP-Präfixen
als notwendige Anomalien. Beide Angriffe stellen folglich eine Spezialisierung eines
TCP-DDoS-Angriffs dar, welcher das Opfer mit TCP-Verkehr zu überfluten versucht
ohne den Angriffsverkehr speziell auf bestimmte TCP-Kontrolldateneinheiten einzu-
schränken. Die Tatsache, dass derartige Zusammenhänge zwischen verschiedenen be-
schreibbaren Angriffen existieren, lässt sich ausnutzen, um eine Angriffshierarchie zu
etablieren, welche diese Zusammenhänge und Abhängigkeiten modelliert. Zusätzlich
zu den konkretisierten, beschreibbaren Angriffen können zudem abstrakte Angriffe
eingeführt werden, für die keine konkrete Beschreibung existiert. Diese dienen rein
zur besseren Strukturierung der Angriffshierarchie und ermöglichen die Darstellung
der Hierarchie in einer übersichtlichen Baumstruktur.
Abbildung 5.8 zeigt die aus der Modellierung, Konkretisierung und Verknüpfung
von erkennbaren Anomalien und beschreibbaren Angriffen entstandene Angriffshier-
archie, welche ausgehend von dem abstrakten Angriff Angriff eine Baumstruk-
tur bildet. In den vorigen Abschnitten betrachtet wurde vor allem der Zweig der
DDoS-Angriffe, welcher beispielsweise den TCP SYN-Angriff (SYN Flooding) so-
wie den TCP-DDoS-Angriff ohne Spezialisierung (TCP Flooding) enthält. Der DDoS-
Angriff ist in der dargestellten Hierarchie als abstrakter Angriff definiert, da er ei-
ne Generalisierung der konkreten Flooding-Angriffe darstellt und somit zur besseren
Strukturierung beiträgt. Konfigurationsfehler sind aufgrund fehlender Gemeinsam-
keiten mit anderen bisher konkretisierten Angriffen als direkte Unterklasse der Wur-
zel in der Angriffshierarchie enthalten. Die weiteren, in der Angriffshierarchie ent-






































Abbildung 5.8 Hierarchie verschiedener Angriffe
haltenen Angriffe basieren auf einer in [20] mit Hilfe des verallgemeinerten Modells
durchgeführten Konkretisierung beschreibbarer Angriffe.
5.2.4 Autonome, adaptive Ablaufsteuerung
Eine Ablaufsteuerung wird immer dann benötigt, wenn in Systemen mit begrenzten
Ressourcen mehrere Anomalie-Erkennungsmethoden zur Durchführung der Angriffs-
erkennung genutzt werden sollen. Dies ist z. B. der Fall, wenn hierarchische Erken-
nungssysteme oder Systeme, deren Erkennung auf einer schrittweisen Verfeinerung
beruht, eingesetzt werden sollen.
Problematisch bei existierenden hierarchischen oder auf Verfeinerung beruhenden
Systemen, wie dem in dieser Arbeit als Grundlage verwendeten System (s. Ab-
schnitt 2.4.1.1), ist dabei der meist fest vorgegebene Ablauf. Vor dem Start des
Erkennungssystems wird festgelegt, in welcher Reihenfolge die verfügbaren Erken-
nungsmethoden ausgeführt werden. Eine Anpassung des Ablaufs an veränderte
Randbedingungen, z. B. die Veränderung der verfügbaren Ressourcen oder der höhe-
re Aufwand bestimmter Erkennungsmethoden bei höherer Verkehrslast, muss manu-
ell erfolgen. Zusätzlich können Abhängigkeiten zwischen Erkennungsmethoden auf-
treten, beispielsweise dass in einem auf Verfeinerung beruhenden System die Ausfüh-
rung einer Erkennungsmethode von Ergebnissen anderer, den verdächtigen Verkehr
einschränkenden Methoden abhängt. Dies führt eventuell zu komplexen Konfigura-
tionen und Abläufen, welche manuell erarbeitet werden müssen. Ein weiterer Nach-
teil der manuellen, statischen Ablaufsteuerung stellt die notwendige Neukonfigura-
tion des Ablaufs bei Integration neuer Methoden bzw. Entfernung bisher genutzter
Methoden dar. Hierfür müssen erneut Abhängigkeiten geprüft und ein in der aktu-
ellen Situation sinnvoller und umsetzbarer Ablauf spezifiziert werden. Insgesamt ist
die manuelle, statische Konfiguration des Ablaufs wenig flexibel im Hinblick auf ver-
änderte Randbedingungen und heterogene Erkennungssysteme und benötigt auch
nach dem initialen Start der Angriffserkennung u. U. weitere manuelle Eingriffe.
Um die angesprochenen Nachteile einer fest vorgegebenen Ablaufsteuerung eines
Erkennungssystems, welches mehrere Erkennungsmethoden einsetzt, zu verbessern,
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wurde im Rahmen dieser Arbeit eine Möglichkeit entwickelt, die Ablaufsteuerung ad-
aptiv und autonom zu realisieren [64]. Dies stellt sicher, dass der hierarchische, auf
Verfeinerung basierende Ablauf der Anomalie-Erkennung nicht mehr fest vorgegeben
werden muss, sondern dass die verfügbaren Erkennungsmethoden vom System ad-
aptiv in Abhängigkeit der jeweiligen Situation und Randbedingungen gewählt und
ausgeführt werden. Außerdem erfolgt diese situationsbedingte Entscheidung über
den Ablauf autonom, d. h. es ist keine manuelle Interaktion notwendig.
Als Basis der autonomen, adaptiven Ablaufsteuerung dient das in Abschnitt 5.2.3.1
erstellte verallgemeinerte Modell der Anomalie-Erkennungsmethoden, welches die
Erkennungsmethoden über ihre Vorbedingungen, Eingabedaten, Konfigurationsda-
ten sowie Ausgabedaten beschreibt. Abhängigkeiten zwischen den verschiedenen, in
einem hierarchischen System verfügbaren Erkennungsmethoden, welche bei der Aus-
führung dieser Methoden beachtet werden müssen, werden über die Eingabedaten
sowie über die Vorbedingungen der Erkennungsmethoden modelliert. Die explizite
Modellierung der Abhängigkeiten von einer bestimmten anderen Erkennungsmetho-
de B erfolgt über die Vorbedingungen von Erkennungsmethode A. Ein Beispiel für
eine solche Abhängigkeit ist, wenn Erkennungsmethode A nur ausgeführt werden
kann während Erkennungsmethode B bereits ausgeführt wird. Hierzu wird die Be-
dingung, dass B bereits ausgeführt wird, als Vorbedingung von A angegeben. Die
Eingabedaten hingegen modellieren Abhängigkeiten ohne konkreten Bezug auf eine
bestimmte Erkennungsmethode; das reine Vorliegen des benötigten Eingabedatums
ist für die Ausführbarkeit der Erkennungsmethode ausreichend – unabhängig von
der Erkennungsmethode, welche dieses Ausgabedatum erzeugt hat. Diese Möglich-
keit kann beispielsweise bei der Erkennung mittels Verfeinerung verwendet werden,
um vorzugeben, dass eine Erkennungsmethode C erst ausgeführt werden soll, wenn
eine Einschränkung des verdächtigen Adressraums vorliegt, d. h. wenn ein Ziel-IP-
Präfix als Eingabedatum zur Verfügung steht. Welche Erkennungsmethode dieses
Datum erzeugt hat, ist in diesem Fall nicht relevant für die Ausführung von Erken-
nungsmethode C.
Neben der expliziten Modellierung von Abhängigkeiten zwischen Erkennungsmetho-
den ermöglichen die Vorbedingungen zudem die Modellierung allgemeiner Einschrän-
kungen und Eigenschaften einer Erkennungsmethode, z. B. können die minimal be-
nötigten Ressourcen, die Granularität der durchgeführten Anomalie-Erkennung oder
die Vergabe von Prioritäten für die verfügbaren Erkennungsmethoden über Vorbe-
dingungen spezifiziert werden. Zur Berücksichtigung solch allgemeiner Einschrän-
kungen und Eigenschaften werden allerdings passende Metriken benötigt, welche
eine autonome Verarbeitung der Vorbedingungen erlauben.
Ein Beispiel zweier Erkennungsmethoden, welche auf Basis des verallgemeinerten
Modells der Anomalie-Erkennungsmethoden konkretisiert wurden, zeigt Listing 5.1.
Die formale Spezifikation der Konkretisierung erfolgt auf Basis der Beschreibungs-
sprache XML. Die Spezifikation berücksichtigt dabei nur die Vorbedingungen, Ein-
gabe- und Ausgabedaten der Erkennungsmethoden. Die Konfigurationsdaten werden
hier nicht berücksichtigt, da diese sich lediglich auf die internen Abläufe und Berech-
nungen der Erkennungsmethoden auswirken und keinen Einfluss auf die Ablaufsteue-
rung haben. Zuerst wird die Anomalie-Erkennungsmethode ThresholdDetector
spezifiziert, welche nach Volumenanomalien sucht und als Ausgabedaten bei Über-
schreitung des Schwellenwerts die Erkennung einer Anomalie (Alert) sowie die ver-
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<dm id=”2 ” name=”ThresholdDetector ”>
<output>
<param name=”Aler t ” type=”bool ” />
<param name=”Susp i c iousAggregate s ” type=”complex ” />
</ output>
</dm>
<dm id=”5 ” name=”AddrDistAnalyzer ”>
<input>
<param name=”Aler t ” Value=”true ” op=”==” />
</ input>
<p r e c o n d i t i o n s>
<p r e c o n d i t i o n s e t>
<precond i t i on dm id=”2 ” s t a t e=”Running ” outValue=”true ”
op=”==” />
</ p r e c o n d i t i o n s e t>
</ p r e c o n d i t i o n s>
<output>
<param name=”Dist r ibutedAttack ” type=”bool ” />
<param name=”Vic t imPre f i xe s ” type=” i n t ” />
</ output>
</dm>
Listing 5.1 Beispielhafte Konkretisierung zweier Anomalie-Erkennungsmethoden
dächtigen Aggregate (SuspiciousAggregates) ausgibt. Die zweite Erkennungsme-
thode – AddrDistAnalyzer – sucht nach Verteilungsanomalien und kann erst aus-
geführt werden, wenn bereits eine Alarmmeldung von einer anderen Methode als
Eingabedatum vorliegt, d. h. eine Anomalie erkannt wurde. Zusätzlich muss sicher-
gestellt sein, dass die Methode ThresholdDetector noch läuft – sie muss sich im
Zustand Running befinden – da von dieser im Rahmen der Verfeinerung weitere
Daten angefordert werden.
Die für die Angriffserkennung zur Verfügung stehenden Erkennungsmethoden kön-
nen abhängig von den Vorbedingungen und Eingabedaten zusätzlich in Initial- und
Konditionalmethoden unterteilt werden. Als Initialmethode werden diejenigen Er-
kennungsmethoden bezeichnet, welche immer lauffähig sind, d. h. keine Eingabeda-
ten benötigen und keine Vorbedingungen haben, welche Abhängigkeiten von anderen
Methoden modellieren. Allgemeine Vorbedingungen, wie z. B. benötigte Ressourcen
oder Prioritäten können jedoch vorhanden sein. Im Beispiel aus Listing 5.1 handelt
es sich bei der Erkennungsmethode ThresholdDetector um eine Initialmethode,
da die Konkretisierung dieser Methode weder Eingabedaten noch Vorbedingungen
enthält – die Erkennungsmethode ist jederzeit lauffähig. Als Konditionalmethoden
werden diejenigen Erkennungsmethoden bezeichnet, welche nur unter bestimmten
Voraussetzungen in Bezug auf die Abhängigkeit von Eingabedaten oder anderen
Methoden lauffähig sind. Die Erkennungsmethode AddrDistAnalyzer ist aufgrund
des benötigten Eingabedatums sowie der vorhandenen Vorbedingung eine Konditio-
nalmethode, welche nur unter bestimmten Bedingungen lauffähig ist.
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Integration der Ablaufsteuerung in ein hierarchisches Erkennungssystem
Die Integration der autonomen, adaptiven Ablaufsteuerung in ein System zur An-
griffserkennung, welches mehrere Erkennungsmethoden zur Verfügung stellt, aber
nicht alle Methoden gleichzeitig anwenden kann, erfolgt über die Einführung eines
Koordinators. Dieser ist für die autonome Auswahl der auszuführenden Anomalie-
Erkennungsmethoden verantwortlich und führt damit die eigentliche Ablaufsteue-
rung durch. Die Auswahl der als nächstes auszuführenden Methoden gründet sich
auf die Spezifikation aller verfügbaren Erkennungsmethoden. Die Durchführung der
Angriffserkennung mittels autonomer Ablaufsteuerung ist dabei – wie auch bei der
manuell konfigurierten, hierarchischen Erkennung – ein iterativer Prozess, in wel-
chem Erkennungsmethoden nacheinander ausgeführt werden, wobei die Erfüllung
von Vorbedingungen bzw. das Vorliegen von Eingabedaten bei Zustandsänderungen
des Systems erneut überprüft werden muss.
Den vom Koordinator ausgeführten und überwachten Ablauf der Anomalie-basierten
Angriffserkennung unter Anwendung einer autonomen, adaptiven Ablaufsteuerung
skizziert Abbildung 5.9. Direkt nach dem Start des Erkennungssystems wird der Ko-
ordinator gestartet. Dieser liest die Spezifikationen aller verfügbaren Erkennungsme-
thoden aus einer Konfigurationsdatei ein und ermittelt anschließend alle verfügbaren
Initialmethoden – d. h. all diejenigen Methoden, deren Spezifikation keine Vorbedin-
gungen, welche Abhängigkeiten von anderen Erkennungsmethoden modellieren, und
keine Eingabedaten aufweisen. Aus diesen Initialmethoden werden diejenigen Me-
thoden als lauffähig ausgewählt, deren allgemeine Vorbedingungen erfüllt sind –
eine Initialmethode, deren allgemeine Vorbedingungen eine Mindestanforderung an
die verfügbaren Ressourcen enthält, welche aktuell nicht erfüllt werden kann, ist
beispielsweise nicht lauffähig. Aus den lauffähigen Initialmethoden muss wiederum
eine Menge aktiver Initialmethoden ausgewählt werden, welche dann tatsächlich
ausgeführt werden. Existiert – wie im Beispiel aus Listing 5.1 – nur eine Initialme-
thode, welche auch lauffähig ist, wird diese vom Koordinator gestartet und durch-
gehend ausgeführt. Existieren mehrere lauffähige Initialmethoden, gründet sich die
Entscheidung auf die allgemeinen Vorbedingungen der lauffähigen Initialmethoden.
Dies können beispielsweise während der Konkretisierung festgelegte Prioritäten sein.
Sind in den allgemeinen Vorbedingungen Ressourcen-Anforderungen der Methoden
spezifiziert, muss bei der Auswahl berücksichtigt werden, dass die Anforderungen
aller aktiven Initialmethoden zusammen genommen die zur Verfügung stehenden
Ressourcen nicht übersteigen. Zusätzlich muss berücksichtigt werden, dass nicht alle
Ressourcen, welche der Angriffserkennung zur Verfügung stehen, für die Ausführung
von Initialmethoden genutzt werden dürfen, um im Fall der Erkennung einer Ano-
malie weitere Verfeinerungsschritte ausführen zu können. Wenn mehrere lauffähige
Initialmethoden zur Verfügung stehen, sind neben der durchgehenden Ausführung
der gewählten aktiven Methoden auch komplexere Strategien, wie z. B. eine zeitlich
beschränkte Ausführung mit anschließender erneuter Auswahl aktiver Initialmetho-
den, möglich. Diese wurden im Rahmen dieser Arbeit jedoch nicht betrachtet.
Erkennt eine der aktiven Initialmethoden eine Anomalie, startet der Koordinator
einen neuen Erkennungsvorgang. Die durch die Erkennung der Anomalie ausgelö-
ste Zustandsänderung sowie die damit verbundenen, neu zur Verfügung stehenden
Ausgabedaten werden zentral beim Koordinator gespeichert. Dadurch stehen diese
auch nach Beendigung einer Erkennungsmethode für die autonome Entscheidung
































Abbildung 5.9 Ablauf der vom Koordinator ausgeführten iterativen Anomalie-
Erkennung
über den weiteren Ablauf zur Verfügung. Der Koordinator überprüft anschließend
für alle Konditionalmethoden, ob durch die neuen Informationen Vorbedingungen
erfüllt sind bzw. benötigte Eingabedaten vorliegen und ermittelt die aufgrund der
neuen Situation lauffähigen Konditionalmethoden. Aus diesen werden wiederum ak-
tive Konditionalmethoden bestimmt, die anschließend gestartet werden. Die Aus-
wahl gründet sich dabei – wie bereits bei den Initialmethoden – auf die allgemeinen
Vorbedingungen, wenn nicht alle gleichzeitig ausgeführt werden können. Nach Been-
digung einer Konditionalmethode, welche ihre Ausgabedaten zuvor ebenfalls an den
Koordinator übermittelt hat, wird aufgrund der Zustandsänderung erneut überprüft,
ob neue lauffähige Konditionalmethoden für den nächsten Iterationsschritt existie-
ren. Außerdem können neue Konditionalmethoden aus der Menge der lauffähigen
Methoden zu aktiven Methoden bestimmt und gestartet werden. Dieser iterative
Prozess wird so lange ausgeführt bis keine Konditionalmethode mehr aktiv ausge-
führt wird und keine neue lauffähige Methode mehr hinzukommt – die Erkennung
befindet sich in einem stabilen Zustand, in dem nur noch Initialmethoden aktiv sind.
Dieser Zustand wird spätestens dann erreicht, wenn alle Konditionalmethoden aus-
geführt wurden. Der aktuelle Erkennungsvorgang wird bei Erreichen eines stabilen
Zustands beendet und die Menge der erkannten Anomalien wird als Ergebnis der
Erkennung ausgegeben.
Die vorgestellte Ablaufsteuerung erlaubt aufgrund der autonomen und adaptiven
Funktionsweise die einfache Integration bzw. Entfernung von Erkennungsmethoden.
Neue Erkennungsmethoden können durch die Konkretisierung auf Basis des verallge-
meinerten Modells in die Ablaufsteuerung integriert werden. Die Entscheidung, wie
sich die neue Methode in die bisherige Erkennung einfügt und wann sie ausgeführt
wird, trifft der Koordinator basierend auf dieser Spezifikation anschließend autonom,
d. h. ohne manuelle Eingriffe oder die Notwendigkeit einer Neukonfiguration der be-
reits vorhandenen Methoden des Ablaufs. Die Anpassung der Ablaufsteuerung an
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unterschiedliche Umgebungen und variierende Randbedingungen wird dadurch er-
reicht, dass die Entscheidung über den Ablauf erst zu dem Zeitpunkt getroffen wird,
zu dem ein mutmaßlicher Angriff stattfindet, und nicht bereits vor dem Start des
Erkennungssystems. Die Entscheidung kann dadurch die zu diesem Zeitpunkt gülti-
gen Randbedingungen, z. B. die verfügbaren Ressourcen oder die aktuelle Datenrate,
berücksichtigen.
Ein Vorteil der autonomen Ablaufsteuerung ist zudem die Tatsache, dass in hete-
rogenen Umgebungen nicht für jedes Erkennungssystem eine separate Konfigurati-
on des Ablaufs vorgenommen werden muss, sondern unterschiedliche Erkennungs-
systeme mit geringfügigen Änderungen der Spezifikation betrieben werden können.
Beispielsweise können Erkennungsmethoden aus der Spezifikation herausgenommen
oder Prioritäten der einzelnen Methoden verändert werden, ohne dass ein neuer Ab-
lauf erstellt werden muss – dies übernimmt der Koordinator auf Basis der neuen
Spezifikation. Die Autonomie der Ablaufsteuerung führt im Vergleich zur manuell
konfigurierten statischen Ablaufsteuerung aber auch dazu, dass das gezielte Bestim-
men des Ablaufs schwieriger realisierbar ist, da die Vorbedingungen entsprechend
angepasst werden müssen. Außerdem wird durch den Entscheidungsprozess des Ko-
ordinators zusätzlicher Aufwand während der Erkennung erzeugt, welcher allerdings
aufgrund der reinen Auswertung von Vorbedingungen und Eingabedaten vergleichs-
weise gering und zum Erreichen einer autonomen Ablaufsteuerung unabdingbar ist.
5.2.5 Identifikation von Angriffen
Die Funktionsweise und Architektur der Identifikation von Angriffen wurde bereits
in Abschnitt 5.2.2 skizziert. Zur Realisierung der Identifikation wurden ein regelba-
siertes Verfahren sowie ein nicht-parametrischer Klassifikator, welcher nur bei Be-
darf ausgeführt wird, gewählt. Die Konfiguration und Initialisierung der Verfahren
beruht auf einem, in dieser Arbeit erstellten verallgemeinerten Modell der Angriffs-
erkennung. Im Folgenden werden die Umsetzung der beiden zur Identifikation ver-
wendeten Verfahren sowie deren Zusammenspiel mit der Modellierung ausführlich
beschrieben. Zudem wird aufgezeigt, wie das regelbasierte Verfahren in die autono-
me, adaptive Ablaufsteuerung integriert wird und welche Weiterentwicklungen der
Ablaufsteuerung dadurch möglich sind.
Regelbasierte Identifikation
Das zur Identifikation verwendete regelbasierte Verfahren benötigt initial definierte
Regeln, welche die Zusammenhänge und Abhängigkeiten zwischen erkannten Ano-
malien und den Angriffen, welche diese auslösen, spezifizieren. Hierzu können bei-
spielsweise die einzelnen Informationen zur impliziten Identifikation existierender
Ansätze [49, 86, 108] auf Basis des verallgemeinerten Modells konkretisiert, zusam-
mengeführt und weiterentwickelt werden. Die Analyse und Konkretisierung der Zu-
sammenhänge dieser Angriffe durch notwendige und optionale Anomalien resultiert
in einer Angriffshierarchie, wie der in Abbildung 5.8 dargestellten Hierarchie. Die
Ableitung der für die Identifikation benötigten Regeln erfolgt, indem die Menge der
notwendigen Anomalien, welche einen bestimmten Angriff charakterisieren, zu ei-
nem Regelsatz zusammengefasst werden. Jede Regel spezifiziert ein Ausgabedatum,
welches das Vorliegen einer bestimmten Anomalie repräsentiert. Durch die Nutzung
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der Ausgabedaten in den Regeln sind diese von der zur Erkennung der Anomalie
verwendeten Methode unabhängig. Zusätzlich zum Ausgabedatum spezifiziert jede
Regel einen Wert und eine Operation, mit Hilfe derer überprüft werden kann, ob die
jeweilige Regel erfüllt ist. Bei der Auswertung eines Regelsatzes müssen alle Regeln
erfüllt sein, damit der Regelsatz insgesamt erfüllt ist, da es sich um eine Menge not-
wendiger Anomalien handelt – die Zusammenfassung der Regeln zu einem Regelsatz
stellt eine logische UND-Verknüpfung dar.
Um auch die optionalen Anomalien für die regelbasierte Identifikation abbilden zu
können, kann ein Angriff entweder durch mehrere unterschiedliche Regelsätze be-
schrieben werden – die verschiedenen, zu einem bestimmten Angriff gehörenden Re-
gelsätze stellen dann eine logische ODER-Verknüpfung dar. Diese Lösung erfordert
einen erhöhten Konfigurationsaufwand, da neben dem Regelsatz, welcher lediglich
die notwendigen Anomalien enthält, weitere Regelsätze definiert werden müssen,
die zusätzlich alle sinnvollen Kombinationen mit optionalen Anomalien enthalten.
Alternativ kann eine Kennzeichnung der Regeln als notwendig bzw. optional erfol-
gen. Dies ermöglicht der Identifikation die Unterscheidung in Regeln, welche erfüllt
sein müssen, und Regeln, welche optional erfüllt sein können. In dieser Lösung wird
die Komplexität in das Erkennungssystem verschoben, welches die Unterscheidung
der beiden Regelarten durchführen muss und alle möglichen Kombinationen aus
notwendigen und optionalen Anomalien bildet. Da häufig nicht alle möglichen Kom-
binationen, sondern nur eine geringe Anzahl von diesen tatsächlich sinnvoll sind,
wurde in der vorliegenden Arbeit trotz des erhöhten Konfigurationsaufwand auf die
erste Möglichkeit zurückgegriffen. Die Spezifikation der für das regelbasierte Verfah-
ren benötigten Regeln und Regelsätze erfolgt über eine externe Konfigurationsdatei
auf Basis von XML. Dies ermöglicht die einfache Bearbeitung und Erweiterung der
Identifikation, da mit XML ein leicht verständliches Format gewählt wurde. Zudem
müssen Änderungen an den Regelsätzen aufgrund der Nutzung einer externen Datei
nicht direkt in der Implementierung der Angriffserkennung kodiert werden.
<r u l e s e t s>
< !−− SYN FLOODING −−>
<r s ad id=”5 ”>
<r u l e outName=”TcpAlert ” outValue=”true ” op=”==” />
<r u l e outName=”Vic t imPre f i xe s ” outValue=”1 ” op=”==” />
<r u l e outName=”TcpOutSynack ” outValue=”true ” op=”==” />
</ r s>
<r s ad id=”5 ”>
<r u l e outName=”TcpAlert ” outValue=”true ” op=”==” />
<r u l e outName=”Vic t imPre f i xe s ” outValue=”1 ” op=”==” />
<r u l e outName=”TcpSynFin ” outValue=”true ” op=”==” />
</ r s>
</ r u l e s e t s>
Listing 5.2 Zur Identifikation eines TCP SYN-DDoS-Angriffs verwendbare
Regelsätze
Listing 5.2 stellt die Spezifikation von Regeln und Regelsätzen für die Identifikation
am Beispiel eines TCP SYN-DDoS-Angriffs dar. Jede Regel spezifiziert ein Ausga-
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bedatum sowie einen Wert und eine Operation. Die erste Regel ist erfüllt, wenn
das Ausgabedatum TcpAlert den Wert true hat, wobei das Ausgabedatum von
einer Erkennungsmethode erzeugt wird, welche die TCP-Dateneinheiten auf Volu-
menanomalien analysiert. Zur Erfüllung des ersten Regelsatzes muss außerdem eine
Verteilungsanomalie in den Ziel-IP-Präfixen vorliegen, welche auf einen gerichte-
ten Angriff hindeutet – das Ausgabedatum VictimPrefixes muss den Wert 1 an-
nehmen – sowie eine Protokollanomalie im Verhältnis der TCP SYN- zu den TCP
SYN/ACK-Dateneinheiten. Alternativ kann auch eine Protokollanomalie im Ver-
hältnis der TCP SYN- zu den TCP FIN-Dateneinheiten vorliegen. Im letzteren Fall
ist der zweite Regelsatz erfüllt. Da die unterschiedlichen Regelsätze mit einem logi-
schen ODER verknüpft sind, reicht die Erfüllung eines Regelsatzes aus, um einen TCP
SYN-DDoS-Angriff zu identifizieren, welcher durch die Angriffs-ID 5 repräsentiert
wird. Insgesamt ermöglicht die Unterteilung in UND-verknüpfte Regeln und ODER-
verknüpfte Regelsätze alle Kombinationsmöglichkeiten, um Wissen über die Zusam-
menhänge von Angriffen und Anomalien zu spezifizieren. Aufgrund der sehr einfach
gehaltenen Konfiguration lässt sich redundante Information in den Regelsätzen, wie
dies im Beispiel aus Listing 5.2 der Fall ist, allerdings nicht immer vermeiden.
Integration in die Ablaufsteuerung
Die Integration des regelbasierten Verfahrens zur Identifikation von Angriffen in
die in Abschnitt 5.2.4 vorgestellte autonome, adaptive Ablaufsteuerung ermöglicht
eine Identifikation, die schrittweise ausgeführt wird. Dadurch ist bereits eine Teil-
Identifikation in den einzelnen Iterationsschritten der Erkennung möglich, welche
im nächsten Schritt mit Hilfe neuer Informationen weiter verfeinert werden kann.
Durch dieses Vorgehen steht auch bei einem vorzeitigen Ende des Angriffs sofort
ein Ergebnis der Identifikation zur Verfügung, welches alle bis zu diesem Zeitpunkt
ermittelten Informationen beinhaltet.
Zusätzlich kann die ursprüngliche Ablaufsteuerung mit Hilfe der zur regelbasierten
Identifikation benötigten Regeln weiterentwickelt werden. Die ursprüngliche Ablauf-
steuerung gründet die Entscheidung über die als nächstes auszuführende Erken-
nungsmethode rein auf die Modellierung der verfügbaren Anomalie-Erkennungsme-
thoden, d. h. auf die Vorbedingungen, Eingabe- und Ausgabedaten. Eine gezielte
Ausführung von Erkennungsmethoden mit hohem Nutzen im Hinblick auf die Iden-
tifikation von Angriffen wird jedoch erst durch die Einbeziehung der Modellierung
von Angriffen und Anomalien sowie der daraus abgeleiteten Angriffshierarchie mög-
lich. Mit Hilfe der für die Identifikation definierten Regeln – welche im Rahmen der
Modellierung aus der Konkretisierung von Wissen abgeleitet werden – kann wäh-
rend der iterativen Identifikation diejenige Erkennungsmethode als nächste auszu-
führende Methode gewählt werden, welche in der aktuellen Situation der Erkennung
vermeintlich den höchsten Nutzen in Bezug auf die Erlangung weiterer nützlicher
Informationen verspricht. Zudem kann die Ausführung von Erkennungsmethoden,
welche keinen Mehrwert im Hinblick auf die Erkennung und Identifikation des ak-
tuell laufenden Angriffs bieten, da sie in keiner erfüllbaren Regel mehr vorkommen,
vermieden werden. Dies spart zum einen Ressourcen ein, zum anderen kann die Dau-
er bis zur endgültigen Identifikation des Angriffs durch die eventuell geringere Zahl
an notwendigen Iterationsschritten verkürzt werden.
Die Integration der Identifikation in die autonome Ablaufsteuerung verändert deren
ursprüngliche Funktionsweise, welche in Abbildung 5.9 dargestellt ist, im Iterations-































Abbildung 5.10 Für die Identifikation von Angriffen erweiterte Ablaufsteuerung
schritt
”
Lauffähige Konditionalmethoden ermitteln“. In diesen Schritt werden nun
zusätzliche Abläufe integriert. Abbildung 5.10 zeigt den betroffenen Ausschnitt der
ursprünglichen Abbildung inklusive der neuen Zustände und Übergänge. Die vom
Koordinator nun zusätzlich auszuführenden Schritte sind die Folgenden:
• Regelsätze auswerten und reduzieren: Auf Basis der erhaltenen Ausgabedaten
und Ergebnisse der Anomalie-Erkennung werden die Regeln aller vorhandenen
Regelsätze ausgewertet.
– Liegen die für die Auswertung der jeweiligen Regel benötigten Daten vor
und ist die Regel nicht erfüllt, wird der gesamte Regelsatz gelöscht, da
die Regeln einer logischen UND-Verknüpfung unterliegen.
– Sind alle Regeln eines Regelsatzes erfüllt, wird eine Teil-Identifikation
durchgeführt, d. h. der durch den erfüllten Regelsatz identifizierte Angriff
wird als temporäres Ergebnis gespeichert. Alle weiteren Regelsätze dieses
Angriffs, welche einer logischen ODER-Verknüpfung unterliegen, werden
gelöscht, da sie keinen Mehrwert mehr bringen. Lag bereits ein tempo-
räres Ergebnis vor, welches in der Angriffshierarchie ein Elter-Knoten
des aktuellen Ergebnisses ist, wird dieses veraltete temporäre Ergebnis
gelöscht – die schrittweise Verfeinerung kann folglich mit Hilfe der aus
dem verallgemeinerten Modell abgeleiteten Angriffshierarchie auch auf
die Identifikation angewendet werden.
• Konditionalmethoden reduzieren: Nach der Aktualisierung der Regelsätze wird
geprüft, ob noch nicht ausgeführte Konditionalmethoden existieren, deren Aus-
gabedaten in keinem Regelsatz mehr vorkommen. Unabhängig davon, ob diese
Konditionalmethoden aufgrund der Vorbedingungen und Eingabedaten lauffä-
hig wären, werden diese aus der Liste der für den aktuellen Erkennungsprozess
verfügbaren Erkennungsmethoden gelöscht, da sie keinen Mehrwert für die re-
gelbasierte Identifikation haben.
• Die Abbruchbedingung aus Abbildung 5.9 wird außerdem in der Form erwei-
tert, dass der Erkennungsvorgang auch beendet wird, wenn keine Regelsätze
mehr vorhanden sind, da in diesem Fall die Ausführung weiterer Erkennungs-
methoden keinen Mehrwert für die regelbasierte Identifikation bringt. Liegt zu
diesem Zeitpunkt ein temporäres Ergebnis der Identifikation vor, stellt dieses
das Endergebnis der Identifikation dar. Konnte hingegen kein Angriff identifi-
ziert werden, wird vor dem Beenden des Erkennungsvorgangs der Klassifikator
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ausgeführt. Vor Ausführung des Klassifikators können optional weitere Erken-
nungsmethoden ausgeführt werden, welche im Hinblick auf die regelbasierte
Identifikation keinen Mehrwert versprachen. Da der Klassifikator sämtliche
verfügbaren Daten berücksichtigt, können diese Methoden das Ergebnis des
Klassifikators aber eventuell positiv beeinflussen.
Als Ergebnis eines Erkennungsvorgangs liefert ein Erkennungssystem nun aufgrund
der durchgeführten Identifikation den erkannten Angriff zusätzlich zu der Menge
erkannter Anomalien.
<r u l e s e t s>
< !−− UDP DDoS ATTACK −−>
<r s ad id=”2 ”>
<r u l e outName=”UdpAlert ” outValue=”0 ” op=”>” />
<r u l e outName=”Vic t imPre f i xe s ” outValue=”1 ” op=”==” />
</ r s>
< !−− WORM PROPAGATION (UDP)−−>
<r s ad id=”11 ”>
<r u l e outName=”UdpAlert ” outValue=”0 ” op=”>” />
<r u l e outName=”Vic t imPre f i xe s ” outValue=”1 ” op=”>” />
<r u l e outName=”IcmpPortUnreach ” outValue=”true ” op=”==” />
</ r s>
</ r u l e s e t s>
Listing 5.3 Zur Identifikation eines UDP-Angriffs verwendbare Regelsätze
Listing 5.3 zeigt beispielhaft die Regelsätze eines UDP-DDoS-Angriffs sowie einer
UDP-Wurmausbreitung. Sendet die Konditionalmethode zur Analyse von Vertei-
lungsanomalien als Wert des Ausgabedatums VictimPrefixes eine 1, d. h. es wurde
genau ein anormales Ziel-IP-Präfix erkannt, welches angegriffen wird, ist die zweite
Regel des Regelsatzes zur Identifikation einer UDP-Wurmausbreitung nicht erfüllt.
Durch das anschließende Löschen des gesamten Regelsatzes verschwindet auch das
Ausgabedatum IcmpPortUnreach aus den vorhandenen Regelsätzen. Daraufhin wird
auch die Erkennungsmethode, welche dieses Ausgabedatum erzeugt, bei der Auswahl
der lauffähigen und aktiven Konditionalmethoden für die folgenden Iterationsschrit-
te nicht mehr berücksichtigt, da sie der regelbasierten Identifikation keinen Mehrwert
mehr bringen kann.
Identifikation durch geometrischen Klassifikator
Der Klassifikator wird benötigt, um die fehlende Flexibilität des regelbasierten Ver-
fahrens auszugleichen, welche sich vor allem bei unbekannten Angriffen oder einer
unvollständigen Erkennung negativ auswirkt. In diesen Fällen scheitert die regelba-
sierte Identifikation, z. B. weil eine Anomalie nicht erkannt wurde, die zur Erfüllung
des zum laufenden Angriff gehörigen Regelsatzes benötigt wird. Im Rahmen der
vorliegenden Arbeit wird daher zusätzlich ein geometrischer Klassifikator verwen-
det, wenn die regelbasierte Identifikation scheitert. Geometrische Klassifikatoren sind
nicht-parametrische Klassifikatoren und fallen in die Klasse der Nearest Neighbor-
Klassifikatoren [183], d. h. die Klassifikation erfolgt über eine Distanz-Metrik.
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<params>
< !−− Define the dimensions o f the c l a s s i f i c a t i o n space −−>
< !−− Volume Anomalies −−>
<dim name=”TcpClass i f i e rOutput ” />
<dim name=”UdpClass i f i e rOutput ” />
<dim name=”IcmpClass i f i e rOutput ” />
< !−− Di s t r i b u t i o n Anomalies −−>
<dim name=”V i c t i m P r e f i x e s C l a s s i f i e r O u t p u t ” />
</params>
< i n i t i a l s>
< !−− Define the i n i t i a l r e g i ons f o r a t t a c k s to c l a s s i f y , −−>
< !−− Missing va l u e s have d e f a u l t minVal and maxVal o f 0 −−>
< !−− NORMAL TRAFFIC −−>
<cuboid ad id=”0 ”>
< !−− No Anomalies −−>
</ cuboid>
< !−− TCP ATTACK −−>
<cuboid ad id=”1 ”>
<param dim id=”1 ” minVal=”50 ” maxVal=”100 ” />
<param dim id=”3 ” minVal=”0 ” maxVal=”50 ” />
<param dim id=”4 ” minVal=”100 ” maxVal=”100 ” />
</ cuboid>
</ i n i t i a l s>
Listing 5.4 Zur Identifikation eines TCP-DDoS-Angriffs verwendbare
Referenzquader
Die Identifikation von Angriffen erfolgt beim geometrischen Klassifikator im n-di-
mensionalen Raum, wobei die n Dimensionen durch die Anzahl aller möglichen Aus-
gabedaten der verfügbaren Anomalie-Erkennungsmethoden aufgespannt werden. Um
die Vergleichbarkeit der unterschiedlichen Ausgabedaten zu gewährleisten, muss je-
de Erkennungsmethode für jedes mögliche Ausgabedatum einen quantitativen, auf
das Intervall [0; 100] normalisierten Wert liefern, welcher vom Klassifikator genutzt
werden kann. Bei ursprünglich qualitativen Daten gibt ein Wert von 0 an, dass keine
Anomalie vorliegt.
Die beschreibbaren Angriffe werden im n-dimensionalen Raum des Klassifikators
durch Referenzquader dargestellt. Listing 5.4 zeigt beispielhaft die Definition von
vier Dimensionen: Die ersten drei Dimensionen werden durch die Methode zur Er-
kennung von Volumenanomalien aufgespannt, wobei jedes beobachtete Aggregat eine
Dimension erzeugt. Die vierte Dimension wird durch die Methode zur Erkennung von
Verteilungsanomalien in den Ziel-IP-Präfixen erzeugt. In Listing 5.4 ist zusätzlich zur
Definition der Dimensionen ein Referenzquader für einen TCP-DDoS-Angriff ange-
geben, welcher durch vorgegebene Wertebereiche für jede einzelne Dimension formal
definiert wird. Zur Vereinfachung werden mit dem Wert 0 belegte Dimensionen aus-
gelassen. Der TCP-DDoS-Angriff ist dabei durch die notwendige Volumenanomalie
im TCP-Aggregat sowie die Verteilungsanomalie der Ziel-IP-Präfixe definiert. Zudem
definiert die optionale Volumenanomalie im ICMP-Aggregat eine weitere Dimension.
Die Ableitung der Referenzquader erfolgt folglich ohne Zusatzaufwand aus der Mo-
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dellierung bzw. aus den daraus bereits abgeleiteten Regelsätzen. Im Gegensatz zum
regelbasierten Verfahren wird für die Durchführung der Klassifikation außerdem die
explizite Definition von Normalverkehr benötigt. Dieser ist im Beispiel als Ursprung
des Raums definiert, d. h. durch den Punkt, an dem keine Anomalien auftreten.
Als Eingabe für die Klassifikation wird aus den Ausgabedaten der Erkennungsmetho-
den, welche während der iterativen regelbasierten Identifikation ausgeführt wurden,
ein weiterer Quader X im n-dimensionalen Raum gebildet. Die Identifikation mittels
Klassifikation erfolgt durch die Berechnung der Distanzen zu allen Referenzquadern
und die Ermittlung des Referenzquaders mit der kürzesten Distanz. Die Identifi-
kation unbekannter Angriffe ist hierbei ebenfalls möglich, indem ein Schwellenwert
definiert wird, welcher die maximale Distanz angibt, die als erfolgreiche Klassifika-
tion eines beschreibbaren Angriffs gilt.
Formal ist der zu identifizierende Quader X im n-dimensionalen Raum über sämt-
liche verfügbaren Ausgabedaten Xi definiert:
X = {Xi| 0 ≤ Xi ≤ 100, Xi ∈ R+} 0 < i ≤ n ∈ N∗ (5.7)
Jede Dimension des Quaders nimmt dabei einen reelen Wert des Intervalls [0; 100] an,
welchen die Ausgabedaten der Erkennungsmethoden liefern. Steht für eine Dimensi-
on kein Wert zur Verfügung, beispielsweise weil die betreffende Erkennungsmethode
nicht ausgeführt wurde, wird ein Wert von 0 gesetzt. Die zur Klassifizierung verwen-
deten Referenzquader Qt sind jeweils in jeder Dimension über einen unteren Wert a
sowie einen oberen Wert b definiert. Dabei stellt jeder der m Referenzquader einen
bekannten, beschreibbaren Angriff dar. Zusätzlich repräsentiert der Referenzquader
Q0 den Normalverkehr:
Qt := [a1,b1]× ...× [an,bn] ai,bi ∈ [0,100], ai ≤ bi, 0 ≤ t ≤ m (5.8)
Die Klassifikation des Quaders X erfolgt über die Berechnung des Abstands dt(X)
vonX zu jedem der ReferenzquaderQt mittels einer Distanz-Funktion dt : Rn+ → R+.
Der zu identifizierende Quader X wird abschließend dem Referenzquader zugeord-




In der vorliegenden Arbeit wurde der häufig zur Abstandsberechnung verwendete
Euklidische Abstand als Distanz-Funktion gewählt, welcher auch für n-dimensionale






Zudem lässt sich diese Distanz-Funktion einfach zum gewichteten Euklidischen Ab-
stand erweitern, welcher eine stärkere Gewichtung bestimmter Dimensionen – im
Fall der Identifikation von Angriffen eine stärkere Gewichtung bestimmter Anoma-
lien – zulässt, falls dies in Zukunft nötig sein sollte. Die Berechnung des Abstands
Dti jeder einzelnen Dimension i vom Referenzquader Qt erfolgt über die Berechnung
des minimalen Abstands zwischen X und Qt:
Dti =

Qtai −Xi, wenn Xi < Qtai
Xi −Qtbi, wenn Xi > Qtbi
0, wenn Qtai < Xi < Qtbi
(5.11)
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5.2.6 Implementierung
Die Implementierung der entworfenen Mechanismen zur Anomalie-basierten Identi-
fikation von Angriffen erfolgte mit Hilfe des Rahmenwerks Distack. Dabei wurden
die adaptive, autonome Ablaufsteuerung sowie die Identifikation von Angriffen in die
als Grundlage dieser Arbeit verwendete hierarchische Anomalie-Erkennung (s. Ab-
schnitt 2.4.1.1) integriert. Deren Implementierung in das Rahmenwerk Distack wur-
de bereits in Abschnitt 3.3.2 erläutert. Dabei wurde auch dargelegt, welche Module
zur Realisierung der hierarchischen Angriffserkennung implementiert und wie diese
komponiert wurden, um die Anomalie-Erkennung umzusetzen. Zudem wurden die
unterschiedlichen Nachrichtentypen, welche bereits in das interne Nachrichtensystem
von Distack implementiert wurden, beschrieben. Im Folgenden wird nun beschrieben,
welche zusätzlichen Module und Nachrichtentypen zur Umsetzung der Identifikation
und Ablaufsteuerung notwendig waren und welche Aufgaben diese übernehmen.
Insgesamt wurden zur Realisierung der Identifikation drei neue Distack -Module so-
wie mehrere neue Nachrichtentypen implementiert. Aufgrund der Entkopplung der
eigentlichen Angriffserkennung vom Rahmenwerk mussten an den bereits vorhande-
nen Modulen nur geringfügige Änderungen vorgenommen werden. Dass überhaupt
Änderungen notwendig waren, ist darauf zurückzuführen, dass der zur Identifikati-
on verwendete geometrische Klassifikator normierte Eingabewerte benötigt, um die
Vergleichbarkeit der Werte sicherzustellen und eine korrekte Distanz berechnen zu
können. Daher mussten die vorhandenen Module derart erweitert werden, dass zu-
sätzlich zu jedem Ausgabedatum eines Moduls ein weiterer Wert ausgegeben wird,
welcher auf das Intervall [0; 100] normiert ist und eine Dimension des Klassifikators
aufspannt. Die Normierung des Datums auf den vorgegebenen Wertebereich muss
dabei vom Modul selbst durchgeführt werden, da hierfür Wissen über die semanti-
sche Bedeutung des Ausgabedatums notwendig ist – eine nachträgliche Normierung
außerhalb des Moduls ist nicht möglich. Die drei zur Durchführung der iterativen
Identifikation von Angriffen implementierten Module sind die folgenden:
• Das Modul ModuleRuleBasedCoordinator realisiert den Koordinator, welcher
die adaptive, autonome Ablaufsteuerung ausführt. Zudem setzt der Koordi-
nator die iterative Identifikation von Angriffen mit Hilfe eines regelbasierten
Verfahrens um.
• Das Modul ModuleAttackClassifier implementiert einen geometrischen
Klassifikator, welcher mit Hilfe einer Distanzmetrik eine Identifikation im
n-dimensionalen Raum durchführt.
• Das Modul ModuleAttackDescriptionCreator erstellt im Anschluss an eine
erfolgreiche Identifikation eine Beschreibung des identifizierten Angriffs. Diese
enthält den Typ sowie die bekannten Eigenschaften des Angriffs und kann als
Grundlage für die Kooperation verteilter Erkennungssysteme dienen.
Das UML-Klassendiagramm der neuen Module zeigt Abbildung 5.11. Alle drei Mo-
dule erben – wie in Abschnitt 3.3.1 beschrieben – von der generischen Schnittstelle
DistackModuleInterface der Modulumgebung. Der Koordinator – implementiert
im Modul ModuleRuleBasedCoordinator – erhält die Modulkonfiguration durch den
Aufruf der configure()-Methode. Innerhalb dieser Methode wird zudem die gesam-
te Spezifikation, welche aus der Konkretisierung der verallgemeinerten Modellierung
entstanden ist, eingelesen und auf syntaktische Korrektheit geprüft. Die Spezifikation
enthält neben der Konkretisierung der verfügbaren Anomalie-Erkennungsmethoden















-classificationDistance(centroid: CcConf::CENTROID, squareDistance: int): double




























































-checkOutputValidity(dm_id: int, op: MessageOutput::OUTPUTLIST): bool
-saveOutput(dm_id: int, op: MessageOutput::OUTPUTLIST): void
-checkOutputForAlert(dm_id: int, op: MessageOutput::OUTPUTLIST): bool
-initDetectionRun(): void











-applyOutput(dm_id: int, op: MessageOutput::OUTPUTLIST): void
-copyOutput(origList: MessageOutput::OUTPUTLIST, buffer: MessageOutput::OUTPUTLIST): void
-deleteOutput(): void








Abbildung 5.11 UML-Diagramm der Distack -Module zur Umsetzung der Identi-
fikation
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durch Vorbedingungen, Ein- und Ausgabedaten auch die für die Identifikation benö-
tigten Regelsätze und Referenzquader sowie die Angriffshierarchie. Eine vollständige,
für die Identifikation verwendbare Spezifikation findet sich in Anhang B. Der Koor-
dinator selbst führt keine Funktionalität zur Anomalie-Erkennung aus, d. h. er muss
keine Analyse der lokal beobachteten Dateneinheiten durchführen. Daher wird die
ebenfalls von der generischen Schnittstelle geerbte virtuelle Methode frameCall()
vom Koordinator nicht implementiert – Dateneinheiten werden ohne Bearbeitung
an den nächsten Distack -Channel übergeben.
Im Anschluss an die Konfiguration des Koordinators registriert sich dieser inner-
halb der registerMessages()-Methode für alle Nachrichtentypen des Rahmen-
werks. Dies ist notwendig, da der Koordinator sowohl die Ablaufsteuerung als auch
die Speicherung der Daten, welche von den ausgeführten Anomalie-Erkennungsme-
thoden erzeugt werden, übernimmt. Um eine autonome, adaptive Ablaufsteuerung
zu realisieren wurden zudem weitere Nachrichtentypen benötigt. Die wichtigsten
dieser neuen Nachrichtentypen werden im Folgenden kurz erläutert:
• MessageStartDetectionMethod: Zur Realisierung der autonomen, adaptiven
Ablaufsteuerung übernimmt der Koordinator die Entscheidung darüber, wel-
che Erkennungsmethoden als nächstes zu starten sind. Dies teilt er mit Hilfe
dieses neuen Nachrichtentyps dem ChannelManager mit. Die Nachricht enthält
die eindeutige ID der zu startenden Erkennungsmethode sowie die Modulin-
stanzen, welche zur Ausführung der Erkennungsmethode zu komponieren sind.
Der ChannelManager lädt daraufhin die benötigten Module innerhalb eines
Channels.
• MessageEndDetectionMethod: Analog zum Starten von Erkennungsmethoden
teilt der Koordinator dem ChannelManager mit, welche Methoden beendet
werden sollen. Das Beenden von Erkennungsmethoden wird dabei erst ange-
fordert, wenn deren Ausgabedaten beim Koordinator vorliegen.
• MessageOutput: Dieser Nachrichtentyp wird von ausgeführten Erkennungsme-
thoden verwendet, um Ausgabedaten an den Koordinator zu kommunizieren.
Die Nachricht enthält die ID der Erkennungsmethode, welche die Ausgabeda-
ten erzeugt hat, sowie eine Liste von Ausgabedaten. Die Speicherung der Aus-
gabedaten erfolgt in dem generischen Container OutputItem. Dieser besteht
aus drei Feldern: dem Namen des Ausgabedatums, dessen Datentyp sowie dem
eigentlichen Datum. Die Definition eines solchen Containers ermöglicht das
Senden unterschiedlicher Ausgabedaten, wobei unabhängig von der jeweiligen
Erkennungsmethode nur ein Nachrichtentyp benötigt wird.
• MessageResultRequest: Benötigt eine Erkennungsmethode Eingabedaten,
können diese mit Hilfe dieses Nachrichtentyps nach der Initialisierung der Me-
thode beim Koordinator angefragt werden. Die Kommunikation der Daten an
die Erkennungsmethode erfolgt ebenfalls auf Basis des Containers OutputItem.
Im Anschluss an die Registrierung für alle Nachrichtentypen ermittelt der Koordi-
nator durch den Aufruf der Methode startInitialDetectionMethods() alle In-
itialmethoden und wählt die lauffähigen Initialmethoden aus. Dabei werden derzeit
noch keine allgemeinen Vorbedingungen wie Prioritäten oder Mindestanforderungen
an die verfügbaren Ressourcen berücksichtigt, sondern alle Initialmethoden auch als
lauffähig ausgewählt. Der Koordinator startet anschließend die lauffähigen Erken-
nungsmethoden, so dass diese zu aktiven Initialmethoden werden – eine Auswahl we-
niger Methoden aus der Menge der lauffähigen Initialmethoden erfolgt aufgrund der
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derzeit noch nicht durchgeführten Spezifikation allgemeiner Vorbedingungen nicht.
Werden derartige Vorbedingungen zukünftig spezifiziert, kann an dieser Stelle des
Ablaufs eine Auswahlfunktion integriert werden.
Der Koordinator wird erneut aktiv, sobald eine Änderung des Systemzustands er-
folgt. Eine solche Änderung erfolgt durch den Empfang einer internen Nachricht
in der Methode receiveMessages(). Hat eine Initialmethode eine Anomalie er-
kannt, sendet diese dem Koordinator eine Nachricht mit den ermittelten Ausgabe-
daten. Zudem enthält diese Nachricht eine Kennzeichnung, dass es sich um einen
Alarm handelt, d. h. dass eine Anomalie erkannt wurde. Der Koordinator startet
daraufhin durch Aufruf der Methode initDetectionRun() einen neuen Erkennungs-
vorgang. Hierzu werden alle Regelsätze der Liste verbleibender Regelsätze (m_dr_
remaining_rulesets) hinzugefügt. Zudem wird eine leere Liste der identifizier-
ten Angriffe (m_dr_detected_attacks) angelegt. Nach der Ermittlung der lauffä-
higen Konditionalmethoden erfolgt die Auswertung der Regelsätze durch den Auf-
ruf von evalRule() für jede einzelne Regel. Im Fall nicht mehr erfüllbarer Regeln
werden die zugehörigen Regelsätze aus der Liste der verbleibenden Regelsätze ge-
löscht. Sind alle Regeln eines Regelsatzes hingegen erfüllt, erfolgt in der Methode
addIdentifiedAttack() eine Teil-Identifikation des Angriffs: Der zum Regelsatz
gehörige Angriff wird der Liste der identifizierten Angriffe hinzugefügt. Zudem wer-
den bereits identifizierte Elter-Angriffe wieder aus der Liste entfernt. Nach der Aus-
wertung aller Regeln werden diejenigen Erkennungsmethoden durch die Methode
recursivePruneDrList() aus der Liste der lauffähigen Konditionalmethoden ge-
löscht, welche in keinem der verbliebenen Regelsätze mehr vorkommen – diese Me-
thoden besitzen für die regelbasierte Identifikation keinen Mehrwert. Zur anschlie-
ßenden Bestimmung der aktiven Erkennungsmethoden existieren derzeit zwei Mög-
lichkeiten: zum einen kann jeweils eine der Methoden gewählt werden – so dass die
lauffähigen Konditionalmethoden sequentiell als aktive Methoden ausgeführt wer-
den – oder es werden alle Methoden parallel gestartet. Eine komplexere Auswahl-
funktion kann zukünftig an dieser Stelle integriert werden. Der Erkennungsvorgang
wird durch endDetectionRun() beendet sobald entweder keine Regelsätze oder kei-
ne lauffähigen Konditionalmethoden mehr verfügbar sind.
Konnte während der regelbasierten Identifikation kein Angriff identifiziert werden,
wird vor Beendigung des Erkennungsvorgangs der geometrische Klassifikator – wel-
cher im Modul ModuleAttackClassifier implementiert ist – durch die Methode
startClassifier() gestartet. Dieser fordert nach der Initialisierung vom Koordina-
tor sämtliche verfügbaren Ausgabedaten an. Diese definieren den zu identifizierenden
Angriff im n-dimensionalen Klassifikationsraum. Nach Empfang aller Ausgabedaten
berechnet der Klassifikator, welcher als eigener Thread ausgeführt wird, die Distanz
des Angriffs zu allen Referenzquadern. Die Methode classificationDistance()
berechnet hierzu die Distanz zu einem einzelnen Referenzquader. Als Distanzme-
trik ist der Euklidische Abstand implementiert – eine unterschiedliche Gewichtung
von Dimensionen ist möglich, wird derzeit aber nicht verwendet. Die verwendete Di-
stanzmetrik kann in dieser Methode einfach ausgetauscht werden. Als Ergebnis der
Klassifikation wird der Angriff, welcher durch den Referenzquader mit der kürzesten
Distanz zu dem zu identifizierenden Quader definiert ist, zurückgeliefert.
Nach Beendigung eines Erkennungsvorgangs wird – falls ein Angriff identifiziert wur-
de und der Klassifikator diesen nicht als Normalverkehr klassifiziert hat – eine Be-
schreibung des identifizierten Angriffs erstellt. Hierzu startet der Koordinator durch
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<a t ta ckDes c r i p t i on>
< i n i t i a t o r>1 0 . 1 . 1 . 1</ i n i t i a t o r>
<time>1247494032</ time>
<ad id est imated=” f a l s e ”>5</ ad id>
<anomalousProtocols>
<pro to co l>6</ p ro to co l>
<pro to co l>1</ p ro to co l>
</ anomalousProtocols>
< i d e n t i f i e d S o u r c e A d r e s s e s />
< i d e n t i f i e d D e s t i n a t i o n A d r e s s e s>
<destAdress>1 0 . 1 . 3 . 4 5</ destAdress>
</ i d e n t i f i e d D e s t i n a t i o n A d r e s s e s>
< i d e n t i f i e d S o u r c e P o r t s />
< i d e n t i f i e d D e s t i n a t i o n P o r t s>
<destPort>80</ destPort>
</ i d e n t i f i e d D e s t i n a t i o n P o r t s>
</ a t ta ckDes c r i p t i on>
Listing 5.5 Beispielhafte Angriffsbeschreibung eines TCP SYN-DDoS-Angriffs
die Methode startADC() das Modul ModuleAttackDescriptionCreator. Um eine
Angriffsbeschreibung erstellen zu können, muss fest vorgegeben werden, welche Ei-
genschaften in einer solchen Angriffsbeschreibung enthalten sein sollen. Zusätzlich
zu einer eindeutigen Angriffs-ID werden derzeit die vom Angriff betroffenen Ag-
gregate, die IP-Adressen der Angreifer und der Opfer sowie Quell- und Zielport der
Angriffsdateneinheiten berücksichtigt. Konkret in die Beschreibung eingetragen wer-
den können dabei nur die Werte derjenigen Eigenschaften, die für den identifizierten
Angriff bekannt sind. Neben diesen Eigenschaften enthält die Beschreibung außer-
dem die IP-Adresse des Erkennungssystems sowie den Zeitpunkt der Identifikation
des Angriffs im Unix-Zeitformat. Als Konfigurationdaten benötigt dieses Modul das
notwendige Wissen, um eine Abbildung von den verfügbaren Ausgabedaten aller
vorhandenen Erkennungsmethoden auf die in der Angriffsbeschreibung enthaltenen
Eigenschaften durchführen zu können. Mit diesem Wissen kann das Modul nach der
Initialisierung die zur Erstellung der Beschreibung notwendigen Ausgabedaten anfor-
dern und diese in der Methode createAttackDescription() zu einer Beschreibung
auf Basis von XML zusammenführen. Listing 5.5 zeigt beispielhaft die Beschreibung
eines TCP SYN-DDoS-Angriffs (ID 5), welcher auch Auswirkungen auf das ICMP-
Aggregat – dargestellt durch die Protokollnummer 1 – hat. Die IP-Adressen der
Angreifer konnten aufgrund von Spoofing nicht ermittelt werden. Auch Quellports
sind in der Beschreibung keine enthalten, da ein solcher Angriff meist keine festen
Quellports verwendet. Als Zielport wurde der Port 80 ermittelt – das Opfer des An-
griffs war folglich ein Webserver. Das Attribut estimated des Elements ad_id gibt
außerdem an, ob der identifizierte Angriff durch das regelbasierte Verfahren (false)
oder den Klassifikator (true) ermittelt wurde.
5.2.7 Evaluierung
Die Evaluierung der Anomalie-basierten Identifikation sowie der autonomen, adap-
tiven Ablaufsteuerung wurde simulativ durchgeführt. Dabei wird zum einen ausge-
wertet, wie sich die aus zwei Verfahren aufgebaute iterative Identifikation in unter-
schiedlichen Situationen verhält und wie stark die Güte der Identifikation von der
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Korrektheit der Anomalie-Erkennung abhängt. Zum anderen wird gezeigt, wie die
beiden Anforderungen an eine Realisierung einer Identifikation von Angriffen – der
autonome Ablauf und die Anpassung an unterschiedliche Randbedingungen – durch
die vorliegende Lösung erreicht wurden. Das Verhalten der iterativen Erkennung und
Identifikation wird in Abschnitt 5.2.7.2 an drei Fallbeispielen erläutert, welche den
verschiedenen, im Entwurf dargestellten Abläufen entsprechen. Die Fallbeispiele wer-
den dabei anhand der Simulation eines TCP SYN-DDoS-Angriffs diskutiert, wobei
auch die einfache Erweiterbarkeit durch die Nutzung des verallgemeinerten Modells
noch einmal verdeutlicht wird. Abschließend erfolgt eine quantitative Evaluierung
(s. Abschnitt 5.2.7.3) der iterativen Identifikation und der Ablaufsteuerung bei un-
terschiedlichen Angriffen – variiert werden der Angriffstyp, die Anzahl der Angreifer,
die Rate der einzelnen Angriffsströme, der Beginn des Angriffs sowie die Lokation
des Opfers und des Erkennungssystems.
5.2.7.1 Evaluierungsumgebung
Zur Evaluierung der Identifikation von Angriffen wurde die in Kapitel 4 eingeführte
Simulationsumgebung ReaSE verwendet, d. h. die Evaluierung wird simulativ auf
Basis des diskreten Ereignissimulators OMNeT++ durchgeführt. Das der Evaluier-
ung zugrunde liegende Simulationsszenario besteht aus einer Topologie mit 50 Au-
tonomen Systemen, welche im Durchschnitt jeweils 1 047 Systeme – End- und Zwi-
schensysteme – enthalten, wobei die Größe der einzelnen ASe zwischen 904 und
1 210 Systemen variiert. Insgesamt besteht das Szenario aus 52 343 Systemen. Diese
Anzahl teilt sich in insgesamt 41 030 End- sowie 11 313 Zwischensysteme.
Zur Generierung von Hintergrundverkehr innerhalb der Simulation wurden 2 067
Endsysteme durch Server-Systeme ersetzt; die verbleibenden Endsysteme überneh-
men die Rolle der Client-Systeme, welche iterativ zufällig eines der 8 Verkehrspro-
file sowie einen zufälligen, zum gewählten Profil passenden Server auswählen und
die durch das Verkehrsprofil spezifizierte Kommunikation durchführen. Die Erzeu-
gung von Angriffsverkehr beruht ebenfalls auf ReaSE . Die Ablaufsteuerung, Erken-
nung und Identifikation wurden – wie in Abschnitt 5.2.6 beschrieben – innerhalb
von Distack implementiert. Zur Anomalie-Erkennung werden verschiedene Metho-
den verwendet, welche nach Volumenanomalien in den Aggregaten TCP, UDP und
ICMP, nach Verteilungsanomalien in den Quell- und Ziel-IP-Präfixen sowie nach
verschiedenen Protokollanomalien suchen. Eine XML-Spezifikation der verwendeten
Anomalie-Erkennungsmethoden sowie der Definition von Vorbedingungen, Eingabe-
und Ausgabedaten findet sich in Anhang B. Zudem enthält die dort aufgeführte Spe-
zifikation die zur Identifikation benötigten Regelsätze und Referenzquader sowie die
Angriffshierarchie. Zur Durchführung der Simulation wird das Rahmenwerk Distack
als Shared Library direkt in OMNeT++ eingebunden und mit Hilfe der vom Rah-
menwerk zur Verfügung gestellten Netzwerk-Abstraktion transparent innerhalb der
Simulation ausgeführt.
Auf Basis des beschriebenen Simulationsszenarios wurden drei unterschiedliche Vari-
anten definiert, welche zur Evaluierung der Identifikation genutzt wurden. Die Vari-
anten unterscheiden sich dabei grundlegend im gewählten Angriffstyp, der Lokation
des Erkennungssystems sowie der Anzahl der Angreifer. Tabelle 5.1 gibt einen Über-
blick über die gewählten Varianten. Die ersten beiden Varianten werden zur Simula-
tion verschiedener DDoS-Angriffe genutzt, wobei in der ersten Variante ca. 1 % der
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Angriffstyp Angreifer Erkennungssystem
Variante 1 DDoS-Angriff 376 Am Netzrand (SAS 7)
Variante 2 DDoS-Angriff 79 Im Netzinneren (TAS 10)
Variante 3 Wurmausbreitung 1 223 Im Netzinneren (TAS 10)
Tabelle 5.1 Zur Evaluierung verwendete Varianten des Simulationsszenarios
Endsysteme zufällig durch Zombie-Systeme ersetzt wurden. In der zweiten Variante
wurde eine geringere Anzahl von ca. 2 ‰ der Endsysteme zufällig durch Zombie-
Systeme ersetzt, so dass der Angriff weniger deutlich hervortritt. Das Erkennungs-
system ist dabei einmal im Zugangsnetz des Opfer-Systems, d. h. am Netzrand, loka-
lisiert. In Variante 2 befindet sich das Erkennungssystem im Netzinneren und kann
somit auch nur einen Teil der Angriffsströme beobachten.
Variante 3 dient der Simulation einer Wurmausbreitung über UDP-Scanning-Da-
teneinheiten. Zur Durchführung der Wurmausbreitung wurden zufällig ca. 3 % der
Endsysteme als verwundbar gekennzeichnet, die für die auszunutzende Sicherheits-
lücke anfällig sind und folglich während einer Wurmausbreitung infiziert werden
können. Der Anteil der initial bereits infizierten Endsysteme wurde dabei zwischen
4 % und 20 % der verwundbaren Endsysteme variiert. Als Scanning-Methode wird
eine sehr einfache Methode verwendet, bei welcher ein infiziertes System initial eine
zufällige IP-Adresse aus einem vorgegebenen Bereich wählt und anschließend über
diese Adresse iteriert, um weitere Systeme auf deren Verwundbarkeit zu testen. Das
Erkennungssystem befindet sich in dieser Variante ebenfalls im Netzinneren.
Neben der Unterscheidung der drei beschriebenen Varianten wurden im Rahmen der
simulativen Evaluierung zusätzlich weitere Angriffsparameter innerhalb jeder Vari-
ante variiert. Innerhalb der ersten beiden Varianten, welche DDoS-Angriffe simulie-
ren, wurden jeweils 35 Simulationen durchgeführt, deren Parameter sich bezüglich
Art des Angriffs, Startzeit des DDoS-Angriffs, Senderate der Zombie-Systeme sowie
Lokation des Opfer-Systems unterschieden. Die konkreten Werte, welche für die je-
weiligen Eigenschaften in unterschiedlichen Kombinationen verwendet wurden, listet
Tabelle 5.2. Die Simulationszeit sämtlicher Simulationen war auf 900 Sekunden be-
grenzt. Im Hinblick auf die Angriffsrate der einzelnen Angreifer wurde außerdem eine
Kategorisierung in Angriffe mit niedriger, mittlerer und hoher Rate durchgeführt.
Alle Simulationen mit einer Angriffsrate von maximal 15 Dateneinheiten/s wurden
dabei der Kategorie niedrige Rate zugeordnet. Angriffe mit einer Rate von 20 bis
50 Dateneinheiten/s fielen in die Kategorie mittlere Rate und alle Angriffe mit mehr
als 75 gesendeten Dateneinheiten/s in die Kategorie hohe Rate.
In Variante 3 wurden insgesamt 20 Simulationen durchgeführt, deren Parameter be-
züglich Startzeit, Scanningrate sowie dem Anteil initial infizierter Systeme variiert
wurde. Zu Beginn jeder Simulation entscheidet jedes verwundbare Systeme auf Basis
einer vorgegebenen Wahrscheinlichkeit, ob es initial infiziert oder nur verwundbar
ist. Verwundbare Systeme beginnen erst mit dem Scannen nach weiteren verwund-
baren Systemen, sobald sie eine Scanning-Dateneinheit von einem bereits infizierten
System empfangen haben – und dadurch als infiziert gelten. Als IP-Adressraum zur
zufälligen Auswahl der Startadresse wurde allen verwundbaren Systeme der gesamte
Adressraum aller 50 Autonomen Systeme vorgegeben.
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DDoS-Angriffe (Variante 1 & 2)
Angriffstyp TCP SYN, TCP SYN/ACK, TCP RST,
UDP Echo, ICMP Echo Request
Startzeit 400 s, 450 s, 500 s
Angriffsrate 5, 10, 15, 20, 25, 30, 35, 50, 75, 100, 200 Dateneinheiten/s
Opfer-System WebServer219, InteractiveServer206 (beide AS 7)
Wurmausbreitungen (Variante 3)
Startzeit 400 s, 450 s, 500 s
Scanningrate 5, 10, 15, 25, 50, 100 Dateneinheiten/s
Initiale Infizierung 4 %, 10 %, 20 %
Tabelle 5.2 Während der Evaluierung variierte Angriffsparameter
5.2.7.2 Fallbeispiele anhand eines TCP SYN-DDoS-Angriffs
Im Folgenden werden die verschiedenen, möglichen Abläufe der Erkennung und Iden-
tifikation anhand von drei Fallbeispielen dargestellt. Hierzu wurde aus den Simula-
tionen, welche im Rahmen der simulativen Evaluierung durchgeführt wurden (s. fol-
gender Abschnitt 5.2.7.3), jeweils eine Simulation eines TCP SYN-DDoS-Angriffs
ausgewählt, welche den betreffenden Ablauf aufweist. Gestartet wurde der simu-
lierte Angriff jeweils zum Zeitpunkt 400 s, Opfer-System war das Server-System
WebServer219 in Stub AS 7.
Fallbeispiel 1 – Regelbasierte Identifikation
Das erste Fallbeispiel stellt den Ablauf der Erkennung und Identifikation in dem
Fall dar, in welchem die regelbasierte Identifikation erfolgreich verläuft. Hierzu wur-
de eine Simulation auf Basis von Variante 1 des Simulationsszenarios verwendet –
das Erkennungssystem befand sich am Netzrand im Zugangsnetz des Opfer-System.
Alle Zombie-Systeme begannen innerhalb von 5 s nach der Startzeit des Angriffs
mit einer Rate von 100 Dateneinheiten/s TCP SYN-Dateneinheiten in Richtung des
Opfer-Systems zu senden. Das Erkennungssystem wird zum Zeitpunkt 0 gestartet.
Auf Basis der spezifizierten Erkennungsmethoden (s. Anhang B) wird die Methode
zur Erkennung von Volumenanomalien als lauffähige Initialmethode ermittelt, da
diese Methode weder Eingabedaten benötigt noch Vorbedingungen besitzt. Da dies
die einzig lauffähige Initialmethode ist und diese Methode keine allgemeinen Vorbe-
dingungen hat, wird sie im nächsten Schritt als aktive Initialmethode gewählt. Nach
dem Start dieser aktiven Initialmethode beobachtet diese den lokalen Verkehrsstrom
und berechnet für die Aggregate TCP-, UDP- und ICMP-Dateneinheiten einen lau-
fenden Schwellenwert, welcher die Obergrenze der als normal angesehenen Anzahl an
Dateneinheiten definiert. Zum Zeitpunkt 400 s startet der TCP SYN-DDoS-Angriff.
Dieser führt nach 4 Überschreitungen des Schwellenwerts in Folge – die erste Über-
schreitung erfolgte bereits vor Beginn des Angriffs aufgrund der Selbstähnlichkeit des
normalen Verkehrs – zum Zeitpunkt 403 s zur Erkennung einer Volumenanomalie im
TCP-Aggregat. Die mehrmalige Überschreitung des Schwellenwerts wird zur Erken-
nung einer Volumenanomalie gefordert, da einzelne Überschreitungen auch durch
die Selbstähnlichkeit des Verkehrs ausgelöst werden können. Als Ausgabedatum
TcpAlert wird dem Koordinator die Höhe der Überschreitung im TCP-Aggregat
gemeldet. Die Ausgabedaten der anderen beobachteten Aggregate enthalten jeweils
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den Wert 0. Zusätzlich wird durch das qualitative Ausgabedatum Alert, welches
auf true gesetzt wird, die Tatsache gemeldet, dass eine Anomalie erkannt wurde.
Der Koordinator startet im Anschluss an den Empfang der Ausgabedaten, welche
eine Zustandsänderung des Erkennungssystems bedeuten, einen neuen Erkennungs-
vorgang. Dann wertet der Koordinator die Spezifikationen der noch verfügbaren
Erkennungsmethoden aus, um die aufgrund der neuen Situation nun lauffähigen
Konditionalmethoden zu ermitteln. Anschließend werden die verfügbaren Regelsät-
ze ausgewertet. Da die Ausgabedaten, welche die Überschreitungen im UDP- und
ICMP-Aggregat enthalten, den Wert 0 haben, sind die Regelsätze, welche Regeln
mit den Bedingungen IcmpAlert > 0 oder UdpAlert > 0 enthalten, im aktuellen
Erkennungsvorgang nicht mehr erfüllbar und werden verworfen. Daraufhin werden
diejenigen Erkennungsmethoden aus der Menge der verfügbaren Konditionalmetho-
den entfernt, welche in keiner der vorhandenen Regeln mehr vorkommen. Dies sind
im konkreten Beispiel die Konditionalmethoden zur Erkennung von Protokollano-
malien im Verhalten der UDP Echo- sowie der ICMP Echo Request- und ICMP Echo
Reply-Dateneinheiten. Die autonome Ablaufsteuerung sorgt an dieser Stelle dafür,
dass diese drei Erkennungsmethoden nicht ausgeführt werden, da sie keinen Mehr-
wert für die Identifikation des aktuell laufenden Angriffs bieten. Dadurch werden die
für die Ausführung der Methoden notwendigen Ressourcen eingespart sowie der Er-
kennungsvorgang abgekürzt. Die Konditionalmethode zur Erkennung von Protokoll-
anomalien im Verhalten der ICMP Destination Unreachable-Dateneinheiten bleibt
jedoch weiterhin in der Menge der verfügbaren Methoden, da diese in einem Re-
gelsatz zur Identifikation von Wurmausbreitungen vorkommt, welcher nicht entfernt
wurde. Nach dieser Reduzierung der Regelsätze und lauffähigen Konditionalmetho-
den verbleibt die Konditionalmethode zur Erkennung von Verteilungsanomalien in
den Quell- und Ziel-IP-Präfixen als lauffähige Konditionalmethode. Da nur diese ei-
ne lauffähige Methode existiert, wird diese als aktive Methode bestimmt und in der
Folge ausgeführt.
Die aktive Konditionalmethode erkennt in den vom Koordinator angeforderten Hi-
storiendaten der beobachteten IP-Präfix-Verteilungen eine Anomalie in der Ver-
teilung der Quell-IP-Präfixe, welche darauf hindeutet, dass es sich um einen ver-
teilten Angriff handelt. Dies teilt sie dem Koordinator über das Ausgabedatum
DistributedAttack mit. Zusätzlich konnte das Ziel-IP-Präfix 0.8.0.0/16 identifiziert
werden, welches möglicherweise das Opfer des Angriffs ist, da dieses Präfix – wie auch
der Schwellenwert der Initialmethode – einen starken Anstieg an Verkehr aufweist.
Die Anzahl anormaler Ziel-IP-Präfixe wird dem Koordinator über das Ausgabeda-
tum VictimPrefixes übermittelt, bevor die Konditionalmethode beendet wird. Die
anschließende Bestimmung der lauffähigen Konditionalmethoden dieses Iterations-
schritts resultiert in mehreren Methoden zur Erkennung unterschiedlicher Protokoll-
anomalien. Die Auswertung und Reduzierung der Regelsätze durch den Koordinator
führt zu einer Teil-Identifikation, da einer der noch vorhandenen Regelsätze – der
Regelsatz, welcher einen TCP-DDoS-Angriff beschreibt – erfüllt ist. Anschließend
werden wieder die lauffähigen Konditionalmethoden gelöscht, welche in keinem der
verbliebenen Regelsätze mehr vorhanden sind. Gelöscht wird in diesem Schritt nun
auch die Methode zur Erkennung von Protokollanomalien im Verhalten der ICMP
Destination Unreachable-Dateneinheiten, da die Regelsätze zur Identifikation von
Wurmausbreitungen aufgrund der neuen Ausgabedaten unerfüllbar sind. Die nach
der Reduzierung verbliebenen vier Konditionalmethoden werden im Folgenden alle
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als aktive Methoden bestimmt und parallel ausgeführt, da innerhalb der Simulation
derzeit keine Modellierung des Aufwands der einzelnen Methoden über die allgemei-
nen Vorbedingungen erfolgt. Alternativ bietet die Implementierung die Möglichkeit,
die lauffähigen Konditionalmethoden sequentiell als aktiv zu bestimmen und auszu-
führen. In diesem Fall wird der Iterationsschritt des Koordinators nach Beendigung
einer aktiven Methode erneut ausgeführt.
Im Anschluss an die Durchführung der Methoden zur Erkennung von Protokollano-
malien liegen dem Koordinator neue Ausgabedaten vor: Drei der Protokollanoma-
lien hatten ihr Ausgabedatum zur Anzeige einer Anomalie auf false gesetzt. Die
Methode zur Erkennung von Protokollanomalien im Verhalten der TCP SYN- und
TCP SYN/ACK-Dateneinheiten übermittelt im Ausgabedatum TcpSyn den Wert
true. Zudem konnte genau ein Endsystem ermittelt werden, welches ein anormales
Verhalten aufwies, da die Anzahl der empfangenen TCP SYN-Dateneinheiten im Be-
obachtungszeitraum mehr als 10 % über der Anzahl der gesendeten TCP SYN/ACK-
Dateneinheiten lag. Die Auswertung der verbliebenen Regelsätze resultiert in genau
einem erfüllten Regelsatz, welcher einen TCP SYN-DDoS-Angriff identifiziert. Da
dieses Identifikationsergebnis in der Angriffshierarchie ein Kindknoten des im vori-
gen Iterationsschritt identifizierten TCP-DDoS-Angriffs ist, wird das Ergebnis der
vorherigen Teil-Identifikation gelöscht und das neue Ergebnis als Teil-Identifikation
übernommen. Die anschließende Bestimmung weiterer lauffähiger und aktiver Kon-
ditionalmethoden endet mit einer leeren Menge, so dass der Erkennungsvorgang mit
dem Identifikationsergebnis eines TCP SYN-DDoS-Angriffs beendet wird. Der Klas-
sifikator wird aufgrund des bereits vorhandenen Ergebnisses nicht ausgeführt.
Die Ablaufsteuerung erfolgte in der beschriebenen simulativen Evaluierung autonom
auf Basis der im Voraus erfolgten Konkretisierung des verallgemeinerten Modells. Ei-
ne Adaption des Ablaufs an veränderte Bedingungen kann beispielsweise durch die
Spezifikation des Aufwands einer Erkennungsmethode oder durch die Vergabe von
Prioritäten erfolgen. Dies wurde in der derzeitigen Implementierung noch nicht be-
rücksichtigt. Eine diesbezügliche Erweiterung ist jedoch einfach zu integrieren, da
hierzu lediglich die Bestimmung der aktiven Methoden im Iterationsschritt der Ab-
laufsteuerung angepasst werden muss. Die restliche Ablaufsteuerung sowie die Kon-
kretisierung des Modells bleiben davon unberührt. Eine Integration neuer Methoden
in die vorhandene Erkennung und Identifikation bzw. das Entfernen vorhandener
Methoden ist problemlos möglich, ohne dass manuell in die Ablaufsteuerung oder
die Mechanismen der Erkennung und Identifikation eingegriffen werden muss.
Fallbeispiel 2 – Anwendung des geometrischen Klassifikators
Als zweites Fallbeispiel wurde eine Simulation gewählt, in welcher die regelbasierte
Identifikation aufgrund einer fehlerbehafteten Anomalie-Erkennung scheiterte. Hier-
zu wurde eine Simulation auf Basis von Variante 2 des Szenarios verwendet, in wel-
cher sich das Erkennungssystem im Netzinneren statt am Netzrand befand und eine
geringere Anzahl an DDoS-Zombies vorhanden war. Die Senderate der Angreifer be-
trug 200 Dateneinheiten/s. Auch in dieser Simulation konnte eine Volumenanomalie
im TCP-Aggregat von der Initialmethode erkannt und an den Koordinator übermit-
telt werden. Die Erkennung der Anomalie erfolgte zum Zeitpunkt 405 s. Die in der
Folge ausgeführte aktive Konditionalmethode zur Erkennung von Verteilungsanoma-
lien konnte jedoch weder einen verteilten Angriff noch ein anormales Ziel-IP-Präfix
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erkennen. Dass keine Verteilungsanomalie erkannt wurde, ist u. a. darauf zurückzu-
führen, dass nur 7 der 79 Angriffsströme über das Zwischensystem weitergeleitet
werden, auf welchem die Angriffserkennung ausgeführt wird – das Erkennungssys-
tem beobachtet folglich im Netzinneren deutlich weniger Angriffsverkehr als ein Sy-
stem am Netzrand in der Nähe des Opfers. Zusätzlich ist auch der beobachtete
Hintergrundverkehr deutlich höher als im vorigen Beispiel, in welchem sich das Er-
kennungssystem auf einem Zwischensystem am Netzrand befand. Während der für
den folgenden Iterationsschritt durchgeführten Auswertung der vorhandenen Regel-
sätze wurden alle Regelsätze als unerfüllbar markiert, da alle von der Erkennung
einer Verteilungsanomalie abhängen. Dadurch wurde eine der Abbruchbedingungen
für den aktuellen Erkennungsvorgang erfüllt – es sind keine erfüllbaren Regelsätze
mehr vorhanden – und die regelbasierte Identifikation wurde ohne Ergebnis beendet.
Im Anschluss an die regelbasierte Identifikation wurde daher zusätzlich der geome-
trische Klassifikator ausgeführt, welcher aufgrund der verwendeten Distanzmetrik
flexibler ist als das regelbasierte Verfahren. Als Eingabe erhielt der Klassifikator die
normierten, quantitativen Ergebnisse der bisher ausgeführten Erkennungsmethoden.
Dies waren lediglich die Initialmethode zur Erkennung von Volumenanomalien sowie
die Konditionalmethode zur Erkennung von Verteilungsanomalien. Auf Basis dieser
Ausgabedaten konnte jedoch nur Normalverkehr identifiziert werden, so dass die
Erkennung und Identifikation mit einem False negative-Fehler beendet wurde.
Fallbeispiel 3 – Ausführung weiterer Konditionalmethoden
Als Basis des dritten Fallbeispiels diente ebenfalls die im vorigen Beispiel verwende-
te Simulation auf Basis von Variante 2. Für dieses Fallbeispiel wurde jedoch die im
Entwurf beschriebene, optionale Ausführung weiterer Konditionalmethoden vor An-
wendung des Klassifikators genutzt – d. h. nach der erfolglosen regelbasierten Identifi-
kation wurden diejenigen lauffähigen Konditionalmethoden, welche nicht ausgeführt
wurden, da sie für die regelbasierte Identifikation keinen Mehrwert aufwiesen, vor
der Anwendung des Klassifikators zusätzlich ausgeführt. Durch die zusätzliche Aus-
führung der Konditionalmethoden zur Erkennung von Protokollanomalien standen
dem Klassifikator – neben den Ergebnissen der beiden bereits im vorigen Beispiel
ausgeführten Methoden – weitere Ergebnisse in Form normalisierter, quantitativer
Ausgabedaten zur Verfügung. Dabei konnte in diesem dritten Fallbeispiel zusätzlich
eine Protokollanomalie in Bezug auf das Verhalten eingehender TCP SYN- im Ver-
gleich zu ausgehenden TCP SYN/ACK-Dateneinheiten erkannt werden. Dadurch
war der Klassifikator in der Lage, den stattfindenden TCP SYN-DDoS-Angriff trotz
einer unvollständigen Anomalie-Erkennung zu identifizieren und die Erkennung und
Identifikation doch noch mit einem korrekten Ergebnis abzuschließen.
Zusammenfassung
An den vorgestellten Fallbeispielen zeigt sich der Vorteil der aus zwei Verfahren
bestehenden Architektur zur Identifikation von Angriffen. Die regelbasierte Identifi-
kation auf Basis klar definierter Regeln liefert präzise Ergebnisse und vermeidet die
Ausführung von Erkennungsmethoden ohne Mehrwert für die Identifikation. Wäh-
rend die regelbasierte Identifikation jedoch im Fall unvollständiger oder fehlerbe-
hafteter Informationen oft scheitert, ist der zusätzlich, nur bei Bedarf ausgeführte
Klassifikator in manchen Situationen in der Lage, trotz einer unvollständigen bzw.
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TCP UDP ICMP Σ
Ergebnis Variante L M H L M H L M H
Regelbasiert
(Exakt)
1 3 12 1 4 1 1 4 3 2 31
2 1 1 2 3 2 9
3 7 3 1 11
Regelbasiert
(Falsch)
1 3 1 4
2 2 2














2 3 15 4 22
3 1 1
Tabelle 5.3 Identifikationsergebnisse aller durchgeführten Simulationen
fehlerbehafteten Erkennung ein korrektes Identifikationsergebnis zu ermitteln – und
damit die Nachteile des regelbasierten Verfahrens abzuschwächen. Dabei hängt die
erfolgreiche Identifikation durch den Klassifikator allerdings davon ab, wie stark
fehlerbehaftet die Erkennung ist bzw. wie stark die erkannten Anomalien ausge-
prägt sind. Zudem konnte im dritten Fallbeispiel gezeigt werden, dass die optionale
Ausführung weiterer Konditionalmethoden die Ergebnisse des Klassifikator u. U. da-
durch verbessern kann, dass zusätzliche Eingabedaten für weitere Dimensionen zur
Verfügung gestellt werden. Die zusätzliche Ausführung der Methoden erzeugt auch
zusätzlichen Aufwand für die Durchführung der Anomalie-Erkennung und führt da-
zu, dass das Ergebnis des Erkennungsvorgangs erst später zur Verfügung steht. Diese
Nachteile ergeben sich jedoch nur im Falle eines Scheiterns der regelbasierten Iden-
tifikation. Es muss allerdings immer berücksichtigt werden, dass das Ergebnis des
Klassifikators mit Hilfe einer Distanzmetrik geschätzt ist und nicht – wie im Fall
der regelbasierten Identifikation – präzise die durch die Modellierung vorgegebenen
Zusammenhänge zwischen Anomalien und Angriffen erfüllt.
5.2.7.3 Simulative Evaluierung bei unterschiedlichen Angriffen
Abschließend wurde die Evaluierung der Identifikation von Angriffen auf Basis al-
ler drei in Abschnitt 5.2.7.1 definierten Varianten des Simulationsszenarios mit va-
riierenden Parametern durchgeführt. Die für die Durchführung der Simulationen
verwendeten Parameter sind in Tabelle 5.2 aufgelistet. Einen Überblick über die Er-
gebnisse der durchgeführten Simulationen in Bezug auf die Identifikation der jeweils
simulierten Angriffe gibt Tabelle 5.3. Die Ergebnisse sind dabei in die einzelnen Vari-
anten sowie zusätzlich in das von den jeweiligen Angriffen verwendete Transportpro-
tokoll und die Angriffs- bzw. Scanningrate der Angriffe unterteilt, wobei L Angriffe
mit niedriger, M Angriffe mit mittlerer und H Angriffe mit hoher Rate bezeichnet.
Betrachtet man die Ergebnisse der Identifikation in Variante 1, zeigt sich, dass der
simulierte DDoS-Angriff in 31 der 35 durchgeführten Simulationen durch das regel-
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basierte Verfahren korrekt identifiziert werden konnte, wohingegen das Ergebnis der
Identifikation in 4 der durchgeführten Simulationen in Bezug auf den tatsächlich
stattfindenden Angriff aufgrund fehlerhafter Anomalie-Erkennungen nicht korrekt
war. Die hohe Anzahl korrekter Identifikationen ist vor allem darauf zurückzufüh-
ren, dass das Erkennungssystem im Zugangsnetz des Opfer-Systems platziert war.
Dadurch konnte dieses zum einen den gesamten Angriffsverkehr beobachten, welcher
sich vor dem Opfer aggregiert. Zum anderen konnten Anomalien aufgrund des – im
Vergleich zum Netzinneren – deutlich geringeren Hintergrundverkehrs einfacher er-
kannt werden. Vor allem die simulierten Angriffe auf Basis der Protokolle UDP und
ICMP erzeugten vergleichsweise einfach zu erkennende Anomalien, da die Anzahl der
beobachteten UDP- und ICMP-Dateneinheiten im Normalverkehr deutlich unter der
Anzahl der TCP-Dateneinheiten liegt (s. auch Abschnitt 4.3). Dadurch sind Volu-
menanomalien im UDP- bzw. ICMP-Aggregat bei gleicher Senderate der Angreifer
wesentlich einfacher zu erkennen als im TCP-Aggregat. Die 4 fehlerhaften Identifika-
tionsergebnisse in Variante 1 sind durch Fehler der Initialmethode zur Erkennung von
Volumenanomalien bedingt. Diese Initialmethode erkannte in den 4 Fällen fälsch-
licherweise keine Volumenanomalien im TCP-Aggregat (False negative-Fehler), im
UDP-Aggregat hingegen wurden – ebenfalls fälschlicherweise (False positive-Feh-
ler) – Volumenanomalien erkannt. Die aufgrund dieses False positive-Fehlers an-
schließend gestartete Konditionalmethode zur Erkennung von Verteilungsanomalien
erkannte kein eindeutiges Ziel-IP-Präfix. Dies führte zur Identifikation einer Wur-
mausbreitung – auf Basis der erkannten Anomalien stellt dies zwar das korrekte
Identifikationsergebnis dar, in Bezug auf den tatsächlich stattfindenden Angriff ist
das Ergebnis jedoch falsch. In diesen Fällen wurde der Klassifikator nicht ausge-
führt, da die Menge der erkannten Anomalien auf eine der verfügbaren Regeln zu-
traf und somit davon ausgegangen werden musste, dass eine korrekte Identifikation
stattgefunden hat. Eine solche Identifikation des falschen Angriffs kann nur durch
Verbesserung der zugrunde liegenden Anomalie-Erkennung vermieden werden, nicht


























































(b) Variante 3 – Wurmausbreitungen
Abbildung 5.12 Identifikationsergebnisse der Varianten 2 und 3 im Überblick
Die Ergebnisse der Identifikation in Variante 2 fasst Abbildung 5.12(a) graphisch zu-
sammen, wobei die Unterteilung in die unterschiedlichen Protokolle der Übersicht-
lichkeit wegen ausgelassen wurde. Hier zeigt sich, dass durch die Platzierung des
Erkennungssystems im Netzinneren sowie die deutlich geringere Anzahl an Zombie-
Systemen für eine Vielzahl simulierter Angriffe aufgrund von False negative-Fehlern
der Anomalie-Erkennung keine Identifikation durchgeführt wurde – die ausgeführ-
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te Initialmethode hat in diesen Fällen keine Volumenanomalie erkannt. Dies betraf
vor allem Angriffe mit niedriger und mittlerer Rate. Die detaillierten Ergebnisse
aus Tabelle 5.3 zeigen, dass hauptsächlich bei Angriffen über UDP und TCP keine
Anomalien erkannt wurden. Im Fall der DDoS-Angriffe über ICMP profitierte die
Erkennung von den niedrigen Datenraten des Normalverkehrs im ICMP-Aggregat,
wodurch selbst bei niedriger Angriffsrate Anomalien erkannt und die ICMP-DDoS-
Angriffe durch das regelbasierte Verfahren (RB) identifiziert werden konnten. In 2 Si-
mulationen wurde der Klassifikator (K) ausgeführt, da die regelbasierte Identifikation
kein Ergebnis erzielen konnte. In diesen Fällen wurden vor dem Start des Klassifika-
tors – wie im dritten Beispiel des vorigen Abschnitts beschrieben – zusätzliche Kon-
ditionalmethoden ausgeführt, welche in der regelbasierten Identifikation aufgrund
ihres fehlenden Mehrwerts nicht berücksichtigt wurden. Dies führte dazu, dass in
einer der beiden Simulationen trotz einer fehlerbehafteten Erkennung der korrekte
Angriff exakt identifiziert werden konnte. In der zweiten Simulation wurde Normal-
verkehr klassifiziert – der Klassifikator konnte die Fehler der Erkennung aufgrund
der nur schwachen Ausprägung der Protokollanomalie nicht ausgleichen.
Die Ergebnisse der Identifikation der in Variante 3 simulierten Wurmausbreitun-
gen zeigt Abbildung 5.12(b). Die Wurmausbreitungen mit niedriger Scanningrate
wurden dabei häufig korrekt identifiziert, da sie ICMP Destination Unreachable-
Fehlermeldungen – und dadurch eine vergleichsweise einfach zu erkennende Volumen-
anomalie im ICMP-Aggregat – auslösen. Die UDP-Scanning-Dateneinheiten selbst
verursachten meist keine Volumenanomalie im UDP-Aggregat. Die Wurmausbrei-
tungen mit hohen Scanningraten wurden jedoch häufig falsch identifiziert. Dies ist
allerdings nicht auf einen Fehler in der Identifikation zurückzuführen, sondern auf die
verwendete einfache Scanning-Methode. Dadurch, dass die initial gewählte, zu scan-
nende IP-Adresse mit jeder gesendeten Dateneinheit um eins erhöht wird, ähnelt das
Verkehrsverhalten eines infizierten Systems vor allem bei hohen Scanningraten dem
eines Zombie-Systems bei DDoS-Angriffen – der Angreifer sendet viele Datenein-
heiten an genau ein Ziel-IP-Präfix. Dadurch wird während des Erkennungsvorgangs
eine Verteilungsanomalie erkannt, welche in den Regelsätzen zur Identifikation von
DDoS-Angriffen vorhanden ist. Dies führt dann zur regelbasierten Identifikation des
falschen Angriffs.
Insgesamt zeigt sich in den durchgeführten Simulationen, dass die Güte des Identifi-
kationsergebnisses, wie zu erwarten war, stark von der Güte der Anomalie-Erkennung
abhängt. Werden Anomalien nicht oder falsch erkannt, kann dies zur Identifikation
eines falschen Angriffs führen, wenn die Menge der erkannten Anomalien auf einen
anderen als den tatsächlich stattfindenden Angriff hindeutet. Das falsche Identifika-
tionsergebnis ist in diesen Fällen allerdings nicht dem zur Identifikation verwendeten
Mechanismus geschuldet; vielmehr sollte in diesen Fällen die Erkennung verbessert
oder das auf Basis der Modellierung konkretisierte Wissen weiterentwickelt und da-
durch die zur Identifikation verwendeten Regeln und Referenzquader präzisiert wer-
den, um falsche Ergebnisse zu vermeiden. Führt die regelbasierte Identifikation bei
unvollständiger oder fehlerbehafteter Anomalie-Erkennung zu keinem Ergebnis, d. h.
erfüllen die erkannten Anomalien keine der vorhandenen Regeln, ist der in diesem
Fall zusätzlich ausgeführte Klassifikator in manchen Situationen in der Lage, trotz
der fehlerhaften Anomalie-Erkennung ein korrektes Identifikationsergebnis zu erzeu-
gen. Die sehr seltene Anwendung des Klassifikators in den durchgeführten Simula-
tionen ist darauf zurückzuführen, dass der Raum, welcher durch die Ausgabedaten
5.3. Dezentrale Kooperation verteilter Erkennungssysteme 155
der derzeit verwendeten Erkennungsmethoden aufgespannt wird, durch die verwen-
deten Regelsätze weitgehend abgedeckt ist. Es ist jedoch zu erwarten, dass diese
Abdeckung im Fall einer Erweiterung des Erkennungssystems um neue Erkennungs-
methoden geringer werden wird, so dass sich sowohl die Häufigkeit der Ausführung
des Klassifikators als auch dessen Notwendigkeit aufgrund kleinerer Fehler oder Un-
vollständigkeiten der Erkennung erhöhen wird.
5.3 Dezentrale Kooperation verteilter Erkennungs-
systeme
Dieser Abschnitt beschreibt den Entwurf sowie die Umsetzung einer dezentralen
Kooperation, welche mit dem Ziel entwickelt wurde eine Domänen-übergreifende
Kooperation von Erkennungssystemen zu ermöglichen. Im Folgenden werden zu-
erst existierende Arbeiten zur verteilten Angriffserkennung und Kooperation ver-
teilter Erkennungssysteme beschrieben (s. Abschnitt 5.3.1). Im darauf folgenden
Abschnitt 5.3.2 werden die im Rahmen der vorliegenden Arbeit entwickelten Me-
chanismen zur Realisierung einer dezentralen Kooperation verteilter Erkennungs-
systeme vorgestellt, bevor in Abschnitt 5.3.2.4 eine Analyse der Angreifbarkeit der
entwickelten Kooperation erfolgt. Die entwickelte dezentrale Kooperation wurde in
die Simulationsumgebung ReaSE integriert (s. Abschnitt 5.3.3). Die Durchführung
sowie die Ergebnisse der ausgeführten simulativen Evaluierung werden abschließend
in Abschnitt 5.3.4 beschrieben.
5.3.1 Stand der Forschung
Die Anomalie-Erkennung der bereits in Abschnitt 2.4 vorgestellten Erkennungsme-
thoden erfolgte durch Analyse des lokal beobachteten Verkehrs bzw. basierend auf
Daten, welche innerhalb einer Domäne gesammelt werden. Zur Sammlung von Daten
werden dabei meist Sensor/Manager-Ansätze genutzt, z. B. in DIADEM [127], Cos-
sack [149] oder TOPAS [18]. Diese beruhen darauf, dass Daten von Sensoren, welche
im Netz verteilt sind, gesammelt und an einen zentralen Manager übermittelt wer-
den. Der Manager führt dann die eigentliche Erkennung sowie die Koordination der
Sensoren durch. In wenigen Ansätzen, z. B. in [224], führen die Sensoren statt einer
reinen Datensammlung zudem eine Vorverarbeitung der beobachteten Daten durch,
bevor diese an den Manager kommuniziert werden. In all diesen Ansätzen ist eine
Domänen-übergreifende Kooperation nicht möglich, da dies den Austausch sensibler
Informationen über die jeweiligen Netze zwischen verschiedenen Betreibern zur Fol-
ge hätte. Dies wiederum setzt sowohl aus Gründen der Geheimhaltung als auch aus
datenschutzrechtlicher Sicht feste Vertrauensbeziehungen zwischen den Betreibern
voraus, welche im Internet jedoch meist nicht gegeben sind.
Katti et al. [98] betrachten vorrangig die Signatur-basierte Erkennung von gezielten
Angriffen auf einzelne Sicherheitslücken, wobei verteilte Erkennungssysteme Wissen
über erkannte Angreifer austauschen und nach Empfang einer Angriffsbeschreibung
Dateneinheiten des Angreifers – d. h. Dateneinheiten, welche auf die empfangene
Beschreibung passen – mit Hilfe eines Filters verwerfen. In dieser Lösung wird durch
die Installation eines Filters aktiv in die Weiterleitung von Dateneinheiten eingegrif-
fen. Dies geschieht dabei nicht aufgrund einer lokalen Angriffserkennung, sondern
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durch eine Benachrichtigung durch ein anderes Erkennungssystem. Eine lokale Vali-
dierung empfangener Informationen erfolgt nicht. Daher müssen sich kooperierende
Erkennungssysteme in einer solchen Lösung gegenseitig vertrauen – ein Einsatz über
Domänengrenzen hinweg ist nur möglich, wenn dieses notwendige Vertrauen im Vor-
aus, beispielsweise durch Verträge, aufgebaut wird. Dieses Vorgehen ist für eine Ko-
operation weniger Domänen im Einzelfall denkbar, für eine netzweite Kooperation
jedoch aufgrund des manuellen Aufwands ungeeignet.
Der Ansatz von Lin et. al [113] realisiert eine kooperative, verteilte Angriffserken-
nung. Ziel der Arbeit ist dabei, eine Signatur-basierte Erkennung auch im Netzin-
neren zu ermöglichen, indem die Last, welche durch die Überprüfung aller Daten-
einheiten anfällt, auf mehrere kooperierende Erkennungssysteme verteilt wird. Hat
ein Erkennungssystem noch freie Ressourcen, führt es die Signatur-basierte Erken-
nung der weiterzuleitenden Dateneinheit selbst durch und markiert die Dateneinheit
anschließend als bearbeitet. Stehen keine Ressourcen mehr zur Verfügung, wird die
Dateneinheit an das nächste Zwischensystem weitergeleitet. Das letzte Zwischen-
system der Sicherheitsdomäne muss sicherstellen, dass die Dateneinheit bearbeitet
wurde. Ist dies nicht der Fall, wird sie zu einem Erkennungssystem mit freien Res-
sourcen umgeleitet, d. h. die Dateneinheit verlässt den eigentlich kürzesten Pfad zum
Ziel-System. Auch diese Lösung kann nur innerhalb einer administrativen Domäne
angewendet werden, da garantiert werden muss, dass alle Erkennungssysteme diesel-
be Signatur-Datenbank verwenden. Zudem muss der Markierung der Dateneinheit
vertraut werden.
Bei der Pushback-Methode [90] erfolgt die Erkennung einer Anomalie über die Beob-
achtung derjenigen Dateneinheiten, welche aufgrund einer Stausituation verworfen
werden – das Auftreten einer anormalen Stausituation führt dazu, dass implizit
auf das Vorliegen eines DDoS-Angriffs geschlossen wird. Überschreitet die Anzahl
der verworfenen Dateneinheiten einen bestimmten, vorgegebenen Schwellenwert, so
wird anschließend das Aggregat identifiziert, zu welchem die meisten der verworfenen
Dateneinheiten gehören. Bezugspunkt der Aggregatbildung sind hierbei die Ziel-IP-
Präfixe, welche aus der lokalen Routing-Tabelle ermittelt werden. Um die Stausitua-
tion für die nachfolgenden Systeme in Richtung des vermuteten Opfers zu verringern,
wird für das identifizierte Aggregat als Gegenmaßnahme ein Rate Limiter installiert.
Der Vorgang der Anomalie-Erkennung und Installation eines Rate Limiters wird so
lange iterativ durchgeführt, bis die Anzahl der aufgrund der Stausituation verworfe-
nen Dateneinheiten unter den vorgegebenen Schwellenwert fällt; u. U. werden folglich
mehrere verdächtige Aggregate identifiziert. Unter der Annahme, dass die Zwischen-
systeme im Internet als aktive Knoten fungieren, wird zusätzlich die Beschreibung
der identifizierten Angriffe an benachbarte Router in Upstream-Richtung, d. h. in
Richtung der Angreifer, signalisiert, welche daraufhin ebenfalls einen Rate Limiter
installieren.
Weitere aus der Forschung im Bereich der aktiven Netze hervorgegangene Lösungen
sind [29, 32, 196]. Der Ansatz von Sterne et al. [196] basiert auf einer dreistufigen Ar-
chitektur. Ein Flood Detector übernimmt die Anomalie-Erkennung, welche mit Hilfe
von Schwellenwerten nach Volumenanomalien sucht. Informationen über erkannte
DDoS-Angriffe werden an den Dispatcher gesendet. Dieser verteilt auf die aktiven
Plattformen so genannte Networking Nodes, welche Gegenmaßnahmen ergreifen, in-
dem sie einen Rate Limiter für den erkannten Angriff installieren. AEGIS [29] ist
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ebenfalls aus drei Komponenten aufgebaut. Shields können auf aktive Knoten ver-
teilt werden und klassifizieren dort beobachtete Dateneinheiten in Angriffs- und Nor-
malverkehr. Informationen über erkannte DDoS-Angriffe werden dem Commander
mitgeteilt, welcher daraufhin Probes auf aktive Knoten in Richtung der Angreifer
verteilen kann. Diese verwerfen den Angriffsverkehr bereits frühzeitig mit Hilfe eines
Filters. Zusätzlich zu den Shields analysiert auch der Commander den eingehen-
den Verkehr, um Anomalien zu erkennen, welche erst im aggregierten Verkehr und
nicht bereits bei den Shields erkennbar sind. IBAN [32] basiert ebenfalls auf akti-
ven Netzen, fokussiert aber mehr die Erkennung von bekannten Angriffen, welche
gezielt einzelne Sicherheitslücken ausnutzen. Hierzu werden auf aktiven Plattformen
möglichst nah bei den Endsystemen Scanner installiert, welche die jeweiligen End-
systeme auf bekannte Schwachstellen untersuchen, die beispielsweise von Internet-
würmern ausgenutzt werden können. Wird ein verwundbares Endsystem gefunden,
wird dies dem Manager mitgeteilt, welcher daraufhin einen Blocker auf den aktiven
Knoten verschiebt, welcher dem Endsystem am nächsten liegt. Dieser schützt das
Endsystem gezielt vor möglichen Angriffen auf die ermittelte Schwachstelle.
Problematisch an den Ansätzen, welche auf aktiven Netzen basieren, ist die Tatsache,
dass die Installation von Filtern und Rate Limitern auf aktiven Knoten durch eine
Kooperation ausgelöst und ohne Validierung der empfangenen Daten durchgeführt
wird. Dies setzt feste Vertrauensbeziehungen zwischen den Knoten voraus, da aktiv
auf Verkehr zugegriffen bzw. Verkehr verworfen wird. Diese Lösungen sind daher nur
innerhalb einer Domäne realisierbar. Die Kooperation der verteilten Erkennungssys-
teme bezieht sich außerdem meist auf die Einleitung von Gegenmaßnahmen und
nicht auf die Erkennung von Angriffen. Die eigentliche Erkennung der vorgestell-
ten Ansätze ist meist sehr grobgranular. Die Koordination von Erkennungssystemen
hängt nur bei Pushback nicht von einem zentralen Knoten ab.
Die Idee, die Zombie-Systeme, welche einen DDoS-Angriff ausführen, zu identifi-
zieren, um möglichst nahe bei diesen Gegenmaßnahmen einleiten zu können, steht
hinter den Traceback-Techniken. Diese führen jedoch meist keine eigene Erkennung
durch, sondern fokussieren nur die an eine Erkennung anschließende Kooperation,
welche zum Ziel hat, die für den Angriff verwendeten Dateneinheiten zu den ur-
sprünglichen Sendern zurück zu verfolgen. ITRACE [15] ermöglicht einem Empfän-
ger das Erlernen der Lokation eines Zombies durch das zusätzliche Generieren und
Versenden von ICMP-ITRACE-Dateneinheiten. Dies erzeugt jedoch durchgängig
einen vergleichsweise hohen zusätzlichen Nachrichtenaufwand, auch wenn keine An-
griffe stattfinden. Burch [23] hingegen schlägt vor, sämtliche Upstream-Links kurz-
zeitig zu fluten, um im Fall gespoofter Angriffsdateneinheiten über eine Veränderung
der Angriffsrate herauszufinden, auf welchem Link der Angriffsverkehr empfangen
wurde. Dies ist jedoch mit hohem Aufwand verbunden und stört u. U. auch legitimen
Verkehr. Über Domänengrenzen hinweg ist diese Lösung aufgrund des kurzzeitigen
Überflutens von Links nicht anwendbar. In den Lösungen von Snoeren [187] und Ba-
ba et al. [9] müssen Zwischensysteme Zustand über weitergeleiteten Verkehr halten.
Statt vollständiger Informationen [9] werden beim Hash-based IP Traceback [187]
nur Hashwerte der beobachteten Dateneinheiten gespeichert. Im Anschluss an die
Erkennung eines Angriffs kann das Opfer alle Upstream-Zwischensysteme nach den
Angriffsdateneinheiten befragen und somit deren Pfade rekonstruieren. Dies erzeugt
jedoch einen hohen zusätzlichen Aufwand in den Zwischensystemen. Außerdem muss
eine Abfrage sehr zeitnah erfolgen, da die Daten nur eine begrenzte Zeit vorgehal-
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ten werden. Beim probabilistischen Markieren von Dateneinheiten [75, 174] werden
Informationen über das weiterleitende Zwischensystem in die Dateneinheiten ein-
gefügt. Dies ermöglicht es dem Opfer, den Pfad der Angriffsdateneinheiten zu re-
konstruieren. Problematisch hierbei ist jedoch, dass bestehende, für andere Daten
bestimmte Felder des IP-Kopfes zur Speicherung der Information genutzt werden
und dass der Aufwand der Rekonstruktion beim Opfer liegt, welches bereits durch
den Angriff überlastet ist. Traceback-Techniken haben sich bis heute vor allem wegen
ihres hohen Aufwands und dem benötigten Vertrauen in andere Systeme Domänen-
übergreifend nicht durchgesetzt.
CITRA [178] ist ein Rahmenwerk, welches vorrangig zur Rückverfolgung von An-
griffen und zur globalen Koordination von Gegenmaßnahmen im Anschluss an die
Erkennung eines Angriffs verwendet werden kann. Die Erkennung von Angriffen kann
dabei Anomalie- oder Signatur-basiert erfolgen. Kann ein Angriff basierend auf loka-
len Beobachtungen erkannt werden, werden die Informationen über diesen Angriff an
alle benachbarten Erkennungssysteme sowie an den zentralen Discovery Coordina-
tor gesendet. Die Nachbarn können auf den Empfang einer solchen Benachrichtigung
durch die Einleitung von Gegenmaßnahmen reagieren und teilen dies ebenfalls dem
Discovery Coordinator mit. Eine lokale Validierung empfangener Informationen er-
folgt nicht, es werden also feste Vertrauensbeziehungen vorausgesetzt. Der Discovery
Coordinator ist dafür zuständig, sämtliche Gegenmaßnahmen zu koordinieren und
weitere Systeme zu informieren, um eine möglichst effektive Bekämpfung sowie die
Rückverfolgung des Angriffs zu erreichen. Die Kooperation bezieht sich folglich in
dieser Lösung auf die Ergreifung von Gegenmaßnahmen und nicht auf die eigent-
liche Angriffserkennung. Bei Ausfall des zentralen Discovery Coordinators ist eine
Kooperation nicht mehr möglich.
Ein Ansatz zur Verteilung von Informationen zwischen vertrauten Systemen wird
durch Indra [91] realisiert. Um an der Kooperation teilzunehmen, schließen sich
Indra-Erkennungssysteme einem Peer-to-Peer-Netz an, welches zur Verteilung von
Informationen über erkannte Angriffe genutzt wird. Dabei werden feste Vertrauens-
verhältnisse zwischen den Teilnehmern vorausgesetzt. Dies ist zwischen Teilnehmern
unterschiedlicher Domänen meist nicht gegeben und muss daher vor einer mögli-
chen Kooperation erst etabliert werden. Ein Plugin-System ermöglicht die Integra-
tion verschiedener Erkennungsmethoden, welche in Java implementiert sein müssen
und dann innerhalb einer Indra-Instanz ausgeführt werden können. Derzeit liegt der
Fokus der Erkennung vorrangig auf Signatur-basierten Methoden. Das notwendige
Vorhandensein einer Java VM (engl. Virtual Machine) ist vor allem auf Zwischensy-
stemen meist nicht gegeben, so dass dieser Ansatz vorrangig am Netzrand verwendet
wird. Nicht beschrieben wird in dieser Arbeit, wie die Verteilung der Informationen
erfolgt und wie auf den Empfang von Informationen reagiert wird. Eine Analyse der
Anwendbarkeit dieser Lösung sowie der Angreifbarkeit ist daher nicht möglich.
Zhou et al. [225] stellen in ihrer Arbeit das dezentrale Rahmenwerk zur Erkennung
verteilter, großflächiger Angriffe vor. Dieses Rahmenwerk ermöglicht die Verteilung
und Korrelation von Informationen über erkannte Angriffe. Der vorgestellte An-
satz soll Domänen-übergreifend anwendbar sein und unterstützt zudem explizit die
Kooperation heterogener Erkennungssysteme. Jedes Erkennungssystem schließt sich
dabei einem Overlay-Netz an, welches mit Hilfe einer Distributed Hash Table (DHT)
Informationen über erkannte Angriffe mit anderen Erkennungssystemen teilt. Dazu
5.3. Dezentrale Kooperation verteilter Erkennungssysteme 159
speichert jedes Erkennungssystem periodisch den Hashwert einer beschreibenden
Eigenschaft des Angriffs, z. B. die IP-Adressen erkannter Zombie-Systeme, in der
DHT. Diese dienen der Korrelation von Angriffen, welche durch verschiedene Erken-
nungssysteme detektiert wurden. Speichern mehrere Erkennungssysteme dieselbe IP-
Adresse, wird ein Zähler inkrementiert. Ein hoher Wert des Zählers einer IP-Adresse
dient der Bestätigung, dass der erkannte Angriff verteilt stattfindet. Die Koopera-
tion beschränkt sich in dieser Lösung also nur auf die Korrelation lokal erkannter
Angriffe. Eine Beseitigung von False negative-Fehlern anderer, an der Kooperation
teilnehmender Erkennungssysteme ist nicht möglich.
Bei AAFID [191] erfolgt die Angriffserkennung durch Agenten, welche sich einfach im
Netz bewegen können und sich mit Hilfe genetischer Algorithmen weiterentwickeln.
Der Austausch von Informationen mehrerer Agenten erfolgt über Transceiver, welche
Informationen über ein zu schützendes Endsystem sammeln, auswerten und darauf
reagieren, indem sie den Agenten bei Bedarf neue Befehle geben. Die Transceiver
wiederum geben ihre Informationen an die Monitore weiter, welche die Verarbei-
tung der Informationen für das zu schützende Netz übernehmen. Ein Monitor kann
sich außerdem mit weiteren Monitoren austauschen und diesen Befehle übermitteln.
Insgesamt entsteht so eine Baumstruktur mit einem einzigen Wurzelknoten, wel-
che die Kommunikations- und Befehlsbeziehungen widerspiegelt. Auch in dieser sehr
flexiblen Lösung zur Überwachung einzelner Systeme werden folglich starke Vertrau-
ensbeziehungen vorausgesetzt. Der netzweite Einsatz dieser Lösung ist aufgrund der
notwendigen Überwachung aller Endsysteme nicht möglich.
Frincke et al. [61] stellen ein Erkennungssystem vor, welches in ein bereits existieren-
des System zur verteilten Erkennung (HUMMER [60]) das Agenten-basierte System
MAGPIE integriert. MAGPIE stellt drei verschiedene Arten von Agenten zur Ver-
fügung, welche selbständig einen Angriffsverdacht verfolgen, Daten sammeln und
Gegenmaßnahmen ergreifen können. Informationen über erkannte Angriffe werden
an HUMMER kommuniziert. Dieses System zur verteilten Erkennung ermöglicht den
Austausch von lokal ermittelten Daten zwischen administrativen Domänen. Dabei
wird explizit bedacht, dass nicht notwendigerweise eine Vertrauensbeziehung zwi-
schen den kooperierenden Domänen besteht. Als Lösung für dieses Problem wird
ein Trust Factor eingeführt, welcher angibt, wie stark das Vertrauen in das sen-
dende System ist. Zusätzlich kann durch lokale Richtlinien geregelt werden, welche
Informationen verteilt werden. Wie der Trust Factor ermittelt wird und wie er tat-
sächlich in die Entscheidung über die Weiterverarbeitung der empfangenen Daten
einfließt, wird nicht beschrieben. Eine lokale Validierung der empfangenen Daten
scheint jedoch nicht angedacht. Auch auf die Realisierung der Kooperation, d. h. das
Auffinden von Kooperationspartnern und die verwendete Kommunikationsmethode
wird nicht eingegangen.
Eine kooperative Anomalie-basierte Erkennung von DDoS-Angriffen auf Basis einer
dreistufigen Architektur stellt die Arbeit von Chen et al. [30] zur Verfügung. Die ein-
zelnen, an der Erkennung teilnehmenden Zwischensysteme nutzen die Change-Point
Detection-Methode zur Erkennung von Anomalien. Erkennt ein Zwischensystem ei-
ne Anomalie, teilt es diese dem CAT-Server der administrativen Domäne mit, wel-
cher aus den eingehenden Informationen aller Zwischensysteme der Domäne einen
Change Aggregation Tree (CAT) erstellt. Zur Erstellung des Baums werden aus den
Informationen, welche von verschiedenen Zwischensystemen empfangen wurden, die
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zeitlichen und räumlichen Abhängigkeiten extrahiert, so dass die Richtung des An-
griffs – und damit das angegriffene Ziel-IP-Präfix – ermittelt werden kann. Der für
die eigene Domäne ermittelte Baum wird anschließend in Richtung des Opfer-Netzes
kommuniziert. Dieses ist mit Hilfe der aus unterschiedlichen Domänen empfangenen
Informationen in der Lage, einen globalen Angriffsbaum zu erstellen. Die Kommuni-
kation zwischen den Domänen erfolgt über ein Overlay-Netz, an dem alle CAT-Server
der Domänen teilnehmen. Die beim Eintritt in das Overlay ausgehandelten Trust Le-
vel spiegeln dabei das Vertrauen wider, welches zwischen den Teilnehmern besteht,
und wirken sich auf den Informationsgehalt der gesendeten Daten aus. Besteht volles
Vertrauen zu den anderen Teilnehmern, werden die Eigenschaften des erkannten An-
griffs übermittelt, bei Basisvertrauen werden nur ausgewählte Statistiken gesendet
und wenn kein Vertrauen besteht, kann auch keine Kooperation erfolgen.
Die Kooperation des bereits in Abschnitt 2.4.1 vorgestellten Erkennungssystems Cos-
sack [149] basiert nicht auf festen Vertrauensbeziehungen, sondern nimmt voneinan-
der unabhängig agierende Instanzen an, welche empfangene Informationen zuerst
validieren. Der Ansatz berücksichtigt allerdings nicht, dass es aufgrund der lokalen
Validierung, welche durch die Benachrichtigung über einen Angriff ausgelöst wird,
eventuell zu einer Überlastsituation kommen kann oder dass die Kenntnis dieses Me-
chanismus von Angreifern eventuell ausgenutzt werden kann. Außerdem wird nicht
darauf eingegangen, wie die geforderte feingranulare Validierung empfangener In-
formationen erfolgen soll. Zudem verursacht die Kooperation mittels Multicast auf-
grund der geforderten Teilnahme aller Autonomen Systeme am Netzrand einen sehr
hohen Kommunikationsaufwand.
Zusammenfassung
Mit DIADEM [127], TOPAS [18] oder der auf Principal Component Analysis ba-
sierenden Erkennung [108] wurden bereits in Abschnitt 2.4 einige Sensor/Manager-
Ansätze beschrieben. Problematisch an derartigen Lösungen ist zum einen, dass diese
meist auf einer zentralen Kontrollinstanz beruhen. Zum anderen werden häufig ver-
gleichsweise große Datenmengen zwischen den beteiligten Entitäten erzeugt werden,
welche der Manager nicht nur verarbeiten können muss, sondern die auch das Netz
nicht übermäßig beanspruchen dürfen. Einige wenige der vorgestellten Arbeiten,
z. B. AAFID [191] oder FIDRAN [82], lösen dieses Problem durch eine Verteilung
der Manager-Aufgaben auf mehrere Systeme. Derartige Lösungen können jedoch nur
innerhalb einer administrativen Domäne eingesetzt werden, da die ausgetauschten
Informationen nur zwischen sich gegenseitig vertrauenden Systemen kommuniziert
werden dürfen, um die Geheimhaltung interner Informationen wie Verkehrsmuster,
Bandbreiten oder Netzwerk-Strukturen sowie die Einhaltung datenschutzrechtlicher
Bestimmungen sicherzustellen. Eine Domänen-übergreifende Kooperation ist nur auf
Basis von Verträgen zwischen kooperierenden Betreibern möglich.
Die vorgestellten Ansätze, welche Domänen-übergreifend agieren – beispielsweise
Pushback [90] oder die Arbeiten von Katti et al. [98] und von Frincke et al. [61] –
kooperieren, indem im Netz verteilte Erkennungssysteme Informationen über die
Ergebnisse der lokalen Erkennung austauschen. Dabei basieren die meisten dieser
Ansätze auf dem reinen Versenden der Informationen. Empfangende Erkennungssys-
teme übernehmen die Informationen ungeprüft, z. B. um mit Hilfe von Rate Limitern
oder Filtern Gegenmaßnahmen einzuleiten. Eine vorherige lokale Validierung wird
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nicht durchgeführt. Der Vorteil dieser Lösungen im Vergleich zur verteilten Erken-
nung der Sensor/Manager-Ansätze liegt darin, dass die ausgetauschte Datenmenge
deutlich geringer ist, da nur die Ergebnisse der Erkennung und nicht die Daten,
auf denen die Erkennung ausgeführt wird, ausgetauscht werden. Feste Vertrauens-
beziehungen zwischen den kooperierenden Erkennungssystemen, z. B. auf Basis von
Verträgen, werden aber auch in diesen Lösungen vorausgesetzt, da der Empfang von
Informationen direkt eine aktive Beeinflussung des Verkehrs – z. B. das Verwerfen
von Dateneinheiten durch Paketfilter oder Rate Limiter – auslöst. Ziel der vorlie-
genden Arbeit ist jedoch, eine Kooperation von unabhängigen, im Netz verteilten
Erkennungssystemen zu etablieren, welche auch im Netzinneren einsetzbar ist und
keine festen Vertrauensbeziehungen zwischen den Kooperationspartnern voraussetzt.
Nicht vernachlässigt werden darf beim Entwurf einer solchen Lösung die Analyse der
Angreifbarkeit der Kooperation, z. B. durch das Versenden gefälschter Informatio-
nen, welche in den vorgestellten Arbeiten nur selten durchgeführt wurde.
Vor allem Cossack [149] widmet sich ähnlichen Problemstellungen wie die vorliegen-
de Arbeit. Die von Cossack genutzten Lösungen sollten allerdings gerade in Bezug
auf die Flexibilität und Angreifbarkeit der Kooperation, der Kommunikationsmuster
und einer erweiterbaren, flexiblen Identifikation überdacht und verbessert werden.
Des Weiteren muss dabei berücksichtigt werden, dass die zu entwickelnden Mecha-
nismen auch im Netzinneren anwendbar sein sollen, um eine frühe Erkennung zu
ermöglichen.
5.3.2 Dezentrale Kooperation
Die im Folgenden vorgestellte dezentrale Kooperation verteilter Erkennungssysteme
[71, 176] kombiniert die Ergebnisse lokaler Beobachtungen und Erkennungen mit In-
formationen anderer im Netz verteilter Erkennungssysteme zu einer globalen, selbst-
organisierenden Angriffserkennung. Die teilnehmenden Systeme agieren dabei unab-
hängig voneinander. Ziel der Kooperation ist die Reduzierung der False negative-
Fehler in globaler Hinsicht, welche vorrangig im Netzinneren aufgrund der meist
grobgranularen Erkennung sowie der ungünstigeren Aggregation von Angriffsverkehr
auftreten. Feste Vertrauensverhältnisse werden in diesem Ansatz nicht benötigt, da
einerseits nur Informationen über erkannte Angriffe ausgetauscht werden statt über
den beobachteten Verkehr; andererseits entscheidet jedes Erkennungssystem auto-
nom, wie auf empfangene Informationen reagiert wird. Dabei werden empfangene
Informationen nie ungeprüft in die Menge der lokal erkannten Angriffe übernommen.
Vielmehr beruht die Kooperation darauf, dass nur diejenigen empfangenen Informa-
tionen über laufende Angriffe vom Erkennungssystem berücksichtigt werden, welche
nach dem Empfang basierend auf lokalen Beobachtungen validiert werden konnten.
Die Validierung – und damit die Beseitigung eines False negative-Fehlers – kann
dabei vor allem bei Nutzung einer Erkennung mit schrittweiser Verfeinerung res-
sourcenschonend erfolgen, indem direkt eine feingranulare Erkennungsmethode zum
Nachweis der empfangenen Informationen ausgeführt wird. Aufgrund der Tatsache,
dass nur lokal validierte Angriffe vom Erkennungssystem berücksichtigt werden, kann
die Reduzierung der False negative-Fehler in globaler Hinsicht nicht garantiert wer-
den. Entscheidet sich ein Erkennungssystem gegen die Validierung einer Angriffsbe-
schreibung – obwohl der beschriebene Angriff lokal vorliegt und nicht selbständig
durch die lokale Erkennung detektiert wurde – wird dieser False negative-Fehler














Abbildung 5.13 Architektur eines kooperativen unabhängigen Erkennungs-
systems
auch durch die Kooperation nicht verhindert. Ein Vorteil dieser Kooperation, wel-
che nur lokal validierte Angriffsbeschreibungen berücksichtigt, liegt darin, dass sich
False positive-Fehler eines sendenden Erkennungssystems nicht im Netz ausbreiten
können. Eine falsch-positive Angriffsbeschreibung kann bei der lokalen Validierung
nicht nachgewiesen werden und wird daher auch nicht in die Menge der erkannten
Angriffe aufgenommen. Zudem reduziert die lokale Validierung die Angreifbarkeit
der Kooperation – z. B. durch gefälschte Informationen – da durch die Validierung
Vertrauen in die Informationen erst lokal erzeugt wird.
Abbildung 5.13 zeigt den Aufbau eines Erkennungssystems, welches an der beschrie-
benen dezentralen Kooperation teilnimmt. Der Tatsache, dass für die Validierung
empfangener Informationen nur begrenzt Ressourcen zur Verfügung stehen, wird
durch Anwendung einer Metrik-basierten Entscheidungsfunktion Rechnung getra-
gen. Diese trifft auf Basis einer empfangenen Angriffsbeschreibung sowie wichtiger
lokaler Faktoren, wie z. B. der Auslastung und der verfügbaren Ressourcen, eine Ent-
scheidung, wie auf den Empfang der Angriffsbeschreibung reagiert werden soll – d. h.
ob eine Validierung durchgeführt oder die Benachrichtigung ignoriert wird. Dieses
Vorgehen stellt auch sicher, dass ein Erkennungssystem nicht einfach mit der Va-
lidierung gefälschter oder fehlerhafter Benachrichtigungen überlastet werden kann
und sorgt damit für Robustheit gegen Angriffe.
Die Skalierbarkeit der Kooperation in Bezug auf den erzeugten Kommunikationsauf-
wand wird dadurch erreicht, dass eine Kommunikation nur mit benachbarten Erken-
nungssystemen erfolgt. Bestimmt werden die Nachbarn bei Bedarf mit Hilfe eines
Nachbarfindungsverfahrens. Die Definition des Begriffs Nachbar wird dabei durch
das konkret verwendete Nachbarfindungsverfahren festgelegt. Nutzbar sind hierfür
beispielsweise pfadgebundene, ringbasierte oder Overlay-Verfahren. Mit Hilfe der be-
reits vorgestellten Identifikation von Angriffen ist außerdem eine Kooperation zwi-
schen heterogenen Erkennungssystemen möglich. Diese basiert auf dem Austausch
von Angriffsbeschreibungen, welche das Ergebnis der lokalen Anomalie-Erkennung
und Identifikation von Angriffen darstellt (s. Abbildung 5.1). Die Interpretation einer
empfangenen Angriffsbeschreibung – d. h. die Umsetzung des Angriffs auf verfügbare
Erkennungsmethoden und Anomalien – erfolgt jeweils lokal mit Hilfe der vorhande-
nen Spezifizierung von Erkennungsmethoden und Regelsätzen.
































Abbildung 5.14 Ablauf der Kooperation zwischen unabhängigen Erkennungs-
systemen
Auf die Grundidee und den Entwurf der lokalen Validierung empfangener Informa-
tionen wird in Abschnitt 5.3.2.1 eingegangen. Die Metrik-basierte Entscheidungs-
funktion, welche nach dem Empfang von Informationen anderer Erkennungssysteme
ausgeführt wird, wird in Abschnitt 5.3.2.2 ausführlich beschrieben. Dabei wird vor
allem auf diejenigen Parameter eingegangen, welche in eine solche Funktion einflie-
ßen können. Außerdem wird der gesamte Prozess der Entscheidungsfindung erläutert
bevor in Abschnitt 5.3.2.3 verschiedene Verfahren zur Nachbarfindung sowie deren
Eigenschaften und Unterschiede in Bezug auf die dezentrale Kooperation dargestellt
werden. Abschließend erfolgt in Abschnitt 5.3.2.4 eine Analyse der Angreifbarkeit
der entwickelten dezentralen Kooperation.
5.3.2.1 Prinzip der lokalen Validierung
Aufgrund der Tatsache, dass das Internet sich aus einer Vielzahl von administrativen
Domänen – den Autonomen Systemen – zusammensetzt, kann nicht notwendiger-
weise von Vertrauen zwischen den verschiedenen Domänen ausgegangen werden.
Auf Vertrauen basierende Ansätze können daher nur innerhalb einer Domäne an-
gewendet werden bzw. müssen sich im Domänen-übergreifenden Fall auf Verträge
gründen. Die in dieser Arbeit entwickelte Kooperation verteilter Erkennungssysteme
nutzt daher eine lokale Validierung ausgetauschter Informationen, um eine netzwei-
te – und damit auch Domänen-übergreifende – Kooperation zu realisieren, welche
kein Vertrauen zwischen den kommunizierenden Systemen voraussetzt. Die Erken-
nungssysteme verhalten sich dabei kooperativ, um in globaler Hinsicht eine effek-
tivere Erkennung zu erzielen. Dennoch agiert jedes Erkennungssystem unabhängig
von den anderen Kooperationspartnern und trifft autonome Entscheidungen. Diese
Eigenschaften ermöglichen eine einfache Einführung der Domänen-übergreifenden
Kooperation in bestehende Netze, da beispielsweise keine neuen Verträge zwischen
den teilnehmenden Betreibern geschlossen werden müssen. Außerdem kann die Ko-
operation schrittweise eingeführt werden – eine Teilnahme aller Betreiber ist für eine
erfolgreiche Kooperation nicht notwendig.
Abbildung 5.14 zeigt den gesamten Ablauf der dezentralen Kooperation am Beispiel
von zwei kooperierenden Erkennungssystemen. Im Anschluss an die erfolgreiche, lo-
kale Erkennung und Identifikation eines Angriffs durch Erkennungssystem 1 wird eine
Angriffsbeschreibung erstellt. Die vorherige Identifikation des Angriffs, z. B. mit Hilfe
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des in Abschnitt 5.2.5 entwickelten Mechanismus, ist notwendig, um die Kooperation
nicht auf jeweils gleiche, homogene Erkennungssysteme – d. h. Erkennungssysteme,
welche dieselben Erkennungsmethoden verwenden – zu beschränken, sondern auch
heterogene Erkennungssysteme zu unterstützen. Die Angriffsbeschreibung kann da-
bei in einem Format erfolgen, das speziell auf die während der Konkretisierung des
verallgemeinerten Modells erstellte Angriffshierarchie abgestimmt ist. Ein Beispiel
für ein solches Format wurde bereits in Listing 5.5 dargestellt. Um eine Kooperation
mit gänzlich anderen Systemen zu ermöglichen, kann aber auch ein standardisiertes
Beschreibungsformat für Angriffe, wie z. B. das Intrusion Detection Message Ex-
change Format (IDMEF) [44], verwendet werden, welches deutlich umfangreicher
und komplexer, aber auch flexibler ist. Unabhängig vom verwendeten Format muss
die erstellte Angriffsbeschreibung das Ergebnis der lokalen Anomalie-basierten An-
griffserkennung widerspiegeln und die ermittelten Informationen über den laufenden
Angriff enthalten. Dabei sollten mindestens die folgenden Informationen enthalten
sein:
• Ein Zeitstempel, um das Alter der Informationen ermitteln zu können.
• Die Identität des Erkennungssystems, welches den Angriff erkannt und identi-
fiziert hat, beispielsweise in Form einer IP-Adresse.
• Eine global gültige ID des identifizierten Angriffs. Diese muss Domänen-über-
greifend Gültigkeit besitzen, damit eine Kommunikation zwischen unterschied-
lichen Erkennungssystemen möglich ist. Die benötigten IDs können beispiels-
weise durch unabhängige Organisationen wie die IETF oder IANA standardi-
siert werden.
• Eine Liste von IP-Adressen der Opfer-Systeme.
• Weitere, vom Angriffstyp abhängige Informationen über die Eigenschaften des
Angriffs.
Im Anschluss an die Identifikation eines Angriffs und die Erstellung der Angriffs-
beschreibung wird diese an alle benachbarten Erkennungssysteme übermittelt. Die
Nachbarn werden dabei durch das verwendete Nachbarfindungsverfahren bestimmt.
Zusätzlich muss dieses auch die Kommunikationsmuster sowie die Eigenschaften der
Kommunikation definieren.
Das Erkennungssystem, welches Informationen über einen laufenden Angriff emp-
fängt, darf diese Informationen aufgrund von fehlendem Vertrauen und der Un-
abhängigkeit der einzelnen Systeme nicht ohne Überprüfung als eigenes Wissen
übernehmen – die Informationen müssen zuerst mit Hilfe lokaler Beobachtungen
validiert werden. Hierzu ist zuerst eine Umsetzung des empfangenen Angriffs auf
lokal verfügbare Anomalie-Erkennungsmethoden notwendig. Wird ein Erkennungs-
system mit Verfeinerung genutzt, erfolgt die Validierung über die Ausführung fein-
granularer Erkennungsmethoden, welche das Vorliegen der mit dem übermittelten
Angriff verknüpften Anomalien nachweisen können. Dies ermöglicht die Erkennung
eines Angriffs, welcher durch die grobgranularen Erkennungsmethoden der Basis-
stufe nicht erkannt wurde, und beseitigt dadurch einen False negative-Fehler. Dar-
über hinaus können u. U. Ressourcen eingespart werden, indem nur die Erkennungs-
methode mit der feinsten Granularität ausgeführt wird – im Vergleich zur selb-
ständigen lokalen Erkennung werden folglich möglichst wenige Erkennungsmetho-
den zur gezielten Validierung ausgeführt und es wird nicht der gesamte Prozess
der schrittweisen Verfeinerung durchlaufen. Konkret bedeutet dies, beispielsweise
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bei Anwendung der als Grundlage dieser Arbeit dienenden hierarchischen Erken-
nung mittels Verfeinerung (s. Abschnitt 2.4.1.1), dass bei Empfang einer Angriffs-
beschreibung die höchstmögliche Stufe zur Validierung ausgeführt wird. Wird bei-
spielsweise die Beschreibung eines TCP SYN-DDoS-Angriffs empfangen, kann die
Erkennungsmethode zur Erkennung von Protokollanomalien im Verhalten der SYN-
und SYN/ACK-Dateneinheiten – welche die dritte Stufe der Verfeinerung darstellt
(s. Abbildung 2.6) – mit den empfangenen Informationen über das anormale Aggre-
gat sowie das anormale Ziel-IP-Präfix parametrisiert und ausgeführt werden. Kann
die Protokollanomalie durch Beobachtung des lokalen Verkehrs nachgewiesen wer-
den, wird der Angriff in die Menge der erkannten Angriffe übernommen. Durch di-
rekte Ausführung der höchstmöglichen Verfeinerungsstufe wurde in diesem Beispiel
die Ausführung der Erkennungsmethode der zweiten Stufe eingespart.
Wird statt des in Abschnitt 2.4.1.1 beschriebenen statisch konfigurierten Systems ein
Erkennungssystem mit autonomer, adaptiver Ablaufsteuerung und iterativer Iden-
tifikation der Angriffe verwendet, kann die empfangene Angriffsbeschreibung mit
Hilfe der lokal zur Verfügung stehenden Regelsätze der Identifikation interpretiert
werden. Zur Validierung der empfangenen Informationen werden zuerst die Erken-
nungsmethoden bestimmt, welche die Ausgabedaten liefern, die zur Erfüllung der
Regelsätze des empfangenen Angriffs benötigt werden. Anschließend werden die in
dieser Menge enthaltenen Konditionalmethoden zur Validierung des Angriffs aus-
geführt. Dabei werden die Ausgabedaten der Initialmethoden – welche auf Basis
der lokalen Beobachtungen keine Anomalie erkannt haben – mit den empfangenen
Informationen belegt. Die Einsparung von Ressourcen im Vergleich zur selbstän-
digen lokalen Erkennung erfolgt hier dadurch, dass nicht alle lauffähigen Kondi-
tionalmethoden im iterativen Erkennungsvorgang ausgeführt werden, sondern nur
die für die Validierung der empfangenen Informationen relevanten Konditionalme-
thoden. Im Fall eines gemeldeten TCP SYN-DDoS-Angriff würden beispielsweise
nur die Konditionalmethoden zur Erkennung von Verteilungsanomalien in den IP-
Präfixen sowie zur Erkennung von Protokollanomalien im Verhältnis von TCP SYN-
zu TCP SYN/ACK-Dateneinheiten ausgeführt. Weitere Konditionalmethoden zur
Erkennung anderer Protokollanomalien würden nicht ausgeführt, da sie für die Va-
lidierung keinen Mehrwert besitzen.
Enthalten die allgemeinen Vorbedingungen der verfügbaren Erkennungsmethoden
zusätzlich Informationen zur Granularität der Methoden, kann auch im autonomen,
adaptiven Fall bei der Validierung nur diejenige Methode mit der feinsten Granula-
rität berücksichtigt werden. Die benötigten Ausgabedaten anderer Konditionalme-
thoden werden in diesem Fall aus den empfangenen Informationen gewonnen. Dies
reduziert die zur Validierung benötigten Ressourcen sowie die Anzahl der Iterations-
schritte zusätzlich, führt aber zu einer höheren Komplexität der Ablaufsteuerung,
welche die zur Validierung notwendigen Erkennungsmethoden ermitteln und die Aus-
gabedaten mit den passenden Werten belegen muss.
5.3.2.2 Metrik-basierte Entscheidungsfindung
Damit die für die Angriffserkennung zur Verfügung stehenden Ressourcen durch
die Validierung empfangener Informationen nicht überlastet werden, durchläuft jede
empfangene Angriffsbeschreibung beim Empfänger eine Metrik-basierte Entschei-
dungsfunktion. Diese entscheidet anhand verschiedener Parameter, z. B. anhand der
166 5. Mechanismen einer dezentralen Angriffserkennung
empfangenen Informationen oder des aktuellen Zustands des Erkennungssystems,
ob eine Validierung der Informationen durchgeführt oder die empfangene Angriffs-
beschreibung ignoriert wird. Würde für alle empfangenen Angriffsbeschreibungen
eine Validierung auf Basis lokaler Beobachtungen durchgeführt werden, wären An-
greifer in der Lage, das Erkennungssystem selbst zu überlasten, indem eine Viel-
zahl gefälschter oder fehlerhafter Angriffsbeschreibungen an das Erkennungssystem
gesendet werden. Durch die notwendigen Validierungen wären die Ressourcen des
Erkennungssystems schnell aufgebraucht, so dass möglicherweise nicht nur die Teil-
nahme an der Kooperation, sondern auch die lokale Angriffserkennung nicht mehr
möglich wäre. Die selektive Validierung von Angriffsbeschreibungen sorgt folglich
für Robustheit gegenüber den im Angreifermodell definierten Angriffen zweiter Ord-
nung, d. h. Angriffen auf die Erkennung und Kooperation selbst.
Abbildung 5.15 skizziert den Ablauf der Verarbeitung einer empfangenen Angriffsbe-
schreibung, in welchen die Anwendung der Metrik-basierten Entscheidungsfunktion
eingebettet ist. Nach Empfang einer Angriffsbeschreibung von einem benachbarten
Erkennungssystem wird zuerst geprüft, ob der beschriebene Angriff mit einem be-
reits auf Basis lokaler Beobachtungen selbständig erkannten Angriff übereinstimmt.
Falls dies nicht der Fall ist, wird überprüft, ob es sich um ein Duplikat handelt,
d. h. ob der beschriebene Angriff mit einer früher erhaltenen Angriffsbeschreibung
übereinstimmt. Handelt es sich um ein Duplikat, wird geprüft, ob dieser Angriff
bereits validiert wurde. Ist dies der Fall, wird die empfangene Angriffsbeschreibung
verworfen, da sämtliche Informationen bereits bekannt sind und die benachbarten
Erkennungssysteme früher – d. h. im Anschluss an die erfolgreiche Erkennung bzw.
Validierung – über den Angriff informiert wurden. Wurde noch keine Validierung
durchgeführt, wird erneut darüber entschieden, ob eine Validierung durchgeführt
werden soll. Dieses Vorgehen ist dadurch bedingt, dass sich durch den Empfang der
neuen Angriffsbeschreibung die in die Metrik-basierte Entscheidungsfunktion einflie-
ßenden Werte für den beschriebenen Angriff ändern – die Entscheidung auf Basis














































Abbildung 5.15 Ablaufdiagramm der Entscheidungsfindung
Ist die empfangene Angriffsbeschreibung kein Duplikat, wird direkt nach dem Emp-
fang die Metrik-basierte Entscheidungsfunktion ausgeführt. Abhängig vom Ergebnis
der Entscheidung wird eine Validierung auf Basis lokaler Beobachtungen eingeleitet
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und im Fall einer erfolgreichen Validierung eine eigene Angriffsbeschreibung zum
Versand an benachbarte Erkennungssysteme erstellt. Im Fall einer fehlgeschlagenen
Validierung wird die Angriffsbeschreibung verworfen und nicht an benachbarte Sy-
steme weitergeleitet. Dieses Vorgehen verhindert, dass sich diese Informationen im
Fall eines False positive-Fehlers des sendenden Erkennungssystems weiter im Netz
ausbreitet. Abhängig vom konkret verwendeten Nachbarfindungsverfahren kann an
dieser Stelle jedoch auch ein alternativer Ablauf sinnvoll sein. Erfolgt die Koope-
ration pfadgebunden in Richtung des Opfer-Systems eines DDoS-Angriffs, kann die
Validierung beim nächsten Erkennungssystem beispielsweise aufgrund der Reduzie-
rung des Angriffsverkehrs durch bereits installierte Paketfilter anderer Erkennungs-
systeme scheitern. Aus der lokal gescheiterten Validierung kann in diesem Fall nicht
notwendigerweise ein Rückschluss auf das Vorliegen des Angriffs an weiter entfern-
ten Instanzen gezogen werden, da in den dazwischen liegenden Zwischensystemen
weiterer Angriffsverkehr hinzukommen könnte. Daher ist die Weiterleitung der An-
griffsbeschreibung trotz gescheiterter Validierung bei pfadgebundener Nachbarfin-
dung sinnvoll – eine globale Verbreitung eines False positive-Fehlers wird bereits
dadurch verhindert, dass die Kommunikation gezielt auf wenigen Pfaden in vorge-
gebene Richtungen erfolgt. Die Angriffsbeschreibung sollte in diesem Fall jedoch um
die Zusatzinformation ergänzt werden, dass der Angriff nicht nachweisbar war, so
dass dieses Wissen in die Metrik-basierte Entscheidungsfunktion des nächsten Emp-
fängers einfließen kann.
Fällt die Entscheidung, dass keine Validierung durchgeführt wird, ermöglicht die
Weiterleitung der empfangenen Angriffsbeschreibung weiteren Erkennungssystemen,
welche u. U. weniger ausgelastet sind oder der Angriffsbeschreibung eine höhere Be-
deutung beimessen, eine Validierung der Informationen – und damit eventuell die
Beseitigung eines False negative-Fehlers. Im Anschluss an die Weiterleitung einer An-
griffsbeschreibung werden die empfangenen Informationen über den Angriff außer-
dem für eine gewisse Zeit gespeichert, um die Erkennung von Duplikaten zu ermög-
lichen. Erfolgt innerhalb eines vorgegebenen Zeitraums keine Aktualisierung dieser
Informationen durch ein empfangenes Duplikat, wird der Eintrag gelöscht – es wird
ein Soft State-Ansatz verwendet, um den benötigten Speicherbedarf zu reduzieren.
Parameter der Entscheidungsfunktion
Die Metrik-basierte Entscheidungsfunktion, welche im Verlauf der Bearbeitung von
empfangenen Angriffsbeschreibungen eingesetzt wird, entscheidet anhand verschie-
dener Parameter über die Durchführbarkeit und Wichtigkeit einer Validierung, d. h.
sie bestimmt
• ob die Validierung der Informationen unter Berücksichtigung der vorhandenen
Ressourcen und der Auslastung des Erkennungssystems derzeit möglich ist und
• ob eine Validierung der Informationen in Bezug auf die Wichtigkeit des be-
schriebenen Angriffs sinnvoll ist.
Formal trifft die Entscheidungsfunktion E für eine empfangene Angriffsbeschreibung
eine Entscheidung über die Durchführung einer Validierung, wobei die Entscheidung
auf dem geschätzten Nutzen N der Validierung des beschriebenen Angriffs basiert:
E(Angriffsbeschreibung) =
{
wahr , wenn N(Angriff) > 0
falsch , wenn N(Angriff) ≤ 0
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Die Nutzenfunktion N : Rn → R berücksichtigt dabei eine Menge von n Parametern,
um den Nutzen der Durchführung einer Validierung in einem quantitativen Wert
auszudrücken. Im Folgenden werden verschiedene Parameter beschrieben, welche
in die Nutzenfunktion – und damit indirekt auch in die Entscheidungsfunktion –
einfließen und zur Bewertung der beiden genannten Aspekte Durchführbarkeit und
Wichtigkeit beitragen können. Die einfließenden Parameter werden dabei immer in
Bezug auf den beschriebenen Angriff ermittelt.
Zur Beurteilung, ob eine Durchführung der Validierung für eine empfangene An-
griffsbeschreibung überhaupt möglich ist, werden die Parameter aktuelle Auslastung
und Granularität der Beschreibung herangezogen:
• Die für die Angriffserkennung verfügbaren Ressourcen beschränken die An-
zahl der Validierungen, die parallel durchgeführt werden können. Die aktuelle
Auslastung des Erkennungssystems muss daher berücksichtigt werden, um ei-
ne Überlastung durch zu viele gleichzeitige Validierungen zu vermeiden. Ist
die Auslastung des Systems zu hoch für eine weitere Validierung, muss dieser
Parameter die Nutzenfunktion unabhängig von allen weiteren Parametern auf
einen Wert setzen können, welcher eine Validierung der empfangenen Angriffs-
beschreibung definitiv zurückweist. Die Auslastung muss daher zwingend in
jede mögliche Nutzenfunktion einfließen.
• Bildet eine hierarchische Erkennung mittels Verfeinerung die Grundlage der
Kooperation, führt eine grobgranulare Angriffsbeschreibung dazu, dass zur
Validierung eines Angriffs mehrere Verfeinerungsschritte durchgeführt werden
müssen. Im Fall einer feingranularen Angriffsbeschreibung werden aufgrund der
geringeren Anzahl an auszuführenden Erkennungsmethoden weniger Ressour-
cen für eine Validierung benötigt. Auch bei Nutzung der autonomen, adapti-
ven Ablaufsteuerung bedeutet eine grobgranulare Beschreibung einen höheren
Aufwand, da die Angriffe, welche in der Angriffshierarchie Kindknoten des be-
schriebenen Angriffs sind, bei der Validierung ebenfalls berücksichtigt werden
müssen.
Die Einschätzung der Wichtigkeit einer empfangenen Angriffsbeschreibung kann auf
den folgenden Parametern beruhen:
• Beschriebener Angriff: Die Wichtigkeit einer Angriffsbeschreibung kann
beispielsweise aufgrund lokaler Präferenzen des Betreibers abhängig vom An-
griffstyp variieren. Zusätzlich kann die Integration der Anomalie-basierten An-
griffserkennung in Defense in Depth-Systeme, wie z. B. FIDRAN [82], dazu
führen, dass die Validierung bestimmter Angriffstypen, welche nur über die
Anomalie-basierte Erkennung detektiert werden können, priorisiert wird.
• Anzahl empfangener Duplikate: Wird ein Angriff von mehreren der im
Netz verteilten Erkennungssysteme erkannt und gemäß der Kooperation an
benachbarte Systeme kommuniziert, kann dies zu Duplikaten führen. Dabei
muss zwischen identischen und echten Duplikaten unterschieden werden. Echte
Duplikate sind Angriffsbeschreibungen unterschiedlicher Systeme, welche den-
selben Angriff beschreiben. Neben der Wichtigkeit des Angriffs aufgrund der
mehrfachen Erkennung steigt mit dem Empfang solch echter Duplikate auch
die Wahrscheinlichkeit, dass der beschriebene Angriff lokal nachgewiesen wer-
den kann, da es sich vermutlich um einen verteilten Angriff handelt. Identische
Duplikate, welche von demselben Sender stammen und denselben Angriff be-
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schreiben, werden von der Kooperation nicht berücksichtigt. Identische Dupli-
kate können dadurch entstehen, dass Angriffsbeschreibungen ohne Validierung
weitergeleitet werden und auf unterschiedlichen Pfaden bei einem Erkennungs-
system ankommen.
• Distanz zum Sender der Angriffsbeschreibung: Die Wichtigkeit einer
Angriffsbeschreibung kann mit zunehmender Entfernung zwischen Sender und
Empfänger abnehmen, beispielsweise wenn die Distanz die Metrik für die Nach-
barschaft der kooperierenden Erkennungssysteme darstellt. Bei hoher Distanz
kann dann vom Vorliegen eines Angriffs beim Sender nicht mehr darauf ge-
schlossen werden, dass der Angriff mit hoher Wahrscheinlichkeit auch bei einem
benachbarten Erkennungssystem vorliegt. Bei einer gerichteten Kommunikati-
on, z. B. in Richtung des Opfer-Systems eines DDoS-Angriffs kann die Distanz
hingegen als Maß für die potentielle Aggregation von Angriffsströmen zwischen
sendendem und empfangendem Erkennungssystem genutzt werden. Die Wich-
tigkeit der Beschreibung steigt folglich mit der Distanz, da die Wahrschein-
lichkeit steigt, dass zusätzliche Angriffsströme zum erkannten Angriffsstrom
hinzukommen.
• Fehlerverlauf: Führt ein Erkennungssystem eine Validierung einer Angriffs-
beschreibung erfolglos durch und leitet die Angriffsbeschreibung dennoch wei-
ter, sollte dies vor dem Weiterleiten in der Beschreibung vermerkt werden.
Diese Information ermöglicht empfangenden Erkennungssystemen das Verwer-
fen der Angriffsbeschreibung, z. B. wenn mehrfach erfolglos validiert wurde.
• Validierungsverlauf: Wird eine Angriffsbeschreibung ohne Validierung an
benachbarte Erkennungssysteme weitergeleitet, sollte dies in der Beschreibung
vermerkt werden. Diese Information kann ein empfangendes Erkennungssys-
tem beispielsweise nutzen, um die Wichtigkeit der Beschreibung zu erhöhen.
Dies stellt sicher, dass die Wahrscheinlichkeit einer Validierung der Angriffs-
beschreibung mit jeder Weiterleitung steigt, so dass nach wenigen Weiterlei-
tungen tatsächlich eine Validierung stattfindet.
• Signifikanz: Die Signifikanz einer Angriffsbeschreibung leitet sich aus der
Lokation des Erkennungssystems ab. Wird im Netzinneren eine Angriffsbe-
schreibung eines Erkennungssystems empfangen, welches am Netzrand einge-
setzt wird, ist die Wahrscheinlichkeit, dass der beschriebene Angriff ebenfalls
nachweisbar ist, aufgrund der höheren Datenrate und geringeren Aggregation
von Angriffsströmen u. U. deutlich geringer. Als Metrik der Signifikanz kann
beispielsweise die lokal anliegende Datenrate verwendet werden.
Die zur Entscheidungsfindung verwendeten Parameter können bezüglich der Art ih-
rer Ermittlung unterschieden werden. Parameter wie die aktuelle Auslastung oder die
Anzahl empfangener Duplikate basieren auf lokal verfügbaren Informationen. Wei-
tere Parameter – beispielsweise die Granularität der Beschreibung – können aus der
empfangenen Angriffsbeschreibung gewonnen werden. Außerdem müssen Parameter,
welche nicht lokal ermittelt werden können, z. B. der Validierungs- oder Fehlerver-
lauf, in der Angriffsbeschreibung enthalten sein. Zudem existieren Parameter, welche
zusätzlich zu den lokal verfügbaren Informationen und der empfangenen Angriffs-
beschreibung bei Bedarf vom empfangenden Erkennungssystem ermittelt werden
müssen. Dies betrifft beispielsweise Eigenschaften des Netzes, wie die Distanz zum
Sender der Angriffsbeschreibung. Diese kann vom eingesetzten Nachbarfindungsver-
fahren oder durch zusätzliche Verfahren festgestellt werden.
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Welche der vorgestellten Parameter tatsächlich in die Nutzenfunktion einfließen soll-
ten, um eine möglichst sinnvolle Entscheidung über die Durchführung einer Validie-
rung bzw. das Weiterleiten ohne Validierung zu treffen, hängt auch vom genutz-
ten Nachbarfindungsverfahren sowie vom erkannten Angriff ab. Wird die Nachbar-
findung beispielsweise pfadgebunden in Richtung des Opfers eines DDoS-Angriffs
durchgeführt, ist die Hinzunahme der Distanz zum Sender der Angriffsbeschreibung
sinnvoll, da diese die Möglichkeit der Aggregation von Angriffsverkehr widerspiegelt.
Bei einer Kommunikation über Overlay-Netze ist ein solcher Zusammenhang auf-
grund der nur logischen Lokalität nicht vorhanden. Die Einbeziehung der Distanz
in die Nutzenfunktion ist daher weniger wichtig. Beispiele für konkrete Entschei-
dungsfunktionen mit Fokus auf die Erkennung von DDoS-Angriffen finden sich in
Abschnitt 5.3.3.
5.3.2.3 Nachbarfindung und Kommunikation
Die dezentrale Kooperation basiert auf einem selbst-organisierenden Austausch von
Informationen über erkannte Angriffe zwischen im Netz verteilten Erkennungssys-
temen. Die Kooperation erfolgt dabei zwischen benachbarten Erkennungssystemen
anstatt zwischen allen an der Kooperation teilnehmenden Erkennungssystemen, um
den Kommunikationsaufwand – d. h. die Anzahl der Dateneinheiten, die aufgrund
der Kooperation gesendet werden – zu begrenzen. Die Anzahl der Nachbarn soll-
te dabei möglichst signifikant kleiner sein als die Gesamtzahl der kooperierenden
Erkennungssysteme, um die Skalierbarkeit der Kommunikation sicherzustellen.
Zur Durchführung der selbst-organisierenden Kooperation muss ein Erkennungssys-
tem in der Lage sein, benachbarte Systeme aufzufinden, mit denen Angriffsbeschrei-
bungen ausgetauscht werden können. Das eingesetzte Nachbarfindungsverfahren ist
nach Auffinden von benachbarten Systemen zudem dafür verantwortlich, eine Kom-
munikationsverbindung mit bestimmten Eigenschaften aufzubauen. Die Kommuni-
kation zwischen kooperierenden Erkennungssystemen sollte dabei möglichst zuver-
lässig und gesichert sein, d. h. eine zuverlässige Übertragung von Angriffsbeschrei-
bungen sowie einen Integritätsschutz der gesendeten Daten und einen Nachweis der
Identität des sendenden Erkennungssystems ermöglichen. Zudem sollte ein Erken-
nungssystem möglichst wenig Zustand halten müssen, um benachbarte Systeme auf-
zufinden, d. h. es sollte kein Wissen über die gesamte Topologie zur Nachbarfindung
benötigt werden. Die Nachbarfindung sollte außerdem erst bei Bedarf erfolgen. Dies
garantiert, dass die Dynamik des Internets, z. B. Veränderungen im Routing oder
das Hinzukommen bzw. Wegfallen von Erkennungssystemen, berücksichtigt wird.
Der Entwurf der dezentralen Kooperation sieht keine Festlegung auf genau ein Ver-
fahren zum Auffinden von Nachbarn vor. Die konkrete Definition des Begriffs Nach-
bar erfolgt durch das konkret genutzte Nachbarfindungsverfahren, welches außerdem
die zur Kommunikation genutzten Protokolle sowie das verwendete Kommunikati-
onsmuster vorgibt. Die mögliche Austauschbarkeit des Nachbarfindungsverfahrens
bietet eine hohe Flexibilität im Hinblick auf die Anpassung der Kooperation an
unterschiedliche Randbedingungen und zukünftige Entwicklungen. Beispiele für be-
kannte Nachbarfindungsverfahren, welche auch im Zusammenhang mit einer dezen-
tralen Kooperation verteilter Erkennungssysteme eingesetzt werden können, sind:
• Manuelle Konfiguration der Nachbarn
• Pfadgebundene Nachbarfindung
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• Ringbasierte Nachbarfindung
• Nutzung eines Overlay-Netzes
• Beitritt zu einer Multicast-Gruppe
Einzelne Verfahren, wie z. B. die Nutzung eines Overlay-Netzes oder der Beitritt zu
einer Multicast-Gruppe, werden auch in anderen, bereits vorgestellten Ansätzen zur
verteilten Angriffserkennung verwendet. Ein Vergleich unterschiedlicher Verfahren
erfolgt dabei allerdings nicht. Die Ergebnisse von Arbeiten, welche die unterschied-
lichen Nachbarfindungsverfahren bezüglich anderer Problemstellungen vergleichen,
können hier zudem nicht genutzt werden, da der Fokus im Rahmen der vorliegen-
den Arbeit speziell auf den Eigenschaften und Auswirkungen der unterschiedlichen
Verfahren in Bezug auf die konzipierte dezentrale Kooperation liegt.
Die manuelle Konfiguration der Nachbarn ist lediglich in Situationen nutzbar, in
denen die Kooperation nur mit wenigen ausgewählten Systemen stattfinden soll.
Zudem sollten sich Nachbarschaften nur selten ändern, da jede Änderung mit einer
manuellen Neukonfiguration der Nachbarn des Erkennungssystems verbunden ist – es
erfolgt keine selbst-organisierende Nachbarfindung. Dieses Nachbarfindungsverfah-
ren ist folglich hinsichtlich einer netzweiten Kooperation unflexibel und aufwändig
und wurde in der Evaluierung daher nicht berücksichtigt.
Bei der pfadgebundenen Nachbarfindung erfolgt die Kooperation mit dem nächsten
Erkennungssystem, welches auf dem Pfad in eine vorgegebene Richtung liegt. Auf-
grund der Tatsache, dass die Richtung der Kooperation bei diesem Nachbarfindungs-
verfahren vorgegeben werden muss, ist dessen Nutzung vor allem im Anschluss an
die Erkennung gerichteter Angriffe sinnvoll, z. B. zur Kommunikation in Richtung
des Opfer-Systems. Befindet sich das nächste Erkennungssystem auf dem Pfad je-
doch im Zugangsnetz des Opfer-Systems, lässt sich nur selten eine Steigerung der
Effektivität erreichen. Sind die Quell-IP-Adressen der Angriffsdateneinheiten nicht
gefälscht, kann alternativ auch in Richtung der Angreifer kommuniziert werden – in
diesem Fall erfolgt die Kooperation mit mehreren Nachbarn auf unterschiedlichen
Pfaden. Die Steigerung der Effektivität mit Hilfe der Kooperation wird dabei al-
lerdings durch die Existenz von Routing-Asymmetrien erschwert. Die pfadgebunde-
ne Nachbarfindung erfolgt selbst-organisierend, beispielsweise mit Hilfe eines NSIS
Transport Layer Protocol (NTLP), wie dem General Internet Signaling Protocol
(GIST) [181].
Die Lokalität der Kommunikation bei der ringbasierten Nachbarfindung bezieht sich
auf die tatsächliche Topologie des Netzes. Die Kooperation erfolgt dabei mit all den-
jenigen Erkennungssystemen, welche innerhalb einer vorgegebenen maximalen Ent-
fernung vom Sender liegen. Als Metrik wird meist die Distanz in IP-Hops verwendet.
Da die konkrete Anzahl der Erkennungssysteme, mit denen kooperiert wird, von der
konkreten Verteilung der Systeme im Netz sowie vom Radius des zur Nachbarfindung
verwendeten Rings abhängt, muss bei der Wahl des Ringradius darauf geachtet wer-
den, dass die Skalierbarkeit durch Kommunikation mit nur wenigen Erkennungssys-
temen gewahrt bleibt. Die ringbasierte Nachbarfindung erfolgt selbst-organisierend,
beispielsweise mit Hilfe der Expanding Ring Search [27] oder des NTLP-Protokolls
GIST aus dem NSIS-Rahmenwerk. Die ringbasierte Kooperation nutzt die Lokali-
tät – d. h. die Tatsache, dass aufgrund der räumlichen Nähe von Sender und Emp-
fänger eine hohe Wahrscheinlichkeit besteht, dass der Angriff auch bei benachbarten
Erkennungssystemen vorliegt. Angriffsbeschreibungen werden daher im Fall einer
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Ablehnung der Validierung weitergeleitet. Eine Weiterleitung von Angriffsbeschrei-
bungen, welche durch die lokale Validierung nicht nachgewiesen werden konnten,
ist jedoch nicht sinnvoll. Die Kooperation führt also dazu, dass sich Angriffsbe-
schreibungen nur in der Nähe von Angriffspfaden ausbreiten. Erkennungssysteme in
Regionen des Netzes, welche von dem Angriff nicht betroffen sind, werden nur selten
benachrichtigt und müssen daher auch keine unnötigen Validierungen durchführen.
Bei der Nutzung eines Overlay-Netzes zur Kooperation verteilter Erkennungssysteme
bezieht sich die Nachbarfindung nicht mehr auf die eigentliche Topologie des Net-
zes, sondern auf eine mit Hilfe des genutzten Overlay-Protokolls aufgebaute logische
Topologie. Eine räumliche Nähe der kooperierenden Systeme kann mit dem Begriff
eines Nachbarn nicht assoziiert werden. Die Nachbarfindung erfolgt im Fall der Nut-
zung eines Overlay-Netzes selbst-organisierend, z. B. indem die für das Key-Based
Routing (KBR) im Overlay-Netz verwendete Nachbar-Tabelle zur Ermittlung von
benachbarten Erkennungssystemen genutzt wird. Aufgrund der nur auf die Topologie
des Overlay-Netzes bezogenen Nachbarschaft können aus der lokalen Situation kei-
ne Rückschlüsse über die Wahrscheinlichkeit des Vorliegens eines Angriffs bei einem
benachbarten Erkennungssystem gezogen werden. Um den Kommunikationsaufwand
gering zu halten, wird eine Angriffsbeschreibung daher nach Ablehnung der Validie-
rung standardmäßig nicht weitergeleitet. Andererseits kann argumentiert werden,
dass die Weiterleitung gerade wegen des nicht vorhandenen Zusammenhangs zu ei-
ner Erhöhung der Effektivität führen kann, da sich die Informationen weiter im Netz
ausbreiten. Ob die erzielte Effektivität den erhöhten Kommunikationsaufwand für
eine optionale Weiterleitung sowohl im Fall einer abgelehnten Validierung, als auch
im Anschluss an eine erfolglose Validierung rechtfertigt, muss daher im Rahmen der
Evaluierung untersucht werden.
Erfolgt die Nachbarfindung über den Beitritt zu einer Multicast-Gruppe, wird eine
zu sendende Angriffsbeschreibung an die gesamte Multicast-Gruppe, d. h. an alle
Erkennungssysteme, die an der Kooperation teilnehmen, verteilt. Dadurch gehen
allerdings sowohl die Grundidee der Kooperation – dass nur mit benachbarten Sys-
temen kooperiert wird – als auch die Skalierbarkeit der Kommunikation verloren, da
sich Informationen nicht mehr iterativ im Netz ausbreiten. Die Nachbarfindung er-
folgt selbst-organisierend durch den Beitritt zu einer Multicast-Gruppe. Vorteilhaft
wirkt sich bei der Multicast-Kommunikation aus, dass die Benachrichtigung aller
Erkennungssysteme schnell erfolgt und sich Informationen netzweit ausbreiten. Dies
begünstigt allerdings auch die schnelle Ausbreitung von False positive-Fehlern. Im
Fall der Multicast-Kooperation hat daher die Entscheidungsfunktion einen hohen
Einfluss auf den Ablauf der Kooperation.
Tabelle 5.4 fasst die Eigenschaften der betrachteten Nachbarfindungsverfahren noch
einmal kurz zusammen. Berücksichtigt werden dabei die Lokalität der Kommunika-
tion – d. h. der Bezugspunkt der Nachbarschaft –, die durchschnittliche Anzahl an
Nachbarn, mit denen direkt kommuniziert wird sowie die Kommunikationsparame-
ter, welche zur Durchführung der jeweiligen Nachbarfindung benötigt werden.
Abschätzung des Kommunikationsaufwands der Kooperation
Im Folgenden sei die Anzahl der Erkennungssysteme, welche einen Angriff durch
lokale Beobachtungen bzw. durch Validierung einer erhaltenen Angriffsbeschreibung





Manuell beliebig Gering Nachbarn
Nicht selbst-
organisierend
Pfadgebunden Underlay Gering Richtung –




Multicast – Hoch Multicast-Gruppe –
Tabelle 5.4 Eigenschaften der unterschiedlichen Nachbarfindungsverfahren
erkennen, mit E bezeichnet. n sei die Anzahl aller Erkennungssysteme, N die durch-
schnittliche Anzahl von Nachbarn eines Erkennungssystems. Zudem bezeichnet VA
die absolute Häufigkeit abgelehnter Validierungen sowie VE die Anzahl erfolgloser
Validierungen.
Mit Hilfe dieser, vom konkreten Anwendungsszenario abhängigen Werte kann der
Kommunikationsaufwand A, welcher durch die Kooperation bei Nutzung der un-
terschiedlichen Nachbarfindungsverfahren verursacht wird, abgeschätzt werden. Als
Einheit wurde hierbei die Anzahl an gesendeten Angriffsbeschreibungen gewählt.
Nimmt man die in Listing 5.5 dargestellte Angriffsbeschreibung als Referenz, kann
zudem die Größe einer mit XML spezifizierten, UTF-8-kodierten Angriffsbeschrei-
bung mit ca. 500 Byte abgeschätzt werden. Der Kommunikationsaufwand berück-
sichtigt dabei nicht die zum eigentlichen Auffinden der Nachbarn benötigten Daten-
einheiten, da diese vom konkret verwendeten Protokoll zur Realisierung der Nach-
barfindungsverfahren abhängen.
• Pfadgebundene Kooperation
A = E ·XE + VA ·XE + VE ·XE (5.12)
Jedes Erkennungssystem, welches einen Angriff erkannt hat, versucht die An-
griffsbeschreibung in X Richtungen zu kommunizieren. Dabei wird angenom-
men, dass durchschnittlich nur in XE Richtungen tatsächlich ein weiteres
Erkennungssystem auf dem Pfad liegt. Wird die Nachbarfindung durch das
GIST-Protokoll realisiert, werden zusätzlich zum Senden der eigentlichen An-
griffsbeschreibung zwei weitere Dateneinheiten zum Auffinden des nächsten
Erkennungssystems auf einem Pfad benötigt.
• Ringbasierte Kooperation
A = E ·N + VA ·N (5.13)
Die durchschnittliche Anzahl der Nachbarn N eines Erkennungssystems hängt
bei der ringbasierten Kooperation stark von der tatsächlichen Verteilung der
Systeme sowie der Topologie und dem konfigurierten Ringradius ab. Die Vari-
anz dieses Wertes kann daher u. U. hoch sein.
• Kooperation über Overlay-Netze
A = E ·N + VA ·N + VE ·N (5.14)
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Die Weiterleitung einer Angriffsbeschreibung nach Ablehnung einer Validie-
rung (VA) oder im Anschluss an eine erfolglose Validierung (VE) ist bei dieser
Nachbarfindung optional nutzbar. Eine untere Schranke für die durchschnitt-
liche Anzahl der Nachbarn N wird durch die konfigurierte Mindestanzahl vor-
gegeben (s. Tabelle 5.4).
• Kooperation mittels Multicast
A = E · (n− 1) (5.15)
Da bei der Kooperation über eine Multicast-Gruppe eine Angriffsbeschreibung
direkt an alle Erkennungssysteme verteilt wird, erfolgt weder nach abgelehnter
noch nach erfolgloser Validierung eine Weiterleitung.
Ein Vergleich des Kommunikationsaufwands der unterschiedlichen Nachbarfindungs-
verfahren ohne Berücksichtigung eines konkreten Szenarios ist nur wenig aussage-
kräftig, da der tatsächlich verursachte Aufwand stark von der konkreten Verteilung
der Erkennungssysteme und den Pfaden zwischen diesen abhängt. Zudem hat die
konkret genutzte Entscheidungsfunktion großen Einfluss auf die Anzahl abgelehnter
Validierungen VA und beeinflusst dadurch den Kommunikationsaufwand. Zu erwar-
ten ist jedoch, dass die Kooperation mittels Multicast einen vergleichsweise hohen
Aufwand verursacht, wohingegen eine pfadgebundene Kooperation, welche nur in
wenige Richtungen kommuniziert, nur einen geringen Aufwand erzeugt. Der Auf-
wand der Overlay-Kooperation ist in der Standardvariante ohne Weiterleitung bei
ähnlicher Nachbarschaftsstruktur etwas geringer als derjenige der ringbasierten Ko-
operation.
5.3.2.4 Analyse der Angreifbarkeit der dezentralen Kooperation
Die Analyse der Angreifbarkeit der entworfenen Mechanismen gründet sich auf das
in Abschnitt 2.5.2 erstellte Angreifermodell bei Angriffen zweiter Ordnung, d. h.
Angriffen auf die Erkennung selbst sowie die Kooperation von Erkennungssystemen.
Dabei wird vor allem betrachtet, inwiefern ein Angreifer die Kooperation und deren
Mechanismen – welche als bekannt vorausgesetzt werden – ausnutzen kann, um
die Erkennung und Validierung von Angriffen zu verhindern. Mögliche Ziele eines
Angreifers können dabei die folgenden sein:
• Überlastung eines Erkennungssystems
• Gezielte Beeinflussung der Metrik-basierten Entscheidungsfindung
• Verhindern der Kooperation durch Unterdrücken von Angriffsbeschreibungen
Überlastung eines Erkennungssystems
Angriffe mit dem Ziel der Überlastung eines Erkennungssystems können sich sowohl
gegen die Verfügbarkeit des Systems, auf welchem die Angriffserkennung ausgeführt
wird, als auch gegen die Verfügbarkeit des Erkennungssystems in Bezug auf die Teil-
nahme an der dezentralen Kooperation richten. Um Angriffe zu verhindern, welche
sich gegen die Verfügbarkeit des Systems richten, muss sichergestellt werden, dass
die für die Angriffserkennung verfügbaren Ressourcen unabhängig von der Last der
lokalen Erkennung und der Last der Validierungen, welche aufgrund der Kooperati-
on durchgeführt werden, nicht überschritten werden. Dies ist sogar noch wichtiger,
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wenn das Erkennungssystem z. B. mit Hilfe programmierbarer Plattformen auf ei-
nem Router oder einem anderen Wirtsystem ausgeführt wird. Die Verfügbarkeit
des Wirtsystems darf durch mögliche Angriffe gegen das Erkennungssystem nicht in
Mitleidenschaft gezogen werden. Angriffe, welche sich direkt gegen das Wirtsystem
richten und dadurch die Verfügbarkeit des Erkennungssystems einschränken, werden
in der Analyse nicht berücksichtigt. Hierfür muss das Wirtsystem selbst geeignete
Schutzmechanismen bereitstellen.
In existierenden Ansätzen, welche wie z. B. Cossack [149] ebenfalls auf einer lokalen
Validierung empfangener Informationen basieren, kann ein Angreifer eine Überla-
stung des Erkennungssystems erreichen, indem eine Vielzahl gefälschter Angriffsbe-
schreibungen an das Erkennungssystem gesendet wird. Die lokale Validierung sämt-
licher empfangener Informationen führt zur Überlastung des Systems. Derartige An-
griffe sind nicht möglich, wenn die Erkennungssysteme die in der vorliegenden Arbeit
konzipierte dezentrale Kooperation nutzen. Sämtliche empfangenen Angriffsbeschrei-
bungen durchlaufen darin zuerst die Metrik-basierte Entscheidungsfunktion. Diese
entscheidet darüber, ob eine Validierung der Informationen durchgeführt oder ab-
gelehnt wird. Die Entscheidung wird dabei nicht nur basierend auf der aktuellen
Auslastung des Erkennungssystems getroffen, sondern berücksichtigt weitere Para-
meter wie die Granularität der empfangenen Informationen, die Art des Angriffs oder
die Entfernung des Senders, um zu beurteilen, ob die Informationen wichtig sind und
tatsächlich validiert werden sollen. Bei hoher Auslastung des Systems wird eine Vali-
dierung neuer Angriffsbeschreibungen abgelehnt, um die Verfügbarkeit des Systems
sicher zu stellen. Diese Vorgehensweise gewährleistet, dass die verfügbaren Ressour-
cen nicht durch eine Vielzahl an Validierungen überlastet werden. Die Anwendung
der Metrik-basierten Entscheidungsfunktion garantiert durch die explizite Berück-
sichtigung der Auslastung außerdem, dass ausreichend Ressourcen für die lokale
Anomalie-Erkennung und Identifikation reserviert werden. Damit wird verhindert,
dass die Verfügbarkeit der lokalen Erkennung durch Teilnahme an der Kooperation
angreifbar wird. Selbst Angriffe, welche die Verfügbarkeit eines Erkennungssystems
in Bezug auf die Teilnahme an der Kooperation erfolgreich einschränken, können
lediglich die Beseitigung von False negative-Fehlern verhindern. Die Verfügbarkeit
der lokalen Erkennung kann jedoch nicht beeinflusst werden.
Beeinflussung der Entscheidungsfindung
Die Anwendung einer Metrik-basierten Entscheidungsfunktion kann zwar die Über-
lastung eines Erkennungssystems verhindern. Nicht verhindert werden kann jedoch,
dass ein Angreifer durch das Senden gefälschter Angriffsbeschreibungen eine erhöh-
te Last auf einem Erkennungssystem erzeugt bzw. eine ständige, hohe Auslastung
durch die Validierung gefälschter Angriffsbeschreibungen induziert. Ein solcher An-
griff zielt darauf ab, die Validierung einer Angriffsbeschreibung, welche den Empfän-
ger über einen stattfindenden Angriff benachrichtigt, durch das Senden gefälschter
Angriffsbeschreibungen zu verhindern. Die Beeinflussung des angegriffenen Erken-
nungssystems basiert dabei darauf, dass der Standard-Angreifer die Funktionsweise
der Metrik-basierten Entscheidungsfindung kennt.
Der Angreifer kann versuchen, die Validierung einer legitimen Beschreibung dadurch
zu verhindern, dass er über einen längeren Zeitraum viele Angriffsbeschreibungen
sendet, welche eine höhere Wichtigkeit als die legitimen Angriffsbeschreibungen ha-
ben. Gelingt dies, ist das angegriffene Erkennungssystem nicht mehr in der Lage,
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durch die Kooperation False negative-Fehler zu beseitigen. Da die für die lokale
Erkennung verfügbaren Ressourcen von der Kooperation nicht beeinflusst werden,
führt ein solcher Angriff jedoch auch nicht zu einer Verschlechterung der Effektivi-
tät. Zudem kann das Erkennungssystem weiterhin als Sender selbständig erkannter
Angriffe an der Kooperation teilnehmen und durch die Weiterleitung legitimer An-
griffsbeschreibungen für die Verbreitung der Beschreibungen sorgen.
Das willkürliche Senden vieler gefälschter Angriffsbeschreibungen durch einen An-
greifer, das den beschriebenen Angriff erst ermöglicht, kann durch verschiedene Maß-
nahmen erschwert bzw. eingeschränkt werden: Crypto Puzzles, Plausibilitätstests
oder die Beobachtung des Verhaltens der an der Kooperation teilnehmenden Erken-
nungssysteme. Voraussetzung für all diese Maßnahmen ist die Anwendung krypto-
graphischer Mittel – d. h. die Kommunikation zwischen Erkennungssystemen muss
gesichert erfolgen. So muss sichergestellt werden, dass ein Angreifer seine Identität
nicht beliebig wechseln und sich folglich auch nicht als ein bereits existierendes Er-
kennungssystem ausgeben kann, ohne dieses vorher zu korrumpieren. Der Nachweis
der Identität kann beispielsweise über eine Zertifikatinfrastruktur [1] (PKI, engl. Pu-
blic Key Infrastructure) erreicht werden, welche einem Sender ermöglicht, zu bewei-
sen, dass die gesendete Angriffsbeschreibung tatsächlich von ihm stammt. Existiert
keine solche Infrastruktur, können beispielsweise statistisch eindeutige und krypto-
graphisch verifizierbare (SUCV, engl. statistically unique and cryptographically ve-
rifiable) IP-Adressen [129] verwendet werden um die Identität auf Netzwerkschicht
nachzuweisen. Alternativ können Netzbetreiber vor der Teilnahme an der Kooperati-
on mit möglichen Kommunikationspartnern Schlüsselmaterial austauschen, welches
zum Schutz der Identität verwendet wird. Zusätzlich zum Nachweis der Identität
sollte ein Integritätsschutz der gesendeten Angriffsbeschreibung, z. B. mit Hilfe eines
kryptographischen Hashwerts [137], angewendet werden. Dieser verhindert, dass ein
Angreifer Beschreibungen von anderen Erkennungssystemen verändern kann. Zudem
verhindert dies das Wiedereinspielen abgehörter Angriffsbeschreibungen, da ein sol-
cher Integritätsschutz in Verbindung mit einem in den Angriffsbeschreibungen jeweils
enthaltenen Zeitstempel eine Erkennung veralteter Beschreibungen ermöglicht. Hier-
zu muss allerdings eine Zeitsynchronisation der kooperierenden Erkennungssysteme
zur Verfügung stehen.
Ein Angreifer muss also vor Durchführung eines Angriffs ein an der Kooperation
teilnehmendes Erkennungssystem korrumpieren und kann sich nicht einfach als ein
solches maskieren. Erst dann kann der Angreifer mit Hilfe dieses legitimen Erken-
nungssystems eigene Angriffsbeschreibungen erstellen und versenden. Dadurch kann
eine Angriffsbeschreibung nachweisbar einem bestimmten Sender zugeordnet werden.
Angreifer, welche die anderen, an der Kooperation teilnehmenden Erkennungssys-
teme mit gefälschten Angriffsbeschreibungen überfluten, können daher u. U. durch
Beobachtung des Verhaltens aller Kommunikationspartner identifiziert werden – bei-
spielsweise aufgrund einer ungewöhnlich hohen Anzahl an gesendeten Angriffsbe-
schreibungen mit sehr hoher Wichtigkeit. Zudem können Angreifer eventuell mit
Hilfe von Plausibilitätstests der in der Angriffsbeschreibung enthaltenen Informatio-
nen identifiziert werden, da ein Angreifer Werte verwenden muss, welche eine sehr
hohe Wichtigkeit sicherstellen. Eine weitere Möglichkeit, das Senden vieler gefälsch-
ter Angriffsbeschreibungen zu verhindern, ist die Nutzung von Crypto Puzzles. Der
Empfänger einer Angriffsbeschreibung sendet dazu dem Sender ein Crypto Puzz-
le, welches dieser lösen muss, bevor die Angriffsbeschreibung durch den Empfänger
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tatsächlich bearbeitet wird. Dies verzögert jedoch auch die Bearbeitung legitimer
Angriffsbeschreibungen.
Alternativ zu dem Angriff, bei dem die Validierung legitimer Angriffsbeschreibungen
durch das Senden vieler gefälschter Angriffsbeschreibungen verhindert werden soll,
kann ein Angreifer – um unentdeckt zu bleiben – auch versuchen, die Entscheidun-
gen eines Erkennungssystems gezielt durch Senden einzelner gefälschter Angriffsbe-
schreibungen zu beeinflussen. Um eine solche gezielte Beeinflussung zu realisieren,
benötigt ein Angreifer zum einen Zugriff auf mehrere Erkennungssysteme, um echte
Duplikate zu erzeugen. Zum anderen kann der Angreifer lediglich diejenigen Wer-
te der Entscheidungsfunktion direkt beeinflussen, die aus der Angriffsbeschreibung
gewonnen werden, wie z. B. der beschriebene Angriff, der bisherige Validierungs-
verlauf oder die Signifikanz des Senders. Die Entscheidungsfunktion basiert jedoch
nicht nur auf den Werten der Angriffsbeschreibung, sondern nutzt zusätzlich lokal
verfügbare Informationen, z. B. die Auslastung des Systems oder die Anzahl emp-
fangener Duplikate. Des Weiteren fließen Eigenschaften der Kommunikation, wie die
Distanz zwischen den Kommunikationspartnern, ein. Die Auslastung des anzugrei-
fenden Erkennungssystems ist für einen Angreifer weder vorhersagbar noch gezielt
beeinflussbar – wenn nicht eine Vielzahl an gefälschten Beschreibungen gesendet
werden soll. Die Anzahl der echten Duplikate, welche ein Angreifer direkt erzeugen
kann, ist zwar über die Anzahl korrumpierten Erkennungssysteme steuerbar, nicht
aber die Anzahl der Duplikate, welche zusätzlich durch die Weiterleitung gemäß der
Funktionsweise der dezentralen Kooperation entstehen. Die Distanz des Senders ist
ebenfalls schwer zu beeinflussen, da diese von der Lokation des korrumpierten Er-
kennungssystems sowie vom dynamischen Routing im Internet abhängt. Insgesamt
kann ein Angreifer folglich zwar versuchen, die Entscheidungsfindung eines Erken-
nungssystems gezielt zu beeinflussen – eine vorhersagbare Beeinflussung mit Hilfe
weniger gefälschter Angriffsbeschreibungen ist jedoch praktisch kaum umsetzbar, da
der Angreifer nur einen Teil der Parameter der Entscheidungsfunktion direkt be-
einflussen und mögliche Wechselwirkungen aller kooperierenden Erkennungssysteme
nicht abschätzen kann.
Verhinderung der Kooperation
Die dezentrale Kooperation verteilter Erkennungssysteme kann entweder durch das
Löschen der Angriffsbeschreibungen, welche von einem Erkennungssystem im An-
schluss an die lokale Erkennung eines Angriffs gesendet werden, verhindert wer-
den oder dadurch, dass ein Auffinden benachbarter Erkennungssysteme unterbunden
wird. Ein Standard-Angreifer ist gemäß des in dieser Arbeit verwendeten Angreifer-
modells nicht in der Lage, beliebigen Verkehr im Netz abzuhören oder zu manipulie-
ren. Für einen Angreifer ist es folglich unmöglich, sämtliche Angriffsbeschreibungen
der dezentralen Kooperation zu löschen bzw. das Auffinden von Nachbarn gene-
rell zu unterbinden, da hierzu Zugriff auf Zwischensysteme, welche die betreffenden
Dateneinheiten weiterleiten, notwendig wäre. Hat der Angreifer ein Erkennungssys-
tem korrumpiert, welches an der Kooperation teilnimmt, ist er allerdings in der Lage,
sämtliche eingehenden Angriffsbeschreibungen zu verwerfen anstatt sie protokollkon-
form an die eigenen Nachbarn weiterzuleiten. Ein solches Verhalten kann durch die
Kooperation weder verhindert noch erkannt werden, da kein Feedback-Mechanismus
vorgesehen ist, der einem Sender die Weiterleitung bzw. Bearbeitung von dessen
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Angriffsbeschreibungen bestätigt. Aufgrund der Tatsache, dass die Kooperation zwi-
schen unabhängig voneinander agierenden Instanzen erfolgt, ist es jedoch möglich,
dass eine Angriffsbeschreibung auch über andere Pfade zu einem Erkennungssys-
tem gelangt. Das Löschen einzelner Angriffsbeschreibungen durch einen Angreifer
ist folglich keine Garantie dafür, dass die Informationen nicht dennoch bei seinen
Nachbarn ankommen.
5.3.3 Implementierung
Die Umsetzung der dezentralen Kooperation erfolgte mit Hilfe des Netzwerksimula-
tors OMNeT++ und der bereits beschriebenen Simulationsumgebung ReaSE . Ziel
der Implementierung ist die simulative Evaluierung der entwickelten Mechanismen
sowie ein Vergleich verschiedener Nachbarfindungsverfahren. Zu diesem Zweck wur-
de die dezentrale Kooperation direkt in die Simulationsumgebung ReaSE integriert.
Eine Integration in das Rahmenwerk Distack wäre ebenfalls möglich gewesen, da die-
ses als Entität in OMNeT++ geladen werden kann. Dies hätte allerdings auch viele
Seiteneffekte aufgrund der Berücksichtigung sämtlicher Abläufe und Probleme der
lokalen Anomalie-Erkennung, der adaptiven Ablaufsteuerung sowie der Identifikati-
on von Angriffen zur Folge. Zudem muss für die Evaluierung der Kooperation eine
Vielzahl an Erkennungssystemen in jedes einzelne Simulationsszenario integriert wer-
den. Die Ausführung einer Distack -Instanz pro Erkennungssystem würde dabei einen
deutlich höheren Aufwand verursachen als die direkte Integration der Mechanismen
in die Simulationsumgebung. Im Rahmen der vorliegenden Arbeit wurde daher aus
den genannten Gründen darauf verzichtet, die Kooperation direkt in Distack zu im-
plementieren, um eine Fokussierung auf die Eigenschaften der dezentralen Koope-
ration und damit eine aussagekräftige Evaluierung zu ermöglichen, ohne die bereits
in der Evaluierung der Identifikation aufgezeigten Probleme einer fehlerbehafteten
lokalen Erkennung und Identifikation berücksichtigen zu müssen. Hierfür wurde eine
vereinfachte Version der Anomalie-Erkennung und Identifikation von Angriffen in
ReaSE integriert. Zusätzlich wurden verschiedene Nachbarfindungsverfahren sowie
die gesamte Funktionalität der Kooperation direkt innerhalb der Simulationsumge-
bung implementiert.
5.3.3.1 Erweiterung von ReaSE um eine kooperative Angriffserkennung
Die Erweiterung der Simulationsumgebung ReaSE um die Mechanismen der dezen-
tralen Kooperation lässt sich in die drei Komponenten des Entwurfs unterteilen:
• Lokale Validierung empfangener Informationen sowie lokale Erkennung und
Identifikation
• Unabhängigkeit und Robustheit der Erkennungssysteme durch die Metrik-
basierte Entscheidungsfunktion
• Nachbarfindung und Kommunikation mit anderen Erkennungssystemen
Abbildung 5.16 zeigt die UML-Modellierung der in OMNeT++ als Simple Modules
implementierten Klassen am Beispiel der ringbasierten Kooperation. Die Funktiona-
litäten der einzelnen Klassen sowie deren Abbildung auf die genannten Komponenten
wird im Folgenden erläutert. Dabei wird auch auf die angenommenen Vereinfachun-
gen eingegangen, welche eine Auswertung der Ergebnisse mit Fokus auf die dezen-
trale Kooperation ermöglichen. Zudem werden die Parallelen zu einer möglichen In-
tegration in das Rahmenwerk Distack aufgezeigt. Die Machbarkeit einer Portierung
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in das Rahmenwerk wurde bereits exemplarisch für die ringbasierte Nachbarfindung
nachgewiesen. Dies wird jedoch im Rahmen dieser Arbeit nicht weiter ausgeführt,













































<<create>>-RingReportData(msg: AttackNotification, system: SystemModuleInterface)




+assign(msg: AttackNotification, system: SystemModuleInterface): void
+assign(msg: DistackRingSigMessage, system: SystemModuleInterface): void
+SigMessageFactory(system: SystemModuleInterface): DistackRingSigMessage
























Abbildung 5.16 UML-Diagramm der ringbasierten Kooperation
Lokale Validierung, Erkennung und Identifikation
Die lokale Anomalie-Erkennung und Identifikation von Angriffen wird realisiert durch
das Simple Module DistackSim. Dieses führt die Erkennung von Volumenanomalien
in unterschiedlichen Aggregaten durch und ist eine exakte Nachbildung der Funk-
tionalität der in Distack bereits implementierten Initialmethode zur Erkennung von
Volumenanomalien. Die Erkennung einer Volumenanomalie löst dabei – wie in der
bisher betrachteten hierarchischen Anomalie-Erkennung bzw. in der iterativen Iden-
tifikation von Angriffen – die Ausführung weiterer feingranularer Erkennungsme-
thoden aus. Im Gegensatz zu der in Distack integrierten feingranularen Anomalie-
Erkennung, welche im Anschluss an die Detektion einer Volumenanomalie Methoden
zur Erkennung von Verteilungs- und Protokollanomalien startet, wurde die Verfeine-
rung der in ReaSE integrierten Erkennung stark vereinfacht: Es wird angenommen,
dass die feingranulare Anomalie-Erkennung optimal arbeitet, wobei der Tatsache,
dass diese eine gewisse Laufzeit benötigt, durch Nutzung eines Zeitgebers Rech-
nung getragen wird – die Erkennung und Identifikation erfolgt also nicht instantan.
Im Anschluss an die Erkennung einer Volumenanomalie wird hierfür ein Zeitgeber
gestartet, welcher die eigentliche feingranulare Anomalie-Erkennung ersetzt. Nach
Ablauf dieses Zeitgebers gelten sämtliche, während dieser Zeit tatsächlich stattfin-
denden Angriffe des verdächtigen Aggregats als erkannt und korrekt identifiziert.
Die feingranulare Anomalie-Erkennung ist folglich optimal. Mit Hilfe dieser Verein-
fachung hat die Güte der lokalen Anomalie-Erkennung nur noch geringen Einfluss auf
die Evaluierung der Kooperation. Lediglich die False positive- und False negative-
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Fehler, welche durch die eingesetzte Initialmethode zur Erkennung von Volumenan-
omalien verursacht werden, bleiben erhalten. Da die Auswirkungen der Kooperation
auf genau diese Werte evaluiert werden sollen, schränken die Vereinfachungen die
Auswertung nicht ein.
Um die beschriebene optimale feingranulare Erkennung realisieren zu können, wer-
den Dateneinheiten, welche zu einem Angriff gehören, mit einer eindeutigen ID des
Angriffs markiert. Die feingranulare Erkennung kann mit Hilfe dieser Markierung
während deren Laufzeit feststellen, welche Angriffe im verdächtigen Aggregat aktu-
ell stattfinden und lokal beobachtet werden können. All diese Angriffe gelten nach
Ablauf des Zeitgebers als erkannt und identifiziert. Findet während dieser Zeit kein
Angriff statt, wird der Erkennungsvorgang als False positive-Fehler gekennzeich-
net – dies entspricht bei der in Distack implementierten Erkennung der Situation,
dass die feingranulare Erkennung keine weiteren Anomalien detektieren kann und
die Identifikation mit dem Ergebnis
”
Normalverkehr“ endet. In einer solchen Situa-
tion wird ebenfalls angenommen, dass die feingranulare Erkennung optimal arbeitet
und dadurch False positive-Fehler der Initialmethode als Normalverkehr identifi-
ziert. Falsch-positive Erkennung werden daher nicht durch die Kooperation an die
eigenen Nachbarn kommuniziert. Die Markierung der Angriffsdateneinheiten ermög-
licht zudem eine zuverlässige quantitative Analyse der False negative-Fehler eines
Erkennungssystems, da während der Simulation protokolliert werden kann, welches
Erkennungssystem einen Angriff theoretisch hätte detektieren können – d. h. wel-
ches Erkennungssystem auf mindestens einem Angriffspfad lag. Außerdem wird erst
durch die Markierung der Angriffsdateneinheiten eine Rückkopplung zur Erkennung
von Volumenanomalien – und dadurch eine Erkennung überlagerter Angriffe, d. h.
Angriffe, welche sich zeitlich überschneiden – möglich. Für mögliche Realisierungen
einer solchen Rückkopplung in echten Netzen unter Berücksichtigung begrenzter
Ressourcen sei auf [51] verwiesen.
Neben der lokalen Erkennung und Identifikation von Angriffen ist im Simple Modu-
le DistackSim außerdem die lokale Validierung empfangener Angriffsbeschreibun-
gen implementiert. Um die Funktionalitäten der lokalen Erkennung und der Ko-
operation getrennt zu halten, erfolgt der Austausch von Informationen zwischen
diesen beiden Komponenten – wie auch bei Distack – über interne Nachrichten
(AttackNotification). Erhält die Erkennung von der Kooperation den Auftrag, ei-
ne Angriffsbeschreibung zu validieren, wird durch Aufruf der Methode startAttack-
Detection() direkt die feingranulare Erkennung des beschriebenen Angriffs gestar-
tet. Auch die Validierung nutzt dabei die bereits beschriebene Vereinfachung durch
die Annahme einer optimalen Erkennung und die Nutzung eines Zeitgebers. Konnten
während der Laufzeit dieses Zeitgebers Dateneinheiten des beschriebenen Angriffs
lokal beobachtet werden, gilt die Validierung als erfolgreich. Nach Durchführung
einer Validierung wird eine interne Nachricht an die Kooperation gesendet, welche
das Ergebnis der Validierung enthält. Die Kooperation ist dann für die weitere Bear-
beitung dieser Information zuständig. Auch die selbständige lokale Erkennung eines
Angriffs wird der Kooperation durch eine interne Nachricht signalisiert, so dass diese
die Kooperation mit benachbarten Erkennungssystemen durchführen kann.
Dezentrale Kooperation
Die eigentliche Funktionalität der Kooperation – realisiert durch das Simple Mo-
dule DistackRingSigApp – stellt das Bindeglied zwischen der lokalen Erkennung
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und Validierung und der konkreten Kommunikation mit benachbarten Erkennungs-
systemen dar. Da die zur Entscheidungsfindung genutzte Metrik-basierte Entschei-
dungsfunktion sich je nach eingesetzter Nachbarfindung unterscheiden kann, muss
die Kooperation von jedem Nachbarfindungsverfahren implementiert werden. Die
zwei Aufgaben des resultierenden Simple Modules sind:
• Die Verarbeitung von Informationen der lokalen Erkennung
• Die Verarbeitung von empfangenen Angriffsbeschreibungen
Detektiert das Erkennungssystem selbständig einen Angriff, wird diese Information
an die Kooperation signalisiert. Dies führt dazu, dass in der Methode handleLocal-
Message() eine Angriffsbeschreibung erstellt wird, welche neben der Beschreibung
des Angriffs selbst weitere für den Empfänger der Beschreibung notwendige Infor-
mationen enthält – beispielsweise die Signifikanz des Senders. Auch im Fall einer
Validierung empfangener Informationen erfolgt die Signalisierung des Ergebnisses
an die Kooperation. Abhängig vom Ergebnis kann diese die Angriffsbeschreibung
aktualisieren und an die benachbarten Erkennungssysteme senden. Im Fall einer er-
folgreichen Validierung wird immer eine Angriffsbeschreibung gesendet. Die Overlay-
Kooperation kann zudem optional auch im Fall einer erfolglosen Validierung eine
Angriffsbeschreibung an die Nachbarn senden. Die pfadgebundene Kooperation tut
dies hingegen standardmäßig – nach Aktualisierung des Fehlerverlaufs der Angriffs-
beschreibung. Die zu sendende Angriffsbeschreibung wird an die Nachbarfindung
übergeben, welche das tatsächliche Senden an die Nachbarn durchführt.
Wird eine Angriffsbeschreibung von einem Nachbarn empfangen, wird zuerst in
der Methode handleRemoteMessage() überprüft, ob der beschriebene Angriff un-
bekannt ist oder ob es sich um ein Duplikat handelt, d. h. um die Beschreibung
eines bereits bekannten Angriffs. Unterschieden werden hierbei zusätzlich identi-
sche und echte Duplikate. Bei einem bekannten Angriff hängt die weitere Bear-
beitung davon ab, ob eine früher empfangene Beschreibung dieses Angriffs bereits
validiert wurde (s. Abbildung 5.15). Ist dies nicht der Fall oder handelt es sich um
eine bisher unbekannte Beschreibung, wird die Metrik-basierte Entscheidungsfunk-
tion (checkForValidation()) ausgeführt. Entscheidet diese, dass eine Validierung
durchgeführt werden soll, wird die lokale Erkennung benachrichtigt. Bei Ablehnung
einer Validierung kann abhängig vom verwendeten Nachbarfindungsverfahren eine
Weiterleitung an die eigenen Nachbarn veranlasst werden. Die Kooperation muss
zudem zur Erkennung von Duplikaten für jede Angriffsbeschreibung Zustand auf-
bauen. Dies erfolgt mit Hilfe der Klasse RingReportData, welche die Speicherung
aller notwendigen Informationen über lokal erkannte Angriffe und empfangene An-
griffsbeschreibungen ermöglicht. Hierzu gehört neben der Speicherung der Eigen-
schaften des Angriffs auch die Sammlung aller für die Metrik-basierte Entscheidung
bzw. das Senden an benachbarte Erkennungssysteme notwendigen Daten. Einmal
erstellte Reports werden dabei nach dem Soft State-Prinzip wieder gelöscht, wenn
innerhalb von zwei Minuten keine Aktualisierung der Informationen erfolgt.
Nachbarfindung und Kommunikation
Die eigentliche Kommunikation mit benachbarten Erkennungssystemen sowie das
Auffinden der Kommunikationspartner wird im Simple Module RingSigApp im-
plementiert. Hierzu stellt dieses der Kooperation die Methode sendMessageTo-
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Neighbors() zur Verfügung, welche die eigentliche Nachbarfindung kapselt und das
Senden einer Angriffsbeschreibung durchführt. Zudem ist die Nachbarfindung u. U.
in der Lage, die für die Metrik-basierte Entscheidungsfunktion benötigten Eigen-
schaften des Netzes, wie z. B. die Entfernung zwischen den Kommunikationspart-
nern in IP-Hops, zur Verfügung zu stellen. Auch dieses Simple Module muss für
jedes Nachbarfindungsverfahren separat implementiert werden, da sich die einzelnen
Verfahren in ihren Mechanismen und Protokollen unterscheiden. Die Nachbarfindung
und Kommunikation entspricht folglich dem Architektur-Baustein Communication
des Distack -Rahmenwerks, welcher mit Hilfe der definierten generischen Schnittstel-
le (s. Abschnitt 3.3.1) die Integration unterschiedlicher Kommunikationsmethoden
und Nachbarfindungsverfahren ermöglicht.
In der Evaluierung der Kooperation wird bezüglich des Aufwands lediglich auf den
Kommunikationsaufwand eingegangen, der durch das Versenden von Angriffsbe-
schreibungen verursacht wird. Der Aufwand der Nachbarfindung wird dabei vernach-
lässigt, da dieser abhängig vom konkret verwendeten Protokoll variieren kann. An
dieser Stelle wurden daher auch Vereinfachungen bei der Implementierung der Nach-
barfindung angenommen: Die Nachbarfindung erfolgt für das ringbasierte Verfahren
sowie für die Kooperation durch Overlay-Netze und Multicast über eine zentrale In-
stanz der Simulation. Im Fall der ringbasierten Nachbarfindung existiert beispielswei-
se innerhalb einer Simulation eine Instanz der Entität RingManager. Bei dieser mel-
det sich jedes Erkennungssystem, welches an der Kooperation teilnimmt, während
der Initialisierung der Simulation an. Nach Abschluss dieser Initialisierung berechnet
der Manager die jeweils kürzesten Pfade zwischen allen Erkennungssystemen. Dar-
aufhin kann er jedem einzelnen Erkennungssystem diejenigen benachbarten Systeme
sowie deren Entfernung mitteilen, welche sich innerhalb des konfigurierten Ringradi-
us befinden. Ebenso erfolgt für die anderen Nachbarfindungsverfahren die Auswahl
von Overlay-Nachbarn bzw. die Berechnung des Multicast-Baums über die zentra-
len Entitäten OverlayManager und MulticastManager. Die Wahl der Nachbarn im
Overlay-Netz erfolgt dabei zufällig und richtet sich nach der vorgegebenen Mindest-
anzahl an Nachbarn. Eine vollständige Erreichbarkeit kann aufgrund der zufälligen
Auswahl nicht garantiert werden. Keine Vereinfachung wurde lediglich bei der pfad-
gebundenen Nachbarfindung angenommen. Das Auffinden eines benachbarten Sy-
stems erfolgt dabei nach Vorbild des GIST-Protokolls aus dem NSIS-Rahmenwerk.
Hierbei wird eine UDP Query-Dateneinheit mit gesetzter Router Alert-Option in
Richtung des Opfer-Systems gesendet. Das nächste Erkennungssystem auf dem Pfad
erkennt die Query-Dateneinheit durch die gesetzte Router Alert-Option und baut
eine TCP-Verbindung mit dem anfragenden System auf. Die Übertragung der An-
griffsbeschreibung erfolgt anschließend über diese Verbindung.
Die Nutzung einer zentralen Manager-Entität für die Nachbarfindung ist lediglich
eine Vereinfachung, welche in der Simulation angewendet wird. Für einen Einsatz
in realen Netzen ist eine solche Instanz ungeeignet, da diese einerseits einen Single-
Point-of-Failure darstellt und andererseits für ein Szenario ohne feste Vertrauens-
beziehungen ungeeignet ist. Zur selbst-organisierenden Nachbarfindung können in
realen Netzen z. B. die in Abschnitt 5.3.2.3 angesprochenen Verfahren verwendet
werden.
Die Kommunikation mit benachbarten Erkennungssystemen bei Nutzung einer Mul-
ticast-Gruppe erfolgt nach Vorbild des NICE-Protokolls [12], einem hierarchischen
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Abbildung 5.17 Erkennungssystem mit ringbasierter Kooperation in OMNeT++
Multicast-Protokoll. Die im Netz verteilten Erkennungssysteme werden dabei in Clu-
ster organisiert. Ein ausgewähltes System jedes Clusters – der so genannte Cluster-
head – leitet eine empfangene Angriffsbeschreibung an alle anderen Systeme inner-
halb des Clusters weiter. Zusätzlich wird zu den Clusterheads aller anderen Cluster
ein Verteilbaum aufgebaut, über welchen Angriffsbeschreibungen gesendet werden.
Die Bildung der Cluster erfolgt durch die Zugehörigkeit zu einem Autonomen Sy-
stem. Der Clusterhead eines jeden AS wird zufällig gewählt.
Die Zusammenhänge der drei vorgestellten Simple Modules zur Umsetzung der de-
zentralen Kooperation stellt abschließend Abbildung 5.17 dar. Die Abbildung zeigt
exemplarisch das zur Evaluierung der Kooperation verwendete Compound Module
distackRing, welches ein Erkennungssystem mit ringbasierter Kooperation reali-
siert. Die Netzwerkschicht wurde dabei derart verändert, dass Kopien aller beob-
achteten Dateneinheiten an das Simple Module distackSim zur Durchführung der
lokalen Anomalie-basierten Erkennung weitergegeben werden. Lokal erkannte bzw.
validierte Angriffe werden an das Simple Module distackRingSigApp kommuniziert,
welches eine Entscheidung über deren weitere Verarbeitung trifft. Zusätzlich führt
dieses die Verarbeitung empfangener Angriffsbeschreibungen sowie die Anwendung
der Metrik-basierten Entscheidungsfunktion aus. Das Auffinden benachbarter Erken-
nungssysteme zur Kooperation sowie die eigentliche Kommunikation erfolgen über
das Simple Module ringSigApp. Letzteres ist auf Anwendungsschicht angesiedelt,
d. h. die Kommunikation basiert auf vorhandenen Transportprotokollen.
5.3.3.2 Metrik-basierte Entscheidungsfindung
Im Folgenden wird kurz für die unterschiedlichen Nachbarfindungsverfahren die je-
weils verwendete Entscheidungsfunktion erläutert. Die Definition der Entscheidungs-
funktion orientierte sich dabei an den in Abschnitt 5.3.2.2 vorgestellten Parametern
sowie an den Zielen und Eigenschaften der einzelnen Nachbarfindungsverfahren, wel-
che in Abschnitt 5.3.2.3 eingeführt wurden. Der Einfluss der Entscheidungsfunktion
auf die Effektivität und den Ablauf der dezentralen Kooperation wird zudem im
Rahmen der simulativen Evaluierung untersucht, indem für die unterschiedlichen
Nachbarfindungsverfahren beobachtet wird, welche Auswirkungen Änderungen an
der Entscheidungsfunktion haben.
184 5. Mechanismen einer dezentralen Angriffserkennung
Ein Parameter, welcher unabhängig von der Nachbarfindung in die Entscheidungs-
funktion einfließen muss, ist die lokale Auslastung des Erkennungssystems, da dieser
das System vor Überlast schützt. Die Auslastung A wird prozentual gemessen und
mit Hilfe einer Toleranzfunktion T in der Entscheidungsfunktion genutzt. Die Aus-
lastung bezieht sich dabei auf diejenigen Ressourcen, die der Angriffserkennung für
die Kooperation zur Verfügung stehen. Die Toleranzfunktion ist definiert als:
T (A) =

0,9− A, wenn 0 ≤ A ≤ 0,4
(0,9− A)3, wenn 0,4 < A ≤ 0,9
0, wenn 0,9 < A < 1
−∞, wenn A ≥ 1
(5.16)
Das exponentielle Abfallen der Funktion bei Werten zwischen 0,4 und 0,9 dient
bereits frühzeitig als Schutz vor Überlast-Situationen, da hierdurch bei steigender
Auslastung verstärkt Validierungen abgelehnt werden. Durch das Setzen des Wer-
tes auf −∞ ist zudem garantiert, dass bei voller Auslastung keine weiteren Vali-
dierungen mehr gestartet werden. Zudem fließt die Verkehrslast des empfangenden
Erkennungssystems bei allen Nachbarfindungsverfahren als negativer Nutzen in die
Entscheidungsfunktion ein, da bei höherer Verkehrslast die Durchführung einer fein-
granularen Anomalie-Erkennung aufwändiger ist.
• Ringbasierte Kooperation
N = 1,5−Distanz · InitialeSignifikanz +Nalt − (1− T (A)) · Verkehrslast (5.17)
Ziel der ringbasierten Kooperation ist die Ausnutzung der Lokalität benach-
barter Erkennungssysteme, da davon ausgegangen wird, dass vom Vorliegen
eines Angriffs beim Sender mit hoher Wahrscheinlichkeit auf das Vorliegen
bei benachbarten Systemen geschlossen werden kann. Daher fließt die Distanz
zwischen zwei Erkennungssystemen in die Entscheidungsfunktion der ringba-
sierten Kooperation als Exponent ein, um den Nutzen bei hoher Entfernung
überproportional zu senken. Zusätzlich berücksichtigt wird die Signifikanz des
Erkennungssystems, welches den Angriff tatsächlich erkannt hat (Initiale Si-
gnifikanz). Dies sorgt dafür, dass Erkennungssysteme im Netzinneren eine Va-
lidierung erst durchführen, wenn mehrere Angriffsbeschreibungen von Erken-
nungssystemen am Netzrand empfangen wurden und die Wahrscheinlichkeit
hoch ist, dass es sich um einen verteilten, großflächigen Angriff handelt. Die
Anzahl empfangener Duplikate wird indirekt bei der Entscheidungsfindung be-
rücksichtigt, indem der bei früheren Entscheidungen berechnete Nutzen Nalt
als weiterer Parameter einfließt.




+Nalt − (1− T (A)) · Verkehrslast (5.18)
Im Unterschied zur ringbasierten Kooperation wird die Distanz bei einer Ko-
operation über Overlay-Netze nicht berücksichtigt, da diese aufgrund der nur
logischen Nachbarschaft keine Aussagekraft besitzt. Die Signifikanz wird zu-
dem durch einen Parameter α reduziert, welcher sich aus der Anzahl der Nach-
barn berechnet. Bei höherer Anzahl an Nachbarn sinkt dadurch der Nutzen,
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so dass der Einfluss der Anzahl an echten Duplikaten auf die Entscheidungs-
funktion steigt. Dies soll vor allem bei steigender Anzahl an Nachbarn eine zu
häufige Validierung von einzelnen Angriffsbeschreibungen verhindern.
• Kooperation mittels Multicast
N = 1,5−Distanz · Signifikanz +Nalt − (1− T (A)) · Verkehrslast (5.19)
Genutzt wird bei der Multicast-Kooperation dieselbe Entscheidungsfunktion
wie bei der ringbasierten, welche die Distanz sowie die Signifikanz des Sen-
ders berücksichtigt. Auch bei der Multicast-Kooperation wird folglich vorran-
gig in der Nähe des Senders validiert. Weiter entfernte Erkennungssysteme
führen eine Validierung erst nach Empfang von Duplikaten oder bei Angriffs-
beschreibungen mit hoher Signifikanz durch. Da bei Multicast keine Weiterlei-
tung durchgeführt wird, muss nicht zwischen der Signifikanz des ursprünglichen









· 0,5Fehlerverlauf ; 1
)
· 2Duplikate +
Validierungsverlauf + 2 ·Nalt − (1− T (A)) · Verkehrslast
(5.20)
Die Entscheidungsfunktion der pfadgebundenen Kooperation ist deutlich kom-
plexer als die bisher betrachteten Funktionen, da zum einen nur eine Koopera-
tion in Richtung des Opfer-Systems erfolgt und zum anderen auch bei fehlge-
schlagenen Validierungen weitergeleitet wird. Daher fließen in diese Entschei-
dungsfunktion sämtliche in Abschnitt 5.3.2.2 vorgestellten Parameter ein. Es
wird folglich nicht nur die Signifikanz des Senders betrachtet, sondern auch die
des weiterleitenden Systems sowie Fehler- und Validierungsverlauf einer An-
griffsbeschreibung. Zudem fließt die Anzahl empfangener Duplikate exponen-
tiell in die Entscheidung ein, da bei der pfadgebundenen Kooperation mit nur
wenigen Duplikaten zu rechnen ist. Für eine ausführliche Erklärung der Herlei-
tung der pfadgebundenen Entscheidungsfunktion sei an dieser Stelle auf [176]
verwiesen.
5.3.4 Evaluierung
In diesem Abschnitt erfolgt die quantitative Auswertung der Kooperation im Hin-
blick auf die Anzahl der im gesamten Netz von allen vorhandenen Erkennungssys-
temen erkannten Angriffe. Die Effektivität der Kooperation kann folglich daran ge-
messen werden, wie stark die Anzahl der global erkannten Angriffe im Vergleich zur
Situation ohne Kooperation ansteigt. Dabei bedeutet die Anzahl der global erkann-
ten Angriffe nicht – wie bei vielen der in Abschnitt 5.3.1 vorgestellten Arbeiten – dass
das Vorliegen eines Angriffs lediglich bekannt ist, sondern, dass das Vorliegen eines
Angriffs selbständig erkannt oder aufgrund einer Benachrichtigung lokal nachgewie-
sen wurde.
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Die Auswertung der Effektivität der Kooperation erfolgt in Bezug auf die in Ab-
schnitt 5.3.2.3 vorgestellten unterschiedlichen Nachbarfindungsverfahren, deren Ef-
fektivität und Aufwand im Folgenden gegenüber gestellt und miteinander verglichen
wird. Dabei werden ausschließlich die vier selbst-organisierenden Verfahren berück-
sichtigt; die manuelle Konfiguration der Nachbarn wird nicht betrachtet, da diese
für eine praktische Anwendung in einer netzweiten Kooperation zu unflexibel ist.
Um die Funktionsweise der dezentralen Kooperation im Detail aufzeigen zu können,
werden in Abschnitt 5.3.4.2 der Ablauf sowie erste Ergebnisse des Vergleichs der un-
terschiedlichen Nachbarfindungsverfahren am Beispiel zweier einfacher Szenarien der
Größe 5 000 und 50 000 Systeme ausführlich erläutert. Die Evaluierung der Koopera-
tion erfolgt dabei simulativ. Abschließend wird in Abschnitt 5.3.4.3 eine simulative
Evaluierung der Kooperation verteilter Erkennungssysteme in verschiedenen komple-
xeren Szenarien präsentiert. Zudem erfolgt hierbei auch eine Variation ausgewählter
Parameter und Eigenschaften verschiedener Nachbarfindungsverfahren.
5.3.4.1 Methodik
Die zur simulativen Evaluierung der Kooperation verwendeten Szenarien wurden mit
den Werkzeugen von ReaSE erstellt. Die Simulationszeit aller Simulationen beträgt
30 Minuten (1 800 s). Zur Erklärung des Ablaufs und der ersten Ergebnisse der Ko-
operation im folgenden Abschnitt wurden zwei einfache Szenarien verwendet. Zum
einen wurde eine Topologie mit 5 075 Systemen erstellt, welche aus 10 Autonomen
Systemen mit jeweils insgesamt ca. 500 End- und Zwischensystemen besteht. Die Er-
zeugung von Hintergrundverkehr beruht auf den in Abschnitt 4.3 vorgestellten acht
Verkehrsprofilen. Diese werden von den 3 638 Client-Systemen genutzt, um Kom-
munikationsverbindungen zu den in die Topologie integrierten 200 Server-Systemen
aufzubauen. Zusätzlich wurden zufällig ca. 2 % der 4 000 Endsysteme durch DDoS-
Zombies ersetzt, welche zur Simulationszeit 1 000 s beginnen, einen TCP SYN-DDoS-
Angriff auf WebServer127 in Stub AS 5 auszuführen. Abschließend wurden 4 Er-
kennungssysteme auf Zwischensystemen der Topologie platziert. Alle Erkennungs-
systeme liegen dabei auf mindestens einem Angriffspfad.
Das zweite, im folgenden Abschnitt verwendete einfache Szenario basiert auf einer
Topologie mit ca. 50 000 Systemen, welche auf 50 Autonome Systeme aufgeteilt sind.
In dieses Szenario wurden 79 DDoS-Zombies integriert, welche einen TCP SYN-
DDoS-Angriff auf einen Webserver ausführen. Die Angriffsrate wurde dabei im Ver-
gleich zum ersten Szenario von 20 Dateneinheiten/s auf 100 Dateneinheiten/s erhöht,
da wegen der höheren Anzahl an Endsystemen auch der Hintergrundverkehr im Net-
zinneren stärker ist. Zudem wurden 9 Erkennungssysteme auf Zwischensysteme in
verschiedenen Autonomen Systemen platziert – 6 dieser Erkennungssysteme liegen
auf mindestens einem Angriffspfad. In diesem zweiten Szenario sind daher auch False
run-Fehler möglich, d. h. die Kooperation kann lokale Validierungen auslösen, welche
den gemeldeten Angriff nicht nachweisen können.
Zur Beurteilung der Effektivität und des Aufwands der Kooperation unter Ver-
wendung unterschiedlicher Nachbarfindungsverfahren und Entscheidungsfunktionen
wurden die folgenden Werte herangezogen:
• Angriffe Gesamt: Dieser Wert gibt an, wie viele Angriffe in globaler Hinsicht
im Optimalfall erkannt und identifiziert werden können. Ein Erkennungssystem
kann einen Angriff genau dann durch eine feingranulare Anomalie-Erkennung
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detektieren, wenn es auf mindestens einem Angriffspfad liegt. Die Gesamtzahl
der Angriffe setzt sich folglich aus der Summe aller Erkennungssysteme, die
einen Angriff erkennen und identifizieren können, über alle simulierten Angriffe
zusammen.
• Lokal Erkannt: Dieser Wert gibt die Anzahl der Erkennungssysteme an,
welche einen Angriff selbständig mit Hilfe der lokalen, hierarchischen Anomalie-
Erkennung detektieren und identifizieren konnten.
• Erkannt durch Benachrichtigung: Empfängt ein Erkennungssystem im
Rahmen der Kooperation eine Angriffsbeschreibung, kann nach Ausführung
der Metrik-basierten Entscheidungsfunktion eine Validierung der Informatio-
nen stattfinden. Die Anzahl der Angriffe, welche aufgrund einer solchen Vali-
dierung erkannt wurden, wird in diesem Wert gespeichert.
• Zu sendende Beschreibungen: Dieser Wert gibt die Anzahl der im gesam-
ten Netz zur Durchführung der Kooperation zu sendenden Angriffsbeschrei-
bungen an. Dies beinhaltet sowohl selbst erstellte Angriffsbeschreibungen als
auch Angriffsbeschreibungen, welche nur weitergeleitet werden – z. B. weil kei-
ne Validierung durchgeführt wurde. Dieser Wert berücksichtigt dabei nicht die
Tatsache, dass die Beschreibung an mehrere Nachbarn gesendet wird, sondern
zählt lediglich die aus Sicht der Anwendung zu sendenden Beschreibungen.
• Erhaltene Beschreibungen: Die Anzahl der Angriffsbeschreibungen, wel-
che bei sämtlichen Erkennungssystemen im gesamten Netz empfangen werden,
beinhaltet sowohl die identischen als auch die echten Duplikate. Duplikate ent-
stehen dabei, wenn zwei benachbarte Systeme denselben Angriff lokal erkennen
und kommunizieren oder wenn Angriffsbeschreibungen weitergeleitet werden.
Dieser Wert berücksichtigt alle tatsächlich gesendeten Angriffsbeschreibungen
aus Sicht des Netzes und ist daher meist ein Vielfaches der zu sendenden Be-
schreibungen.
• Für Validierung Entschieden: Dieser Wert gibt an, wie häufig die Metrik-
basierte Entscheidungsfunktion, welche nach Empfang einer unbekannten oder
zuvor noch nicht validierten Angriffsbeschreibung ausgeführt wird, entschieden
hat, die Informationen zu validieren.
• Gegen Validierung Entschieden: Ist die aktuelle Auslastung des Erken-
nungssystems sehr hoch oder die Wichtigkeit der empfangenen Angriffsbe-
schreibung gering, lehnt die Entscheidungsfunktion eine Validierung ab.
• False run-Fehler: Führt ein Erkennungssystem, welches nicht auf einem
Angriffspfad liegt, eine Validierung einer empfangenen Angriffsbeschreibung
durch, wird von einem False run-Fehler gesprochen. Die Kooperation verur-
sacht in diesem Fall eine feingranulare Validierung, obwohl kein Angriff vor-
liegt. Ein False run-Fehler kann aber auch vorliegen, wenn durch die Koopera-
tion ein False positive-Fehler eines Erkennungssystems – d. h. ein Angriff, der
nicht existiert – an die Nachbarn kommuniziert wird.
• False negative-Fehler: Dieser Wert gibt die Anzahl der Erkennungssysteme
an, welche auf einem Angriffspfad liegen, den Angriff aber weder lokal noch
durch Benachrichtigung erkannt haben. Als False negative-Fehler trotz Be-
nachrichtigung werden dabei diejenigen Situationen bezeichnet, in denen ein
Erkennungssystem eine Angriffsbeschreibung empfangen, die Validierung je-
doch aufgrund der Metrik-basierten Entscheidung abgelehnt hat – die notwen-
digen Informationen zur Beseitigung des False negative-Fehlers lagen folglich
vor, wurden aber nicht genutzt.
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Die Ergebnisse aller Simulationen einer Variante – welche über das Szenario, das ver-
wendete Nachbarfindungsverfahren, die Entscheidungsfunktion sowie weitere variier-
te Parameter definiert ist – wurden über alle Seeds gemittelt. Zusätzlich wurden pro
Variante die 95 %-Konfidenzintervalle aller Werte berechnet. Diese beiden Kennzah-
len wurden für sämtliche, in den Abbildungen der folgenden Abschnitte enthaltenen
Werte zur Darstellung verwendet.
5.3.4.2 Ablauf und erste Ergebnisse am Beispiel zweier einfacher Simu-
lationsszenarien
Mit Hilfe des ersten, einfachen Szenarios der Größe 5 000 Systeme, in welchem 4 Er-
kennungssysteme zufällig im Netzinneren platziert wurden, werden im Folgenden
der Ablauf sowie die Eigenschaften der dezentralen Kooperation aufgezeigt. Dabei
wurden zuerst fünf unterschiedliche Varianten dieses Szenarios evaluiert, welche sich
in dem verwendeten Nachbarfindungsverfahren unterscheiden: pfadgebundene und
ringbasierte Nachbarfindung sowie Nachbarfindung durch Overlay-Netze und Mul-
ticast. Zudem wurde eine Variante ohne Kooperation simuliert, welche als Referenz
für die Bewertung der Effektivität der Kooperation dient. Die zur Durchführung der
Simulationen verwendeten Konfigurationen und Variationen stellt Tabelle 5.5 dar,
wobei zusätzlich für jedes Nachbarfindungsverfahren die in den folgenden Abbildun-
gen verwendeten Kürzel definiert sind. Sämtliche Simulationen wurden mit jeweils
25 Seeds durchgeführt.
Nachbarfindung Kürzel Konfiguration Weitere Variationen
- None - -
Pfadgebunden Path Richtung: Opfer -
Ringbasiert Ring Ringradius: 3 Ringradius: 2, 4, 7
Overlay-Netz Overlay Anzahl Nachbarn: 1 Anzahl Nachbarn: 2, 3
Multicast Multicast Multicast-Baum -
Tabelle 5.5 Simulierte Varianten des einfachen Szenarios der Größe 5 000
Die Nachbarschaftsbeziehungen der 4 Erkennungssysteme dieses Szenarios für die un-
terschiedlichen evaluierten Nachbarfindungsverfahren zeigt Abbildung 5.18. Bei der
pfadgebundenen Nachbarfindung erfolgt eine Kooperation in Richtung des Opfer-
Systems – erkennt z. B. Erkennungssystem 1 des AS 2 den simulierten Angriff durch
lokale Beobachtungen, kann kein Nachbar zur Kooperation gefunden werden, da kein
weiteres Erkennungssystem auf dem Pfad zum Opfer-System liegt. Für die ringba-
sierte Kommunikation sind sowohl die Nachbarschaftsbeziehungen für den Ringra-
dius 2 als auch für den Radius 3 dargestellt. In diesem Szenario zeigt sich, dass
die selbst-organisierende Nachbarfindung nicht notwendigerweise alle Erkennungs-
systeme im Netz in die Kooperation einbezieht – beispielsweise wenn der Ringradius
zu klein gewählt ist. Bei einem Ringradius von 2 nimmt Erkennungssystem 2 des
AS 4 aufgrund der Distanz zu den anderen Erkennungssystemen nicht an der Ko-
operation teil. Bei einem Radius von 3 kann hingegen jedes Erkennungssystem in
mehreren Schritten mit jedem anderen kooperieren. In diesem Szenario sollte daher
mindestens ein Radius von 3 gewählt werden. Bei der Nachbarfindung mit Hilfe eines
Overlay-Netzes nehmen alle Erkennungssysteme an der Kooperation teil, da jedes
Erkennungssystem eine Mindestanzahl an Nachbarn haben muss. Bei ungünstiger
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Wahl der Nachbarn, z. B. für Seed 6, kann allerdings eine Partitionierung in mehre-
re Gruppen auftreten. Dass sich die Beziehungen bei Nutzung eines Overlay-Netzes
zwischen einzelnen Seeds unterscheiden, liegt daran, dass die Nachbarn zu Beginn
der Simulation zufällig gewählt werden. Eine Partitionierung sollte bei einer höheren
Mindestanzahl an Nachbarn jedoch nur selten auftreten. Bei Nutzung eines realen
Overlay-Netzes muss das eingesetzte Protokoll eine Partitionierung verhindern. Der
zur Kooperation mittels Multicast verwendete Verteilbaum ist in Abbildung 5.18(d)
dargestellt. Die Wurzel des Verteilbaums auf Ebene der Clusterheads bildet dabei
Erkennungssystem 0 des AS 1, welches die Clusterheads aller weiteren ASe direkt
erreicht. Die Verteilung von Multicast-Dateneinheiten an untergeordnete Systeme






































Abbildung 5.18 Nachbarschaftsbeziehungen der unterschiedlichen Nachbar-
findungsverfahren
Im Folgenden wird zuerst der Ablauf einer Simulation am Beispiel der ringbasier-
ten Nachbarfindung ausführlich erläutert, bevor auf die Ergebnisse aller in diesem
Szenario durchgeführten Simulationen eingegangen wird. Die ringbasierte Koopera-
tion wurde dabei mit einem Ringradius von 3 durchgeführt, d. h. es bestanden die in
Abbildung 5.18(b) dargestellten Nachbarschaftsbeziehungen. Im Verlauf der Simula-
tion traten insgesamt 17 False positive-Fehler in allen beobachteten Aggregaten auf,
welche allerdings wie beschrieben durch das Tagging der Angriffsdateneinheiten als
solche erkannt und nicht an benachbarte Erkennungssysteme kommuniziert wurden –
dies entspricht dem Fall, dass nur eine Volumenanomalie und keine feingranularen
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Anomalien erkannt werden können, so dass der Identifikationsvorgang mit der Er-
kennung von Normalverkehr endet. Der tatsächlich stattfindende DDoS-Angriff löst
zum Zeitpunkt 1 006 s eine Volumenanomalie in Erkennungssystem 1 des AS 2 – im
Folgenden als System 1/2 bezeichnet – aus, woraufhin die Erkennung feingranularer
Anomalien gestartet wird. Zum Zeitpunkt 1 007 s löst der Angriff außerdem Volu-
menanomalien in den Erkennungssystemen 0 und 2 des AS 1 aus. Zum Zeitpunkt
1 010 s ist die feingranulare Anomalie-Erkennung in System 1/2 beendet und der
laufende Angriff wird korrekt als TCP SYN-DDoS-Angriff auf den Webserver mit
der IP-Adresse 0.6.0.128 identifiziert. Das Erkennungssystem sendet anschließend
die Beschreibung des Angriffs an seinen einzigen Nachbarn – System 0/1. Nach dem
Empfang der Angriffsbeschreibung führt System 0/1 die Metrik-basierte Entschei-
dungsfunktion aus. Die Auslastung des Systems ist gering, da lediglich 1 feingranu-
lare lokale Erkennung läuft. Die Signifikanz der Angriffsbeschreibung ist hoch, da
der Sender ein Core-Router ist. Die Entfernung der beiden Kommunikationspart-
ner beträgt 3 IP-Hops. Die Anwendung dieser Werte auf die Entscheidungsfunktion
resultiert in einem Nutzen von N = 98,58, d. h. die Validierung der empfangenen
Informationen soll durchgeführt werden. Da jedoch bereits eine lokale feingranulare
Erkennung für das beschriebene Aggregat durchgeführt wird, wird keine zusätzli-
che Validierung gestartet. Zum Zeitpunkt 1 011 s ist die feingranulare Erkennung
mit der Identifikation des laufenden Angriffs beendet – die Erkennung wird jedoch
nicht als Erkennung durch Benachrichtigung gewertet, da die feingranulare Erken-
nung aufgrund einer lokalen Volumenanomalie bereits gestartet war. Der erkannte
Angriff wird anschließend an die benachbarten Systeme 2/1 und 2/4 kommuniziert.
Der Ablauf bei System 2/1 ist ähnlich: Der Nutzen N = 99,03 der empfangenen
Angriffsbeschreibung spricht für eine Validierung, eine lokale feingranulare Erken-
nung läuft aber bereits, so dass die Validierung nicht gestartet wird. Bei System 2/4
spricht der Nutzen mit N = 113,33 ebenfalls für eine Validierung. Da hier noch keine
feingranulare Erkennung im TCP-Aggregat läuft, wird die Validierung der empfan-
genen Informationen gestartet. Zum Zeitpunkt 1 012 s endet die feingranulare Erken-
nung der Systeme 0/1 und 2/1 mit der Identifikation des Angriffs. Die Validierung
von System 2/4 endet zum Zeitpunkt 1 016 s mit dem Nachweis des Angriffs. Ins-
gesamt ist es somit allen 4 Erkennungssystemen möglich, den laufenden Angriff zu
erkennen und zu identifizieren, wobei die Erkennung einmal durch die Kooperati-
on ausgelöst wurde. Im Referenzszenario ohne Kooperation konnte System 2/4 den
stattfindenden TCP SYN-DDoS-Angriff nicht durch die lokale hierarchische Anoma-
lie-Erkennung detektieren. Die Kooperation ermöglichte folglich in globaler Hinsicht
die Beseitigung eines False negative-Fehlers und erreichte dadurch eine Steigerung
der Effektivität von 75 % auf 100 %.
Abbildung 5.19(a) zeigt die Ergebnisse der gerade ausführlich beschriebenen Variante
dieses Szenarios (Ring-3) über alle Seeds. Zudem sind die Ergebnisse der weiteren
Varianten der ringbasierten Nachbarfindung dargestellt, in welchen der Ringradius
gemäß den in Tabelle 5.5 aufgelisteten Werten variiert wurde. Die Abbildung zeigt
neben der Gesamtzahl der global beobachtbaren Angriffe die Anzahl der lokal sowie
der durch Benachrichtigung erkannten Angriffe. Dabei zeigt lediglich die Variante mit
Ringradius 2 eine deutlich geringere Effektivität als die anderen Varianten. Dies ist
der Tatsache geschuldet, dass aufgrund des zu klein gewählten Ringradius nicht alle
Erkennungssysteme an der Kooperation teilnehmen. Daher liegt der Mittelwert der
Anzahl erkannter Angriffe lediglich bei 2,8, wobei durchschnittlich 0,28 Erkennungen



































































Abbildung 5.19 Ringbasierte Nachbarfindung bei unterschiedlichen Radien
nur durch die Kooperation ermöglicht wurden. In den anderen Varianten liegt die
Effektivität der Kooperation – der Anteil der durch Benachrichtigung erkannten
Angriffe an der Gesamtzahl erkennbarer Angriffen – mit 40 % statt 7 % deutlich
höher und ermöglicht die Erkennung aller Angriffe in globaler Hinsicht.
Abbildung 5.19(b) zeigt den durch die Kooperation verursachten Kommunikations-
aufwand sowie die Ergebnisse der Entscheidungsfunktion. Zusätzlich ist die Anzahl
der durch Benachrichtigung erkannten Angriffe eingezeichnet. Die Ergebnisse zeigen,
dass bei den Varianten mit Ringradius 4 und 7 trotz der geringen Auslastung der
Erkennungssysteme Validierungen abgelehnt wurden. Dies ist auf den exponentiellen
Einfluss der Distanz, welcher bei der Definition der Entscheidungsfunktion die Loka-
lität der Kooperation sicherstellen sollte, zurückzuführen: Die Validierung wurde vor
allem bei Angriffsbeschreibungen mit einer hohen Distanz abgelehnt. Dieser Effekt
konnte jedoch vorrangig bei der Kommunikation zwischen Transit ASen beobachtet
werden. In Situationen, in denen eine Angriffsbeschreibung mit hoher Distanz von
einem Transit AS zu einem Stub AS kommuniziert wurde, fiel aufgrund der hohen
Signifikanz der Beschreibung doch die Entscheidung für eine Validierung, d. h. die
Signifikanz hatte in diesem Fall mehr Einfluss als die Distanz.
Der Anstieg der erhaltenen Angriffsbeschreibungen ist zum einen der Weiterleitung
nach Ablehnung einer Validierung, zum anderen der höheren durchschnittlichen An-
zahl an Nachbarn geschuldet. Insgesamt zeigt sich in diesem Szenario, dass ein höhe-
rer Ringradius – 3 statt 2 – die Effektivität erhöht, da keine unerreichbaren Systeme
mehr vorhanden sind. Eine weitere Erhöhung des Radius hingegen steigert vor al-
lem den erzeugten Kommunikationsaufwand, nicht aber die Effektivität, da diese
bereits bei 100 % liegt. Der Ringradius sollte daher im Allgemeinen mindestens so
gewählt werden, dass alle Erkennungssysteme an der Kooperation teilnehmen, d. h.
keine unerreichbaren Erkennungssysteme mehr existieren. Der Radius sollte zudem
nur soweit erhöht werden, dass die dadurch erzielte Steigerung der Effektivität den
zusätzlichen Aufwand rechtfertigt. Im beschriebenen einfachen Szenario ist daher
ein Radius von 3 zu empfehlen. Sehr ähnliche Ergebnisse konnten auch bei der Aus-
wertung der verschiedenen Varianten der Nachbarfindung über ein Overlay-Netz be-
obachtet werden: Die Erhöhung der Mindestanzahl an Nachbarn trägt bis zu einem
gewissen Grad zur Steigerung der Effektivität bei und führt bei zu hohen Werten
vor allem zu mehr Aufwand.


































































Abbildung 5.20 Alle Nachbarfindungsverfahren im ersten, einfachen Szenario
Abbildung 5.20(a) stellt die Effektivität aller Nachbarfindungsverfahren gegenüber,
wobei die Konfigurationen aus Tabelle 5.5 für die einzelnen Verfahren zugrunde
gelegt wurden – die zusätzlichen Variationen sind in dieser Abbildung nicht berück-
sichtigt. Die Abbildung zeigt, dass die Kooperation nur im Fall der pfadgebundenen
Nachbarfindung nicht zur Behebung von False negative-Fehlern beiträgt. Dies liegt
daran, dass keiner der Signalisierungspfade über Erkennungssystem 2 des AS 4 läuft,
so dass dieses nur als Sender an der Kooperation teilnehmen kann. Gerade dieses
Erkennungssystem ist jedoch nicht in der Lage, den Angriff lokal zu erkennen und
würde von der Kooperation als Empfänger von Angriffsbeschreibungen profitieren.
Im Allgemeinen trägt die pfadgebundene Kooperation in Szenarien mit wenigen
Erkennungssystemen kaum zur Beseitigung von False negative-Fehlern bei, da nur
selten weitere Erkennungssysteme auf dem Pfad zum Opfer-System liegen. Zudem
liegen diese meist im Zugangsnetz des Opfers und erkennen den Angriff daher auch
ohne Kooperation.
Die anderen Nachbarfindungsverfahren unterscheiden sich in diesem kleinen Szenario
in ihrer Effektivität nur geringfügig. Nur die Overlay-Kooperation erreicht aufgrund
einer Simulation, in der eine Partitionierung auftrat, lediglich eine Effektivität von
96 %. Bei allen drei Verfahren zeigt sich, dass die Anzahl der lokal erkannten Angriffe
im Vergleich zum Referenzszenario ohne Kooperation leicht zurückgeht. Dies lässt
sich dadurch begründen, dass in einigen Situationen ein Erkennungssystem durch die
Kooperation in der Lage ist, einen Angriff ca. 1-2 s früher zu erkennen als dies durch
die lokale Erkennung geschehen wäre. Dieser Effekt war bei der Auswertung des
folgenden Szenarios der Größe 50 000 noch deutlicher zu sehen, wobei die Erkennung
von Angriffen durch die Kooperation in diesem größeren Szenario bis zu ca. 10 s
früher möglich war.
Die Effektivität der Kooperation ist bei Multicast mit 41 % geringfügig höher als
die der ringbasierten (40 %) und der Kooperation über Overlay-Netze (37 %). Dies
ist darauf zurückzuführen, dass die Verteilung einer Angriffsbeschreibung über Mul-
ticast am schnellsten erfolgt. In Abbildung 5.20(b) zeigt sich, dass dies zu Lasten
des Kommunikationsaufwands geht, welcher bei der Multicast-Kooperation aufgrund
der Kommunikation mit allen anderen Erkennungssystemen am höchsten ist. Der
geringere Aufwand der Overlay-Kooperation im Vergleich zur ringbasierten Nach-
barfindung lässt sich dadurch erklären, dass im Overlay-Netz jedes Erkennungssys-
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tem durchschnittlich nur 1,25 Nachbarn hat, beim ringbasierten Verfahren hingegen
durchschnittlich 2 Nachbarn existieren. Da in beiden Verfahren – u. U. über meh-
rere Schritte – mit allen anderen Erkennungssystemen kommuniziert werden kann,
erreicht die Overlay-Kommunikation in diesem einfachen Szenario bei geringerem
Aufwand annähernd dieselbe Effektivität. Die Abbildung zeigt zudem, dass auch
im Fall der pfadgebundenen Nachbarfindung eine Kooperation versucht wird – d. h.
Angriffsbeschreibungen gesendet werden sollen – aber nur in wenigen Fällen tatsäch-
lich ein Erkennungssystem auf dem Pfad zum Opfer des Angriffs liegt. Da nach jeder
lokalen Erkennung eine Nachbarfindung gestartet wird, aber nur in wenigen Fällen
ein Empfänger vorhanden ist, ist die Zahl der zu sendenden Angriffsbeschreibungen
größer als die der erhaltenen Beschreibungen.
Szenario der Größe 50 000
In das zweite, einfache Szenario, welches aus 50 000 Systemen besteht, wurden 9 Er-
kennungssysteme integriert, von denen nur sechs auf einem Angriffspfad liegen. Die
verbleibenden drei können den simulierten Angriff nicht erkennen. Ausgewertet wur-
den auch in diesem Szenario die vier bereits betrachteten Nachbarfindungsverfahren
sowie ein Referenzszenario ohne Kooperation. Jede simulierte Variante wurde dabei
mit 15 Seeds durchgeführt. Bei der ringbasierten Kooperation wurde ein Ringra-
dius von 4 verwendet. Weitere Varianten mit Ringradien von 3, 5, und 7 wurden
ebenfalls ausgeführt. Die Mindestanzahl an Nachbarn bei der Kooperation über ein
Overlay-Netz war auf 2 gesetzt, wobei zusätzliche Varianten mit den Werten 3, 5









































































Abbildung 5.21 Alle Nachbarfindungsverfahren im zweiten, einfachen Szenario
Abbildung 5.21 zeigt die Ergebnisse der Hauptvarianten aller Nachbarfindungsver-
fahren. Betrachtet man das Referenzszenario, zeigt sich, dass bereits ohne Koopera-
tion durchschnittlich 5 der 6 Erkennungssysteme den stattfindenden Angriff durch
lokale Beobachtung erkennen. Die Kooperation kann folglich nur eine geringe Stei-
gerung der Effektivität in globaler Hinsicht erzielen. Gerade im Bereich der Angriffs-
erkennung ist eine Verbesserung der Effektivität aber in jedem Fall wünschenswert.
Dabei muss jedoch darauf geachtet werden, dass in derartigen Szenarien, in welchen
nur leichte Verbesserungen möglich sind, der nötige Aufwand in einem sinnvollen
Verhältnis zum Ertrag steht. Betrachtet man den in Abbildung 5.21(b) dargestell-
ten Aufwand der Kooperation, zeigt sich, dass selbst bei der Kooperation mittels
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Multicast lediglich 48 Angriffsbeschreibungen empfangen werden. Dies entspricht bei
einer geschätzten Größe von 500 Byte pro Beschreibung einem Datenaufwand von
lediglich 24 kB.
Auch in diesem Szenario erreichen alle Verfahren außer der pfadgebundenen Koope-
ration eine Effektivität von nahezu 100 % – nur bei der Kooperation über Overlay-
Netze kam es in einer der Simulationen zu einem False negative-Fehler, welcher auch
durch die Kooperation nicht behoben werden konnte. Dieser wurde nicht durch eine
Partitionierung, sondern durch eine ungünstige Nachbarschaftsstruktur ausgelöst –
das Erkennungssystem, welches den Angriff nicht lokal erkennen konnte, war nur mit
Erkennungssystemen benachbart, welche auf keinem Angriffspfad lagen. In diesem
Fall kann ein höherer Wert für die Mindestanzahl der Nachbarn zu einer höheren
Effektivität führen. Alternativ hätte die Weiterleitung nach gescheiterter Validie-
rung, welche bei der Overlay-Kooperation optional vorgesehen ist, u. U. den False
negative-Fehler beseitigen können. Die Anzahl der lokal erkannten Angriffe ist bei
allen drei Verfahren mit einem Wert von ca. 4 kleiner als der des Referenzszena-
rios (4,73). Daran lässt sich sehr deutlich erkennen, dass die Kooperation nicht nur
zur Beseitigung von False negative-Fehlern geeignet ist, sondern in einigen Fällen
auch eine frühere Erkennung von Angriffen ermöglicht. Die Erkennung erfolgt dabei
bis zu 10 s früher.
Betrachtet man den in Abbildung 5.21(b) dargestellten Aufwand der unterschied-
lichen Nachbarfindungsverfahren, zeigt sich, dass die ringbasierte und die Overlay-
Kooperation ähnlich viele Angriffsbeschreibungen senden bzw. erhalten. Dies ist dar-
auf zurückzuführen, dass beide eine durchschnittliche Anzahl von ca. 2,5 Nachbarn
aufweisen. Der etwas höhere Aufwand der ringbasierten Kooperation wird dadurch
ausgelöst, dass – im Gegensatz zum Standardverhalten der Overlay-Netze – bei
Ablehnung einer Validierung die Angriffsbeschreibung weitergeleitet wird. Der Auf-
wand der Multicast-Kooperation liegt deutlich über dem Aufwand der restlichen
Verfahren, da bei letzteren die durchschnittliche Anzahl an Nachbarn deutlich klei-
ner ist als die gesamte Anzahl an Erkennungssystemen. Die bei Multicast vollzogene
Abkehr von der ursprünglichen Idee der skalierbaren Nachbarfindung und Kommu-
nikation mit wenigen anderen Systemen in direkter Nachbarschaft wirkt sich auf
den Aufwand negativ aus. Die vergleichsweise hohe Anzahl abgelehnter Validierun-
gen resultiert aus der Tatsache, dass direkt mit allen anderen Erkennungssystemen
kommuniziert wird. Eine Angriffsbeschreibung mit geringer Wichtigkeit wird folg-
lich gleich von vielen Erkennungssystemen abgelehnt. Bei den anderen Verfahren
erfolgt eine Ablehnung nur durch wenige benachbarte Systeme – die Wahrschein-
lichkeit einer Ausbreitung zu allen Erkennungssystemen ohne weitere Bearbeitung
ist aufgrund der schrittweisen Verbreitung gering. Zudem werden bei Multicast häu-
figer Angriffsbeschreibungen zwischen Erkennungssystemen mit einer großen Distanz
kommuniziert. Der exponentielle Einfluss der Distanz in die Entscheidungsfunktion
erhöht die Wahrscheinlichkeit abgelehnter Validierungen zusätzlich.
Die Anzahl der False run-Fehler liegt für alle Nachbarfindungsverfahren – außer der
pfadgebundenen Kooperation – konstant bei 3, d. h. auch die Erkennungssysteme,
welche nicht auf einem Angriffspfad liegen, führen aufgrund der Kooperation eine
feingranulare Validierung durch. Der Vorteil dieser Validierung ist, dass der Angriff
von diesen Erkennungssystemen nicht als aktiv angenommen wird und weiteren Auf-
wand wie den Einsatz eines Filters oder Rate Limiters auslöst – wie dies bei vielen
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existierenden Ansätzen der Fall wäre. Hätte es sich bei der Angriffsbeschreibung
um einen False positive-Fehler gehandelt, hätte sich diese fehlerhafte Information
aufgrund der lokalen Validierung nicht weiter verbreitet.
Zusätzlich zum Vergleich der unterschiedlichen Nachbarfindungsverfahren wurden
auch in diesem Szenario verschiedene Varianten der ringbasierten sowie der Ko-
operation über Overlay-Netze evaluiert. Bei der Auswertung der unterschiedlichen
Varianten der ringbasierten Kooperation, welche sich in den vorgegebenen Ringra-
dien unterschieden, zeigt sich, dass in allen Varianten eine Effektivität von 100 %
erreicht wird. Auch wenn in den Varianten mit größeren Radien ein leichter Anstieg
der durchschnittlich durch Kooperation erkannten Angriffe zu erkennen ist, ist in
diesem Szenario die Nutzung des kleineren Ringradius von 3 zu empfehlen, da dieser
bei hoher Effektivität den geringsten Aufwand verursacht. Die genauen Werte sind
zur Vollständigkeit in Abbildung C.1 im Anhang dargestellt. Im Fall der Overlay-
Kommunikation wird eine Effektivität von 100 % erst mit mindestens 3 Nachbarn
erreicht. Mit steigender Mindestanzahl an Nachbarn kann jedoch beobachtet werden
(s. Abbildung 5.22(a)), dass Angriffe durch die Kooperation oft früher erkannt wer-
den als im Referenzszenario ohne Kooperation. In diesem Szenario muss daher bei
der Konfiguration der Overlay-Kooperation eine Entscheidung zwischen Aufwand






















































































(b) Aufwand – Ausschnitt
Abbildung 5.22 Nachbarfindung über ein Overlay-Netz im zweiten Szenario
Abbildung 5.22 stellt abschließend die Ergebnisse der Standardvariante der Overlay-
Kooperation denen der optionalen Variante (FW), welche im Fall einer abgelehnten
Validierung die Angriffsbeschreibung weiterleitet, gegenüber. In dem hier betrachte-
ten einfachen Szenario schlägt sich die zusätzliche Weiterleitung jedoch nicht in einer
Erhöhung der Effektivität nieder, da nur sehr wenige Erkennungssysteme vorhanden
sind und Validierungen nur selten abgelehnt werden. In diesen Fällen werden die
weitergeleiteten Angriffsbeschreibungen meist aufgrund ihrer geringen Wichtigkeit
auch bei anderen Erkennungssystemen abgelehnt und führen daher nicht zu einer
früheren Erkennung. Eine konkrete Aussage über den Nutzen der optionalen Wei-
terleitung bei der Overlay-Kooperation kann folglich erst mit den Resultaten der
komplexeren Szenarien des folgenden Abschnitts getroffen werden.
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5.3.4.3 Simulative Evaluierung der dezentralen Kooperation
Für die umfassendere Evaluierung der dezentralen Kooperation verteilter Erken-
nungssysteme wurden die bereits bei der Evaluierung der Eigenschaften von ReaSE
verwendeten je drei Szenarien der Größen 10 000, 50 000 und 100 000 genutzt (s. Ta-
belle 4.4). Zusätzlich zu den bereits enthaltenen Client- und Server-Systemen wurden
zufällig ca. 3 % der Zwischensysteme durch Erkennungssysteme sowie ca. 6 ‰ der
Client-Systeme durch DDoS-Zombies ersetzt. In den Szenarien der Größe 50 000 sind
dadurch beispielsweise ca. 250 DDoS-Zombies sowie ca. 300 Erkennungssysteme vor-
handen. Die DDoS-Zombies führen einen TCP SYN-DDoS-Angriff mit einer Angriffs-
rate von 20 Dateneinheiten/s aus. Als Opfer des Angriffs wurde für jedes Szenario
zufällig ein Webserver ausgewählt, welcher für alle Varianten des Szenarios verwen-
det wurde. Die Standardvarianten der jeweiligen Nachbarfindungsverfahren nutzten
einen Ringradius von 5 und eine Mindestanzahl der Overlay-Nachbarn von 2.
Im ersten Schritt wurden die erstellten Simulationsszenarien verwendet, um in die-
sen – im Vergleich zur Evaluierung des vorherigen Abschnitts – komplexeren Sze-
narien mit mehr Erkennungssystemen erneut eine Gegenüberstellung der vier Nach-
barfindungsverfahren durchzuführen. Dies dient dazu, die bisherigen Ergebnisse zu
bestätigen bzw. zu vertiefen. Hierzu werden im Folgenden vor allem die Ergebnisse
des Szenarios mit 50 000 Systeme und 50 ASen ausführlich diskutiert. Die Ergebnisse
weiterer Simulationsszenarien der Größe 50 000 mit 20 ASen (s. Abbildung C.2) so-
wie der Größe 10 000 (s. Abbildung C.3) und 100 000 (s. Abbildung C.4) finden sich
in Anhang C und zeigen, dass die im Folgenden gemachten Aussagen auch in den
weiteren evaluierten Szenarien gültig sind. Sämtliche in dieser Arbeit beschriebenen
Szenarien wurden dabei jeweils mit 15 Seeds durchgeführt.
Abbildung 5.23 zeigt die Ergebnisse der Evaluierung für zwei der Szenarien der Grö-
ße 50 000, welche sich in der Anzahl der Autonomen Systeme, auf die sich die End-
und Zwischensysteme aufteilen, unterscheiden. Die Effektivität der Kooperation auf
Basis unterschiedlicher Nachbarfindungsverfahren für das Szenario mit 20 ASen ist
in Abbildung 5.23(a) dargestellt. In diesem Szenario liegen nur 11 der 263 Erken-
nungssysteme auf einem Angriffspfad. Nur die Kooperation mittels Multicast kann
alle False negative-Fehler der lokalen Erkennung beseitigen. Die Kooperation über
ein Overlay-Netz steigert die Effektivität lediglich minimal. Dies hängt damit zu-
sammen, dass die Angriffsbeschreibung ohne Bezug auf räumliche Nähe und nur an
wenige – durchschnittlich 2,6 Nachbarn – verteilt wird. Die Wahrscheinlichkeit, dass
der zufällig gewählte Nachbar eines der wenigen Systeme auf einem Angriffspfad ist,
ist dabei sehr gering. Die Beobachtung, dass die Overlay-Kooperation in der Stan-
dardvariante in Szenarien, in welchen nur ein geringer Anteil der Erkennungssysteme
auf einem Angriffspfad liegt, meist aufgrund der ungünstigen Nachbarschaftsstruktur
schlecht abschneidet, bestätigte sich auch in den weiteren Simulationen. Die ring-
basierte Kooperation konnte durchschnittlich 1,6 False negative-Fehler beseitigen.
Hierbei fällt auf, dass bei der ringbasierten Kooperation mehr False negative-Fehler
hätten beseitigt werden können – durchschnittlich 2,3 False negative-Fehler traten
weiterhin auf, obwohl die Informationen über den laufenden Angriff dem Erken-
nungssystem durch die Kooperation vorlagen. Die Validierung wurde hierbei – wie
bei der Definition der Entscheidungsfunktion beabsichtigt – vor allem von Erken-
nungssystemen im Netzinneren abgelehnt, da die erhaltene Angriffsbeschreibung auf-
grund der Signifikanz des Senders als nicht wichtig genug eingestuft wurde. Aufgrund















































































































































(d) Aufwand (50 ASe) – Ausschnitt
Abbildung 5.23 Alle Nachbarfindungsverfahren in Szenarien der Größe 50 000
der geringen Anzahl an Erkennungssystemen auf Angriffspfaden wurden jedoch nicht
genügend Duplikate empfangen, um von einem verteilten Angriff auszugehen.
Im Szenario mit 50 ASen tritt bei Anwendung der ringbasierten Kooperation nur
1 False negative-Fehler auf, der hätte beseitigt werden können (s. Abbildung 5.23(b)).
In 15 weiteren Erkennungssystemen wurde die Validierung hingegen durchgeführt,
so dass die Effektivität durch die Kooperation signifikant gesteigert werden konnte.
Der Unterschied zum vorigen Szenario liegt darin, dass zum einen wesentlich mehr
Systeme auf Angriffspfaden liegen. Zum anderen erkennen wenige Erkennungssys-
teme im Netzinneren den Angriff selbständig, wodurch auch Angriffsbeschreibungen
mit hoher Signifikanz gesendet werden. Diese führen verstärkt zu Validierungen im
Netzinneren und dadurch zu der deutlich höheren Effektivität. An diesen beiden
Szenarien zeigt sich, dass selbst bei gleicher Konfiguration der Nachbarfindung und
Entscheidungsfunktion abhängig von den jeweiligen Gegebenheiten – der Verteilung
und Lokation der Erkennungssysteme oder der Signifikanz derjenigen Erkennungs-
systeme, welche einen Angriff lokal erkennen bzw. validieren – deutliche Unterschiede
im Ablauf und in den Ergebnissen der dezentralen Erkennung auftreten können. Soll
die Abhängigkeit der Entscheidungsfunktion von der Signifikanz des Senders abge-
schwächt werden, ist dies über eine Veränderung der zur Kooperation verwendeten
Entscheidungsfunktion möglich. Auf ein Beispiel zu den Auswirkungen einer geän-
derten Entscheidungsfunktion wird im Verlauf dieses Abschnitts noch eingegangen.
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Die Abbildungen 5.23(c) und 5.23(d) zeigen außerdem den durch die Kooperation
erzeugten Aufwand des Szenarios mit 50 ASen. Hierbei ist deutlich zu sehen, dass
die Kooperation mittels Multicast – wie bereits bei der Aufwandsabschätzung in
Abschnitt 5.3.2.3 vermutet – mit 8 996 erhaltenen Angriffsbeschreibungen den höch-
sten Kommunikationsaufwand verursacht. Dies ist darauf zurückzuführen, dass jede
der 26 zu sendenden Angriffsbeschreibungen an alle anderen 346 Erkennungssysteme
gesendet wird. Zudem fällt auf, dass bei Multicast trotz der häufigen Ablehnungen
einer Validierung, welche aufgrund der Definition der Entscheidungsfunktion zu er-
warten waren, alle Erkennungssysteme im Laufe der Simulation eine Validierung
durchführen. Dies ist auf die bei einem verteilten, großflächigen Angriff auftreten-
den vielen Duplikate – welche daraus entstehen, dass jedes erkennende System die
Angriffsbeschreibung an alle anderen sendet – zurückzuführen. Einerseits resultiert
dies in einer hohen Effektivität, andererseits aber auch in der hohen Anzahl von
320 False run-Fehlern.
Die ringbasierte Kooperation liegt mit durchschnittlich 780 empfangenen Angriffs-
beschreibungen deutlich unter dem Aufwand der Multicast-Kooperation, da hierbei
lediglich mit wenigen benachbarten Systemen direkt kommuniziert wird – die durch-
schnittliche Anzahl an Nachbarn beträgt in diesem Szenario 7,5. Dennoch schneidet
die ringbasierte Kooperation in Bezug auf die Effektivität nur geringfügig schlech-
ter ab. Zudem treten hier nur 219 False run-Fehler auf. Dies liegt daran, dass sich
die Angriffsbeschreibungen aufgrund der Lokalität der Kommunikation bei der ring-
basierten Nachbarfindung vor allem entlang der Angriffspfade ausbreiten. Eine er-
folglose Validierung führt dazu, dass die Beschreibung nicht weitergeleitet wird und
somit auch nicht in Teile des Netzes gelangt, welche vom Angriff nicht betroffen sind.
Wie stark sich die Angriffsbeschreibungen dabei abseits der Angriffspfade ausbrei-
ten, hängt vom gewählten Ringradius ab. Die ringbasierte Kooperation ist vor allem
in Szenarien mit vielen Erkennungssystemen wesentlich besser für die dezentrale
Erkennung gerichteter Angriffe geeignet als die Nutzung einer Multicast-Gruppe.
Dass die tatsächliche Anzahl erhaltener Beschreibungen bei der ringbasierten Koope-
ration von der Aufwandsabschätzung (s. Abschnitt 5.3.2.3) – welche in einem Wert
von ca. 250 Beschreibungen resultiert – deutlich abweicht, liegt an der hohen Vari-
anz der Anzahl an Nachbarn. Erkennungssysteme im Netzinneren haben aufgrund
ihrer zentralen Lage signifikant mehr Nachbarn als die durchschnittliche Anzahl von
7,5 Nachbarn. In diesem Szenario existiert beispielsweise ein Erkennungssystem mit
80 und eines mit 61 Nachbarn. Diese nehmen aufgrund ihrer zentralen Lage au-
ßerdem häufiger an der Kooperation teil, so dass der tatsächliche Aufwand deutlich
über der Aufwandsabschätzung liegt. Im Fall der Kooperation über ein Overlay-Netz
trifft die Aufwandsabschätzung hingegen ziemlich genau zu, da hier nur kleinere Ab-
weichungen von der durchschnittlichen Anzahl an Nachbarn auftreten. Da außerdem
in der Standardvariante keine Weiterleitung von Angriffsbeschreibungen erfolgt, ver-
ursacht die Overlay-Kooperation mit nur 36 erhaltenen Angriffsbeschreibungen bei
einer Mindestanzahl von 2 Nachbarn nur einen äußerst geringen Aufwand. Dies wirkt
sich zwar positiv auf die Anzahl der False run-Fehler aus, ermöglicht aber auch nur
eine geringe Steigerung der Effektivität durch die Kooperation.
Wie bereits bei den einfachen Szenarien beobachtet, besitzt die pfadgebundene Ko-
operation nur eine sehr geringe Effektivität, da meist nur wenige Erkennungssysteme
auf dem Pfad zum Opfer-System liegen. Zudem haben Erkennungssysteme in Rich-
tung des Opfers, welche in dessen Nähe lokalisiert sind, aufgrund der Aggregation
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Abbildung 5.24 Ringbasierte Nachbarfindung im Szenario der Größe 50 000
der Angriffsströme den Angriff häufig bereits selbständig erkannt. Dennoch ermög-
licht die pfadgebundene Kooperation in einigen der evaluierten Szenarien (s. Abbil-
dung C.4) die Beseitigung weniger False negative-Fehler bei sehr geringem Aufwand.
Variation des Ringradius
Die folgenden Ergebnisse stellen eine Fortführung der bereits im vorigen Abschnitt
in den einfachen Szenarien durchgeführten Variation des Ringradius dar. Das hierbei
verwendete Szenario der Größe 50 000 unterscheidet sich von dem einfachen Szenario
aus Abschnitt 5.3.4.2 darin, dass deutlich mehr Erkennungssysteme (347) im Netz
vorhanden sind. Die evaluierten Variationen des Szenarios nutzen die Ringradien 3,
5, 7, und 9. Hierbei war vor allem zu beobachten, dass die durchschnittliche Anzahl
an Nachbarn mit steigendem Ringradius stark anstieg. Während ein Erkennungs-
system bei einem Radius von 5 IP-Hops noch durchschnittlich 7,5 Nachbarn hatte,
stieg dieser Wert auf 38,1 bzw. 125,1 bei den Ringradien 7 und 9. Die Ergebnisse der
verschiedenen Variationen stellt Abbildung 5.24 dar. Die relativ hohe Anzahl an Fal-
se negative-Fehlern bei einem Ringradius von 3 ist darauf zurückzuführen, dass bei
einer durchschnittlichen Anzahl von 0,85 Nachbarn viele Erkennungssysteme (177)
nicht an der Kooperation teilnehmen, da für diese keine Nachbarn existieren. Bei
einem höheren Ringradius von 5 liegt die Effektivität jedoch bereits bei 97 %. Eine
weitere Erhöhung des Radius führt dazu, dass mehr Angriffe aufgrund der Koope-
ration früher erkannt werden. Betrachtet man den verursachten Aufwand, stellt die
Nutzung des Radius 5 insgesamt einen sehr guten Tradeoff dar, da zwar 1 False
negative-Fehler nicht beseitigt werden kann, aber auch nur ca. 780 Angriffsbeschrei-
bung empfangen werden. Zudem bleibt die Lokalität der Kooperation gewahrt, so
dass nur 219 False run-Fehler auftreten. Die Kooperation auf Basis eines höheren
Radius erzeugt mit 6 987 bzw. 10 789 erhaltenen Angriffsbeschreibungen einen si-
gnifikant höheren Aufwand, welcher vorrangig durch unnötige Duplikate und False
run-Fehler verursacht wird.
Variation der Overlay-Kooperation
Um die Auswirkungen der Mindestanzahl an Overlay-Nachbarn sowie der optionalen
Weiterleitung bei abgelehnter Validierung untersuchen zu können, wurde für die Ko-
operation über Overlay-Netze zum einen die Standardvariante ohne Weiterleitung






























































































































































































(d) Aufwand (50 ASe) – Ausschnitt
Abbildung 5.25 Kooperation über ein Overlay-Netz im Szenario der Größe 50 000
mit den Werten 2, 8, 30 und 60 für die Mindestanzahl an Nachbarn durchgeführt.
Zum anderen wurde die Variante mit Weiterleitung bei abgelehnter Validierung mit
den Werten 2, 4, 6, 8, 14, 30 und 60 simuliert. Hierbei wurden Angriffsbeschreibungen
zusätzlich mit einem Time-to-Live-Wert von 3 versehen, d. h. eine Angriffsbeschrei-
bung wurde maximal dreimal weitergeleitet.
Die Abbildungen 5.25(a) und 5.25(b) zeigen einen Vergleich der Effektivität und des
Aufwands der beiden Varianten – ohne Weiterleitung und mit Weiterleitung nach
abgelehnter Validierung (FW) – bei unterschiedlichen Konfigurationen der Mindest-
anzahl an Nachbarn. Eine Steigerung der Effektivität durch die Weiterleitung lässt
sich erst bei einer hohen Anzahl an Nachbarn erkennen. Dass die Weiterleitung je-
doch bei allen Konfigurationen etwas bewirkt, zeigt sich dadurch, dass die Anzahl
der False negative-Fehler, die hätten beseitigt werden können, im Vergleich zur Stan-
dardvariante ansteigt. Zudem wird der Eindruck, dass die optionale Weiterleitung
von Angriffsbeschreibungen keinen Nutzen hat, dadurch erweckt, dass die durch
die Weiterleitung ausgelösten, zusätzlichen Validierungen fast nur von Erkennungs-
systemen durchgeführt werden, welche nicht auf einem Angriffspfad liegen – dies
ist bereits bei mindestens 8 Nachbarn an den zusätzlichen 35 False run-Fehlern zu
sehen. Ein Grund hierfür ist, dass die False negative-Fehler in diesem Szenario vor-
rangig an Erkennungssystemen im Netzinneren auftreten. Diese erhalten durch die
Weiterleitung zwar mehr Duplikate – allerdings nicht genug, um sich für eine Vali-
dierung zu entscheiden. Zudem zeigt sich hier, dass die Weiterleitung aufgrund der
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Nachbarschaft, welche von der Topologie unabhängig ist, häufig an Erkennungssys-
teme erfolgt, welche nicht auf einem Angriffspfad liegen. Ein Vergleich des Aufwands
der beiden Varianten zeigt außerdem, dass nicht nur die Effektivität, sondern auch
der Kommunikationsaufwand durch die Weiterleitung von Angriffsbeschreibungen
vor allem bei einer hohen Mindestanzahl an Nachbarn stark ansteigt. Während der
Anstieg bei einer Mindestanzahl von 30 Nachbarn von 629 auf 3250 erhaltene An-
griffsbeschreibungen noch vergleichsweise moderat ausfällt, steigt der Aufwand bei
60 Nachbarn von 1 297 auf 12 636 Beschreibungen. Der Grund für dieses Verhalten
wird anhand des nächsten Szenarios erläutert.
In den Abbildungen 5.25(c) und 5.25(d) sind die Effektivität sowie der Aufwand bei
Variation der Mindestanzahl an Nachbarn unter Anwendung der optionalen Wei-
terleitung nach einer abgelehnten Validierung dargestellt. Dabei zeigt sich, dass die
Anzahl empfangener Angriffsbeschreibungen sich in der Overlay-Variante mit Wei-
terleitung überproportional erhöht. Dies liegt daran, dass zum einen die Anzahl der
Nachbarn, an welche eine Angriffsbeschreibung gesendet bzw. weitergeleitet wird,
steigt. Zum anderen fließt die Anzahl der Nachbarn mit negativem Gewicht in die
Entscheidungsfunktion ein, so dass die Anzahl der Ablehnung einer Validierung –
und dadurch wiederum die Anzahl der Weiterleitungen – ebenfalls steigt. Bei einer
Mindestanzahl von 60 Nachbarn werden daher insgesamt 12 636 Angriffsbeschreibun-
gen empfangen. Dabei verhindert die Einführung des TTL-Wertes und das Setzen
auf einen vergleichsweise kleinen Wert von 3 sogar einen noch höheren Aufwand –
im Fall eines TTL-Wertes von 6 steigt die Anzahl empfangener Beschreibungen bei
mindestens 60 Nachbarn sogar auf 20 740. Bei genauerer Analyse des Kommunikati-
onsaufwands ergibt sich zudem, dass der hohe Aufwand vorrangig durch identische
Duplikate ausgelöst wird, d. h. durch Angriffsbeschreibungen, welche von mehre-
ren Erkennungssystemen weitergeleitet und dadurch auf unterschiedlichen Pfaden
mehrfach empfangen werden. Im Fall der Mindestanzahl von 60 und TTL 3 sind
beispielsweise 7 836 der 12 636 Angriffsbeschreibungen identische Duplikate, wohin-
gegen bei einer Mindestanzahl von 14 lediglich 77 identische Duplikate auftreten.
Dies zeigt, dass die gewählte Entscheidungsfunktion für eine hohe Mindestanzahl
an Nachbarn eher ungeeignet ist, da eine Validierung empfangener Angriffsbeschrei-
bungen zu häufig abgelehnt wird und dadurch eine Verbreitung nutzloser identischer
Duplikate verursacht.
Ausschließliche Erkennung im Netzinneren
In den bisher betrachteten Szenarien dieses Abschnitts wurden Erkennungssysteme
zufällig und gleichverteilt auf Zwischensystemen platziert – unabhängig davon, ob
es sich um Edge-, Gateway- oder Core-Router handelte. Die selbständige Erkennung
von Angriffen fand dabei häufig an den Erkennungssystemen am Rand des Netzes
statt, so dass vor allem die Erkennungssysteme im Netzinneren von der Kooperation
profitieren konnten. In den folgenden Variationen der Szenarien wurden Erkennungs-
systeme daher nur im Netzinneren auf Core-Routern platziert, um zu evaluieren, ob
die kooperative Angriffserkennung auch ohne die Erkennungssysteme am Netzrand
nutzbar ist. Hierzu wurden zufällig ca. 2 % der Zwischensysteme in den Szenarien der
Größe 50 000 und 100 000 durch Erkennungssysteme ersetzt, wobei nur Core-Router
zur Ersetzung berücksichtigt wurden.
Auffällig ist in diesen Szenarien der im Vergleich zu den vorherigen Szenarien enorm
hohe Aufwand der ringbasierten Kooperation (s. Abbildung 5.26(b)). Deren Anzahl
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Abbildung 5.26 Nachbarfindung im Netzinneren eines Szenarios der Größe 50 000
erhaltener Angriffsbeschreibungen liegt im Szenario der Größe 50 000 mit 50 ASen
mit einem Wert von 18 730 zwar noch immer deutlich unter dem Aufwand der Mul-
ticast-Kooperation (45 198), aber auch signifikant über dem Aufwand der Overlay-
Kooperation (2 312). Letztere wurde dabei zur besseren Vergleichbarkeit mit op-
tionaler Weiterleitung nach abgelehnter Validierung sowie einer Mindestanzahl von
8 Nachbarn durchgeführt. Hatte die ringbasierte Kooperation im vorigen Szenario
noch durchschnittlich 7,5 Nachbarn bei einem Ringradius von 5, liegt der Durch-
schnitt in diesem Szenario bei ca. 70 Nachbarn. Da Erkennungssysteme nur auf
Core-Routern vorhanden sind, befinden sich wesentlich mehr Erkennungssysteme in
räumlicher Nähe zueinander. Daher verursacht die ringbasierte Kooperation deutlich
mehr Aufwand als die Kooperation über ein Overlay-Netz. Eine weitere Ursache für
den hohen Aufwand der ringbasierten Kooperation ist die hohe Varianz der Anzahl
an Nachbarn. Im Szenario mit Ringradius 5 beträgt die maximale Anzahl an Nach-
barn 172. Reduziert man den Ringradius auf 2 – die durchschnittliche Anzahl an
Nachbarn beträgt dann 7,2 – ist der Aufwand mit 1 565 erhaltenen Beschreibungen
sogar niedriger als der Aufwand der Overlay-Kooperation. Allerdings müssen bei re-
duziertem Radius auch False negative-Fehler in Kauf genommen werden. Insgesamt
zeigt dies, dass sich bei einer Kooperation, welche nur im Netzinneren stattfindet,
die Nachbarschaftsstruktur z. T. stark von anderen Szenarien unterscheiden kann.
Dies muss bei der Konfiguration eines Nachbarfindungsverfahren für einen mögli-
chen Einsatz in realen Netzen bedacht werden. Insgesamt erzielt die Kooperation im
Netzinneren aber ähnliche Ergebnisse wie in den vorigen Szenarien.
In dem betrachteten Szenario zeigt zudem auch die pfadgebundene Kooperation ei-
ne deutliche Steigerung der Effektivität gegenüber der Situation ohne Kooperation
(s. Abbildung 5.26(a)). Dies ist dadurch zu erklären, dass mit einer deutlich höhe-
ren Wahrscheinlichkeit weitere Erkennungssysteme auf dem Pfad zum Opfer-System
liegen – vor allem, da in diesem Szenario mit 186 der 244 Erkennungssysteme weit
mehr Systeme auf Angriffspfaden liegen als dies im vorigen Szenario der Fall war.
Im Vergleich zu den bisher dargestellten Ergebnissen zeigt außerdem die Overlay-
Kooperation eine deutliche höhere Effektivität. Auch in diesem Fall ist der Grund
hierfür die hohe Anzahl an Erkennungssystemen auf Angriffspfaden: Eine gesende-
te Angriffsbeschreibung kann von empfangenden Erkennungssystemen häufig lokal
validiert werden und verbreitet sich dadurch deutlich stärker im Netz, so dass der
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Nachteil der fehlenden Nachbarschaft im Underlay ausgeglichen wird. Die am Bei-
spiel des Szenarios der Größe 50 000 beschriebenen Ergebnisse wurden durch die
Ergebnisse der weiteren simulierten Szenarien bestätigt.
In einer weiteren Variation dieses Szenarios, in welchem Erkennungssysteme nur auf
Core-Routern platziert wurden, wurde von der bisherigen Annahme Abstand genom-
men, dass vergleichsweise viele Erkennungssysteme im Netz vorhanden sind. Um eine
Auswertung des Nutzens und der Effektivität der dezentralen Kooperation auch bei
spärlicher Verteilung von Erkennungssystemen im Netzinneren durchzuführen, wur-
den in je ein Szenario der Größe 50 000 und 100 000 nur ca. 40 Erkennungssysteme
zufällig auf Core-Router verteilt. Dies entspricht etwa einem Anteil von 4 ‰ bzw.
2 ‰ der Zwischensysteme. Auch in dieser Variante konnten durch die Nutzung der
dezentralen Kooperation – außer bei der pfadgebundenen Nachbarfindung – eine Ef-
fektivität von nahezu 100 % erreicht werden. Die Effektivität der pfadgebundenen
Nachbarfindung war in dieser Variante wieder weniger stark ausgeprägt, da bei ei-
ner so geringen Anzahl an Erkennungssystemen die Wahrscheinlichkeit, in Richtung
des Opfers-Systems mit weiteren Erkennungssystemen kooperieren zu können, ge-
ring ist. Insgesamt zeigt sich in diesem Szenario, dass die praktische Anwendung
der Multicast-Kooperation in Szenarien mit wenigen Erkennungssystemen möglich
ist, da in derartigen Szenarien der Aufwand vergleichsweise niedrig ist. In diesem
Szenario war dieser beispielsweise mit 1 462 erhaltenen Angriffsbeschreibungen im
Vergleich zu 605 bei der ringbasierten Kooperation noch akzeptabel. Die detaillierten
Ergebnisse dieser Variante finden sich in Abbildung C.5 im Anhang.
Simulation mehrerer Angriffe
Abschließend wurden in drei der verwendeten Szenarien der Größe 50 000 und 100 000
mehrere DDoS-Angriffe simuliert, um zu untersuchen, wie sich die dezentrale Koope-
ration in einem komplexen Szenario verhält, in dem nicht alle Zombie-Systeme an ge-
nau einem Angriff teilnehmen und in dem Erkennungssysteme u. U. auch auf mehre-
ren Angriffspfaden liegen. Zusätzlich zu dem bisher simulierten Angriff, welcher zum
Zeitpunkt 1 000 s beginnt, wurden daher zwei weitere DDoS-Angriffe zu den Zeit-
punkten 1 050 s und 1 300 s gestartet. Um zu entscheiden, welche der im jeweiligen
Szenario vorhandenen Zombie-Systeme an welchem der Angriffe teilnehmen, wur-
den die von ReaSE zur Verfügung gestellten Möglichkeiten genutzt: Jedes Zombie-
System trifft zu Beginn des ersten Angriffs mit einer bestimmten Wahrscheinlichkeit
die Entscheidung, an dem Angriff teilzunehmen. Werden weitere Angriffe gestartet,
entscheidet jedes bereits aktive System mit einer bestimmten Wahrscheinlichkeit,
ob es an dem neuen Angriff teilnimmt. Ein Zombie-System kann jedoch zu einem
Zeitpunkt nur an genau einem Angriff teilnehmen. Die Wahrscheinlichkeit der Teil-
nahme wurde in den durchgeführten Simulationen auf 70 %, die Wahrscheinlichkeit,
dass ein bereits aktives Zombie-System an einem neu gestarteten Angriff teilnimmt,
auf 30 % gesetzt. Die Opfer-Systeme der drei simulierten TCP SYN-DDoS-Angriffe
befanden sich jeweils in unterschiedlichen Autonomen Systemen. Zur Kooperation
über Overlay-Netze wurde wieder die Variante mit optionaler Weiterleitung, TTL 3
und mindestens 8 Nachbarn verwendet.
Die Ergebnisse der Simulationen dieses Szenarios stellt Abbildung 5.27 dar. Betrach-
tet man die Effektivität der unterschiedlichen Nachbarfindungsverfahren in Abbil-
dung 5.27(a), ist zu erkennen, dass die Anzahl der durch die Kooperation beseitigten





































































(b) Aufwand (50 ASe) – Ausschnitt
Abbildung 5.27 Nachbarfindung bei mehreren Angriffen im Szenario der Größe
50 000
False negative-Fehler bei der Kooperation mittels Multicast zwar am höchsten ist,
die Kooperation mit ringbasierter Nachbarfindung aber ähnlich gut abschneidet. Die
Erklärung für dieses Ergebnis findet sich, wenn die simulierten DDoS-Angriffe ein-
zeln betrachtet werden. Dabei zeigt sich, dass die Kooperation mittels Multicast bei
der Erkennung der ersten beiden Angriffe eine Effektivität von 100 % erreicht – und
damit wie in der gesamten bisherigen Evaluierung besser als die ringbasierte Koope-
ration abschneidet. Beim dritten Angriff erkennen jedoch in 10 Simulationsläufen nur
durchschnittlich 5 der 16 möglichen Erkennungssysteme den stattfindenden Angriff.
Da diese sich vorrangig am Netzrand befinden, reicht weder deren Signifikanz noch
die Anzahl an Duplikaten, um eine Validierung auf den Erkennungssystemen im Net-
zinneren anzustoßen. Die ringbasierte Kooperation schneidet hier durchschnittlich
etwas besser ab. Insgesamt verursacht die ringbasierte Kooperation auch in dieser
Variation des Szenarios aufgrund der Lokalität der Kooperation im Vergleich zur
Multicast-Kooperation weniger Aufwand in Bezug auf die erhaltenen Angriffsbe-
schreibungen sowie die ausgelösten False run-Fehler.
Die Kooperation über ein Overlay-Netz weist nur eine vergleichsweise geringe Effek-
tivität auf. Aufgrund der von der Topologie losgelösten Nachbarschaftsbeziehungen
nutzt die Kooperation im Hinblick auf die Erkennung der letzten beiden Angriffe
nur sehr wenig, da Angriffsbeschreibungen nur an Erkennungssysteme gesendet wer-
den, welche nicht auf Angriffspfaden liegen. Diese führen eine Validierung durch und
verwerfen die Beschreibung anschließend aufgrund der erfolglosen Validierung. Eine
Steigerung der Effektivität kann in diesem Fall durch die im Entwurf ebenfalls vorge-
sehene, optionale Weiterleitung nach erfolglosen Validierungen erreicht werden. Die
detaillierten Ergebnisse dieser Variante sowie der Vergleich aller Overlay-Varianten
finden sich in Abbildung C.6 im Anhang. Insgesamt hat sich bei diesem Vergleich ge-
zeigt, dass die zusätzliche Weiterleitung bei erfolgloser Validierung den Nachteil, dass
Nachbarschaftsbeziehungen nur auf einer rein logischen Ebene existieren, ausgleichen
und die Effektivität deutlich steigern kann. Diese Steigerung wird jedoch durch einen
überproportionalen Anstieg des Kommunikationsaufwands sowie eine höhere Anzahl
an False run-Fehlern erkauft. Dies führt dazu, dass der Aufwand ähnlich hoch ist
wie bei der Multicast-Kooperation. Werden zudem beide Optionen genutzt, d. h. es
erfolgt sowohl bei abgelehnten als auch bei erfolglosen Validierungen eine Weiter-
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leitung, liegt der Aufwand sogar deutlich über dem der Multicast-Kooperation, da
Angriffsbeschreibungen an alle Erkennungssysteme verteilt werden und zusätzlich
Duplikate möglich sind.
Variation der Entscheidungsfunktion
In einem letzten Szenario werden abschließend die bisher verwendeten Entschei-
dungsfunktionen der ringbasierten Kooperation sowie der Kooperation über Overlay-
Netze und mittels Multicast (s. Abschnitt 5.3.3.2) variiert. Dieses Szenario dient da-
zu, die Auswirkungen zu untersuchen, die eine Veränderung der Enscheidungsfunk-
tion einerseits auf das Verhalten der einzelnen Erkennungssysteme und andererseits
auf das globale Verhalten der dezentralen Kooperation hat. Hierzu wurde das vori-
ge Szenario mit mehreren simulierten Angriffen verwendet, in welchem auffiel, dass
trotz der dezentralen Kooperation vergleichsweise viele False negative-Fehler auftra-
ten. Die notwendigen Angriffsbeschreibungen zur Durchführung einer Validierung
lagen dabei durch die Kooperation meist lokal vor, die Validierung wurde jedoch
von der Metrik-basierten Entscheidungsfunktion abgelehnt. Die Ablehnung der Va-
lidierung war dabei auf die geringe Wichtigkeit der erhaltenen Angriffsbeschreibung
zurückzuführen, welche wiederum vor allem durch die Signifikanz und die Distanz
des Senders beeinflusst wird. Die Entscheidungsfunktionen sollten daher so verändert
werden, dass eine häufigere und frühere Validierung – und somit u. U. eine Beseiti-
gung der trotz Benachrichtigung aufgetretenen False negative-Fehler – erreicht wird.
Zu diesem Zweck wurde der Einfluss der Signifikanz auf die Entscheidung reduziert,
indem die Wichtigkeit einer Angriffsbeschreibung mit einem konstanten Faktor von 5
zusätzlich erhöht wurde. Zudem wurde der negative Einfluss einer hohen Distanz re-




2 · InitialeSignifikanz · 5 +Nalt − (1− T (A)) · Verkehrslast (5.21)
Die Gegenüberstellung der ursprünglichen und der neuen Entscheidungsfunktion für
die drei unterschiedlichen Nachbarfindungsverfahren in Bezug auf Effektivität und
Aufwand stellt Abbildung 5.28 dar. Dabei zeigt sich mit Blick auf die Effektivität
der Kooperation, dass die Anzahl der False negative-Fehler, für welche die not-
wendigen Informationen lokal vorlagen, mit der veränderten Entscheidungsfunktion
tatsächlich bei allen Verfahren gesunken ist. Des Weiteren ist die Anzahl der ab-
gelehnten Validierungen – wie durch die Veränderung der Entscheidungsfunktion
beabsichtigt – stark zurückgegangen. Vor allem bei der ringbasierten Kooperation
fällt allerdings auf, dass die Effektivität der Kooperation insgesamt nur leicht von
50,3 % auf 52,7 % gestiegen ist, wobei in 7 der 15 Simulationsläufe sogar weniger False
negative-Fehler beseitigt wurden als mit der ursprünglichen Entscheidungsfunktion.
Ausgelöst wird dieses Phänomen durch die Tatsache, dass sich eine Angriffsbeschrei-
bung aufgrund der geringeren Anzahl abgelehnter Validierungen im Netz nicht mehr
so stark verbreitet, sondern von den benachbarten Erkennungssystemen direkt va-
lidiert wird. Ist die Validierung erfolglos, wird die Angriffsbeschreibung nicht mehr
weitergeleitet. Im schlechtesten Fall liegt keines der benachbarten Systeme auf einem
Angriffspfad, so dass die Angriffsbeschreibung nicht über die direkte Nachbarschaft
hinaus bekannt wird. Bei der Simulation mit Seed 4 traf genau dies zu, so dass es
hier bei 5 selbständigen Erkennungen des dritten Angriffs zu 28 False Run-Fehlern,
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Abbildung 5.28 Variation der Entscheidungsfunktion im Szenario der Größe
50 000 bei mehreren Angriffen
aber auch zu keiner Reduzierung der False negative-Fehler kam. Die etwas geringere
Effektivität der Kooperation mit der veränderten Entscheidungsfunktion geht insge-
samt mit einem deutlich gesunkenen Aufwand einher. Da durchschnittlich nur ca. 22
statt 138 Validierungen abgelehnt werden, halbiert sich die Anzahl der erhaltenen
Angriffsbeschreibungen von 3 269 auf 1 655. Zudem treten aufgrund der geringeren
Verteilung der Informationen im Netz weniger False run-Fehler auf. Am Beispiel
der ringbasierten Kooperation zeigt sich, dass die lokalen Auswirkungen einer ver-
änderten Entscheidungsfunktion gut abgeschätzt werden können und dadurch eine
Einflussnahme auf den Ablauf der Kooperation möglich wird. Die globalen Auswir-
kungen der Kooperation sind jedoch aufgrund gegenseitiger Wechselwirkungen aller
beteiligten Erkennungssysteme nur schwer vorher zu sagen.
Auch bei der Kooperation über ein Overlay-Netz sinkt der Aufwand mit der verän-
derten Entscheidungsfunktion deutlich. Dass die Effektivität dennoch leicht ansteigt,
liegt daran, dass durch den geringeren Einfluss der Signifikanz auf die Entschei-
dungsfunktion häufiger auch Erkennungssysteme im Netzinneren erhaltene Angriffs-
beschreibungen validieren. Die Erkennungssysteme auf Core-Routern erhalten zwar
nur noch halb so viele Angriffsbeschreibungen wie mit der ursprünglichen Entschei-
dungsfunktion, führen aber doppelt so oft eine Validierung durch. Insgesamt steigt
dadurch die Effektivität der Kooperation trotz geringerem Aufwand. Am einfachsten
vorhersagbar sind die Veränderungen bei der Kooperation mittels Multicast, da sich
veränderte lokale Abläufe nicht iterativ auf andere Erkennungssysteme auswirken:
Die Veränderung der Entscheidungsfunktion führt dazu, dass häufiger eine Validie-
rung erhaltener Angriffsbeschreibungen durchgeführt wird. Die dadurch steigende
Effektivität führt zu weiteren gesendeten Angriffsbeschreibungen, welche wiederum
als echte Duplikate die Wahrscheinlichkeit einer lokalen Validierung bei anderen
Erkennungssystemen erhöhen. Die Effektivität steigt folglich signifikant, wobei im
Fall der Kooperation mittels Multicast durch die höhere Anzahl beseitigter False
negative-Fehler auch der Kommunikationsaufwand steigt. Insgesamt lässt sich also
durch Veränderung der Entscheidungsfunktion Einfluss auf den Ablauf der Koope-
ration nehmen. Die Vorhersagbarkeit der globalen Auswirkungen hängt allerdings
auch davon ab, welches Nachbarfindungsverfahren zur Kooperation verwendet wird.
6. Zusammenfassung und Ausblick
Die Zielsetzung der vorliegenden Arbeit war die Entwicklung einer effektiven dezen-
tralen Erkennung verteilter, großflächiger Angriffe im Internet. Dabei wurde von exi-
stierenden Erkennungssystemen ausgegangen, welche auf Basis des lokal beobachte-
ten Verkehrs eine hierarchische Anomalie-Erkennung mit schrittweiser Verfeinerung
durchführen. Die Erkennungssysteme befinden sich vorrangig im Netzinneren statt
am Netzrand – d. h. näher an den Angreifern statt in den Zugangsnetzen der Opfer-
Systeme. Zudem sind die Erkennungssysteme im gesamten Internet verteilt – die
Erkennungssysteme gehören folglich zu unterschiedlichen Domänen und werden von
unterschiedlichen Betreibern kontrolliert. Dies macht Lösungen notwendig, welche
die Heterogenität von Erkennungssystemen in Bezug auf die eingesetzten Anomalie-
Erkennungsmethoden explizit berücksichtigen. Zudem muss beachtet werden, dass
zwischen unterschiedlichen Domänen meist keine festen Vertrauensbeziehungen be-
stehen. Die vorhandenen Erkennungssysteme müssen daher unabhängig voneinander
agieren können, um eine Domänen-übergreifende Lösung zu erreichen.
6.1 Ergebnisse der Arbeit
Die im Rahmen dieser Arbeit vorgestellte, dezentrale Kooperation verteilter Erken-
nungssysteme ermöglicht die Beseitigung von False negative-Fehlern der an der Ko-
operation teilnehmenden Erkennungssysteme. Die konzipierte dezentrale Kooperati-
on verbessert die Effektivität der Angriffserkennung in globaler Hinsicht, indem Er-
kennungssysteme, welche einen laufenden Angriff durch lokale Beobachtungen nicht
selbständig detektieren können, mit Hilfe der Kooperation diesen False negative-
Fehler beseitigen können. Dabei profitieren von der Kooperation vor allem Erken-
nungssysteme im Netzinneren, welche meist höhere Fehlerraten aufweisen als Er-
kennungssysteme am Netzrand. Ein sogar noch höherer Mehrwert der Kooperation
als bei den untersuchten, gerichteten DDoS-Angriffen ist zudem bei ungerichteten
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Angriffen, wie z. B. Wurmausbreitungen, zu erwarten. Im Gegensatz zu existieren-
den Arbeiten ermöglicht die entwickelte dezentrale Kooperation die Verbesserung
der Angriffserkennung auch über Domänengrenzen hinweg, ohne gegenseitiges Ver-
trauen zwischen den kooperierenden Erkennungssystemen vorauszusetzen. Die Au-
tonomie und Unabhängigkeit eines Erkennungssystems bleibt dadurch gewahrt, dass
Informationen über erkannte Angriffe zwar ausgetauscht werden, den Informationen
jedoch erst dann vertraut wird, wenn diese mit Hilfe eigener, lokaler Beobachtun-
gen validiert werden konnten. Feste, im Voraus etablierte Vertrauensbeziehungen
sind folglich nicht notwendig. Die Robustheit gegen Angriffe auf die Kooperation
und gegen eine Überlastung der verfügbaren Ressourcen stellt die Anwendung einer
Metrik-basierten Entscheidungsfunktion sicher, welche über die Ausführung der Vali-
dierung einer empfangenen Angriffsbeschreibung entscheidet. Dabei wird der Nutzen
einer Validierung einer empfangenen Angriffsbeschreibung anhand verschiedener Pa-
rameter beurteilt. Dieses Vorgehen sorgt dafür, dass eine Validierung nur bei hoher
Wahrscheinlichkeit, dass es sich um einen verteilten Angriff handelt, welcher auch
lokal nachweisbar ist, ausgeführt wird. Neben den verfügbaren Ressourcen werden
als Parameter für die Entscheidungsfunktion sowohl lokale als auch von anderen
Erkennungssystemen empfangene Informationen berücksichtigt. Das Auffinden von
Kooperationspartnern erfolgt selbst-organisierend. Die Kooperation beschränkt sich
in der entworfenen Lösung zudem auf die direkte Kommunikation mit benachbar-
ten Erkennungssystemen und kommuniziert nicht, wie bei existierenden Lösungen,
sämtliche Informationen direkt an alle anderen Erkennungssysteme. Dies ermöglicht
eine skalierbare Kooperation. Den deutlich geringeren Kommunikationsaufwand bei
ähnlich hoher Effektivität einer solchen, auf der Lokalität der Kommunikation basie-
renden Nachbarfindung zeigt beispielsweise der im Rahmen der Evaluierung durch-
geführte Vergleich einer ringbasierten Kooperation mit einer Kooperation mittels
Multicast. Zudem breiten sich Angriffsbeschreibungen, welche falsch-positive Infor-
mationen beinhalten, aufgrund der Lokalität der Kommunikation nicht im gesamten
Netz aus und werden von den empfangenden Erkennungssystemen als solche erkannt.
Der Tatsache, dass gerade bei einer Domänen-übergreifenden Kooperation von hete-
rogenen Erkennungssystemen – d. h. Erkennungssystemen, welche aufgrund verschie-
dener technischer Ausstattung, Lokation oder Präferenzen der Betreiber unterschied-
liche Anomalie-Erkennungsmethoden einsetzen – ausgegangen werden muss, wird
durch eine, vor der Kooperation stattfindende Identifikation von Angriffen Rechnung
getragen. Die Identifikation stellt dabei einen lokalen Mechanismus dar, welcher auf
Basis erkannter Anomalien auf die Art und die Eigenschaften des Angriffs, welcher
diese Anomalien ausgelöst hat, schließt. Das Ergebnis der Identifikation – der er-
kannte Angriff – bildet dann die Grundlage für ein semantisches Verständnis der
an der dezentralen Kooperation teilnehmenden Erkennungssysteme. Im Gegensatz
zu existierenden Ansätzen baut die in dieser Arbeit entworfene Identifikation von
Angriffen auf einem verallgemeinerten Modell der an einer Anomalie-basierten An-
griffserkennung beteiligten Entitäten auf. Dieses Modell ermöglicht eine Identifikati-
on, welche nicht nur bestimmte, meist unvollständige Abbildungen einer erkannten
Anomalie auf einen Angriff berücksichtigt, sondern auch über die jeweiligen Arbei-
ten hinaus gehende Zusammenhänge und Abhängigkeiten nutzt. Ein weiterer Vorteil
ist, dass sich die Identifikation gut in hierarchische Erkennungssysteme integrieren
lässt, welche als Grundlage dieser Arbeit verwendet werden. Dabei kann mit Hilfe
des verallgemeinerten Modells eine autonome und adaptive Ablaufsteuerung der ite-
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rativen Identifikation realisiert werden. Diese macht manuelle Eingriffe überflüssig
und spart Ressourcen ein, indem die Ausführung von Erkennungsmethoden, welche
in einer bestimmten Situation keinen Mehrwert haben, automatisch vermieden wird.
Dies konnte auch in der durchgeführten simulativen Evaluierung gezeigt werden.
Um eine Evaluierung der konzipierten Mechanismen zur Erkennung verteilter, groß-
flächiger Angriffe im Internet durchführen zu können, wurde eine Umgebung be-
nötigt, die zum einen realitätsnahe Randbedingungen aufweist. Zum anderen muss
die Evaluierung in großen Netzen möglich sein, damit die charakteristischen Eigen-
schaften der zu erkennenden verteilten Angriffe nachgebildet werden können. Als
beste Lösung erweist sich dabei eine simulative Evaluierung. Hierfür existierte bis-
her jedoch noch keine geeignete Simulationsumgebung. Daher wurden im Rahmen
dieser Arbeit die Simulationsumgebung ReaSE sowie das Rahmenwerk zur Angriffs-
erkennung Distack konzipiert und umgesetzt. Die Simulationsumgebung – eine Er-
weiterung des Netzwerksimulators OMNeT++ – stellt verschiedene Werkzeuge zur
Erstellung realitätsnaher Simulationsszenarien zur Verfügung. Berücksichtigt wer-
den hierbei die Erstellung Internet-ähnlicher, hierarchischer Topologien, die Generie-
rung von Hintergrundverkehr sowie die Nachbildung verteilter, großflächiger Angrif-
fe. Der Nachweis, dass die erzeugten Simulationsszenarien realistische Eigenschaften
– wie Powerlaw-verteilte Knotengrade in den Topologien oder die Selbstähnlichkeit
des Hintergrundverkehrs – aufweisen, wurde im Rahmen der Auswertung der ein-
zelnen Werkzeuge erbracht. Die Simulationsumgebung ermöglicht damit die bisher
nicht mögliche kontrollierbare und reproduzierbare simulative Evaluierung auf Basis
großer Netze mit realistischen Randbedingungen.
Das Rahmenwerk Distack fügt sich nahtlos in die entwickelte Simulationsumgebung
ein und bietet Nutzern die Möglichkeit zur einfachen Integration verschiedener Me-
thoden zur Angriffs- und Anomalie-Erkennung. Mit Distack wurde zudem eine Platt-
form geschaffen, um diese zu evaluieren und einander unter vergleichbaren Bedingun-
gen gegenüber zu stellen. Dieses Ziel wurde dadurch erreicht, dass das Rahmenwerk
dem Nutzer Funktionalitäten – wie z. B. den Netzzugriff, das Parsen von Datenein-
heiten, die Kommunikation mit anderen Erkennungssystemen und die Konfiguration
der Angriffserkennung – zur Verfügung stellt. Die eigentliche Angriffserkennung kann
vom Nutzer mit Hilfe der definierten generischen Schnittstellen des Rahmenwerks
einfach in kleine, leichtgewichtige Module integriert werden. Komplexere Funktio-
nalität wird durch die Nutzer-definierte Komposition dieser Module erreicht, welche
auch die Wiederverwendbarkeit einmal implementierter Funktionalitäten sichert. Zu-
dem sind Architektur-Bestandteile, wie z. B. die konkrete Kommunikationsmethode,
aufgrund des gewählten Komponenten-basierten Ansatzes der Architektur einfach
austauschbar. Das Rahmenwerk zeichnet sich durch eine hohe Flexibilität und Er-
weiterbarkeit aus, welche in Bezug auf die Angriffserkennung durch ein datenzentri-
sches Nachrichtensystem sowie eine lose Kopplung der Module an das Rahmenwerk
erreicht wurde. Die Netzwerk-Abstraktion des Rahmenwerks ermöglicht zudem den
transparenten Einsatz der Angriffserkennung in unterschiedlichen Umgebungen wie
Netzwerksimulatoren oder realen Linux-basierten Systemen. Eine solche, einfache
Umsetzung einmal implementierter Lösungen in unterschiedliche Umgebungen war
in dieser Form mit existierenden Werkzeugen bisher nicht möglich. In Kombination
mit der Simulationsumgebung ReaSE bietet das Rahmenwerk somit einen geeigne-
ten und einfach zu nutzenden Rahmen für eine Evaluierung verschiedener Methoden
zur Anomalie- und Angriffserkennung in realistischen und großen Netzen.
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Zusammenfassend lässt sich feststellen, dass die Zielsetzung der Arbeit erreicht wur-
de: Einerseits realisiert die lokale Identifikation von Angriffen auf Basis erkannter
Anomalien zusammen mit der Kooperation verteilter, heterogener Erkennungssys-
teme eine effektive dezentrale Erkennung verteilter, großflächiger Angriffe. Anderer-
seits ermöglichen das Rahmenwerk sowie die Werkzeuge zur Erstellung realistischer
Simulationsszenarien eine aussagekräftige Evaluierung der entwickelten Mechanis-
men in Internet-ähnlichen Netzen.
6.2 Ausblick
Derzeit steht die Weiterentwicklung des Internets international im Fokus zahlrei-
cher Forschungsarbeiten, wobei die so genannten Clean Slate-Ansätze [168] auch die
bisher verwendete Schichtenarchitektur in Frage stellen. Als vielversprechende Lö-
sungen werden dabei dienstorientierte Architekturen sowie eine auf die jeweiligen
Dienste zugeschnittene Protokollkomposition gesehen. In weiterführenden Arbeiten
könnte daher untersucht werden, inwiefern eine Anwendung der in dieser Arbeit
entwickelten Mechanismen zur Angriffserkennung, welche stark auf die Nutzung in
IP-basierten Netzen zugeschnitten sind, in neuartigen Architekturen möglich und
sinnvoll ist. Zudem können die Auswirkungen und Anforderungen, welche sich aus
den neuen Architekturen und Kommunikationsparadigmen für die Anomalie-basierte
Erkennung von Angriffen bzw. Fehlverhalten im Allgemeinen und für die Koope-
ration verteilter Erkennungssysteme ergeben, analysiert werden. Dabei kann das
entwickelte Rahmenwerk genutzt werden, um praktische Untersuchungen der ent-
wickelten Mechanismen, z. B. auf Basis der im Rahmen des G-Lab-Projektes [203]
aufgebauten Experimentierplattform für das Internet der Zukunft, durchzuführen.
Im Rahmen dieser Arbeit wurden zudem die Grundlagen für eine ressourcenbewus-
ste iterative Identifikation geschaffen. Dabei vertieft sich die Arbeit nicht in die
Fragestellung, anhand welcher Metriken verfügbare Ressourcen, die Auslastung des
Erkennungssystems oder der Ressourcenbedarf eingesetzter Anomalie-Erkennungs-
methoden spezifiziert werden können. Erst die Entwicklung solcher Metriken ermög-
licht jedoch die Nutzung dieser Parameter im Rahmen der autonomen, adaptiven
Ablaufsteuerung der Identifikation, beispielsweise zur Auswahl geeigneter Anomalie-
Erkennungsmethoden in heterogenen Erkennungssystemen. Die Entwicklung geeig-
neter Metriken könnte daher in weiterführenden Arbeiten durchgeführt werden.
Die Entwurfsentscheidung, dass die Kommunikation bei der dezentralen Kooperation
nur lokal begrenzt erfolgt, führt dazu, dass sich False positive-Fehler der Anomalie-
Erkennung nicht im gesamten Netz ausbreiten. Zudem können empfangende Er-
kennungssysteme diese aufgrund der lokalen Validierung als fehlerhafte Information
erkennen. Wie erste Simulationen diesbezüglich zeigten, werden dadurch deutlich
weniger False positive-Fehler in globaler Hinsicht durch die Kooperation ausgelöst
als dies bei existierenden Ansätzen der Fall ist. Eine weitere Reduzierung solcher
Fehler kann eventuell durch einen Feedback-Mechanismus erreicht werden, indem
Erkennungssysteme, welche erhaltene Angriffsbeschreibungen lokal nicht validieren
konnten, die Information über die gescheiterte Validierung an den Sender der An-
griffsbeschreibung zurückliefern. Mit Hilfe dieses Feedbacks wäre auch der ursprüng-
liche Sender in der Lage, seine falsch-positive Erkennung als solche zu erkennen. Eine
solche Erweiterung könnte in zukünftigen Arbeiten entwickelt werden.
A. Benutzbarkeit durch GUIs
Eine der Anforderungen bei der Entwicklung der für die Evaluierung der entwor-
fenen Mechanismen notwendigen Werkzeuge Distack (s. Abschnitt 3) und ReaSE
(s. Kapitel 4) war die Benutzbarkeit. Dies ist vor allem im Hinblick auf die Veröf-
fentlichung der Werkzeuge als Open Source-Software notwendig, um interessierten
Benutzern einen einfachen Zugang zu ermöglichen. Daher wurden sowohl für Dist-
ack – das Rahmenwerk zur verteilten Angriffserkennung – als auch für ReaSE –
welches realistische Simulationsszenarien für den diskreten Ereignis-Simulator OM-
NeT++ erstellt – graphische Benutzeroberflächen (GUIs) entwickelt, welche dem
Benutzer eine einfach zu bedienende Schnittstelle zu den dahinter stehenden Imple-
mentierungen bieten. Diese GUIs werden in den beiden folgenden Abschnitten A.2
und A.1 kurz anhand einiger Beispiele und Screenshots vorgestellt.
A.1 Distack
Distack , ein Rahmenwerk zur lokalen und verteilten Angriffserkennung, ermöglicht
die einfache und flexible Integration neuer Mechanismen und Methoden zur Angriffs-
erkennung. Im Anschluss an die Implementierung eigener Methoden zur Angriffser-
kennung innerhalb der Modulumgebung von Distack muss das Rahmenwerk konfi-
guriert werden. Die Konfiguration besteht aus drei Kategorien (s. Abschnitt 3.2.3.2):
allgemeine Einstellungen, Modul- und Channel-Konfiguration. Die in Abbildung A.1
dargestellte GUI erleichtert dem Benutzer die Konfiguration einer Distack -Instanz,
indem mögliche Parameter sowie erlaubte Werte vorgegeben werden. Zudem kön-
nen die Besonderheiten unterschiedlicher Laufzeitumgebungen berücksichtigt wer-
den, indem unter Configuration Type zusätzliche spezielle Umgebungen zur Verfü-
gung gestellt werden. Dies ist notwendig, da Distack durch die integrierte Netzwerk-
Abstraktion in verschiedenen Laufzeitumgebungen genutzt werden kann – beispiels-
weise in Linux-basierten Systemen oder in einem Netzwerksimulator. Falls Distack
212 A. Benutzbarkeit durch GUIs
Abbildung A.1 Konfiguration einer Distack -Instanz
in einer Simulation verwendet werden soll, werden die hierfür nicht benötigten Kon-
figurationsparameter, wie z. B. die Verkehrsquelle, ausgeblendet. Im linken, oberen
Fenster 1 kann die zu bearbeitende Kategorie ausgewählt werden. Beispielhaft ist
in der Abbildung die Modul-Konfiguration ausgewählt. In diesem Fall werden die
bereits vorhandenen Module im rechten, oberen Fenster 2 dargestellt. Zusätzlich
können neue Module hinzugefügt oder vorhandene Module gelöscht werden 3 . Im
unteren, zentralen Fenster 4 können außerdem die Modul-spezifischen Parameter
konfiguriert werden.
Soll das Distack -Rahmenwerk im Rahmen einer simulativen Evaluierung der im-
plementierten Methoden zur Angriffserkennung genutzt werden, sind in einer Si-
mulation meist viele Distack -Instanzen vorhanden. Diese müssen in skalierbarer
Weise konfigurierbar sein. Ein weiteres Fenster der Distack -GUI erleichtert daher
Abbildung A.2 Zuweisung von Konfigurationen an simulierte Distack -Instanzen
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Abbildung A.3 Konfiguration der zu erstellenden Topologien
die Zuweisung von bereits erstellten Konfigurationen an die in einem Simulations-
szenario vorhandenen Distack -Instanzen. Die GUI berücksichtigt dabei, dass meist
nicht alle Instanzen unterschiedlich konfiguriert werden sollen, sondern eine Konfi-
guration oft einer Gruppe von Instanzen zugewiesen wird. Das in Abbildung A.2
dargestellte Fenster liest daher die zur Simulation zu verwendende NED-Datei ein
und stellt im linken Fenster alle noch nicht konfigurierten Distack -Instanzen dar. Im
rechten Fenster werden die bereits konfigurierten Instanzen sowie die zugewiesenen
Konfigurationen – im Beispiel die Konfigurationsdateien CoreConfig.xml für Core-
Router und DefaultConfig.xml für Edge- und Gateway-Router – angezeigt. Über die
Dropdown-Box Sort Lists by können die in der Topologie vorhandenen Instanzen
nach unterschiedlichen Sortierkriterien gruppiert werden, z. B. nach der Rolle des
Routers oder, wie in der Abbildung dargestellt, nach der Zugehörigkeit zu Autono-
men Systemen. Dies erleichtert die Zuweisung einer Konfiguration an eine Gruppe
von Distack -Instanzen.
A.2 ReaSE
ReaSE betrachtet im Rahmen der Erstellung realistischer Simulationsszenarien die
drei Aspekte Topologien, Hintergrundverkehr und Angriffsverkehr. Abbildung A.3
zeigt das erste Fenster der zur Konfiguration der Werkzeuge von ReaSE entwickelten
GUI. Innerhalb dieses Fensters werden die zur Erstellung Internet-ähnlicher Topo-
logien benötigten Parameter spezifiziert. Der Benutzer kann wählen, ob eine AS-
Level-Topologie, eine Router-Level-Topologie oder eine hierarchische Topologie –
bestehend aus Autonomen Systemen, die jeweils eine Router-Level-Topologie ent-
halten – erstellt werden soll. Letzteres wird aufgrund der Realitätsnähe empfohlen
und ist in der Abbildung selektiert. Sämtliche vom Benutzer spezifizierten Parameter
für die Topologie-Erstellung werden zusätzlich in einer Konfigurationsdatei gespei-
chert, die zu einem späteren Zeitpunkt erneut geladen und bearbeitet werden kann.
Nachdem der Pfad zu dem C++-Programm, welches die Erstellung der Topologie
durchführt, vom Benutzer angegeben wurde, wird eine NED-Datei erstellt, die von
OMNeT++ genutzt werden kann.
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Abbildung A.4 Konfiguration der zu integrierenden Client und Server-Entitäten
Das in Abbildung A.4 dargestellte Fenster ermöglicht dem Benutzer zum einen die
Spezifikation der Bandbreiten zwischen unterschiedlichen Hierarchie-Ebenen der To-
pologie. In der Abbildung werden zwischen Endsystemen und Edge-Routern bei-
spielsweise asymmetrische DSL-Links mit einer Upload-Bandbreite von 128 kbit/s
und einer Download-Bandbreite von 768 kbit/s spezifiziert. Zum anderen wird in die-
sem Fenster spezifiziert, welche Server-Entitäten im Simulationsszenario enthalten
sein sollen und welchen Anteil an der Gesamtmenge der Systeme diese einnehmen.
Zur Verfügung stehen derzeit Name-, Streaming-, Backup-, Interactive-, Web- und
Mail-Server. Die nicht als Server genutzten Endsysteme agieren in der Simulation als
Client-Systeme. Router können in diesem Schritt durch so genannte TraceRouter
ersetzt werden. Diese schreiben Informationen über den beobachteten Verkehr, z. B.
die Anzahl der beobachteten Dateneinheiten, in eine Log-Datei. Als Eingabe für
diesen Schritt der Topologie-Erstellung wird automatisch die im ersten Fenster er-
zeugte NED-Datei vorgeschlagen. Das in Abbildung A.5 gezeigte Fenster ermöglicht
abschließend das gezielte Ersetzen bestimmter Entitäten durch andere Entitäten.
Dies wird beispielsweise zur Erzeugung von Angriffsverkehr benötigt, da hierfür spe-
zielle Angreifer wie DDoSZombies oder WormHosts vorhanden sein müssen. Im Bei-
spiel der Abbildung werden 4 % der in der Topologie vorhandenen Client-Systeme
durch DDoS-Angreifer sowie 1 % der vorhandenen Router durch Distack -Instanzen
zur Angriffserkennung ersetzt.
Als Resultat der bisher beschriebenen Fenster erhält der Benutzer eine NED-Datei,
die sämtliche zur Evaluierung der Angriffserkennung notwendigen Entitäten ent-
hält und direkt von OMNeT++ geladen werden kann. Die Verkehrsprofile, welche
für die innerhalb der Simulation automatisch erfolgende Generierung von Hinter-
grundverkehr benötigt werden, können ebenfalls mit Hilfe der GUI definiert und
in eine Konfigurationsdatei gespeichert werden. Abbildung A.6 zeigt die derzeit
vorhandenen Verkehrsprofile, die auf verschiedenen Transportprotokollen basieren.
Auf das UDP-Protokoll bauen die Profile für Streaming- und Nameserver-Verkehr
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Abbildung A.5 Integration zusätzlicher Entitäten
auf. Die Profile für Backup-, Web-, Interactive- und Mail-Verkehr nutzen das TCP-
Protokoll. Neben den Profilen, die eine Server-Entität als Kommunikationspartner
erfordern, ermöglichen die Profile UDP Misc und Ping die direkte UDP- bzw. ICMP-
basierte Kommunikation zwischen zwei Client-Systemen. Die Definition der vorhan-
denen Profile wurde in Anlehnung an [146] getroffen. Jedes Verkehrsprofil spezifi-
ziert, zusätzlich zu einer eindeutigen ID und einer Beschreibung – die Eigenschaf-
ten der Kommunikation sowie die Wahrscheinlichkeiten für die Auswahl des Pro-
fils (Selection Probability) und die Kommunikation über AS-Grenzen hinweg
(WAN Probability). Die Werte, welche die Länge der gesendeten Dateneinheiten
sowie die Wartezeiten zwischen Anfragen bzw. Flows betreffen, dienen als Location-
Parameter einer Paretoverteilung. Als Shape-Parameter der Paretoverteilung wird
ein fester Wert von 1 für die Wartezeiten und 3 für die Länge der Dateneinheiten
genutzt. Um auch die Anzahl an Antworten pro Anfrage bzw. Anfragen pro Flow
zufällig zu variieren, wird der spezifizierte Wert um einen zufälligen, auf Basis einer
Normalverteilung N(0,1) ermittelten Wert erhöht.
Abbildung A.6 Konfiguration der zu nutzenden Verkehrsprofile
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B. Zur Identifikation verwendbare
Konkretisierung des
verallgemeinerten Modells
Die in Abschnitt 5.2 beschriebene Identifikation von Angriffen auf Basis lokal erkann-
ter Anomalien gründet sich auf das in dieser Arbeit entworfene verallgemeinerte Mo-
dell der an der Angriffserkennung beteiligten Entitäten Anomalie-Erkennungsmetho-
de, Anomalie und Angriff. Dabei basiert die autonome, adaptive Ablaufsteuerung der
iterativen Identifikation auf der Modellierung der Anomalie-Erkennungsmethoden.
Die eigentliche Identifikation erfolgt mit Hilfe von zwei Verfahren: ein regelbasiertes
Verfahren sowie ein nicht-parametrischer, geometrischer Klassifikator, welcher nur
bei Bedarf – d. h. wenn die vorausgehende regelbasierte Identifikation kein Ergeb-
nis liefern konnte – ausgeführt wird. Beide Verfahren basieren auf der Modellierung
der Angriffe, welche mit Hilfe notwendiger und optionaler Anomalien beschrieben
werden. Zusätzlich zur Modellierung der Angriffe und Anomalien wird außerdem
die aus dieser Modellierung abgeleitete Angriffshierarchie verwendet, welche Wissen
über die Zusammenhänge verschiedener modellierter Angriffe enthält. Das folgen-
de Listing B.1 zeigt die für die iterative Identifikation von Angriffen verwendete
Konfigurationsdatei, welche das Resultat der Konkretisierung des verallgemeinerten
Modells in Form einer XML-Spezifikation enthält. Die Konfiguration besteht aus
mehreren Teilen:
• Detection Methods: Konkretisierung der Vorbedingungen, Ein- und Ausga-
bedaten der verfügbaren Anomalie-Erkennungsmethoden. Dieses Wissen wird
vom Koordinator zur Ablaufsteuerung genutzt und ermöglicht eine autonome
Entscheidung über die als nächstes auszuführende Anomalie-Erkennungsme-
thode. Ein fest vorgegebener Ablauf wird dadurch nicht mehr benötigt. Die
Konfigurationsdaten wurden hierbei nicht berücksichtigt, da diese bereits vor
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dem Start des Erkennungssystems zur Verfügung stehen müssen und daher
keine Bedeutung für die Entscheidungen der Ablaufsteuerung haben.
• Rulesets: Die Regelsätze dienen der Identifikation eines Angriffs. Sind alle
Regeln eines Regelsatzes erfüllt, gilt der durch die Regel beschriebene Angriff
als identifiziert. Mit Hilfe der Regelsätze kann der Koordinator außerdem ei-
ne Teil-Identifikation durchführen sowie die Ablaufsteuerung derart erweitern,
dass Erkennungsmethoden ohne Mehrwert nicht ausgeführt werden.
• Attack Hierarchy: Die Angriffshierarchie gibt die Zusammenhänge zwischen
verschiedenen Angriffen wider und wird benötigt, um während der iterativen
Identifikation Ergebnisse, welche eine Generalisierung eines anderen Ergebnis-
ses darstellen, zu entfernen.
• Classifier Config: Kann das regelbasierte Verfahren keinen Angriff identi-
fizieren, wird anschließend ein geometrischer Klassifikator ausgeführt. Die Di-
mensionen des Raums werden durch die Ausgabedaten der verfügbaren Erken-
nungsmethoden definiert. Referenzquader repräsentieren bekannte, beschreib-
bare Angriffe. Die Definition dieser Referenzquader wird – wie auch bereits die
Regelsätze – aus der Modellierung abgeleitet.
<systemConfig>
< !−−+++++++++++++++++++++++−−>
< !−− Detect ion Methods −−>
< !−−+++++++++++++++++++++++−−>
<detect ionMethods>
<dm id=”1 ” name=”SyncTimer ” >
</dm>
<dm id=”2 ” name=”ThresholdDetector ” >
<output>
<param name=”Aler t ” type=”bool ” />
<param name=”Susp i c iousAggregate s ” type=”complex ” />
<param name=”TcpAlert ” type=” in t ” />
<param name=”UdpAlert ” type=” in t ” />
<param name=”IcmpAlert ” type=” in t ” />
< !−− C l a s s i f i e r Output −−>
<param name=”TcpClass i f i e rOutput ” type=”double ” />
<param name=”UdpClass i f i e rOutput ” type=”double ” />
<param name=”IcmpClass i f i e rOutput ” type=”double ” />
</output>
</dm>
<dm id =”3 ” name=”AddrDistCol l ector ” >
</dm>
<dm id=”4 ” name=”Thresho ldCo l l e c to r ” >
</dm>
< !−− Condi t iona l Methods −−>
<dm id=”5 ” name=”AddrDistAnalyzer ” >
<input>
<param name=”Aler t ” outValue=”true ” op=”==” />
</ input>
<pr e cond i t i on s>
<p r e c ond i t i o n s e t>
<precond i t i on dm id=”3 ” s t a t e=”running ” outValue=”true ” op=”==” />
</ p r e c ond i t i o n s e t>
</ p r e cond i t i on s>
<output>
<param name=”Dist r ibutedAttack ” type=”bool ” />
<param name=”Vic t imPre f i xe s ” type=” in t ” />
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<param name=”Vict imPre f ixVector ” type=”complex ” />
< !−− C l a s s i f i e r Output −−>
<param name=”Vi c t imPre f i x e sC l a s s i f i e rOutpu t ” type=”double ” />
<param name=”Di s t r i bu t edC l a s s i f i e rOutpu t ” type=”double ” />
</output>
</dm>
<dm id=”6 ” name=”TcpSynAckDetector ” >
<input>
<param name=”TcpAlert ” outValue=”0 ” op=”>” />
<param name=”Vic t imPre f i xe s ” outValue=”1 ” op=”==” />
</ input>
<output>
<param name=”TcpSynAck” type=”bool ” />
<param name=”VictimAddressVector ” type=”complex ” />
< !−− C l a s s i f i e r Output −−>
<param name=”TcpSynAckClass i f ierOutput ” type=”double ” />
</output>
</dm>
<dm id=”7 ” name=”TcpSynDetector ” >
<input>
<param name=”TcpAlert ” outValue=”0 ” op=”>” />
<param name=”Vic t imPre f i xe s ” outValue=”1 ” op=”==” />
</ input>
<output>
<param name=”TcpSyn” type=”bool ” />
<param name=”VictimAddressVector ” type=”complex ” />
< !−− C l a s s i f i e r Output −−>
<param name=”TcpSynClass i f i erOutput ” type=”double ” />
</output>
</dm>
<dm id=”8 ” name=”TcpSynFinDetector ” >
<input>
<param name=”TcpAlert ” outValue=”0 ” op=”>” />
<param name=”Vic t imPre f i xe s ” outValue=”1 ” op=”==” />
</ input>
<output>
<param name=”TcpSynFin ” type=”bool ” />
<param name=”VictimAddressVector ” type=”complex ” />
< !−− C l a s s i f i e r Output −−>
<param name=”TcpSynFinClass i f i erOutput ” type=”double ” />
</output>
</dm>
<dm id=”9 ” name=”TcpRstDetector ” >
<input>
<param name=”TcpAlert ” outValue=”0 ” op=”>” />
<param name=”Vic t imPre f i xe s ” outValue=”1 ” op=”>” />
</ input>
<output>
<param name=”TcpRst ” type=”bool ” />
<param name=”VictimAddressVector ” type=”complex ” />
< !−− C l a s s i f i e r Output −−>
<param name=”TcpRstClass i f i e rOutput ” type=”double ” />
</output>
</dm>
<dm id=”10 ” name=”UdpEchoDetector ” >
<input>
<param name=”UdpAlert ” outValue=”0 ” op=”>” />
<param name=”Vic t imPre f i xe s ” outValue=”1 ” op=”==” />
</ input>
220 B. Zur Identifikation verwendbare Konkretisierung des verallgemeinerten Modells
<output>
<param name=”UdpEcho” type=”bool ” />
<param name=”VictimAddressVector ” type=”complex ” />
< !−− C l a s s i f i e r Output −−>
<param name=”UdpEchoClass i f ierOutput ” type=”double ” />
</output>
</dm>
<dm id=”11 ” name=”IcmpReqDetector ” >
<input>
<param name=”IcmpAlert ” outValue=”0 ” op=”>” />
<param name=”Vic t imPre f i xe s ” outValue=”1 ” op=”==” />
</ input>
<output>
<param name=”IcmpRequestReply ” type=”bool ” />
<param name=”VictimAddressVector ” type=”complex ” />
< !−− C l a s s i f i e r Output −−>
<param name=”IcmpRequestReplyClass i f i erOutput ” type=”double ” />
</output>
</dm>
<dm id=”12 ” name=”IcmpRepDetector ” >
<input>
<param name=”IcmpAlert ” outValue=”0 ” op=”>” />
<param name=”Vic t imPre f i xe s ” outValue=”1 ” op=”==” />
</ input>
<output>
<param name=”IcmpReplyRequest ” type=”bool ” />
<param name=”VictimAddressVector ” type=”complex ” />
< !−− C l a s s i f i e r Output −−>
<param name=”IcmpReplyRequestClass i f i erOutput ” type=”double ” />
</output>
</dm>
<dm id=”13 ” name=”IcmpPortUnreachDetector ” >
<input>
<param name=”Aler t ” outValue=”true ” op=”==” />
<param name=”Vic t imPre f i xe s ” outValue=”1 ” op=”>” />
</ input>
<output>
<param name=”IcmpPortUnreach ” type=”bool ” />
<param name=”VictimAddressVector ” type=”complex ” />
< !−− C l a s s i f i e r Output −−>
<param name=”IcmpPortUnreachClass i f i erOutput ” type=”double ” />
</output>
</dm>
<dm id=”14 ” name=”IcmpDestUnreachDetector ” >
<input>
<param name=”Aler t ” outValue=”true ” op=”==” />
<param name=”Vic t imPre f i xe s ” outValue=”1 ” op=”>” />
</ input>
<output>
<param name=”IcmpDestUnreach ” type=”bool ” />
<param name=”VictimAddressVector ” type=”complex ” />
< !−− C l a s s i f i e r Output −−>





< !−− Rulese t s −−>
< !−−+++++++++++++++++++++++−−>
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<r u l e s e t s>
< !−− TCP DDoS ATTACK −−>
<r s ad id=”1 ”>
<r u l e outName=”TcpAlert ” outValue=”0 ” op=”>” />
<r u l e outName=”Vic t imPre f i xe s ” outValue=”1 ” op=”==” />
</ r s>
< !−− UDP DDoS ATTACK −−>
<r s ad id=”2 ”>
<r u l e outName=”UdpAlert ” outValue=”0 ” op=”>” />
<r u l e outName=”Vic t imPre f i xe s ” outValue=”1 ” op=”==” />
</ r s>
< !−− ICMP DDoS ATTACK −−>
<r s ad id=”3 ”>
<r u l e outName=”IcmpAlert ” outValue=”0 ” op=”>” />
<r u l e outName=”Vic t imPre f i xe s ” outValue=”1 ” op=”==” />
</ r s>
< !−− SYN FLOODING −−>
<r s ad id=”4 ”>
<r u l e outName=”TcpAlert ” outValue=”0 ” op=”>” />
<r u l e outName=”Vic t imPre f i xe s ” outValue=”1 ” op=”==” />
<r u l e outName=”TcpSyn” outValue=”true ” op=”==” />
</ r s>
<r s ad id=”4 ”>
<r u l e outName=”TcpAlert ” outValue=”0 ” op=”>” />
<r u l e outName=”Vic t imPre f i xe s ” outValue=”1 ” op=”==” />
<r u l e outName=”TcpSynFin ” outValue=”true ” op=”==” />
</ r s>
< !−− SYN−ACK FLOODING −−>
<r s ad id=”5 ”>
<r u l e outName=”TcpAlert ” outValue=”0 ” op=”>” />
<r u l e outName=”Vic t imPre f i xe s ” outValue=”1 ” op=”==” />
<r u l e outName=”TcpSynack ” outValue=”true ” op=”==” />
</ r s>
< !−− RST FLOODING −−>
<r s ad id=”6 ”>
<r u l e outName=”TcpAlert ” outValue=”0 ” op=”>” />
<r u l e outName=”Vic t imPre f i xe s ” outValue=”1 ” op=”==” />
<r u l e outName=”TcpRst ” outValue=”true ” op=”==” />
</ r s>
< !−− UDP ECHO −−>
<r s ad id=”7 ”>
<r u l e outName=”UdpAlert ” outValue=”0 ” op=”>” />
<r u l e outName=”Vic t imPre f i xe s ” outValue=”1 ” op=”==” />
<r u l e outName=”UdpEcho” outValue=”true ” op=”==” />
</ r s>
< !−− ICMP REQUEST FLOODING−−>
<r s ad id=”8 ”>
<r u l e outName=”IcmpAlert ” outValue=”0 ” op=”>” />
<r u l e outName=”Vic t imPre f i xe s ” outValue=”1 ” op=”==” />
<r u l e outName=”IcmpReplyRequest ” outValue=”true ” op=”==” />
</ r s>
< !−− ICMP REPLY FLOODING−−>
<r s ad id=”9 ”>
<r u l e outName=”IcmpAlert ” outValue=”0 ” op=”>” />
<r u l e outName=”Vic t imPre f i xe s ” outValue=”1 ” op=”==” />
<r u l e outName=”IcmpRequestReply ” outValue=”true ” op=”==” />
</ r s>
< !−− WORM PROPAGATION −−>
<r s ad id=”10 ”>
<r u l e outName=”IcmpAlert ” outValue=”0 ” op=”>” />
<r u l e outName=”Vic t imPre f i xe s ” outValue=”1 ” op=”>” />
<r u l e outName=”IcmpPortUnreach ” outValue=”true ” op=”==” />
</ r s>
< !−− WORM PROPAGATION −−>
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<r s ad id=”10 ”>
<r u l e outName=”IcmpAlert ” outValue=”0 ” op=”>” />
<r u l e outName=”Vic t imPre f i xe s ” outValue=”1 ” op=”>” />
<r u l e outName=”IcmpDestUnreach ” outValue=”true ” op=”==” />
</ r s>
< !−− WORM PROPAGATION (UDP) −−>
<r s ad id=”11 ”>
<r u l e outName=”UdpAlert ” outValue=”0 ” op=”>” />
<r u l e outName=”Vic t imPre f i xe s ” outValue=”1 ” op=”>” />
<r u l e outName=”IcmpPortUnreach ” outValue=”true ” op=”==” />
</ r s>
<r s ad id=”11 ”>
<r u l e outName=”UdpAlert ” outValue=”0 ” op=”>” />
<r u l e outName=”Vic t imPre f i xe s ” outValue=”1 ” op=”>” />
<r u l e outName=”IcmpDestUnreach ” outValue=”true ” op=”==” />
</ r s>
< !−− WORM PROPAGATION (TCP) −−>
<r s ad id=”12 ”>
<r u l e outName=”TcpAlert ” outValue=”0 ” op=”>” />
<r u l e outName=”Vic t imPre f i xe s ” outValue=”1 ” op=”>” />
<r u l e outName=”IcmpPortUnreach ” outValue=”true ” op=”==” />
</ r s>
<r s ad id=”12 ”>
<r u l e outName=”TcpAlert ” outValue=”0 ” op=”>” />
<r u l e outName=”Vic t imPre f i xe s ” outValue=”1 ” op=”>” />
<r u l e outName=”IcmpDestUnreach ” outValue=”true ” op=”==” />
</ r s>
</ r u l e s e t s>
< !−−+++++++++++++++++++++++−−>
< !−− Attack Hierarchy −−>
< !−−+++++++++++++++++++++++−−>
<a t t a c kDe f i n i t i o n s>
< !−− Parent ID of 0 means tha t there i s no parent node −−>
< !−− TCP−Attack −−>
<ad id=”1 ” parentId=”0 ” name=”TCP−Angr i f f ” />
< !−− UDP−Attack −−>
<ad id=”2 ” parentId=”0 ” name=”UDP−Angr i f f ” />
< !−− ICMP−Attack −−>
<ad id=”3 ” parentId=”0 ” name=”ICMP−Angr i f f ” />
< !−− TCP Syn Flooding−−>
<ad id=”4 ” parentId=”1 ” name=”TCP SYN Flooding−Angr i f f ” />
< !−− TCP Syn−Ack Flooding−−>
<ad id=”5 ” parentId=”1 ” name=”TCP SYN−ACK Flooding−Angr i f f ” />
< !−− RST Flooding−Angr i f f−−>
<ad id=”6 ” parentId=”1 ” name=”TCP RST Flooding−Angr i f f ” />
< !−− UDP−Echo Angr i f f −−>
<ad id=”7 ” parentId=”2 ” name=”UDP ECHO Flooding−Angr i f f ” />
< !−− ICMP−Request−Flooding Angr i f f −−>
<ad id=”8 ” parentId=”3 ” name=”ICMP Request Flooding−Angr i f f ” />
< !−− ICMP−Reply−Flooding Angr i f f −−>
<ad id=”9 ” parentId=”3 ” name=”ICMP−Reply−Flooding Ang r i f f ” />
< !−− Wurmausbreitung −−>
<ad id=”10 ” parentId=”0 ” name=”Wurmausbreitung ” />
< !−− Wurmausbreitung −−>
<ad id=”11 ” parentId=”10 ” name=”UDP−Wurmausbreitung ” />
< !−− Wurmausbreitung −−>
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<ad id=”12 ” parentId=”10 ” name=”TCP−Wurmausbreitung ” />
< !−− Flash Crowd −−>
<ad id=”13 ” parentId=”0 ” name=”Flash Crowd” />
< !−− Portscan −−>
<ad id=”14 ” parentId=”0 ” name=”Portscan ” />
< !−− Hor i zon ta l e r Portscan −−>
<ad id=”15 ” parentId=”14 ” name=”Hor i zon ta l e r Portscan ” />
< !−− Ver t i k a l e r Portscan −−>
<ad id=”16 ” parentId=”14 ” name=”Ve r t i k a l e r Portscan ” />
</ a t t a c kDe f i n i t i o n s>
< !−−+++++++++++++++++++++++−−>
< !−− C l a s s i f i e r Config −−>
< !−−+++++++++++++++++++++++−−>
<c l a s s i f i e r C o n f>
<params>
< !−− Define the Dimension upon which the c l a s s i f i e r has to work on −
r e f e r ence s a doub le va lued output parameter o f a dm −−>
< !−− Volume Anomalies −−>
<dim id=”1 ” name=”TcpClass i f i e rOutput ” />
<dim id=”2 ” name=”UdpClass i f i e rOutput ” />
<dim id=”3 ” name=”IcmpClass i f i e rOutput ” />
< !−− Di s t r i b u t i on Anomalies −−>
<dim id=”4 ” name=”Vi c t imPre f i x e sC l a s s i f i e rOutpu t ” />
<dim id=”5 ” name=”D i s t r i bu t edC l a s s i f i e rOutpu t ” />
< !−− Protoco l Anomalies −−>
<dim id=”6 ” name=”TcpSynClass i f i e rOutput ” />
<dim id=”7 ” name=”TcpSynAckClass i f ierOutput ” />
<dim id=”8 ” name=”TcpSynFinClass i f i erOutput ” />
<dim id=”9 ” name=”TcpRstClass i f i e rOutput ” />
<dim id=”10 ” name=”UdpEchoClass i f ierOutput ” />
<dim id=”11 ” name=”IcmpRequestReplyClass i f i erOutput ” />
<dim id=”12 ” name=”IcmpReplyRequestClass i f i erOutput ” />
<dim id=”13 ” name=”IcmpPortUnreachClass i f i erOutput ” />
<dim id=”14 ” name=”IcmpDestUnreachClass i f i erOutput ” />
</params>
< i n i t i a l s>
< !−− Define the i n i t i a l r eg ions f o r a t t a c k s to c l a s s i f y , −−>
< !−− Missing va lue s have default minVal and maxVal o f 0 −−>
< !−− Normal Tra f f i c −−>
<c en t r o id ad id=”0 ”>
< !−− No Anomalies −−>
</ c en t ro id>
< !−− TCP ATTACK −−>
<c en t r o id ad id=”1 ”>
<param dim id=”1 ” minVal=”50 ” maxVal=”100 ” />
<param dim id=”3 ” minVal=”0 ” maxVal=”50 ” /> < !−− Might see some ICMP −−>
<param dim id=”4 ” minVal=”100 ” maxVal=”100 ” />
</ c en t ro id>
< !−− UDP ATTACK −−>
<c en t r o id ad id=”2 ”>
<param dim id=”2 ” minVal=”50 ” maxVal=”100 ” />
<param dim id=”3 ” minVal=”0 ” maxVal=”50 ” />
<param dim id=”4 ” minVal=”100 ” maxVal=”100 ” />
</ c en t ro id>
< !−− ICMP ATTACK −−>
<c en t r o id ad id=”3 ”>
<param dim id=”3 ” minVal=”50 ” maxVal=”100 ” />
<param dim id=”4 ” minVal=”100 ” maxVal=”100 ” />
</ c en t ro id>
224 B. Zur Identifikation verwendbare Konkretisierung des verallgemeinerten Modells
< !−− SYN FLOODING −−>
<c en t r o id ad id=”4 ”>
<param dim id=”1 ” minVal=”50 ” maxVal=”100 ” />
<param dim id=”3 ” minVal=”0 ” maxVal=”50 ” />
<param dim id=”4 ” minVal=”100 ” maxVal=”100 ” />
<param dim id=”6 ” minVal=”50 ” maxVal=”100 ” />
<param dim id=”8 ” minVal=”75 ” maxVal=”100 ” />
</ cen t ro id>
< !−− SYN−ACK FLOODING −−>
<c en t r o id ad id=”5 ”>
<param dim id=”1 ” minVal=”50 ” maxVal=”100 ” />
<param dim id=”3 ” minVal=”0 ” maxVal=”50 ” />
<param dim id=”4 ” minVal=”100 ” maxVal=”100 ” />
<param dim id=”7 ” minVal=”75 ” maxVal=”100 ” />
</ cen t ro id>
< !−− RST FLOODING −−>
<c en t r o id ad id=”6 ”>
<param dim id=”1 ” minVal=”50 ” maxVal=”100 ” />
<param dim id=”3 ” minVal=”0 ” maxVal=”50 ” />
<param dim id=”4 ” minVal=”100 ” maxVal=”100 ” />
<param dim id=”9 ” minVal=”75 ” maxVal=”100 ” />
</ cen t ro id>
< !−− UDP ECHO FLOODING −−>
<c en t r o id ad id=”7 ”>
<param dim id=”2 ” minVal=”50 ” maxVal=”100 ” />
<param dim id=”3 ” minVal=”0 ” maxVal=”50 ” />
<param dim id=”4 ” minVal=”100 ” maxVal=”100 ” />
<param dim id=”10 ” minVal=”75 ” maxVal=”100 ” />
</ cen t ro id>
< !−− ICMP REQUEST FLOODING −−>
<c en t r o id ad id=”8 ”>
<param dim id=”3 ” minVal=”50 ” maxVal=”100 ” />
<param dim id=”4 ” minVal=”100 ” maxVal=”100 ” />
<param dim id=”11 ” minVal=”75 ” maxVal=”100 ” />
</ cen t ro id>
< !−− ICMP REPLY FLOODING −−>
<c en t r o id ad id=”9 ”>
<param dim id=”3 ” minVal=”50 ” maxVal=”100 ” />
<param dim id=”4 ” minVal=”100 ” maxVal=”100 ” />
<param dim id=”12 ” minVal=”75 ” maxVal=”100 ” />
</ cen t ro id>
< !−− UDP WORM ATTACK−−>
<c en t r o id ad id=”10 ”>
<param dim id=”2 ” minVal=”50 ” maxVal=”100 ” />
<param dim id=”3 ” minVal=”50 ” maxVal=”100 ” />
<param dim id=”13 ” minVal=”75 ” maxVal=”100 ” />
<param dim id=”14 ” minVal=”75 ” maxVal=”100 ” />
</ cen t ro id>
< !−− TCP WORM ATTACK−−>
<c en t r o id ad id=”11 ”>
<param dim id=”1 ” minVal=”50 ” maxVal=”100 ” />
<param dim id=”3 ” minVal=”50 ” maxVal=”100 ” />
<param dim id=”13 ” minVal=”75 ” maxVal=”100 ” />
<param dim id=”14 ” minVal=”75 ” maxVal=”100 ” />
</ cen t ro id>
</ i n i t i a l s>
</ c l a s s i f i e r C o n f>
</ systemConfig>




In Abschnitt 5.3.4 dieser Arbeit erfolgte die simulative Evaluierung der dezentralen
Kooperation verteilter Erkennungssysteme. Hierfür wurden zuerst zwei einfache Si-
mulationsszenarien der Größe 5 000 und 50 000 genutzt, um die Abläufe zu erläutern
und einen ersten Vergleich der unterschiedlichen Nachbarfindungsverfahren durchzu-
führen. In der anschließenden umfassenderen Evaluierung wurden komplexere Simu-
lationsszenarien ausgewertet sowie verschiedene Variationen der Nachbarfindungs-
verfahren und Szenarien evaluiert. Die im Folgenden präsentierten Abbildungen die-
nen hauptsächlich der Bestätigung, dass die in Abschnitt 5.3.4.3 am Beispiel eines
Szenarios ausführlich diskutierten Ergebnisse auch in anderen Szenarien gültig sind.
Die Abbildungen dienen daher vorrangig dazu, die in der Evaluierung erläuterten
Ergebnisse zu stützen.
Abbildung C.1 zeigt die Evaluierungsergebnisse der ringbasierten Nachbarfindung
bei Variation des vorgegebenen Ringradius im einfachen Szenario der Größe 50 000.
Der jeweilige Ringradius zum Auffinden von benachbarten Erkennungssystemen wur-
de auf die Werte 3, 4, 5 und 7 gesetzt. Im Szenario vorhanden waren 9 Erkennungs-
systeme, von denen lediglich 6 auf einem Angriffspfad lagen. Die Effektivität aller
Varianten ist dabei sehr ähnlich – es konnte lediglich bei höheren Radien ein mini-
maler Anstieg der Effektivität der Kooperation durch einige früher erkannte Angriffe
im Vergleich zum Radius 3 festgestellt werden. Der Aufwand hingegen steigt mit hö-
herem Ringradius, da jedes Erkennungssystem, welches einen Angriff erkannt bzw.
validiert hat, durchschnittlich mit mehr Nachbarn kommuniziert. Zudem steigt die
Anzahl abgelehnter Validierungen aufgrund der durchschnittlich höheren Distanz,
welche exponentiell in die Entscheidungsfunktion einfließt.
Den Aufwand der unterschiedlichen Nachbarfindungsverfahren im Szenario der Grö-
ße 50 000 mit 20 ASen zeigt Abbildung C.2. Grundlage der Simulationen bildete hier-
bei das in der umfassenderen Evaluierung verwendete Szenario der Größe 50 000, in





































































(b) Aufwand – Ausschnitt
Abbildung C.1 Ringbasierte Nachbarfindung bei unterschiedlichen Radien
welchem 263 Erkennungssysteme auf zufällig ausgewählten Zwischensystemen plat-
ziert wurden. Die Effektivität der Nachbarfindungsverfahren dieses Szenarios wurde
bereits in Abbildung 5.23(a) dargestellt. Die Darstellung des zugehörigen Aufwands
dient hier der Vollständigkeit und zeigt, dass sich die Ergebnisse grundsätzlich nicht
von den in der Evaluierung präsentierten Ergebnissen des Szenarios mit 50 ASen un-
terscheiden. Die absoluten Werte des Aufwands unterscheiden sich lediglich aufgrund

















































































(b) Aufwand (20 ASe) – Ausschnitt
Abbildung C.2 Aufwand der Nachbarfindung im Szenario der Größe 50 000
Die Präsentation und Interpretation der Ergebnisse bezüglich der simulativen Evalu-
ierung der dezentralen Kooperation erfolgte in Abschnitt 5.3.4.3 vorrangig auf Basis
des Szenarios der Größe 50 000 mit 50 ASen. Die Abbildungen C.3 und C.4 zeigen
die Ergebnisse weiterer, für die Evaluierung der Kooperation verwendeter Szenarien.
Dabei lässt sich gut erkennen, dass die in Abschnitt 5.3.4.3 präsentierten Ergebnis-
se repräsentativ für alle evaluierten Szenarien sind. Im dem vergleichsweise kleinen
Szenario der Größe 10 000 mit 10 ASen zeigt sich bereits, dass der Aufwand der
Multicast-Kooperation deutlich höher ist als bei den anderen Nachbarfindungsver-
fahren. Zudem ist hier bereits zu sehen, dass die ringbasierte Kooperation einen







































































(b) Aufwand (10 ASe)















































































































































(d) Aufwand (50 ASe) – Ausschnitt
Abbildung C.4 Nachbarfindung in Szenarien der Größe 100 000
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durchschnittliche Anzahl an Nachbarn sowie die höhere Varianz der Anzahl benach-
barter Erkennungssysteme zurückzuführen.
In den Ergebnissen der Szenarien der Größe 100 000 mit 20 bzw. 50 ASen ist eben-
falls zu sehen, dass die Ergebnisse den in Abschnitt 5.3.4.3 präsentierten Ergeb-
nisse ähneln. Aufgrund der unterschiedlichen Randbedingungen – unterschiedliche
Topologien, Anzahl der ASe, Verteilung der Angreifer und Erkennungssysteme –
sind kleinere Unterschiede in den Ergebnissen der verschiedenen Szenarien natürlich
vorhanden. Beispielsweise ermöglicht auch die pfadgebundene Kooperation in den
dargestellten Szenarien der Größe 100 000 eine geringe Steigerung der Effektivität.
Zudem ist im Szenario mit 20 ASen auch die Multicast-Kooperation nicht in der
Lage, alle False negative-Fehler zu beseitigen. In den wenigen Fällen, in welchen
False negative-Fehler nicht beseitigt werden können, liegen die zur Erkennung des
Angriffs notwendigen Informationen durch die Kooperation jedoch lokal bereits vor –
es wurde lediglich die Validierung der erhaltenen Angriffsbeschreibungen abgelehnt.
Abbildung C.5 zeigt die Ergebnisse eines Szenarios der Größe 50 000 mit 50 ASen,
in welchem Erkennungssysteme nur auf Core-Routern platziert wurden. Zwischen-
systeme in den Zugangsnetzen der Endsysteme, d. h. Edge- und Gateway-Router,
wurden nicht berücksichtigt. Zudem wurden im Unterschied zu den in der Evalu-
ierung verwendeten Szenarien nur wenige Erkennungssysteme (44) in das simulierte
Netz integriert. Auch in diesem Szenario konnten durch die Kooperation – außer bei
Anwendung der pfadgebundenen Nachbarfindung – nahezu alle False negative-Fehler
der lokalen Erkennung beseitigt werden. Da in diesem Szenario nur im Netzinneren
Erkennungssysteme vorhanden sind, sind die Unterschiede in der Signifikanz der
Erkennungssysteme – welche in Form der am Erkennungssystem anliegenden Da-
tenrate gemessen wird – wesentlich geringer als in denjenigen Szenarien, in welchen
die Erkennungssysteme zufällig auf alle Zwischensysteme verteilt wurden. Dadurch









































































(b) Aufwand (50 ASe) – Ausschnitt
Abbildung C.5 Nachbarfindung im Szenario der Größe 50 000 mit wenigen Erken-
nungssystemen auf Core-Routern
Abschließend wurde ein Vergleich der verschiedenen Varianten der Kooperation über
ein Overlay-Netz durchgeführt. Die Grundlage dieses Vergleichs bildet ebenfalls das
Szenario der Größe 50 000 mit 50 ASen, wobei drei TCP SYN-DDoS-Angriffe si-


















































































(b) Aufwand (50 ASe) – Ausschnitt
Abbildung C.6 Varianten der Kooperation über ein Overlay-Netz im Szenario der
Größe 50 000 bei mehreren Angriffen
347 vorhandenen Erkennungssysteme sind zufällig auf alle Zwischensysteme verteilt.
Abbildung C.6 zeigt die Ergebnisse der simulativen Evaluierung. Dargestellt werden
die Standardvariante ohne Weiterleitung von Angriffsbeschreibungen, die optionale
Weiterleitung nach abgelehnter Validierung (FW), die optionale Weiterleitung nach
erfolgloser Validierung (FW2) sowie die Weiterleitung in beiden Fällen (FW-All).
Zusätzlich werden die Ergebnisse der ringbasierten Kooperation und der Koope-
ration mittels Multicast dargestellt, um eine bessere Einordnung zu ermöglichen.
Dabei zeigt sich, dass bereits die Weiterleitung nach abgelehnter Validierung zu ei-
nem Anstieg der Effektivität führt. Zudem steigt die Anzahl der False run-Fehler,
bei denen die notwendigen Informationen aufgrund der Kooperation lokal vorla-
gen, an. Die optionale Weiterleitung nach erfolgloser Validierung (FW2) führt zu
einem deutlich stärkeren Anstieg der Effektivität und der False run-Fehler trotz Be-
nachrichtigung. Dies zeigt, dass bei der Overlay-Kooperation eine Weiterleitung von
Angriffsbeschreibungen sinnvoll und effektiv ist, da aus einer lokal erfolglosen Vali-
dierung nicht auf das Vorliegen eines Angriffs bei benachbarten Systemen geschlossen
werden kann. Die Steigerung der Effektivität führt allerdings gerade in Szenarien,
in denen nur ein kleiner Teil aller Erkennungssysteme auf Angriffspfaden liegt, zu
einem stark erhöhten Aufwand. Hierbei zeigt sich, dass in Bezug auf die Erkennung
von DDoS-Angriffen die ringbasierte Kooperation aufgrund der Lokalität der Kom-
munikation bei geringerem Aufwand dennoch eine höhere Effektivität erzielt. Die
Overlay-Kooperation mit Weiterleitung in beiden Situationen (FW-All) führt zu ei-
nem weiteren Anstieg der Effektivität – der Aufwand ist dabei mit 23 706 erhaltenen
Angriffsbeschreibungen sogar deutlich höher als bei der Kooperation mittels Multi-
cast (14 993). Der Nutzen steht bei dieser Variante folglich in keinem Verhältnis zum
Aufwand.
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