Logistic regression is the most common technique used for genetic case-control association studies. A disadvantage of standard maximum likelihood estimators of the genotype relative risk (GRR) is their strong dependence on outlier subjects, for example, patients diagnosed at unusually young age. Robust methods are available to constrain outlier influence, but they are scarcely used in genetic studies. This article provides a non-intimidating introduction to robust logistic regression, and investigates its benefits and limitations in genetic association studies. We applied the bounded Huber and extended the R package 'robustbase' with the re-descending Hampel functions to down-weight outlier influence. Computer simulations were carried out to assess the type I error rate, mean squared error (MSE) and statistical power according to major characteristics of the genetic study and investigated markers. Simulations were complemented with the analysis of real data. Both standard and robust estimation controlled type I error rates. Standard logistic regression showed the highest power but standard GRR estimates also showed the largest bias and MSE, in particular for associated rare and recessive variants. For illustration, a recessive variant with a true GRR¼6.32 and a minor allele frequency¼0.05 investigated in a 1000 case/1000 control study by standard logistic regression resulted in power¼0.60 and MSE¼16.5. The corresponding figures for Huber-based estimation were power¼0.51 and MSE¼0.53. Overall, Hampel-and Huber-based GRR estimates did not differ much. Robust logistic regression may represent a valuable alternative to standard maximum likelihood estimation when the focus lies on risk prediction rather than identification of susceptibility variants.
Introduction
Logistic regression is an established technique used in genetic case-control association studies to investigate the relationship between genetic markers and a disease of interest simultaneously considering possible confounders. The large sample sizes required to identify novel low-penetrance susceptibility variants often result in some study individuals with genotypes and phenotypes departing from the majority of the population (outliers). It is well known that outliers strongly influence standard maximum likelihood estimators. For example, few patients diagnosed unusually early in life, and also healthy controls of advanced age, may outweigh the bulk of 'average individuals' in the calculation of standard probability values, point estimates and confidence intervals [1] [2] [3] . Outlier identification can be extremely challenging owing to the highdimensionality of genetic data, which is often accompanied by reciprocal masking of outlier effects. Even if outliers can be flagged, outlier definition is always arbitrary and their handling often controversial. Robust statistics aim to estimate population parameters relying on the majority of the study population. Therefore, they constitute a valuable alternative to the state-of-the-art outlier identification and subsequent arbitrary removal.
The present article explores the application of the robust regression framework proposed by Cantoni and Ronchetti to genetic case-control association data [4] . There is software available to fit robust generalized linear regression models, for example the R package 'robustbase', but robust statistics are rarely used in genetic studies [5, 6] . Here we extend the R package 'robustbase' to accommodate the Hampel function as exemplary re-descending function for robust logistic regression [7, 8] .
In contrast to the already available Huber function, which limits outlier influence to a maximum, the re-descending Hampel function has a finite rejection point; extreme outliers are practically excluded from the analysis. The stronger downweighting of extreme outliers by the Hampel function could be of some advantage when they are present. We examine here the impact of standard, Huber and Hampel functions on the type I error rate, bias, mean squared error (MSE) and statistical power for associated estimators.
The article is structured as follows. First, we briefly introduce the robust framework developed by Cantoni and Ronchetti and visually illustrate the lack of robustness of standard estimators of the genotype relative risk (GRR) against single cases and controls in genetic association studies. Then, we conduct computer simulations and analyse a real data set to investigate the strengths and limitations of robust compared with standard logistic regression. Theoretical derivations needed for the Hampel function and a script to update the R package 'robustbase' are provided as supplementary material to boost the dissemination of robust statistics in statistical genetics.
Material and methods

Standard and robust logistic regression in genetic casecontrol association studies
Logistic regression is a generalization of the linear regression model. In logistic regression, the conditional mean of the response variable E½Y ¼ l linked to a linear combination of explanatory variables (linear predictor), usually via the logit or probit link functions. The regression model investigated in the present study is logitðE½YÞ ¼ logitðlÞ ¼ Xb where the n-dimensional vector Y represents the case-control status as response variable observed in n individuals, the n Â 3-dimensional matrix X ¼ ðX 1 ; X 2 ; X 3 Þ ðX i 2 R n Þ includes the intercept (X 1 ), the individual genotype (X 2 ) as well as age (X 3 ) as explanatory variables and b 2 R 3 is a coefficient vector. In standard logistic regression, b is estimated by maximizing the log-likelihood
log ð1 þ exp ðX iÁ bÞÞ with X iÁ denoting the i-th row of X. Maximum likelihood estimators of b are found by solving the equation
Cantoni and Ronchetti's robust estimator relies on the wider class of M-estimators of b
where r i represents Pearson residuals
In particular, for logistic regression
with the number of individuals n and the disease probabilityp i . Other components of the M-estimator equation are
which is a constant guaranteeing Fisher consistency of the estimator [4] . In the particular case of maximum likelihood estimators, The discrete nature of investigated genotypes as response variable limited the use of alternative weight functions. For example, weights based on the Mahalanobis distance are only indicated for continuous explanatory variables [9] . Different bounded functions can be used to constraint outlier influence. In this study we investigate the Huber function [7] w Huber ðr i Þ ¼ 
with tuning constants a; b; c 2 R satisfying 0 < a < b < c < 1.
We selected the tuning constants that ensure 95% asymptotic efficiency for the Gaussian family with identity link (i.e. the linear model) in the absence of outliers. These tuning constants do not necessarily yield 95% asymptotic efficiency for logistic regression. According to this, we choose a c value equal to 1.345 for the Huber function and the two (a, b, c) vector values (1.5, 3.5, 8) Â 0.9 and (2, 4, 8) Â 0.7 corresponding to slopes of the redescending part of the Hampel function equal to 1/3 and 1/2, respectively [6, 10, 11] . Observations with absolute Pearson residuals surpassing the tuning constant c are practically excluded from the analysis when the Hampel function is used. The derivation of the Fisher consistency correction and the asymptotic variance for the Hampel function as well as the corresponding R code to update the 'robustbase' package are provided as supplemental material.
We illustrate now the lack of robustness of standard GRR estimators against single cases and controls in relatively large association studies, and depict the bounded influence of outliers on robust GRR estimates. To examine the influence of single outliers on standard and robust estimators of the GRR, we simulated a 1000 case/1000 control study investigating a variant with a minor allele frequency (MAF) of 0.0075 and a dominant GRR equal to 1.84. The two genetic parameters were chosen in consistency with the moderate-penetrance breast cancer susceptibility variant CHEK2*1100delC [12] . Hypothetical outliers were mimicked by single cases and controls aged between 0 and 125 years who carried the high-risk variant. Standard and robust logistic regression models were fitted to the complete data sets with 2001 individuals, and the corresponding standard and robust odds ratios were used as GRR estimates. Figure 1 shows results from this small simulation exercise. For example, one single case diagnosed at age 25 years who carried the high-risk variant increased the estimated standard GRR from approximately 1.70 (1000 cases and 1000 controls) to 2.40 (study with 2001 individuals). The influence of the same single case was less accentuated on robust GRR estimates, the GRR increased to around 1.9 (2.0) when the Hampel (Huber) function was used. Note that the influence of single outliers on standard GRR estimates was unbounded. By contrast, the larger the departure of the outlier from the bulk of the study population, the smaller its influence on robust GRR estimates, in particular when the Hampel function was applied.
Computer simulations
We conducted extensive simulations to examine differences between standard and robust GRR estimation on the type I error rate, bias, MSE and statistical power. Our simulations did not consider a fixed amount of contaminated observations as frequently implemented to assess the advantage of robust methods. In genetic association studies, a minority of patients is often diagnosed early in life owing to high-penetrance risk variants, which are not directly investigated in the study, for example deleterious BRCA1/2 mutations in genome-wide breast cancer association studies. As illustrated in Figure 1 , outlying observations from young patients may strongly impact standard GRR estimators, but they do not correspond to a mislabelling of disease status or to errors in the information on age at diagnosis. We simulated here phenotypes and genotypes consistent with their expected distribution in genetic association studies, and compared standard and robust estimators under average proportions of outliers.
A data set with information on age and genotype was generated for 3.5 million cases and 3.5 million controls. Genetic association studies were simulated by random sampling from this large data set. The age distribution of controls relied on data from the European Union [13] . The age of cases mirrored the incidence of colorectal cancer in European women [14] . These two age distributions are shown in Table 1 .
Null marker genotypes were simulated independently of case-control status. For associated markers, the age of the individual was first drawn according to case-control status. Then, causal variant genotypes were simulated assuming a given penetrance model. Let GRR hom represent the relative risk for homozygote carriers of the causal variant. The GRR for carriers of only one copy of the casual variant (GRR het ) was Let C denote the high-risk allele and c the low-risk allele at the causal locus. Let M denote the high-risk allele and m the low-risk allele at the marker locus. Let p C be the causal allele 
where r 2 represents the correlation and D' Lewinson's measure of allelic association between causal and marker loci. The expected distribution of genotypes (G) at the marker locus in controls (D ¼ 0) was
The expected distribution of genotypes in cases (D ¼ 1) was
with ðP½D ¼ 1jG ¼ mmÞ ¼ j 0 representing the disease prevalence among low-risk allele homozygotes. Let jnote the disease prevalence in the total population. Then,
In summary, genotypes depended on genetic parameters (MAF, GRR, penetrance model for the causal allele, association (r 2 and D') between causal and marker loci) and also on study characteristics (sample size and genotyping error rate) that were specified considering different scenarios [15] [16] [17] [18] .
Under the reference scenario, we fixed the MAF to 0.05 for a dominant causal variant, assumed no genotyping errors and simulated 400 studies with 1000 cases and 1000 controls each. The GRR was set to 1.43 to reach a statistical power equal to 0.6. This reference scenario built the basis for sensitivity analyses where just one parameter was changed at once. We modified the penetrance model fitted to the data (additive, recessive), the MAF (from 0.001 to 0.25) and r 2 (from 0.8 to 1.0). In addition to an age-independent GRR of 1.43 under the reference scenario, we also considered decreasing GRRs with increasing age as specified in Table 1 . Age-dependent GRRs were consistent with the overall GRR of 1.43 assumed in the reference scenario. Genotyping errors were considered, too. For this purpose, a fixed proportion of true genotypes were randomly assigned to one of the other two possible genotypes. Genotype arrays generally show error rates below 0.01, but genotyping errors seem to be more frequent for sequence data [19] [20] [21] . We simulated genotyping error rates from 0 to 0.05. Preliminary results motivated a closer investigation of rare and recessive variants. For rare variants, study and effect sizes were accommodated to reach around 0.6 statistical power using standard logistic regression. This led to the triplets (MAF, number of cases/controls, assumed GRR) equal to (0.001, 5000/5000, 2.53), (0.005, 1000/1000, 2.65) and (0.01, 1000/1000, 2.07). Genotyping error rates from 0 to 0.05 were considered, the remaining parameters were fixed to the same values as in the reference scenario. For recessive variants, the GRR was fixed to 6.32 to achieve 0.6 statistical power (MAF ¼ 0.05 and 1000 cases/ 1000 controls). Additive, dominant and recessive models were fitted to recessively simulated data. Again, the genotyping error rate was varied from 0 to 0.05.
We regressed the case-control status on individual genotype and age using standard and robust logistic regression with the above-described functions and tuning constants. Then, standard and robust GRR estimates were compared with respect to type I error rate, bias, variance, MSE and statistical power. The type I error rate was derived as the false-positive rate at a 0.05 significance level across null marker loci [22] . The bias of the GRR estimator was calculated as the difference between the mean estimated GRR in simulated studies and the true GRR used for simulation. The MSE was calculated as the sum of the squared bias and variance of GRR estimates. Statistical power was estimated as the true-positive rate at a 0.05 significance level.
Application to real data
We took advantage of public genetic data from the Personal Genome Project at Harvard Medical School (https://my.pgphms.org/public_genetic_data, last accessed on 11 June 2015) to demonstrate the application of robust logistic regression to a real data set. Supplementary Figure S1 shows the flow chart for data pre-processing. We applied the filter 'genetic data23andMe (e.g., exome or genotyping data)', downloaded text files with genome data and manually extracted individual age and body height information. When several files were available per person, we only included the most recent one. Files with incomplete and inconsistent genotype data were excluded as well as files without the corresponding information on age and body height. We extracted the first 1000 genotypes from each file, selected variants measured in all individuals and subsequently excluded files with missing genotypes. Genotypes were recoded assuming a recessive penetrance model (homozygote carriers of the minor variant versus others). We regressed the dichotomized body height (1 larger than the median, 0 otherwise) on individual genotype and age for each genotype. We used standard and robust logistic regression with the Huber and the Hampel functions and the tuning constants described above. Possible influential observations were identified based on Cook's distances, and methods were compared with respect to P-values and estimated GRRs. R code for simulations and analysis of the real data is provided as supplementary material.
Results
Computer simulations
Type I error rates did not exceed the nominal 0.05 level in the simulated null scenarios (Supplementary Table S1 ). For example, the type I error rate was 0.044 (95% CI: 0.038-0.050) when a standard recessive penetrance model was fitted to null data. The corresponding type I error rate for robust logistic regression with the Huber function was 0.046 (0.040-0.052). Robust logistic regression using the Hampel function resulted in type I error rates equal to 0.045 (0.039-0.051) for tuning constants (1.5, 3.5, 8) Â 0.9, and equal to 0.044 (0.038, 0.050) for tuning constants (2, 4, 8) Â 0.7.
Simulation results revealed appreciable differences between standard and robust GRR estimates. In the reference scenario, the median of the standard GRR estimates was 1.44, slightly higher than robust counterparts, which were around 1.43 ( Figure 2 ). Standard GRR estimates were also higher than robust estimates when a recessive penetrance model was fitted to data generated under the reference scenario (median standard (robust) GRR estimate: 1.40 (1.32), Supplementary Figure S2) Figure S3 ). Age-dependent GRRs constituted an exception with higher estimates for robust than standard methods (median standard (robust) GRR estimate 2.28 (2.42), Supplementary Figure S5 ). Table 2 presents the bias, variance, MSE and statistical power of standard and robust GRR estimates for a subset of simulation scenarios; more detailed results are shown in Supplementary Table S2 . Under the reference simulation scenario, the bias amounted þ0.010 for standard compared with þ0. 002 to þ0.006 for robust GRR estimates. The GRR overestimation by standard logistic regression translated into a larger statistical power than for robust logistic regression-despite the fact that the variance was higher for standard than for robust GRR estimates. In practically all simulated scenarios, the statistical power was higher for standard than for robust logistic regression. For age-dependent GRRs and in the presence of genotyping errors, biases and variances were higher for robust compared with standard GRR estimates. By contrast, rare variants and recessive fitted models showed markedly smaller biases and variances for robust than for standard GRR estimates. For example, for a variant with MAF equal to 0.001, the variance was 23.5 for the standard compared with 1.0 for robust GRR estimates. Figure 3 shows the MSE of standard and robust GRR estimates according to the penetrance model fitted to the data and the MAF of the associated variant. The large bias, variance and MSE differences motivated a closer comparison of standard and robust methods for rare and recessive variants to exclude the possibility of spurious observations owing to a lack of statistical power. Tables 3 and 4 present results consistent with a statistical power of approximately 0.6 for standard logistic regression in the absence of genotyping errors for rare variants and recessively simulated data. The left panel of Figure 4 represents standard and robust GRR estimates for rare variants with MAFs equal to 0.001 and 0.005, with corresponding median standard (robust) estimates of 2.6 (2.5). The two right panels of Figure 4 depict standard and robust GRR estimates for a recessive variant with corresponding median standard (robust) estimates equal to 7.0 (5.5). In general, standard GRR estimates showed higher biases and higher variances than their robust counterparts. Tables 3 and 4 show more complete results for increasing genotyping error rates and for different penetrance models fitted to recessively simulated data (Table 4) .
Real data application
The investigated real data set included 245 genetic variants and 144 individuals with a median body height of 175 cm (Q1-Q3: 170-181 cm) and a median age of 45 years (Q1-Q3: 37-54 years). Additional details can be found in the supplemental material.
The smallest P-value (P ¼ 0.004) was reached for variant rs7519458 (MAF ¼ 0.50). The estimated GRR for this variant was 1.2 according to both standard and robust methods (no outlying observation: left panel of Supplementary Figure S6 ). Figure 5 represents P-values and estimated GRR for the 245 investigated variants. Differences between standard and robust results were apparent regarding P-values (left panels), and in particular estimated GRRs (right panels, please note the different scale of the y-axis for standard GRR estimates). All robust GRR estimates were below 12. 
Discussion
The aim of the present study was to investigate the benefits and limitations of robust logistic regression using the Huber and Hampel functions to down-weight outliers. After adapting the R package 'robustbase' to accommodate the Hampel function, computer simulations, complemented with the analysis of a real data set, were conducted to assess the type I error rate, statistical power and MSE of standard and robust GRR estimates according to study characteristics as well as properties of the investigated markers. Type I error rates were well controlled by both standard and robust methods. Standard logistic regression consistently showed the highest statistical power, which was often attributable to an increased GRR overestimation in comparison with robust estimates. For rare and recessive variants, robust GRR estimates presented markedly lower biases and variances than standard GRR estimates. These results suggest that, after identification of novel susceptibility variants, robust regression may represent an interesting alternative to standard maximum likelihood estimation when the focus lies on accurate risk prediction.
Results from computer simulations revealed a powervariance paradox in standard versus robust GRR estimation. Often, the smaller the variance of a parameter estimate, the larger the statistical power to reject the null under the alternative. This is, however, only the case for unbiased or equally biased parameter estimators. In general, and in particular for rare and recessive variants, we found that larger variances usually came along with larger, positive biases, resulting in a higher statistical power for standard than for robust logistic regression. This situation was especially evident for the simulated recessive variant with a MAF equal to 0.05 and a true GRR equal to 6.32. The biases were þ1.2 for standard compared with À0.1 (12 times lower) for Huber GRR estimates. Variances were 15 for standard compared with 0.5 (30 times lower) for Huber GRR estimates. In contrast, the statistical power was 0.6 for standard versus only 0.51 when Huber function was used to constrain outlier influence in a study with 1000 cases and 1000 controls.
In agreement with computer simulations, the analysis of real data confirmed that standard logistic regression can be strongly influenced by single or few outliers, which may inflate estimated genetic effects. For example, the GRR estimated by standard logistic regression for single nucleotide polymorphism (SNP) rs2500262 was 13.7, 1.7 to 2.7 larger than the corresponding robust estimates, likely owing to the influence of one outlier (Cook's distance about 0.4, Supplementary Figure S6) . The strong influence of outliers and the need of robust methods for logistic regression has been demonstrated using real genotype and gene expression data [23, 24] . In general, large differences between estimated standard and robust GRRs, and non-convergence of robust procedures may be indicative of the presence of departing observations. A practical recommendation of this study is to thoroughly inspect diagnostic plots when this happens.
Present results are relevant to genome-wide association studies (GWASs) where the 'winner's curse' is a major issue [25] [26] [27] . GWAS results can be strongly affected by ascertainment bias leading to effect overestimation. Because sample size calculation for adequately powered replication studies relies on possibly biased initial findings, the necessary sample size can be underestimated causing replication failure. In a simulation study, Zö llner and Pritchard observed that genetic effects were overestimated by about 20% in the absence of correction for ascertainment bias [27] . It has also been reported that ascertainment bias is particularly large when the power is small and ascertainment bias disappears when the statistical power approaches one [28, 29] . Several methods have been proposed to deal with the winner's curse in linkage analysis, some of which could be extended to association studies. Gö ring et al.
concluded that large, population-based samples of persons recruited independently of their phenotype would alleviate this issue [25] . However, it is not clear if this is also true for association analysis [27] . Based on a maximum likelihood, which explicitly considers genome-wide scans, Zö llner and Pritchard proposed an ascertainment bias correction that tends to underestimate the true effect addressing the winner's curse. Two different conditional likelihood approaches have been proposed for point and interval estimators in GWAS [30, 31] . In this context, it is of special interest that the MSE of robust GRR estimates was smaller than for standard estimates in our simulations. So, robust logistic regression might be beneficial, especially for rare and recessive susceptibility variants as well as for variants with low penetrances narrowing down the winner's curse. This might translate into an increased replication rate of initial findings. The bias-variance trade-off is another important aspect to consider in close relation to the MSE. Estimators are constructed in a way to describe the target variable best. One accuracy measure is the MSE, which is the sum of the squared bias and the variance. The bias indicates how closely the estimator determines the target variable on average. A small variance accompanies an estimator that is stable against sampling variations [32] . Hence, it is desirable to have both a small bias and a small variance causing a small MSE. But in most situations, a bias decrease often results in an increased variance [32, 33] . Hence, it is not clear whether an unbiased estimator is really the major aim because this does not guarantee minimization of the estimation error [34] . The variance decreases with increasing sample size so that the bias is the major component of the MSE for common genetic variants [32] . If the sample size is relatively small, a balance between small bias and small variance has to be found when building estimators to get a minimal (or small enough) MSE. In our simulation study, robust logistic regression controlled better the bias-variance trade-off than standard logistic regression for rare and recessive variants.
Building a phenotype prediction model relying on GWAS results is often used to identify persons at a high risk of a given disease. There are many limitations and pitfalls when building such a prediction model. Most limitations relate to availability of data and background knowledge, e.g. data sets with many genotyped markers possibly in linkage disequilibrium (LD) with causal variants, data sets with cryptic relationships and differences in stratification between discovery/validation and target population and environmental factors resulting in stochastic events [35] . A special issue are rare variants, whose contributions might not be tagged by genotyped SNPs [36, 37] . But this has changed with advances in whole-genome sequencing. Once detected, rare variants can be included in prediction models in the same way as common variants and in sum their contribution might be relevant [38] . The effects of rare and common variants on a phenotype can only be estimated with an error. This plays a more important role if effect sizes are small because large sample sizes are needed for sufficient accuracy. In this context, robust logistic regression might be relevant. We found that robust GRR estimates were more accurate than standard counterparts in our simulation study.
While robust logistic regression might be beneficial regarding prediction based on rare and recessive variants, with respect to the winner's curse and the bias-variance trade-off, the advantage over standard GRR estimates depends on study characteristics as well as on the properties of associated variants. This conclusion is in close accordance with Çetin and Erar, which considered variable selection in robust linear regression [39] . Within this context, it is of interest that the method performance can be influenced by sample size as well as by the outlier distribution and proportion, as reported by Wen et al. in their investigation of outlier impact on net-benefit regression models in cost-effectiveness analysis [40] . Alamgir and Muthukrishnan and Radha also reported that the comparative performance of the Hampel and the Huber function depend on investigated data and outlier characteristics [41, 42] . As our simulations and the illustrative example in Figure 1 showed, robust approaches might be even more useful in rare variant settings. In the illustrative example, we observed a clear advantage for robust logistic regression, and especially for the use of the Hampel function, when extreme outliers were present. This is in agreement with literature on the use of re-descending weighting functions [43, 44] . Several re-descending functions are available, such as the three-part Hampel, the biweight Tukey and the sine-wave Andrews function [8, 45, 46] . Among them, the Hampel function seems to perform well in most situations Robust logistic regression for susceptibility variants | 969 [41, 46] . Another issue is computational cost. We used the R package 'microbenchmark' to compare the computational performance of standard and robust logistic regression [47] . On average, robust logistic regression took remarkably longer (Huber: about three times, Hampel: about six times) than the standard method. The present study has strengths but also limitations. We made an effort to simulate realistic data. Age and disease prevalence were based on real demographic data. To verify the bias and variance advantage of robust logistic regression for rare and recessive variants, we varied effect and sample sizes. One limitation was the use of just one weight function and two bounded functions to constraint outlier influence. However, the investigated combination of discrete (case-control status and individual genotype) and continuous (age at onset) variables strongly restricted the use of alternative functions [9] . We focused here on logistic regression, but the generalization of current results to other analytical approaches in statistical genetics, for example collapsing methods, is straightforward. Mixed models are increasingly applied in GWASs, but additional methodological research on robust generalized linear models is needed before these techniques can be used in genetic association studies [48] .
In conclusion and based on our analyses, the potential advantage of robust GRR estimates depends on the study aimidentification or characterization of genetic effects. To achieve a large power, standard logistic regression is the best choice. For sufficiently large sample sizes, the use of robust logistic regression is recommended with regard to small bias, variance and MSE alleviating effect overestimation-especially when analysing rare variants and assuming a recessive penetrance model. Robust GRR estimation is computationally demanding, in particular for the Hampel function, which took on average six times more computing time than standard regression. On the other hand, the Hampel function may minimize biases when strongly departing outliers are present. An added value of the present Note the different axis scaling for the estimated GRR.
study rests on demonstrating the use of an alternative function in the logistic regression framework proposed by Cantoni and Ronchetti to narrow down the winner's curse of rare and recessive susceptibility variants.
Key Points
• In genetic case-control association studies, genotype relative risks are usually estimated by logistic regression. Maximum likelihood estimators of the genotype relative risk strongly depend on observations deviating from the majority of the data-so-called outlierswhich are the rule rather than the exception in association studies.
• Robust logistic regression methods are available to constrain outlier influence but they are scarcely used in the field. We provide here a gentle introduction to robust methods and some free available software, and illustrate the potential of robust logistic regression in genetic association studies.
• Robust logistic regression may represent a valuable alternative to standard maximum likelihood approaches when the focus lies on risk prediction rather than identification of new susceptibility variants.
• Presented robust methods can be straightforwardly generalized to recent advances in the field including penalized regression and collapsing methods for rare variants.
Supplementary data
Supplementary data are available online at http://bib.oxford journals.org/. 
