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Abstract
In the present work, control of time-optimal trajectory for a Dubins air-
plane in presence of moving and fixed obstacles is obtained. We show
that for a Dubins airplane with an initial position, the control variable can
be obtained using the exact penalty function method so that the airplane
reaches the end position in the shortest time in the presence of obstacles.
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1 Introduction
Optimal time control problems are widely used in engineering, particularly in
robotics and aerospace.The purpose of these studies is to determine a control
function that minimizes the objective function to minimize the time, trajectory
or cost of a trip.
∗The corresponding author, bidabad@aut.ac.ir and behroz.bidabad@math.univ-toulouse.fr.
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The exact penalty methods for solving constrained optimization problems rely
on the construction of a function whose unconstrained minimization points are
also a solution of the constrained problem.
The problem of Zermelo navigation or briefly ZN in Riemannian geometry is
studied in detail in [1]. In [7], the optimal time problem with fixed and moving
obstacles is solved using an exact penalty function method. In a recent joint
work, one of the present authors studied the time optimal trajectories of an
object pursuing a moving target, without limited control in a non-obstacle space,
in the context of the ZN problem, see [2].
A Dubins car is a simple model of a differential robot, with a constant unit
speed and a minimal radius of rotation to the left or right or, equivalently, a max-
imum curvature equal to one. The robot moves forward only, with the prefixed
initial and terminal orientations which are prescribed with the tangent vectors to
the path.
In 1957, L. E. Dubins using geometrical arguments showed that any optimal
path consists of the curves with maximum curvature and straight line segments.
This result was later shown using the Pontryagin’s Maximum Principle Method,
cf. [5].
In 2007, H. Chitsaz and S. M. LaValle, have considered a Dubins airplane as
a Dubins car having altitude. The turning angle of Dubins airplane is considered
to be the turning angle of its image in the plane. Consequently, the minimum
rotating radius to the left and right for Dubins airplane in space is considered
equal to one. It only flies forward and the system has independent bounded
control over the altitude velocity as well as the turning rate in the plane. Using the
Pontryagin Maximum Principle, they characterized the time-optimal trajectories
for the Dubins airplane. These paths are composed of turns with minimum radius,
straight line segments, and pieces of planar circular arcs, cf. [4].
In 2010, one of the present authors in a joint work has studied a geometric
approach of Dubins airplane, using Pontryagin’s Maximum Principle Method and
showed that its time optimal paths are geodesics of certain Finsler metric, cf. [3].
In the present work, the time-optimal path for a Dubins airplane in presence
of n moving obstacles with known trajectories, from some starting point to some
final point is investigated. To simplify the calculations, we suppose here that
the number of obstacles is n = 2. The general case is formulated in the same
way. The airplane should arrive at the final point in the shortest time without
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being in conflict with obstacles. To this aim, a control parametrization technique
together with the time scaling transform is used and the problem is transformed
into a sequence of optimal parameters selection problems with continuous in-
equality constraints and initial and terminal states constraints. In this problem,
an airplane starts from an initial position (x0, y0, z0) to reach a final position
(xf , yf , zf ), where the trajectory of the two obstacles is previously known to the
aircraft.
Here the control variable is a 2-tuple vector where the components are steering
angle and run up movement in direction of z-axis. In fact, the steering angle and
the moving up movement are controlled.
The objective is to find a control such that the airplane reaches the final
position in the shortest time. To solve this problem, an exact penalty function
method introduced in [10], [16] and [17], is used to construct a constraint violation
function. Then, a control such as the airplane reaches the final position in shortest
time is found. Finally, using the Matlab software, several real examples are
illustrated and the effectiveness of the proposed method is illustrated.
2 Preliminaries and conventions
2.1 Optimal control
In most cases, the behavior of a control system is identified by a set of differential
equations that define the relationship between the input and output data. As
a general rule, the behavior of the control system is described by an ordinary
differential equation in the form of state space,
w′(t) = f(w(t), u(t), t), (1)
where, the m-tuple vector u(t) represents the control variables at the time instant
t. The phase space of a dynamic system is a space in which each possible state
of the system corresponds to a single point in the phase space. It can normally
be assumed that the phase space is an n-dimensional smooth manifold.
2.2 Dubins airplane and problem statement
In the present work, the time-optimal trajectory for a Dubins airplane in the pres-
ence of movable obstacles of known trajectories is studied. Unlike other works, in
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this problem, we use an exact penalty function method and get the time-optimal
trajectory for the Dubins aircraft. Moreover, we consider the presence of the n = 2
number of moving obstacles with known trajectories. The problem for n > 2 fix
or moving obstacles is a simple extension of these computations. In order to solve
this problem, we assume that there are three moving objects, a Dubins plane and
two moving obstacles. The Dubins airplane is autonomously controllable and
assumed to be faster than moving obstacles. Let w(t) = [x(t), y(t), z(t)]T rep-
resents the position of the Dubins aircraft, where the parameter z(t) represents
the altitude at the time t in the system. Therefore, w′(0), its time derivative at
the starting point could be considered as the direction tangent to the path at the
starting point. For example, w′(0) could be considered as the direction of the
takeoff piste at the airport. Hence its control system could be modeled by
w′ = (Vxy cos θ(t), Vxy sin θ(t), h
′(t)),
where Vxy, is the speed in xy-plane, h
′(t) the speed in the direction of z-axis and
θ(t) is the angle between x-axis and the airplane line of sight axis in xy-plane at
the time t. If V denotes the speed of the airplane then we have
V 2xy(t) + h
′(t)2 = V(t), |u(t)| ≤ U, ∀t ≥ 0, (2)
where u(t) is the 2-tuples control vector of the airplane, determined by the
two variables θ(t) and h′(t). The control vector is subject to a magnitude
constraint given by (2). Let us denote by w1(t) = [x1(t), y1(t), z1(t)]
T and
w2(t) = [x2(t), y2(t), z2(t)]
T , ∀t ≥ 0 the trajectories of the two obstacles. The
Dubins airplane tends to fly from the starting position point w0 with the initial
direction w′0 to the final point w1, where there are two moving obstacles in its
trajectory. The airplane should arrive at the point w1 without any conflict with
the moving obstacles. Assume that it arrives at the final position at the instant
T . If R1 and R2 are the safety radiuses of the two moving obstacles and R is the
safety radius for the Dubins airplane. Then the distance of the airplane from the
moving obstacles should satisfies
√
[x(t)− xi(t)]2 + [y(t)− yi(t)]2 + [z(t)− zi(t)]2 ≥ max{R,Ri}, i = 1, 2.
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We consider here the problem of the time-optimal control, which is mathemati-
cally formulated as follows

minT, |u(t)| ≤ U, 0 ≤ t ≤ T,
w′(t) = f(w(t), u(t), t), w(0) = w0, w
′(0) = w′0,√
[x(t)− xi(t)]2 + [y(t)− yi(t)]2 + [z(t) − zi(t)]2 ≥ max{R,Ri},
w(T ) = w1, i = 1, 2.
(3)
We state the problem as follows. Consider a system of dynamic equation w′(t) =
f(w(t), u(t), t), where 0 ≤ t ≤ T and w(0) = w0. One of the classic problems
of optimal control theory is to find a u(t) control function that minimizes the
following function,
J(u) = ψ(w(T )) +
∫ T
0
L(w(t), u(t), t)dt,
where ψ is the cost function and is continuously differentiable with respect to w,
L(w(t), u(t), t) is the Lagrangian and is continuously differentiable with respect
to all arguments. Recall that a Lagrangian on a manifold (or a phase space) M is
a mapping L : TM −→ R which is smooth on TM0. Theoretically, the principle
of Pontryagin Maximum (or briefly PMP) states a solution to the problem above.
Before presenting the maximum principle of Pontryagin on this work, we must
remember the notion of Hamiltonian. In general, Hamiltonian and Lagrangian
mechanics are two formalisms of classical mechanics. In Hamiltonian mechanics,
the trajectory of a moving particle is found without paying attention to the forces
and geometry of the dynamic system. In this way, a symplectic manifold (M, g)
is considered as a phase space of the dynamical system, and any real smooth
function of this manifold is called a Hamiltonian. In physics, it is called the
energy of a system. In Newtonian mechanics, it suffices to consider the following
function as a Hamiltonian function for a fixed Lagrangian, see [13].
Definition 2.1. Let w(t) be the trajectory of a particle in a system with the
momentum p(t) and the control function u(t). The Hamiltonian of this system
with respect to the Lagrangian L is defined by:
H(w(t), p(t), u(t)) =< f(w(t), u(t), t), p(t) > +L(w(t), u(t), t),
where <,> is the inner product.
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The following theorem is well known
Theorem A. [6, p.49] Let u∗(t) be an optimal solution for a Hamiltonian system
and w∗(t) the corresponding trajectory. There exists a function p∗ : [0, T ]→ IRn
such that:
1) we have the following Hamilton equations:
dw∗
dt
=
∂H
∂p
dp∗
dt
= −∂H
∂w
.
2) if A = {u(t) : [0,∞) −→ Rn|u ismeasurable} then the conservation of energy
is given by
H(w∗(t), p∗(t), u∗(t)) = max
u(t)∈A
H(w∗(t), p∗(t), u(t)).
3) the conservation of energy: H(w∗(t), p∗(t), u∗(t)) is constant.
4) the terminal condition:
u∗(T ) = ∇ψ(w∗(T )),
where, ∇ψ(w∗(T )) is the gradient of cost function at the end point.
3 Control parametrization
It happens in the theory of optimal control that we have some path constraints
and the control variables have constraints as well and that we can not obtain
useful information by taking differential of the Hamiltonian function. In other
words these constraints do not help much in finding u or its control structures,
unless in specific problems.
In present work the problem is a nonlinear optimal control problem subject
to the continuous inequality constraints. This problem is hard for solving by the
classical optimal control theory. In addition, there is an inequality constraint in
each point at any given time, which implies that there is an infinite number of
constraints.
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3.1 Approximate control to switch at each characteristic
time
To solve this problem we shall apply the control parametrization time scaling
transformation [15]. Hence the control parametrization [9] is achieved as follows.
Let t1,...,tp be the switching times, where the airplane changes its trajectory at
ti for i = 1, ..., p. We shall employ the time scaling transform, to map these
switching times into fixed time points k
p
, k = 1, 2, ..., p−1, on a new time horizon
[0, 1], see [11] for more details. Using a piecewise constant function the control
function is approximated as follows
up(t) =
p∑
i=1
χ
[ti−1,ti]
(t)σi,
where, σ
i
is a 2-tuple vector and ti ≤ ti+1 for i = 1, .., p − 1 and χI is the
characteristic function defined for the interval I by
χ
I
(t) =
{
1, if t ∈ I
0, if t /∈ I.
Next we use a rescaling time method. Let Θ = {̺ = [ρ1 , ρ2, ..., ρp ] ∈ Rp : ρi ≥
0, i = 1, 2, ..., p}, then for any ̺ ∈ Θ such that
p∑
i=1
ρ
i
p
= T,
we have a monotonic transformation from the time t ∈ [0, T ] to a new time scale
s ∈ [0, 1] by
vp(s) :=
dt(s)
ds
=
p∑
k=1
ρ
k
χ[ k−1
p
, k
p
](s), s ∈ [0, 1], (4)
where, t(0) = 0. Integrating (4) and using the initial condition leads to
t(s) =
k−1∑
i=1
ρi
p
+
ρ
k
(ps− k + 1)
p
, (k = 1, .., p), (5)
where s ∈ [k−1
p
, k
p
], obviously t(1) =
∑p
i=1
ρ
i
p
= T . Therefore, the relative subin-
tervals are with the same size. After this rescaling, by using (4) the control system
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(1) becomes
dw
ds
=
dw
dt
× dt
ds
= vp(s)f(w(t(s)), u(t(s)), t(s)). (6)
We denote the re-scaled airplane motion by
H(s) = w(t(s)), H(s) = (H1(s), H2(s), H3(s)). (7)
Clearly for the time s in the intervals [k−1
p
, k
p
], where (k = 1, ..., p), the equation
(4) reduces to vp(s) = ρ
k
, so by means of (6) and (7) we have the following system

dH
ds
= ρ
k
f(H(s), σk, t(s)), s ∈ [k−1p , kp ],
H(0) = (x(0), y(0), z(0)), H ′(0) = ρ1f(0),
t(0) = 0.
Therefore, our goal is to find {σk, ρk}, such that
p∑
k=1
ρ
k
p
is minimized subject to
the path constraints.
3.2 An exact penalty function method
As mentioned earlier, this problem is an optimization problem that is subject to
both the equality constraints
t(1) = T, H(1) = w1,
and the continuous inequality constraint
‖H(s)−Hi(s)‖ ≥ max{R,Ri}.
We use an exact penalty method introduced in [8] and [10], to add all the con-
straints to the objective function, which poses a new problem of selecting the
optimal parameters without constraint. Hence the new penalty functional is de-
fined by
Jδ(σ, ρ, ε) =


p∑
k=1
ρ
k
p
, ε = 0, L(H(s)) = 0,
p∑
k=1
ρ
k
p
+ ε−α(L(H(s))) + δεβ ε > 0,
∞ ε = 0, L(H(s)) 6= 0,
(8)
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where ε ∈ [0, ε], for ε > 0 is a new decision variable, which is a given upper bound
and
L(H(s)) =
2∑
i=1
p∑
k=1
∫ k
p
k−1
p
ρ
k
max
{
max{R2, R2i } − ‖H(s)−Hi(s)‖2, 0
}2
ds
+
{
p∑
i=1
ρ
i
p
− T
}2
. (9)
Here, δ > 0 is the penalty parameter and α and β are positive constants satisfying
0 ≤ β ≤ α. The idea of the present penalty function method can be interpreted
as follows. During the process of minimizing the cost function (8), whenever
the penalty parameter δ increases, εβ should decrease. That is to say, ε reduces
as β is fixed. Thus, ε−α will increase and hence the constraint violation will
reduce. This is equivalent to say the value of L(H(s)) must cut down. In this
way, the satisfaction of the path constraint will eventually be achieved. The path
constraints are

‖H(s)−Hi(s)‖2 ≥ max{R2, R2i }, i = 1, 2; s ∈ [k−1p , kp ], k = 1, 2, ..., p,
H(1) = w1,
t(1) = T.
Next, the goal is to find (σ, ρ, ε) such that the cost function Jδ(σ, ρ, ε) is minimized
subject to ε ≥ 0. Hence the control variable can be obtained such that the
airplane reaches the final position in shortest time. Now, the objective function
of this problem is in canonical form. To solve this problem, we need the gradient
formula of the objective function. As derived in the proof of Theorem 5.2.1 in
[14], it is well known the gradient formulas are given in the following form. For
each δ > 0, the gradients of the cost function Jδ(σ, ρ, ε) with respect to σ and ρ
are:
∂Jδ(σ, ρ, ε)
∂σ
=
∂ψ0
(
ρ, ε,H(s)
)
∂σ
+
∫ 1
0
∂H0
(
s,H(s), σ, ρ, λ(s)
)
∂σ
ds,
∂Jδ(σ, ρ, ε)
∂ρ
=
∂ψ0
(
ρ, ε,H(s)
)
∂ρ
+
∫ 1
0
∂H0
(
s,H(s), σ, ρ, λ(s)
)
∂ρ
ds,
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where, H0
(
s,H(s), σ, ρ, ε
)
is the Hamiltonian of the cost function given by
H0
(
s,H(s), σ, ρ, ε
)
=
2∑
i=1
p∑
k=1
L0,ik
(
H(s), ρ
)
+ λ0(s)v
p(s)f
(
H(s), σ, t(s)
)
,
therein ψ0
(
ρ, ε,H(s)
)
and L0,ik
(
H(s), ρ
)
are defined by
ψ0
(
ρ, ε,H(s)
)
=
p∑
i=1
ρk
p
+ δεβ + ε−α
{
p∑
i=1
ρ
i
p
− T
}2
,
L0,ik
(
H(s), ρ
)
= ρkmax
{
max{R2, R2i } − ‖H(s)−Hi(s)‖2, 0
}2
.
Here, λ0(s) is the solution of the following co-state differential equation
(λ0(s))
T =
∂H0
(
s,H(s), σ, θ, λ(s)
)
∂H(s)
,
with the boundary condition (λ0(1))
T =
∂ψ0
(
ρ, ε,H(s)
)
∂H(s)
.
3.3 Computational results
In this section, using Matlab software program we present three different ex-
amples. In the first example, it is assumed that the moving obstacles have not
important effects on the trajectories, since they are far from the path of airplane.
In the next examples moving obstacles are laying along the trajectory of airplane.
Example 3.1 (Non-important obstacles). The Dubins airplane tends to fly from
the starting point (0, 0, 0) to the final (1, 1, 1). The two moving obstacles A and B
are not near the airplane trajectory. Assume the trajectories of the two obstacles
A and B are described as:
A(t) = (t, t, sin
πt
5
), t ≥ 1
10
B(t) =


(
1
2
−
√
3
4
− 2(t− 1
2
), t, t),
1
10
≤ t ≤
√
3
8
+
1
2
,
(
1
2
+
√
3
4
− 2(t− 1
2
), t, t),
√
3
8
+
1
2
≤ t ≤ 1.
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Let the motion equation of the airplane be
w′ = (Vxy cos θ(t), Vxy sin θ(t), h
′(t)),
where, Vxy = 1(m/s) is the velocity in xy-plane and the radius of safety region for
airplane is 0.2 and the safety region for moving obstacles is 0.1. In this example
the airplane flies from the initial point (0, 0, 0) to the final point (1, 1, 1). We
obtain the control variables h′ and θ(t) such that the airplane reaches (1, 1, 1) in
shortest time without encountering the obstacles A and B. The optimal control h′
and θ are shown in Fig 1, drawn using Matlab software program. In this example
0 0.5 1 1.5
0.65
0.7
0.75
0.8
0.85
0.9
t
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teta dh/dt
Figure 1: Optimal control θ and h′ = dh
dt
for Dubins airplane from (0, 0, 0) to (1,1,1),
where the obstacles are far from the airplane and Vxy = 1
m
s
, T = 1.4159.
α = 1, δ = 50 and β = 1.
In the next example we consider a moving obstacle with a prefix path.
Example 3.2. Let the trajectory of one of the obstacles be a straight line between
starting and final points. With the hypothesis of the example (3.1) on Daubins
airplane and the moving obstacle A, we have put B(t) = (t, t, t), for t ≥ 1
10
,
Vxy = 1
m
s
and the safety region equal 0.1. Then the optimal control h′ and θ are
shown in Fig 2, drawn using Matlab software program. In this example α = 1,
δ = 50 and β = 1.
11
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
t
 
 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0
0.5
1
1.5
2
2.5
3
3.5
t
 
 
teta dh/dt
Figure 2: Optimal control θ and h′ for Dubins airplane where the obstacles are
on the trajectory, Vxy = 1
m
s
, T = 1.7058.
Example 3.3 (General example). Let Dubins airplane fly from (0, 0, 0) to (1, 1, 1)
and the trajectories of the two obstacles A and B be described respectively
A(t) = (t, t, t), t ≥ 1
10
B(t) = (t, t, 2− t),
and A flies from ( 1
10
, 1
10
, 1
10
) to (1, 1, 1) and B flies from (0, 0, 2) to (1, 1, 1). Let
the safety radius be 0.1. The optimal control h′ and θ are shown in Fig 3, drawn
using Matlab software program. In this example α = 1, δ = 10 and β = 1.
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Figure 3: Optimal control θ and h′ for Dubins airplane, Vxy = 1
m
s
, T = 1.7059.
4 Conclusions
The problem of the time-optimal paths for a Dubins plane is studied in [4] and
the geometry of its movement in a non-obstacle space is studied in [12].
In this paper, we have discussed an effective calculation method, namely an
Exact Penalty Function Method, to determine the optimal control over time for
a Dubins aircraft, from one starting point to a final point, in the presence of fixed
or moving obstacles, with known trajectories.
A numerical method is applied to three scenarios for the airplane in 3D
spaces and the time-optimal controls are established. The results obtained clearly
demonstrate the effectiveness of the proposed method.
This work is an extension of [3, 4] and [7] in certain senses. It can be shown
that the metric associated with time-optimal trajectories in the presence of mov-
ing obstacles is a Finsler metric. This will appear in future work.
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