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ABSTRACT 
This thesis proposes, develops and evaluates different multifractal methods for 
detection, segmentation and classification of medical images. This is achieved by 
studying the structures of the image and extracting the statistical self-similarity 
measures characterized by the Holder exponent, and using them to develop 
texture features for segmentation and classification. The theoretical framework for 
fulfilling these goals is based on the efficient computation of fractal dimension, 
which has been explored and extended in this work. 
This thesis investigates different ways of computing the fractal dimension of digital 
images and validates the accuracy of each method with fractal images with 
predefined fractal dimension. The box counting and the Higuchi methods are used 
for the estimation of fractal dimensions.  A prototype system of the Higuchi fractal 
dimension of the computed tomography (CT) image is used to identify and detect 
some of the regions of the image with the presence of emphysema. The box 
counting method is also used for the development of the multifractal spectrum and 
applied to detect and identify the emphysema patterns.  
We propose a multifractal based approach for the classification of emphysema 
patterns by calculating the local singularity coefficients of an image using four 
multifractal intensity measures. One of the primary statistical measures of self-
similarity used in the processing of tissue images is the Holder exponent (α-value) 
that represents the power law, which the intensity distribution satisfies in the local 
pixel neighbourhoods. The fractal dimension corresponding to each α-value gives a 
multifractal spectrum f(α) that was used as a feature descriptor for classification. A 
feature selection technique is introduced and implemented to extract some of the 
important features that could increase the discriminating capability of the 
descriptors and generate the maximum classification accuracy of the emphysema 
patterns.  
We propose to further improve the classification accuracy of emphysema CT 
patterns by combining the features extracted from the alpha-histograms and the 
multifractal descriptors to generate a new descriptor. The performances of the 
classifiers are measured by using the error matrix and the area under the receiver 
operating characteristic curve (AUC). The results at this stage demonstrated the 
proposed cascaded approach significantly improves the classification accuracy. 
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Another multifractal based approach using a direct determination approach is 
investigated to demonstrate how multifractal characteristic parameters could be 
used for the identification of emphysema patterns in HRCT images. This further 
analysis reveals the multi-scale structures and characteristic properties of the 
emphysema images through the generalized dimensions. The results obtained 
confirm that this approach can also be effectively used for detecting and 
identifying emphysema patterns in CT images.  
 Two new descriptors are proposed for accurate classification of emphysema 
patterns by hybrid concatenation of the local features extracted from the local 
binary patterns (LBP) and the global features obtained from the multifractal 
images. The proposed combined feature descriptors of the LBP and f(α) produced 
a very good performance with an overall classification accuracy of 98%. These 
performances outperform other state-of-the-art methods for emphysema pattern 
classification and demonstrate the discriminating power and robustness of the 
combined features for accurate classification of emphysema CT images. Overall, 
experimental results have shown that the multifractal could be effectively used for 
the classifications and detections of emphysema patterns in HRCT images. 
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1 INTRODUCTION 
This thesis aims to provide novel contributions to the field of biomedical image analysis 
by introducing multifractal based techniques for classifying emphysema patterns in 
High Resolution Computed Tomography (HRCT) images.  This chapter provides the 
main motivations for research in this field, and outlines the goals and contributions of 
the thesis.  It also gives a brief description of the organization of contents.  
1.1 Thesis Overview 
Multifractal analyses of images have recently found several applications in the field of 
biomedical image processing. This is because multifractal features could be employed as 
efficient texture features for the analysis, segmentation and classification of images. 
Some applications of the multifractal approach are the detection of micro-calcifications 
in mammograms, tissue classification, nodule detection in lung CT images and 
identification of regions of interest in MRI images.  More information about these and 
other application areas are given later in the literature review section in Chapter 4. 
Multifractal analysis allows an image to be decomposed into a mutually disjoint set of 
images where the intensity distribution in each image follows nearly the same power 
law according to a chosen measure. This type of fractal decomposition gives us a range 
of values of fractal parameters such as the fractal dimension and the Holder exponent 
(Figure 1.1). These parameters are then selected as texture features for the 
classification task. 
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Figure 1-1: General overview of multifractal analysis. 
 
The Holder exponents (or singularity exponents) represent the level of irregularities in 
the intensity values. The fractal dimension, on the other hand, measures the self-similar 
characteristics in the distribution and the amount of space filled by pixels with the same 
Holder exponent. These parameters measured across the images in the fractal 
decomposition can be used to build important feature sets called multifractal spectrum 
and the -histogram. The mathematical and computational aspects of these feature sets 
are described in detail in Chapter 3. This thesis investigates the feature characteristics 
of these multifractal parameters in the analysis and classification of emphysema patters 
in HRCT images. Several types and combinations of fractal features have been studied in 
detail, and extensive experimental analysis carried out to analyze their effectiveness in 
algorithms for identifying regions of interest and classification. Novel algorithms for 
automatically classifying emphysema disease patterns have been proposed and their 
performance evaluated using images from an online emphysema image database. 
. 
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1.2 Research Goals 
The goal of this work is to perform a thorough study of theoretical aspects of fractal and 
multifractal analysis that could be applied in biomedical applications, specifically for 
classifying emphysema patterns in HRCT images. This study aims at identifying the 
features, computational tools and methods that are useful in the classification task. 
Several methods of fractals and multifractals in the analysis of medical images have 
been suggested and evaluated in different ways. One of the most popular methods that 
have been used by many researchers in the past is the box counting method. In this 
project, we propose to develop a new method that would address the limitations of the 
existing methods in terms of efficiency, speed of image analysis and error corrections. 
The study also aims at improving the performance of earlier multifractal feature based 
approaches in terms of accuracy and computational time and develop novel methods by 
adopting proper feature selection methods and by combining features derived from the 
multifractal spectrum with other types of features such as the -histograms and local 
binary patterns. 
1.2.1 Research Questions 
Some of the important research questions that are addressed in this thesis include the 
following: 
 Can multifractal features be effectively used to identify the emphysema patterns 
in CT images?  How do these feature perform in terms of intra-class similarity 
and inter-class variance? 
 Can we combine the values of multifractal spectrum with the -histogram to 
obtain a more robust feature set?  How should the feature selection be 
performed? 
 What are the main implementation aspects to be considered? 
 How do the results vary with the changes in intensity measures? 
 How do multifractal techniques compared with other types of feature 
descriptors? 
 Can multifractal descriptors be combined with local binary patterns in the 
classification algorithm? 
 What are the limitations of the multifractal approach? 
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1.3 Motivations 
Many algorithms using multifractal features have been proposed in the literature in the 
field of biomedical image analysis, such as brain tissue classification, detection of micro-
calcifications, edge detection and segmentation, and identification of regions of interest 
in MRI images. However, multifractal features have not been previously applied to the 
classification of emphysema disease patterns in HRCT images of the lung. This has been 
the primary motivation for our research work, and the thesis explores the possibility of 
using multifractal analysis in emphysema classification and proposes several novel 
classification algorithms in this field. Overall, the summary of the motivation of this 
thesis includes the following points: 
 The intensity distribution of lung tissue images is highly irregular. We can 
classify pixels in such images using the statistical self-similarity measures 
evaluated using intensity variations in pixel neighbourhoods. We could therefore 
use multifractal methods as powerful tools in characterizing important features 
present in the images. 
 Significant research work has already been done in emphysema classification in 
lung tissue images using local texture features, but not using multifractal 
descriptors. 
 Multifractal methods offer different types of descriptors using variations in 
intensity measures. 
 Different types of multifractal features can be combined to form efficient texture 
descriptors for classifying emphysema patterns. 
1.4 Publications 
The proposed multifractal based approach for the classification of emphysema patterns 
by calculating the local singularity coefficients using different intensity measures has 
been presented in detail in Chapter 4. The research confirms that multifractal spectrum 
could be effectively used for the classification of histo-pathological cases. The results 
were published at the 2014 International Conference on Future Bioengineering (ICFB). 
Ibrahim, M., Mukundan, R., Multifractal Techniques for Emphysema 
Classification in Lung Tissue Images. In Proc. of the 3rd Intnl. Conf. on Future 
Bioengineering (ICFB-2014), pp. 115-119. 
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The following paper was presented at the New Zealand Computer Science Students 
Conference (NZCSRSC) in Auckland.  
Ibrahim, M., Mukundan, R., On Feature Selection Methods for Accurate 
Classification of Emphysema Images. Oral presentation, New Zealand 
Computer Science Research Students Conference (NZCSRSC), University of 
Auckland, Auckland, 10th April, 2015. 
This paper applied feature selection (FS) techniques for improving the classification 
accuracy of the emphysema CT images by selecting the important features that would 
greatly improve the prediction accuracy. Different classifiers were tested with the 
algorithms to evaluate the performance and for comparison purposes. The following 
Journal article was published at the Artificial Intelligence research journal: 
Ibrahim, M., Mukundan, R., Cascaded Techniques for Improving Emphysema 
Classification in CT Images. Artificial Intelligence Research (CANADA, 2015), 
AIR vol. 4, no. 2, pp. 112-118, 2015.doi:10.5430/air.v4n2p112, 
http://www.sciedupress.com/journal/index.php/air/article/view/7052. 
This journal article combined two descriptors; the alpha-histogram and multifractal 
descriptors for efficient classification of CT images. This research applied cascaded 
techniques to join the features obtained from both descriptors and the combined 
descriptor significantly increased the classification accuracy. 
In the following publication, two descriptors were proposed to extract the textural 
structures of the emphysema CT images. The local binary patterns (LBP) and the 
rotational invariant LBP features are combined with the multifractal images to produce 
two descriptors. The newly generated descriptors demonstrate the discriminating 
power and robustness of the combined features for accurate classification of 
emphysema CT images. This research was published at BMEI in 2015.  
Ibrahim, M., Mukundan, R., Analysis of Scale Variations of Local Features for 
Accurate Classification of emphysema Images. In Proc. of 8th Intnl. Congress 
on Biomedical Engineering and Informatics (BMEI, Shenyang, China, 2015). 
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=7394813. 
The recent publication describes the application of Higuchi fractal dimension 
for identifying the regions or locations of the emphysema patterns. The paper 
uses some statistical techniques with the Higuchi fractal parameters for 
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efficient classifications of different lung tissue layers. This research was 
presented at the first African Conference on Biomedical Engineering and 
Sciences (AFROBIOMEDIC, 2016), Nicon Luxury Hotel, Abuja, Nigeria. The 
details of the conference paper presented are as follows: 
Ibrahim M., Mukundan R., Local Descriptors in CT Images for Efficient 
Pattern Classification. Oral presentation, African Conference on Medical 
Physics, Biomedical Engineering and Sciences (AFROBIOMEDIC, Abuja, Nigeria, 
2016). 
1.5 Thesis Organization 
The remaining part of this thesis is organized as follows: Chapter 2 provides an outline 
of the important concepts in fractal theory and their applications in the analysis of 
biomedical images. Specifically, the computational aspects of different types of fractal 
dimension are discussed in detail. Chapter 3 introduces multifractal measures and their 
applications in the computation of multifractal features.  Different types of multifractal 
spectra are discussed in this chapter. Chapter 4 provides extensive literature review on 
multifractal methods, particularly in the field of biomedical image analysis, focussing on 
two major application areas, namely, classification and segmentation.  
Chapter 5 discusses different methods of calculating fractal dimension and 
demonstrates how this important parameter could be used to identify the region of 
interest (ROI) in images. An original contribution was made in this chapter by 
implementing the Higuchi’s dimension for the computation of fractal dimension in 
emphysema images. This tool was used to access the regions that contain the presence 
of emphysema, the class of the emphysema and the quantity of the emphysema present. 
In this chapter, other multifractal based techniques are implemented by generalizing 
Chhabra’s approach, such that the generalized dimensions or Renyi spectrum of the 
emphysema images are generated for the detection and classification of emphysema 
patterns. In addition, the alpha and f(alpha) images are calculated using the Holder 
exponent, and applied for the classifications of the images. 
This chapter describes the multifractal analysis of the emphysema images and how it 
was used for the classification of emphysema CT images by calculating the Holder 
exponent, and the multifractal spectrum of the digital images. An original contribution 
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was made in this chapter as the findings confirmed that multifractal is a very powerful 
descriptor for the classification of histo-pathological cases. However, the results require 
some improvements, some of the important implementation aspects of a multifractal 
based technique that could be used to improve the classification accuracy are also 
discussed in this chapter. 
 The details on the feature selection (FS) techniques for accurate classification of 
emphysema images are considered in Chapter 6. Part of the contribution made in this 
chapter is the application of a FS method for selecting the best features that would 
reduce the model complexity and thus increased the computational speed of the 
classification process.   
Chapter 7 outlines the algorithms for the development of the alpha-histogram of the CT 
images, and the features obtained are jointly combined with the multifractal features in 
the form of hybrid concatenation for effective classification of images. The classification 
results in the form of confusion matrices are cascaded to further increase the 
classification accuracy. The results obtained in this chapter were published in an 
artificial research journal.  
Other textural classification methods are proposed in Chapter 8 by implementing the 
local binary patterns (LBP) of the emphysema CT images. Efficient features are 
extracted from the LBP and the rotational invariant LBP features. Two new descriptors 
are generated by combining the local features from the LBP with the global features 
obtained from the multifractal images. The performances of the combined features are 
evaluated with different classifiers; in this case, the support vector machine (SVM) and 
the random forest (RF) are employed in the classification process. The experimental 
results show that the descriptors significantly improved the classification accuracy and 
outperformed earlier approaches, including the-state-of-the-art methods for 
emphysema image classification. Finally, limitations and conclusions of our findings are 
discussed in chapter 9, and the outlines of future research directions. 
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2 FRACTALS 
The research work reported in this thesis uses several fundamental concepts in fractal 
theory.  While fractals are commonly associated with self-similar objects, in image 
analysis applications, fractal measures represent certain types of irregularities in 
structures.  The most fundamental measure that characterizes the scaling behaviour of a 
fractal structure is the fractal dimension. Several types of fractal dimensions and their 
computational aspects are discussed in this chapter. 
2.1 Introduction 
The notion of fractals is closely tied to several important geometrical concepts such as 
self-similarity, symmetry, periodicity and scale invariance. Some of the shapes that are 
commonly used as examples of fractals are the Koch curve, the Sierpinski triangle, the 
dragon curve and the Barnsley fern (Figure 2-1).The structural similarity at various 
levels of detail (or "scales") can be clearly observed in all the above shapes. Indeed, 
these shapes are generated using this very property. Given a shape at the base level, 
multiple copies are created, transformed and positioned according to a well-defined 
procedure to get the shape at the next level. The iterative process is repeated a number 
of times to get fractal shapes with the required level of complexity.  
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Figure 2-1:  A few basic fractal shapes. 
Two such iterative procedures are Lindermayer system (L-system) and the iterated 
function system (IFS). The first three fractals in Figure 2-1 was generated using L-
systems, while the Fern was generated using an IFS. The L-system uses a grammar 
based string production rule that generates a fractal as a string of turtle commands. The 
IFS on the other hand uses a set of affine transformations to repeatedly transform a 
point. The collection of all points thus generated forms a fractal shape. 
There are more complex methods for generating fractals. The Mandelbrot set is defined 
as the orbit of a point at the origin under the iteration of a non-linear map of second 
degree in the space of complex numbers. When the generating point is switched to the 
constant value of the quadratic map, we get a group of interesting fractal shapes called 
Julia sets. Both the Mandelbrot and the Julia sets are highly intricate and infinitely 
complex shapes (Figure 2-2). 
   
The Mandelbrot set and a zoomed-in segment The Julia set 
 
Figure 2-2:  The Mandelbrot and the Julia sets 
Inspired by the structural complexity and the aesthetic features of the Mandelbrot and 
Julia sets, several other popular fractal shapes were also developed using both complex 
and hyper-complex systems.  These developments also saw the evolution of new areas 
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such as fractal art side by side the development of fractal theory in mathematics and 
physics. 
All fractals we have seen so far in this section fall into the general category of 
deterministic fractals. Another important class of fractals is based on stochastic rules or 
the inclusion of random variations in the iterative systems described above. A classic 
example of a one-dimensional random fractal is the Brownian motion obtained by 
integrating Gaussian white noise. Random fractals are used to create models of several 
real-world objects and natural phenomena in computer graphics. Models of trees, 
terrains and clouds can be generated using random fractal processes, where the non-
uniform appearance is created with the addition of random perturbations. A very well-
known technique for generating random fractals is the mid-point displacement method. 
This method also finds applications in the diamond-square algorithm used for terrain 
programming.  
2.2 Exact and Statistical Self-Similarity 
The most important geometrical characteristic exhibited by fractals is self-similarity, 
which is the property of invariance under certain scale transformations. A fractal on a 
plane can be viewed as a bounded set S of two-dimensional points. The set Sis self-
similar if it is the union of N non-overlapping subsets, each of which is congruent to 
scaled versions of S  (Mandelbrot, 1977). We say that two sets of points are congruent if 
by using a similarity transformation consisting of scaling, rotations, transformations 
and reflections; we can transform one set into an exact copy of the other. The fractals 
shown in Figure 2-1 have exact self-similarity property. However, all real-world 
examples modelled using random fractals have statistical self-similarity. Here, different 
parts of a fractal cannot be made exactly congruent to the whole set even after an 
arbitrary rotational transformation and displacement. In this context, statistical self-
similarity refers to the fact that enlargements of small constituent segments of a fractal 
have the same statistical distribution as the whole set (Falconer, 2003).In other words, 
parts of a random fractal can be matched with the whole set only in a statistical sense. In 
a broader context, statistical self-similarity refers to the characteristic of having a nearly 
constant measurement (within an allowable threshold) of certain statistical parameters 
derived from sets at various scales. 
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2.3 Fractal Dimension 
Fractal dimension plays a central role in the theory of fractals and also in almost all 
applications involving fractals. Fractal dimension has the ability to characterize the 
irregularity of shapes, which other dimensions such as the topological dimension may 
not be able to represent. The fractal dimension is used to estimate the size and 
roughness of fractal sets; it is a number associated with a fractal that tells how densely 
the fractal occupies the underlying space.    
The computational methods used for the estimation of fractal dimension in this thesis 
are the box counting and the Higuchi methods. These and related methods are outlined 
in the following sections. 
2.3.1 Euclidean and Topological Dimensions 
One of the most commonly used dimensions is the Euclidean dimension DE that 
considers the space occupied by an object. In this measurement, a structure is called 
one-dimensional if it is embedded on a straight line, two-dimensional if it is embedded 
on a plane and three-dimensional if it is embedded in space. A point has dimension 0. 
The topological dimension DT of an object corresponds to the number of independent 
variables (or parameters) needed to describe it. Thus, a point is 0-dimensional, a curve 
is 1-dimensional, and spherical surfaces and planes have a topological dimension 2. The 
Euclidean and topological dimensions both assume only integer values. 
2.3.2 Hausdorff Dimension 
The notion of a fractal dimension is entirely based on the theory of Hausdoff dimension 
(also known as Hausdorff-Besicovitch dimension). Consider a curve C on a two-
dimensional plane, which is covered using a set of discs Dj or radius rj (j = 1..n) as shown 
in Figure 2-3. We impose the condition that rj  for some > 0, for all j. Such a set of 
discs is called a -cover of C. 
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Figure 2-3:  A -cover of a curve C, and a depiction of the Hausdorff dimension 
The Hausdorff measure H(C) on the curve C is defined in terms of its -cover and a 
parameter (exponent)   as 
H(C ) = 
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The Hausdorff measure has the property that there exists a critical value 0 such that 
H(C ) = ,  if  <0 
H(C ) = 0,  if  >0 (2-2) 
The value of 0 is called the Hausdorff dimension of the curve C.    
Figure 2-3 shows the variation of H(C) as given in the above equation. 
2.3.3 Box Counting Dimension 
Box counting is the most widely used fractal dimension in computing applications. It 
became a highly popular technique because it can be very easily implemented. Box 
dimension is also sometimes referred to as the capacity dimension. The definition is 
based on the concepts relating to -cover presented in the previous section (2.3.2). For 
computing the box dimension, we subdivide a rectangular region containing a fractal 
curve into sub-regions (or "boxes") of size . The -cover is then given by the number of 
boxes that intersects or contains the fractal. 
C 
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Figure 2-4:  The regular subdivision and the linear regression used in box-
counting algorithm. 
If we denote the number of boxes of size   that intersect a fractal curve C by n(C), then 
the box-counting dimension of C is given by 
D = 
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The above method is usually implemented by iteratively halving the box size in each 
step, and counting the number of boxes that contain at least one point of the fractal. If N 
denotes the image size in each direction, the fractal dimension D is estimated as the 
slope of a linear regression line through the points on a log-log plot with log2(N/) along 
the x-axis and log2(n(C)) along the y-axis (Figure 2-4). The values obtained for a 
Sierpinski triangle with image size N = 256 are shown in Table 2-1. 
 
 n(C) log2(N/) log2 n(C) 
128 4 1 2 
64 12 2 3.58496 
32 36 3 5.16993 
16 108 4 6.75489 
8 324 5 8.33985 
4 979 6 9.93517 
2 2952 7 11.5275 
 
Table 2-1: Values generated by the box-counting algorithm for Sierpinski triangle. 
2.3.4 Higuchi Dimension 
The Higuchi’s method is another efficient way of calculating the fractal dimension of a 
curve that has found several applications in the analysis of time series (Higuchi, 1988). 
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Higuchi’s method is particularly suitable for a one-dimensional signal whose values at 
regular discrete intervals are available in the form x(i),  i = 1, 2, ...N. Several new data 
point series are constructed using an interval length, and starting value index m: 
Sm() = { x(m),  x(m+),  x(m+2),  ... x(m+ p) } (2-4) 
where 
p = 





 

mN
 (2-5) 
The length of the series in Sm() = { x(m),  x(m+),  x(m+2),  ... x(m+ p) } (2-4) is 
calculated as a normalized sum of differences: 
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The mean length for each interval length  is obtained as 
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As in the case of the box-counting dimension, the Higuchi dimension DH  is also 
computed as the slope of a linear regression line obtained using a log-log plot with 
log() along the x-axis,  and log(L()) along the y-axis. 
An NxN image I(i, j) must be converted to one-dimensional data before the above 
method can be applied. A common approach used for this is to add the values along each 
column to get a one-dimensional array of sums of pixel intensities: 
x(i) = 

N
j
jiI
1
),(   ,  j=1, 2, ..N. (2-8) 
2.3.5 Generalized Renyi Dimension 
The box-counting dimension outlined above can be extended to a generalized family of 
dimensions called Renyi dimensions. These dimensions use a probability measure 
function. In the context of the box-counting algorithm, i represents the probability of 
finding a point of the fractal within a box with index i. The Renyi dimensions Dq are 
defined with respect to a non-negative parameter q as 
Dq = 
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As a special case of the above, when q becomes 0, we get the box-counting dimension. 
2.4 Analysis Using Higuchi's Method 
In Section 2.3.4 above, we presented the Higuchi's method for computing the fractal 
dimension of an image. This method has become very popular due to its simplicity and 
speed of computation. The decomposition of a two-dimensional image into one-
dimensional signals greatly helps in reducing the complexity of the algorithm. We used 
two fundamental fractal shapes, the Sierpinski triangle and the Sierpinski carpet (Figure 
2-5) for our analysis of Higuchi's method. 
 
Figure 2-5:  Images of the Sierpinski triangle and Sierpinski carpet used for the 
computation of Higuchi’s dimension 
The slopes of the linear regression of the log-log plots in Figure 2-6 gives the estimated 
fractal dimension of the Sierpinski carpet using the box counting method and the 
Higuchi's method. 
 
Figure 2-6: Double logarithm plots generated using the box counting method and 
Higuchi's method for the Sierpinski carpet image. 
-5 -4.5 -4 -3.5 -3 -2.5 -2 -1.5 -1 -0.5 0
6
7
8
9
10
11
12
13
14
15
16
Plot Log(1/k) vs Log(L(k))
Log(1/k)
L
o
g
(L
(k
))
Df=1.9283
   
16 
As can be seen in Table 2-2, the estimated fractal dimension using Higuchi's method 
results deviates more from the theoretical FD with a p-value of 0.7995 compared to the 
box counting method with a p-value of 0.1857. This difference is attributed to the 
horizontal and vertical projections of image values used in the Higuchi's method. 
However, the two algorithms seem to perform well in general, and can be used for 
efficient computation of digital images since the estimated FD values are sufficiently 
close to the theoretical values. 
 
 Box counting Higuchi 's Method Theoretical FD 
Sierpinski Carpet 1.9013 1.9283 1.8928 
Sierpinski Triangle 1.5673 1.6519 1.5850 
 
Table 2-2:   Estimation of fractal dimensions of fractal images. 
2.4.1 Parallel implementation of Higuchi’s algorithm 
In this research, the algorithms have been implemented in C++ with an open multi-
processor (Open MP) support; this allows different portions of the computation to be 
executed concurrently by different processors. The parallelization is done over the loop 
using compiler directives, so the code runs in serial until the loop, then runs the loop in 
parallel, and finally reverts back to serial processing. The introduction of parallelism 
over the loops for both methods (box counting and Higuchi's method) achieved better 
results as the loops account for a large proportion of the execution time in the 
implementation. Open MP gives the instruction to the compiler that the iterations of a 
for loop may be executed in parallel. The Tables 2-3 and 2-4 give a comparison of 
computational time for both sequential and parallel implementations. 
A major advantage of the Higuchi method against the box counting is the significantly 
less time required for the estimation of fractal dimension. This superiority is highlighted 
by the results given in Tables 2-3 and 2-4, where the CPU time required for the 
estimation of the fractal dimension of digital images for different sizes and dimensions 
are listed. 
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Computational Run Time in Seconds 
Windows length(N) Higuchi Method Box Counting 
128 0.03 0.28 
256 0.09 0.30 
512 0.31 1.19 
1024 1.20 7.77 
 
Table 2-3:   Computational run time without Open MP. 
Computational Run Time in Seconds 
Windows length(N) Higuchi Method Box Counting 
128 0.03 0.06 
256 0.08 0.14 
512 0.23 0.47 
1024 0.85 1.94 
 
Table 2-4:   Computational run time with Open MP. 
Specifically, both methods show that, as the size of the input image increases, the 
execution time for the computation also increases. Moreover, the two methods also 
consumed less time with the application of Open MP. The above experiments were 
conducted on a machine with Intel Pentium of 2.2GHz processor and 4GB of RAM. 
2.4.2 Parameter Selection 
In Higuchi’s algorithm, selection of kmax is very important in the estimation of fractal 
dimension as this parameter determines the performance of the algorithm. Few studies 
in the past have attempted to address the issue of kmax selection: the authors in 
(Accardo, Affinito, Carrozzi, & Bouquet, 1997) selected kmax = 6 as the optimum value. 
Other studies have suggested that the selection of the kmax range should probably be 
subjected to further consideration if a large N is to be used, that is, the authors 
suggested increasing kmax for increasing N. In another study (Paramanathan & 
Uthayakumar, 2008), the authors provided an algorithmic estimation of kmax, inspired 
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by a divider method for FD estimation. In their approach, kmax of Higuchi’s method was 
re-calculated for every FD estimation. 
In our study, a wide range of kmax values was considered in the range 17-25. The image 
size N=512 was used. Using each of those values, the FDs using Higuchi’s algorithm were 
calculated for different Weierstrass sequences. In order to generate Weierstrass 
sequences; a deterministic Weierstrass cosine function (Tricot, 1995), sampled at N 
equidistant points was used: 
 
WH(x) =∑ ג
  
 
   
(  ג  )         ,     (2-10) 
Where 1 <ג and fixed as 5 = ג, M = 26, following (Esteller et al., 2001), and x ε [0, 1], N 
=512 was used. The above defined function is Weierstrass’s example of a continuous 
function that is nowhere differentiable and has a known theoretical FD. More 
specifically, parameter H is connected to the theoretical FD (FDth) of the Weierstrass 
function by FDth = 2-H. Using (2-10), Weierstrass sequences, each having a different 
theoretical FD value (i.e. 1.1,1.2,1.3,...,1.9), were generated. In order to evaluate the 
performance of the algorithm for different kmax values, a mean square error (MSE) was 
estimated according to (2-11). 
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Where FDth is the theoretical FD value for the images, FDe is the estimated fractal 
dimension and n is the number of weierstrass sequences (of different theoretical FD 
values) used for the MSE estimation. Figure 2-7shows the MSE against kmax (Higuchi 
steps); it reflects the performance of the algorithm with respect to k-values. As can be 
seen in the figure, when k ranges from 17 to 25, the MSE value is almost zero and this 
means the expected fractal dimension and the estimated fractal dimension at these 
points are almost the same. These values of kmax were considered in FD estimation using 
Higuchi’s algorithm when applied to fractal images. 
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Figure 2-7:   MSE for Higuchi’s FD estimations for increasing KMAX values. 
The values of k less than 7 led to a poor performance, which resulted in very High MSE 
values. However, as the value of k increases from 7, the value of MSE decreases. 
Chapter Summary 
The algorithms presented in this thesis rely on several concepts from the theory of 
fractals.  This chapter has outlined some of the important properties of fractals such as 
self-similarity and measures associated with them.  The most widely used measure is 
the fractal dimension. This chapter has discussed the essential concepts behind 
Hausdorff measures, box-counting dimension, Higuchi dimension and the generalized 
Renyi dimensions. The Renyi dimensions bear a close relationship with the multifractal 
spectrum of the measure .  The next chapter gives an overview of concepts related to 
multifractal measures and the multifractal spectrum. 
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3 MULTIFRACTAL MEASURES 
Multifractal measures provide a generalization of fractal measures presented in the 
previous chapter. Using these measures, complex texture characteristics can be 
associated with a range of scaling exponents yielding a singularity spectrum. This 
chapter gives an introduction to multifractal descriptors and their implementation 
aspects, important intensity based multifractal measures, and a computational pipeline 
for obtaining multifractal descriptors. 
3.1 Introduction 
The fractal systems described in the previous chapter fall into the category of mono-
fractals whose characteristics are represented by a single exponent called the fractal 
dimension.  We can generalize this concept into a wider and more complex multifractal 
system characterized by a continuous spectrum of exponents (called the singularity 
spectrum or multifractal spectrum).  Thus, a multifractal system can be thought of as a 
combination of several fractal systems collectively exhibiting a variation of fractal 
dimensions at different scaling exponents. However, it should be noted here that we do 
not use multifractal analysis to characterize or identify multiple self-similar structures 
in an image. Since a fractal property can be considered as a statistical representation of 
roughness of the object, a more general multifractal descriptor encodes the statistical 
distribution of irregularities in an image, and we use them as just texture feature 
descriptors for image analysis applications.  To provide some insight into the types of 
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multifractal descriptors we will be working with, an example of a tissue image and a 
multifractal spectrum computed from the image are shown in Figure 3-1. 
 
  
Figure 3-1:  A tissue image and its multifractal spectrum. 
In the previous chapter, we saw definitions of fractal dimensions using power laws 
based on -covers and probability measure functions. These measures represent the 
variations of regions occupied by a fractal shape with respect to some metric. We 
extend these ideas below to intensity measures, which are particularly useful for 
representing texture features. We again emphasize here the fact that the methods 
discussed in this thesis use multifractal analysis for characterizing texture features in an 
image, and not for identifying any type of self-similar properties or structures within 
the images. 
3.2 Intensity Measures 
An intensity measure µP(r) in the neighborhood of a pixel P can be defined as a function 
f of intensities within a square window W of size r, which is centered at P. Formally, we 
define this measure as 
µP(r) = f(IQ),   QW.  (3-1) 
We require that the measure µP(r) satisfies the following properties: 
µP(r) > 0,  for all Pandr> 0. 
µP(r) = 0,   if and only if r = 0. 
µP(r) µP(s), if r>s, and all P. (3-2) 
We use the non-decreasing property in the variation of µP(r) with respect to r to 
establish a power-law relationship similar to that used in the computation of the fractal 
dimensions. The four intensity measures given below satisfy the properties in Eq. µP(r) 
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µP(s), if r>s, and all P. (3-2).The values of the intensity measures are evaluated 
over concentric square windows centered at each pixel P Figure 3-2, with window size 
varying in steps of 2 pixels (r = 3, 5, 7, ...). 
 
 
Figure 3-2:  Windows around a pixel for evaluating intensity measures. 
3.2.1 Sum Measure 
The sum measure represents the sum of intensity values within the current window 
centered at P: 
µP(sum)(r) = IQ,     QW. (3-3) 
The sum measure typically follows a quadratic curve when the width of the window is 
gradually increased. For the special case where the intensity value within the 
neighbourhood of P is constant, the value of   µP(sum)(r)   increases with r2. 
3.2.2 Iso Measure 
The Iso measure represents the degree of similarity of the neighbouring pixels with P in 
terms of their intensity values.  
µP(iso)(r) = #{ QW:  IQ = IP} (3-4) 
where # denotes the size of the set.  The measure generally has much less rate of 
increase compared to the sum measure, but in the special case where the intensity value 
within the neighborhood of P is constant, the value of   µP(iso)(r)   also increases with r2,  
similar to the sum measure. 
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3.2.3 Maximum Measure 
The maximum measure gives the maximum intensity value found within the window W 
centered at P: 
µP(max)(r) = max {IQ:  QW} (3-5) 
An important characteristic of the max measure to be considered is that if a pixel with 
value 255 (maximum gray level) is found within a window, subsequent increases in the 
width of the window will not produce any further change in the measure's value.  
Similarly, if the intensity in the neighbourhood of P is constant, the measure will 
produce a constant output. 
3.2.4 Minimum Measure 
The minimum measure (indirectly) represents the minimum intensity value within the 
window W centered at P - the minimum value is transformed to give a non-decreasing 
measure as required in µP(r) µP(s), if r>s, and all P. (3-2) 
µP(min)(r) = 255 min{IQ:  QW} (3-6) 
The characteristics of this measure are similar to that of the maximum measure. If the 
window contains a pixel with intensity value 0, subsequent increases in the width of the 
window will not produce any change in the measure. 
The variations of the above four measures within windows around the pixel in Figure 3-
2 are shown in four separate graphs in Figure 3-3. The x-axis in the graph represents 
half of the width of the windows, varying from 1 to 9. The width r of the window is 2x+1. 
The first graph shows the values of µP(sum)(r) (Eq. 3-3).  The second graph shows the 
values of µP(iso)(r) (Eq. 3-4) and so on. Being a plot of ISO values, the second graph gives 
the number of pixels that have the same intensity values as the pixel at the centre of the 
window. 
 
Figure 3-3:  An example showing the variations of intensity measures in the 
neighborhood of a pixel. 
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3.3 The Holder Exponent and the Alpha Histogram 
Using the values of the intensity measures µP(r) described in the previous section, we 
can explore how they scale with rand establish the power laws satisfied by them. 
µP (r) = C r
p,    > 0. (3-7) 
where C is a constant of proportionality and  αP represents the Holder exponent for the 
power law of the measure under consideration at the point P.  
As in the case of fractal dimension, the value ofαP is calculated as the slope of the linear 
regression line of the log-log plot where log(r) is plotted on the x-axis and log(µ) along 
y-axis. The linear regression lines and the corresponding values of αP for the graphs in 
Figure 3-3 are shown in Figure 3-4. 
 
Figure 3-4:  Graphs showing the computation of linear regression lines from log-
log plots of measure values. 
Since for every P, we get a value αP of the Holder exponent for the chosen measure, we 
can form a rectangular array of values αP having the same size as the original image. 
This two-dimensional array is called the -image. 
The range of α values [min, max] computed from an image is further subdivided into a 
set of n discrete intervals [αi,αi+1], i = 0,1,...n1,  where 
i  = i
n





 

minmax
min

  (3-8) 
The number of pixels havingαP values in each of these subintervals is counted, and this 
computational process yields the -histogram of the -image. Further, the subdivision 
produces different sections of the -image. The pixel belonging to a subinterval is called 
an -slice. The -slices give a mutually disjoint partitioning of the -image. Since each 
-slice contains pixels belonging to a narrow range of values; we can view an -slice as 
the set of pixels that have similar intensity variations (with the same Holder exponent) 
within their neighborhoods. If we treat αP as a local feature representing intensity 
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variations within the neigborhood of P, the -histogram provides the relative strengths 
of each of these features, and is in itself an important feature descriptor. 
As an example, the α values for the image in Figure 3-2 fall within the range [1.51, 2.1]. 
If we subdivide this range into seven subintervals, we get the -slices shown in Figure 
3-5.  The corresponding -histogram is also given in the figure. We used only seven 
subintervals for the convenience of showing the decomposition of the -image in terms 
of -slices in a figure. Generally we use a large (typically 100) subdivisions of the range 
of  values. 
 
Figure 3-5:  -slices of the tissue image in Figure 3-2 and the corresponding -
histogram. 
3.4 The Multifractal Spectrum 
As mentioned in the previous section, the subdivision of the  range of an input image 
gives a decomposition of the image in terms of a set of -slices. If we compute the fractal 
dimension of each of the -slices, we get another powerful feature descriptor called the 
multifractal spectrum. The multifractal spectrum gives the variation of the fractal 
dimension with the Holder exponent  for a given intensity measure. It has been used as 
robust feature descriptors in image analysis applications including tissue image 
classification (Mukundan & Hemsley, 2010). 
An example of a multifractal spectrum was given at the beginning of this chapter in 
Figure 3-1. This spectrum was generated by subdividing the range of  values into 100 
subintervals, with each of the 100 -slices generating one fractal dimension. Fractal 
dimensions with magnitude less than 0.4 are generally considered insignificant and not 
used as part of any feature vector. Similarly, values of min and max are also chosen to 
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eliminate the points at both ends of the fractal spectrum where high frequency 
oscillations are usually found. 
The multifractal spectra computed for the tissue image in Figure 3-2 corresponding to 
the four intensity measures presented earlier in Section 3.2, are given below in Figure 3-
6. 
 
 
Figure 3-6: The multifractal spectra corresponding to four different intensity 
measures, computed for the input image in Figure 3-2. 
3.5 The Renyi Spectrum 
In Section 2.3.5, we outlined the equations for the generalized Renyi Dimension (Eq. 2-
9) based on a probability measure. Chhabra (Chhabra & Jensen, 1989) proposed a one-
parameter family of normalized measures (q) using the probability Pi()  of a pixel i to 
be in a box of size  for a given grid partitioning of the image: 
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According to Chhabra (Chhabra & Jensen, 1989), the -values (singularity strengths) 
can be computed as the average of the above measure weighted by log(Pi())/log : 
 



 log
)(log),(
lim)(
0



i
ii
Pq
q  (3-10) 
The Hausdorff dimension f(q) of the above measure is defined as 
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The one-parameter variation of f(q) plotted against (q) gives the generalized Renyi 
Spectrum of the input image. 
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3.6 The Computational Pipeline 
In this section, we give an overview of the computational stages in the multifractal 
analysis of images. Even though these stages have already been described in the 
previous sections, the purpose of this section is to give an integrated view of the whole 
pipeline, showing the sequence of processes that should be implemented. In Figure 3-7, 
we provide a diagram of this processing pipeline consisting of three layers: the input 
layer, the computational layer and the output layer.  
 
Figure 3-7: The main steps in the computation of multifractal spectrum of an 
input image. 
Note that the output layer includes two types of -histograms. The first -histogram is 
obtained directly from the -image, where each  value is transformed into the range 
[0-255] and represented as a gray-level. The second -histogram is obtained by 
discretizing the -range [min, max] into n number of subintervals, and counting the 
number of pixels having  values in each subinterval. 
3.7 Chapter Summary 
This chapter has presented the key concepts related to multifractal analysis of images.  
Four different types of intensity measures were introduced.  Each of these measures 
provides the variation of an intensity parameter (such as the sum, max intensity value 
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etc.) within concentric windows around a pixel. We then relate this variation with 
increase in the width of the windows to obtain the power law, which a measure 
satisfies. The Holder exponent of the power law is denoted as, and used to obtain an -
image. The -image is further partitioned into a set of -slices and their fractal 
dimension computed to obtain the multifractal spectra. Both the -histogram and the 
multifractal spectra are used as feature descriptors in the methods presented in this 
thesis. We also use the generalized Renyi Spectrum in our work. The next chapter 
provides a literature review of multifractal analysis methods used in medical image 
processing applications. 
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4 LITERATURE REVIEW 
This chapter provides the context for the research work reported in this thesis through 
a review of literature in the field of fractal based medical image processing. The review 
presented in this chapter shows the rationale of using fractal analysis algorithms and 
their significance in applications such as classification. Section 4.1 reviews prior work 
on general fractal analysis methods in medical signal and image processing and 
discusses important developments in the field leading to segmentation and 
classification. Section 4.2 reviews prior work and algorithms using multifractal 
measures and descriptors for biomedical image analysis. Section 4.3 gives a literature 
review of algorithms using the Renyi spectrum. Section 4.4 provides a review of feature 
selection methods used in classification. 
4.1 Fractal Analysis in Medical Image Processing 
A fairly comprehensive review of fractal based algorithms used in medical signal 
analysis was given by Lopes and Betrouni (Lopes & Betrouni, 2009).  
This paper highlights the importance of methods based on fractal geometry in 
characterising features in medical images. The paper starts with a formal introduction 
to fractals and discusses several methods for computing fractal dimensions. It also 
provides an excellent overview of multifractal analysis and methods for computing the 
multifractal spectrum, including a method for computing local Holder exponents from 
wavelet coefficients. The main contribution of the paper is a detailed review of 
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applications in the field of medical signal and image processing using fractal descriptors. 
Several methods for image and texture segmentation using image modalities such as 
Magnetic Resonance, Computed Tomography and Ultrasound have been reviewed. The 
paper concludes that fractal analysis is useful to quantify the distribution of local 
singularities and can be effectively used in many medical image segmentation problems. 
The concepts of the fractal and chaos theory were studied and algorithm for estimating 
the fractal dimension and its applications in biological sciences were discussed in detail 
in (Kenkel & Walker, 1996). Different methods of computing the fractal dimension in 
the time domain were analyzed and compared in (Esteller, Vachtsevanos, Echauz, & Litt, 
2001), the analysis was performed over electroencephalogram data. However, the 
experiments conducted in this paper were mostly on biomedical signals, the study 
demonstrated that an accurate computation of fractal dimension (FD) and careful 
selection of algorithms are required for specific applications. The results reported in 
this study also indicate the advantages and disadvantages of each method for the FD 
computation. It was reported that the FD values were significantly higher in the 
hemisphere with arteriovenous malformations (AVM) compared to the hemisphere 
without AVM (Reishofer, Koschutnig, Enzinger, Ebner, & Ahammer, 2012).  
FDs have been previously used to locate and identify regions of interest in various 
digital images (Jing, Zhang, & Yue, 2003; Kiselev, Hahn, & Auer, 2003)(Iftekharuddin, Jia, 
& Marsh, 2003). The complexities of the images within different locations can be varied 
with different measures of fractal dimensions; the regions or sections with the 
emphysema in the CT images, for instance, are expected to be more complex than the 
other regions without, and would have higher values of fractal dimensions. This thesis 
delves into this area by developing and analysing methods that use fractal dimension 
for detecting the locations of emphysema patterns in HRCT images. 
4.1.1 Medical Signal Analysis Using Higuchi Dimension 
Higuchi fractal dimension has found several applications in medical signal analysis due 
to its simple one-dimensional structure that allows fast computation. In the paper by 
Gómez(Gómez, Mediavilla, Hornero, Abásolo, & Fernández, 2009), it has been reported 
that the Higuchi fractal dimension of the signals from the patients with Alzheimer 
disease  was found to have lower values compared to a group of elderly control subjects.  
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Their proposed method of analysis using magneto encephalogram (MEG) signals 
showed an accuracy of 88% in detecting Alzheimer’s disease. In  (Paramanathan & 
Uthayakumar, 2008), the Higuchi fractal dimension of the waveform was calculated and 
the criteria for determining the minimum and maximum values of the interval was 
established in order to improve the computational accuracy and speed.  Their proposed 
method is particularly useful for analysing waveform signals such as MEG signals and 
ECG signals. Most previous work and experimental analysis on the Higuchi fractal 
dimension were used for medical signal processing as Higuchi’s method uses one-
dimensional signals. 
The paper by Castiglioni (Castiglioni, Rienzo, Parati, & Faini, 2011) described how the 
structure of the blood pressure monitoring system could be determined by measuring 
the Higuchi fractal dimension of the mean arterial pressure and heart rate at both day 
and night times. The FD changes between day and night do not give substantial changes 
in standard deviation of arterial pressure and heart rate. Automatic detection of seizure 
applied to EEG data from different patients was achieved by using three different 
descriptors: the Katz's, Higuchi's and K-NN algorithms. It was observed that K-NN 
outperformed other algorithms in terms of seizure detection and robustness 
(Polychronaki et al., 2010). 
4.1.2 Image Segmentation 
Applications of fractals as texture features in medical images were comprehensively 
reviewed and analysed by an early paper by Yang (Kuklinski, 1994). In this paper, 
medical applications involving textural image segmentation and image restoration using 
fractal constraints were considered. The paper also proposed a discrete band-limited 
extrapolation algorithm for estimating the fractal dimension of a candidate segment. 
Subsequent to this paper, Ida and Sambonsugi (Ida & Sambonsugi, 1998) applied fractal 
coding for image segmentation and contour detection. The authors showed that the 
method was able to segment regions that have finely clustered pixel patterns. Their 
method could be used in medical images that are compressed by fractal coding. 
Immediately following the publication of this paper, another paper (Yang, Yin & Luo, 
1999) also proposed a clustering algorithm for image segmentation using fractal 
dimensions as feature parameters. 
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Several new algorithms have since been developed for fractal based texture analysis, 
image segmentation and identification of regions of interest. In (Esgiar, Naquib, Sharif, 
Bennett & Murray, 2002), the authors proposed a method for fractal analysis of 
correlation and entropy features for the segmentation of colonic cancer images. Around 
the same time, Iftekharuddin (2003) developed a fractal based algorithm for detecting 
tumors in brain MR images. Lee (Lee, Chen, Chen, & Hsieh, 2005) developed an 
unsupervised segmentation algorithm for ultrasonic liver images based on the multi-
resolution fractal feature vector.  
4.1.3 Image Classification 
One of the early developments in the field of medical image classification using fractal 
features is a classification algorithm using feature vectors derived from normalized 
fractal Brownian motion and an edge enhancement algorithm developed by Chen (Chen, 
Daponte & Fox, 1989). Matsubara(Matsubara et al., 1997)developed an automated-
detection and analysis system by classifying digital mammograms into four different 
categories: Fatty, glandular and fatty, dense and high dense for mass candidates’ 
detection. The accuracy of classification into benign and malignant masses using fractal 
dimension was found to be very high. Another approach for mammogram image 
classification was proposed (Don, Chung, Revathy, Choi, & Min, 2012). Their method 
uses a multilayer feed forward neural network for training and classification. They also 
presented results using fractal features such as fractal dimension, fractal signature and 
K-means clustering. 
The use of digital image analysis tools was adopted to demonstrate how cerebral 
microvascular changes could be useful for the detection of stroke(Patton et al., 2005). 
This study suggested that retinal microvascular changes due to sicknesses like 
hypertension or diabetes could be detected and represented using quantitative 
measures. One of the limitations in this research work is that it is not clear the quantity 
of information that would be necessary to analyse the future risk of the diseases. A 
method for the detection and classification of brain tumour was developed by using the 
capacity dimension and correlation dimension. The results presented demonstrated 
that the correlation dimension possesses more discriminating power than the capacity 
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dimension in terms of differentiating between benign and malignant lesions (Martín-
Landrove, Pereira, Caldeira, Itriago, & Juliac, 2007).    
(Zaia, Eleonori, Maponi, Rossi, & Murri, 2006) applied the fractal properties to 
differentiate among three types of trabecular bone structure, that is, healthy young, 
healthy perimenopause, and osteoporotic patients from vertebra MR images. The 
gliding box algorithm was used for the estimation of lacunarity and the important 
parameters derived are used for the classification Zaia (2006). 
The combination of different features to construct new powerful descriptor has been 
proving to yield excellent results. The texture classification using fractal and 
multifractal geometry can be classified based on fractal or multifractal features, or by 
combining features with other texture features. This thesis aims at improving the 
existing results by developing different multifractal based approaches for 
segmentations and classification of medical images. The purpose of the new methods is 
to solve the existing segmentation and classification problems of biomedical images. It 
is thus important to estimate the number of textures present in the image. In most 
cases, this estimation is difficult or even impossible to perform. In some cases, fractal 
analysis does not perform correct image segmentation. Indeed, some images are 
complex to study because they present irregularities and more regular zones at all 
scales, without following a clear law. In order to recover information from such singular 
images, multifractal formalism suggests studying the way in which the image’s 
singularities are distributed, that is, the singularity spectrum, and equivalent to the 
entropy.  
Thus, a number of studies have focused on texture segmentation using multifractal 
analysis (Yong Xia, Feng, & Rongchun Zhao, 2006), with application on MR and US 
images. Lopes et al. (2008) used the fractal dimension and the multifractal analysis for 
the detection of epileptic. This is achieved by formulating a 3D local singularity 
spectrum. The results showed that this approach could be effectively used for this 
application as one of the multifractal measures totally agree with the expert diagnostic.  
In (Zhao & Matti, 2007a), the authors applied the textures with the volume binary 
patterns for dynamic texture descriptors by combining the motion and appearance. The 
constructed local descriptors were used for the analysis of different facial images. 
Though it is very nice that the extraction of features from a larger neighboring points is 
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possible, which also helped in the excellent classification results obtained. But since the 
features are local, it would be great to combine with the global features and test the 
performances with some images. A novel method to generate rotation-invariant 
features from the local non invariant patterns was investigated; the good thing about 
this approach is that it can be used for both static and dynamic textures. Moreover, 
different combinations of histogram descriptors obtained from the LBP features and the 
Fourier transformation of LBP histograms  were concatenated such that the sign and 
magnitude components of the LBP were used in order to improve the discriminative 
capability (Zhao & Ahonen, 2010).  In this case (L. Liu, Zhao, Long, Kuang, & Fieguth, 
2012), the intensity based features extracted from the patches by calculating the 
differences between the centre pixel and the neighboring ones. Other descriptors 
obtained as a result of the histogram concatenation are the difference based descriptors 
and intensity based descriptors. The results demonstrated that the constructed features 
are powerful discriminating descriptors for both gray-scale and rotation invariant 
texture classification. The problem with this approach is the high dimensional features 
of the multi-resolution, which is prone to large time consumption. The solution here 
could be to provide or design a method for reducing the feature dimension by applying 
an appropriate feature selection approach. We also understand that it is possible to 
combine different LBP patterns using different computation in order to boost the 
textural classification performances. This idea has been used by researchers(Nanni, 
Brahnam, & Lumini, 2011), but the introduction of global information combined with 
the local descriptor could perform better. This paper used different variants of LPB to 
represent images. This is done by calculating the Fourier transformation of the features 
obtained from the uniform patterns. The results of the experiments significantly 
improved the classifier performance. The computation of the LBP in this paper(Ahonen, 
2009) is quite different since the invariants histogram features are constructed globally. 
This is done such that the invariant calculation cannot be generated over every pixel, 
which keeps the computational complexity reasonable.  However, the LBP has been very 
successful in the recent years in terms of accurate detections, segmentations, and 
texture classifications of medical images. One of the problems with the LBP is that it 
lacks global information and prone to noise. Furthermore, the different structural 
patterns of an image may have the same LBP code representation (Shrivastava & Tyagi, 
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2013). In this case, it could be very difficult to effectively differentiate between different 
medical images having the same LBP representation. This thesis would therefore be 
looking at combining the features from the LBP, which give the local behavior of the 
intensity distributions of the image, to the global features that could be extracted from 
the multifractal images. The proposed descriptors would be implemented and used in 
the textural classification of emphysema patterns of the HRCT images in this thesis. 
Texture analysis has been widely applied in different areas of image processing and 
computer vision. These applications include image retrieval, object identification, 
medical image analysis and image segmentation. Local binary pattern (LBP) is a simple 
but effective way of characterizing the local intensity distribution of an image. Multi-
resolution LBP or combinations of different LBPs descriptors and variants have 
demonstrated to be more effective in texture image analysis than ordinary LBP. 
However, since the LBP uses only the local characteristics of the image, this sometime 
limits the accuracy and the overall performances, especially when dealing with a high 
dimensional feature space (Kwak, Xu, & Wood, 2015).  
Local histogram computation of digital images is a very powerful discriminating tool as 
it gives useful information that could be used in texture classification, retrieval and 
segmentation problems (Dan, Chen, Yang, & Wu, 2014)(Z Guo, Zhang, & Zhang, 2010)(L. 
Liu, 2012). The LBP descriptors could be implemented in the form of a rotation - 
invariant feature of the intensity values or without rotation (Ahonen, 2009; Zhenhua 
Guo, Li, You, Zhang, & Liu, 2012; T Ojala, 2002). It has been proven to be a very powerful 
tool in the field of texture image classification and retrieval. Verma and Zisserman 
(Varma & Zisserman, 2009) developed a model for scale invariant texture classification 
where the histogram of texton based dictionary is used as a descriptor. Some research 
work using fractal analysis for texture classification(Y. Xu, Yang, Ling, & Ji, 2010), have 
also been reported to be successful. In (Heikkilä, Pietikäinen, & Heikkilä, 2004), the 
author compares a center symmetric pair of pixels to construct LBP labels.  
Additionally, the author in (Z Guo, 2010) combines the features from the normal LBP 
operator with the patterns from the local intensity differences and center pixel gray 
level. The effectiveness of the multifractal spectrum to classify the structure of different 
bread types in digital images were recently investigated (Baravalle, Delrieux, & Gómez, 
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2015). The authors used different fractal features of the image for the classification of 
bread crumb types with high accuracy.  
A new texture descriptor was developed by combining the information from the spatial 
domain with the frequency domains (Xu, 2010), this is achieved by robustly encoding 
the multi-scale information of the textures; the proposed texture descriptor is very 
robust to scale and rotation changes. Furthermore, in (Zhao & Ahonen, 2010), different 
rotation invariant features are extracted from histograms of local non invariant patterns 
to construct a new descriptor, which is an effective descriptor for dynamic recognition. 
But despite these great successes that have been achieved by the LBP-based approaches 
in the texture classification, face recognition and analysis, it poses some challenges since 
it only gives the local properties of the object. Reference (Nanni, 2011) proposed two 
different fusion approaches by combining different LBP variants with the same radius 
and  number of neighbourhoods as descriptors. The patterns are extracted in different 
forms using the Fourier transform to generate different descriptors to train a set of 
SVM. The research showed that the combination of LBP and its variant always 
outperform the individual descriptors, a good example is demonstrated by (Zhenhua 
Guo, 2012; T Ojala, 2002) where a joint histogram of LBP and its variant outperformed 
each individual descriptor (Timo Ojala, Pietikäinen, & Mäenpää, 2000). Reference 
(Kwak, 2015) proposed a data mining approach to extract the patterns from the 
computation of local binary codes and variants of LBP with multiple radii. The author 
uses the combination of the FS techniques to select the best set of features with the high 
discriminative ability on the training images.  
The research also indicates that each of the LBP variants has its advantages and 
disadvantages; combining complementary variants may further improve their 
capability, but the challenge is the selection of the proper LBP features and how they are 
combined Kwak (2015). Since the traditional LBP has these shortcomings such as, 
lacking of global information and sensitivity to noise(Shrivastava & Tyagi, 2013), this 
study therefore proposed the development of a new descriptor by combining the local 
information from the LBP-based approach with the global features from the multifractal 
features in order to reduce some of the limitations of ordinary LBP.  
Most of the previous work that uses the emphysema database(Sorensen, Shaker, & de 
Bruijne, 2010) were based on classification of emphysema patterns, but the quantity 
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and locations of the patterns in an image is another very important challenge that 
should be investigated (Mendoza et al., 2012; Nava, Marcos, Escalante-ram, Crist, & 
Perrinet, 2013; Sørensen, Shaker, & Bruijne, 2010). Much work has been done on the 
region of interest identification by using the general or classical approaches (Jayasuriya, 
Liew, & Law, 2013; Soares et al., 2014) .  
4.2 Multifractal Analysis in Medical Image Processing 
Multifractal features have been successfully used as a global descriptor for efficient 
classification in biomedical images. A method for identifying the region of interest in a 
mammogram image was developed by (Stojić, Reljin, & Reljin, 2006) . In (Soares, Janela, 
Pereira, Seabra, & Freire, 2014), a model for multifractal analysis has been proposed to 
assist the radiologist in diagnosing the breast cancer. In this case, the regions containing 
the cancer nodule were identified and the developed system presents very good 
classification accuracy in distinguishing the nodules locations between the regions with 
cancer and the regions without. Again, this paper extracts the self-similarity properties 
of the images to characterize the nodule properties. The results of the multifractal 
analysis were very impressive in terms of nodule detection. The author in (Vehel & 
Mignot, 1994) applied the multifractal characterizations of the images for edge 
detection. This is achieved by using the smoothing process, which is tantamount to the 
inverse of a classical approach. The good thing about this process is that the information 
is neither lost nor introduced. The results of the segmentation are very excellent. One of 
the limitations in this case is that the computational complexity is very high. The 
problem with this approach is that the segmentation method that was introduced may 
not be able to detect patterns of diseases like emphysema since it is not visible like 
micro-calcification or other visible nodules. This research therefore proposes to focus 
on identifying the patterns within the images using the Holder exponent and 
multifractal spectrum for solving this problem. The introduction of the Holder exponent 
would help us to evaluate the performances of the local descriptor in the analysis of the 
emphysema patterns.  
In (Khider et al., 2013), the authors used the multifractal spectrum to detect 
osteoporosis in the trabecular bone texture by calculating the fractal dimension of the 
predominant fractal set. Their results showed that it is possible to use the fractal 
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dimension to distinguish between the ROI with osteoporotic and regions without. Yong 
and Hang (Ding, Dai, & Zhang, 2014) used the multifractal spectrum for automatic 
detection of the regions with tiny micro-calcifications. This is done by using the 
deviations between the normal tissues and the micro-calcifications. The results 
demonstrate that this approach is statistically superior to the earlier approaches. 
Identifying the ROI in the HRCT images could be achieved using the multifractal analysis 
by searching for the location in the image that best represent the class of the 
emphysema by using the appropriate spectrum. The paper by (Sorensen, Shaker, & de 
Bruijne, 2010) used the texture properties of the images to quantify the emphysema 
patterns. The LBP and joint histogram were used for the identification of regions of 
interest. The results showed good classification accuracy of 95.2%.  
A wavelet-based multifractal descriptor was constructed by (Ramírez-cobo & Vidakovic, 
2013) to analyze the mammography images. The primary focus in this paper is to detect 
micro-calcifications, differences in background between the cancer and non-cancer 
regions were used for this process. One of the drawbacks in this case is that it is 
sometimes possible for mammogram images of the normal and cancer regions to have 
the same background. 
Cancer grading is an important field in computer aided diagnosis systems. This paper 
proposed feature descriptor by using fractal properties with four multifractal measures. 
The method developed was used to distinguish histopathological image textures and 
classify tumors and non-tumor areas (Atupelage, Nagahashi, Yamaguchi, Abe, & 
Hashiguchi, 2013).  
The work done by Guillemet considered multifractal algorithm based on multifractal 
formalism for measurements (Vehel & Mignot, 1994b) implemented by Chhabra’s 
method (Chhabra & Jensen, 1989). The authors used the measurement formulated to 
extract the region of micro-calcifications. Rangaraj(Rangayyan & Nguyen, 2005) 
proposed grid method for the computation of FD in the breast micro-calcification 
detection. The paper written by Hemsley and Mukundan (Hemsley & Mukundan, 2009) 
developed a two-pass algorithms as in Figure4-1 for the computation of multifractal 
spectrum. They used the calculated multifractal spectra for the classification of different 
tissue organs in the human body. It was discovered that multifractal spectra could be 
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used to derive global descriptors of the image shape with an acceptable inter-class 
variance. 
 
 
 
Figure 4-1: Two-pass algorithm for the computation of the multifractal   
spectrum of an image (Hemsley & Mukundan, 2009). 
(Vasiljevic et al., 2012) applied multifractal analysis on microscopic images for the 
classification of metastatic bone diseases. The multifractal characteristic parameters 
calculated were used for differentiating three cases of bone diseases. The work 
demonstrated the effectiveness of multifractal analysis of medical images. Mukundan 
and Hemsley (Mukundan & Hemsley, 2010) introduced the multifractal formalism for 
the classification and retrieval of tissue images by using the geometrical characteristics 
of the multifractal spectra. The authors developed multifractal based feature 
descriptors derived from the calculated alpha-histogram and the multifractal spectrum 
in their work. Also, the paper written by Chiang and Mukundan (Tay, Mukundan, & 
Racoceanu, 2011) has explored the relationship between different multifractal 
measures of cell structures in tissues and the corresponding pleomorphic scores 
assigned by the pathologists. It was also concluded in the paper that multifractal could 
be a useful tool in the processing of tissue images by identifying the irregularities in cell 
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structures for estimating the Nuclear Pleomorphism (NP), and Tubule Formation (TF) 
grading scores.  
In the literature, it has been noted that the key parameter in the analysis of biomedical 
images in most cases is the fractal dimension. The fractal geometry features of the 
image involve the estimation of fractal dimension and the multifractal spectrum. The 
computation of the multifractal spectrum is directly depending on the fractal dimension. 
In most applications, the final results of the segmentation and classification problems 
would totally depend on how accurate is the estimation of fractal dimension. Due to the 
complexities of most biomedical images, the effectiveness of the characterization of 
features is limited and could lead to high erroneous values. Higher errors in the 
calculated FD could directly affect the performance of the multifractal spectrum in 
terms of detections, identification and classification of images. In order to address this 
drawback, different methods of calculating the fractal dimension are proposed in this 
thesis to determine the most suitable methods for a specific problem. 
 A robust implementation for accurate computation of FD is therefore necessary to 
reduce the limitations of most studies as highlighted in the previous studies. 
Furthermore, in the existing algorithms, MR and US are the most common images 
investigated in the fractal and multifractal analysis. This thesis aims at investigating 
several experiments on the HRCT emphysema images. The fractal dimension showed 
interesting results in some images like MR and US but cannot provide a precise method 
of segmentation since it is calculated on the windows of the image. In addition, the FD 
cannot be used to capture all the useful information within the images as it only extracts 
the local properties and mostly, the global information are lacking. These limitations 
can be addressed by the implementation of different multifractal based methods such 
that the FD values of various locations within the images are combined to develop a 
multifractal descriptor whose features could be used for pattern classifications. 
4.3 Medical Image Analysis Using Renyi Spectrum 
The concept of the generalized Renyi Spectrum was earlier introduced in Section 3.5. 
Multifractal analysis based on Chhabra’s approach is another powerful tool used in the 
analysis and classification of biomedical images such as the emphysema CT images. It 
can also be used as an analysis tool in the biomedical field, from one dimensional signal 
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(Electrophysiological signals) to 2D (medical imaging) and 3D (volume reconstruction 
from tomographic data). Multifractal based technique using direct determination of the 
singularity spectrum   ( )was first introduced  by (Chhabra & Jensen, 1989) in 1989. 
This is one of the simplest and the fastest ways of computing the singularity spectrum,  
 ( ) and this makes it superior to other recently proposed approaches.  
In paper (Yuxin Liu & Li, 1997), three new approaches of multifractal image analysis are 
presented. Two new measures are proposed based on thresholding with Renyi’s 
Entropy for multifractal analysis. Holder exponent representation of the image is 
derived for image analysis and finally multifractal dimension distributions are 
presented for further analysis, but the research showed that the computational 
complexity of the fractal dimension is very high. Direct computation of the singularity 
spectrum of experimental data might be very difficult, but Chhabra's approach 
simplified the whole process, particularly data sets from low-dimensional systems 
(Chen, Sun, Chen, Wu, & Wang, 2004)(Vehel, 1996)(Perrier, Tarquis, & Dathe, 2006).  
The  ( ) provides a mathematically precise and naturally intuitive description of the 
multifractal measure with singularity strength α, whose Hausdorff dimension is 
 ( )(Chhabra & Jensen, 1989). The main advantage of this method is that it is very 
simple and mathematically precise. Several methods have been used for the direct 
computation of the singularity spectrum (Mandelbrot, 2006)(Dubuisson & Dubes, 
1994)(Broniatowski & Mignot, 2001)(Block, von Bloh, & Schellnhuber, 1990)(Lee et al., 
2005) for segmentation and classification of images.  Generalized dimensions  ( ) can 
be obtained with the method of moments for any image and the box size range.   
In (Posadas, Giménez, Quiroz, & Protz, 2003), multifractal technique was used to 
quantify properties of soil spore by calculating geometric properties of individual pores 
from thin sections. The results showed that the multifractal  ( ) spectra separated 
three soil groups based on the size and shape of pores. This paper (Lam & Li, 2010) 
used the fractal dimension and multifractal spectra to analyse the surface properties of 
the images. The study applied the gray scale threshold values with the fractal dimension 
of the image to describe and characterize the image.  
Also in (Strauss, Teuber, Steidl, & Corona-strauss, 2013), the authors used 2-D diffusion 
filtering methods to denoise event related potentials (ERP) images. But in this paper, 
the nonlocal means method was proposed for ERP denoising in order to exploit the self-
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similarity properties. It was concluded that the performance of the presented approach 
could be improved by using an application specific parameter adjustment. 
4.4 Feature Selection 
Feature selection (FS) algorithms can be broadly divided into two categories: The filter 
and Wrapper based approaches. A good example of the filter approach is the Relief and 
FOCUS algorithms, the Relief algorithm ranks each feature in the data set by assigning 
weights while the FOCUS is always searching for the minimal set of features that may be 
useful in classification (Q. Liu, Shi, Zhu, & Xiao, 2014)(D. Wang, 2015)(Han, 2011). 
Correlation FS as discussed in (Han, 2011) can be used to evaluate the predictive power 
of each feature and the degree of redundancy between them by selecting those subsets 
of features with low level of inter-correlation. The NB algorithm would be perfect for 
the data sets obtained as it is known to work well with high dimensional data 
(Domingos, 1997). 
Diagnoses and treatment of most medical images can be very difficult due to the ever 
increasing volume of clinical cases processed by the radiologist. The manual collections 
of data are therefore subject to high error rates, imprecision and uncertainty (Kohavi & 
John, 2011; Papadopoulos et al., 2005). In the experiment conducted by (Domingos, 
1997), the authors discovered NB to be superior to other classifiers even on data sets 
with many feature dependencies. Many studies in the literature have successfully 
applied NB for solving different medical problems (Blum & Langley, 1997; Yun-fu Liu, 
Guo, & Lee, 2011; L.-M. Wang, Li, Cao, & Yuan, 2006); the results showed that the NB 
outperformed other algorithms. NB had also shown excellent results even with small 
data sets as proved by (Demšar & Demšar, 2006)(Supriyanto, Yusof, & Nurhadiono, 
2013) and it can also be used to circumvent the problems of over fitting during 
classification.  
FS is the process of identifying and eliminating the irrelevant and redundant features 
from the data set in order to reduce the dimensionality of the data and allow the 
learning algorithms to operate faster as the model complexity reduces. This can 
sometimes increase the classification accuracy and facilitate easy interpretation of the 
models. One of the approaches to dimensionality reductions is to transform a high 
dimensional feature space into a lower dimensional space (H. Zhang, 2009)(Mikolajczyk 
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& Schmid, 2005) as this reduces the model complexities. In (Zhao & Matti, 2007a), the 
LDA is combined with the PCA to obtain high discriminative patterns from a high 
dimensional feature space derived from the descriptors.  
The authors later applied Laplacian PCA (LPCA) to maximize the weighted local scatter 
instead of the global scatter of data as in the original PCA (Zhao & Matti, 2007a). The 
results achieved significantly improved the classification accuracy. In this research, in 
order to select the most highly discriminating features from the LBP-based feature 
vectors and the multifractal features, we propose to calculate the column area under the 
curve (AUC) of all the features extracted and find the maximum mean AUC values for the 
best four columns in each data set. The four columns with the highest average AUC 
values would be selected as a four dimensional feature vector space for each data set 
during the classification process. 
SVMs have demonstrated highly competitive performance in many real-world 
applications, such as bioinformatics, face recognition and image processing (Fu & Wang, 
2003; Mitra, Wang, & Banerjee, 2006; L. Wang, 2005;Marsland,2014). In (L. Wang, 
2005), SVM outperformed most of the previously proposed methods in the diagnosis of 
cancer microarray data. Lining and Lipo (L. Zhang, Wang, & Lin, 2011) designed a biased 
maximum margin analysis and semi-supervised biased maximum margin analysis 
combined with the SVM to improve the performance of the traditional SVM as a 
relevance feedback for content based image retrieval (CBIR). In (L. Zhang, Member, 
Wang, Member, & Lin, 2012), a novel algorithm for subspace learning technique was 
developed using SVM to exploit the user historical feedback log data for a CBIR.  Some of 
these classifiers might be tested with the datasets during the classification process in 
this thesis. 
4.4.1 The Naïve Bayes Approach 
The NB determines the class of a particular vector in the data by calculating its posterior 
probability. The posterior probability can be calculated using the Bayes theorem 
(Mangai, Nayak, & Kumar, 2013)(Bhuvaneswari & Kalaiselvi, 2012). For instance, the 
probability of class c given feature vector V can be mathematically represented 
as  (   )   If V is a feature vector: f1, f2, f3, . . .,fn|f|, represented by the set of classes C = 
c1,c2,…,cn|c|. The posterior probability of the likelihood and the prior probabilities 
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according to Bayes theorem are given as   (     )  ( (    )    (  ))  ( )⁄  , where 
 (     )is the likelihood and is the probability of the occurrence of vector V given 
class  .   (  )is called the prior probability and is the probability of class   . The 
likelihood  (    )   (     )   (    )      (    )  after calculating the 
probabilities for each class, the classifier would select the class with the highest 
probability (Harry Zhang & Su, 2008)(Q. Liu, 2014; L.-M. Wang, 2006).  Previous studies 
have shown that the performance of the classifier algorithms could be improved by 
using the FS (J. W. Xu & Suzuki, 2014). Section 6.4 discusses the FS approach in details 
and its experimental implementations. 
4.4.2 The Bagged Decision Tree 
Bagging is a type of ensemble learning to bag a weak classifier such as a decision tree on 
a data set to generate many bootstrap replicas of the data set. It is produced by reducing 
the variance of an unbiased base learner such as a decision tree. The process of training 
involves random selection of features as this technique increases the predictive power 
of the features by reducing the correlation between trees in the ensemble (Kallergi, 
2005; L.M. Wang, 2006). Bootstrap aggregation as introduced by (Papadopoulos, 2005), 
is specifically based on constructing several training sets from the original set by 
resampling with replacement (bootstrapping) (Ruiz & Nasuto, 2005). The classifier 
algorithm constructed by the BT can be used to create a classification model in a form of 
decision trees for predicting the class labels of the unknown data represented in a form 
of a matrix. This matrix contains predictors or feature vectors that could be used in 
constructing an ensemble of classification trees that are used for predictions. The 
prediction error of the bagged ensemble is calculated by estimating predictions for each 
tree on its ‘out-of-bag’ observations, these predictions are averaged over the entire 
ensemble for each observation and finally the predicted ‘out-of-bag’ response are 
compared with the true label class corresponding to this observation. 
4.5 Cascaded Features 
In the previous work by (Premebida, Ludwig, Silva, & Nunes, 2010), two subsets of 
features were cascaded, one with laser-based features and the other with image-based 
features Comparisons with a set of single classifiers. The results presented by these 
 
    45 
authors showed that the cascaded features performed better in terms of the 
classification accuracy. This paper (Demir, Bovolo, & Bruzzone, 2013) presented a 
sequential cascaded classification technique for exploiting the images between the 
target and the source domains for effective classification of the target domain.  
One of the limitations that the proposed method is designed to eliminate is that; the 
system only generates a reliable classification to a pair of images from the time series 
and ignores the possible information present in the other images of the same time 
series. A 5-level cascaded H-Bridges Inverter based on back propagation (BP),  Neural 
Network (NN) is proposed in (Wei & Cong, 2012), the PCA is used by NN to construct a 
new descriptor called PCA-NN. For comparison purposes, a BP Neural Network with 
PCA is used for another constructor known as PCA-BP. The PCA-BP is more accurate, 
but the PCA-NN drastically reduced the dimension of the training datasets and also the 
time computational complexity. Yunwei et al. presented an effective approach for the 
classification of radar emitter signals by using a cascaded feature extraction and a 
hierarchical decision technique.  
An automatically simulation results demonstrate the effectiveness of the proposed 
approach for signal classification (Pu, Jin, Zhu, & Hu, 2006). (Doyle, Feldman, 
Tomaszewski, Shih, & Madabhushi, 2011) presented a cascaded multi-class pairwise 
classifier to identify the class of regions of interest (ROIs) of prostate tissues. The 
cascaded multi-class algorithm identifies each feature vector as one of the tissue classes. 
The main drawback here is that the classification performance as measured by the AUC 
is low for some tissue types that are difficult to discriminate. 
The feature extraction performed using the combination of different classifiers and the 
performances of the proposed algorithms were tested with the AUC and equal error 
rates (EER). The feature level vision and match score level vision techniques were used 
for cascading the information from the classifiers. The results demonstrate a significant 
improved performance of the proposed approach (Tankasala & Doynov, 2015). In 
(Bahreini, Homayoun, & Gity, 2010), Fuzzy neural network (FNN) and a three-layer 
feed-forward multi-layer perceptron (MLP) were used for the classification of breast 
cancers. The results showed that FNN classifier has a better diagnostic performance 
than MLP classifier because FNN classifier has a greater accuracy and AUC than the MLP 
classifier. This approach could be implemented in the future in order to improve the 
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classification accuracy of the emphysema patterns by combining features of different 
histograms or descriptors. 
4.6 Prior Research Using Emphysema Database 
The work reported in this thesis used images from an online CT Emphysema Database 
(Sorensen, Shaker& de Bruijne, 2010) for experimental analysis and validation. More 
information about the images in this database are given later in Section 5.3.1.  This 
section provides an overview of prior research work done using this database including 
the types of algorithms used for classifying emphysema patterns and measurements of 
performance obtained in each case. 
One of the primary research works using this dataset is reported in(Sorensen, Nielsen & 
Lo, 2012)where the authors used Local Binary Patterns (LBP) as texture features and 
achieved 95.2% accuracy on a set of 168 image patches (each of size 61x61 pixels) in 
the dataset. The classification scheme used was k-nearest neighbour (k-NN). The 
regions of interest were characterized by feature histograms (such as LBP histogram), 
and the distance measure is computed as a dissimilarity between feature histograms. 
The authors also compared the performance of their algorithm using features such as 
Gaussian Filter Bank (GFB), GLCM and GLRLM. This work is an extension of a previous 
research reported by (Sørensen, Shaker & de Bruijne, 2008). In 
(Dharmagunawardhana& Mahmoodi,  2014), the authors presented model based 
statistical and structural texture features based on isotropic Gaussian Markov Random 
Fields to classify between normal lung tissues (NT), centrilobular emphysema (CLE) 
and paraceptal emphysema (PSE), with 77.4% accuracy. They used regions of interest of 
size 31x31 pixels extracted from the image patches available in the database. By adding 
intensity based features, they could improve the accuracy up to 95%. 
An emphysema classification framework based on complex Gabor filters and LBP 
features and k-NN classifier is presented in (Nava, Escalante-Ramírez, Cristóbal, & 
Estépar, 2014). The authors also used Fisher kernel approach for dimensionality 
reduction. In their experimental evaluation of the algorithm, they achieved a precision 
rate of about 93.7%.  Another method using Fisher kernels derived from Gaussian 
Bernoulli Restricted Boltzman Machine (GBRBM) and factored 3-way Restricted 
Boltzman Machine is presented in (Azim, & Niranjan, 2014). Their experimental 
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analysis using the emphysema database yielded a performance accuracy of 
approximately 86.9% in classifying emphysema patterns. The studies used 31x31 
dimensional patches extracted from the centre of each 61x61 patch in the database. 
Dubey & Singh (2016) introduced a novel feature descriptor called Local Bit-Plane 
Decoded Pattern and used it for biomedical image indexing and retrieval. Their 
experimental performance analysis using the 168 patches from the emphysema 
database showed an average retrieval precision (ARP) of approx. 75% and average 
retrieval rate (ARR) of 88%.A similar image retrieval system using local gray scale 
invariant features was proposed by Porto & d’Ornellas (2015) where they achieved an 
ARP of approx. 90% and an ARR of approx. 52%. However, in this study, they used only 
37 HRCT slices containing the lower part of the lung. 
Pei (2015) used a convolutional neural network (CNN) to classify emphysema images 
with automatically extracted features, and achieved a recognition rate of 92.54%. In 
addition to the images from the emphysema database, the author used 4560 CT scans 
from another database and extracted 25000 ROI patches of size 51x51 pixels. This 
dataset was then split into two sets containing 22000 patches for training and 3000 
patches for cross-validation. A similar CNN based classification model is also reported 
by Karabulut & Ibrikci (2015), with an accuracy of 84.25%. In their experimental 
analysis, only 168 patches from the emphysema database were used, out of which 138 
patches were used for training and 30 for cross-validation. 
Some of the recent research work reported in the field use co-occurrence statistics for 
the extraction of rotation invariant texture features.  This includes structural co-
occurrence measures (Ramalhoa, Ferreiraa, Filhoa, & de Medeiros, 2016) that used 168 
patches in the database, and local peak valley co-occurrence patterns (Agarwal, Mishra, 
Maurya, Chaudhary,& Murala,  2017) which used 50 HRCT slices. 
As can be seen from the description above, most of the research work that was based on 
the emphysema database used 168 patches or ROIs extracted from the patches for a 3-
class (NT, CLE, PSE) classification problem, and achieved accuracies ranging from 82% 
to 96% depending on the type of the algorithms and feature vectors used.  So far, only 
our research work reported in this thesis as well as referenced in (Sorensen, Shaker & 
de Bruijne, 2010) have used multifractal descriptors for classification of emphysema 
patterns. The primary motivation for our work, as previously described, has been that 
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multifractal features are powerful descriptors of image texture and have similarities to 
other descriptors such as the LBP. 
4.7 Analysis of Previous Work Using Fractal Measures 
This thesis proposes to work on the efficient computation of the FD for effective 
analysis and classification of emphysema patterns in HRCT images since the accurate FD 
estimation could yield better results as previously stated.  In addition, the second 
important area that would be investigated in this research is the Holder exponent. The 
Holder exponent of the local distribution of the intensity measure has been previously 
implemented and applied for the development of multifractal spectrum in CT images 
((Hemsley & Mukundan, 2009; Irini, 2000; Mukundan & Hemsley, 2010; Reljin & Reljin, 
2002; Stojić, 2006) but not directly used in the classification of images.  
The major difference between the previous approaches and the proposed method is 
that the previous work applied a global descriptor (multifractal spectrum) for 
identifying different areas in biomedical images (Hemsley& Mukundan, 2009; Stojić, 
2006), but this thesis also proposes to apply the Holder exponent (local descriptor) of 
the CT images for detecting the emphysema patterns using the local intensity 
properties. The computation of a multifractal descriptor depends on the calculated 
Holder exponent, which has been successfully used as a global descriptor for efficient 
classification in biomedical images. The introduction of the Holder exponent in the 
analysis of ROI could yield better results. Moreover, most of the applications of fractals 
and multifractals in the previous research were majorly on global characterization of 
biomedical images, it would be very necessary to investigate the performances of the 
local descriptor in the analysis of the emphysema patterns using the Holder exponent 
computation.  Furthermore, different multifractal descriptors would be investigated 
using other efficient methods for the classification of images in the thesis.  
It has also been observed in the literature that the Higuchi fractal dimension has been a 
very good measure for the characterization of signals; it was also noted that it has been 
majorly applied on signals. In fact, nobody has ever used the Higuchi fractal dimension 
for the analysis of medical images; this thesis therefore proposes to apply the Higuchi 
fractal dimension on biomedical images in order to evaluate its performances in terms 
of pattern identifications, quantifications, classifications and analysis. It was also noted 
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in the literature that a single value obtained from the calculated FD irrespective of the 
method used for the computation might not be enough to provide features for patterns 
recognition and analysis. The multifractal analyses would be thoroughly investigated in 
this thesis and used in the analysis of different applications. These analyses could 
involve extending Higuchi fractal dimension in the form of multifractal analysis for 
efficient classifications of emphysema patterns in CT images.  
Another observation in the literature is that the multifractal analysis, which could be 
used to circumvent most of the drawbacks highlighted in the fractal analysis, has been 
used by few authors. Additionally, it has been majorly applied for segmentations of 
nodules; this thesis also proposes to develop different multifractal based techniques for 
the analysis and classifications of emphysema patterns, which could not be solved by 
ordinary segmentation approach. Furthermore, fractal dimensions and multifractal 
analyses are known to be global descriptors for signal and image processing, and they 
are both depending on the calculated singularity coefficient (Holder exponent) 
(Hemsley & Mukundan, 2009; Mukundan & Hemsley, 2010) of the pixel intensity.  
(Takahashi, Kosaka, Murata, & Omori, 2009) applied a multifractal analysis for 
measuring the abnormalities of brain in MRI. The technique developed used the 
structural characteristics of the image obtained from the calculated multifractal 
dimension with some useful parameters to distinguish between normal and the 
abnormal parts of the brain. The results indicated that the multifractal dimension of the 
abnormal regions is significantly different from the normal regions. It was discovered in 
this paper that the accuracy of the results is totally depending on how accurate the 
multifractal dimension is. How can we improve the performance of the multifractal 
dimension in the analysis of other biomedical images? 
This thesis proposes to investigate the applications of the Holder exponent in 
identifying the ROI across the digital images using the intensity distributions. The 
performances of the global and local features of the biomedical images would be 
thoroughly analysed in this thesis. Additionally, the concatenation of the local and global 
features could be used to develop new descriptors in order to improve the existing 
results. The next chapter will focus on the design and implementations of different 
multifractal methods that could be used to circumvent some of the limitations in the 
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existing literature. We use an emphysema image database to perform the experimental 
evaluation of our methods. 
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5 MULTIFRACTAL ANALYSIS OF 
EMPHYSEMA IMAGES 
This chapter gives an introduction to the materials and methods used for emphysema 
classification using an HRCT image database. An overview of the disease patterns seen 
in HRCT images is given first, and then we discuss multifractal methods for extracting 
relevant features from the images for classification.  This chapter presents the results of 
experimental analysis using several types of features such as the alpha-histogram, 
multifractal spectrum, Renyi spectrum, and Higuchi dimension. 
5.1 Emphysema Disease Patterns 
Emphysema is a disease that usually affects the lung tissue in human system, the most 
common symptom of emphysema is shortness of breath. Other symptoms can be cough, 
which is majorly caused by the production of mucus and wheezing. It develops 
gradually in human body and may sometimes go unnoticed. The patient with 
emphysema diseases struggles to exhale air completely, when they exhale, the lips block 
the flow of air, increasing pressure in the collapsed airways (“Emphysema imaging web 
portal,” 2016). 
The doctor can determine how the lungs work mechanically by carrying out some tests. 
This can be done by breathing into a tube that is connected to a monitoring device for 
recording the necessary information. Some of the necessary information could involve 
how much air the lungs can hold, how quickly the lungs measure can expel air, and how 
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much air stays in the lungs after exhaling for increased demand during exercise or other 
daily activities (“WebMDemphysema imaging web portal,” 2016).  
There are some medications that can be used to control this disease, which cause the 
passages to open more fully and allow free air exchange. The most common medication 
is albuterol; it is used for the patients with mild cases of emphysema while others like 
steroid medications can be used to reduce inflammation in the body. Pulmonary 
rehabilitation is probably the most effective therapy for patients with emphysema. 
Proper breathing methods, physical exercise and education about the disease can 
improve the quality of life and reduces hospitalizations (“WebMD emphysema imaging 
web portal,” 2016). 
Emphysema is the most common type of chronic obstructive pulmonary disease 
(COPD); it causes an inflammatory response in the lung. Diagnosing a COPD poses a 
challenging problem due to the irregularities in the lung image shapes and complex 
spatial variations. COPD is a chronic disease that makes it hard for the patient to 
breathe as the airways and alveoli do not get as much air as required. This disease is 
majorly caused by smoking, but air pollution, chemical fumes and/or dust may also 
contribute to the development of COPD. Research shows that COPD is the fourth major 
cause of death in the USA (“Emphysema imaging web portal,” 2006). Over 12 million 
Americans have been diagnosed with COPD and health experts believe there could be 
another 12 million Americans who suffer from this disease but have not been 
diagnosed. Emphysema is one of the main components of COPD; it is characterized by 
loss of lung tissue and may eventually lead to gradual destruction of the lung. Detection 
and classification of emphysema are therefore very important as this may lead to 
improved understanding and improved computer aided diagnosis (CAD). 
Diagnosing emphysema usually requires pulmonary function tests (PFTs), combined 
with a history of symptoms. The main tool through which the tests are performed is the 
spirometer. However, PFTs are not capable of detecting COPD at early stages (Sorensen, 
Nielsen, & Lo, 2012) (Dharmagunawardhana & Mahmoodi, 2014). In (Sorensen, 2012), 
the authors use an automatic approach for texture analysis of COPD. In their method, a 
k-NN classifier was employed for the quantitative analysis and computation of 
individual ROI probabilities. The result of the proposed approach was significantly 
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better in terms of discriminating between subjects with and without COPD than other 
measures of COPD in the literature.  
The destruction of the lung parenchyma is commonly referred to as pulmonary 
emphysema, defined as the abnormal permanent enlargement of the air space 
accompanied by destruction of the alveolar walls. 
5.2 Emphysema Patterns in HRCT Images 
High Resolution Computed Tomography (HRCT) is a very effective scanning method 
that is more sensitive than chest radiography in measuring the type, extent and 
distribution of emphysema. Some patients with early emphysema, particularly those 
with early disease might still have the symptoms and this is the stage where HRCT is 
most useful.  
Emphysema in HRCT is characterized by the presence of areas of abnormally low 
attenuation, which can be easily contrasted with surrounding normal lung parenchyma 
(Sørensen, Shaker, & Bruijne, 2010),(Chabat, Yang,& Hansell, 2003). Emphysema can be 
classified into three different classes: (i) centrilobular emphysema (CLE), defined as 
multiple small low-attenuation areas, (ii) paraseptal emphysema (PSE), defined as 
multiple low-attenuation areas in a single layer along the pleura often surrounded by 
interlobular septa that is visible as thin white walls, and (iii) and panlobular 
emphysema (PLE), defined as a low-attenuation lung with fewer and smaller pulmonary 
vessels(Chabat et al., 2003).  
Examples of CLE and PSE, as well as normal tissue (NT) as seen in HRCT scans, are 
shown in Figure 5-1.   
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Figure 5-1:   HRCT images showing emphysema disease patterns. The images in 
the first column were obtained from (Radiopaedia, 2016). Histogram equalization 
is used to enhance the contrast, and emphysema regions are indicated with a red 
arrow in the second column. 
The first column of the figure shows original HRCT images taken from Radiopaedia 
(Radiopaedia, 2016), and the second column shows contrast enhanced versions 
obtained using histogram equalization (using Adobe Photoshop) for clearly showing the 
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disease patterns.  We have not considered panlobular emphysema (PLE) in our study as 
PLE is often an advanced stage of a CLE (Stern, Swensen & Kanne, 2010). 
Previous studies have shown several ways by which the CT imaging could be used for 
early detection of emphysema in patients with COPD (Stern, Swensen & Kanne, 
2010).HRCT of early centrilobular emphysema (CLE) shows uniformly distributed tiny 
areas of low attenuation while in panlobular emphysema; HRCT shows either 
panlobular low attenuation or ill-defined diffuse low attenuation of the lung. Paraseptal 
emphysema (PSE) is characterized by subpleural well-defined spaces (Masashi et al., 
2008).  
The paper by Masashi (Masashi et al., 2008) comprehensively described emphysema 
diseases, different classification of emphysema and their properties. It is also 
demonstrated that features from HRCT images could form important quantitative 
measures for identifying different classes of emphysema and the assessment of their 
severity.  
5.3 Materials and Methods 
In this section, we present a detailed description of the datasets used in our research 
work and the multifractal features used for classification of the emphysema disease 
patterns. 
5.3.1 Emphysema Image Database 
The database used for this research comprises 115 HRCT slices (each of size 512x512 
pixels) as well as 168 square patches (each of size 61x61 pixels) extracted from the 
slices (Sorensen, Shaker, & de Bruijne, 2010). The data came from a study group 
comprising 39 subjects (9 non-smokers, 10 smokers, and 20 smokers with COPD). The 
CT scanning was performed using General Electric equipment with four detector rows 
with an in-plane resolution of 0.78x0.78 mm, slice thickness of 1.25 mm.  The slices 
were constructed using a high spatial resolution bone algorithm (Sorensen, Shaker, & de 
Bruijne, 2010). For each of the 39 subjects, HRCT slices corresponding to the upper, 
middle and lower parts of the lung were provided. A slice was reported missing in two 
cases, and therefore only 115 slices were made available in the database. For each slice, 
a value denoting the leading pattern (1=NT, 2=CLE, 3=PSE, 4=PLE) was provided in a 
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separate excel file. The values were obtained through subjective assessments by an 
experienced chest radiologist and a CT pulmonologist (Sorensen, Shaker, & de Bruijne, 
2010). The 168 non-overlapping 61×61 pixel patches were extracted from slices 
belonging to three classes: NT (59 patches), CLE (50 patches), and PSE (59 patches). 
The emphysema pattern present in each patch (1=NT, 2=CLE, 3=PSE) was also provided 
in a separate excel file. 
A review of prior research reported using the emphysema database was given in 
Section 4.6. Almost all research work used the 168 patches or smaller sections (regions 
of interest, typically of size 31x31 pixels) extracted from the patches to classify them 
into three classes, NT, CLS and PSE. 
5.3.2 Generation of Test Datasets 
As previously discussed, the emphysema database contains 168 patches of size 61x61 
pixels that have been pre-labelled by a radiologist and CT pulmonologist would be used 
as the ground truth ROI. We extracted more patches from the full HRCT images of size 
512x512 pixels (which also have the leading pattern annotated by the pathologist) and 
used them as the test dataset.  
 
 
(a)  Intensity variations in a typical HRCT image 
(b) Subdivision of an HRCT slice 
into 64x64 patches 
 
Figure 5-2:   Intensity regions and subdivision of HRCT images. 
 
We subdivided the HRCT slices into a non-overlapping grid of patches of size 64x64 
pixels as shown in Figure 5-2(b). The patches that contain at least 40% pixels belonging 
to the lung region are then selected. The intensity values along a row of an HRCT image 
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is shown in Figure 5-2(a). The values within the lung region are distinctly different from 
the thorax region, and can be used to identify patches containing at least part of the 
lungs located around the centre of an HRCT slice. On an average, two patches were 
extracted from slices corresponding to the upper part of the lung, nine from the middle 
part and seven from the lower parts, resulting in a total of 650 patches. Out of these 
patches, only very few have the leading emphysema pattern identified by the 
pulmonologist. 120 patches containing almost 80% low attenuation regions defining 
emphysema patterns as shown in Figure 5-1 are manually selected and used as the test 
set. The 168 patches given in the database is also split into a training set of 138 patches 
and a test set of 30 patches.  For our classification experiments, we selected 90 patches 
from the training set (containing 30 patches belonging to each class) and 54 patches 
from the test set (containing 18 randomly selected patches from each class). 
5.3.3 Features Based on Multiracial Spectrum 
An overview of the multifractal based approach for the classification of emphysema is 
presented in Figure 5-3. The process involves several algorithmic stages, first of which 
is the calculation of the Holder exponent (α-values) at each pixel using a pre-selected 
intensity measure defined in pixel neighbourhoods. The α-values describe the variation 
in the local density of the image with respect to the chosen measure. The collection of all 
α-values for a given image is referred to as the α-image as described in the previous 
chapter. The range of α-values is subdivided into a number of small intervals, effectively 
decomposing the α-image into several disjoint image slices (details of the computation 
can also be found in chapter 3). Each α-image slice represents the collection of pixels in 
the input image having similar intensity variation (obeying similar power-law 
relationship in the intensity measure) across the pixel neighbourhoods. The traditional 
box counting method is used for the calculation of the fractal dimension f(α) of the α-
images, providing the multifractal spectrum (Kenneth, 2013).  
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Figure 5-3:   Flow diagram showing the computation of multifractal descriptors 
for an image classifier. 
The multifractal feature descriptors used for classification can be calculated as follows.  
After finding the α values using any of the multifractal measure described in Chapter 3, 
an α-image can be created, that is, a matrix of the same dimension M x N as the original 
image but filled with values of α(m,n), with a one-to-one correspondence to image pixels 
I(m, n). We further sub-divide the calculated α-values into n discrete intervals 
α1,α2,α3,…,αn. Each interval αk is defined as follows:  
 
  =    + (   )𝛥          k = 1,2,…,n. (5-1) 
 
Δαk   =  
(           )
 
 (5-2) 
For experimental analysis, we used the value n = 100.Using α-values, important texture 
features that could be used in classification can be extracted as detailed below. Each α-
slice can be characterized by its fractal dimension f(  ). This fractal dimension is 
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computed using the well-known box counting algorithm (Kenneth, 2013).The following 
images and histogram values are readily obtained:  
-image: 
m in( )
m ax m in
255
p
p
I

 
 
 
  
                               (5-3)  
-histogram:  
hk = #{ p | αp[αk, αk+1)}, k = 1,2,…,n1.                       (5-4) 
-slices: 
Ak={p|αp[ αk,αk+1)}, k= 1,2,…,n1.                                                (5-5) 
An -slice Ak is a binary image of the only foreground pixels (with maximum intensity 
value), which satisfy the condition in (5-5). It therefore represents the collection of 
pixels in the original image where the values of the chosen intensity measure show the 
same power law variation.   
If the actual value of αcomputed at a pixel lies within the sub-range k, i.e., if αk ≤ α <(αk 
+Δαk), it is replaced by αk, and that pixel is added to the corresponding α-image. A 
sample image obtained from (Radiopaedia, 2016), and five of its α-images are shown in 
Figure 5-4. 
For our classification experiments, the Holder exponent (-values) would provide the 
local descriptor, which describe the local behaviour of the intensity distributions of the 
images while the -histogram and the multifractal spectrum would provide global 
feature descriptors. 
 
     
α  (1.51 - 1.58) α  (1.58 - 1.65) α  (1.73 - 1.8) α  (1.87 - 1.94) α  (2.01 - 2.08) 
 
Figure 5-4:An HRCT image containing CLE (Radiopaedia, 2016) and some of its α-
images. 
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Each α-image is covered by a regular grid of boxes with integer box sizes ε. The boxes 
containing at least one value of αk are counted, giving the number Nε(αk). Boxes of 
different sizes are recursively taken into account and corresponding fractal dimensions 
are calculated for each α-image. Finally, multifractal spectrum f(α) is estimated as the 
linear regression of ln(Nε(αk)and −ln(ε).This process is very similar to that described 
earlier in Chapter 3 and illustrated in Figure 3-5. The multifractal spectra obtained 
using the sum intensity measure for the three classes NT, CLE, PSE are shown in Figure 
5-5.  
 
Figure 5-5:   Multifractal spectra of the three classes of emphysema images. 
There are some noticeable variations in the physical appearances of the spectra 
presented above. The singularity spectrum is usually displayed in the form of a 
parabolic shaped graph that attains its maximum at α0, with  (  )=   , where 
   represents the box counting dimension of the input image. Additionally, the width of 
the spectrum           for each class is different. Another feature of the spectra is the 
near symmetry with respect to the vertical line that goes through the maximum 
spectrum value (     ). The values of the vertical difference can be expressed as 
|f(max)f(min)|. 
5.3.4 Features Based on Renyi Spectrum 
In addition to the usual multifractal spectrum computed using intensity measures, we 
can also use the generalized Renyi Spectrum computed using normalized probability 
measure presented in Section 3.5 to improve our classification accuracy.  In this section, 
we also address some of the following research questions: Can Renyi spectra or 
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generalized dimension spectra have the multifractal properties features that could be 
used for the identification of emphysema patterns? How do the Renyi spectra and the 
singularity spectra vary with the emphysema patterns? How does the singularity 
spectrum computed using direct determination approaches relate to the multifractal 
spectrum that uses the intensity measures? 
The results in Figure 5-6 show that Renyi spectra can also be used for the classification 
of the images due to a large inter-class variation of the spectra generated. 
 
Figure 5-6:Renyi spectra for the three classes of emphysema images. 
For the purpose of comparison, the average of the spectrum obtained from four 
different images within each of the three classes is plotted on the same graph in Figure 
5-7.  
The spectra presented in Figure 5-7can also be used to calculate the other relevant 
dimensions such as the information dimension, D(   ), the correlation dimension 
 (   ) and the capacity dimensionD(   ). The capacity dimension is independent 
of the quantity of mass in each box and provides global (or average) information of the 
system.  
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Figure 5-7:Inter-class comparison of Renyi spectra for emphysema image classes. 
The graphs in Fig. 5-7 show some clear level of separations among the classes. This 
finding has motivated us to apply Renyi features for the identification and analysis of 
emphysema patterns in HRCT.   
5.4 Feature Analysis Using ANOVA 
This section describes the statistical analysis performed using analysis of variance 
(ANOVA)to confirm that the patches assigned to a class have features that closely match 
the features of ground truth patches belonging to the same class.  ANOVA is a statistical 
measure for comparing the means of different samples in a dataset where each column 
represents an independent sample containing mutually independent observations. It is 
a very good measure to determine whether the samples are drawn from the populations 
with the same mean. This can be achieved by determining if a particular sample mean is 
statistically different from other samples using the p-value. The box plot of each column 
of the data would give a visual interpretation of the F-statistic and the p value. The 
larger the differences in the center lines of the box plot the higher the F-statistic values 
and the smaller the corresponding values of p.  
As previously described in Section 5.3.2, 150 patches of size 64x64 pixels were 
extracted from the HRCT slices with the aim of using them as test data. It is necessary to 
first verify that the patches actually belong to the assigned classes by comparing their 
features with those computed for the ground truth patches provided in the database. 
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For a good performance of classification algorithms, it is also necessary to verify that 
intra-class variance of feature values is small. 
The analysis of variance was calculated for each alpha image using the local 
characteristics of the alpha intensity values. The experimental results at this stage 
demonstrate that the images from the same patch class have minimum intra-class 
variance as the deviations in their group means are not statistically significant using the 
ANOVA. This process is repeated for the HRCT images of the same emphysema classes 
and the inter-class across the other classes. The results also show that the images from 
the same slice class have little or no variations in group means while the images across 
other classes have significant differences in their group means with about 95% 
confidence interval and a p-value < 0.0001.  
In each group, it has been established that the values of the group mean between the 
emphysema class of the ground truth images, and the corresponding sub-images 
extracted from the slices overlap each other. The corresponding p-values in each test 
show that there are no significant differences between the images. The visual 
representation of the multi-comparison results demonstrating the graph of the 
estimates with comparison intervals between the group means of the normal tissues of 
the ground truth images and the image slice sub-regions are presented in Figure 5-8. As 
seen in the figure, the means overlap between 1.992 and 1.994, which is a clear 
indication that there is no statistical significant difference between the normal tissues of 
the ground truth and that of the corresponding HRCT slices. Additionally, the outputs 
also contain the results of the test in the form of a five-column matrix. For instance, the 
following entries in the row represent the estimates being compared above, the 
estimated difference in means of the alpha values, and a confidence interval for the 
difference. 
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Figure 5-8: Group means between the normal tissues of the ground truth (blue) 
and sub-regions of slices (gray). 
The absolute difference of  means of the NT of the ground truth patches and the 
corresponding sub-image slices is estimated to be -0.0033 and a 95% confidence 
interval for the true difference of the means is [-.0096 0.0029]. In this test, since the 
confidence interval contains 0.0, it shows that the difference is not significant at the 0.05 
level.  
The same procedure is used for other emphysema classes between the ground truth 
patches and the HRCT sub-images of the three different lung tissue types; the top, 
middle and bottom, it was discovered that the differences between the patches and 
image slices are not significant.  
The box plot of the sample results after resolving the local intensity distribution by the 
Holder exponent computation for the patch and the corresponding slice is presented in 
Figure 5-9.  
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Figure 5-9: Box plots comparison between the ground truth patches and the 
slices of the normal tissue. 
In Figure 5-8, the line at the middle of each notch represents the sample median, which 
can be used to display the variability between the samples. As can be seen in the figure, 
it has been clearly shown that the notches do overlap as there are no significant 
differences between them. In fact, the box-plot median lines are almost at the same 
level, this result is in line with the experimental results achieved in Figure 5-8 since 
there are no statistical significant differences (confidence interval of 95%).  
5.4.1 Analysis Using Holder Exponents 
The absolute mean differences of the calculated alpha-values generated using the 
Holder exponent approach between the normal tissues and the emphysema images, and 
the results of paired samples t-test were used to determine the locations of the 
emphysema patterns. For example, the mean alpha values for some of the sub-divided 
images in the three classes of emphysema are shown in Table 5-1 as an example. The 
mean alpha values in each class are also used to generate the linear regression models 
using the smoothing algorithms as this would help to determine the relationship 
between the classes, and also to visually display how the normal tissues are deviated 
from other classes. That is, the absolute mean differences between normal tissues and 
CLE pair classes and the NT-CLE pair classes are calculated for each sub-divided image 
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in order to determine the regions with the emphysema patterns. For instance, in Table 
5-2, the absolute mean deviations between the normal tissues and the CLE and PSE 
classes revealed that few regions contain the emphysema patterns while others do not 
according to the paired samples t-test results.  
The paired t-test results showed that there were statistically significant differences with 
a p-value <0.001 and the 95% confidence interval on the mean that does not contain 0 
between the normal and emphysema images only in those regions with the emphysema 
patterns. The t-test results in those regions without emphysema patterns were not 
statistically significant as the p-values are higher than the significance level of 0.05 and 
the 95% confidence interval on the mean contains 0.   
 
Sub-
images NTMEAN CLEMEAN PSEMEAN |NT-CLE| |NT-PSE| 
Image1 1.9953 1.9949 1.9949 0.0004 0.0004 
Image2 2.0242 2.0491 2.0171 0.0249 0.0071 
Image3 2.0818 2.0783 2.0596 0.0035 0.0222 
Image4 2.0168 2.0117 2.0369 0.0051 0.0201 
Image5 2.0738 2.1114 2.131 0.0376 0.0572 
Image6 2.0789 2.1072 2.1265 0.0283 0.0476 
Image7 2.0774 2.1153 2.1283 0.0379 0.0509 
Image8 2.0622 2.1119 2.1202 0.0497 0.058 
 
Table 5-1:   Absolute mean deviations of CLE and PSE from the normal tissues 
We observed that the p-values of the results from image1 to image4 are higher than the 
significance level and hence not statistically significant but the absolute mean 
deviations from emphysema images between image5 and image8 have lower p-values 
(p-value<0.0001) than the significant level of 0.05. These findings are also in line with 
the results in Figure 5-10 when the generalized regression models of the mean 
deviation values between the normal tissues and CLE classes are used.  
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Figure 5-10: Absolute mean deviations between the normal tissues and other 
classes in 64x64 sub-images of the bottom slice. 
The results of the absolute mean deviations of the normal tissues from other 
emphysema classes against sub-images are presented in Figure 5-10. In this case, sub-
images in the range of 52 to 56 have higher deviation values compared to other regions 
even with a p-value < 0.0001 and 95% confidence interval for the mean. This indicates 
the presence of emphysema patterns since these particular regions have been verified 
by the paired sample t-test that the differences are statistically significant. These 
significant differences appear in almost the same regions for both CLE and PSE with just 
little differences. Other deviations across the regions in both graphs do not show 
significant differences when tested, which implies, these regions do not contain the 
presence of emphysema patterns.   
5.4.2 Analysis Using Generalized Dimension 
The results presented in Section 5.3.4 showed that parameters of the generalized 
dimensional spectra could be used as features for identifying and classifying 
emphysema patterns. The generalized dimension     is a decreasing function for all real 
q values within the interval [      . When q<0, the partition function emphasizes that 
regions in the distribution have less concentration of a measure, but the reverse is the 
case for q>0 (Mendoza et al., 2010). 
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The width of the  ( ) spectrum, which can be defined as the difference between the 
most positive and negative moments of the singular spectra and the moment of order 
zero, i.e.  (      )  and (      ) as used in the evaluation of singularity spectra of 
the emphysema patterns. The statistical analysis using the analysis of variance (ANOVA) 
showed that the multifractal attributes such as the width of the left side (      ) and 
the right side (      )  of the  ( ) spectra, and the width of the  ( ) spectra itself 
(          ) showed statistically significant differences only in the selected regions 
that contain emphysema with a p-value<0.05 and at the 95% confidence level.  
However, other regions without the presence of emphysema do not show significant 
differences with the aforementioned multifractal attributes. The corresponding Renyi 
spectra,  , for each sub-image of the HRCT slice in the range of moment order q 
between -10 and +10 are shown in Figure 5-11.  
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 Figure 5-11: Renyi spectra of the HRCT slice for identifying ROI. 
The generalized spectra exhibit pronounced decreasing   values with increasing q. 
When   are close together, it indicates a homogeneous structure, in a mono-fractal 
object,   estimations are always constant. The amplitude of   for each sub-image 
demonstrated that the few regions with the presence of emphysema patterns have 
higher values of    than the other regions without emphysema, which indicates that the 
heterogeneity of the emphysema patterns of the regions with the emphysema patterns 
are greater than other regions without. The higher deviations of the Renyi spectra in the 
two regions with the emphysema patterns compared to others without emphysema are 
due to the higher values of   in those regions. Further analysis of the results could be 
achieved as follows, by exploiting other multifractal parameters   ,   and   as 
previously described. The Renyi parameters for a few sub-images using the capacity 
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dimension, information dimension and correlation dimension are presented in Table 5-
2.  
 
Sub-
image D0 D1 D2 D0-D2 D1/D0 
1,1 1.7643 1.6397 1.5699 0.1944 0.9294 
1,2 1.6222 1.5867 1.5756 0.0466 0.9781 
1,3 1.6076 1.5862 1.5758 0.0318 0.9867 
3,2 1.3472 1.2024 1.1239 0.2233 0.8925 
4,3 1.8037 1.6937 1.6449 0.1588 0.9391 
4,4 1.6667 1.5284 1.4365 0.2302 0.9170 
 
Table 5-2: Generalized dimension parameters for selected regions on HRCT 
slice. 
The results show that the sections with the emphysema patterns have statistical 
differences compared to the regions without emphysema patterns (P<0.0001). This can 
be seen in Table 5-2 as the regions presented have different characteristic dimension  . 
Additionally, changes of             in the same spectra for different positions 
revealed statistical significant differences among them. The main criterial for 
discriminating between sub-images are the difference between   and  , which help to 
statistically differentiate and characterize positions with or without emphysema 
patterns.  
The values of       are larger for all regions with the emphysema patterns than all 
regions without emphysema patterns. The largest difference was found in the region 
with 4th row, 4th column, followed by the region with 3rd row, 2nd column. Significant 
statistical differences were found in those regions (P<0.0001), which contain 
emphysema patterns, but other regions without emphysema do not have significant 
statistical differences (P>0.05).   
Additionally, the ratio of the two parameters     ⁄ can be applied to describe the 
heterogeneity of the emphysema CT images. It provides  proportional variation, but not 
the absolute variation (Martinez et al., 1999).  Although, sub-images with dimensions 
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(1st row, 2nd column and 1st row, 3rd column) gave the largest ratio but no statistical 
significant differences were observed. The regions with 4th row, 3rd column and 4th row, 
4th column, have the statistical significant differences (p<0.0001), which confirm the 
presence of emphysema patterns in those regions as this is in line with the results 
achieved with the differences in     . 
The variation of  with respect to q plus the shape of the multifractal generalized 
dimension spectrum showed that the emphysema CT image possesses self-similarity 
properties.  The generalized dimensions were computed in the range of moment orders 
between -10 and +10. The singularity  ( ) and the generalized dimensions         
and the quantities                 could be effectively used to discriminate the 
emphysema image classes, and identifying different regions on the HRCT images. 
5.4.3 Analysis Using Higuchi Fractal Dimension 
Most previous work and experimental analysis on the Higuchi fractal dimension were 
used for signal processing; no one has applied the Higuchi fractal dimension for the 
analysis of medical images. In this section, the Higuchi fractal dimension is implemented 
and applied for detecting the regions with or without emphysema patterns. The Higuchi 
dimension of each sub image is calculated for different classes of emphysema; that is, 
the NT, CLE and PSE. The calculated FD of an image patch alone could be used to detect 
the presence of emphysema. The computational aspects of Higuchi dimension were 
earlier presented in Chapter 2. The deviation in the FDs between the NT and other 
classes in both approaches is the key to measure the differences in the texture 
corresponding to the presence of emphysema patterns in a particular region. The 
calculated Higuchi fractal dimension for each sub-image across an HRCT slice and the 
corresponding absolute differences are presented in Table 5-3. 
The differences in the FDs in the regions that are statistically significant using the 
analysis of variance (ANOVA) indicate the presence of emphysema, with a p-value < 
0.0001. The NT-CLE range of FD differences detects more presence of emphysema than 
the NT-PSE. Although, very large FD differences in both CLE and PSE show the presence 
of emphysema in the images.  
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 FD of the emphysema images using the Higuchi dimension method 
Patch ID NT-FD CLE-FD PSE-FD | (NT-CLE)| | (NT-PSE)| 
E11 1.114 1.0734 1.145 0.0406 0.031 
E12 1.3131 1.5 1.0299 0.1869 0.2832 
E13 1.2569 1.3059 1.0661 0.049 0.1908 
E14 1.0982 1.0724 1.2018 0.0258 0.1036 
E21 1.0982 1.8064 1.4507 0.7082 0.3525 
E22 1.4198 1.507 1.3635 0.0872 0.0563 
E23 1.5987 1.3909  1.5404 0.2078 0.0583 
E24 1.5478 1.4341 1.4494 0.1137 0.0984 
E31 1.1505 1.1799  1.161 0.0294 0.0105 
 
Table 5-3:   Higuchi FDs of sample image patches 
In Figure 5-12, the FD differences between normal image and the emphysema images 
are plotted against sub-images. The normal NT-CLE has higher FD differences than the 
NT-PSE in some sub-images while the NT-PSE also has higher FD differences in few sub 
images than NT-CLE.  
 
 
Figure 5-12: FD of CT emphysema images against the corresponding sub-image 
number. 
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This means there is a presence and detection of more emphysema patterns in the CLE 
than the PSE image slice since the FD differences in NT-CLE are generally higher in most 
sub-images than that of NT-PSE.    
 
 
Figure 5-13: Multifractal spectra of PSE sub-images. 
The higher FD values or multi-spectra with larger height and width in some sub-images 
are due to the complexities of the tissue in that region due to the presence of 
emphysema pattern. We also note that the spectra of all sub-images without 
emphysema are exactly the same such that any deviation of a spectrum away from the 
normal spectrum would indicate the presence of emphysema pattern in that region. 
Distinct deviations are observed between the spectra of the normal image and those 
images with emphysema patterns in terms of the minimum and maximum values of 
local and global information (α, f(α)) as shown in Figure 5-13. 
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(b)  Multi-fractal spectra of the emphysema regions. 
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Figure 5-14: FDs differences between the NT and the pathological images. 
In Figure 5-14, the spectra in the first row for the sub images are smaller than the 
spectra of the sub-images with the presence of emphysema. The Holder exponent alpha 
ranges from 1.5 to 2.1 (         ) in the regions without emphysema while the alpha 
ranges from 1.4 to 2.7 (         ) in the case of the regions with the detection of 
emphysema. It was observed that the values of the multi-spectra in the images with 
emphysema are generally larger than the values of the spectra with the images without 
emphysema; therefore, the Holder exponent alpha is an important parameter in the 
identification and detection of emphysema. This is in line with the results in Table 5-4 
that uses Higuchi dimension for the computation of fractal dimension.  
5.5 Classification Using Multifractal Descriptors 
The implemented method according to the algorithm described in the previous section 
was applied to the CT images at the emphysema database (Sorensen et al., 2010) for 
classification and retrieving purposes. The classifier used the features derived from the 
averaged multifractal spectra of four randomly selected images belonging to each class. 
30 images from each class are used as the training samples and the features of the 
calculated multifractal spectra of 18 images from each class as the test samples. 
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 The results of the multifractal descriptors obtained for the three classes of the 
emphysema images using four multifractal intensity measures are shown in Figure 5-
11. The three distance metrics used for the experiments include; the Manhattan, the Chi-
square and the Bhattacharyya distance (Choi & Lee, 2003).  
 
 
Figure 5-15: Multifractal descriptors for three classes of emphysema images 
using different intensity measures. 
As can be seen in Figure 5-11, the physical appearance of the multifractal spectra can be 
used to differentiate the classes of emphysema images. Each class has different 
multifractal spectra represented by different intensity measures. The descriptors show 
how the multifractal spectrum of each emphysema class changes with the intensity 
measures. The geometrical characteristic properties of the spectra derived from the 
feature descriptors could be used for the classification of emphysema images. The 
experimental analyses are tested by comparing the extracted parameters from the 
multifractal spectra of the trained images with the features derived from the tested 
images in order to model the differences between the classes of emphysema images. 
The multifractal characteristic parameters of the spectra used for this experiment are: 
the minimum α values of the spectra, αmin, maximum α values of the spectra, αmax, 
maximum of the multifractal spectrum f(α)max and the α which corresponds to f(α)max.  
The performance of the classifiers is evaluated in the form of confusion matrix. A 
confusion matrix can be represented as a matrix M∊ Rkxk, a square matrix whose 
diagonal elements represents the actual classification accuracy where k is the number of 
classes in the dataset. The classification error of the classifiers can be calculated as 
follows:  
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trace(confusionM atrix)
Error =1 
sum (confusionM atrix)
 
      (5.6) 
 
where trace (.) is the sum of all the elements in the diagonal, and sum (.) is the sum of all 
the entries in the confusion matrix. 
The k-NN is the first classification to be considered in this research work due to its 
simplicity and flexibility. The classification is done using the three distance metrics to 
measure the similarity between the images. The classification results in a form of 
confusion matrices using the selected measures are given in Table 5-5. The proposed 
approach performs well in terms of separating the normal lung CT tissues from other 
emphysema classes using the inverse-minimum intensity measure. However, the results 
generated for assessing the severity of emphysema in CT images using the multifractal 
approach are not good enough. Overall, the Bhattacharyya distance using all the 
intensity measures performs worse than other distance metrics while Manhattan 
distance gave the best overall classification results. Further improvement using the sum 
intensity measure and a cascaded set of classifiers is proposed later in Chapter 7. 
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Bhattacharya Chi-Square Manhattan LBP 
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 NT CL PS NT CL PS NT CL PS NT CLE PSE 
NT 18 0 0 18 0 0 18 0 0 16 0 2 
CL 10 8 0 9 9 0 7 11 0 1 17 0 
PS 3 8 7 3 5 10 3 5 10 1 1 16 
 
Table 5-4:   Comparison of classification results using different distance metrics 
and LBP. 
The multifractal based classification results obtained (Table 5-4) are compared with the 
published LBP results. The LBP result used for comparison (Table 5-5) is taken from the 
joint LBP and the intensity histogram approach reported by Nava (2013). LBP is a 
powerful texture descriptor and is commonly used in medical image classification. 
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However, multifractal descriptors have not so far been used for emphysema 
classification, even though multifractal features also provide efficient texture 
descriptors (alpha-histogram and multifractal spectra) that are similar to the LBP 
histogram.  The confusion matrices generated by the intensity measure clearly show 
that the LBP result slightly performs better than our results.  
5.6 Implementation Aspects 
There are several factors that must be taken into consideration in order to develop an 
efficient algorithm for the computation of a multifractal spectrum and to improve the 
classification accuracy. This section discusses some of those aspects as well as the 
selection of parameters used in the computation of the fractal dimension. 
5.6.1 Processing of Edge Pixels 
The processing of pixels very close to the edges (boundaries) of the emphysema CT 
image could pose problems as many of the windows used for computing the Holder 
exponent around the image edge may fall partially outside the image. This is a common 
problem in the area of image filtering where similar windows containing weights of 
convolution kernels are used. In image filtering, a set of standard solutions such as 
copying the boundary pixel values to cells outside the boundary (option 'replicate' in 
MATLAB), mirror reflecting the image across the border (option 'symmetric' in 
MATLAB), and assuming that the image is periodic along both x and y directions (option 
'circular' in MATLAB) are used.  However, these methods generate significant errors in 
the linear regression line and cause erroneous values of the Holder exponent. We 
therefore leave a margin of 5 pixels around each border of the image patches and 
process only those pixels where at least five surrounding windows are well within the 
image. 
Another edge condition that needs to be taken care of is the boundary between the lung 
and thorax regions.  Such boundaries may be present in an image patch.  Here, we 
identify the pixels belonging to thorax using their high intensity values (see, Figure 5-2) 
and exclude window regions that contain such pixels,  and process only those pixels 
with at least five surrounding windows that are well within the lung region. 
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5.6.2 Removal of Noise Regions from Spectrum 
The regions of the multifractal spectrum where the fractal dimension (y-value) has a 
magnitude less than 0.2 essentially correspond to noise. The corresponding α values at 
both sides of the spectrum (Figure 5-16) need not be considered in the classification 
process. The resulting range of α-values [αmim,αmax] is divided into pre-specified α sub-
intervals; selecting the appropriate number of α sub-interval may also determine the 
accuracy of the multifractal spectrum. Small size of α sub-interval will only allow a low 
frequency but produces a smooth spectrum with a small resolution, while too large a 
number of αsub-interval yields a spectrum with more details. Figure 5-16 illustrates the 
multifractal plots for the different numbers of α sub-interval. 
 
Figure 5-16: Illustrating multifractal spectra results for n = 100, n= 50 and n= 20. 
In Figure 5-16, the spectrum with n = 100 gives more details of information that could 
be very useful for the classification process than the two other spectra. Though the 
multifractal spectrum with n = 50 is very smooth while the resolution of the spectrum 
with n = 20 is too small and this can lead to loss of useful information.  
5.6.3 Selection of Box Size 
The slope of the linear regression using the box counting method is used for the 
computation of the multifractal spectrum. A selection of small box sizes may lead to 
increase in the number of non-empty boxes while increasing the box sizes may reduce 
the number of non-empty boxes. According to (Vehel & Mignot, 1994b), using smaller 
boxes enabling high resolution of the estimated   ( )  values but large box sizes  may 
significantly reduce the resolution of the calculated   ( ) values. As can be seen in 
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Figure 5-17, where the box size for the calculation of the Holder exponent α changed 
from m = 5 (11pixels) to m = 15 (31pixels). The multifractal spectra obtained differ in 
width and height.  
The result presented in Figure 5-17 shows that the total number of boxes m used for the 
computation of the Holder exponent α may influence the accuracy of the multifractal 
spectrum.  In this research work, 8 is used for the variable m and hence the size of the 
largest box is 17 pixels.  The multifractal spectra generated in Figure 5-18 are centered 
around the same α value close to 2 but with different physical shapes.  
 
 
 
Figure 5-17: Illustrating the multifractal spectra plots for different box sizes. 
Additionally, a certain threshold level can be set for α-values to adjust the limits of the 
alpha-histogram, such that any value below the threshold will be treated as noise and 
removed from the calculation. In this work, the threshold is set to 5, which is 
approximately 0.1% of the total number of pixels in a 61x61 size image.  
5.6.4 Gamma Correction 
The processing steps discussed in the previous section requires a mapping the range of 
α-values from the original range into a new range with a better contrast of α-images 
without affecting the multifractal spectrum. Alternatively, we could also map the 
intensity limits of the α-image automatically into a new range by using the contrast 
stretching.  This process will automatically adjust the limits by trimming the extremes 
at both ends of the intensity range into a specified range limits.  These limits can be 
specified as a fraction between 0 and 1 in the form of [low_in, high_in] vector. However, 
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the contrast adjustment may be non-linear, which may affect the accuracy of 
multifractal spectrum; we therefore introduced a gamma correction factor to map the α-
image’s intensity from low and high to values between bottom and top.  The mapping is 
totally depending on the value of gamma since gamma can take any value between 0 
and infinity. If gamma is 1, the mapping between the input and output images is linear, 
but if gamma is less than or greater than 1, the mapping is non-linear (Figure 5-18).  
 
Figure 5-18: Three gamma correction settings for intensity transformation. 
The alpha-histograms and the corresponding multifractal spectra of the normal 
emphysema image demonstrating the effect of gamma factor are presented in Figure 5-
19.  
 
 
Figure 5-19: Effect of image intensity adjustment using gamma correction factor 
on α-histogram and multifractal spectra, and the corresponding output images. 
(a) Transformed images (b) Comparison of α-histogram and multifractal 
spectrum. 
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When Gamma is 1, the mapping is linear and does not affect the alpha-histogram and 
the multifractal spectra, but when Gamma is less than 1, the alpha-histogram shifted 
towards higher values of α, which slightly brightens the corresponding image. In 
addition, when Gamma is greater than 1, the alpha-histogram shifted towards the 
leftward position, causing the greater number of pixels to have low α values and hence 
darkens the output image.  
5.7 Chapter Summary 
This chapter has presented the details of multifractal analysis of HRCT emphysema 
images that form the basis of the research work reported in the thesis.  
The multifractal spectrum of the emphysema images has been computed using four 
different intensity measures; the summation, Iso-surface, maximum and inverse 
minimum measures. The primary features extracted are the -histogram and the 
multifractal spectrum. In addition to these features, we also considered the generalized 
Renyi spectrum and the Higuchi dimension. A detailed analysis of these features using 
ANOVA for ensuring that the selected features exhibit sufficient inter-class variance 
required for classification was presented. We then presented a multifractal based 
emphysema classification algorithm using a k-NN classifier, and compared the results 
with those obtained using the local binary pattern (LBP). Finally, a few important 
implementation aspects such as the processing of edge pixels, removal of noise regions 
from the -histogram, selection of the box size for computing fractal dimension and 
gamma correction were discussed. 
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6 FEATURE SELECTION 
METHODS 
This chapter aims at improving the classification accuracy of the emphysema patterns in 
CT images by combining the features from the multifractal descriptors and the alpha-
histograms in the form of a hybrid set of features. Furthermore, the thesis also employs 
the feature selection (FS) technique for the extraction of the important features that 
would increase their discriminating capability, reduce the high dimensionality of 
datasets, and yield better classification accuracy.  Related works on FS and a literature 
review of the Naïve Bayes (NB) and the bagged decision tree (BT) classifiers were 
previously given in Chapter 4. Section 6.2 discusses the process of the FS techniques in 
finding the optimal features. Sections 6.3and 6.4 present different experimental 
approaches, results and comparative analyses.  Section 6.5 gives a summary of the work 
presented in this chapter and outlines some possible future extensions.  
6.1 Introduction 
Selecting the relevant subset features for developing a classification system is a 
challenging problem in the field of machine learning. In order to achieve the optimum 
performance from a particular classifier on a certain dataset, the chosen FS approach 
must establish the relationship between the classifier algorithm and the training set. In 
this section, a novel approach for improving the accuracy of emphysema image 
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classification is proposed. It uses the FS techniques to search for the relevant features 
that would have the greatest influence on the prediction accuracy.  
Different experimental approaches are investigated on the datasets derived from the 
multifractal descriptors using the NB and BT algorithms. The performances of the 
classifiers are compared based on the feature variables selected by the proposed 
approach and the effects of some important parameters on the overall classification 
accuracy are analysed.   
In machine learning, most classifier algorithms are presented with a set of training 
instances, where each instance, can be described as a feature vector or attribute values 
and a class label. The first task is the selection of the appropriate classification 
algorithm that could be useful in classifying the feature sets. The classifier maps the 
space of feature values to the set of class values to formulate a predictive model (Han, 
Park, & Lee, 2011; D. Wang, Nie, & Huang, 2015). The problem of the feature subset 
selection (FSS) in image classification is very challenging as there is need to select some 
important subset features upon which the algorithm can focus on. Selection of bad 
subsets features might eventually affect the performance accuracy of the classification 
system.   
The datasets used for the experiments are obtained from the multifractal and the alpha-
histograms descriptors using the summation intensity measures for the Holder 
exponent computation. The multifractal data sets are generated by dividing the range of 
Holder exponents [            of the emphysema image into 100 intervals and the 
corresponding fractal dimension * (  )           +of each alpha-image is calculated 
with the α values ranges [       ]. values for each emphysema class are used as the 
feature vectors for the multifractal datasets using the summation measure. Similarly, 
the corresponding pixels count with the alpha values within the range [         give the 
alpha-histogram (see Section 6.2.2 below).Removing the noisy outliers, only 50 feature 
values are used for the experiments. As previously mentioned in Section 5.3.2, 30 
images were randomly selected from each emphysema class for the training of the 
classification system while 18 images from each class were used for testing the accuracy 
of the system.  The data set generated from the images consists of 90 rows of 
observations and 50 columns of features, thus the dimensionality of the data is 90 x 50. 
The target variables/labels can have one of the three values 0:NT, 1:CLE, 2:PSE. 
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The presence of too many feature variables may sometimes reduce the accuracy of the 
classification system as some features may be redundant and non-informative. In 
addition, processing a high dimensional data requires large memory and may reduce 
the computational speed. In this section, we explore methods to select the most relevant 
features from the computed set of multifractal spectra and alpha histogram values. 
6.2 Histogram Features 
There are various types of features that can be extracted from the CT emphysema 
images for the multifractal analysis of emphysema patterns. In order to obtain feature 
descriptors with a very high discriminating power, this section considers the 
combinations of some of the important histogram features and the multifractal 
spectrum features for efficient classification of the emphysema patterns. The first 
histogram features are derived from the intensity histogram.  
6.2.1 Intensity Histogram of Emphysema Image 
An intensity histogram is a diagram in the form of a graph, plotting the number of pixels 
with a specific gray level versus the gray level value. The shape of the histogram broadly 
describes the intensity distributions in the image. In some cases, a histogram may be 
scaled for adjusting the intensity levels or the contrast (e.g. histogram equalization). An 
example illustrating the intensity histogram of an emphysema CT image is presented in 
Figure 6-1. 
 
 
Figure 6-1:   Example of intensity histogram of emphysema image. 
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The useful features that can be derived from the intensity histogram are the minimum 
and maximum values on the x-axis, and the maximum of the histogram on the y-axis.  
6.2.2 Alpha-histogram of Emphysema Image 
The detailed discussion of the alpha-histogram was given in chapter 4. An α image is a 
matrix of the same dimension M x N as the original image but filled with α-values, with 
one-one correspondence to image pixels. An alpha-histogram of an image is therefore 
constructed using the α(m, n) values (m=1..M, n=1..N) of the image. As an example, an 
alpha-histogram of an emphysema image class is presented in Figure 6-2. Alpha-
histogram can also be used as a global descriptor of intensity variations, just like the 
intensity histogram. 
 
 
Figure 6-2:   Illustrating an example of alpha-histogram of emphysema image. 
The features derived from the alpha-histogram would also provide some local 
characteristics of the images. However, multifractal spectrum provides several shapes 
that could give more useful information to describe the texture characteristic properties 
of the images than the alpha-histogram.  
Multifractal spectrum contains additional global information derived from the local 
intensity distributions of the image at various scales to provide a global descriptor of 
the images. It generally has a higher discriminating power compared to intensity and 
the alpha-histograms. Furthermore, it can also be observed from the analyses that the 
combination of the features extracted from the histograms and the multifractal 
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spectrum could generate a descriptor with a better discriminating power. The 
multifractal spectrum of the same emphysema image used in Figure 6-2 is presented in 
Figure 6-3. 
 
Figure 6-3:   Multifractal spectrum of an emphysema image sample. 
There is the possibility of improving the classification accuracy of the emphysema 
images by cascading the results obtained from the alpha-histogram with the multifractal 
spectrum since the new descriptor will definitely provide solutions to some of the 
limitations of the alpha-histograms and the multifractal spectrum. The newly 
constructed features would possess the characteristic features of the multifractal 
spectra and that of the histograms, which makes it more superior and discriminating for 
efficient and accurate classification. There are some features that are very useful in a 
multifractal spectrum but are lacking in the histograms and vice versa. 
6.3 Feature Selection Methods 
In order to improve the classification accuracy of the CT image, the Naïve Bayes and 
Bagged decision trees are considered at this stage since they are both known to perform 
well especially with high dimensional data sets like the multifractal and alpha-
histogram. 
The system overview for the classification approach involving several stages is 
presented in Figure 6-4. The features extracted from the descriptors are used as the 
input features for the FS algorithm. The details of the FS algorithm are discussed in 
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section 6-4. The two popular classifiers used in this study are trained on the outputs 
obtained from the FS as presented in Figure 6-4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6-4:   System overview of classification approach in emphysema images. 
Feature selection is an important part of pre-processing data as irrelevant or redundant 
features in a data set can make the training phase more difficult and time consuming. 
This is done by reducing the dimensions of data and thereby making the classifier 
algorithms to operate faster (Randen & Husoy, 1999). Feature Subset Selection (FSS) is 
a mapping from am-dimensional feature space (input space) to n-dimensional feature 
space (output), which can be represented as follows: 
 
                ,                                                (6-1)  
 
where m≥ n, RrXm is the matrix of the original data set with r instances or observations, 
RrXn is the reduced feature set containing r observations in the subset selection. It is also 
a technique of selecting only the predictor variables, that provide the best predictive 
power by simplifying and improving the model interpretation. 
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The principal component analysis (PCA) is one of the methods that can be used for 
selecting features and reducing dimensionality (Domingos, 1997; Papadopoulos, 2005; 
D. Wang, 2015). In PCA, the data set is represented by a small number of uncorrelated 
features while retaining most of its information content. This can be done by removing 
correlated components that contribute only a small amount to the total variance in the 
data set. The methods of selecting relevant features using certain discriminating criteria 
could sometimes be achieved by the correlation coefficients like statistical tests such as 
t-test, F-test etc. (Kohavi & John, 2011). In (Ladha, 2011), the author proposed a 
minimum redundancy-maximum relevance criteria for FS and the results significantly 
improved the predictive power and generalization properties of the feature sets.  
Sequential forward selection (SFS) is used in this study to search for the relevant 
features that could yield optimum classification accuracy and increase the 
computational efficiency. SFS is one of the methods of selecting a subset of features in a 
data set by sequentially selecting the features until there is no further improvement in 
prediction accuracy. The important stages of the SFS algorithm are shown in Figure 6-5.  
Most selection search approaches iteratively evaluate a subset of features, then modifies 
the subset and evaluates if the new subset is an improvement over the previous. 
Evaluation of the subsets requires a scoring metric that grades a subset of features. In 
this study, a function handle is used to define a criterion to determine the relevant 
features to be selected. Dimensionality reduction is achieved by calculating an optimal 
subset of predictive features of the original data. The algorithm automatically stops 
when further selection of feature subset has no effect on the classification errors. 
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Figure 6-5:   Sequential forward selection method. 
6.4 Results and Discussion 
In this section, we outline experimental results obtained using images from the 
emphysema database (Ruiz & Nasuto, 2005), based on the implementation of the 
methods discussed in the previous sections. The feature vectors extracted from the 
multifractal spectra and the alpha-histograms are used for classification and retrieving 
purposes. The histogram descriptors used for the classification experiment are 
constructed by dividing the range of α-values generated from the Holder exponent into 
100 intervals as described in section 6.1. The alpha-histogram is calculated for each 
alpha bin as the number of pixel counts with the α values within the α-range [        ]. 
The average of the alpha-histogram for four randomly selected images is calculated and 
the feature vectors obtained from the descriptors are trained with the classifier 
algorithms. In the classification process of the NB classifier, we applied the holdout 
partition method to divide the observations into training sets and test sets.  
There is a scalar specifying the proportion of the number of observations to be 
randomly selected for validation. In order to achieve promising results since the 
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accuracy of the classifiers depends on the training data, we consider 70 percent of the 
feature vectors for the training and 30 percent for cross-validation. The performance of 
the classifiers is evaluated in the form of confusion matrix. A confusion matrix can be 
represented as a matrix M ∊ RkXk, a square matrix whose diagonal elements represents 
the actual classification accuracy where k is the number of classes in the data set. The 
classification error of the classifiers can be calculated as follows:  
 
 Error = 1 –  
     (               )
   (               )
,                                               (6-2) 
 
where trace (.) is the sum of all the elements in the diagonal, and sum (.) is the sum of all 
the entries in the confusion matrix. The feature vectors from the data sets are also 
trained with the BT classifier and the performances of the classification algorithms are 
examined with different experimental settings. We consider a dimensionality reduction 
step due to the presence of large irrelevant features in the data sets. The classification 
results obtained before and after the feature reduction for the NB classifier are 
presented in Table 6-1 in the form of confusion matrices. 
The feature techniques reduced the feature variables in each data set to a set of feature 
variables with the highest discriminating power, such that the classifiers are trained 
with the newly selected features by the SFS method. The performance of the 
classification system is measured by the classification accuracy generated by the 
confusion matrices.  
The results obtained by the SFS achieve better dimensionality reductions and increase 
in learning accuracy by simplifying the model complexity. In Table 6-1, the classification 
accuracy of the multifractal datasets using the NB algorithm, increases from 74.3% 
before the FS to 77.6% after the FS and in alpha-histogram datasets, the accuracy 
increases from 74.6% before the FS to 80.3% after the FS. The reasons why the alpha 
histogram features give better results in this case could be associated with the 
eliminations of redundant features by the SFS in the alpha histogram data sets. The SFS 
algorithm performed better in the alpha histogram data set than that of multifractal 
data set. However, in most cases the multifractal features are more flexible than the 
alpha histogram features in terms of extracting the useful features that can be used to 
identify different locations within digital images. 
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The summary of the classification results produced by the BT algorithm before and after 
the FS is shown in Table 6-2. The performance of the BT algorithm after the FS in the 
multifractal data set is slightly better than the results obtained in the alpha-histograms 
dataset.  
 
Table 6-1:  Naïve Bayes (NB) classification results with and without feature 
reductions. 
Furthermore, the BT classifier outperformed the NB in multifractal datasets before and 
after the FS techniques, but the overall classification remains the same after the FS in 
the alpha-histogram data set. However, the performance of the classifier is slightly 
higher than the NB before the FS in the alpha-histogram datasets. 
 
 Predicted 
A
ct
u
a
l 
                  Multifractal datasets Alpha-histograms datasets 
BT without SFS BT with SFS BT without SFS BT with SFS 
 NT CLE PSE NT CLE PSE NT CLE PSE NT CLE PSE 
NT 14 2 2 16 0 2 15 3 0 16 2 0 
CLE 2 13 3 4 12 2 0 14 4 0 14 4 
PSE 0 3 15 2 0 16 0 4 14 3 2 13 
 
Table 6-2:   Bagged decision tree classification results with and without feature 
reductions. 
 Predicted 
   
   
   
   
   
   
   
A
ct
u
a
l 
                   Multifractal features Alpha-histogram features 
NB without SFS NB with SFS NB without SFS NB with SFS 
 NT CLE PSE NT CLE PSE NT CLE PSE NT CLE PSE 
NT 13 3 2 13 3 2 16 0 2 16 2 0 
CLE 4 14 0 3 13 2 5 10 3 2 13 3 
PSE 2 4 12 2 2 14 3 2 13 5 0 13 
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The reason for the improvement in the performance of the algorithms after the FS in the 
data sets is the reduction in the complexity of the models, as complex models sometimes 
overfit the data and generate additional errors. Simplifying the complex models that 
would include the feature variables that are uncorrelated with one another would 
always reduce the computational complexity, which might increase the accuracy. The 
difference in classification accuracy between the NB classifier and the BT over the 
multifractal datasets is 5.7% after the FS, while in alpha-histogram datasets, the overall 
classification remains the same after the FS but slightly higher before the FS (Tables 6-1 
and 6-2). 
The second approach is the concatenation of the relevant features obtained from the 
multifractal datasets and the alpha-histograms descriptors to generate new feature 
vectors. This is very easy since they both have the same number of rows and columns in 
dimension. Only the features selected by the FS technique are used and the 
experimental results are presented in Table 6-3.The improvement between Table 6-2 
and Table 6-3 is that the overall classification accuracy increased from 80.3% in Table 
6-2 over the alpha-histograms datasets to 88.7% in Table 6-3 over the combined 
features with the BT classifier. However, the performance of the BT classifier in Table 6-
2 over the multifractal datasets is slightly better than the NB classifier in Table 6-3 over 
the combined features with the difference in classification accuracy of 0.3% after FS. 
 
                                                              Predicted 
  
  
  
  
  
  
  
  
  
 A
ct
u
a
l 
Naïve Bayes Algorithm Bagged Decision Tree Algorithm 
CF without SFS CF with SFS CF without SFS CF with SFS 
 NT CLE PSE NT CLE PSE NT CLE PSE NT CLE PSE 
NT 15 3 0 16 2 0 16 0 2 14 2 2 
CLE 3 12 3 0 15 3 0 16 2 2 16 0 
PSE 3 2 13 3 2 13 2 3 13 0 2 16 
 
Table 6-3:  Classification results with and without feature selections for combined 
features. 
The results in Table 6-3 reveal that this approach outperformed the results obtained in 
Tables 6-1 and 6-2. Significant improvements over the combined features set for the 
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two classifier algorithms are achieved after the FS. Compared with the results in Tables 
6-1 and 6-2, the difference in classification accuracy between the combined feature sets 
and the alpha-histograms datasets (Table 6-1) for the NB classifier is about 3%, while 
the accuracy over the multifractal datasets for the BT also increased by 5.3% after the 
FS. Also in Table 6-3, the classification results of the combined features using the NB 
algorithm completely classified the normal emphysema images from the other 
pathological cases (CLE and PSE).  
The reasons for this improvement is due to the combination of the important feature 
variables with high discriminative power from both datasets since the irrelevant 
features have been filtered out by the FS methods. However, this approach consumes 
more processing time as the size of the dataset increases and thus reduces the 
computational speed. Furthermore, the pairwise t-test of the classification results 
before and after the feature selection were carried out in order to determine whether 
the differences in accuracy are statistically significant or not. The t-test results of the 
classification results of the combined features in Table 6-3 are shown in equation (6-3); 
h   indicates a failure to reject the null hypothesis. 
 
h = 0, p-value = 0.7165, ci = -27.0733   20.4067     (6-3) 
 
This means the improvement achieved in the classification results is not statistically 
significant even at the 5% significance level. The same procedures were repeated for the 
previous results in Tables 6-1 and 6-2 before and after the feature selection in the 
multifractal and alpha-histogram data sets; the statistical results showed that the 
increase in the classification accuracy is not statistically significant since it failed to 
reject the null hypothesis at the 5% significance level. Another evidence to prove the 
statistical results is that the probability of observing a value of the test statistic, as 
indicated by the p values, is far greater than the α (significance level). Additionally, the 
95% confidence interval on the mean of the difference does contain zero in all the 
results as can be seen in equation (6-3). These are enough reasons to conclude that 
none of the classification results presented in this section is statistically significant at 
the α  0.05 significance level. 
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An important parameter that can be used to evaluate the performance of the BT 
algorithm is the number of grown trees used in constructing the classification model. 
For the multifractal datasets, it can be observed in Figure 6-6 that, the BT performed 
well when the number of grown trees ranges from 37 to 49.In addition, the 
classification errors are at the minimum level and constantly stable (Figure 6-6). The 
performances of the algorithm are not stable when the grown trees are less than 37 and 
hence generating more classification errors. However, for the alpha-histogram dataset 
(Figure 6-6b), the errors seem to be constant when the number of grown trees ranges 
from 20 to 40, and the performance of the algorithm is consistent. In order to fully 
optimize the performance of the classifier, the number of grown trees used for both 
datasets is therefore 40.  
 
 
Figure 6-6:  Illustrating the variations between the classification error and the 
grown trees for bagged decision. (a) Multifractal datasets (b) Alpha-histogram 
datasets. 
Ensemble of decision trees, particularly the BT is a way of estimating the predictor 
importance. Measure of importance for each predictor variable can be achieved by 
evaluating the effect on the classification margin if the values of the variable are 
permuted across the out-of-bag observations. In other words, permuting a particular 
feature variable may either increase or decrease the classification accuracy. Figure 6-7 
presents the results of the feature importance variables for the BT in each dataset. 
In the experiments, a threshold was set to filter out those features whose ranking values 
are less than the required value; the features with the ranking values above this 
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threshold value are used for the classification process (Figure 6-7).  In this case, the 
threshold is set to 0.42; the same principle used in section 5.5.2 is applied to set the 
threshold value and remove the unwanted features that could reduce the classification 
accuracy. The experimental results after removing the features below the threshold 
level as in Figure 6-7 reflect that the chosen features have greater predictive power than 
all features as the classification accuracy further increased. 
 
 
Figure 6-7:   Showing the ranking values of each feature variable in the datasets.  
This improvement in the classification accuracy indicates that many features in the 
datasets are highly correlated and many are not strongly relevant. The FS ignored this 
set of data and only trained with the important features that would have significant 
impact on the overall accuracy. The performances of different threshold levels are 
tested on the overall classification accuracies. It was verified experimentally that the 
larger the threshold value the more important the selected predictor variables. For 
instance, the threshold value of 0.42 over the combined feature sets gives the highest 
classification accuracy while the threshold value below this level reduces the 
classification accuracy. The reason is because, the smaller threshold values would allow 
more predictor variables that are not strongly relevant to be added to the selected 
variables trained with the classifier algorithms. This will eventually translate to a more 
complex model that could generate more classification errors and thus reduces the 
classification accuracy. However, further increase in the threshold values beyond 0.42 
does not have any significant improvement in the accuracy. The plot of the test accuracy 
Multifractal Features Alpha-histogram 
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demonstrating the effect of the threshold level on the overall classification accuracy is 
presented in Figure 6-8. 
 
 
Figure 6-8:  A graph of classification accuracy versus threshold level. Changes in 
the threshold level increase the accuracy until the peak value. 
6.5 Conclusions 
This chapter has presented a novel approach for improving the classification accuracy 
of emphysema images by employing the FS techniques. The FS approach has been 
implemented to remove irrelevant features. The two machine learning algorithms 
considered in this study; the NB and the BT performed well on the datasets used. The 
results achieved by the classifiers are compared, the performance of the BT is slightly 
better than the NB algorithms. 
The experimental results also confirmed that multifractal descriptors could be used for 
the analysis and classification of emphysema in CT images. The information from the 
alpha-histogram descriptors is also very useful as the combination of the relevant 
features in the form of hybrid of both descriptors improved the classification accuracy. 
During the implementation of the BT, we presented some of the important parameters 
that could be used to evaluate the performance of the classification system.  
The experimental results proved that the number of growing trees and the threshold 
values could affect the classification accuracy. Overall, the performance of the classifiers 
0.1 0.2 0.3 0.4 0.5
66
68
70
72
74
76
78
80
82
Accuracy versus Threshold
Threshold level
C
la
s
si
fi
c
a
ti
o
n
 A
c
c
u
ra
cy
 
    97 
after FS has been consistently higher than the results without FS. Further research work 
might be to cascade the two classifier algorithms together over the combined feature 
sets or other medical data sets. We would be looking at this cascading technique in 
details in chapter seven of this thesis. Other classification approaches such as the local 
binary patterns (LBP) would also be implemented for further analysis of the 
emphysema images, and the results will be evaluated against the multifractal methods. 
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7 CASCADED CLASSIFIERS 
7.1 Introduction 
This chapter proposes to improve the classification results previously presented in 
Chapter 5; by investigating further the features formed using a combination of the 
alpha-histograms and the multifractal descriptors in the classification of emphysema in 
CT images.  It has been noted that the combined features obtained after the combination 
of the alpha-histograms and the multifractal descriptors in Chapter 5 separated the 
normal CT from the pathological cases, we therefore propose to apply the alpha-
histogram for the classification of the CLE and PSE images, and cascaded the results 
with the results obtained from the multifractal descriptors.  
The second approach uses the area under the ROC curves to identify the best features 
that could yield maximum classification accuracy and high computational efficiency. 
This is achieved in such a way that the performances of the classifiers are measured by 
using the classification accuracy (error matrix) and the area under the ROC curve (AUC).  
The work outlined in this section also aims at cover some of the important research 
goals. The AUC could be used to extract the important features that would increase the 
classification accuracy. Outline of several stages of algorithms for the development of 
alpha-histograms and multifractal spectrum, and how the combinations of the 
descriptors influence the overall accuracy of the images.   
 It has been observed in the literature (Chapter 4) that the accuracy and the AUC values 
of the best classifier could be further increased by cascading the classifiers for the 
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classification of malignant and benign lesions. Therefore, the main goal in this chapter is 
to cascade the classification methods using the alpha-histograms and the multifractal 
descriptors in order to obtain higher classification accuracy. 
7.2 Cascaded Method for Emphysema Classification 
The feature vectors extracted from the calculated multifractal spectra and the alpha-
histograms are used for classification and retrieving purposes. The results of the 
multifractal descriptors obtained for the three classes of the emphysema images using 
four multifractal intensity measures were presented in chapter 5. 
The histogram descriptors used for the classification experiments are constructed by 
dividing the range of α-values generated from the Holder exponent into 100 intervals. 
The alpha-histogram is calculated for each alpha bin as the number of pixel counts with 
the α-values within the α-range [       ]. The average of the alpha-histogram for four 
randomly selected images is calculated and the feature vectors obtained from the 
descriptors are trained with the classifier algorithm. The alpha-histograms for each 
emphysema class using the summation intensity measure for the computation of the 
Holder exponent are given in Figure 7-1. 
 
Figure 7-1: Alpha-histograms of each class of emphysema image using the 
summation measure 
The summary of the cascaded procedures are presented in Figure 7-2, where the 
multifractal descriptors are used for the first classification and the alpha-histogram for 
the second classification stage. Both stages are combined together to produce the 
classification results as given in Figure 7-2. 
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Figure 7-2:  Outline of the cascaded algorithm used for classification. 
7.3 Experimental Results and Discussion 
In this section, we outline experimental results obtained using images from the 
emphysema database, Sorensen (2010) based on the implementation of the methods 
discussed in the previous section. The first stage of the classification uses the inverse 
minimum intensity measure for emphysema classification with Manhattan distance 
metric as previously discussed in Section 5.5. The inv-minimum measure was chosen 
since it was found to be very effective in tissue image classification (Mukundan & 
Hemsley, 2010).  The summary of the classification results is shown in Table 7-1. 
 
                                                          Predicted 
Actual 
 NT           CLE           PSE 
        NT 18 0 0 
       CLE 7 11 0 
        PSE 3 5 10 
 
Table 7-1: Classification results using the inv-min measure. 
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As outlined in Section 5.5, the results show significant classification errors for the 
emphysema classes. The normal tissues were accurately classified, but some of the 
patches belonging to the CLE and PSE classes were also misclassified as normal tissues. 
In the second stage of the classification, the normal emphysema class is removed, and 
the alpha-histogram descriptor is applied for further classification on the linear data 
sets with two pathological classes (CLE and PSE) as shown in Fig. 7.2. The classification 
results obtained using the BT classifier over the alpha-histograms datasets are 
presented in Table 7-2. 
                                                          Predicted 
Actual 
                       Alpha-histograms descriptors 
                CLE                PSE 
            CLE                  10                   1 
            PSE                  1                   14 
 
Table 7-2:   Classification results for the two pathological classes. 
The results presented in Table 7-2 show good performance but with few errors. The 
next stage of the experiment would be to cascade this current result with the previous 
results obtained from the multifractal descriptors (Table 7-3).  
 
                                                               Predicted 
                                     Final Classification outputs 
Actual 
             NT             CLE PSE 
                NT 18 0 0 
               CLE 7 10 1 
              PSE 3 1 14 
 
Table 7-3:   Classification results after combining the results from the two stages. 
We did a detailed analysis of the results from the first stage to identify the source of the 
classification error. It was found that the features with inv-minimum distance measure 
did not have sufficient inter-class variance, particularly between the NT and CLE classes. 
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This can also be seen clearly in Fig. 5.15.  Using the sum measure, the results showed 
significant improvement as given in Table 7-4. 
 
                                        First Stage              Combined 
                 Predicted                Predicted 
Actual 
 NT CLE PSE      NT    CLE   PSE 
NT 18   0 0 18 0 0 
CLE 1 16   1 1 16 1 
PSE 0 2 16 0 1 17 
 
Table 7-4:  Improvement in classification results for the cascaded 
classifiers using the sum measure.  
The final classification outputs are presented in Table 7-4 with an overall classification 
accuracy of 92.59%. The proposed approach where two classifiers are cascaded 
together gives a slightly better accuracy than a single classifier.  The accuracy of the first 
stage is 90.7%, and with the addition of the second stage, a slight improvement in 
accuracy to 92.59% was observed. 
 
The performances of the descriptors obtained from the alpha-histograms and the 
multifractal are also evaluated using the weighted area under the ROC curves. The area 
under the ROC curve is calculated for all possible combinations of the emphysema class 
labels over the data sets derived from the hybrid combination of the alpha-histogram 
and the multifractal descriptors by using the Wilcoxon rank sum test. Figure 7-3 
presented the ROC curves for the selected features of the data sets and the 
corresponding class comparison of the AUC are given in Table 7-5. 
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Figure 7-3: ROC curves of the combined features from the alpha-histograms and 
the Multifractal datasets using the best features. 
The average of the AUC for the possible class pair is calculated for each column and the 
column with the maximum AUC’s value is chosen as the best feature (Table 7-4).The 
Table 7-5 is generated from the pairwise class comparison results presented in Table 7-
4 by adding the AUCs of the NT versus CLE and the NT versus PSE classes to produce NT 
versus other cases as indicated in Table 7-5. The closer the AUC’s values to 1, the better 
the performance of the data sets. It can be noted from the outcomes in Table 7-5 that 
the performances of the NT class versus other classes (CLE &PSE) are better than the 
CLE class versus PSE class using the selected best features. This is also demonstrated in 
Figure 7-3; the ROC curves of the NT class versus the CLE class are more separated than 
the ROC curve for the CLE class versus PSE class. The mean AUC of 0.8251, obtained by 
averaging all of the pairwise values in Table 7-5 is used for the selection of the best 
features. 
 
      Class 
comparison NT vs. CLE NT vs. PSE CLE vs. PSE Mean AUC 
Best Features 0.9204 0.7915 0.7633 0.8251 
 
Table 7-5:   Pairwise AUCs for emphysema classes. 
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The result in Table 7-5 is then compared with another paper by Sorensen and Nielson 
(Sorensen, Nielsen, & Lo, 2012).  In Ref. (Vidakovic, 2013), the ROI classification for 
discriminating the emphysema with and without COPD is calculated using the k nearest 
neighbour approach and the AUC of 0.713 is achieved. In comparison with our results, 
the AUC value of 0.8559 obtained is by far better than the 0.713 achieved by Sorensen 
(Sorensen et al., 2012).   
 
Class comparison NT vs. Others (ours) CLE vs. PSE  NT vs. Others (KNN) 
AUCs 0.8559 0.7633 0.713 
 
Table 7-6:   AUCs for Normal class vs. other cases and CLE vs. PSE. 
7.4 Conclusion 
This chapter has presented a cascaded approach using the combined features of the 
multifractal and alpha-histograms descriptors for the classification of emphysema in CT 
pulmonary images. The multifractal based descriptors demonstrate good performance 
in discriminating the normal emphysema class from other pathological cases with the 
sum intensity measure. The introduction of the alpha-histogram further improves the 
classification results. The performances of the descriptors are measured by the overall 
classification accuracy and the area under the ROC curves. Our results compared 
favourably well with the state-of-the-art methods used for emphysema detection, with 
an AUC of 0.8559 compared to 0.713. The proposed ideas significantly increase the 
classification accuracy, and confirm the effectiveness and robustness of the multifractal 
techniques in the classification of emphysema images. 
The problem with the combined features is that the model complexity increases, which 
might slow the computational time and also increase the memory usage. So far, this 
thesis has been discussing the multifractal analysis of images using the Holder exponent 
for the computation of the intensity measures. Further effort would be to combine the 
LBP-based features with the multifractal techniques in the next chapter since the local 
features from the CT image has been very useful, and the results of the combined 
descriptors would be examined on the classification of emphysema in CT images. The 
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performances of the descriptors may be evaluated against other classification 
approaches. 
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8 ANALYSIS OF SCALE 
VARIATIONS 
8.1 Introduction 
Several methods for texture image classification and retrieval using either local or 
global image features have been reported in literature. Each type of features has its 
own merits and limitations. For example, the features of the local binary pattern 
(LBP) usually lack global spatial information while global descriptors would 
provide very little local information. This chapter proposes two different 
descriptors to circumvent these shortcomings by providing more information to 
describe different textural structures of the emphysema CT images. The proposed 
LBP+Multifractal Image (LMI) features and the rotational invariant 
LBP+Multifractal Image (RLMI) features can provide more accurate classification 
results by using a hybrid concatenation of the local and global features.  
The experimental approaches are validated for different scales of emphysema 
images during the classification process in order to determine the appropriate 
image size that could yield the maximum classification accuracy. The goals of the 
thesis in this section are to develop methods that could efficiently improve the 
accuracy of the classifiers and also to analyse the effects of the combined features 
of the emphysema patterns and their variations with scale changes. 
It has been discovered in the previous chapters of this thesis that the local features 
extracted from the HRCT images could provide good classification results. This 
chapter therefore proposes to use the information from the local and global 
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features to classify different textural structures of the images. First and foremost, 
ordinary LBP would be calculated by comparing the centre pixels of each image 
with its neighbouring pixels to generate the LBP codes (Timo Ojala, 2000)(Zhao & 
Matti, 2007b). General comparative analyses could also be accomplished using 
some performance measures like the classification accuracy, time complexity, 
processor memory usage and so on between the multifractal features (α-image and 
 ( ) image) and the LBP.  
We also propose to combine the LBP histogram features derived from the efficient 
LBP features with the features generated from the multifractal approach to 
generate a new descriptor that could be used for the classification process. The 
performances of the new descriptors obtained after the normalization and FS 
would be compared with the results obtained in the published paper by (Sørensen, 
2010), which uses the joint LBP for the classification of emphysema images. The 
experimental analysis would also be investigated using different image sizes in 
order to see the effects on the performances and how it relates to the associated 
parameters. The second approach would combine the feature vectors derived from 
both rotation invariant local binary pattern (RILBP) histogram and the f() image 
features to construct another descriptor for the classification and analysis of 
emphysema images. The reason for concatenating the LBP-based features with the 
multifractal features is that, this idea would provide a generalization of the local 
intensity distributions and eventually give the global characterizations of the 
images. This proposed idea tends to compensate the global features or 
characteristics that the LBP is lacking since the multifractal feature is known as a 
global descriptor of digital images as discussed in these articles (Hemsley & 
Mukundan, 2009; Ibrahim & Mukundan, 2014, 2015). The combined features 
approach would hopefully provide a powerful tool that could be used for efficient 
texture classification. The FS could be used to select the highly discriminating 
features that could yield better results and reduce the space and time complexities.   
8.2 Local Binary Patterns  
The primary motivation for considering the Local Binary Pattern (LBP) here is that 
it is widely used as a texture descriptor (Timo Ojala, 2000)that has many 
similarities in their computation with alpha-histograms and multifractal 
descriptors. LBP labels the pixels of an image by thresholding the neighbourhood 
Multifractal Techniques for Analysis and Classification of Emphysema Images 
110 
of each pixel and assigning each neighbouring pixel a bit value, thus forming a 
binary value. This is similar to the computation of the alpha values using an 
intensity measure in the neighbourhood of a pixel.  Similar to the alpha-histogram, 
the LBP approach also generates a histogram of binary values at each pixel, which 
is then used as features for classifying images. 
The LBP gray scale variance of the neighbourhood, is specified using P sampling 
points on a circle of radius R as in (8.1). 
 
      ∑  (     ) 
    
         (8.1) 
 
 ( ) = {
            
              
       (8.2) 
where    is the gray value at the central pixel,    is the value of its neighbours, P is 
the total number of involved neighbours, and R is the radius of the neighbourhood. 
LBP is uniform if the binary pattern contains at most two bitwise transitions from 
0 to 1 or vice versa when the bit pattern is traversed circularly. A uniform pattern 
can be applied to reduce the length of the feature vector and implement a simple 
rotation-invariant descriptor. The example showing in Figure 8-1 illustrates the 
normal calculation of the LBP from the intensity values of the emphysema image 
pixels where the threshold value is 38 and after comparison with the 
neighbourhood values, the corresponding LBP binary codes are generated.  
 
24 30 30 
45 38 29 
136 51 22 
 
Figure 8-1: Illustrating the example of LBP code of an emphysema image. 
Similarly, in Figure 8.2, we have shown how the structural patterns of the image 
change with the efficient LBP codes and the RILBP after applying the radial filter. 
 It is noted from the structure of the images that efficient LBP is darker than the 
corresponding rotation invariant; this is expected because the magnitude of the 
intensity values of the image pixels in the efficient LBP is higher than the 
0 0 0 
1  0 
1 1 0 
Threshold 38 
Binar𝑦            
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equivalent pixel values in the RILBP. Though, they both receive the same binary 
codes when converted using the LBP approach; that is, LBP: 11111111 and RILBP: 
11111111. The magnitude of the centre pixels (Threshold) within the normal 
image is 38, which is higher than the corresponding pixels in efficient LBP and 
RILBP since the 2D radial filter has removed some unwanted information that may 
be present within the image. These changes in the center pixels also demonstrate 
that the LBP is sensitive to noise and it also illustrates how important the center 
pixel is in texture characterization. The centre pixels also describe the gray level of 
the local patch and contain additional discriminant information that might be very 
useful during the classification process. The corresponding histograms for the 
regular LBP and the RILBP are shown with the images as presented in Figure 8-2. 
There is an option to extract two different features from the RILBP, that is, the 
rotation invariance sparse histogram and the rotation invariance tight-histograms 
as presented in Figure 8-2. 
 
 
 
Figure 8-2: Illustrating different structural patterns of LBP and their 
corresponding codes. 
61 49 26 
56 24 28 
40 60 63 
 
31 7 13 
7 3 7 
5 15 63 
 
LBP Code:11111111    LBP Code:11111111 
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8.3 Proposed Methods 
The system overview of the construction of feature vectors that uses the LBP-
based approach combined with the multifractal methods to generate a new 
descriptor combining LBP and multifractal image (LMI) is given in Figure 8-3. The 
input image from the emphysema database is filtered by using the radial filter 
function generated from the MATLAB. A round or radial filter is a 2D matrix 
generated using a specifying number of neighbours, which represents a different 
number of enabled filter elements and the radius of the filter. A circular filter is 
generated by subtracting the grey values of the centre pixel from the neighbouring 
pixels at different rotation angles as provided by (T Ojala, 2002).  
 
 
 
Figure 8-3: System overview of the emphysema classification using the LMI 
and RLMI descriptors. 
The LBP is obtained by the general approach of comparing the centre pixel to the 
neighbouring ones. In this implementation, a general radial filter is introduced to 
get rid of the unwanted features such that only the useful information could be 
used for the computation of LBP. The rotation invariant descriptor is obtained 
using a search for the appropriate angle at which the LBP value of a given pixel is 
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minimal; the angle of rotation and the numbers of neighbours are other useful 
parameters that may influence the performances of the RILBP features. The RILBP 
histogram would always use less bins than the regular LBP since it induces an 
effective means of calculating the number of bins. In RILBP, the angle of rotation 
can be improved by the number of neighbouring points or the radius of the pixels. 
The RILBP would only concentrate on the relevant values by assigning a weight 
vector to the neighbouring pixels surrounding the unique pixels at the centre. 
Various invariants could also be obtained by shifting or rotating in such a way that 
the minimum possible values for a unique RILBP could be accomplished.  
A tight histogram of the LBP is generated by changing the input matrix or image 
contrast, such that the bins are uniformly arranged or distributed and no empty 
bins exists within the histogram. This is accomplished by using a flag to determine 
if the histogram is tight (no empty bins) or if the minimum and maximum values of 
the input image are uniformly distributed. 
8.4 Experimental Analysis 
In this study, different experimental approaches are conducted on the features 
extracted from the emphysema patches using the LBP and f( ) image feature 
vectors computed. The details of the computation of the multifractal parameters 
like the alpha images, f( ) images have been described earlier in Section 6.2. The 
original size of the patches of the emphysema database is 61*61 pixels, but all the 
patches were rescaled into different window sizes in order to investigate the scale 
variation of the classification accuracies. 
The classification system is tested with the patches of different sizes: 64*64, 
128*128, 256*256, 320*320, 384*384 and 512*512 pixels. The features extracted 
from the LBP are the values obtained from the LBP histogram calculated after 
filtering with the radial filter and adjusted the bin size of the histogram into an 
appropriate size. The multifractal features are derived from the computation of 
fractal dimension of the corresponding pixels in the emphysema image patches. In 
this research, we considered three different types of emphysema patches, the 
Normal tissue (NT) emphysema, CLE and Paraseptal emphysema (PSE) using 
different window sizes of the corresponding patches. 50 images were selected 
from each emphysema class and the intensity values of the calculated LBP 
histogram and the  ( ) image features for each patch are arranged in rows 
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towards the corresponding class labels to generate the data set, this is repeated for 
the 50 images in each group making up a total of 150 rows. Each row corresponds 
to an LBP;  ( )image that has 64x64 pixels. Thus a total of 150 images would 
generate a high dimensional data set. After the pixel arrangements, in both LBP 
and  ( )  image, we obtained a total of 9600*64, 19200*128, 38400*256, 
48000*320, 57600*384 and 76800*512 pixels for 150 images in each NT, CLE and 
PSE emphysema images respectively. The corresponding pixels obtained from the 
two descriptors are concatenated as proposed to generate a new descriptor LMI, 
which is utilized in the classification procedures. The total data sets obtained after 
the concatenation are 9600*128, 19200*256, 38400*512, 48000*640, 57600*768 
and 76800*1024 for the 64*64, 128*128, 256*256, 320*320, 384*384 and 
512*512 patches respectively.  
The same procedure is repeated for the construction of the second descriptor 
where the f() image features obtained from the multifractal based technique is 
also concatenated with the RILBP features as proposed. The dimensions of the 
images for both features remain the same as described and the newly constructed 
feature descriptor (RLMI) is also used in the classification process. During this 
process, the feature vector of each data set is clustered using 3 clusters in order to 
view how the three classes of emphysema data set are grouped; Figure 8-4 
presents how the intensity distributions of a 64*64 pixel of the emphysema image 
after clustering are grouped. 
Another exploratory test that could be useful would be to determine the 
correlation within the feature vectors in order to determine how correlated or 
uncorrelated the feature variables within the data sets are.  As can be seen in 
Figure 8-4, the k-means clustering of the dataset was able to group together those 
features with similar attributes into the same category.  
The second class CLE, has the highest number and it is indicated by the red colour, 
followed by the NT in black colour at the middle and lastly the PSE group with the 
green colour. This approach would help us to understand the general arrangement 
or an overview of the data sets before the classification process. As previously 
stated, these features are the combined features originally extracted from the 
efficient LBP histograms and the  ( ) image feature vectors (joint histogram 
concatenation). After determining the correlation between the feature vectors, it 
was discovered that there are many irrelevant and redundant features that are not 
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useful, which could be eliminated. The column AUC is calculated to extract the 
feature variables with the important information that could be used to improve the 
classification accuracy. This is done for each data set and the four columns with the 
highest average AUC values are chosen for further classification process, while the 
observations or the matrix rows remain unchanged.  
 
 
Figure 8-4: Illustrating the grouping of the emphysema classes after 
clustering, where the plots on the x-axis represent the discriminant 
coordinates 1(DC1) and the plots on the y-axis represent the discriminant 
coordinates 2 (DC2). 
We could as well use the PCA for the FS or sequential feature selection techniques. 
For further understanding and the analysis of the data sets, Figure 8-5 presents the 
receiver operating characteristic (ROC) curves of the feature vector with the 
maximum AUC values (best features) for the patches with the window sizes of 
64*64, 128*128 and 256*256.  
The corresponding class pairwise AUC for each curve in the three data sets with 
different window sizes, is calculated and the results are shown in Figure 8-5. The 
results in Figure 8-5 indicate that the data sets with the highest window size 
(256*256) give the best total AUC value (0.6668), followed by the data sets with 
128*128 pixel size, which also give a total AUC value of 0.6544. Lastly, the features 
with the smallest patch size has the lowest AUC value as it can be seen from the 
corresponding ROC curves presented in Figure 8-5.  
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Figure 8-5: ROC curves for the best features selected from each data set of 
the three possible pairwise class combinations. 
This process has helped to simplify the models in each data by reducing the matrix 
dimension from 128 dimensions for a 64*64 pixel image, 256 dimensions for a 
128*128 pixel image and lastly 512 dimensions for a 256*256 pixel image into just 
four dimensions. This process of dimensionality reduction would definitely reduce 
the time and space complexities during the classification process and probably 
increase the classification accuracy as complex models sometimes over fit data sets 
and hence introduces errors. The simplified model would not only appropriately fit 
the data, but also save the memory utilization and the processor execution time.  
According to the system overview shown in Figure 8-3, we propose to normalize 
the histogram data before applying the classifiers for the data classification. 
Another way to determine the differences within the data group is by using the 
multiple comparisons. The Tukey’s test (Demšar & Demšar, 2006) is employed in 
this research to check further how significantly different are those groups within 
the data sets. Then a multiple comparison could be used to search for the specific 
differences between the possible pairwise groups in the data sets. After applying 
the Tukey Pairwise comparisons on the data sets for the grouping information, the 
results after the test show that the group means of the emphysema classes are 
significantly different. The information provided in the data sets could also be used 
to check which pair of means is significantly different, and which are not using the 
multiple comparisons.  
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Multiple comparisons could also be used to display a graph with each class mean 
represented by a symbol and an interval around the symbol. Two means are said 
to be significantly different if their means are disjointed, but insignificantly 
different if their intervals overlap. 
 
                     Multiple comparisons of  Emphysema class 
P. group mean values Std. error t-values P values 
NT-CLE 0.025306 0.005119 4.944 P<0.0001 
PSE-CLE 0.233890 0.005119 45.693 P<0.0001 
PSE-NT 0.208585 0.005118 40.753 P<0.0001 
 
Table 8-1:   Multiple Comparisons of means using the Tukey’s test. 
 In Table 8-1, it can be observed that the mean values of the pairwise class in the 
NT and CLE classes are significantly different from other classes, which is in line 
with the ROC curves generated in Figure 8-5. Figure 8-5 shows that it is easier to 
separate NT-CLE pairwise classes from others than the CLE-PSE and NT-PSE 
pairwise classes. The estimated values of the means for other class pairs are not 
significantly separated from each other as NT-CLE class does, which indicates that 
it is really difficult to separate these pairwise classes from each other and other 
classes. This is also demonstrated in Figure 8-5 using the ROC curves. The NT 
versus CLE indicated with blue colour in the ROC curves in Figure 8-5 is clearly 
separated from other classes while the CLE versus PSE and NT versus PSE pairwise 
classes are very close to each other and even the estimated values of the means in 
the Table 8-1 also confirm this with a p-value <0.0001 and about 95% confidence 
interval. This confirms that the data sets are grouped using the information 
provided. 
8.5 Classification Results and Analysis 
This section describes the classification experiments conducted to evaluate the 
discriminating capability of the combined features from the two descriptors, LBP 
and f(). Based on the previous experiment, the BT performs better than the NB 
and random forests are improvement over bagged decision trees. We thought the 
RF could be used to further increase the classification accuracy of the CT images 
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since it is possible even with bagging that the decision trees can have many 
structural similarities and in turn have high correlation in their predictions. 
We initially employ two different image classifiers due to the nature of the datasets 
used in this study; the support vector machine (SVM) (Marsland, 2014), and 
random forest (RF) (Breiman, 2001). The RF could be a perfect classifier for the 
multifractal datasets since it is relatively robust to outliers and noise, and always 
enhance better accuracy when random features are used. The RF randomly selects 
inputs or a combination of inputs to grow each tree. This can significantly improve 
the classification accuracy by combining trees grown using random features, and 
the generalization error of the forests reduces as the number of tree becomes large 
(Breiman, 2001). RF is a classification algorithm that is very suitable for 
microarray data sets; although RF is not widely used in the microarray, but it has 
characteristics that make it ideal for these data sets. It has excellent performance 
even with redundant predictive variables and can be used when the number of 
variable is much larger than the number of observation in a classification problem 
involving more than two classes. The details of the implementations of RF classifier 
can be found in (Breiman, 2001). 
 
As shown in Figure 8-6, different features are extracted from the original 
emphysema images using the multifractal decomposition and the LBP-based 
approaches, the features are jointly combined in the form of hybrid to generate a 
histogram descriptor, which is used for the classification tasks using different 
image classifiers. That is, the  ( ) and LBP features are mapped together to form a 
descriptor while the RILBP and the  ( )-image features are mapped together to 
generate the second descriptor for the experimental analyses.  We have decided to 
combine the features from the LBP and RILPB with the  ( )-image features since 
the  ( ) is dominant over the α-image features. 
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Figure 8-6: Overview of the joint concatenation methods for the 
development of the descriptors. 
In this thesis, we initially used a "one-vs-all" classification approach using the SVM 
classifier. We used a software modules svmTrain.m, 
svmPredict.mdeveloped in house for use with the MATLAB package. The 
module uses a linear kernel and a regularization parameter C that is varied from 1 
(high bias, underfitting) to 100 (low bias, overfitting). The results obtained using 
the linear kernel were not satisfactory. Higher order Gaussian kernels can provide 
more accurate non-linear decision boundaries, but for our case since the 
dimensionality of the feature set is very large, we might require optimized versions 
of the SVM package such as the LIBSVM (Chang, 2016) . 
In Table 8-2, we can see that, as the image resolution increases, the classification 
accuracy also increases. In other words, the data sets with the largest image sizes 
gave the best classification accuracy while the data sets with the smallest image 
pixel size gave the lowest performance. These results also show that as the image 
size is increasing the overall classification accuracy is also increasing, which 
indicates that the larger the window size, the higher the classification accuracy. 
This is simply because the images with the larger sizes have captured more useful 
information, which eventually increase the discriminating power of the features 
used in the classification process. The original size of the patches does not contain 
enough discriminative information, which led to the reduction in the performance 
accuracy of the classification system. Overall, the performance of the LMI 
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descriptor looks very good as the classification accuracy falls within the range of 
75.18-97%. The scale invariance in the emphysema images has really influenced 
the performance of the classification system, though, 512*512 resolution size is the 
maximum that we have tested with this descriptor.  
The performance of the classification system that uses 512*512 pixels has been 
impressive with an accuracy of 98%, even with big data sets, which are about 
76800 rows and 1024 columns after the concatenation process as previously 
discussed. Probably, a further increase in the image window sizes might produce 
worse or better classification accuracy, but of course a classification accuracy of 
98% is an excellent result. Generally, the RF classifier performed excellently well in 
all the cases and seem to be the most suitable classifier for our data sets.  
The RF significantly improved the classification accuracy over the cascaded 
features using R programming language with an accuracy of 98%.  
The results of the second descriptor that uses the combined features from the 
RILBP and the  ( ) features would be experimentally analysed with the same 
procedures as the LMI. The classification results of the RILMI descriptor using 
different image sizes with the RF classifier are presented in Table 8.2.  
 
            Classification accuracy – LBP- ( ) 
Image Sizes RILBP- ( ) LBP- ( ) 
64 * 64 52.08% 75.18% 
128 * 128 59.06% 83.58%  
256 * 256 70.73% 94.35% 
320 * 320 75.1% 97.25% 
384 * 384 82.1% 97.55 
512 * 512 88.4% 98% 
 
Table 8-2: Classification results of the LBP-f(α) descriptor. 
Performances of the RILMI descriptor are slightly lower than the results we have 
obtained from the LMI. Overall, the results are not really bad, but the LMI 
outperforms the classification results obtained from the RILMI descriptor. The 
features derived from the LMI descriptor have higher discriminative power than 
the features obtained from the RLMI. The next stage of the experimental analysis 
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compares the results obtained from the LMI descriptor with the classification 
results given in Sorensen. The confusion matrix with the best classification 
accuracy, which uses the LMI descriptor with the image size of 512*512 pixels, is 
presented in Table 8.3 for comparison with the published paper, the state-of-art 
methods for the emphysema classification (Sorensen, 2010). 
 As can be seen in Table 8.3, our results compare favourably with the LBP results; 
the overall accuracy of 98% from the confusion matrix obtained from the 
emphysema image analysis compared to the accuracy of 95.2% that was achieved 
showed that the performance of the proposed descriptor is better in spite of a 
large volume of data sets. Additionally, our approach is simpler and faster in terms 
of time complexity.  
It has been verified experimentally that the execution run time to generate the 
 ( ) features is about 5 times faster than the time it would take to calculate LBP 
features using the same image size. Take for instance, for a 128*128 pixel size, the 
regular LBP run time was around 3.8s whereas it took just 0.7s to generate the 
 ( )  image of the same image size. Similarly, for a 512 * 512, the execution run 
time for the regular LBP was around 53.14s while both α and  ( )  features can be 
calculated in just 9.9s. The experimental tests for the time complexities were 
carried out for four different image sizes on a machine with Intel Pentium of 
2.2GHz processor and 4GB of RAM. The four image pixels used for the experiments 
are as follows; 64*64, 128*128, 256*256 and 512*512 for comparison between the 
regular LBP and the  ( ) image features. Generally, the LBP consumes more 
computational time than the  ( ) image. This can be very important, especially 
when dealing with a very large volume of data sets like 512*512 during 
classifications, which are around 76800 rows with 1024 columns. The details of 
the computational time for both feature descriptors are presented in Table 8.4 
using different image patches.  
It has been demonstrated in this research work the effectiveness of the combined 
features derived from both LBP and the multifractal descriptors in the 
classification of the emphysema images. In the experimental analysis, we could see 
how powerful this descriptor is and how it behaves under different scale changes. 
The multifractal features extracted from the  ( ) features have shown to be more 
powerful or more discriminating than the other features from the LBP and RILBP 
as this was verified during the experiments.  
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 Predicted Predicted 
 NT CLE PSE NT CLE PSE 
NT 93 0 7 98 0 2 
CLE 2 98 0 2 98 0 
PSE 3 2 95 2 0 98 
 
Table 8-3: Comparison of classification results (shown as percentages) 
using the new descriptor and the LBP approach. 
 
                 Computational Time in seconds 
Image size f() image Regular LBP 
64 *64 0.3217s 1.3431s 
128 *128 0.7173s 3.804s 
256 * 256 2.3865s 13.8164s 
512 * 512 9.9017s 53.1436s 
 
Table 8-4: Computational time comparisons between the multifractal f() 
image and the regular LBP. 
This explains the importance of global features obtained from the multifractal 
descriptors  ( )compared to the local features from the LBP and the combined 
features from both descriptors, which also behave well under different scale 
changes. 
Some of the important parameters that are very useful during the experimental 
analysis for the RF classifier are the number of growing trees and the number of 
the predictor variables. Though, since most data sets used in the experiments are 
high dimensional data,   the Column AUC is applied to reduce the dimension of the 
data sets into just four predictor variables. It was confirmed during the 
experimental analyses that as the number of growing trees increases for 
constructing the classification models, the classification accuracy also increases. 
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This process is used to determine the appropriate number of growing trees that 
could yield the best classification accuracy.  
The general picture of the relationship between the classification accuracy and the 
corresponding classifier is presented with the plots in Figure 8-7.  
 
 
Figure 8-7: Showing the relationship between the classification accuracy 
and classifier 
8.6 Conclusions and Future Work 
In this study, we have analysed the effect of different scale invariants on the 
emphysema image classification using two different descriptors. We have shown 
that the proposed descriptors could perform well even with big data sets having 
about 76800 rows with 1024 columns, especially the LMI that has really shown 
excellent performances in all cases. This is a great achievement as the classification 
of large data sets involved in this experiment may sometimes pose some 
challenges that may affect the performances of the classification system. But, in 
this case, as the data sets increase, the classification accuracy increases until the 
algorithm converges. The two descriptors proposed; the LMI and the RILMI were 
defined to extract the textural characteristics of the images combined with the 
global properties for the classification of the images.  
We have also demonstrated using the LMI that the window sizes of the image have 
great influence on the classification accuracy. The combined feature that uses the 
LMI is better than the other descriptor (RILMI). Likewise, the fusing of the LBP and 
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 ( ) either in a joint or hybrid form produced a very good performance with 
overall classification accuracy of 98%. LMI also outperforms the results obtained 
from the published article by Sørensen (2010), which demonstrated the 
effectiveness and robustness of the proposed descriptor. The classification result 
that uses the original image scale (64*64) from the emphysema database indicate 
that, the LMI achieves 75.18% using the RF classifier while the RILMI reaches only 
52.08%. This demonstrates that even before applying the scale invariances, LMI 
outperforms the RILMI descriptors, which shows that the features from LMI 
possess better discriminating power than the features from RILMI.  
Additionally, the changes in scale invariance do have significant changes in the 
classification accuracy in both descriptors (Table 8.2), an increase in the image 
scale further increases the classification accuracy. This proves that the changes in 
the scale invariance of the emphysema images further increase the discriminating 
capability of the features in the descriptors.  
Overall, the results also indicate that the LMI descriptor outperforms the earlier 
approaches and demonstrate the discriminating power and robustness of the 
combined features for accurate classification of emphysema CT images. One of the 
limitations in this research framework is that the RILMI features did not combine 
well with the alpha image features as this was experimentally verified during the 
classification process. Also in LMI, an increase in the data sets keeps increasing the 
classification accuracy, but also demanding more memory usage and the processor 
computational time. In order to improve the performances of the descriptors, 
changes in the parameters like the number of neighbours, radius of pixels and even 
the angle of rotating the LBP when calculating the RILBP might provide better 
results. The column AUC for feature dimensional reductions worked really well, 
but the PCA might yield better results.   
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9 CONCLUSIONS AND    
FUTURE WORK 
9.1 Conclusions 
 
Medical image analysis algorithms for automatic segmentation, extraction of 
regions of interest and classification based on features present in the image have 
found useful applications as diagnostic tools in pathological assessments. This 
thesis has presented several novel methods for emphysema classification and 
segmentation of regions of interest using multifractal descriptors. Chapters 2 
provided the theoretical foundations of fractals that are important in image 
processing applications, and discussed the mathematical aspects of different forms 
of fractal dimensions. Chapter 3 introduced four key multifractal measures used in 
this thesis, and described the computation of important multifractal features such 
as the alpha histogram, the multifractal spectrum and the Renyi spectrum. Chapter 
4 presented an extensive literature review of work in the fields of image analysis 
methods using fractal and multifractal descriptors. Experiments performed in later 
chapters are designed and implemented to tackle some of the classification 
problems outlined in the existing work. Gaps in existing research work such as the 
application of Higuchi dimension in medical image analysis have been identified 
and later used in the thesis to develop new algorithms. The main contributions of 
this thesis has been organised into four chapters (Chapters 5-8) and the important 
findings are summarized below.  
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Chapter 5 introduced the problem of automatic classification of emphysema 
patterns in HRCT images and provided the framework for analysing those images 
using multifractal descriptors. An online image database (Sorensen, Shaker, & de 
Bruijne, 2010) was used for detailed experimental analysis. Results showing inter-
class variance and intra-class similarities in multifractal features demonstrated the 
effectiveness and discriminating power of the features in the analysis and 
classification of the lung CT images.  The chapter also presented novel algorithms 
for the analysis of emphysema image patterns using the Renyi spectrum and the 
Higuchi dimension as features. 
In image classification problems involving large number of features, it is important 
to incorporate feature selection methods to improve the classification accuracy. 
Features such as the multifractal spectra, Renyi spectra and alpha-histograms can 
all contain large numbers of values. A feature selection technique was designed 
specifically for improving the classification accuracy of the emphysema patterns in 
Chapter 6. The Naïve Bayes and the bagged decision tree classification algorithms 
were investigated with several experimental approaches for comparison purposes. 
The experiments concluded that the number of growing trees and the threshold 
values could affect the classification accuracy of the classifiers, and the 
performance of the classifiers after feature selection has been consistently higher 
than the results obtained without FS.  
Cascaded techniques for further improvement of emphysema classification 
accuracy were proposed in Chapter 7. This chapter proposed a method that used 
alpha-histogram for the classification of the CLE and PSE images, and combined the 
results with the results obtained from Multifractal descriptors. We employed the 
AUC for best FS and the performance of the classifiers are measured by the error 
matrix and the AUC.  Our results compared favourably well with the state-of-the-
art measure for emphysema classification. The proposed ideas significantly 
increased the classification accuracy and confirm the effectiveness and robustness 
of the multifractal techniques. The pairwise AUC of the combined features for the 
three classes of the emphysema are analysed and represented with ROC curves. 
The mean AUC of 0.8251 was accomplished compared to the 0.713 achieved by the 
previous method. This is a significant result as the developed descriptors 
generated an estimated accuracy of 94%, and could be further improved even with 
much larger data sets.  
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Chapter 8 explored the possibility of combining multifractal descriptors with local 
texture feature descriptors such as the Local Binary Patterns.  Two new 
descriptors were proposed: the first descriptor, LMI, was developed by combining 
the local information from the LBP with the global information from the 
multifractal data sets. The second descriptor, RLMI was developed by a hybrid 
concatenation of the local features from the rotational invariant LBP and the 
features obtained from the alpha image. We have shown that these original 
descriptors could perform well even with big data sets, especially the LMI 
descriptor that has demonstrated excellent performance in all experimental cases. 
The LMI descriptor recorded an overall classification accuracy of 98%, and 
outperformed the results obtained by the state-of-the-art methods for emphysema 
classification. This is a major contribution of this thesis; none of the previous 
approaches used in the emphysema database for the classification of emphysema 
patterns has attained this accuracy. Another significant contribution in this chapter 
is that the proposed algorithms could operate on large data sets at a very high 
speed without affecting the performances of the classification system.   
Overall, this research work has provided a significant number of contributions in 
the field of multifractal analysis of medical images, specifically for emphysema 
pattern classification. The thesis also expands on the multifractal approaches to 
solving classification and segmentation problems by introducing new algorithm 
involving related feature descriptors such as Renyi and Higuchi dimensions, and 
local features such as LBP. 
9.2 Limitations and Future Work 
The successful applications of multifractal analysis of HRCT images have been 
encouraging. This suggests that solutions to similar classification problems could 
be attempted in other types of imaging modalities such as the MRI and US. 
It is possible for the object with different surfaces to have the same fractal 
dimension. In some cases, images with similar FD values may not necessarily come 
from the same source. This is the point at which lacunarity becomes very useful. It 
can be used to describe further the fractal patterns of different images from 
different samples having the same fractal dimensions. Lacunarity is based on the 
pixel distribution for an image, which can be derived from scans at different box 
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sizes at different grid orientations. In order to solve this problem, lacunarity can be 
combined with the fractal dimension to generate a new set of features.  
Higuchi’s fractal dimension of the image at different regions can be calculated in 
the form of multifractal framework. This can be accomplished by generalization of 
Higuchi’s dimension such that the Higuchi singularity spectrum is generated 
instead of a single FD value. The features extracted from this spectrum would 
definitely improve the recognition accuracy of the image patterns.  
The performances of the NB and the BT classifiers used in Chapter 6 can be 
improved by cascading the two algorithms over the data sets during the 
classification process. After the cascading technique, parallelizing the algorithms 
using the GPU parallel computing might further improve the computational 
efficiency of the algorithms.  
Although, we showed some multi-scale characteristic properties of the emphysema 
images in Chapter 5 by applying generalized dimensional spectra parameters for 
detection and identification of ROI analysis. However, the development of a 
wavelet-based multifractal formalism for multi-scale and multi-resolution 
characteristics of the image might provide better results. In this case, Wavelet 
based approach of multifractal analysis could be applied to decompose an image 
into a set of approximation coefficients (low frequency components) and detail 
coefficients (high frequency components). The orthogonal wavelet transformation 
of an image that results into three sets of generated detail coefficients; diagonal, 
horizontal and vertical can be calculated. The local singularity measure of a digital 
image would be defined using the scaling properties of its wavelet coefficients. The 
frequency of occurrence of a given singularity strength is measured by the 
multifractal spectrum and the descriptors of the multifractal spectrum produced 
might be used for the classification of medical images. 
 The features obtained from the Rotational Invariant LBP in Chapter 8 did not 
combine well with the alpha image features. This is understandable because the 
information from both data sets is locally constructed; we therefore decided to 
combine the RLMI descriptor with the f() image features. Global features of the 
image can be generated by developing a generalized rotation invariant operator 
for detecting certain image features; the features obtained can therefore be 
concatenated with the local features from the alpha images to generate a new 
descriptor that could be used in texture classifications. 
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11 APPENDICES 
11.1 Computed Tomography Emphysema Database 
The images obtained from this database were downloaded from the website at 
(Sorensen et al., 2010): http://image.diku.dk/emphysema_database/. This website 
hosts CT Emphysema database that has been previously used for texture-based CT 
biomarkers of chronic obstructive pulmonary disease (COPD). 
 
11.2 Description of Data 
The CT scanning was prepared by the general electric equipment with four 
detector rows and the following parameters: 
 
In-plane resolution 0.78 x0.78mm 
Slice thickness 1.25mm 
Tube voltage 140kv 
Tube current 200mAs 
 
The slices were reconstructed by using a high-spatial-resolution (bone) algorithm 
and the information provided below also indicate, which subject each patch and 
each HRCT slice in the file name comes from in order to allow cross-validation at 
the subject level. 
The figure presented in Figure 11.1 represents the components of the HRCT lung 
tissue image, which comprises of the lower, middle and bottom parts of the image. 
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The degree or the quantity of the emphysema patterns can also be represented 
diagrammatically as presented in Figure 11.2. 
 
 
 
Figure 11-1: Description of lung emphysema slice image 
 
 
 
Figure 11-2: Emphysema severity in HRCT slices. 
Lung 
Slice 
Image 
Upper part 
Middle part 
Lower part 
Emphysema 
Severity 
NO 
Minimal 
Mild 
Moderate 
Severe 
Very Severe 
Grade 0 
Grade 1 
Grade 2 
Grade 3 
Grade 4 
Grade 5 
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Patch Subject Identifier Patch Labels Patch Name -16bits 
A0001 1 Patch1.tiff 
A0002 1 Patch3.tiff 
A0003 1 Patch5.tiff 
A0001 1 Patch6.tiff 
A0005 1 Patch7.tiff 
A0001 1 Patch10.tiff 
A0013 2 Patch62.tiff  
A0014 2 Patch63.tiff 
A0015 2 Patch65.tiff 
A0016 2 Patch66.tiff 
A0017 2 Patch67.tiff 
A0018 2 Patch68.tiff 
A0019 2 Patch69.tiff 
A0031 3 Patch161.tiff 
 
Table 11-1: Examples illustrating patches data descriptions. 
The severity of emphysema is encoded as 0: no Emphysema, 1: minimal, 2: mild, 3: 
moderate, 4: severe and 5: very severe as pre-labelled by an experienced chest 
radiologist and a CT experienced pulmonologist through the assessment of the 
leading patterns. The leading pattern in each HRCT slice image was later used for 
constructing the patch labels. The details of the patches obtained from the image 
slice are shown in Table 11.1 and the example of the patches from the database is 
presented in Figure 11.3. 
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Figure 11-3: Example of 61x61 pixel patches from the database. 
 
11.3 General Electric Equipment 
 
 
Figure 11-4: Equipment for CT scanning (Crawford, 2011). 
The equipment shown in Figure 11.4 is an example of the general medical system 
for preparing the CT images using probably some of the parameters listed above 
and reconstructing the slices by using a high-spatial-resolution (bone) algorithm. 
 
 
Normal Tissue: 1 Centrilobular: 2 Paraseptal:  3 
