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Abstract
We introduce the computer program MPL for computations with homotopy invariant iter-
ated integrals on moduli spaces M0,n of curves of genus 0 with n ordered marked points. The
program is an implementation of the algorithms presented in [13], based on Maple. It includes
the symbol map and procedures for the analytic computation of period integrals on M0,n. It
supports the automated computation of a certain class of Feynman integrals.
1
1 Introduction
The use of polylogarithms and their generalizations has become standard in the computation of
Feynman integrals. A key-advantage of such classes of functions is their double nature as nested
sums and iterated integrals, allowing for a choice between computational methods relying on sum-
mation techniques and methods based on integral representations.
While classical polylogarithms already appear in one-loop results, the computation of higher-
loop integrals often requires more general classes of functions. The class of harmonic polylog-
arithms [58], implemented in [48, 49, 60, 35], serves for many computations, particularly when
combined with the method of computing the Feynman integral by solving an associated differential
equation [45, 57]. Introducing the dependence on an additional parameter, harmonic polyloga-
rithms were extended1 in [34, 36]. If one continues along this line of extensions to an arbitrary
number of parameters, one arrives at a class of iterated integrals known as hyperlogarithms, con-
sidered already in [56] and extensively discussed in [46, 47]. This class of iterated integrals can
be used to represent the multiple polylogarithms defined in [37]. Their numerical evaluation was
implemented in [61]. An overview of properties of hyperlogarithms and their recent applications
in perturbative quantum field theory can be obtained from [53, 32] and references therein.
When writing the Feynman integral in terms of Feynman parameters, it is often possible to
successively integrate out these parameters, building up the result as an iterated integral of an ap-
propriate class. By use of hyperlogarithms, this approach was systematized in [18]. Finite integrals
can be computed in this way, if certain polynomials in the integrand satisfy the criterion of lin-
ear reducibility as defined in [18] and later refined in [19]. This approach for the computation of
Feynman integrals in terms of hyperlogarithms was fully implemented in the program HyperInt
[54].
Much of the recent progress on the mathematical understanding of Feynman integral results
arose from the idea to relate Feynman integrals to period integrals, studied in algebraic geometry.
In [9] this correspondence was made explicit by exhibiting a Feynman integral whose result is
the period of a motive associated to the first Symanzik polynomial of the Feynman graph. An
extensive exploration of periods arising from φ4-theory was conducted in [59]. Furthermore, in a
very general context, the coefficients of the Laurent series of dimensionally regularized Feynman
integrals are period integrals [15] in the sense of [44]. Recent results at high loop-order suggest,
that even though not all periods arising from Feynman graphs are contained in the set of multiple
zeta values [25, 23], the ’Feynman periods’ seem to constitute a very particular subset of periods
with special properties [55].
Multiple zeta values do not only appear in Feynman integral computations but also as periods of
1Further extensions of harmonic polylogarithms include functions of [1, 8].
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moduli spaces of curves of genus zero. In [17] it was proven, that all periods of moduli spaces M0,n
of curves of genus zero with n ≥ 3 ordered, marked points are multiple zeta values, as previously
conjectured in [39]. The proof uses the class of homotopy invariant iterated integrals on these
spaces and includes the statement, that this class is closed under taking primitives. The program
MPL, introduced in the following, is based on this class of iterated integrals.
In this article, we try to limit the discussion of the mathematical background to aspects of direct
importance for the use of the program MPL. All further mathematical details may be obtained from
[13] and [17]. Our program MPL is an implementation of the algorithms presented in [13], which
in turn are based on [17]. The program can be seen as divided into two main parts. The first part is
dedicated to computations with iterated integrals on M0,n, using the framework of so-called cubical
coordinates and the corresponding differential 1-forms. Apart from basic operations, such as the
shuffle product and the co-product of de-concatenation, the program provides the construction of
a basis for the vector space of these iterated integrals by use of the so-called symbol map. It
furthermore includes procedures for the differentiation and the derivation of primitives and exact
limits at certain points. In particular, it allows for the automated, analytical computation of a class
of definite integrals on M0,n. This class of integrals appears in many different contexts, some of
which were already pointed out in [13].
The second part of the program is dedicated to the automated computation of a certain class of
Feynman integrals by the mentioned approach of iteratively integrating out Feynman parameters.
Here our strategy is the following: For each Feynman parameter, we map the integrand to differen-
tial 1-forms in cubical coordinates by an appropriate change of variables. This reduces the problem
to an integral on M0,n of the mentioned class, which we compute by the methods of the first part
of the program. Then we map the result of this integration back to an integral only in Feynman
parameters and repeat these steps for the remaining parameters. The program constructs and ap-
plies such changes of variables, regarding the normalization conditions of both representations at a
tangential basepoint.
The class of hyperlogarithms and the class of iterated integrals on M0,n are equivalently general,
in the sense that both can be used to express multiple polylogarithms and each other respectively. In
the context of the computation of Feynman integrals, each of these classes of functions comes with
its own advantages and drawbacks. The differential 1-forms used to set-up the hyperlogarithms
can be defined by direct use of the polynomials, defining the singularities of the given integrand
in Feynman parameters. In this way, the integration problem is easily formulated in terms of well
adapted iterated integrals. This advantage naturally comes with the inconvenience, that in principle,
for each new Feynman integral one works with a new set of iterated integrals.
Using iterated integrals on M0,n instead, each integral is expressed in terms of a finite basis of
functions up to some weight w and number of variables m. So in principle, if we consider w and
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m large enough, we will always work with the same set of iterated integrals. On the other hand,
in order to use this convenient framework, the given integrand has to be expressed in terms of the
particular differential 1-forms in cubical coordinates by a change of variables. The need for such
a change of variables introduces certain restrictions on the integrand, to be made precise below.
For cases where these conditions are met, the integration procedure is fully implemented in MPL.
In other cases, it still may be possible for the user to map the integrand to cubical coordinates ’by
hand’ and apply MPL afterwards. Of course, one also has to expect cases of Feynman integrals,
where such changes of variables do not exist, including the cases where multiple polylogarithms
are not sufficient to express the result.
This article is structured as follows. Subsection 1.1 contains information on how to obtain
and start the program. Section 2 introduces the framework of iterated integrals on moduli spaces
of curves of genus zero in terms of cubical coordinates. Here we discuss basic operations, the
symbol map and the construction of the vectorspace of these integrals. In section 3 we discuss the
computation of period integrals on the moduli spaces, introducing procedures for taking primitives
and certain limits. Section 4 adresses the problem of computing Feynman integrals. Here we
specify the conditions under which MPL can be applied and introduce procedures to check these
conditions and to compute the integral by iterative integration over Feynman parameters. Section
5 contains our conclusions. In appendix A we give a detailed example of a Feynman integral
computation with MPL and in appendix B we give a very basic introduction to moduli spaces of
curves of genus zero.
1.1 How to start the program
The latest version of MPL is available from the webpage
http://cbogner.com/software/mpl/
The entire program is obtained in one txt-file MPLn_m.txt, where the integers n and m indicate
the number of the version. For example, the file of MPL version 1.0 is called MPL1_0.txt. After
saving the file in the same directory with the Maple worksheet, the program is started with
>read("MPL1_0.txt"):
in the worksheet. While the most important procedures of the program are introduced in this article,
further technical details and examples are provided in a user manual, which is also available from
the above webpage. MPL was written and tested with Maple 16.
For many applications, it is convenient to let all appearing multiple zeta values be expressed
in terms of an irreducible basis automatically. We have used MPL with the file mzv-1-12.txt
provided by [7], which serves for this purpose for multiple zeta values up to weight 12. In the
Maple worksheet, it is started simply by
4
>read("mzv-1-12.txt"):
2 Computing with iterated integrals on moduli spaces of curves
of genus zero
In this section, we define the differential 1-forms and iterated integrals which our implementation
is based on. We introduce procedures for basic operations, the symbol and unshuffle maps and a
construction of the vectorspace of these iterated integrals.
2.1 Iterated integrals
In MPL, every iterated integral is represented by an ordered sequence of differential 1-forms. In
order to motivate this notation, let us briefly recall the concept of iterated integrals. For a general
introduction to the terminology we recommend [20].
We consider smooth differential 1-forms ω1, ..., ωk on a smooth, complex manifold M and a
smooth path γ : [0, 1]→ M. An iterated integral along γ is defined by
∫
γ
ω1...ωk =
∫
0≤t1≤...≤tk≤1
γ⋆ (ωk)(t1) ...γ⋆ (ω1)(tk)
where γ⋆ (ωi)
(
t j
)
denotes the pull-back of ωi along γ, evaluated at t j for i, j = 1, ..., k. We consider
the corresponding ordered sequence of 1-forms ω1⊗ω2⊗ ...⊗ωk which we write in the so-called
bar notation [ω1|ω2|...|ωk] . Note that in our convention, the iterated integration starts with the
rightmost 1-form and proceeds to the left in this sequence. In general we will use the term iterated
integral for linear combinations
I = ∑
J=(i1, ..., ik)
cJ
∫
γ
ωi1...ωik
of such integrals and we call the corresponding linear combination
ω = ∑
J=(i1, ..., ik)
cJ [ωi1|...|ωik] (1)
of sequences the word of I.
A famous theorem in [27] implies, that such an iterated integral I is homotopy invariant, if and
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only if its word ω satisfies the so-called integrability condition
∑
J=(i1, ..., ik)
cJ
([
ωi1 |...|ωi j ∧ωi j+1 |...|ωik
])
= 0 for all 1 ≤ j ≤ k−1. (2)
A word ω satisfying this condition is called integrable. A homotopy invariant iterated integral I
depends on the homotopy equivalence class of the path γ. Let m be the dimension of the manifold
M and let us write one of the end-points as (x1, x2, ..., xm) in some coordinates. By convention,
we always choose the origin (0, ..., 0) as the other end-point of γ. As we will use differential 1-
forms with at most logarithmic poles below, one can show that all our iterated integrals admit an
expansion of the type
∑
J=(i1, ..., im)
fJ(x1, ..., xm) ln(x1)i1... ln(xm)im
where the functions fJ are analytic (thus in particular convergent) at the origin. This expansion
is used to regularize and to normalize the iterated integrals: With respect to cubical coordinates
x1, x2, ..., xm introduced in the following subsection, the regularized value of the function at the
origin is defined to be the term f(0, ...,0)(0, ..., 0), i.e. the term obtained by setting all logarithms
equal to zero in the expansion. The normalization condition is
f(0, ...,0)(0, ..., 0) = 0. (3)
Due to these conditions, every homotopy invariant iterated integral I is fully determined as a
multivalued function of the variables x1, x2, ..., xm by the corresponding ω.
Let us remark that in the physics literature, sometimes the term symbol is used as synonym for
what we called integrable word here. In some computations where only the differential behaviour
of the corresponding iterated integral is relevant, symbols are conveniently used without further
conditions with respect to the end-points of γ. In this case, symbols only represent the function up
to contributions of lower length. However, in this article, the above conditions fix this ambiguity
and every integrable word determines the corresponding iterated integral entirely. Therefore we
use the word ω to denote the corresponding iterated integral I.
In our program, the bar notation is represented by the command bar(...). For example, a
word [a|b|c] is represented by
>bar(a, b, c):
in MPL and stands for the iterated integral obtained by integrating over the 1-forms in the brackets
from right to the left. Numerical multiples are factored out automatically. For example we have:
>bar(3*a, 2*b) + bar(0);
6
6bar(a, b)
Before specifying the differential 1-forms, let us discuss the multiplication and co-multiplication
of iterated integrals. Let a = [a1|...|ak] , b = [b1|...|bm] be two words of some differential 1-forms.
By a⊔b we denote the concatenation:
a⊔b = [a1|...|ak|b1|...|bm] .
The shuffle product axb is defined by
a x b = [a1]⊔ ([a2|...|ak] xb)+ [b1]⊔ (ax [b2|...|bm]) .
If ω1 and ω2 are the words of iterated integrals I1 and I2 respectively, then ω1 xω2 is the word of the
product I1 ·I2. In MPL, the shuffle product is implemented in the procedure MPLShuffleProduct(a,b)
where the two arguments are the words (in bar notation) to be multiplied with each other. For ex-
ample:
>MPLShuffleProduct(bar(u,v),bar(x,y)+7*bar(z));
7bar(u,v,z)+7bar(u,z,v)+7bar(z,u,v)+bar(u,v,x,y)+bar(u,x,v,y)+bar(u,x,y,v)+
bar(x,u,v,y)+bar(x,u,y,v)+bar(x,y,u,v)
The de-concatenation co-product ∆ , defined by
∆ [a1|a2|...|ak] = 1⊗ [a1|a2|...|ak]+ [a1]⊗ [a2|...|ak]+ ...+[a1|...|ak]⊗1
can be computed with the procedure MPLCoproduct(...). Note that MPL returns explicit tensor-
products of words by use of tens(...).
2.2 Differential 1-forms in cubical coordinates
The program MPL is based on the class of homotopy invariant iterated integrals on moduli spaces
M0,n of curves with n ≥ 3 ordered, marked points. These spaces and this class of functions are
extensively studied in [17]. In appendix B, we give a very basic introduction to the spaces M0,n.
However, without giving a full account on the underlying geometry here, the mentioned class of
iterated integrals can be specified as follows. For m= n−3 let us consider the set Ωm of differential
1-forms, defined by
Ωm =
{
dx1
x1
, ...,
dxm
xm
,
d
(
∏a≤i≤b xi
)
∏a≤i≤b xi−1
for 1≤ a ≤ b≤ m
}
.
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Let Am be the Q-vectorspace spanned by Ωm. By the class of iterated integrals on M0,n we refer
to the Q-vectorspace V (Ωm) of homotopy invariant iterated integrals of differential 1-forms in Am,
regularized and normalized by the conditions introduced in section 2.1.
The variables x1, ..., xm in the above 1-forms are called cubical coordinates in this context. We
will sometimes refer to xm as the last of the cubical coordinates. In the Maple worksheet, the set of
cubical coordinates has to be declared before many of the computations below. With the command
MPLCoordinates(letter, m) one declares m cubical coordinates, where the first argument is
used to construct the variable names. For example after the command
>MPLCoordinates(y, 3):
we can compute with y[1], y[2], y[3].
Following [13], let us furthermore introduce the auxiliary sets of differential 1-forms
¯ΩFm =
{
dxm
xm
,
(
∏a≤i≤m−1 xi
)
dxm
∏a≤i≤m xi−1
for 1 ≤ a ≤ m
}
,
ΩFm =
{
dxm
xm
,
d
(
∏a≤i≤m xi
)
∏a≤i≤m xi−1
for 1 ≤ a ≤ m
}
,
noting that Ωm = ΩFm∪Ωm−1. We define ¯AFm , AFm to be the Q-vectorspaces of differential 1-forms,
spanned by the bases ¯ΩFm, ΩFm respectively. An isomorphism between these spaces is given by
λm : ¯AFm → AFm ,
dxm
xm
7→
dxm
xm
,(
∏a≤i≤m−1 xi
)
dxm
∏a≤i≤m xi−1
7→
d
(
∏a≤i≤m xi
)
∏a≤i≤m xi−1
.
The Q-vectorspace V
(
¯ΩFm
)
of iterated integrals with all 1-forms in ¯AFm plays an auxiliary role
in some computations. While the iterated integrals in V (Ωm) are functions of m variables on M0,n,
V
(
¯ΩFm
)
is a space of hyperlogarithms, being functions of the one variable xm on a fiber over M0,n−1,
with the x1, ..., xm−1 considered fixed. Note that every word in ¯AFm is integrable by construction of
¯ΩFm, but words in Am can fail the integrability condition. An explicit construction of all integrable
words in Am, implying the construction of V (Ωm), is discussed in section 2.4.
Let us mention that the above differential 1-forms satisfy quadratic relations due to Arnold [5],
of the form
ωi∧ω j = ∑
k
αk∧ωk, (4)
with ωi ∈ ΩFm αi ∈ Ωm−1. These Arnold equations are explicitely given in [13] and are of inter-
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nal importance for our algorithms. By the command MPLArnoldEquation(...), they are also
available for the user. We refer to the manual for details.
2.3 Differentiation
There are several notions of differentiation on V (Ωm) and V
(
¯ΩFm
)
. For both spaces, the differenti-
ation d with respect to the end-point of the path is simply the truncation of the leftmost 1-form:
d : V (Ωm) → Am⊗V (Ωm) ,
∑
J=(i1, ..., ik)
cJ [ωi1 |...|ωik] 7→ ∑
J=(i1, ..., ik)
cJωi1 ⊗ [ωi2 |...|ωik] .
This operation is well-known from the literature on hyperlogarithms. It is implemented in the
procedure MPLd(...).
A connection is a linear map
∇ : V
(
¯ΩFm
)
→ Am−1⊗V
(
¯ΩFm
)
satisfying the Leibniz rule. In our framework, it can be constructed [13] by firstly applying the map
λm to a word in ¯AFm , then applying an operator D defined by
D [ω1|...|ωk] = (−1)k
k−1
∑
i=1
[ω1|...|ωi∧ωi+1|ωk] ,
then expressing the wedge products on the right-hand in the form ∑k αk ∧ωk with ωi ∈ ΩFm αi ∈
Ωm−1 by use of the Arnold equations eq. 4 and finally pulling out all αi to the left. With the help
of the connection ∇, the total connection
∇T : V
(
¯ΩFm
)
→ Am⊗V
(
¯ΩFm
)
is defined by
∇T = d−∇.
It is implemented in the procedure MPLTotalConnection(...). We refer to the manual for exam-
ples.
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2.4 The symbol map and the construction of V (Ωm)
As not every word in Am is integrable, the construction of the vectorspace V (Ωm) is not trivial. For
example let m = 3 and consider the words
ω1 =
[
dx3
x3
+
dx2
x2
|
d (x2x3)
x2x3−1
]
and ω2 =
[
dx3
x3
|
d (x2x3)
x2x3−1
]
.
The word ω1 is integrable, but ω2 is not. MPL does not prohibit the use of non-integrable words,
and many operations can be applied to ω2 as well as to ω1. However, ω2 does not represent an
iterated integral in our framework. In many applications, the user does not need to worry about this
point. If MPL is used for the computation of an integral, the program returns the result in terms of
iterated integrals which are homotopy invariant by construction. However, for some applications,
it may be useful to have an explicit basis for V (Ωm) up to a certain weight at hand2.
The construction of this basis is facilitated by the so-called symbol map
Ψ : V
(
¯ΩFm
)
→V (Ωm) .
It is the unique linear map satisfying
(id⊗Ψ)◦∇T = d ◦Ψ.
This map was explicitely constructed in [12, 13] and is related to the constructions of the symbol
in [33, 38, 40]. It is implemented in MPLSymbolMap(...).
Example:
We apply the symbol map Ψ to the hyperlogarithm
[
dx3
x3
|
x2d(x3)
1−x2x3
]
∈V
(
¯ΩFm
)
:
>MPLCoordinates(x,3):
>MPLSymbolMap(bar(d(x[3])/(x[3]), x[2]*d(x[3])/(1-x[2]*x[3])));
bar(d(x[3])/x[3],(x[3]∗d(x[2])+x[2]∗d(x[3]))/(1−x[2]∗x[3]))+bar(d(x[2])/x[2],(x[3]∗
d(x[2])+ x[2]∗d(x[3]))/(1− x[2]∗ x[3]))
Slightly simplifying this output, we obtain
Ψ
([
dx3
x3
|
x2d (x3)
1− x2x3
])
=
[
dx3
x3
+
dx2
x2
|
d (x2x3)
1− x2x3
]
∈V (Ω3) . (5)
2The construction of certain subspaces of integrable words played an important role e.g. in the recent computations
[30, 29, 31].
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Let ¯Bm,w be the set of iterated integrals with words ω = [ω1|...|ωk] with k ≤ w and with all 1-
forms in ¯ΩFm. This set ¯Bm,w is a basis for the subspace Vw
(
¯ΩFm
)
⊂V
(
¯ΩFm
)
of iterated integrals whose
words in ¯AFm are of length k ≤ w. Let Bm,w be the desired basis of the subspace Vw (Ωm) ⊂V (Ωm)
of words of length k ≤ w. A theorem of [17] states the existence of an isomorphism of algebras
V (Ωm)∼=V (Ωm−1)⊗V
(
¯ΩFm
)
. (6)
As a consequence, Bm,w is the set of all iterated integrals whose words ω are of length k ≤ w
and are obtained as products ω = ηxΨ(ξ) with η ∈ Bm−1,w and ξ ∈ ¯Bm,w. We can formulate this
construction by the map
µ(id⊗Ψ) : V (Ωm−1)⊗V
(
¯ΩFm
)
→V (Ωm) (7)
where µ denotes multiplication. This provides a recursive construction of the basis Bm,w. The
procedure MPLBasis(letter,m,w) returns Bm,w for words up to weight w in variables named by
the first argument.
Example:
>MPLBasis(y,2,2);
[[
bar
(
d (y2)
y2
)
,bar
(
d (y2)
1− y2
)
,bar
(
y2d (y1)+ y1d (y2)
1− y1y2
)
,bar
(
d (y1)
y1
)
,bar
(
d (y1)
1− y1
)]
,
[
bar
(
d (y2)
y2
,
d (y2)
y2
)
,bar
(
d (y2)
y2
,
d (y2)
1− y2
)
,bar
(
d (y2)
1− y2
,
d (y2)
y2
)
,
bar
(
d (y2)
y2
,
y2d (y1)+ y1d (y2)
1− y1y2
)
+bar
(
d (y1)
y1
,
y2d (y1)+ y1d (y2)
1− y1y2
)
,
bar
(
y2d (y1)+ y1d (y2)
1− y1y2
,
d (y2)
y2
)
−bar
(
d (y1)
y1
,
y2d (y1)+ y1d (y2)
1− y1y2
)
,bar
(
d (y2)
1− y2
,
d (y2)
1− y2
)
,
bar
(
d (y2)
1− y2
,
y2d (y1)+ y1d (y2)
1− y1y2
)
−bar
(
d (y1)
1− y1
,
y2d (y1)+ y1d (y2)
1− y1y2
)
+bar
(
d (y1)
1− y1
,
d (y2)
1− y2
)
−bar
(
d (y1)
y1
,
y2d (y1)+ y1d (y2)
1− y1y2
)
,bar
(
y2d (y1)+ y1d (y2)
1− y1y2
,
d (y2)
1− y2
)
+bar
(
d (y1)
1− y1
,
y2d (y1)+ y1d (y2)
1− y1y2
)
−bar
(
d (y1)
1− y1
,
d (y2)
1− y2
)
+bar
(
d (y1)
y1
,
y2d (y1)+ y1d (y2)
1− y1y2
)
,bar
(
y2d (y1)+ y1d (y2)
1− y1y2
,
y2d (y1)+ y1d (y2)
1− y1y2
)
,
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bar
(
d (y1)
y1
,
d (y2)
y2
)
+bar
(
d (y2)
y2
,
d (y1)
y1
)
,bar
(
d (y1)
y1
,
d (y2)
1− y2
)
+bar
(
d (y2)
1− y2
,
d (y1)
y1
)
,bar
(
d (y1)
y1
,
y2d (y1)+ y1d (y2)
1− y1y2
)
+bar
(
y2d (y1)+ y1d (y2)
1− y1y2
,
d (y1)
y1
)
,
bar
(
d (y1)
1− y1
,
d (y2)
y2
)
+bar
(
d (y2)
y2
,
d (y1)
1− y1
)
,bar
(
d (y1)
1− y1
,
d (y2)
1− y2
)
+bar
(
d (y2)
1− y2
,
d (y1)
1− y1
)
,
bar
(
d (y1)
1− y1
,
y2d (y1)+ y1d (y2)
1− y1y2
)
+bar
(
y2d (y1)+ y1d (y2)
1− y1y2
,
d (y1)
1− y1
)
,bar
(
d (y1)
y1
,
d (y1)
y1
)
,
bar
(
d (y1)
y1
,
d (y1)
1− y1
)
,bar
(
d (y1)
1− y1
,
d (y1)
y1
)
,bar
(
d (y1)
1− y1
,
d (y1)
1− y1
)]]
This result is a basis for iterated integrals in V (Ω2) in variables y1, y2, y3, y4 up to weight 2 as
sequence of two lists S = [S1,S2] . The list S1 contains the basis for weight 1 and S2 for weight 2.
2.5 The unshuffle map and hyperlogarithms
There is an explicit construction [13] of the inverse of the map of eq. 7 called the unshuffle map:
Φ : V (Ωm)→V (Ωm−1)⊗V
(
¯ΩFm
)
. (8)
It is available by the procedure MPLUnshuffle(f,var), which decomposes a function f, such that
the right component of tensor-product in eq. 8 is a hyperlogarithm in the variable var. The
variable var has to be the last of the declared cubical coordinates.
Example:
Consider the function
f =
[
2dx2
x2
+
dx3
x3
|
dx2
x2
|
d (x2x3)
1− x2x3
]
+
[
dx2
x2
|
dx3
x3
|
d (x2x3)
1− x2x3
]
+
[
dx2
x2
+
dx3
x3
|
d (x2x3)
1− x2x3
|
dx2
x2
]
∈V (Ω3) .
We apply MPLUnshuffle to f with respect to variable x3:
>MPLCoordinates(x,3):
>MPLUnshuffle(f,x[3]);
tens(bar(d(x[2])/x[2]),bar(d(x[3])/x[3],x[2]d(x[3])/(1− x[2]x[3])))
This output is understood as [
dx2
x2
]
⊗
[
dx3
x3
|
x2d (x3)
1− x2x3
]
.
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We see that the left part of this tensor product is a function in V (Ω2) (in this simple example, it even
belongs to V
(
¯ΩF2
)), while the right part is a hyperlogarithm in V ( ¯ΩF3 ) . Hence, as easily confirmed
using eq. 5, the function f can be constructed as
f =
[
dx2
x2
]
xΨ
([
dx3
x3
|
x2d (x3)
1− x2x3
])
.
In the same recursive way as the shuffle map Ψ can be used to construct all iterated integrals
in V (Ωm) from hyperlogarithms in V
(
¯ΩFk
)
with k ≤ m, the recursive application of the unshuffle
map Φ to the left part of the tensor product in eq. 8 decomposes every function in V (Ωm) as a
product of such hyperlogarithms. In this way, one can express all functions of V (Ωm) in terms of
hyperlogarithms and vice versa.
3 Integration over cubical coordinates
In this section, we introduce procedures for the computation of primitives and certain limits of
iterated integrals in V (Ωm) . A further command which combines these computations serves for
the analytical computation of certain definite integrals on M0,n. These procedures will also be the
backbone of the Feynman integral computations of section 4.
3.1 Primitives
It is well-known and implied by the definition of hyperlogarithms, that the computation of the prim-
itive of a hyperlogarithm with respect to some differential 1-form ω0 is simply the left-concatenation
of this 1-form to the corresponding word. In our set-up this is a map
¯AFm ⊗V
(
¯ΩFm
)
→ V
(
¯ΩFm
)
,
ω0⊗ [ω1|...|ωk] 7→
∫
ω0⊗ [ω1|...|ωk] = [ω0|ω1|...|ωk] . (9)
As every word in ¯AFm is integrable, every primitive obtained in this way is trivially homotopy
invariant.
However, the computation of a primitive of a function f ∈ V (Ωm) has to be different from
simple left-concatenation in general. This can already be understood from the simple fact that there
are 1-forms ω0 and integrable words ω with letters in Ωm, such that the concatenation ω0⊔ω is not
integrable. However, the primitive of a function in V (Ωm) with respect to a 1-form in ¯AFm is given
by a map
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¯AFm ⊗V (Ωm) → V (Ωm) ,
ω0⊗ [ω1|...|ωk] 7→
∫
ω0⊗ [ω1|...|ωk]
whose existence is implied by a theorem of [17].
In principle, an explicit computation of primitives could start from a decomposition into hyper-
logarithms as in section 2.5, apply simple concatenation as in eq. 9 and then map back to V (Ωm)
by use of the symbol map. However, a more efficient algorithm, avoiding the decomposition into
hyperlogarithms, was presented in [13]. This algorithm is implemented in MPL. For a 1-form a in
¯AFm and a function f in V (Ωm) whose maximal weight is w, the procedure MPLPrimitive(a, f,
w) computes the primitive
∫
a⊗ f ∈V (Ωm) .
Example:
Let us consider the function
f =
[
dx2
x2
+
dx3
x3
|
d (x2x3)
1− x2x3
]
+17
[
dx3
1− x3
]
∈V (Ω3)
whose maximal weight is w = 2, and the 1-form a = dx31−x3 ∈
¯AF3 . By use of the commands
>MPLCoordinates(x,3):
>MPLPrimitive(a,f,2);
we obtain
∫
a⊗ f =
[
dx3
1− x3
|
dx3
x3
|
d (x2x3)
1− x2x3
]
+
[
dx3
1− x3
−
dx2
x2
|
dx2
x2
|
d (x2x3)
1− x2x3
]
+
[
dx2
x2
|
dx3
1− x3
|
d (x2x3)
1− x2x3
]
+
[
dx2
x2
|
dx2
1− x2
|
dx3
1− x3
−
d (x2x3)
1− x2x3
]
+17
[
dx3
1− x3
|
dx3
1− x3
]
∈V (Ω3) .
3.2 Limits
MPL can be used to take limits of functions f ∈ V (Ωm) at xk = u where u ∈ {0, 1} and where xk
is any of the cubical coordinates x1, ..., xm. Let Z be the Q-vectorspace of multiple zeta values.
It was proven in [17] that for every f ∈ V (Ωm) the limits limxk→u f are Z-linear combinations of
functions in V (Ωm−1) .
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If the limit is computed with respect to the last variable xm, the limit is readily expressed in
terms of 1-forms in Ωm−1. In the case of k < m, the limit limxk→u f may involve iterated integrals
in differential 1-forms of the type d(xixi+1...xˆk...x j)1−xixi+1...xˆk...x j , where the hat indicates the missing variable xk in
the products of consecutive coordinates. Here one has to re-name the coordinates (xk+1, ..., xm) 7→
(xk, ..., xm−1), such that these 1-forms belong to Ωm−1 and the iterated integrals are recognized to
belong to V (Ωm−1) by MPL.
The limits are computed by expansion of the given f ∈V (Ωm) as a series in xk = u, and evalu-
ation of the coefficient of ln(x−u)0 (according to the regularization condition of section 2.1). The
expansion makes use of the decomposition eq. 6 such that the problem is internally reduced to
the computation of regularized limits of functions in V (Ω1) . The analytical solution to the latter
problem is known and leads to elements of Z (see [21]). The computation does not involve any
numerical approximation. The command MPLLimit(f,x[k],u) returns the limit of f ∈V (Ωm) at
xk = u with u ∈ {0, 1}.
Example:
Consider the function
f = Ψ
([
dx2
1− x2
|
x1dx2
1− x1x2
])
=
[
dx2
1− x2
−
dx1
1− x1
−
dx1
x1
|
d (x1x2)
1− x1x2
]
+
[
dx1
1− x1
|
dx2
1− x2
]
∈V (Ω2) .
(10)
By use of the commands
>MPLCoordinates(x,2):
>MPLLimit(f,x[2],1);
we obtain the limit
lim
x2→1
f =−
[
dx1
1− x1
+
dx1
x1
|
dx1
1− x1
]
=−
1
2
ln(1− x1)2−Li2(x1) ∈V (Ω2)
where Li2 denotes the classical dilogarithm.
In some applications it is necessary to compute several consecutive limits
lim
xk1→u1
lim
xk2→u2
... lim
xkl→ul
f
with {k1, ..., kl} ⊆ {1, ..., m} and ui ∈ {0, 1} for i∈ {1, ..., l}. Such computations are facilitated by
the procedure MPLMultipleLimit(f,S) where the first argument is a function in V (Ωm) and the
second argument is an ordered list S=[...] of equations xkl = ul, xkl−1 = ul−1, ..., xk1 = u1 which
define the limits. The order in which the limits are computed is from left to right in this list.
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It is important to note that in such multiple limits, the order matters. For example, for f defined
in eq. 10, we have
lim
x1→1
lim
x2→1
f = −ζ(2),
lim
x2→1
lim
x1→1
f = 0.
In both computations, we approach the point (x1, x2) = (1, 1). In the first line, we evaluate f on the
boundary L1 = {(x1, 1)|0≤ x1 ≤ 1} at first and then approach the point (1, 1) along this line. In
the second computation, we move to the boundary L2 = {(1, x2)|0 ≤ x2 ≤ 1} at first and approach
the point (1, 1) from there. The difference between both results comes from the fact, that the point
(1, 1) is not contained in the moduli space M0,5 (see appendix B, eq. 25). In order to evaluate
functions there, one has to work with a compactification of this space, obtained by blowing up this
point to a line, such that the boundary transforms from a square to a pentagon in this case. On this
space, one clearly arrives at different points, depending on whether one approaches the additional
line from L1 or L2. We refer to [17] for a detailed, general discussion.
3.3 Definite integration
Let us consider cubical coordinates x1, ..., xm and convergent integrals of the form
I =
∫ 1
0
dxm
q
∏i paii
f , (11)
where f ∈V (Ωm) , q is a polynomial in xm, the ai ∈ N and the pi are elements of the set
PC = {xm, 1− xm, ..., 1− x1 · · · xm} , (12)
i.e. in the set of denominators of the differential 1-forms in Ωm. The analytical computation of such
integrals with MPL proceeds as follows:
• The integral I is expressed as a linear combination of integrals of the type
Ii =
∫ 1
0
ωi fi
with ωi ∈ ¯ΩFm, fi ∈ V (Ωm) . This is achieved by a combination of partial fraction decompo-
sitions and partial integrations, iteratively lowering the exponents ai. The partial integrations
involve the computation of limits of f at xm = 0 and xm = 1 as discussed in section 3.2.
• For each integral Ii the primitive ˜Ii =
∫
ωi⊗ fi is computed as in section 3.1.
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• The limits limxm→1 ˜Ii− limxm→0 ˜Ii are evaluated.
All of these steps are combined in the procedure MPLCubicalIntegrate(f,var,n). The first
argument is an integrand as in eq. 3.3 in a set of cubical coordinates x1, ..., xm and the second
argument is the last of these variables, xm. The positive integer n is the number of integrations to
be computed. The procedure integrates from 0 to 1 over the variables xm, xm−1, ..., xm−n+1 in this
order.
Example:
We consider two families of integrals
I1(N) =
∫ 1
0
∫ 1
0
dx1dx2 f1(N) and I2(N) =
∫ 1
0
∫ 1
0
∫ 1
0
dx1dx2dx3 f2(N),
with integrands
f1(N) = (−1)N x
N
1 (1− x1)NxN2 (1− x2)N
(1− x1x2)N+1
,
f2(N) = x
N
1 (1− x1)
Nx2N+12 (1− x2)
NxN3 (1− x3)
N
(1− x1x2)N+1(1− x2x3)N+1
for N ∈ N∪{0}.
These integrals arise, after a change of variables, from Beukers’ proofs [6] of Apéry’s theorems
[4] on the irrationality of ζ(2) and ζ(3). The general role of period integrals on M0,n in irrationality
proofs for zeta values is worked out in [22]. MPL can be used to confirm the results
I1(N) = a1(N)ζ(2)−b1(N),
I2(N) = 2a2(N)ζ(3)−2b2(N), (13)
where the sequences of numbers a1(N), b1(N) satisfy the recurrence relation
u1(N) = N−2
((
11N2−11N +3
)
u1(N−1)+(N−1)2 u1(N−2)
)
with initial conditions a1(0) = 1, a1(1) = 3, b1(0) = 0, b1(1) = 5 and the numbers a2(N), b2(N)
satisfy
u2(N) = N−3
((
34N3−51N2 +27N−5
)
u2(N−1)− (N−1)3u2(N−2)
)
with a2(0) = 1, a2(1) = 5, b2(0) = 0, b2(1) = 6.
For example, setting the first argument f of the procedure MPLCubicalIntegrate equal to
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f2(4), we compute3
MPLCubicalIntegrate(f,x[3],3);
−11424695/144+66002ζ(3)
in agreement with eq. 13. Here the program integrates over x3, x2, x1. Intermediate results can be
obtained by setting the third argument equal to 1 or 2.
4 Integration over Feynman parameters
In this section, we introduce procedures to express a very general class of integrals in terms of
integrals of the form of eq. 11, such that the procedures of section 2 can be used for their computa-
tion. For the sake of concreteness, we assume an application to Feynman integrals of perturbative
quantum field theory, but the procedures may apply to integrals of a different context as well.
We consider integrals of the form
IF =
∫
∞
0
dα j
∏Qi∈Q Qδii Lw
(
α j
)
∏Pi∈P P
βi
i
(14)
where Q , P ⊂ Q
[
α1, ..., α j, ..., αN
]
are sets of irreducible polynomials, all δi, βi ∈ N∪{0} and
Lw (αN) is a hyperlogarithm, given by a word w in differential 1-forms in
ΩF =

dα jα j ,
dα j
α j−ρi
where ρi =−
Pi|α j=0
∂Pi
∂α j
, Pi ∈ P

 . (15)
Let us compare the integrals of eq. 14 to the ones of eq. 11. The essential difference is between
the sets PC and P , i.e. the polynomials in the denominator of the integrand and defining the denom-
inators of the differential 1-forms of the iterated integrals in the numerator of the integrand. While
PC is a very specific set of polynomials (eq. 12), we will allow the set P to contain polynomials of
a much more general type.
In the following, we consider successive integrations of the type of eq. 14 over several variables
ασ(1), ασ(2), ..., ασ(N) with respect to some permutation σ of {1, ..., N}. Let P (1, ..., i) denote the set
of polynomials which plays the role of P in eq. 14 and 15 for integrands after the first i integrations.
In the following, let P denote the first such set, before any integrations. Let us call a polynomial at
most linear in some variable, if its degree in this variable is either 0 or 1.
Integrals of this type can be computed with MPL, if the following conditions are satisfied:
3Cubical coordinates are declared internally before each integration, therefore it is not necessary to use
MPLCoordinates here.
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1. The integral has to be finite. Of course, this condition is failed by many Feynman integrals.
However, there are powerful methods to express divergent Feynman integrals in terms of
finite integrals, e.g. [52, 50, 24]. In the following we assume that the integral under consid-
eration is either a finite Feynman integral or one of the finite integrals arising from such a
procedure.
2. The integral has to be linearly reducible [18], i.e. there is an order of integrations σ such that
every polynomial in P (σ(1), ...,σ(i)) is at most linear in ασ(i+1) for all i = 0, ..., N−1. Linear
reducibility can be checked before the integration procedure by the algorithms of [18, 19]
which are implemented in MPL as discussed in section 4.1.
3. Our implementation of the computation of limits (section 3.2) implies, that the integral has
to be unramified (as defined in [18]) and P has to satisfy a condition, which we will call
properly ordered. In section 4.2, we recall the aspects of our discussion of [13], which make
these conditions precise.
Procedures to check these conditions and to compute an integral which satisfies the conditions are
introduced below.
4.1 Polynomial reduction
For each permutation σ on {1, ..., N}, Brown’s polynomial reduction algorithms [18, 19] construct
sequences
S{σ(1)}, S{σ(1),σ(2)}, ..., S{σ(1),σ(2), ...,σ(i)},
with i≤ N, of sets of irreducible polynomials, such that
P (σ(1), ...,σ(i)) ⊆ S{σ(1), ...,σ(i)}, i ∈ {1, ..., N}. (16)
If S{σ(1), ...,σ(i)} contains a polynomial of degree greater than 1 in ασ(i+1) then the set S{σ(1), ...,σ(i),σ(i+1)}
with respect to the order given by σ is not constructed. The initial set P is called linearly reducible,
if there is a σ such that the algorithm succeeds to construct a full sequence S{σ(1)}, ..., S{σ(1), ...,σ(N)}.
We briefly recall the construction of the sets S{σ(1), ...,σ(i)}. Let S ⊂Q [α1, ..., αN] and let Sirred.
denote the set of all irreducible factors of all polynomials in S, disregarding constants. Adapting
the notation of [53] we define
[P, 0]i = P|αi=0, [P, ∞]i =


∂P
∂αi if
∂P
∂αi 6= 0,
P|αi=0 otherwise,
and
[
Pj, Pk
]
i =
∂Pj
∂αi
Pk|αi=0−
∂Pk
∂αi
Pj|αi=0.
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For sets S all of whose polynomials are at most linear in αi, we define the simple reduction [18] of
S with respect to αi by
Si = {[P, 0]i , [P, ∞]i : P ∈ S}irred.∪
{[
Pj, Pk
]
i : Pj, Pk ∈ S
}
irred. .
One defines the Fubini reduction [18] of P with respect to σ by
S /0 = P ,
S{σ(1), ...,σ(i)} = ∩k∈{σ(1), ...,σ(i)}S
{σ(1), ...,σ(i)}\{k}
k , (17)
where on the right-hand side only the sets S{σ(1), ...,σ(i)}\{k} are considered, which are defined by
simple reduction and whose polynomials are at most linear αk. Disregarding monomials and con-
stants, these sets satisfy eq. 16. Moreover, for every permutation λ on {σ(1), ..., σ(i)} we have
P (λ(σ(1)), ...,λ(σ(i))) ⊆ S{σ(1), ...,σ(i)}, i ∈ {1, ..., N},
assuming that both sides of this relation exist.
A more refined upper bound was defined in [19] by introducing compatibility graphs. Here we
adapt the version defined in [53]. The above simple reduction is extended to a pair (S,C) where
S is a set of irreducible polynomials and C is the set of edges of a graph, whose vertices are the
polynomials in S. A pair of two distinct polynomials in S is called compatible, if there is an edge
between the corresponding two vertices in C. For a set S with all polynomials at most linear in αi
one defines
¯Si = {[P, 0]i , [P, ∞]i : P ∈ S}irred.∪
{[
Pj, Pk
]
i : compatible pairs Pj, Pk ∈ S
}
irred. .
In the corresponding compatibility graph Ci the vertices are given by ¯Si and the edges are between
all pairs of distinct irreducible factors of
[
Pj, Pk
]
i · [Pk, Pl]i ·
[
Pl, Pj
]
i for every mutually compatible
Pj, Pk, Pl ∈ S∪ {0, ∞} . The auxiliary terms 0 and ∞ are each considered compatible with every
element of S∪ {0, ∞} . The initial pair of this reduction is (P , KP ) , where KP is the complete
graph whose vertices are the polynomials in P . We have ¯Si ⊆ Si by construction. It was proven in
[53], that the sequence obtained by this extended simple reduction is an upper bound for the sets
P (σ(1), ...,σ(i)) as in eq. 16.
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In analogy to the Fubini reduction, we furthermore define
(
S /0,C /0
)
= (P , KP ) ,(
¯S{σ(1),...,σ(i)},C{σ(1),...,σ(i)}
)
=
(
∩k∈{σ(1),...,σ(i)} ¯S
{σ(1),...,σ(i)}\{k}
k ,
∩k∈{σ(1),...,σ(i)}C
{σ(1),...,σ(i)}\{k}
k
)
(18)
where the intersection G1∩G2 of graphs G1, G2 is a graph consisting only of the vertices and the
edges which belong to both of the graphs. Note that this construction includes the above Fubini
reduction, if we replace every graph in eq. 18 with the corresponding complete graph. Therefore
we have
¯S{σ(1), ...,σ(i)} ⊆ S{σ(1), ...,σ(i)}
by construction. An explicit proof that the sets ¯S{σ(1), ...,σ(i)} satisfy eq. 16 is missing at this point.
However, these sets have served as correct upper bounds in all known cases so far (see the remark
in sec. 3.6.6 of [53]).
The program MPL provides the procedure
>MPLPolynomialReduction(S,L);
where the first argument is the list of polynomials to be reduced and the second argument is the
list of all variables with respect to which the reduction shall be computed. In a typical Feynman
integral computation, S would contain the Symanzik polynomials and L would be the list of Feyn-
man parameters (cf. the example in appendix A). The procedure returns a list where each entry
corresponds to a pair
(
¯S{σ(1), ...,σ(i)},C{σ(1), ...,σ(i)}
)
of the above reduction. For example, a typical
entry of this list would be
[[α1, α4] , [α2α3 +1, α2−α3, α2α5 +α3] , [{1,2} ,{1,3}]] .
Every entry contains three lists. The first list contains the reduced variables, the second list contains
the polynomials in the remaining variables (disregarding monomials and constants) and the third
list contains the edges of the compatibility graph, in terms of pairs of the numbers of compatible
polynomials with respect to the given list. In this sense, the above example stands for the pair(
¯S{1,4},C{1,4}
)
with ¯S{1,4} = {α2α3 +1, α2−α3, α2α5 +α3} and where the first polynomial of
this list is compatible with the second one and the third one.
A global, boolean variable COMPATIBILITY_GRAPH is set true by default. If the user sets this
variable to false, the procedure MPLPolynomialReduction returns a list corresponding to the sets
S{σ(1), ...,σ(i)} of the Fubini reduction (eq. 17).
In both cases, the polynomial reduction algorithm considers all permutations on {1, ..., N}. If
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the reduction (by at least one of both algorithms) contains a complete sequence
S{σ(1)}, ..., S{σ(1), ...,σ(N)}
(or with ¯S instead of S) for one such permutation σ, linear reducibility is satisfied.
If this is not the case, the algorithm has stopped the construction of sets at certain stages, because
of polynomials which are non-linear in some αi. There are several possible scenarios. Firstly, these
polynomials might be spurious, i.e. they belong to the upper bounds generated by the algorithm,
but might not appear in the actual integrands. In this (rather unlikely) case, the integral can still
be computed. Secondly, the problematic polynomials may belong to P (σ(1), ...,σ(i)), but it may be
possible to restore linearity in some variable by an appropriate change of variables. Such examples4
are discussed in [52, 53]. These changes of variables are not implemented in MPL so far. Thirdly,
it may be the case that such changes of variables do not exist and that neither iterated integrals on
M0,n nor hyperlogarithms are sufficient to express the given integral5.
4.2 Changes of variables
Let us assume an integrand of the type of eq. 14 whose polynomials and hyperlogarithms depend
on N Feynman parameters α1, ..., αN and on M kinematical invariants s1, ..., sM (possibly including
squared particle masses). Furthermore, let these kinematical invariants be defined such that in the
momentum region where we want to compute the integral, all si take only non-negative, real values.
The most convenient way to compute with such variables in MPL is to treat them like additional
Feynman parameters, which are not integrated out. In this sense, let us define the N+M generalized
Feynman parameters ai by
ai = si and aM+ j = α j for i = 1, ..., M and j = 1, ..., N.
The transformations of integrands from Feynman parameters to cubical coordinates and back
are discussed in detail in section 4 of [13], without explicitly mentioning kinematical invariants.
However, the discussion in [13] is easily extended to include these dependences by simply replacing
the Feynman parameters by the generalized Feynman parameters. Making this point explicit here,
we recall the remaining conditions on the integrand.
Let us assume that the set of polynomials P = {P1, ..., Pm} of the integrand is linearly reducible.
Let T =N+M and let us number the (generalized) Feynman parameters such that from left to right
4An example for this case is the massless graph K4 with four on-shell legs, which was found to be irreducible with
respect to Feynman parameters in [14] but computable in terms of harmonic polylogarithms in [43]. A change of
variables restoring linear reducibility was found in [52].
5In such cases, the use of elliptic polylogarithms as in the computations [11, 10, 2, 3] may be appropriate.
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aT , aT−1, ..., aM+1 is the desired order of integrations. Following the algorithm of [13], MPL
introduces m cubical coordinates x1, ..., xm by a homomorphism φ⋆ : Q(x1, ..., xm)→Q(a1, .., aT )
and expresses the integrand in terms of integrals of the type 11, such that all polynomials and
hyperlogarithms depending on the next integration variable aT = αN are expressed in terms of
cubical coordinates. After integrating over xm, the result is expressed in terms of hyperlogarithms
in Feynman parameters again. As explained in detail in [13], these functions η have to satisfy
a certain condition at the tangential basepoint corresponding to consecutive limits, for which we
define the short-hand notation lima→0T−1 by
lim
a→0T−1
η = lim
a1→0
... lim
aT−1→0
η. (19)
These limits in the space of Feynman parameters correspond to limits in cubical coordinates, in the
sense that
lim
xp→c
g = lim
a→0T−1
φ⋆g
for any rational function g in the x-coordinates. Here limxp→c g is the short-hand notation defined
by
lim
xp→c
g = lim
xp(1)→cp(1)
... lim
xp(m−1)→cp(m−1)
g (20)
where p is a particular permutation on {1, .., m−1} and ci = lima→0T−1 xi for i = 1, ..., m−1. As
we take limits with respect to all remaining variables here, the ci are real numbers.
In MPL, limits as in eq. 20 can be computed by use of the procedures discussed in section
3.2, if two conditions are satisfied. Firstly, the limit has to be computed at a corner-point of the
unit-cube
Rm−1cube =
{
(x1, ..., xm−1) ∈ R
m−1|0≤ xi ≤ 1, i = 1, ..., m−1
}
,
i.e. ci ∈ {0, 1} for i = 1, ..., m− 1. Secondly, the limit has to be computed by approaching this
point from inside this cube.
We introduce two conditions on the set P , such that these conditions on the limits are satis-
fied. For each Pi ∈ P let us define ρi = −
Pi|αN=0
∂Pi
∂αN
and consider the space of generalized Feynman
parameters
RT−1 =
{
(a1, ..., aT−1) ∈ R
T−1|0 ≤ ai, i = 1, ..., T −1
}
.
As a first condition, let there be an open region Λ⊂RT−1 with all points satisfying 0≤ aT−1 ≪
aN−2 ≪ ...≪ a1 ≪ ε, where x ≪ y denotes x < yK, for a sufficiently small number ε and a suffi-
ciently large number K, such that everywhere in Λ we have
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0 > ρm > ρ1 > ρ2 > ... > ρm−2 > ρm−1. (21)
Here we have already numbered the Pi according to this unique order. If such a region Λ exists, let
us call the integral properly ordered.
The change of coordinates introduced in [13] is defined as
φ⋆(xm) = aT
aT −ρm
, φ⋆(xm−1) = ξm−1 and φ⋆(xk) = ξkξk+1 for 1 ≤ k ≤ m−2,
where ξi = 1− ρmρi for i= 1, ..., m−1. As a consequence of eq. 21, we have 0< ξi < 1 and ξi < ξi+1
and therefore 0 < xi < 1, i = 1, ..., m− 1, everywhere in Λ. Therefore, if the integral is properly
ordered, the limit eq. 20 is approached from inside Rm−1cube .
As a second condition, we assume that the set {ρ1, ..., ρm} is unramified [18], i.e.
lim
a→0T−1
ρi ∈ {0,−1, ∞} for i = 1, ..., m.
In this case, we also call the integral unramified. Together with the condition to be properly ordered,
this implies the desired condition ci ∈ {0, 1} for i = 1, ..., m−1.
Note that it may strongly depend on the choice of kinematical invariants and the region of the
momentum space, whether these conditions are satisfied. We also note, that while the choice of
the order of aT , ..., aM+1 is at least partially restricted by the condition of linear reducibility, the
order of the kinematical invariants aM, ..., a1 is arbitrary. If this freedom in the choice of the orders
and in the choice of kinematical invariants can not be exploited to write the integrand in a form
such that proper ordering and unramifiedness are satisfied, the use of iterated integrals on M0,n or
hyperlogarithms may still be possible.
4.3 The computation of Feynman integrals with MPL
Let us now turn to the computation of a finite integral in Feynman parameters with MPL. We choose
a letter to denote the generalized Feynman parameters, say ai. In the Maple worksheet, this choice
is declared by the Maple command
>defform(a=0):
From here on, all a[i] are treated as variables and all d(a[i]) are treated as differential 1-forms
by Maple.
For a given set P of polynomials in the integrand of the type of eq. 14, we check with
MPLPolynomialReduction whether the integrand is linearly reducible (see section 4.1). Here let
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us assume that linear reducibility is satisfied. For convenience, we number the integration variables
such that an allowed order of integrations is aT , aT−1, ..., aM+2, aM+1. Furthermore we number the
M kinematical invariants according to some arbitrary order. Based on these orders, we define the
vector of all generalized Feynman parameters a = (aT , , ..., , aM+1, aM, ..., a1) .
The question remains, whether the integral is furthermore properly ordered and unramified with
respect to the order in a. This can be checked with the MPL command
>MPLCheckOrder(reduction, a[1..k], a);
Here the first argument is the list generated by MPLPolynomialReduction, the second argument is
a list of the variables in a to be integrated out and the last argument is the list a=[a[T],...,a[1]]
of all components of a. In both lists, the entries are ordered according to the chosen vector a.
If the latter procedure confirms the conditions to be satisfied, we can use the order of a to
compute the integral6. This is done with the command
>MPLFeynmanIntegrate(integrand, a[1..k], a);
Here the first argument is the integrand of the type of eq. 14. Note that the numerator of the
integrand has to be a linear combination of logarithms and hyperlogarithms in bar-notation (using
bar(...)), if such functions occur. The second and third argument are the same as in the previous
procedure. We obtain the final result by integrating over k = T −M variables and intermediate
results by chosing k < T −M. The results are given in terms of hyperlogarithms L in the remaining
generalized Feynman parameters, vanishing in the limit lima→0T L by definition.
The Feynman parametric version of the integral is sometimes expressed with a δ(H) in the
integrand, where H is some hypersurface in the space of the integration variables, to be chosen
freely, according to the famous Cheng-Wu theorem [28]. We always choose H = 1−aM+1, which
implies that we integrate over the first k = T −M−1variables with the above command and take
the limit limaM+1→0.
Detailed examples of Feynman integral computations with MPL are presented in the manual
and in appendix A.
5 Conclusions
We have introduced the computer program MPL for computations with iterated integrals on moduli
spaces of curves of genus zero with n ordered marked points with Maple. The program includes
procedures for the computation of the symbol map, the unshuffle map, the total differentiation, the
6If one of the conditions fails, the freedom of choices with respect to kinematical invariants as mentioned in section
4.2 may be used to try a different a.
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Figure 1: A two-loop triangle graph
derivation of primitives and certain limits. It provides the analytical computation of a very general
class of integrals which can be understood as period integrals on the mentioned moduli spaces.
By additional procedures, deriving appropriate changes of variables, the program furthermore
supports the computation of Feynman integrals. It provides the automated computation of finite,
linearly reducible integrals over Feynman parameters if the order of integrations satisfies unrami-
fiedness and properly ordered polynomials at a tangential basepoint.
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Appendix A: An example of a Feynman integral computation
As an example application for the procedures introduced in section 4, let us consider the massless,
off-shell Feynman graph of figure 1 whose integral was already computed in [26]. We denote
the Feynman parameters by x1, x2, x3, x4 and the incoming external momenta by p1, p2, p3. The
Symanzik polynomials (see e.g. [16]) of the graph are
U = x1x4 +(x1 + x4)(x2 + x3) , (22)
F = −p21x2x3 (x1 + x4)− p
2
2x1x3x4− p
2
3x1x2x4.
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Expressing the kinematical dependences by two variables x5 and x6, defined by (cf. [26])
p22
p21
= (1+ x5)(1+ x6) and
p23
p21
= x5x6,
we furthermore define a slightly modified second Symanzik polynomial
˜F = −
F
p21
= x2x3 (x1 + x4)+ x1x3x4 (1+ x5)(1+ x6)+ x1x2x4x5x6 (23)
and consider the Feynman integral around D = 4−2ε dimensions
I =
∫
x
δ(H)U3ε−2 ˜F −2ε.
Here we omitted a trivial prefactor
(
−p21
)2ε Γ(2ε) and we introduced ∫x as a short-hand notation for
∏4i=1 (
∫
∞
0 dxi) . In the following, we consider the region in momentum space, where x5 > 0, x6 > 0,
i.e. the set {x1, ..., x6} are generalized Feynman parameters in the sense of section 4.2. For the
hyperplane H we still have a freedom of a choice to be made below.
Let us at first express this divergent integral in terms of finite ones. Following Panzer’s strategy
of analytic regularization [52], we define a differential operator
D{x1,x4} =
1
ε
(
(ε−2)− x1
∂
∂x1
− x4
∂
∂x4
)
and obtain I = 1ε ˜I with
˜I = ε
∫
x
δ(H)D{x1,x4}
(
U3ε−2 ˜F −2ε
)
=
∫
x
δ(H) U
3ε−2
˜F −2ε (P+ εQ)
UF
.
Here P and Q are polynomials in x1, ..., x6, implicitly defined by this relation. The integral ˜I is
finite at ε = 0. By expanding its integrand at this point we obtain
˜I = ˜I(0)+ ε ˜I(1)+ ε2 ˜I(2)+O
(
ε3
)
,
˜I(0) =
∫
x
δ(H) P
U3 ˜F
,
˜I(1) =
∫
x
δ(H) Q+P
(
3ln(U)−2ln
(
˜F
))
U3 ˜F
,
˜I(2) =
∫
x
δ(H)
Q(6ln(U)−4ln( ˜F ))+P(9ln(U)2 +4ln( ˜F )2−12ln(U) ln( ˜F ))
2U3 ˜F
. (24)
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In the Maple worksheet, we begin the computation with
>defform(x=0):
From here on, Maple considers every x[i] as a variable and every d(x[i]) as a differential 1-form.
In order to check, whether the integrals ˜I(0), ˜I(1), ˜I(2) can be computed with MPL, we begin
with a polynomial reduction of the set S =
{
U, ˜F
}
. The reduction is obtained by
>R:=MPLPolynomialReduction([U,F],[x[1],x[2],x[3],x[4]]);
The list in the first argument contains the polynomials to be reduced and the second argument is
the list of integration variables in arbitrary order. The output R of this command is a list where each
entry corresponds to a ¯S{σ(1), ...,σ(k)} as explained in section 4.1. It is easy to check, that there are
permutations σ such that a complete reduction
{
¯S{σ(1)}, ¯S{σ(1),σ(2)}, ¯S{σ(1),σ(2),σ(3)}, ¯S{σ(1),σ(2),σ(3),σ(4)}
}
is contained in this list. One of these permutations defines the order x1, x4, x3, x2. Defining an
order on all generalized Feynman parameters accordingly, we choose a = (x1, x4, x3, x2, x5, x6)
and check, whether the integrand is unramified and properly ordered with respect to this order by
>a:=[x[1],x[4],x[3],x[2],x[5],x[6]]:
>MPLCheckOrder(R, a[1..4], a);
As all conditions are satisfied, the integral can be computed with respect to the chosen order. Now
we choose the hyperplane H to be 1− x2 = 0.
We have to express all (products of) hyperlogarithms in the integrand as linear combinations of
iterated integrals in bar-notation. For the given example, it is sufficient to re-write the integrands of
eq. 24 by use of
ln(X) =
[
d(X)
X
]
and ln(X)ln(Y ) =
[
d(X)
X
|
d(Y )
Y
]
+
[
d(Y )
Y
|
d(X)
X
]
where the iterated integrals are expressed by use of bar(...) in the Maple worksheet (see section
2.1). With these integrands, we can now compute the first three integrations with
>MPLFeynmanIntegrate(integrand, a[1..3], a);
The output is the result after integration over x1, x4, x3 and according to our choice of H, we finally
set x2 = 1 in this result. Here, all of these results are rational functions of x2, so we can simply use7
7If one of the results would be an iterated integral depending on x2, we would apply the command MPLLimit
instead.
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>eval(%, x[2]=1);
We obtain the results
˜I(0) = 1,
˜I(1) = 5,
˜I(2) =
1
x6− x5
(
2x5(1+ x6)
([
d (x6)
1+ x6
][
d (x5)
x5
]
+
[
d (x5)
x5
|
d (x5)
1+ x5
][
d (x5)
1+ x5
|
d (x5)
x5
])
−2x6(1+ x5)
([
d (x5)
1+ x5
][
d (x6)
x6
]
+
[
d (x6)
x6
|
d (x6)
1+ x6
]
+
[
d (x6)
1+ x6
|
d (x6)
x6
]))
−3ζ(2)+19.
Here all bar-terms can be interpreted as logarithms and dilogarithms in the kinematical invari-
ants x5, x6.
The same integrals are as well used as an example in the tutorial-worksheet of Panzer’s program
HyperInt [54] and the reader may find it instructive to compare the expressions. MPL provides
the command MPLHlogToBar to automatically express the function Hlog of HyperInt in terms of
our bar-notation.
As a final remark, we briefly recall, why MPL in general returns the result of integrations
over Feynman parameters in terms of hyperlogarithms. Internally, the program introduces cubical
coordinates for each integration variable and computes the integrals with the procedures introduced
in section 2. However, as we are interested to see the result of the integrations expressed in terms
of the kinematical invariants and possibly remaining Feynman parameters (such as x2 here), which
we usually cannot interpret as cubical coordinates of some M0,n, the program has to return the
result in terms of hyperlogarithms in these parameters. If the integrand in Feynman parameters
and kinematical invariants would already be of the form of eq. 11 from the beginning, we could
simply declare these parameters as cubical coordinates and compute the integrations by use of
MPLCubicalIntegrate as in section 3.3. Usually, due to the complexity of Symanzik polynomials,
this is not the case and a change of variables is needed.
Appendix B: A quick introduction to the spaces M0,n
In the literature on Feynman integrals, moduli spaces of curves are not a very common topic. In
this article we have frequently mentioned “moduli spaces M0,n of curves of genus zero with n
ordered, marked points”, without explaining what this phrase means. Without assuming familiarity
with moduli spaces, we have introduced the corresponding class of iterated integrals by an ad-hoc
definition in section 2. However, it may be more satisfying to see, how the differential 1-forms in
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cubical coordinates arise and what the underlying spaces look like. Here we try to give a very basic
introduction.
Speaking very generally, a moduli space is a device for the classification of certain objects with
respect to equivalence relations. For a given set of objects, a moduli space is constructed, such
that each point of the space corresponds to an equivalence class in the set. (See [42] for a very
general discussion of such moduli problems.) In the case of moduli spaces of curves, the objects
are algebraic curves and each point of the moduli space corresponds to an isomorphism class of
such curves.
In order to keep technicalities at a minimum here, we make use of the fact, that there is a canon-
ical bijection between the isomorphism classes of algebraic curves and the isomorphism classes of
Riemann surfaces (see e.g. [51]). As a consequence, the moduli spaces of algebraic curves and of
Riemann surfaces are the same, and we restrict ourselves to the terminology of Riemann surfaces
here. We recall that a Riemann surface is a connected, complex analytic manifold of (complex)
dimension one and its genus is, pictorially speaking, the number of its ’handles’, i.e. 0 for a sphere,
1 for a torus, 2 for a frame of a pair of glasses and so on.
It is instructive to consider the case of genus 1 at first. For every Riemann surface S of genus 1
there is a complex number j(S) (the j-invariant of elliptic curves) such that two Riemann surfaces
S1, S2 are isomorphic, if and only if j (S1) = j (S2) . In other words, for each isomorphism class of
Riemann surfaces of genus 1, there is a unique complex number. Moreover it is known that for any
λ ∈ C, there is an isomorphism class C of such curves, such that j (S) = λ for S ∈ C . Therefore
the moduli space M1 of curves (or Riemann surfaces) of genus 1 is simply the complex plane C,
parametrized by j. Usually this moduli space is viewed as the affine line A1j .
The case of genus 0 is even more simple. Every Riemann surface of genus 0 is isomorphic to
the Riemann sphere C∪{∞} . Therefore there is only one isomorphism class and the moduli space
M0 of curves (or Riemann surfaces) of genus 0 is only one point.
At low genus, more interesting moduli spaces can be constructed by adding data to the Riemann
surfaces. One way to do so is by marking some of their points. In the case of genus 0, let us
consider n distinct, ordered points z1, z2, ..., zn on a Riemann sphere S. By saying that these points
are marked, we say S with these marked points is only isomorphic to a Riemann sphere S′ with
ordered, marked points z′1, z′2, ..., z′n, if an isomorphism between these Riemann shperes exists,
which maps zi to z′i for i = 1, ..., n. Due to this restriction, there will clearly be such spheres which
are not isomorphic to each other and we obtain non-trivial moduli spaces.
We recall that an automorphism is an isomorphism of a manifold onto itself. For the construc-
tion of moduli spaces of curves of genus 0, the isomorphisms defining the classes corresponding
to the points of these spaces are the automorphisms of the Riemann sphere. These are the Möbius
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transformations
z 7→
αz+β
γz+δ with α, β, γ, δ ∈ C, αδ−βγ 6= 0,
which form the Möbius group denoted PGL2 (C) .
Now, on a formal level, we have all ingredients to define the moduli space M0,n of curves of
genus 0 with n ordered, marked points:
M0,n (C) = {(z1, ..., zn) ∈ C
n∪{∞} distinct}/PGL2 (C) .
Here it is constructed as a space of n complex coordinates, given by the marked points on the
Riemann sphere C∪ {∞} , modulo the automorphisms. Due to the condition that all points are
distinct, zi 6= z j for i, j = 1, ..., n, all diagonals are excluded from this space.
In this definition, due to the division by the automorphisms PGL2 (C) , it may still not be obvi-
ous, what this space really looks like. In fact, there is only one property of PGL2 (C) which we have
to understand: For any Riemann sphere with n ordered, marked points, there is an isomorphism in
PGL2 (C) which maps three of the marked points to the points 0, 1 and ∞. As a consequence, if we
choose n ≤ 3, again all spheres are isomorphic and we obtain a trivial moduli space with only one
point.
The first non-trivial space is M0,4. We can map three of the marked points to 0, 1, ∞ by an
element of PGL2 (C) . The fourth point is allowed to take every complex value except these three,
and defines a new isomorphism class for each new value. In this sense, the fourth point parametrizes
the moduli space, which therefore has one complex dimension. Introducing one further marked
point we obtain M0,5 as a space parametrized by two complex variables, excluding the points
where they are equal to 0, 1, ∞ or equal to each other.
Generalizing this concept to n marked points, we use the mentioned property of PGL2 (C) to
always set z1 = 0, zn−1 = 1, zn = ∞ and we introduce the so-called simplicial coordinates
t1 = z2, t2 = z3, ..., tn−3 = zn−2.
In terms of these new coordinates, we obtain
M0,n ∼=
{
(t1, ..., tn−3) ∈ C
n−3|ti 6= t j and ti 6= {0, 1} for i, j = 1, ..., n−3
}
.
This construction is already suitable for practical computations. The division by PGL2 (C) has been
made explicit and we see, that the space has n−3 dimensions. By a further change of variables
x1 =
t1
t2
, x2 =
t2
t3
, ..., xn−4 =
tn−4
tn−3
, xn−3 = tn−3
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we finally arrive at
M0,n ∼=
{
(x1, ..., xn−3) ∈ C
n−3|xixi+1...x j 6= {0, 1} for all 1 ≤ i ≤ j ≤ n−3
}
. (25)
The variables xi are the cubical coordinates used throughout this article. Due to the above condition
to the products xixi+1...x j we have well-defined differential 1-forms
dx j
x j
and
d
(
xixi+1...x j
)
xixi+1...x j−1
for 1 ≤ i ≤ j ≤ n−3
on this space.
As a final remark, let us mention that in section 3.2 we have discussed limits at points on the
hypersurfaces, which are excluded from M0,n by the above definition. In this context, we have to
work with a compactification ¯M0,n of the space. For this and other advanced issues on M0,n, we
refer to [17] and references therein.
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