We model experience-dependent plasticity in the adult rat S1 cortical representation of the whiskers (the barrel cortex) which has been produced by trimming all whiskers on one side of the snout except two. This manipulation alters the pattern of afferent sensory activity while avoiding any direct nerve damage. Our simplified model circuitry represents multiple cortical layers and inhibitory neurons within each layer of a barrel-column. Utilizing a computational model we show that the evolution of the response bias in the barrel-column towards spared whiskers is consistent with synaptic modifications that follow the rules of the Bienenstock, Cooper and Munro (BCM) theory. The BCM theory postulates that a neuron possesses a dynamic synaptic modification threshold, θ M , which dictates whether the neuron's activity at any given instant will lead to strengthening or weakening of the synapses impinging on it. However, the major prediction of our model is the explanation of the delay in response potentiation in the layer-IV neurons through a masking effect produced by the thresholded monotonically increasing inhibition expressed by either the logarithmic function, h(x) = µ log(1 + x), or by the power function, h(x) = µx 0.8−0.9 , where µ is a constant. Furthermore, simulated removal of the supragranular layers (layers II/III) reduces plasticity of neurons in the remaining layers (IV-VI) and points to the role of noise in synaptic plasticity.
Introduction
We are interested in the rules that determine how the adult rat barrel cortex adapts to changes in the pattern of afferent activity. The barrel cortex is a particular specialization of the primary somatosensory cortex S1 which processes information from whiskers. The mystacial whiskers of rats are aligned in five rows (row A is dorsal and row E is ventral) and the whiskers within a row are numbered from caudal to rostral. Each facial whisker projects via the trigeminal nuclei and the thalamic ventral posterior medial nucleus (VPM) to a separate cluster of neurons in layer IV of a cortical barrel-column (Killackey 1973, Jensen and Killackey 1987) . Barrels form the morphological basis of the one whisker-one column organization of the barrel cortex. In 0954-898X/99/040303+21$30.00 © 1999 IOP Publishing Ltd recent electrophysiological experiments, we observed that the receptive fields (RFs) of neurons in the adult rat barrel cortex were changed by altered whisker use (Armstrong-James et al 1994, Diamond et al 1994) . To alter the pattern of sensory activity, all whiskers except two, D2 and one neighbour in the D row, were cut close to the fur on one side of the face and were reclipped regularly. The activity of single neurons in all layers of the D2 barrel-column was measured in response to controlled mechanical deflections of the two paired whiskers, D2 and 'D-paired', and the three cut neighbours (D-cut, C2 and E2) after 1 day , and in the barrel D2 itself after 3, 7-10 and 30 days (Armstrong-James et al 1994) . Progressive and complex changes in the sensory-evoked activity of the D2 barrel-column cells were found.
The physiological studies outlined above motivated us to develop a computational model of barrel-column D2 which involves excitatory interactions between cells in supragranular, granular and infragranular layers, e.g. cortical layers II/III, IV and V/VI, respectively. This model is an extension of the previous model of plasticity within layer IV of barrel-column D2 without inhibition and within-column excitatory interactions (Beňušková et al 1994) . The weights of synaptic inputs to the model neurons are modifiable according to the Bienenstock, Cooper and Munro (BCM) theory (Bienenstock et al 1982) . In the BCM models, one cell represents the defined population of cells. Similarly, each input represents an afferent pathway with multiple synaptic contacts. A change in synaptic weight on the model neuron may thus represent any of several possible kinds of changes, i.e. biochemical, and/or morphological, including sprouting (Elliott et al 1996) . The crucial concept of the BCM theory is the modification function, φ, and the associated dynamic modification threshold, θ M , which dictate whether a model neuron's activity at any given instant will lead to strengthening or weakening of the synapses impinging on it. θ M is proportional to the square of the neuron's activity averaged over some recent past. In the present computational study, due to the dynamics of θ M , the magnitude of D2 barrel-column cell responses evoked by the centre whisker D2 and its spared neighbour D-paired temporarily increased, whereas the magnitude of responses evoked by cut whiskers monotonically decreased. However, the thresholded nonlinear monotonically increasing inhibition, as described below in detail, prevented the layer-IV cell from manifesting synaptic potentiation during the earliest period of altered sensory experience.
To examine the role of layers II/III in experience-dependent cortical plasticity, we simulated the effect of their removal. The simulation results are consistent with the conclusions of the experimental study in which the circuitry of supragranular layers was removed by exposure to high NMDA (N-methyl-D-aspartate) concentrations and the RF properties of neurons in layers IV and V/VI were measured after 7 days of whisker pairing (Huang et al 1998) .
Model of the barrel-column
The detailed knowledge about the anatomy (Killackey 1973 , Jensen and Killackey 1987 , Chapin et al 1987 , Kim and Ebner 1999 and physiology of the rat barrel cortex (ArmstrongJames and Fox 1987 , 1993 allows us to construct a very simplified but still accurate circuitry of barrel-column D2 (figure 1). The VPM input directly influences, with different weights, excitatory cortical neurons at three levels: layer IV (barrel), layers II/III and layers V/VI. The excitatory neurons in layers II/III and V/VI would encompass mainly pyramidal cells, whereas the layer-IV barrel neuron would represent spiny nonpyramidal cells, e.g. spiny stellate cells and star pyramids (Elston et al 1997) . Thus, the circuit contains three excitatory model cells whose inputs are modifiable according to the BCM equations.
Also included within all layers are two types of inhibitory neurons, one representing a The model also includes modifiable inputs to barrel-column D2 from barrel-columns C2 and E2, but to simplify the figure these pathways are not illustrated. At present, we do not consider potential modifications of subcortical synapses or excitatory synapses on inhibitory neurons (small open circles) or inhibitory synapses (small filled circles), or other polysynaptic pathways (broken lines), although their modifiability should not be excluded. The thickness of a synapse approximately reflects the relative weight of the input with respect to other depicted inputs.
phasically active double-bouquet cell, and the other a tonically active (fast-spiking) basket cell (Hendry et al 1989 , Kawaguchi 1993 , Kawaguchi and Kubota 1993 . The double-bouquet cell and the basket cell both receive inputs from the thalamus (White 1978) . The double-bouquet cells project onto the basket cells (Somogyi and Cowey 1981) . Basket cells form synapses on pyramidal cells and spiny nonpyramidal cells (Somogyi et al 1983 , DeFelipe et al 1986 . Basket cells receive input from the spiny nonpyramidal cells (or from the pyramidal cells if in layers II/III (Kisvardy et al 1986) or V/VI), and consequently can be involved in the feedback inhibitory interaction. According to studies in urethane-anaesthetized rats, the RFs of cells in barrel-column D2 consist of two distinct components, a strong input from one whisker (the centre RF, CRF) and a weaker input from several surrounding whiskers (surround RF, SRF). When the whisker D2 is deflected, about 30% of spikes occur at a short post-stimulus latency (i.e. <10 ms) and the remainder at a long post-stimulus latency (i.e. 10-100 ms) (Armstrong-James and Fox 1987 . Short latency spikes are evoked by the direct pathway from VPM ( figure 1(a) ). Long latency spikes, in contrast, are evoked mainly by short intracortical circuits between and within the layers of barrel-column D2 , 1993 ( figure 1(b) ). When one of the SRF whiskers (D1, D3, C2 or E2) is stimulated, only a few spikes occur at a short post-stimulus latency (<10 ms) . More than 95% occur at a long latency (10-100 ms). Long-latency responses to SRF whiskers are relayed by polysynaptic connections from neighbouring barrel-columns through the neurons in upper and deep layers of the barrel-column D2 before terminating on the barrel D2 cell (ArmstrongJames et al 1991 , 1993 , Fox 1994 ) (figure 1(c)). There are very sparse polysynaptic connections within the IV layer itself (Kim and Ebner 1999) relaying from barrel cells in the neighbouring barrel-columns, however, at present we do not consider these.
With respect to inhibitory interactions, we suggest the following sequence of events. We were inspired by inhibitory interactions which have been proposed to explain the activity patterns during initiation of vibratory-cued hand movements in the monkey primary somatosensory cortex (Lebedev and Nelson 1995) . Prior to the stimulus (i.e., when neurons are only firing spontaneously) the basket cell tonically inhibits the spiny nonpyramidal cell. When an afferent (VPM) sensory volley arrives in layer IV, the double-bouquet cell is quickly activated and immediately inhibits the basket cell. Inhibited by the double-bouquet cell, the basket cell interrupts its tonic firing. As a result, we suppose that during the first 10 ms after stimulus onset, the excitatory cell does not receive any feedback inhibition. As soon as the double-bouquet cell stops firing (it is known to have a phasic response (Hendry et al 1989 , Kawaguchi 1993 , Kawaguchi and Kubota 1993 ), the basket cell, released from inhibition, may start to fire again at the spontaneous level. The excitatory volleys which relay inside the column and between the neighbouring barrel-columns eventually re-activate the barrel excitatory cell to generate its long-latency response (>10 ms). The spiny nonpyramidal cell then activates the basket cell. After reaching its activation threshold, the basket cell increases its inhibitory influence onto the spiny nonpyramidal cell above the spontaneous level. The magnitude and duration of this tonic feedback inhibition is proportional to the long-latency response itself. A similar sequence of events applies to excitatory cells in the layers II/III and V/VI.
Synaptic plasticity of excitatory connections in the model barrel-column cells follows the BCM rules (Bienenstock et al 1982) . Although the firing rate of a neuron depends in a complex and nonlinear fashion on the postsynaptic potentials, we will consider that the region between the excitation threshold and the saturation may be reasonably approximated by a linear inputoutput relationship of our model neurons. Thus, if we consider the case of a linear cell, the modification of the ith synapse with the weight m i at time t is proportional to the product of The current value of the dynamic modification threshold θ M is proportional to the square of postsynaptic activity c averaged over some recent past. Thus, the same level of postsynaptic activity c can result in synapse potentiation or depression depending on θ M .
input activity d i (t) and a function φ, in such a way thaṫ
where η is the modification rate. According to Intrator and Cooper (1992) , φ is a parabolic function of the cell's current firing rate c(t) and the modification threshold,
The postsynaptic firing rate is in turn linearly proportional to the weighted sum of incoming activity, so that
The dynamic modification threshold θ M (t) is proportional to the square of the postsynaptic response averaged over a recent time period, such that
where c 0 is a positive scaling constant. The averaged square of the cell activity over a recent time period c 2 (t) τ is determined by the following integral:
where τ is the averaging period. The relation between θ M (t) and the average square of the postsynaptic activity guarantees the following three important features of the model:
is always 0, (ii) sliding of θ M (t) guarantees the upper boundedness of synaptic weights without placing artificial constraints on them, and (iii) if all the synaptic weights approached zero, θ M (t) must also eventually approach zero, thereby allowing for the possible recovery (potentiation) of synaptic weights. From the above relations it follows that when postsynaptic activity 0 < c(t) < θ M (t), all active synapses (with d i (t) > 0) weaken. On the other hand, when postsynaptic activity c(t) > θ M (t), all active synapses potentiate (figure 2). Since c(t) = m i (t)d i (t), the correlation (synchronicity, or pairing) of incoming excitatory inputs plays a crucial role in driving the postsynaptic cell activity above θ M (t).
The overall VPM input at the given time instant, d vpm (t), consists of the sum of activities evoked in the VPM barreloid D2 by deflections of combinations of five whiskers, D1, D2, D3, C2 and E2, e.g.
where d j (t) is equal to either 1 or 0, depending on whether or not the j th whisker is deflected. 0 < I vpm j < 1 is the input strength constant of the j th whisker signal relayed through VPM barreloid D2 to barrel-column D2. The thalamocortical noise n vpm j is defined as a random variable which is uniformly distributed in the interval [−A j (noise), +A j (noise)], where 0 < A j < I j is the noise amplitude. The noise reflects the stochastic fluctuations in input activity.
Let 0 < I cor j < 1 be the intracortical input strength constant of the j th whisker signal relayed through its own barrel-column to barrel-column D2. The intracortical noise n cor i is defined in the same way as the thalamocortical noise. Then the activity of the ith intracortical input, d cor i (t), associated with the deflection of the j th whisker is equal to d
Note that in the case of intracortical inputs, the input activity from one whisker is relayed by two pathways, so that in equation (7) index i denotes a synapse and index j denotes a whisker (figure 1(c)). Furthermore, since the basket cell exerts tonic inhibition in the absence of sensory input, we consider this inhibition when simulating intracortical noise. The level (or amplitude) of noise also plays an important role in synaptic modification according to the BCM theory since it determines the magnitude of decrease of synaptic weights when the cell response c is below θ M and close to zero. Then, the average change in the kth synaptic weight reads
where α is a positive constant, and . . . is a time average (the detailed derivation is given in the appendix). Since n 2 k A 2 , then the average decrease of the kth synaptic weight is proportional not only to the magnitude of signal, (I k d k )
2 , but also to the amplitude of the noise.
The activity c(t) of a layer-II/III cell consists of the sum of the short latency, c SL (thalamocortical) and long-latency (intracortical) components, c D2 LL and c SRF LL . For the intracortical components, we treat separately c D2 LL , which is the long-latency response to the deflection of the whisker D2, and c SRF LL , which is the long-latency response to the SRF whiskers. Thus, the activity c(t) of a model layer-II/III cell reads
where m modify according to equation (1). As suggested by figure 1(a) and equation (6), the multiwhisker input from the VPM barreloid D2 is represented by one modifiable weight, m vpm (t). On the other hand, each intracortical input between barrel-columns has its own modifiable input weight, m cor i (t) (figure 1(c)). The second and third terms on the right-hand side of equation (9), e.g. the >10 ms poststimulus responses, are inhibited, as expressed by the function g. Let the function g(x) be where h(x) represents the nonlinear monotonically increasing inhibitory function such that
Parameter µ indicates the strength of feedback inhibition inside the corresponding cortical layer when the long-latency output x of excitatory cells reaches the inhibitory threshold x 0 (figure 3(a)). According to the spatial distribution of inhibitory cells and inhibitory contacts within the barrel-column we assume that (Keller and White 1987 , Land et al 1995 , McCasland and Hibbard 1997 . The sizes of RFs are smallest for neurons in layer IV (Armstrong-James and Fox 1987) suggesting that there is a correlation with the extent of inhibition (see also Kyriazi et al 1996) .
Equations analoguous to equation (9) can be written for layers V/VI and IV. In the latter case, in the second (superscript cor denotes cortical) term, we replace d
, that is by the already inhibited intracortical input being relayed through the layer-II/III and layer-V/VI cells, respectively. Thus, the activity c(t) of a model layer-IV cell reads
wherem cor i (t) are synaptic weights within the barrel-column D2 which relay the SRF longlatency activities from layers II/III and V/VI upon the layer-IV cell. Thus, the output of the layer-IV cell shows the effect of two rounds of inhibition-the first round is local to layer II/III (and V/VI), and the second round is local to layer IV. Figure 3 (b) directly illustrates how this inhibition can lead to the delay in response potentiation.
Figure 3(b) illustrates how the increase in excitatory cell response is affected by the threshold function h(x) of the feedback inhibition. We can see that before the threshold of inhibition is reached, these excitatory cells have higher output than they do after they become inhibited by the feedback inhibition. Instead of the logarithmic function, i.e. h(x) = µ log(1 + x) for x > x 0 , our model worked equally well for h(x) = µx 0.8 and h(x) = µx 0.9 , for our range of x 1.0. The exact functional shape should be probed experimentally.
In general, after reaching the threshold, the feedback inhibition should monotonically grow in proportion to the excitatory input. Further, there is no saturation or in other words, no frequency adaptation to the excitatory input. These general requirements which are in agreement with characteristic responses of fast-spiking (basket) cells (Agmon and Connors 1992) are met for our range of excitatory inputs and our forms of inhibitory functions.
The inhibitory threshold x 0 may reflect the amount of synchronicity of excitatory cells which is needed to switch on the feedback inhibitory cell. In the adult rat somatosensory cortex, the reduction of excitatory synaptic transmission significantly decreased the slope of inhibitory input-output curves and increased the threshold for evoking inhibitory potentials (Salin and Prince 1996) . Since there is a sparse connectivity from individual pyramidal cells onto GABAergic cells (<5% in the cat visual cortex) (Kisvardy et al 1986) , synchronous activation of many pyramidal cells may be required to turn on inhibitory interneurons. From this we see the justification for the inhibitory threshold in our model. For the inhibitory thresholds in equation (11) we assume that x D2 0 > x i 0 when i = D1, D3, C2, E2. Different values of these inhibitory thresholds may reflect the differences in the degree of convergence of intracortical excitatory inputs from the CRF and SRF whiskers upon inhibitory cells. Physiological mappings of the D2 barrel revealed that in principle, the RF properties of excitatory cells within a barrel reflect the relative proximity of surrounding barrel-columns, such that the closer a cell is to an adjacent barrel-column, the higher is the response magnitude to the adjacent barrel's principal whisker (Armstrong-James et al 1991). Most of the somas of GABA-synthesizing neurons as well as GABA A receptors are located along the sides of the barrels (Lin et al 1985 , Land et al 1995 . Since neuronal axons occur in approximately equal densities in barrel hollows and walls (Patel-Vaidya 1985) , excitatory cells near the walls of the column seem to access more inhibitory cells than they would in the middle of the column. In these arguments we see the justification for the lower inhibitory threshold x 0 for the SRF whiskers than for the CRF whisker. Now, we describe the term c D2 LL which is the long-latency response to the deflection of the whisker D2. This is relayed through modifiable synapses between model cells ( figure 1(b) ). During relay through these synapses between the layers of the model barrel-column, noise n cor D2 (t) is added to the initial activities such that c
Thus, let m layer A→layer B D2
be the synaptic weight of the connection from layer A to layer B relaying the long-latency response associated with the whisker D2. Then the long-latency response to the deflection of the whisker D2 in layer A is equal to
where layers A-C stand for layers II/III, IV and V/VI, in a circular fashion. Motivated by the experimental study (Huang et al 1998) which examined the role of superficial layers in cortical plasticity, we simulated the effect of removal of the supragranular layers from the model barrel-column by setting all terms belonging to the model cell in the supragranular layers II/III to zero.
Computer simulation of whisker pairing
The initial values of synaptic weights with which we started the simulation of whisker pairing were calculated such that the short-and long-latency responses of the barrel-column D2 cells would be equal to the experimental control values obtained for the cells in layers II/III, IV and V/VI, that is before all but two whiskers were cut. For the barrel cell we took control values from Armstrong-James et al (1994) and for other layers from Diamond et al (1994) . The control values for the barrel cells did not differ much between these two studies. For instance, the control short-and long-latency responses to D2 were 14.19 ± 1.26 and 30.4 ± 2.58 (S.D) spikes per 50 deflections (Armstrong-James et al 1994) or 17.23 ± 2.21 and 27.63 ± 3.27 , respectively. Since for the barrel cell we have more data points for comparison from Armstrong-James et al (1994) than from Diamond et al (1994) , we used these control values. At each time step, an activity vector was generated that represents the thalamocortical and intracortical activities of the inputs corresponding to the five whiskers, D2, and its surrounding whiskers D1, D3, C2 and E2. To simulate cut whisker inputs, the input activities for i = D-cut (either D1 or D3), C2 and E2 were set to the noise level for 100% of time steps, i.e. d
For the two inputs that represented untrimmed whiskers (D2 and D1 or D3), we constructed inputs according to equations (6), (7) and (13). For the noise amplitudes and input strengths I , see table 1. However, inputs from the two paired whiskers themselves relayed noise when unstimulated, 84% of the time. The remaining 16% of total time (approximately 4 h a day) was divided between three possible combinations of deflection of the two whiskers, i.e. {1, 1}, {1, 0} and {0, 1} (table 1) . Here the first combination represents simultaneous deflection of the whiskers and the two latter combinations represent deflections of single whiskers. There must have been a greater proportion of single-whisker deflections than simultaneous-whisker deflections. This can be viewed as reflecting the natural condition since, although whisking is a coordinated process, simultaneous deflections of more than one whisker occur less frequently than bending of individual whiskers (Carvell and Simons 1990) .
Once the inputs were constructed, the resulting cell responses c(t) for the cells in layers II/III, IV and V/VI were calculated using equations (9)- (14). The values of inhibitory constants were chosen such that we could obtain the best possible match between the simulated and experimental data (table 1). To update the synaptic weights, the values of θ M and φ for all three cells of interest were calculated at each time step using equations (2)- (5) The relation between the number of computer iterations and real time was established as follows: the numerical evolution of short-and long-latency responses of the model barrel D2 cell was compared with the corresponding values obtained after discrete time intervals in vivo (i.e. after 1, 3, 7-10 and 30 days). Based on the best mutual match of the simulated time course with the experimental time course, each day of whisker pairing was equated with 10 000 iterations. Thus, one iteration corresponds to 8.64 s, and the integration period τ = 100 to about 15 min. The latter value is of the order of the values, 22 min and 1-15 min, estimated in simulations of developmental plasticity in the kitten visual cortex using simplified inputs (Clothiaux et al 1991) and a realistic visual environment (Blais et al 1996) , respectively.
In the simulations of whisker pairing in the case when supragranular layers were omitted in the barrel-column D2, we used the same values of parameters as above, except for the value of c 0 which was adjusted to 16 or 18 respectively, when running simulations with no inhibition. We also used the same initial synaptic weight values as for the intact barrel-column above.
Results
At regular intervals the model cells were 'tested' by calculation of the short-and long-latency responses evoked by simulated deflection of each of the five whiskers in turn, with d in equations (6) and (7) equal to 1, and noise equal to 0. Then we multiplied these responses by 50 in order to compare them with the values obtained in electrophysiological experiments in which the average number of spikes after 50 successive deflections of one whisker was calculated. For presentation, for the start values of D-paired and D-cut, we used the average control value for the whisker D1. Simulated and experimentally observed plasticity in no way depended on whether D-paired was D1 or D3.
In figure 4 we present the results for the layer-IV barrel. The short-latency (0-10 ms post-stimulus) response to the stimulation of the D2 whisker increases over time ( figure 4(a) ). So do the ten times smaller responses to all surrounding whiskers, both in simulation and in experiment (not shown). It is because they 'use' the same potentiated input from VPM as does the whisker D2. In contrast, the long-latency (10-100 ms post-stimulus) responses to all cut whiskers decrease over time ( figure 4(c) ). Finally, the increase in the long-latency responses to the paired whiskers, D2 and D-paired, only begins after an initial depression (figures 4(b) and (d)). After 5-7 days of whisker pairing these responses begin to decrease. The initial depression was only obtained when the nonlinear feedback inhibition was included in the model. Otherwise, changes in responses directly reflect changes in synaptic efficacies in the corresponding relays. That is: (i) the VPM input monotonically potentiates (figure 4(a)); (ii) the within barrel-column D2 relays follow the evolution of the uninhibited D2 response (figure 4(b)); (iii) the relays from the D-paired barrel-column follow the evolution of the uninhibited D-paired response (figure 4(d)); and (iv) the relays from the cut barrel-columns follow the evolution of responses to cut whiskers ( figure 4(c) ). Presented experimental values of all responses to all whiskers after 1 day of whisker pairing were recalculated from the values of Diamond et al (1994) for the control values of Armstrong-James et al (1994) (except the S.D. for the first day which were taken from the original study for illustration). Recalculation was done such that all the ratios to the control values were preserved. The experimental data for 3, 7 and 30 days were taken directly from Armstrong-James et al (1994) .
Evolutions of responses for the layer-II/III and layer-V/VI cells are similar to those illustrated in figure 4, except that there is no initial depression nor delay in potentiation of long-latency responses to paired whiskers after 1 day of whisker pairing. We can compare the simulation results with one-day experimental data . The long-latency response to D2 in layer-II/III cells increases from 32.91 ± 5.74 to 42.25 ± 5.06 in experiment, To illustrate the overall evolution of θ M , we calculated the mean value of θ M for each simulated day and for each model cell (figure 5). Setting all except two inputs to noise results in a relatively small c 2 (t) τ throughout the column. Small values of θ M ∼ c 2 (t) τ allow short-and long-latency inputs relaying activity from the paired whiskers to evoke c > θ M , for all combinations of their deflections on most iterations (figures 6(b) and (c)). Then, due to gradual potentiation of the short-latency (VPM) input and the long-latency (intracortical) inputs from the two paired whiskers, c 2 (t) τ increases, so that by the 5-7th day of simulation the mean θ M reaches an asymptotic value. Around this point the long-latency inputs from Figure 6 . Illustration of the activity distribution with respect to the current value of θ M for the barrel cell in the model barrel-column D2. Histograms show how many times per one simulated day the current overall cell activity falls below and above θ M , when the overall cell activity is evoked by (a) the noise only, (b) individual deflections of the two paired whiskers, and (c) simultaneous deflections of the two paired whiskers. Note that there is a reversal in how many times the activity evoked by single-whisker deflections falls above and below θ M during the course of whisker pairing. Similar figures can be drawn for the model cells in layers II/III and V/VI. paired whiskers start to weaken since they evoke c < θ M on most iterations (see figures 6(b) and (c)). The tendency of the potentiating short-latency input to increase cell activity and the tendency of the weakening long-latency inputs to decrease the cell activity are in competition and a dynamic balance is created that causes the mean value of θ M to oscillate around its asymptotic value (figure 5). The system reaches the stable point after about 50 simulated days. In the stable state, the short-latency input remains potentiated to about double the control value, the long-latency responses evoked by paired whiskers return to the control values, and the long-latency responses evoked by cut whiskers are close to zero.
To further examine the role of different layers as well as particular inhibitory interactions, we simulated whisker pairing under the condition of removal of supragranular layers from the barrel cortex. In figures 7 and 8, we show the comparison of experimental and simulated data for 7 days of whisker pairing. For the presentation, the experimental values from Huang et al (1998) were recalculated for the control values from Armstrong-James et al (1994) for layer IV, and from Diamond et al (1994) for other layers. These were the control values which we consistently used in our simulations. As we can see, in the lesioned cortex, the response to D2 increases, as does the response to D-paired (figures 7(b) and 8(b)). However, the ratio of the D-paired versus D-cut response (bias) is reduced as compared with the normal cortex (figures 7(a) and 8(a)). In experiment, after 7 days of whisker pairing, for the normal cortex, the average bias (for all remaining layers) is equal to 2.04. In simulation with inhibition, the bias = 2.23, and in simulation without inhibition, the bias = 2.52. For the lesioned cortex these numbers are 1.45, 1.45 and 1.33, respectively.
To achieve a simulated reduction of bias towards D-paired, it was necessary to assume an enhanced level of intracortical noise accompanying the input of the two paired whiskers. Neither the removal of the model cell representing supragranular layers II/III nor the nonlinear inhibition resulted in suppression of plasticity in the two remaining model cells representing layers IV and V/VI, unless accompanied by an increase in the level (amplitude) of intracortical noise. We have shown in the appendix (see also equation (8)) that the increased level of noise contributes to the decrease in synaptic weights thereby acting against their potentiation. The amplitudes of intracortical noise were increased to values twice as large as corresponding values for the normal cortex, that is n cor D2 = n cor i = 0.3 for the paired whiskers.
Discussion
Summary. By means of computer simulations, we have shown that the BCM model of the barrel-column D2 reproduces the fundamental characteristics of plasticity observed in vivo in whisker pairing experiments for neurons in layers II/III, IV (barrel), and V/VI (ArmstrongJames et al 1994 : (i) in the barrel, short-latency (0-10 ms) responses to all whiskers increase, (ii) in the barrel, the long-latency (10-100 ms) responses to all cut whiskers decrease, (iii) in layers II/III and V/VI, the long-latency responses to the paired whiskers, D2
and D-paired (D1 or D3) initially increase (the predicted subsequent decrease remains to be tested experimentally), and (iv) in the barrel, an increase in the long-latency responses to the paired whiskers only begins after an initial delay. After some time (5-7 days) these responses gradually decrease. According to our model, all these changes, except the initial delay in potentiation in layer IV, result from potentiation and depression of corresponding excitatory synaptic relays within the cortex. This conclusion is in accordance with a recent experimental study which has confirmed that the plasticity of mature barrel cortex induced by whisker pairing is cortically dependent and that it depends on modification of local cortical NMDA receptor-dependent transmissions . That is, consistent with the physiology and anatomy of the barrel-column (figure 1), we ascribe the short-latency CRF and SRF responses to the input from the VPM barreloid D2. The long-latency SRF inputs are relayed by the pathways from neighbouring barrel-columns. The long-latency input to the CRF whisker D2, is interpreted as arising from the relay within barrel-column D2.
The delay in response potentiation in barrel neurons is accounted for by the masking effect produced by the feedback inhibition with these general properties: (i) after reaching the threshold, it monotonically increases, (ii) it does not saturate, i.e. does not have a frequency adaptation, which is in agreement with experimental data for fast-spiking (basket) cells (Agmon and Connors 1992) , (iii) acts in the interval of >10 ms post-stimulus with the strength that is proportional to the long-latency activity of excitatory neurons (see section 2), (iv) it is assumed to be the strongest in layer IV in accordance with the known distribution of GABAergic cells and terminals within barrel-columns (Keller and White 1987 , Land et al 1995 , McCasland and Hibbard 1997 .
In addition, simulation of barrel-column D2 without layers II/III reproduced the experimental data (Huang et al 1998) in that (i) the bias in response to D-paired against D-cut was less in lesioned than in intact cortex, (ii) the decrease in bias arose from diminished long-latency response components and not from the short-latency thalamocortical component, and (iii) the whisker pairing plasticity can be generated by circuits that circumvent layers II/III, probably through layers V/VI.
To obtain a simulated reduction of bias towards the D-paired it was necessary to assume the enhanced level of intracortical noise accompanying the input of the two paired whiskers. We do not have a reason to assume an increased level of inhibition to account for the observed suppression of plasticity because in fact the inhibitory circuitries in upper layers are damaged and the inhibitory circuitries in the remaining layers have a reduced excitatory input. All of this follows from the removal of upper layers in both the experiment and the model. A quantitative match to the data depends on changing the level of intracortical noise to fit the data (see the appendix). At present, we do not have the experimental means for the quantitative assessment of this variable, thus we can only hypothesize that a larger amplitude of intracortical noise corresponds to increased stochastic fluctuations in evoked and spontaneous activities in the damaged cortex. We justify this explanation with the following arguments. In the experiment in which the circuitry of supragranular layers was removed by exposure to high NMDA concentrations, somas, dendrites and axons of layer-II/III neurons were destroyed (Huang et al 1998) . Second, the upper parts of apical dendritic trees of layer-V neurons were also damaged. Moreover, removal of part of the excitatory circuitry may result in appearance of vacant postsynaptic sites, which can also increase the noise, since they may become activated due to the spillover of glutamate (Kullman and Asztely 1998) .
Limitations of the model. Our model includes many simplifications which are related to the treatment of excitatory and inhibitory influences within the barrel cortex. First, we did not simulate processing and plasticity in barrel-columns surrounding the model barrel-column D2. Instead, the weighted intracortical input is relayed within layers II/III and V/VI ( figure 1(c) ). To simulate plasticity in deprived barrel-columns does not make any sense because there is only small random noise coming from these columns. Any plastic changes are then reflected by the range of noise levels. However, it is true that similar plastic changes such as those occurring in barrel-column D2 in response to the principal whisker should take place in the column corresponding to the paired whisker. Thus, intracortical input which is relayed from the D-paired column should not be constant with time but instead it should change in a similar fashion to the responses of the layer-II/III and layer-V/VI cells within barrel-column D2. To explore how this plasticity would affect our results, instead of d (t) = 1 relayed intracortically, we employed the courses of responses of upper and deep cells within barrel-column D2 to simulate the ongoing plasticity in the D-paired column. The magnitude of barrel-column D2 cell responses to D-paired increased significantly in proportion to the increase of d (t) above one. In order to compensate for this increase and obtain a quantitative match with the experimental data, it was sufficient to increase the amplitude of noise accompanying the input from the D-paired column, such that n cor i = 0.2 instead of 0.05. All other parameters had the same values. Thus, the assumption of no plasticity in neighbouring SRF columns has no effect on our results.
Second, within the barrel-column D2, the CRF long-latency responses depend only on the relay of short-latency activities between layers. This assumption is important for the results. Simulation of repeated reverberations of evoked activity between layers of the simulated column led to a monotonic depression of the CRF long-latency responses in all layers. This happens because the strong VPM input sets θ M so high that a small reverberating inhibited activity falls below it and weakens synapses between layers. This may seem to be a major drawback of the model, however, in fact this outcome is in accordance with the 'plasticity gate hypothesis' of Kirkwood and Bear (1994) . Based on plasticity studies of in vitro cortical slice preparations, they argue that layer-IV inhibition can suppress the response level of layer-II/III neurons, preventing them from reaching the modification threshold θ M . However, in our data the layer-II/III neurons manifest potentiation and this implies that instead of between layers there should be a reverberation of activity within layers. Since in our model one cell represents the whole layer, we cannot model reverberations within a layer. Thus, we construct our CRF long-latency activities in accordance with the electrophysiological data which show that after striking a single whisker the short-latency activity does initially spread between layers of the column and contributes to the long-latency activities (Armstrong-James et al 1992).
Further, reciprocal activity between columns is not simulated. We only simulate the initial flows of activities which in reality lead to reciprocal interactions between columns (ArmstrongJames et al 1992). Therefore, the noise term in our model also presumably covers a meaningful activity within the barrel cortex which is related to processing of signals at longer latencies.
Discussion of related models. While for the plasticity of cortical maps in primate somatosensory cortex there exist a number of models which use different implementations of the Hebbian synaptic modification rule (Pearson et al 1987 , Grajski and Merzenich 1990 , Sutton III et al 1994 , Xing and Gerstein 1996 including the BCM rule (Sklar 1990 ), the opposite is true for the plasticity of rodent barrel cortex. To our knowledge, only Elliott et al (1996) modelled long-term rearrangements on a relatively large scale of adult rodent barrel cortex following denervation of a row of whiskers, within a particular framework of axonal sprouting and retraction as a consequence of competition for trophic factors. In contrast to the BCM theory, all the above-mentioned synapse-specific Hebbian models of cortical somatosensory plasticity impose synaptic normalization, for which there is little experimental evidence, in order to induce competition. That is, after each update of synaptic weights their values are recalculated using either the multiplicative or subtractive enforcement (Goodhill and Barrow 1994) . Their outcome depends only on the first-and second-order input statistics. It was shown that such rules cannot account for some of the fundamental characteristics of developmental visual cortical plasticity which the BCM rule does account for , Blais et al 1996 . The BCM rule also depends on the third-order statistics (Intrator and Cooper 1992) . Thus, currently there are other rules competing with the BCM theory which are also able to cope with higher-order forms of statistical structure in the data, such as the ICA (independent component analysis) rules (Hyvärinen and Oja 1997, Bell and Sejnowski 1997) and the sparse coding algorithm (Olshausen and Field 1995) . Implications of our model. The major prediction of the model is the explanation of the delay in response potentiation in the layer-IV neurons through a masking effect produced by the thresholded monotonically increasing feedback inhibition expressed either by the logarithmic function h(x) = µ log(1 + x) or by the power function h(x) = µx 0.8−0.9 , with µ I V > µ V /V I ≈ µ I I/I I I (equation (11)). The long-latency intracortical activity evoked by the spared whiskers goes through one round of inhibition in layers II/III and V/VI before arriving at layer-IV neurons, where it is once again inhibited. One round of inhibition local to layers II/III and V/VI is not sufficient to mask the local potentiation. Two rounds of inhibition are necessary for masking the response potentiation. If for instance, we explored only one round of inhibition local to layer IV, either we did not get any masking of potentiation during the first day of whisker pairing, or with much larger µ we did mask the potentiation not only after the first day, but also after 7 days of whisker pairing, which does not match with experimental data. Having two rounds of non-equal inhibition, as the synaptic efficacies of the intracortical connections progressively increase over time, the increase in the long-latency input eventually overcomes the feedback inhibition in layer IV, allowing potentiation of the long-latency responses to D2 and D-paired to become evident.
To examine the possibility that an interlaminar inhibition of excitatory cells is involved instead of the intralaminar feedback inhibition (Kisvardy et al 1987) , we modified the equations for the cells' activities in such a way that the amount subtracted from the long-latency response component would be proportional to the long-latency activities of the excitatory cells in other layers. That is, in the argument of the function h(x) there would be the sum of long-latency activities in other layers, expressing that the basket cells' activity may also spread in the vertical direction. After adjusting the inhibitory strength constants, µ, we achieved the same results as with the illustrated equations. This indicates that it is not crucial where the inhibition comes from, whether from the same layer or from the other layers. What matters is that it is proportional to the long-latency output of excitatory cells.
To test the power of our model, we have used it for simulation and explanation of experience-dependent plasticity induced by one spared whisker in the adolescent rat barrel cortex (Glazewski and Fox 1996) . The masking effect of inhibition together with the BCM synaptic modification rule have been successful in reproducing their results, too (Beňušková 1997) . Thus, the challenge of experimental investigation of the role of inhibition in plasticity induced by altered whisker use arises.
where . . . denotes the time average. Assuming that n j ≈ 0, this term becomes zero. As for the second term, because the noise inputs to the different synapses are independent of each other, for k = j we get 
Again, assuming that n k ≈ 0, this term also becomes zero. What remains from the third term is m k (t)[ d
