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1 Introduction
This Master thesis is about backward stochastic differential equations
(BSDEs) with jumps. The motivation for this topic was a suggestion from
my supervisor Bernt Øksendal after we both attended classes in the course
MAT4760 about BSDEs with Brownian noise. I wanted to write mainly a
theoretical thesis and this topic seemed like a good way to do this in addition
to learn some of the theory and calculus of Lévy processes.
The purpose of my thesis will be to look at theory about BSDEs from
the article [11] we used in MAT4760 and see if it is possible to generalize it
to include jumps. The formulation we gave on the application for approval
of study plan was the following:
The purpose of this Master project is to study properties of
backward stochastic differential equations (BSDEs) with jumps.
Topics that will be investigated include existence and uniqueness
theorems, comparison theorems, dependence on parameters,
concave generators, BSDEs with larger filtrations, Malliavin
calculus and applications to finance.
Writing this introduction just before deadline, I realize that I have
achieved many, but not all of these tasks. I have focused on the theory,
and not on applications. I have also not looked at concave generators. The
rest of the topics, I have managed to dive into. All but BSDEs with larger
filtrations I have managed to generalize. Also, because both dependence of
parameters and Malliavin calculus include some sort of derivative, I have
studied the combination of these two derivatives.
The thesis be organized as follows. In section 2 I give a brief introduction
to Lévy processes and some basic definitions before we state the general
problem. I will also discuss why studying BSDEs is interesting. In section
3 I prove existence and uniqueness which shows that there is something to
study. Then I go on studying a special case known as linear BSDEs in
section 4. Here I am able to give an explicit solution. This is further used to
prove a comparison theorem in section 5. After this I study dependence on a
parameter, both continuity and differentiability, in section 6. In section 7, I
first use some of space both defining the Malliavin derivative for the combined
Wiener and jump case and stating some preliminary results. Then I prove
a result regarding differentiability of the solution. In section 8 I combine
section 6 and 7 looking at the derivative in both the parameter and the
Malliavin sense combined.
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2 Preliminaries
2.1 Basics on Lévy processes
Let us briefly recall some basic properties of Lévy processes. The notation
and topics are mainly from [10], chapter 9. This is briefly what we need this
thesis about Lévy processes. Additional theory about the Fréchet derivative
and Malliavin calculus will be given in chapter 6 and 7 respectively.
Let ηt be a one-dimensional Lévy process on a complete probability space
(Ω,F , P ). From theorem 30 in [24] we know that η has a càdlàg modification,
and we will always use this modification. We define the jumps of η by
∆ηt = ηt − ηt− , where η0− = η0 = 0.
Let R0 = R \ 0 and define B(R0) as the σ-algebra generated by the Borel
sets U ⊂ R such that U¯ ⊂ R0. We may now define a family of set functions
on B(R0) by
N(t, U) =
∑
0≤s≤t
I(∆ηs ∈ U), U ∈ B(R0), t ≥ 0. (1)
Because η is càdlàg, we know that N(t, U) < ∞ for all U ∈ B(R0) with
closure not containing zero. Further, (1) defines a Poisson random measure
N on B(0,∞)× B(R0) given by
(a, b]× U → N(b, U)−N(a, U), 0 < a ≤ b, U ∈ B(R0),
with its standard extension. This randommeasure is called the jump measure
of η, and we use the notation N(dt, dz), t > 0, z ∈ R0, for the differential
form of the jump measure.
The Lévy measure ν of η is defined by
ν(U) = E[N(1, U)], U ∈ B(R0),
which is known to satisfy the condition∫
R0
min(1, z2)ν(dz) <∞.
Further, we define the compensated jump measure N˜ on B(R) × B(R0)
by
N˜(dt, dz) = N(dt, dz)− ν(dz)dt.
Let W be a brownian motion on (Ω,F , P ), and let {Ft}t≥0 be the
filtration generated by W and N˜ where F0 contains all the P -null sets of F .
Now, from [10], theorem 9.3, we know that η has the following
representation
ηt = at+ σWt +
∫ t
0
∫
|z|<1
zN˜(ds, dz) +
∫ t
0
∫
|z|≥1
zN(ds, dz)
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for some real numbers a1, σ. We will, however, assume that η satisfies
E[η2t ] < ∞ for all t ≥ 0. Then
∫
|z|≥1 |z|2ν(dz) < ∞, and η has the
representation
ηt = a1t+ σWt +
∫ t
0
∫
R0
zN˜(ds, dz),
where a = a1 +
∫
|z|≥1 |z|ν(dz).
Motivated by this representation of η, we define a class of processes
V = Vt, t ≥ 0, admitting the stochastic integral representation in the form
Vt = x+
∫ t
0
αsds+
∫ t
0
βsdWs +
∫ t
0
∫
R0
γs(z)N˜(ds, dz) (2)
with α, β and γ predictable. The term predictable will be defined in section
2.2. For the integrals to be defined, we need the following assumption:∫ T
0
[|αs|+ β2s +
∫
R0
γ2s (z)ν(dz)]ds <∞ a.s.
Now all the integrals are well defined, and it is well known that the stochastic
integrals are local martingales. If we strengthen this condition to
E
[ ∫ T
0
[|αs|+ β2s +
∫
R0
γ2s (z)ν(dz)]ds
]
<∞, (3)
then the corresponding stochastic integrals are martingales. This will mainly
be the case in this thesis.
Finally, we will use the following short-hand differential form of (2) to
some degree:
dVt = αtdt+ βtdWt +
∫
R0
γt(z)N˜(dt, dz)
V0 = x.
We call these processes Itô-Lévy processes.
2.2 The problem
Let (Ω,F , {Ft}t≥0, P ), η, N˜ and W be as in the previous section. The
underlying problem for this thesis, will be to find solutions (Xt, Zt,Kt(z))
in an appropriate space satisfying
dXt = −f(t,Xt, Zt,Kt(·))dt+ ZtdWt +
∫
R
Kt(z)N˜(dt, dz)
XT = ξ (4)
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for some appropriate (f, ξ), a fixed T > 0 and where f depends on the
operator Kt(·) which from now on, for notational simplicity, will be written
as Kt. In all the following, we will need definitions that follows.
Let P be the smallest σ-algebra on Ω×[0, T ] such that all left-continuous,
adapted processes are measurable. A P-measurable process φ : Ω× [0, T ]→
R will be called predictable. Further, let P ′ be the smallest σ-algebra on
Ω × [0, T ] × R0 such that all mappings θ : Ω × [0, T ] × R0 → R with the
following properties are measurable:
1. ∀ t > 0, (ω, x)→ θ(ω, t, x) is Ft × B(R0)-measurable
2. ∀ (ω, x), t→ θ(ω, t, x) is left continuous.
A mapping θ′ : Ω × [0, T ] × R0 → R which is P ′-measurable, will also be
called predictable.
Now, define the following spaces for all β ≥ 0:
• L2T,β(R): The space of all FT -measurable random variables X : Ω→ R
such that ‖ X ‖2β= E[eβT |X|2] <∞.
• S2T,β : The space of all adapted, càdlàg processes γ : Ω × [0, T ] → R
such that ‖ γ ‖2
S2T,β
= E[eβT sup0≤t≤T |γt|2] <∞ .
• H2T,β(R): The space of all predictable processes φ : Ω× [0, T ]→ R such
that ‖ φ ‖2
H2T,β(R)
= E[
∫ T
0 e
βt|φ2t |dt] <∞.
• Hˆ2T,β(R): The space of all predictable mappings θ : Ω× [0, T ]×R0 → R
such that ‖ θ ‖2
Hˆ2T,β(R)
= E[
∫ T
0
∫
R e
βt|θt(z)|2ν(dz)dt] <∞.
• Vβ = S2T,β ×H2T,β(R)× Hˆ2T,β(R), which will be our solution space.
• Lˆ2T (R0,B(R0), ν): The space of all B(R0)-measurable mappings ψ :
R0 → R such that ‖ ψ ‖2Lˆ2T (R0,B(R0),ν)=
∫
R0 |ψ(z)|2ν(dz) <∞.
For notational simplicity, we skip the subscripts on the norms when the norm
being used is clear, but specify β, e.g. ‖ φ ‖H2T,β(R)=‖ φ ‖β . When β = 0 we
also skip the β, so that ‖ φ ‖H2T,0(R)=‖ φ ‖. Notice that all the norms defined
will be equivalent for different choices β. The motivation for introducing the
β is from [11] and makes the answers sligthly nicer.
Definition 2.1. Suppose ξ ∈ L2T,β(R) and that f : Ω × [0, T ] × R × R ×
Lˆ2T (R0,B(R0), ν)→ R satisfies
• f is P × B(R)× B(R)× B(Lˆ2T (R0,B(R0), ν))-measurable
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• there exists a C1 such that for all (xi, zi, ki) ∈ R×R×Lˆ2T (R0,B(R0), ν),
i = 1, 2 and for F × B([0, T ])-a.a. (ω, t),
f(t, 0, 0, 0) ∈ H2T
|f(t, x1, z1, k1)− f(t, x2, z2, k2)| ≤ C(|x1 − x2|+ |z1 − z2|+ ‖ k1 − k2 ‖).
Then (ξ, f) is called a standard parameter. We will sometimes call ξ the end
point and f the generator.
Definition 2.2. Given a standard parameter (f, ξ), a solution to the BSDE
associated to (f, ξ) is a triple (X,Z,K) ∈ V that satisfies (4).
Note that X is a Itô-Lévy process satisfying (3). Now, let us define two
other classes of parameters:
Definiton 2.3. Suppose the pair (f, ξ) is such that ξ ∈ L2T and f satisfies
f(t, x, z, k) =g(t, x, z,
∫
R0
Ψt(y)k(y)ν(dy)), (5)
where Ψ is predictable and satisfies
c2Ψ(1 ∧ |y|) ≤ Ψt(y) ≤ c1Ψ(1 ∧ |y|), F × B([0, T ])× B(R0)− a.e.,
for a c2Ψ ∈ (−1, 0] and a c1Ψ ≥ 0. Further, suppose g is a P × B × B × B-
measurable function and there exists a constant Cg ∈ R such that for all
(xi, zi, ri) ∈ R× R× R, i = 1, 2 and for F × B([0, T ])-a.a. (ω, t), we have
g(t, 0, 0, 0) ∈ H2T
|g(t, x1, z1, r1)− g(t, x2, z2, r2)| ≤ Cg(|x1 − x2|+ |z1 − z2|+ |r1 − r2|).
Then we call (f, ξ) a quasi-strong standard parameter. If in addition we have
that for all (x, z) ∈ R× R and for all ri ∈ R, i = 1, 2
|g(t, x, z, r1)− g(t, x, z, r2)| ≤ |r1 − r2|, F × B([0, T ])− a.e.
we call (f, ξ) a strong standard parameter.
Note that a quasi-strong standard parameter is also a standard
parameter, because from Hölder’s inequality we have
|g(t, x, z,
∫
R0
Ψt(y)k1(y)ν(dy))− g(t, x, z,
∫
R0
Ψt(y)k2(y)ν(dy))| ≤
Cg|
∫
R0
Ψt(y)(k1(y)− k2(y))ν(dy))|
Cg|
∫
R0
Ψt(y)2ν(dy))| 12 |
∫
R0
(k1(y)− k2(y))2ν(dy))| 12
≤ D ‖ k1 − k2 ‖,
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for a D > 0, because
∫
R0 Ψt(y)
2ν(dy) is bounded by assumption.
The reason why we define this subset of the standard parameters is
because some of the results, e.g. the comparioson theorem, will not be
true for the general standard parameters, but only for strong or quasi-strong
standard parameters. The idea of this subset is from [25], where just this
comparison theorem is proved. Later we will see that the important class of
linear generators is a subset of the quasi-strong generators.
2.3 Why study BSDEs
In addition to be interesting theoreticaly, the problem of solving a BSDE
often occurs in different circumstances. Maybe the most well-known is that
of finding the replicating portfolio or the price of a contigent claim. This
problem must necessarily be of a backward kind, because we know where
we are supposed to end, the contigent claim, and we want to find where
to start and how to get there. For instance, suppose the market is of the
following type (of course with sufficient conditions for all the integrals to be
well defined):
1. A risk free asset, where the price at time t, S0t solves
dS0t =rtS
0
t dt
S0T =1.
2. A risky asset, which price at time t, St, solves
dSt = St−
[
µtdt+ σtdWt +
∫
R0
γt(z)N˜(dt, dz)
]
ST > 0.
Suppose further that the process (φ0t , φt) is the ammount of each asset held
at each time t, X is the wealth process and ξ is the claim. Then we can show
that X solves the equation
dXt = [Xtrt + φtSt(βt − rt)]dt+ φtStσtdWt +
∫
R0
φtSt−γt(z)N˜(dt, dz)
XT = ξ.
If ξ is attainable, and we give further conditions, the solution of the BSDE
dXt = [Xtrt + Yt
βt − rt
σt
]dt+ YtdWt +
∫
R0
Kt(z)N˜(dt, dz)
XT = ξ
gives us the replicating portfolio and the price.
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As is well known, all claims are replicable in the classical Brownian
Black and Scholes market. In this market, where jumps are allowed, we
see that the solution of the BSDE have to “match” both Zt = φtStσt and
Kt(z) = φtSt−γt(z). Thus this market is, except for very trivial cases,
incomplete. Often there are additional assumtions added, which would make
the Black and Scholes market incomplete and hence make the jump market
even “more incomplete”.
So to give a price to a non-replicable claim, one has to define what the
price should be and find a technique to get the price. Often this means to
pick the “best” claim or claims that are replicable and use its or their price
to define the price of the claim in question.
An example I have seen, is when this takes the form of a sequence of
BSDEs in [7]. Here, pricing of American options with constrained portfolios
is the topic. This problem is solved using a penalization method, where
a sequence of BSDEs is penalized more and more for going outside the
constraint by adding an extra term in the generator. The limit is then
what we are interested in. Of course, limit results about BSDEs are needed
here.
Another exciting application of BSDEs, is solving a classical differential
equation. This is done by studying a coupled forward-backward system. If
the solution is Xut , where t is the time variable and u is the starting time,
one can show that Xtt is a deterministic function which also is a viscosity
solution of the differential equation. This is done in the Brownian case in
theorem 4.2 in [11], the article I have been working with, and was originally a
problem I wanted to study. Unfortunately for me, it is generalized to include
jumps in [3].
After finishing chapter 7 in the beginning of March, I wanted a last
project to work on. As you will see, this project became a theoretical result
combining two derivatives. However, my wish was to have an application,
both because then I could add “with applications” to the name of the thesis,
and, most important, because it would be interesting. In fact, I worked with
two problems before I studied the topics in chapter 8. For different reasons,
I had to abandon both researches and instead, I will mention them here as
more exciting applications of BSDE theory.
The first problem was a suggestion from my supervisor. That is, to
try to generalize the results from [13] to include jumps. The problem is to
maximize the utility of a small investor with a constraint on his portfolio in a
market with noise. This is another example where the penalization method
is applied, and limit results from [22] is used for this to work. The results
of [22] I found generalized to jumps in [18]. So I started researching this.
However, after a week or two I stumbled upon the preprints [21] and [20]
from a PhD thesis where this is done.[13] is generalized.
The other problem was to generalize [5]. Here, an optimal superhedging
portfolio with constraints is found in a Brownian market, also this using a
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penalization method. I worked with this for a few weeks, but the complexity
of the problem soon became clear. In the Brownian setting, we approximate
the problem, the unattainable portfolio, with attainable portfolios. This we
cannot do in the jump setting. So this problem I would have to overcome. I
have not found any articles looking at this problem for jumps, so as far as I
know, this is an open problem.
The conclution is that there are many good reasons for studying BSDEs.
In finance the jump markets are known to give more flexibility to modelling.
The book [8], for instance, has much material on this. Even though I do not
have any applications, there certainly is potential. After some of the results,
I will comment on this.
3 Existence and uniqueness
For any analysis about BSDEs on the form (4) to be done, a discussion about
existence and uniqueness must be done. The existence and uniqueness result
has been done by many authors. Examples I was able to find include [26]
and [3].
The classical way to prove existence and uniqueness is by giving some
sort of a priori estimates. Using these estimates, a contraction is constructed
which fixpoint is the unique solution of the BSDE. This is because the
contraction lives on a Banach space.
I will do this with the equivalent β-norms, which is not done in [26] and
[3]. This is because this is the way it is done in [11] which is the article I am
generalizing. Still, the idea is the same.
The difficulty in my approach is to make some terms vanish in the a
priori estimates. But when these estimates are established, the existence
and uniqueness are proven exactly the same way as in [11]. This is due to
the martingale representation theorem for jumps.
Before the results, we make an observation.
Proposition 3.1. Let (f, ξ) be a standard parameter and suppose
(X,Z,K) ∈ H2T ×H2T × Hˆ2T solves (4). Then X ∈ S2T,β.
Proof. We observe that
sup
0≤t≤T
|Xt| ≤|ξ|+
∫ T
0
|f(s,Xs, Zs,Ks)|ds+
sup
0≤t≤T
|
∫ T
t
ZsdWs|+ sup
0≤t≤T
|
∫ T
t
∫
R0
Ks(z)N˜(ds, dz)|.
Now, E[|ξ|2 + ∫ T0 |f(s,Xs, Zs,Ks)|2ds] < ∞ because (f, ξ) are standard
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parameters. Further we have that
sup
0≤t≤T
|
∫ T
t
∫
R0
Ks(z)N˜(ds, dz)| ≤
|
∫ T
0
∫
R0
Ks(z)N˜(ds, dz)|+ sup
0≤t≤T
|
∫ t
0
∫
R0
Ks(z)N˜(ds, dz)|.
Here | ∫ T0 ∫R0 Ks(z)N˜(ds, dz)| is square integrable by assumption. Because
Mt :=
∫ t
0
∫
R0 Ks(z)N˜(ds, dz) is a local martingale, Burkholder’s inequality,
see e.g. the discussion after theorem 4.74 in [24], with M∗u :=
sup0≤t≤u |
∫ t
0
∫
R0 Ks(z)N˜(ds, dz)|2 gives for a constant c > 0 that we have
E
[|M∗T |2] ≤ cE[[M ]T ].
Here [·] is the quadratic variation process. From example 1.29 in [16] we
have
[M ]t =
∫ t
0
∫
R0
|Ks(z)|2ν(dz)ds+
∫ t
0
∫
R0
|Ks(z)|2N˜(ds, dz).
Further, from page 62 in [14] or the discussion in section 4.3.2 in [2], we have
that
∫ t
0
∫
R0 |Ks(z)|2N˜(ds, dz) is a martingale. So
E
[|M∗T |2] ≤ cE[ ∫ T
0
∫
R0
|Ks(z)|2ν(dz)ds
]
<∞
and
sup
0≤t≤T
|
∫ T
t
∫
R0
Ks(z)N˜(ds, dz)|2
is integrable. The same argument holds for sup0≤t≤T |
∫ T
t ZsdWs|. Thus,
X ∈ S2T,β.
3.1 The a priori estimates
Let β ≥ 0 and (f i, ξi), i = 1, 2 be two standard parameters, and suppose
their respective BSDEs admit solutions (Xi, Zi,Ki), i = 1, 2. We define
δXt = X1t −X2t
δZt = Z1t − Z2t
δKt(z) = K1t (z)−K2t (z)
δ2ft = f1(t,X2t , Z
2
t ,K
2
t )− f2(t,X2t , Z2t ,K2t )
δξ = ξ1 − ξ2, (6)
and for notational simplicity, we let
f i1i2i3i4t = f
i1(t,Xi2t , Z
i3
t ,K
i4
t ), i1, i2, i3, i4 ∈ {1, 2}. (7)
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Theorem 3.2. Under the assumptions over, for any κ > 0, λ2, µ2 > C,
where C is the Lipschitz constant of f1, and β ≥ κ2 + C(λ2 + µ2 + 2), then
(Xi, Zi,Ki) satisfies
‖ δX ‖2H2T,β≤T [e
βTE[|δξ|2] + 1
κ2
‖ δ2f ‖2β]
‖ δZ ‖2HT,β≤
λ2
λ2 − C [e
βTE[|δξ|2] + 1
κ2
‖ δ2f ‖2β]
‖ δK ‖2
HˆT,β
≤ µ
2
µ2 − C [e
βTE[|δξ|2] + 1
κ2
‖ δ2f ‖2β].
Proof. δXt is an Itô-Lévy process, so we can use Itô’s formula, in the form
of [16], on Yt = eβtδX2t . Doing this, we get
d(eβtδX2t ) =βe
βtδX2t dt+ 2e
βtδXt[δZtdWt − (f1111t − f2222t )dt]+
eβtδZ2t dt+
∫
R0
eβtδKt(z)2ν(dz)dt+∫
R0
eβt[δKt(z)2 − 2δXt−δKt(z)]N˜(dt, dz),
which implies
E[eβtδX2t ] =E[e
βT δξ2]− βE
[ ∫ T
t
eβsδX2sds
]
−
E
[
2
∫ T
t
eβsδXsδZsdWs
]
+
E
[ ∫ T
t
2eβsδXs(f1111s − f2222s )ds
]
−
E
[ ∫ T
t
eβsδZ2sds
]
− E
[ ∫ T
t
∫
R0
eβsδKs(z)2ν(dz)ds
]
−
E
[ ∫ T
t
∫
R0
eβs[δKs(z)2 − 2δXs−δKs(z)]N˜(ds, dz)
]
. (8)
To get the result, we have to show that∫ T
t
eβsδXsδZsdWs (9)∫ T
t
∫
R0
eβs[δKs(z)2 − 2δXs−δKs(z)]N˜(ds, dz). (10)
have mean equal to zero. To do this we need a lemma.
Lemma 3.3. Let M be a local martingale satisfying E[[M ]
1
2
t ] < ∞ for all
0 ≤ t ≤ T . Then M is a martingale.
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Proof. Let M∗s = sup0≤t≤s |Mt|. Then Burkholder’s inequality gives us
E[M∗T ] ≤ KE[[M ]
1
2
T ] <∞.
Now, let σ be a stopping time with σ ∈ [0, T ], and k ≥ 0. Then∫
|Mt∧σ |>k
|Mt∧σ|dP ≤
∫
M∗T>k
M∗TdP.
Since the expression on the right is independent of σ, and goes to zero as
k →∞, we conclude that {Mt∧σ}{σ∈[0,T ] stopping time} is uniformly integrable,
and we conclude from [15] exercise 1.5.19 (i) that M is a martingale.
If we let pit = eβtδXtδZt, we have from [15], proposition 3.2.24, that
Πt =
∫ t
0 pisdWs is a continuous local martingale and because 2ab ≤ a2 + b2
for all a, b ∈ R, we have
E
[√∫ T
0
|eβtδXtδZt|2dt
]
≤ eβTE
[
sup
0≤s≤T
|δXs|
√∫ T
0
|δZt|2dt
]
≤
2eβT
(
E
[
sup
0≤s≤T
|δXs|2
]
+ E
[ ∫ T
0
|δZt|2dt
])
<∞.
So we conclude that E[[Π]
1
2
T ] < ∞. Hence, lemma 3.3 gives that Π is a
martingale, and E[Πt] = E[Π0] = 0. This proves that (9) has zero mean.
To show that (10) has zero mean, we get from [14] p.62, that if θ :
Ω× [0, T ]×R0 → R is predictable and satisfies E[
∫ T
0
∫
R0 |θt(z)|ν(dz)dt] <∞,
then E[
∫ T
0
∫
R0 |θt(z)|N˜(dz, dt)] = 0. This is satisfied by eβtδKt(z)2 by
assumption, and hence E[
∫ T
t
∫
R0 e
βsδKs(z)2N˜(ds, dz)] = 0. We notice
further that if we define
Yt =
∫ t
0
∫
R0
δXs−δKs(z)N˜(ds, dz),
which is a local martingale, and has quadratic variation [Y ]t given by
[Y ]t =
∫ t
0
∫
R0
δX2s−δKs(z)
2N(ds, dz),
we have, for a constant c, by Hölder’s inequality
E[[Y ]
1
2
T ] = E
[
(
∫ T
0
∫
R0
δX2s−δKs(z)
2N(ds, dz))
1
2
]
≤
cE
[
sup
0≤u≤T
|Xu|(
∫ t
0
∫
R0
δKs(z)2N(ds, dz))
1
2
]
≤
cE[ sup
0≤u≤T
|Xu|2] 12E
[ ∫ t
0
∫
R0
δKs(z)2N(ds, dz)
] 1
2
<∞.
16
Here, the finiteness follows from the same argumentation as in the proof of
proposition 3.1. Therefore we have from lemma 3.3 that (10) has zero mean.
Now (8) is reduced to
E[eβtδX2t ]+E
[ ∫ T
t
eβsδZ2sds
]
+
βE
[ ∫ T
t
eβsδX2sds
]
+E
[ ∫ T
t
∫
R
eβsδKs(z)2ν(dz)ds
]
≤
E[eβT δξ2]+E
[ ∫ T
t
2eβs|δXs| |(f1111s − f2222s )|ds
]
.
Now, let us split f in the following way:
|f1111s − f2222s | ≤|f1111s − f1112s |+ |f1112s − f1122s |
|f1122s − f1222s |+ |δ2fs|
≤C(|δXs|+ |δZs|+ ‖ δKs ‖) + |δ2fs|.
Further, because ∀ a, b ∈ R and λ 6= 0, 2ab ≤ λ2a2 + 1
λ2
b2, we have the
inequality
2X[C(X + Z +K) +D] ≤ [κ2 + C(λ2 + µ2 + 2)]X2+
C
λ2
Z2 +
C
µ2
K2 +
1
κ2
D2
for X,Z,K,D ∈ R and λ, µ, κ > 0. Using this, we obtain
E[eβtδX2t ] + E
[ ∫ T
t
eβsδZ2sds
]
+
βE
[ ∫ T
t
eβsδX2sds
]
+ E
[ ∫ T
t
∫
R
eβsδKs(z)2ν(dz)ds
]
≤
E[eβT δξ2] + [κ2 + C(λ2 + µ2 + 2)]E
[ ∫ T
t
eβsδX2sds
]
+
C
λ2
E
[ ∫ T
t
eβsδZ2sds
]
+
C
µ2
E
[ ∫ T
t
∫
R
eβsδKs(z)2ν(dz)ds
]
+
1
κ2
E
[ ∫ T
t
eβsδ2f
2
s ds
]
.
If we now choose κ > 0, λ2, µ2 > C and β ≥ α2 + C(λ2 + µ2 + 2) we get
E[eβtδX2t ] +
λ2 − C
λ2
E
[ ∫ T
t
eβsδZ2sds
]
+
E
[ ∫ T
t
eβsδX2sds
]
+
µ2 − C
µ2
E
[ ∫ T
t
∫
R
eβsδKs(z)2ν(dz)ds
]
≤
E[eβT δξ2] +
1
κ2
E
[ ∫ T
t
eβsδ2f
2
s ds
]
,
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where  = β − κ2 +C(λ2 + µ2 + 2) > 0. To finish the argument, we see that
the a priori estimates for Z and K follows imediately. The estimate for X
follows by integrating from 0 to T on both sides of the inequality.
These a priori estimates will be used in almost all arguments in the thesis,
either directly or indirectly. This is because we got the estimates from Itô’s
formula, the fundamental theorem of stochastic calculus. So when we apply
the a priori estimates, we have actually done a part of the argument where
we would have used Itô’s formula.
Note that with the same argumentation as in proposition 3.1, using
Burkholder’s inequality and the a priori estimates, it is straight forward
to show that there exists a c > 0 such that
‖ X ‖S2T,β≤ c ‖ X ‖H2T,β . (11)
As mentioned, most arguments will depend on the a priori estimate in some
form. So because of (11) we can prove convergence and similar arguments
under the norm of H2T×H2T×Hˆ2T instead of under the norm of S2T×H2T×Hˆ2T .
3.2 The existence and uniqueness theorem
In the following comes the fundamental result existence result. Because the
existence is proved by the contraction result, uniqueness will automaticly
follow. We will prove the result in H2T,β ×H2T,β × Hˆ2T,β with the norm
‖ (X ′, Z ′,K ′) ‖2
H2T,β×H2T,β×Hˆ2T,β
=‖ X ′ ‖2H2T,β + ‖ Z
′ ‖2H2T,β + ‖ K
′ ‖2
Hˆ2T,β
which is known from [4], theorem 6.2, to be a Banach space. But when
(X ′, Z ′,K ′) is the solution of a BSDE, it is also contained in V, as we have
seen in proposition 3.1.
Theorem 3.4. Let (f, ξ) be a standard parameter. Then the BSDE (4) has
a unique solution (X,Z,K) ∈ V.
Proof. Let (X ′, Z ′,K ′) ∈ H2T,β ×H2T,β × Hˆ2T,β, and define
Mt = E
[
ξ +
∫ T
0
f(s,X ′s, Z
′
s,K
′
s)ds
∣∣∣∣Ft].
Because (f, ξ) is a standard parameter, ξ +
∫ T
0 f(s,X
′
s, Z
′
s,K
′
s)ds is square
integrable and hence M is a square integrable martingale. Then we know
from [26], lemma 2.3, that there exists Z ∈ Hβ , K ∈ Hˆβ such that
Mt = M(0) +
∫ t
0
ZsdWs +
∫ t
0
∫
R0
Ks(z)N˜(ds, dz).
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If we now define Xt = E[ξ +
∫ T
t f(s,X
′
s, Z
′
s,K
′
s)ds|Ft], we have
MT −Mt = ξ +
∫ T
t
f(s,X ′s, Z
′
s,K
′
s)ds−Xt =∫ T
t
ZsdWs +
∫ T
t
∫
R0
Ks(z)N˜(ds, dz),
and thus
Xt = ξ +
∫ T
t
f(s,X ′s, Z
′
s,K
′
s)ds−∫ T
t
ZsdWs +
∫ T
t
∫
R0
Ks(z)N˜(ds, dz). (12)
We have now defined a mapping
Ξ : H2T,β ×H2T,β × Hˆ2T,β → H2T,β ×H2T,β × Hˆ2T,β
by (X ′, Z ′,K ′) → (X,Z,K) from the discussion above. Note that because
of proposition 11, this is also a mapping
Ξ : H2T,β ×H2T,β × Hˆ2T,β → V.
Now, because (H2T,β ×H2T,β × Hˆ2T,β, ‖ · ‖H2T,β×H2T,β×Hˆ2T,β ) is a Banach space
we only need to show that Ξ is a contraction. Therefore, let ξ ∈ L2T,β and
(X ′i, Z ′i,K ′i) ∈ H2T,β × H2T,β × Hˆ2T,β for i = 1, 2, and let (Xi, Zi,Ki) =
Ξ(X ′i, Z ′i,K ′i) be defined as above for i = 1, 2. Then, from (12) we see that
(Xi, Zi,Ki) is a solution of the BDSE (4) with end point ξ and generator
f˜ i(t, x, z, k) = f(t,X ′it , Z ′it ,K ′it ) (and thus f˜ i is constant in the (x, z, k)
parameter). Then (f˜ i, ξ) trivially satisfies the assumptions in definition 2.1
with the Lipschitz constant C = 0 for i = 1, 2.
If we use the a priori estimates from theorem 3.2 with C = 0, β = κ2,
then
‖ X1 −X2 ‖2β≤
T
β
E
[ ∫ T
0
eβs|f(s,X ′1s , Z ′1s ,K ′1s )− f(s,X ′2s , Z ′2s ,K ′2s )|2ds
]
‖ Z1 − Z2 ‖2β≤
1
β
E
[ ∫ T
0
eβs|f(s,X ′1s , Z ′1s ,K ′1s )− f(s,X ′2s , Z ′2s ,K ′2s )|2ds
]
‖ K1 −K2 ‖2β≤
1
β
E
[ ∫ T
0
eβs|f(s,X ′1s , Z ′1s ,K ′1s )− f(s,X ′2s , Z ′2s ,K ′2s )|2ds
]
,
and because f is Lipschitz with constant Cf , this means that
‖ (X1 −X2, Z1 − Z2,K1 −K2) ‖2
H2T,β×H2T,β×Hˆ2T,β
=
‖ X1 −X2 ‖2β + ‖ Z1 − Z2 ‖2β + ‖ K1 −K2 ‖2β≤
3C2f (2 + T )
β
‖ (X ′1 −X ′2, Z ′1 − Z ′2,K ′1 −K ′2) ‖2Vβ .
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By choosing β > 3C2f (T + 2) we get the desired property of Ξ, and
the BSDE (4) must have a solution which is unique under the norm
‖ . ‖H2T,β×H2T,β×Hˆ2T,β for all β > 3C
2
f (T+2). Since the β-norms are equivalent,
this must hold for all β ≥ 0. So because the range of Ξ is V, the theorem is
proved.
As in [11], we can make a Picard iterative scheme that converges to the
solution of the BSDE.
Proposition 3.5. Suppose a sequence in V is defined by (X0, Z0,K0) and
(Xk+1, Zk+1,Kk+1) as the solution of
dXk+1t = −f(t,Xkt , Zkt ,Kkt )dt+ Zk+1t dWt +
∫
R0
Kk+1t (z)N˜(dt, dz)
Xk+1T = ξ.
Then (Xk, Zk,Kk) converges in V to (X,Z,K), where (X,Z,K) is the
solution to the BSDE corresponding to (f, ξ). Further, we have the following
inequalities for all β > 6C2f (T + 2), where C is the Lipschitz constant of f
and the norm used for (X,Z,K) is ‖ · ‖H2T,β×H2T,β×Hˆ2T,β :
‖ (Xk −X,Zk − Z,Kk −K) ‖2β≤
(3C2f (T + 2)
β
)k
‖ (X,Z,K) ‖2β
‖ (Xk, Zk,Kk) ‖2β ≤
β(T + 2)
β − 6C2f (T + 2)
‖ ξ ‖2β +
2(T + 2)
β − 6C2f (T + 2)
‖ f(·, 0, 0, 0) ‖2β .
Proof. Note that the first inequality verifies the convergence. Now, both
inequalities are easily verified by using the a priori estimates recursively. In
the first inequality, we use f1 = f(·, Xk−1· , Zk−1· ,Kk−1· ), f2 = f . Because
f1 has Lipschitz constant 0, we choose λ = µ = 0 and κ2 = β. Then we get
‖ (Xk −X,Zk − Z,Kk −K) ‖2β ≤
T + 2
β
‖ f(·, Xk−1· , Zk−1· ,Kk−1· )− f(·, X·, Z·,K·) ‖2β ≤
3C2f (T + 2)
β
‖ (Xk−1 −X,Zk−1 − Z,Kk−1 −K) ‖2β,
and the first inequality follows by recursion.
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To prove the second inequality, we use f1 = 0 and f2 =
f(·, Xk−1· , Zk−1· ,Kk−1· ) with λ = µ = 0 and κ2 = β. Then
‖ (Xk, Zk,Kk) ‖2β ≤(T + 2) ‖ ξ ‖2β +
T + 2
β
‖ f(·, Xk−1· , Zk−1· ,Kk−1· ) ‖2β ≤
(T + 2) ‖ ξ ‖2β +
2(T + 2)
β
‖ f(·, 0, 0, 0) ‖2β +
2(T + 2)
β
‖ f(·, Xk−1· , Zk−1· ,Kk−1· )− f(·, 0, 0, 0) ‖2β≤
(T + 2) ‖ ξ ‖2β +
2(T + 2)
β
‖ f(·, 0, 0, 0) ‖2β +
6(T + 2)C2f
β
‖ (Xk−1, Zk−1,Kk−1) ‖2β .
Again, the result follows by a simple recursion argument.
4 Linear BSDEs with jumps
In this section I will discuss a special class of standard parameters, where
the generator has a linear shape, and we will find an explicit solution to X.
This was maybe one of the most fascinating result from the BSDE course
MAT4760 because of its simplicity, and my supervisor told me this worked
in the jump case.
However, when I worked with this result I had not found any articles
providing a proof. So this proof is my own in the sense that I have
investigated the generalizability of the argumentation in [11]. This is
possible, but in [11] the theorem is easily proven because a term trivially
is a martingale. Here, much more argumentation is needed to conclude that
this term is a martingale. Later in the process I have found this proven for
jumps. One example is [12]. It probably is a quite obvious result, but I did
this early in the process, and at this stage quite a bit of research had to be
done.
4.1 Explicit formula of linear BSDEs
Theorem 4.1. Suppose (X,Z,K) ∈ V satisfies
dXt = −
[
φt + βtXt + γtZt +
∫
R0
Ψt(z)Kt(z)ν(dz)
]
dt+
ZtdWt +
∫
R0
Kt(z)N˜(dt, dz),
where φ ∈ H2T , β and γ are predictable and bounded, and Ψ is predictable
and satisfies
D2(1 ∧ |z|) ≤ Ψs(z) ≤ D1(1 ∧ |z|) , P ′ − a.e. (13)
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for a D1 ≥ 0 and a D2 ∈ (−1, 0]. Then X attains the following
representation
Xt = E
[
ξΓtT +
∫ T
t
Γtsφsds
∣∣∣∣Ft], (14)
where Γ is a process which satisfies
dΓus = Γ
u
s− [βsds+ γsdWs +
∫
R0
Ψs(z)N˜(ds, dz)] u < s ≤ T
Γus = 1 0 ≤ s ≤ u (15)
for u ∈ [0, T ].
Some observations are needed before we prove this theorem. First,
from calculus we have that the condition (13) on Ψ gives us the following
inequalties
c2(1 ∧ |z|) ≤ ln(1 + Ψt(z)) ≤ c1(1 ∧ |z|) (16)
c3(1 ∧ |z|2) ≤ ln(1 + Ψt(z))−Ψt(z) ≤ 0 (17)
for some constants ci ∈ R, i = 1, 2, 3. In particular, this holds because we
have chosen conditions on Ψ not to be arbitrary close to −1.
Second, we have from example 9.6 in [10] that Γ has an explicit solution
given by
Γut = exp
{ ∫ t
u
[βs − γ
2
s
2
]ds+
∫ t
u
γsdWs+∫ t
u
∫
R0
[ln(1 + Ψs(z))−Ψs(z)]ν(dz)ds+∫ t
u
∫
R0
ln(1 + Ψs(z))N˜(ds, dz)
}
where (16) and (17) assure us that the integrals in the exponent are well
defined. For simplicity, we write Γt = Γ0t . Notice that we trivially have
Γut =
Γt
Γu
.
Finally, we see that the linear BSDE here defined, trivially satisfies
the assumptions in definition 2.1. In fact we have a quasi-strong standard
parameter, so we have a unique solution (X,Z,K) ∈ V.
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Proof of theorem 4.1. By applying Itô’s formula on XtΓt, we get
d(XtΓt) = XtΓt[βtdt+ γtdWt]−
Γt[φt + βtXt + γtZt +
∫
R0
Ψt(z)Kt(z)ν(dz)]dt+
ΓtZtdWt + ΓtZtγtdt+ Γt
∫
R0
Ψt(z)Kt(z)ν(dz)dt+∫
R0
[Kt(z)Γt− +Xt−Γt−Ψt(z) +Kt(z)Γt−Ψt(z)]N˜(dt, dz)
= −Γtφtdt+XtΓtγtdWt + ΓtZtdWt+∫
R0
[Kt(z)Γt− +Xt−Γt−Ψt(z) + Γt−Kt(z)Ψt(z)]N˜(dt, dz).
We see that XtΓt +
∫ t
0 Γsφsds is a local martingale. We will show that it
actually is a martingale, and hence is the conditional expectation of its end
point. This will imply that
XtΓt +
∫ t
0
Γsφsds = E[XTΓT +
∫ T
0
Γsφsds|Ft] ⇒
XtΓt = E[XTΓT +
∫ T
t
Γsφsds|Ft] ⇒
Xt = E[ξΓtT +
∫ T
t
Γtsφsds|Ft],
and the theorem will be proved.
From [24], theorem 1.51, we have that a sufficient condition for XtΓt +∫ t
0 Γsφsds to be a proper martingale is that E[sup0≤t≤T |XtΓt+
∫ t
0 Γsφsds|] <
∞. If E[ sup0≤t≤T |Γt|2 ] < ∞, this condition is satisfied. To see this,
remember that X ∈ S2T by assumption and therefore
E[ sup
0≤t≤T
|XtΓt|] ≤ E[ sup
0≤t≤T
|Xt| sup
0≤u≤T
|Γ(u)|]
≤ E[ sup
0≤t≤T
|Xt|2] 12E[ sup
0≤t≤T
|Γt|2] 12 <∞
by Hölder’s inequality. Further, we have
E
[
sup
0≤t≤T
|
∫ t
0
Γsφsds|
]
≤ T 12E
[ ∫ T
0
φ2sds
] 1
2
E
[
sup
0≤t≤T
|Γt|2
] 1
2
<∞
by Hölder’s inequality and Jensen’s inequality. So to complete the proof, we
will show E[ sup0≤t≤T |Γt|2 ] <∞.
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With u = 0 the equation (15) attains the following explicit solution
Γt = exp
{ ∫ t
0
[βs − γ
2
s
2
]ds+
∫ t
0
γsdWs+∫ t
0
∫
R0
[ln(1 + Ψs(z))−Ψs(z)]ν(dz)ds+∫ t
0
∫
R0
ln(1 + Ψs(z))N˜(ds, dz)
}
. (18)
Notice that example 9.6 in [10] also gives that if β ≡ 0 then the expression on
the right in (18) is a local martingale. Therefore, Γt is equal to the bounded
process exp{∫ t0 βsds} multiplied by the local martingale V given by
Vt = exp
{
−
∫ t
0
γ2s
2
ds+
∫ t
0
γsdWs+∫ t
0
∫
R0
[ln(1 + Ψs(z))−Ψs(z)]ν(dz)ds+∫ t
0
∫
R0
ln(1 + Ψs(z))N˜(ds, dz)
}
,
or equivalently
dVt = Vt− [γtdWt +
∫
R0
Ψt(z)N˜(dt, dz)]
Vt = 1.
Therefore, from [16], example 1.29, the quadratic variation of V is given by
[V ]t =
∫ t
0
V 2s γ
2
sds+
∫ t
0
∫
R0
V 2s Ψs(z)
2ν(dz)ds+∫ t
0
∫
R0
V 2s−Ψs(z)
2N˜(ds, dz).
24
So because exp{∫ t0 βsds} is bounded, Burkholder’s inequality gives
E[ sup
0≤t≤T
Γ2t ] ≤ C0E[ sup
0≤t≤T
V 2t ] ≤ C1E[[V ]T ] =
C1E
[ ∫ T
0
V 2t− [γ
2
t +
∫
R0
Ψt(z)2ν(dz)]dt
]
+
C1E
[ ∫ T
0
∫
R0
V 2t−Ψt(z)
2N˜(dt, dz)
]
≤ C1E
[ ∫ T
0
V 2t− [C2 +
∫
R0
C3|z|2ν(dz)]dt
]
+
C1E
[ ∫ T
0
∫
R0
V 2t−Ψt(z)
2N˜(dt, dz)
]
≤ C4E
[ ∫ T
0
V 2t dt
]
+ C1E
[ ∫ T
0
∫
R0
V 2t−Ψt(z)
2N˜(dt, dz)
]
for some constants Ci > 0, i = 0, 1, 2, 3, 4. To control this expression, we
rewrite V 2 in the following way
V 2t = exp
{
−
∫ t
0
γ2sds+
∫ t
0
2γsdWs+∫ t
0
∫
R0
[ln((1 + Ψs(z))2)− 2Ψs(z)]ν(dz)ds+∫ t
0
∫
R0
ln((1 + Ψs(z))2)N˜(ds, dz)
}
= exp
{ ∫ t
0
γ2sds+
∫ t
0
∫
R0
Ψs(z)2ν(dz)ds+∫ t
0
2γsdWs −
∫ t
0
2γ2sds+∫ t
0
∫
R0
(ln(1 + [(1 + Ψs(z))2 − 1])−
[(1 + Ψs(z))2 − 1])ν(dz)ds+∫ t
0
∫
R0
ln(1 + [(1 + Ψs(z))2 − 1])N˜(ds, dz)
}
= exp
{ ∫ t
0
γ2sdu+
∫ t
0
∫
R0
Ψs(z)2ν(dz)ds
}
Ut
where
exp
{ ∫ t
0
γ2sdu+
∫ t
0
∫
R0
Ψs(z)2ν(dz)ds
}
25
is by (13) a bounded process and U satisfies
dUt = Ut−
[
2γtdWt +
∫
R0
[(1 + Ψt(z))2 − 1]N˜(dt, dz)
]
U(0) = 1,
which, from [16], theorem 1.36, is a martingale if the following Novikov
condition for Lévy processes is satisfied
E
[
exp
{
1
2
∫ T
0
(2γt)2dt+
∫ T
0
∫
R0
2(1 + Ψt(z))2ln(1 + Ψt(z))+
1− (1 + Ψt(z))ν(dz)dt
}]
<∞.
If we study the function
h(x) = 2(1 + x)2ln(1 + x) + 1− (1 + x)2
using standard calculus techniques, we obtain that there exists a 1 >  > 0
and a constant c such that for all x ∈ (−, ) we have
0 ≤ h(x) ≤ c|x|2.
This means that there exists a c2 such that for all z ∈ (−, ) \ {0} we have
that for a.a. t ∈ [0, T ] that 0 ≤ h(Ψt(z)) ≤ c2 |z|2. Then we also have that
the exponent in the Novikov condition is bounded, and hence the Novikov
condition is satisfied and U is a martingale.
We are now ready to complete our proof. We had
E[ sup
0≤t≤T
Γ2t ] ≤ C4E
[ ∫ T
0
V 2t dt
]
+ C1E
[ ∫ T
0
∫
R0
V 2t−Ψt(z)
2N˜(dt, dz)
]
.
Now we also know for a constant cV
E
[ ∫ T
0
V 2t dt
]
≤ cVE
[ ∫ T
0
Utdt
]
=
cV
∫ T
0
E[Ut]dt = cV TE[U0] <∞.
We also know
E
[ ∫ T
0
∫
R0
V 2t−Ψt(z)
2N˜(dt, dz)
]
= 0
because for constants c2V , c
3
V we have
E
[ ∫ T
0
∫
R0
V 2t−Ψt(z)
2ν(dz)dt
]
≤ c2VE
[ ∫ T
0
∫
R0
Ut− |z|2ν(dz)dt
]
≤
c3VE
[ ∫ T
0
Ut−dt
]
= c3V
∫ T
0
E[Ut]dt <∞.
The last inequality is valid because U only have a countable number of jumps.
So E[sup0≤t≤T Γ2t ] <∞ and the theorem is proved.
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4.2 The importance of linear BSDEs
In the discussion of the importance of studying BSDEs in section 2.3 we saw
that the BSDE equivalent to a replicable claim is a linear one. Because the
last “constant” element φ only needs the L2 requirement, the linear case can
be very flexible. One example, which is also mentioned in section 2.3, is this
the method of penalization. Here, φ is the penalization term. Even though
the article spoken of, that is, [7], does not use the explicit representation, it is
imaginable that the explicit representation may give rise to useful inequalities
in different settings. This is because φ can be dependent on processes.
One application we will see, and which is an example of how a BSDE may
be written as a linear BSDE, is the comparison theorem. We will investigate
this in the next chapter.
5 Comparison of solutions
In this section we will apply the closed formula for a linear BSDE to see that
if the strong standard parameter (f1, ξ1) and the standard parameter (not
necessarily strong) (f2, ξ2) satisfies ξ1 ≥ ξ2 and f1 ≥ f2 in some sense, then
we must have X1t ≥ X2t , Ω× B([0, T ])-a.e.
This was proven in [25], which is one of the first articles on BSDEs with
jumps I found. Here it is proven by a change of measure. But having done
the effort to prove the linear case theorem, a much easier proof is done here.
That is, the idea in theorem 2.2. in [11] works well with jumps. However, as
in [25] we can not prove it for the general case. We need one of the standard
parameters to be strong.
5.1 The comparison theorem
Theorem 5.1. Let (f1, ξ1) be a strong standard paramter and (f2, ξ2) be a
standard parameter, and let their solutions be denoted by (X1, Z1,K1) and
(X2, Z2,K2). Using the same notation as in (6) and (7), suppose that
ξ1 ≥ ξ2 a.s.
δ2ft ≥ 0 Ω× B([0, T ])− a.e.
Then we have X1t ≥ X2t , Ω× B([0, T ]) - a.e.
Proof. We split f in a slightly more complex manner as in the proof of
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theorem 3.2 by defining the processes
At =
f1,1,1,1t − f1,2,1,1t
δXt
1{δXt 6= 0}
Bt =
f1,2,1,1t − f1,2,2,1t
δZt
1{δZt 6= 0}
Ct =
f1,2,2,1t − f1,2,2,2t∫
R0 Ψt(z)δKt(z)ν(dz)
1
{∫
R0
Ψt(z)δKt(z)ν(dz) 6= 0
}
,
where Ψ is the function from definition 5 for f1. It follows easily from
the Lipschitz condition on f1 that these are bounded functions, where C
is bounded from below by −1. We easily see that δXt has the following
differential form
d(δXt) = −
[
AtδXt +BtδZt + Ct
∫
R0
Ψt(z)δKt(z)ν(dz) + δ2ft
]
dt+
δZtdWt +
∫
R0
δKt(z)N˜(dt, dz)
δXt = ξ.
Because CΨ ≥ D2 > −1 uniformly, this BSDE satisfies the conditions of
theorem 4.1 and δX obtains the representation
δXt = E
[
ΓtT δξ +
∫ T
t
Γtsδ2fsds
∣∣∣∣Ft],
where
dΓut = Γt− [Atdt+BtdWt +
∫
R0
CtΨt(z)ν(dz)dt]
Γuu = 1.
All the terms in the representation (14) are positive, and hence we have
δXt ≥ 0, dP × dt-a.e., and the theorem is proved.
In [11], it is also proved that the comparison is strict. This is also the
case for jumps. With this we mean:
Proposition 5.2. Suppose (f1, ξ1) and (f2, ξ2) satisfies the conditions of
theorem 5.1. In addition, suppose for a t ∈ [0, T ] that we have X1t = X2t a.s.
on a set F ∈ Ft. Then we have X1s = X2s a.e. on [t, T ]× F , ξ1 = ξ2 a.s. on
F and f1(s,X2s , Z2s ,K2s ) = f2(s,X2s , Z2s ,K2s ) a.e. on [t, T ]× F .
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Proof. This follows directly from the form of δXt, namely
δXt = E
[
ΓtT δξ +
∫ T
t
Γtsδ2fsds
∣∣∣∣Ft].
Again, all terms in the conditional expectation are positive, so the
proposition follows from the classical measure theory. See e.g. corollary
4.10 in [4].
In particular we have that a BSDE has solution with nonnegative X if
ξ ≥ 0 a.s., f(t, 0, 0, 0) ≥ 0 a.s. and X0 ≥ 0 a.s. If the inequalities are
equalities, then X = 0 a.s.
5.2 Why we need a strong generator
To complete the topic of comparison, let us investigate a little deeper why
we need one generator to be strong and not only quasi-strong. The answer is
found in [24], theorem 2.37, which states that if V is a general semimartingale
with V0 = 0, then there exists a semimartingale W such that
Wt = 1 +
∫ t
0
Ws−dVs, (19)
where W obtains the representation
Wt = exp
{
Vt − 12[V ]t
} ∏
0<s≤t
(1 + ∆Vs)exp
{
−∆Xs + 12(∆Vs)
2
}
.
It is well known that an Itô-Lévy process is a semimartingale, so if we let
dVt = βtdt+ γtdWt +
∫
R0
Ψt(z)N˜(dt, dz)
VT = 0;
with β, γ and Ψ as defined in theorem 4.1, we see that Γ = Γ0 in (15) satisfies
Γt = 1 +
∫ t
0
Γs−dVs.
That is, it is on the form of (19). Now, because the dt and dWt terms vanish
in ∆Vs we have
∆Vs = Vs − Vs− = Ψ(s,∆ηs).
See e.g. [2], corollary 4.4.9. for verification. So if Ψ is not bounded below
by −1, (1 + ∆Vs) can be negative and thus Γ is not in general positive. The
extra condition for a quasi-strong generator to be strong is precisely what is
needed for Ct in the proof of theorem 5.1 to be bounded below by −1.
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6 Dependence on a parameter
In this section I will consider a family of standard parameters {fα(·), ξα, α ∈
R}. Let (Xα, Zα,Kα) be their respective solutions. I will show that if the
standard parameters depends “nicely” on the parameter α, then the solutions
also will depend “nicely” on α.
As in [11], “nicely” will mean continuity and differentiability. Continuity
is proven more or less the same way as in [11]. I state it here, because we need
it in the section about differentiability. The differentiability is proved also
using the same basic idea as in [11], but the notion of Fréchet differentiability
must be introduced. I will also look at differentiation when fα is quasi-
strong.
One remark to this section is that many assumptions in α will be given
globally. Many of these could easily be generalized to only apply locally.
I chose my formulation to be concise with [11] and because I think local
conditions are not essentially stronger. The proofs will be the same.
In this section, all convergence results will be for V but will be proved
in H2T × H2T × Hˆ2T . This is no problem because the size of the constant c
in (11) depends on (f, ξ), and when the bounds on (fα, ξα) are uniform, we
can find a c that is valid for all α, or as we discussed, valid locally in α.
Potential applications will be given in section 8 after we have discussed
the Malliavin derivative and the combination of differentiation in the
parameter and in the Malliavin sense.
6.1 The continuous case
Make the following assumptions about a family {fα(·), ξα, α ∈ R} of
standard parameters:
Assumption 6.1. The family {fα(·), α ∈ R} is equi-Lipschitz, in the sense
that there exist a C > 0 such that if Cα is the Lipschitz constant of fα, then
Cα ≤ C ∀ α ∈ R.
Assumption 6.2. α→ (fα(·), ξα) is continuous in the sense that if α0 ∈ R,
then we have that as α→ α0
‖ fα(·, Xα0· , Zα0· ,Kα0· )− fα0(·, Xα0· , Zα0· ,Kα0· ) ‖H2T→ 0
‖ ξα − ξα0 ‖L2T→ 0.
Theorem 6.3. Let the assumptions 6.1 and 6.2 hold. Then we have
‖ (Xα, Zα,Kα)− (Xα0 , Zα0 ,Kα0) ‖V→ 0,
as α→ α0.
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Proof. This is a direct consequence of the a priori estimates from theorem
3.2. We choose κ > 0, µ2, λ2 > C and β ≥ κ+ C(λ2 + µ2 + 2) and obtain
‖ (Xα, Zα,Kα)− (Xα0 , Zα0 ,Kα0) ‖2β≤
[T +
λ2
λ2 − C +
µ2
µ2 − C ]
(
‖ ξα − ξα0 ‖2β +
1
κ2
‖ fα(·, Xα0· , Zα0· ,Kα0· )− fα0(·, Xα0· , Zα0· ,Kα0· ) ‖2H2T,β
)
which by assumption has limit 0 as α→ α0. The theorem then follows from
(11).
6.2 The differentiable case
The goal of this section is to show a differentiability result for a standard
parameter which satisfies some differentiability conditions such that the
solution of a limit argument coincides with using the classical chain rule
on the BSDE. That is, to formally differentiate in α.
We will show this for a general standard parameter under some
conditions, and for this reason we need a way to differentiate the generator
fα(t, x, z, k) in the parameter k. To do this we notice that k is an element in
the Banach space Lˆ2T (R0,B(R0), ν). So a natural derivative for our purpose
is the so-called Fréchet derivative.
We define the Fréchet derivative in the following way. Let A and B be
two Banach spaces with norms ‖ · ‖A and ‖ · ‖B respectively. We say that a
function h : A→ B is Fréchet differentiable in a point a0 ∈ A if there exists
a bounded linear operator l : A→ B such that
‖ h(a)− h(a0)− l(a− a0) ‖B
‖ a− a0 ‖A → 0
as a → a0 in the topology induced by ‖ · ‖A. In this case we denote the
derivative by l = ∇h(a0). Of course, if h is Fréchet differentiable in each
point a0 ∈ A, we say that h is Fréchet differentiable. In this case, it is
worth noticing that for each a0 ∈ A, ∇h(a0) defines a linear operator. So if
v ∈ A, then l(v) in the definition is given by ∇h(a0)(v). Further, a linear
operator l : A→ B is bounded if there exits a C > 0 such that for all v ∈ A,
‖ l(v) ‖B≤ C ‖ v ‖A.
If h is Fréchet differentiable, we have defined a mapping A → L0(A,B)
by a → ∇h(a)(·), where L0(A,B) is the set of all bounded linear operators
from A to B. For l ∈ L0(A,B) we define the norm
‖ l ‖L0(A,B)= sup{‖ l(a) ‖B: a ∈ A, ‖ a ‖A≤ 1},
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and we say that h is C1, i.e. differentiable with continuous derivatives, in a0
if a → ∇h(a)(·) is continuous in a0. Note that L0(A,B) is a Banach space
under this norm. The definitions and results on the Fréchet derivative can
e.g. be found in [6], chapter 2.1.C.
Now, consider the following assumptions for a family of standard
parameters {fα(·), ξα, α ∈ R}:
Assumption 6.4. For all fixed α ∈ R, fα(·) is differentiable in (x, z, k) with
derivatives denoted by ∂xfα(t, x, z, k), ∂zfα(t, x, z, k) and ∇kfα(t, x, z, k)
satisfying the following uniformly boundedness and uniform continuity
conditions
1. There exists a C > 0 such that for all (α, x, z, k) and h ∈
Lˆ2T (R0,B(R0), ν) we have |∂xfα(t, x, z, k)|, |∂zfα(t, x, z, k)| ≤ C and
|∇kfα(t, x, z, k)(h)| ≤ C ‖ h ‖Lˆ2T , dP × dt-a.e.
2. For all  > 0 there exists δ > 0 such that for all (α, x, z, k) and h ∈ R
and hk ∈ Lˆ2T (R0,B(R0), ν) with |h|, ‖ hk ‖< δ we have
|∂xfα(t, x+ h, z, k)− ∂xfα(t, x, z, k)| < 
|∂xfα(t, x, z + h, k)− ∂xfα(t, x, z, k)| < 
|∂xfα(t, x, z, k + hk)− ∂xfα(t, x, z, k)| < ,
dP×dt-a.e., where same inequalities apply for ∂zf and for ∇kfα under
the norm ‖ · ‖L0(Lˆ2T (R0,B(R0),ν),R) .
3. For all  > 0 there exists δ > 0 such that for all (α, x, z, k) and h ∈ R
with |h| < δ we have for dP × dt-a.a. (ω, t) that
|∂xfα+h(t, x, z, k)− ∂xfα(t, x, z, k)| < 
|∂zfα+h(t, x, z, k)− ∂zfα(t, x, z, k)| < 
‖ ∇kfα+h(t, x, z, k)−∇kfα(t, x, z, k) ‖< .
Assumption 6.5. The function α → (f(α, ·), ξ(α)) is differentiable in the
sense that for each α0 ∈ R the expressions
1
α− α0 [ξ
α − ξα0 ] (20)
1
α− α0 [f
α(·, Xα0· , Zα0· ,Kα0· )− fα0(·, Xα0· , Zα0· ,Kα0· )] (21)
have limits in L2T and H
2
t respectively, which we will denote by ∂αξα0 and
∂αf
α0(t,Xα0t , Z
α0
t ,K
α0
t ) respectively.
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When the assumptions 6.4 and 6.5 applies, we will simplify the notation
in the following way. We fix an α0 ∈ R. Then for all αi ∈ R, i = 1, 2, 3, 4
and α ∈ R \ {α0} we write
∆αXt =
Xαt −Xα0t
α− α0
∆αZt =
Zαt − Zα0t
α− α0
∆αKt(z) =
Kαt (z)−Kα0t (z)
α− α0
fα1(α2, α3, α4, t) = fα1(t,Xα2t , Z
α3
t ,K
α4
t )
∆αξ =
{ ξα−ξα0
α−α0 if α 6= α0
∂αξ
α0 otherwise.
(22)
Theorem 6.6. Suppose that the assumtions 6.4 and 6.5 hold. Then
(Xα, Zα,Kα) is differentiable in the sense that for a given α0 ∈ R,
(∆αX,∆αZ,∆αK) has a limit in V as α → α0. This limit is denoted by
(∂αXα0 , ∂αZα0 , ∂αKα0), and solves the following BSDE for α = α0:
d(∂αXαt ) = −
[
∂xf
α(t,Xαt , Z
α
t ,K
α
t )∂αX
α
t + ∂yf
α(t,Xαt , Z
α
t ,K
α
t )∂αZ
α
t +
∇kfα(t,Xαt , Zαt ,Kαt )(∂αKα) + ∂αfα(t,Xαt , Zαt ,Kαt )
]
dt+
∂αZ
α
t dWt +
∫
R0
∂αK
α
t (z)N˜(dt, dz)
∂αX
α
T = ∂αξ
α. (23)
Proof. We start with the obvious observation that the assumtions 6.4 and
6.5 implies the assumptions 6.1 and 6.2. Also, (23) is well defined because
of part 1 and 2 of assumption 6.4 and because of assumption 6.5.
To show the differentiability, we prove this in the point α0 ∈ R, which
will be fixed during the proof.
The idea is to split f in the same manner as in the proof of theorem 5.1
by defining the processes
Aαt =
{
fα(α,α,α,t)−fα(α0,α,α,t)
Xαt −Xα0t
if Xαt 6= Xα0t
∂xf
α(t,Xα0t , Z
α
t ,K
α
t ) otherwise
=
∫ 1
0
∂xf
α(t,Xα0t + λ(X
α
t −Xα0t ), Zαt ,Kαt )dλ
33
Bαt =
{
fα(α0,α,α,t)−fα(α0,α0,α,t)
Zαt −Zα0t
if Zαt 6= Zα0t
∂zf
α(t,Xα0t , Z
α0
t ,K
α
t ) otherwise
=
∫ 1
0
∂zf
α(t,Xα0t , Z
α0
t + λ(Z
α
t − Zα0t ),Kαt )dλ
Dαt =
{
fα(α0,α0,α0,t)−fα0 (α0,α0,α0,t)
α−α0 if α 6= α0
∂αf
α0(t,Xα0t , Z
α0
t ,K
α0
t ) otherwise.
We also define the operators Cαt : Lˆ2T (R0,B(R0), ν)→ R by
Cαt (h) =
∫ 1
0
∇kfα(t,Xα0t , Zα0t ,Kα0t + λ(Kαt −Kα0t ))(h)dλ.
By assumption 6.4, Cαt is a bounded linear operator, and by (2.1.11) in
[6] we have∫ 1
0
∇kfα(t,Xα0t , Zα0t ,Kα0t + λ(Kαt −Kα0t ))(Kαt −Kα0t )dλ =
fα(t,Xα0t , Z
α0
t ,K
α
t )− fα(t,Xα0t , Zα0t ,Kα0t ).
Because fα from assumption 6.4 is assumed to have uniformly bounded
derivatives, we together with the Lipschitz condition of f , trivially have Aαt ,
Bαt and Cαt to be uniformly bounded. Of course, the boundedness of Cαt is
in the sense of bounded linear operators. Also observe that Dαt ∈ H2T for all
α ∈ R.
Thus, if we define the function χ : R×[0, T ]×R×R×Lˆ2T (R0,B(R0), ν)→
R given by
χα(t, x, z, k) =Aαt x+B
α
t z + C
α
t (k) +D
α
t
we see that χ is a generator for all α ∈ R and the solution of the BSDE
d(X˜t) = − χα(t, X˜t, Z˜t, K˜t)dt + Z˜tdWt +
∫
R0
K˜t(z)N˜(dt, dz)
X˜t = ∆αξ
is (X˜, Z˜, K˜) = (∆αX,∆αZ,∆αK) for all α 6= α0, and (X˜, Z˜, K˜) =
(∂αXα, ∂αZα, ∂αKα) for α = α0.
The idea now is to prove that the family of standard parameters
{χα(·),∆αξ, α ∈ R} satisfies the assumptions 6.1 and 6.2. Then we have
from theorem 6.3 that (∆αX,∆αZ,∆αK) has limit (∂αXα0 , ∂αZα0 , ∂αKα0)
in V as α→ α0 and the theorem is proved.
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Because Aαt , Bαt and Cαt are uniformly bounded, assumption 6.1 is
trivially satisfied. So we have to show
||χα(·, ∂αXα0· , ∂αZα0· , ∂αKα0· )− χα0(·, ∂αXα0· , ∂αZα0· , ∂αKα0· )||H2T → 0
as α→ α0. To do this, we show that as α→ α0,
‖ (Aα −Aα0)∂αXα0 ‖H2T → 0 (24)
‖ (Bα −Bα0)∂αZα0 ‖H2T → 0 (25)
‖ Cα(∂αKα0)− Cα0(∂αKα0) ‖H2T → 0 (26)
‖ Dα −Dα0 ‖H2T → 0. (27)
Notice that (27) is true by assumption 6.5. To show (24), (25) and (26), we
split the expressions to vary each variable in α seperately. For (24) this is
obtained by showing that the expressions
E
[ ∫ T
0
[
Aαt − ∂xfα(t,Xα0t , Zαt ,Kαt )
]2|∂αXα0t |2dt] (28)
E
[ ∫ T
0
[
∂xf
α(t,Xα0t , Z
α
t ,K
α
t )−
∂xf
α(t,Xα0t , Z
α0
t ,K
α
t )
]2|∂αXα0t |2dt] (29)
E
[ ∫ T
0
[
∂xf
α(t,Xα0t , Z
α0
t ,K
α
t )−
∂xf
α(t,Xα0t , Z
α0
t ,K
α0
t )
]2|∂αXα0t |2dt] (30)
E
[ ∫ T
0
[
∂xf
α(t,Xα0t , Z
α0
t ,K
α0
t )−
∂xf
α0(t,Xα0t , Z
α0
t ,K
α0
t )
]2|∂αXα0t |2dt] (31)
has limit zero as α→ α0. Note that this is satisfied in (31) because of part
3 of assumption 6.4. One important point here is that part 3 of assumption
6.4 is only used to show that (31), and the equivalent expressions for ∂zfα
and ∇kfα, vanishes. See remark 6.7.
To show (28), we see by Jensen’s inequality
E
[ ∫ T
0
[
Aαt − ∂xfα(t,Xα0t , Zαt ,Kαt )
]2|∂αXα0t |2dt] ≤
E
[ ∫ T
0
∫ 1
0
[
∂xf
α(α, t,Xα0t + λ(X
α
t −Xα0t ), Zαt ,Kαt )−
∂xf
α(t,Xα0t , Z
α
t ,K
α
t )
]2|∂αXα0t |2dλ dt]. (32)
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Let  > 0. Because ∂xfα is uniformly continuous, there exits a δ > 0 such
that whenever |Xαt −Xα0t | < δ, we have
|∂xfα(α, t,Xα0t + λ(Xαt −Xα0t ), Zαt ,Kαt )− ∂xfα(t,Xα0t , Zαt ,Kαt )| < 
for all λ ∈ [0, 1]. Further, because ∂xfα is uniformly bounded, we can find a
J > 0 such that (32) becomes
E
[ ∫ T
0
[
Aαt − ∂xfα(t,Xα0t , Zαt ,Kαt )
]2|∂αXα0t |2dt] ≤
2 ‖ ∂αXα0 ‖2H2T +JE
[ ∫ T
0
1{|Xαt −Xα0t | > δ}|∂αXα0t |2dt
]
.
We continue by noting that by splitting up the latter integral into
{|∂αXα0t |2 > M} and its compliment for a M > 0, we get
E
[ ∫ T
0
1{|Xαt −Xα0t | > δ}|∂αXα0t |2dt
]
≤
M
∫ T
0
P (|Xαt −Xα0t | > δ)dt+
E
[ ∫ T
0
1{1∂αXα0t |2 > M}|∂αXα0t |2dt
]
.
By Markov’s inequality we have
P (|Xαt −Xα0t | > δ) = P (|Xαt −Xα0t |2 > δ2) ≤
1
δ2
E[|Xαt −Xα0t |2].
Thus, we are left with
E
[ ∫ T
0
[Aαt − ∂xfα(t,Xα0t , Zαt ,Kαt )]2|∂αXα0t |2dt
]
≤
2 ‖ ∂αXα0 ‖2H2T +
JM
δ2
‖ Xα −Xα0 ‖2H2T +
J ‖ 1{|∂αXα0· |2 > M}∂αXα0 ‖2H2T
for all M > 0 and  > 0 with the δ = δ() > 0 found as above and J
universal.
Now, let ρ > 0. From the dominated convergence theorem, we have
‖ 1{|∂αXα0· |2 > M}∂αXα0 ‖2H2T→ 0 as M → ∞. Therefore, choose M0 > 0
such that J ‖ 1{|∂αXα0· |2 > M}∂αXα0 ‖2H2T<
ρ
3 . Further, let 0 > 0 be such
that 20 ‖ ∂αXα0 ‖2H2T<
ρ
3 , and let δ0 = δ(0). Finally, because α → Xα
is continuous in the sense defined in theorem 6.3, choose ϕ > 0 such that
whenever |α−α0| < ϕ we have that JM0δ20 ‖ X
α−Xα0 ‖2
H2T
< ρ3 . Now we have
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E[ ∫ T
0
[
Aαt − ∂xfα(t,Xα0t , Zαt ,Kαt )
]2|∂αXα0t |2dt] < ρ
whenever |α− α0| < ϕ, and thus
E
[ ∫ T
0
[
Aαt − ∂xfα(t,Xα0t , Zαt ,Kαt )
]2|∂αXα0t |2dt]→ 0
as α→ α0.
Except for the argument behind equation (32), the proof of (29) is the
same as the proof of (28). The same applies for (30), where we split the
expression in the sets {‖ Kαt (·)−Kα0t (·) ‖Lˆ> δ}, {|∂αXα0t |2 > M} and their
compliments remembering that
‖ Kα −Kα0 ‖2
Hˆ
=E
[ ∫ T
0
‖ Kαt −Kα0t ‖2Lˆ dt
]
and thus (24) is proved. The proof of (25) is completely similar. To show
(26), we note that[∇kfα(t,Xα0t , Zα0t ,Kα0t + λ(Kαt −Kα0t ))(∂αKα0t )
−∇kfα(t,Xα0t , Zα0t ,Kα0t )(∂αKα0t )
]2 ≤
‖ ∂αKα0t ‖2Lˆ ‖ ∇kfα(t,X
α0
t , Z
α0
t ,K
α0
t + λ(K
α
t −Kα0t ))
−∇kfα(t,Xα0t , Zα0t ,Kα0t ) ‖L0(Lˆ,R),
so because Lˆ → L0(Lˆ,R) given by k → ∇kfα(t, x, z, k) is continuous, the
proof of (26) is essentially the same as the proof of (24). But then the
theorem is proved.
Remark 6.7. As mentioned in the proof, we only used part 3 of assumption
6.4 to show that (31), and the equivalent expressions for ∂zfα and ∇kfα,
vanishes. Thus, if one can show that these expressions have limit zero, we
do not need this assumption. This will be the case in section 8.
6.3 The differentiable case for quasi-strong generators
One important case when we would like to have teorem 6.6 valid is when
the generator is quasi-strong. Therefore, it is interesting to specify for this
case the assumptions 6.4 and 6.5. In addition, it will examplify the theorem.
Specifically, the linear case is contained in the quasi-strong generators. For
these reasons, let us use some effort to investigate this.
Now, when fα is quasi-strong for each α, we have
fα(t, x, z, k) = gα(t, x, z,
∫
R0
Ψαt (y)k(y)ν(dy)),
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where we will call the last component of gα, say, r, i.e. (α, ω, t, x, z, r) →
gα(t, x, z, r).
Let us first find ∇kfα(t, x, z, k) in terms of gα. It is the unique bounded
operator ∇kfα(t, x, z, k) such that
|gα(t, x, z,
∫
R0
Ψαt (y)(k(y) + h(y))ν(dy))−
gα(t, x, z,
∫
R0
Ψαt (y)k(y)ν(dy))−∇kfα(t, x, z, k)(h)| = o(‖ h ‖),
as ‖ h ‖→ 0. Now, suppose for each (α, ω, t, x, z), gα(t, x, z, ·) is
differentiable. Then we have, where we for notational simplicity write
gα(t, x, z, r) = g(r),
|g(
∫
R0
Ψαt (y)(k(y) + h(y))ν(dy))− g(
∫
R0
Ψαt (y)k(y)ν(dy))−
∂rg(
∫
R0
Ψαt (y)k(y)ν(dy))
∫
R0
Ψαt (y)h(y)ν(dy)| = o(|
∫
R0
Ψαt (y)h(y)ν(dy)|),
as | ∫R0 Ψαt (y)h(y)ν(dy)| → 0. Now, suppose Ψα has the bounds from
definition 2.3 uniformly in α. Then, from Hölder’s inequality we have for
a constant D,∫
R0
|Ψαt (y)h(y)|2ν(dy) ≤( ∫
R0
|Ψαt (y)|2ν(dy)
) 1
2
( ∫
R0
|h(y)|2ν(dy)) 12 ≤ D ‖ h ‖
uniformly in α. But then
|g(
∫
R0
Ψαt (y)(k(y) + h(y))ν(dy))− g(
∫
R0
Ψαt (y)k(y)ν(dy))−
∂rg(
∫
R0
Ψαt (y)k(y)ν(dy))
∫
R0
Ψαt (y)h(y)ν(dy)| = o(‖ h ‖),
as ‖ h ‖→ 0. Hence,
∇kfα(t, x, z, k)(h) =
∂rg
α(t, x, z,
∫
R0
Ψαt (y)k(y)ν(dy))
∫
R0
Ψαt (y)h(y)ν(dy).
Now, which other conditions must we assume on gα and Ψα for
{fα, ξα, α ∈ R} to satisfy the assumtions 6.4 and 6.5? It will be commented
in theorem 8.5 that the linear case with deterministic coefficients, which
trivially has a quasi-strong generator, satisfies these assumptions. For now,
let us try to find more general conditions.
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One thing that is obvious is that we need the existence of the derivatives
of gα, i.e. ∂xgα, ∂zgα and ∂rgα. In addition, they must be uniformly bounded
and uniformly continuous in the (x, z, r)-parameter, equivalent to part 1 and
2 of assumption 6.4. We will also need the boundedness condition on Ψα
given over.
The problem is part 3 of assumption 6.4. That is, the problem is when
Ψα varies in α. For instance, to get |∂xfα+h(t, x, z, k)−∂xfα(t, x, z, k)| small
by choosing h small, we would like to resonate in the following way, skipping
the (t, x, z) parameter for notational simplicity:
|∂xfα+h(k)− ∂xfα(k)| =
|∂xgα+h(
∫
R0
Ψα+ht (y)k(y)ν(dy))− ∂xgα(
∫
R0
Ψαt (y)k(y)ν(dy))| ≤
|∂xgα+h(
∫
R0
Ψα+ht (y)k(y)ν(dy))− ∂xgα(
∫
R0
Ψα+ht (y)k(y)ν(dy))|+
|∂xgα(
∫
R0
Ψα+ht (y)k(y)ν(dy))− ∂xgα(
∫
R0
Ψαt (y)k(y)ν(dy))|.
If ∂xgα is uniformly continuous in α, the first of these two estimates we
may get small by choosing h small. The second, however, would require that
we can get ‖ (Ψα+ht − Ψαt )k ‖ small by choosing h small. This is of course
impossible to obtain uniformly in k, unless Ψα does not vary in α or that
the derivatives of gα does not vary in the r parameter, which is essentially
the same as gα being linear in r.
If neither of these suggestions apply, we would need to remove the
condition that we need uniform continuity, for instance by studying how
often Kαt (z) is big. This is interesting, but out of the scope of this thesis.
However, the two cases discussed may be part of sufficient conditions for
the assumptions 6.4 and 6.5 to hold. This leads us to the following two
propositions.
Proposition 6.8. Suppose {fα, ξα, α ∈ R} is quasi-strong for each α ∈
R, where gα has uniformly bounded, uniformly continuous derivatives in
(α, x, z, r). Suppose further that Ψα is independent of α and satisfies
D2(1 ∧ |z|) ≤ Ψt(z) ≤ D1(1 ∧ |z|)
uniformly for some D1 ≥ 0 and D2 ∈ (−1, 0]. Finally, suppose {fα, ξα, α ∈
R} satisfies assumption 6.5. Then {fα, ξα, α ∈ R} also satisfies assumption
6.4.
Proof. This follows from our discussion over.
Proposition 6.9. Suppose gα(ω, t, x, z, r) = hα(ω, t, x, z) + r, where h
satisfies 6.4 and 6.5. Further, suppose ξα satisfies (20). Finally, suppose
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Ψα is differentiable in α with uniformly bounded derivative and that there
exists D1 ≥ 0 and D2 ∈ (−1, 0] such that the following holds uniformly:
D2(1 ∧ |y|) ≤ Ψαt (y), ∂αΨαt (y) ≤ D1(1 ∧ |y|).
If fα(t, x, z, k) = gα(t, x, z,
∫
R0 Ψ
α
t (y)k(y)ν(dy)), then {fα, ξα, α ∈ R}
satisfies 6.4 and 6.5.
Proof. Now fα is the sum of two generators. One is hα which satisfies 6.4 and
6.5 by assumption and does not vary in k. The other is
∫
R0 Ψ
α
t (y)k(y)ν(dy)
which does not vary in (x, z). So all we have to do is to show that the
latter also satisfies 6.4 and 6.5. Note that ∇k
(∫
R0 Ψ
α
t (y)k(y)ν(dy)
)
(h) =∫
R0 Ψ
α
t (y)h(y)ν(dy). Thus, part 1 of assumption 6.4 follows from the uniform
bounds on Ψα. Because the derivative is constant, part 2 is trivial. Part 3
follows from the mean value inequality, the uniform bound on ∂αΨα and
the non-dependence on r in the derivatives of gα as we discussed above. To
prove that 6.5 is satisfied, observe that
E
[ ∫ T
0
(∫
R0
{
Ψαt (y)−Ψα0t (y)
α− α0 − ∂αΨ
α0
t (y)
}
Kα0t (y)ν(dy)
)2
dt
]
≤
E
[ ∫ T
0
(∫
R0
{
Ψαt (y)−Ψα0t (y)
α− α0 − ∂αΨ
α0
t (y)
}2
ν(dy)
)
(∫
R0
|Kα0t (y)|2ν(dy)
)
dt
]
→ 0
as α → α0. This follows from the bounded convergence theorem. Thus,
the limit of (21) is ∂αhα0(t,Xα0t , Z
α0
t ) +
∫
R0 ∂αΨ
α0
t (y)K
α0
t (y)ν(dy). This
completes the proof.
7 Malliavin derivative
In this section I will prove a result about the Malliavin derivative of the
solution of a BSDE. In [11], where this is done in the pure Wiener setting,
the derivatives solve a BSDE obtained by formally differentiating each term
in the BSDE. I will show a similar result in the jump direction, but because
the chain rule is quite different in the jump component, the result will not
have this property.
The work on this section was done in the spring semester while learning
about the Malliavin calculus. I followed classes and did research on my own.
When I was reading literature, it soon became clear that there are many
definitions of the derivative. Many specifies Ω, for instance the white noise
definition and canonical space-type definitions, and many seemed to be a
Master project in their own.
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I had to choose one that I could work on within the time frame. This
I found in [23] which uses a definition that generalize the one for the pure
Wiener and pure jump cases in [10]. That is, the definition uses a chaos
expansion based on an iterative approach using a representation theorem,
which in my case is the martingale representation theorem for Lévy processes.
References for this is e.g. [17] or theorem 5.3.6 in [2].
In the main theorem, many results that are classic for the Malliavin
derivative are used. So I could have assumed that I had a definition at hand
where these results are valid. This is of course not satisfactory. But because
the definition in [23] is a mere generalization of the definitions in [10], I have
been able to prove all preliminary results needed in the main theorem, the
most important being the chain rule.
The preliminary results, I used a significant amount of time proving.
However, my supervisor recommended me not to state the proofs as they are
very tedious and similar to the classical proofs. Instead I will comment on
the idea behind, leaving the proofs as a good exercise.
Now, in [11], the proof of the Malliavin differentiability in the pure
Wiener case is done by first proving in section 5.1 a result about extension
of filtration in addition to do it in a Lp setting with p > 1 instead of L2.
This gave the fundamental inequality
‖ X ‖pSp≤ CpE
[(
|ξ|+
∫ T
0
|f(s,Xs, Zs)|ds
)p]
which is strictly stronger than the a priori estimate. Using Hölder’s
inequality one obtains(∫ T
0
|f(s,Xs, Zs)|ds
)p
≤ T p2
∫ T
0
|f(s,Xs, Zs)|2ds.
Thus, one may choose T sufficiently small as a tool. Also, this theorem
uses a so-called orthogonal decomposition with respect to Brownian motion.
Unfortunately, after much research, I was unable to find any references to
this, and much less any references to the jump case. I found a result called
the Kunita-Watanabe decomposition, but this was not enough. Thus, because
of short time, I had to abandon this research.
Because I did not have the choosing T sufficiently small tool, I needed
other conditions to get the expressions converge to zero. In an article by
Delong and Imkeller, see [9], which shows a similar theorem for time delayed
generators, and using another definition of the derivative, the condition that
D1θ,zξ behave sufficiently nice around z = 0 combined with the ideas of [11],
the theorem is proved using appropriate inequalities. Note that I will use
slightly different inequalities.
One point to notice is that, as in [11] but for another reason, T is chosen
small in the proof in [9]. This is not required in my argument.
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The reason for only proving the main theorem in the jump direction the
same as is stated in the introduction in [9]. Here, several articles where
the pure Wiener case is studied are mentioned. Also, differentiability in the
Wiener direction in models with jumps are studied. The authors of [9], as
well as myself, has been unable to find the case I am going to prove. This
is enough, I think, for my result to be interesting. I will, in addition, give
more reasons in a discussion after the main result.
In this section, (f, ξ) will be a standard parameter and, to be consistent
with [23], ν a centered Lévy process.
7.1 Definition of the Malliavin derivatieve and preliminary
results
Our definition will consist of mixed iterated Poisson and Wiener integrals.
For that purpose we define the following unifying notation, with λ as the
Lebesgue measure
ulk =
{
tk l = 0
(tk, xk) l = 1
U0 = [0, T ] and U1 = [0, T ]× R0
Q0(dt0) = dW (t0) and Q1(dt1, dz1) = N˜(dt1, dz1)
d〈Q0〉 = dλ and d〈Q1〉 = dλ× dν
and define an expanded simplex as follows:
Gj1,...,jk =
{
(uj11 , ..., u
jk
k ) ∈
k∏
i=1
Uji : 0 < t1 < ... < tk < T
}
,
for j1, ..., jk = 0, 1.
A chaos expansion is constucted the same way as in [10], section 1.2 and
10.2. using a representation theorem. We use the one in theorem 5.3.5 in
[2]. A more general is given in [17]. Because this result decomposes the
random variable into both a Wiener and a jump integral, we get in each
iterative step twice as many terms in addition to a remainder. So instead of
a representation on the form
F =
∞∑
n=0
In(fn)
one must expect that for each n, one has 2n integrals representing the 2n
ways to combine dWt and N˜(dt, dz) n times. We also get 2n remainders,
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and not just the one in [10]. However, we can show that these 2n remainders
are no more problematic than the one in [10]. So if we define the following
n-fold integral J (j1,...,jn)n (gj1,...,jn) as
J (j1,...,jn)n (gj1,...,jn) =
∫
Gj1,...,jn
gj1,...,jn(u
j1
1 , ..., u
jn
n )Qj1(du
j1
1 )...Qjn(du
jn
n )
for gj1,...,jn ∈ L2(Gj1,...,jn) = L2(Gj1,...,jn ,
⊗n
i=1 d〈Qji〉), we obtain the
following theorem from [23]:
Theorem 7.1. For every F ∈ L2(FT , P ), there exists a unique sequence
{gj1,...,jn}, j1, ..., jn = 0, 1, where {gj1,...,jn} ∈ L2(Gj1,...,jn), such that
F =
∞∑
n=0
∑
j1,...,jn=0,1
J (j1,...,jn)n (gj1,...,jn)
and we have the isometry
‖ F ‖2L2(P )=
∞∑
n=0
∑
j1,...,jn=0,1
‖ gj1,...,jn ‖2L2(Gj1,...,jn ) .
The isometry is true because the n-folded integrals are orthogonal. This
follows from the following proposition.
Proposition 7.2. Suppose φ ∈ H2T (R), ψ ∈ Hˆ2T (R), and define Xt =∫ t
0 φsdWs and Yt =
∫ t
0
∫
R0 ψs(z)N˜(ds, dz). Then XY is a martingale.
Proof. Using theorem 9.5 in [10] (Itô’s formula) on f(t, x, y) = xy, we obtain
XtYt =
∫ t
0
Ys−φsdWs +
∫ t
0
∫
R0
Xs−ψs(z)N˜(ds, dz)
We always choose Wiener and jump integrals to be càdlàg, and thus by [24],
theorem 1.3, the following are well defined stopping times:
τ1n = inf{t > 0 : |Yt| > n}
τ2n = inf{t > 0 : |Xt| > n}.
Because X and Y are square integrable and càdlàg, they are a.s. finite. So
τ in →∞ a.s. for i = 1, 2. Therefore, for all n ≥ 1,
E
[ ∫ T
0
(Ytφt)21{τ1n < t}dt
]
<∞
E
[ ∫ T
0
∫
R0
(Xtψt(z))21{τ2n < t}ν(dz)dt
]
<∞.
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So XY is a local martingale. Further, by Hölder’s and Doob’s inequalities,
we have that for all stopping times τ , with τ ∈ [0, T ] a.s., there exists a
C > 0, independent of τ , such that
E[XτYτ ] ≤E
[
sup
0≤t≤T
X2t ]
1
2E[ sup
0≤t≤T
Y 2t
] 1
2 ≤
CE
[
X2T ]
1
2E[Y 2T
] 1
2 <∞.
But then XY is of class DL and hence a martingale. See [15], definition 1.4.8
and exercise 1.5.19 (i). For Doob’s inequality, see [15], theorem 3.8 (iv). This
theorem requires a right continuous submartingale. This is satisfied by |Xt|
and |Yt| by proposition 3.6, also in [15].
As mentioned, this shows that J (j1,...,jn)
1
n (g(j1,...,jn)1) and
J
(j1,...,jn)2
n (h(j1,...,jn)2) are orthogonal. Here, orthogonality is in the sense that
E
[
J (j1,...,jn)
1
n (g(j1,...,jn)1)J
(j1,...,jn)2
n (h(j1,...,jn)2)
]
= 0,
whenever (j1, ..., jn)1 6= (j1, ..., jn)2. If m > n, J j1,...,jnn (gj1,...,jn) and
Jk1,...,kmm (hk1,...,km) also are orthogonal, and
E
[
J j1,...,jnn (gj1,...,jn)J
k1,...,km
m (hk1,...,km)
]
= 0.
To show this last point, note that if the n last components in (k1, ..., km) are
equal to (j1, ..., jn), the reasoning in [10], formula (1.7), can be used. That
is, we take the expectation of two Wiener integrals or two jump integrals n
times until we have only the expectation of a single of either integrals. If
they differ on one of the components, we can apply proposition 7.2 directly
because we get the expectation of a jump integral times a Wiener integral.
We are now ready to the define the directional derivatives. As in [23], we
define the derivatives in both the Wiener direction and jump direction. To
do this, we define an expanded simplex
Gkj1,...,jn(t) =
{
(uj11 , ..., uˆ
jk
k , ..., u
jn
n ) ∈ Gj1,...,jk−1,jk+1,...,jn :
0 < t1 < ... < tk−1 < t < tk+1 < ... < tn < T
}
where the uˆk-notation means that we omit the k-th element. Note that
Gkj1,...,jn(t) ∩ Glj1,...,jn(t) = ∅ whenever k 6= l. Now we define the directional
derivatives as follows:
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Definition 7.3. 1. Let D(l)1,2 be defined as
D(l)1,2 =
{
ξ ∈ L2(Ω), ξ = E[ξ] +
∞∑
n=1
∑
j1,...,jn=0,1
J (j1,...,jn)n (gj1,...,jn) :
∞∑
n=1
∑
j1,...,jn=0,1
n∑
i=1
1{ji = l}
∫
Uji
‖ gj1,...,jn(·, ul, ·) ‖2L2(Gij1,...,jn (t)) d〈Ql〉(u
l) <∞
}
.
2. For ξ ∈ D(l)1,2 we define the derivative in the l-th direction as:
D
(l)
ul
ξ =
∞∑
n=1
∑
j1,...,jn=0,1
n∑
i=1
1{ji = l}J (j1,...,jˆi,...,jn)n−1
(
gj1,...,jn(..., u
l, ...)1Gij1,...,jn (t)
)
.
It is worth mentioning that this definition reduces to the classical
definition in [10] if only the Wiener or the jump part is considered. Now,
because we want to differentiate processes, we will also need to define two
classes of processes. These are classical spaces when considering Malliavin
differentiability of processes.
Definition 7.4. Let L(l,1)1,2 , l ∈ {0, 1}, be two spaces of processes φ :
Ω× [0, T ]→ R and ψ : Ω× [0, T ]×R0 → R for l = 0 and l = 1 respectively,
such that
φ ∈ H2T , ψ ∈ Hˆ2T
φs ∈ D11,2, λ− a.e.
ψs(y) ∈ D11,2, λ× ν − a.e.
E
[ ∫ T
0
∫ T
0
∫
R0
D1t,zφ
2
sν(dz)dtds
]
<∞
E
[ ∫ T
0
∫
R0
∫ T
0
∫
R0
D1t,zψs(y)
2ν(dz)dtν(dy)ds
]
<∞.
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Note that these are a banach spaces under the norms
‖ φ ‖2L(0,1)1,2 = E
[ ∫ T
0
φ2sds
]
+
E
[ ∫ T
0
∫ T
0
∫
R0
D1t,zφ
2
sν(dz)dtds
]
‖ ψ ‖2L(1,1)1,2 = E
[ ∫ T
0
∫
R0
ψs(y)2ν(dy)ds
]
+
E
[ ∫ T
0
∫
R0
∫ T
0
∫
R0
D1t,zψs(y)
2ν(dz)dtν(dy)ds
]
.
We may define equivalent spaces for the derivative in the Wiener direction,
but this is not used in this thesis.
As mentioned, we will need a chain rule. It is well known from the pure
jump or pure Wiener case, see e.g. [10]. Also, [23] proves one for our setting
in the Wiener direction. I will state one for the jump direction. The proof
is using the same idea as is used in chapter 12.2 in [10] where we find the
derivative of the members of a spanning set.
Let us briefly go through the argument. We start by finding a family of
Doléans-Dade exponentials that spans L2(Ω,F , P ). This is achieved in [23]
by defining the continuous function
γ(z) =
{
ez − 1 z ≤ 0
1− e−z z > 0.
Note that this is a function bounded by 1, and is known to have the following
properties, which is proved in [19] page 872: γ ∈ L2(ν), eαγ − 1 ∈ L2(ν)
∀ α ∈ R and for h ∈ C([0, T ]) we have eγh − 1 ∈ L2(λ× ν), hγ ∈ L2(λ× ν)
and eλh − 1 − λh ∈ L1(λ × ν). Now we have that [23] gives the following
lemma:
Lemma 7.5. The linear span S of random variables YT , where the Y =
{Yt : t ∈ [0, T ]} are on the form
Yt = exp{
∫ t
0
σhsdWs +
∫ t
0
∫
R0
hsγ(z)N˜(ds, dz)
−
∫ t
0
σ2h2s
2
ds−
∫ t
0
∫
R0
(ehsγ(z) − 1− hsγ(z))ν(dz)ds}
for h ∈ L2([0, T ]), is dense in L2(Ω,F , P ).
To find the chaos expansion of the elements of S, we do a simple exercise
with Itô’s formula and obtain for a Y ∈ S
dYt =Yt−
[
σhtdWt +
∫
R0
(ehtγ(z) − 1)N˜(dt, dz)
]
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and thus
Yt = 1 +
∫ t
0
Ys−
[
σhsdWs +
∫
R0
(ehsγ(z) − 1)N˜(ds, dz)
]
.
If we do this iteratively on the kernels, observing that the remainders vanish,
we obtain
YT =
∞∑
n=0
∑
j1,...,jn=0,1
J (j1,...,jn)n (gj1,...,jn),
where
gj1,...,jn(u1, ..., uk) =
( ∏
{i: ji=0}
σh(ti)
)( ∏
{i: ji=1}
(eh(ti)γ(zi) − 1)
)
.
Here the product over an emty index set is 1. Further, we can show that
Y ∈ D01,2 ∩ D11,2 with derivatives
D
(l)
ul
YT = cl(ul)YT ,
where cl(ul) = σht for l = 0 and cl(ul) = ehtγ(z) − 1 for l = 1. In this thesis,
we are interested in l = 1, and we see we have the same representation for
the spanning set S as in [10], section 12.2. So using the same argument as in
the proof of theorem 12.8 in [10], we obtain the chain rule. Note that there
is a misprint on the condition ϕ(F +D1t,zF )− ϕ(F ) ∈ L2(P × λ× ν). Also,
the proof depends on theorem 7.8, but we state the chain rule first because
this is most fundamental for the main result of the section.
Theorem (chain rule) 7.6. Let k ∈ N and suppose Fi ∈ D11,2 for i = 1, ..., k
and ϕ : Rk → R is continuous. Further, suppose ϕ(F ) ∈ L2(P ) and
ϕ(F + D1t,zF ) − ϕ(F ) ∈ L2(P × λ × ν), where F = (F1, ..., Fk). Then
ϕ(F ) ∈ D11,2 and
D1t,zϕ(F ) = ϕ(F +D
1
t,zF )− ϕ(F ).
Let us give some other results used in the main result which are not stated
in [23]. We start by a result regarding the representation of a stochastic
variable. The proof is a long exercise with the chaos expansions.
Lemma 7.7. Suppose we have that ξ ∈ Dl1,2, l ∈ {1, 2}, φ ∈ H2T (R) and
ψ ∈ Hˆ2T (R). Further, suppose that
ξ =
∫ T
0
φsdWs +
∫ T
0
∫
R0
ψs(z)N˜(ds, dz).
Then φ ∈ L0,11,2 and ψ ∈ L1,11,2.
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One important tool working with Malliavin calculus is the closeability
of the derivative. Often we can show that the terms in an approximating
sequence is differentiable. The following theorem then gives conditions for
the limit to be differentiable. The proof is essentially the same as the proof
of theorem 12.6 in [10].
Theorem 7.8. Suppose ξ ∈ L2(P ) and ξk ∈ D11,2 for k ∈ N is such that
ξk → ξ in L2(P ) and Dθ,zξk converges in L2(λ× ν ×P ). Then ξ ∈ D11,2 and
Dθ,zξk → Dθ,zξ in L2(λ× ν × P ).
The next lemma says that the Malliavin derivative of an integral with
respect to a finite measure, for instance the Lebesgue measure on a bounded
interval, is the integral of the Malliavin derivative of the kernel. The result in
a different setting is proved in lemma 3.3 in [9], but the proof may be applied
here. The proof depends heavily on a fubini-type result for stochastic and
Lebesgue integrals. See e.g. problem 3.6.12 in [15] for the Brownian case.
For the jump case, see theorem 5 in [1].
Lemma 7.9. Suppose φ ∈ L0,11,2 and ψ ∈ L1,11,2. Further, let µ1 and µ2 be finite
measures on
(
[0, T ],B([0, T ])) and ([0, T ]×R0,B([0, T ])×B(R0)) respectively.
Then ∫ T
0
φtµ1(dt) ∈ D11,2∫ T
0
∫
R0
ψt(y)µ2(dt, dy) ∈ D11,2,
and the following holds for λ× ν-a.a. (θ, z):
D1θ,z
∫ T
0
φtµ1(dt) =
∫ T
0
D1θ,zφtµ1(dt)
D1θ,z
∫ T
0
∫
R0
ψt(y)µ2(dt, dy) =
∫ T
0
∫
R0
D1θ,zψt(y)µ2(dt, dy).
A similar lemma, which is not a corollary of lemma 7.9, but whith a proof
that uses the same idea is the following.
Lemma 7.10. Suppose K ∈ L1,11,2 and Ψ ∈ Hˆ2T , where Ψ is deterministic and
satisfies uniformly
C2(1 ∧ |y|2) ≤ Ψt(y) ≤ C1(1 ∧ |y|2)
for C2 ∈ (−1, 0] and C1 ≥ 0. Then, for λ-a.a. t∫
R0
Ψt(y)Kt(y)ν(dy) ∈ D11,2,
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and λ× ν-a.e. we have
D1θ,z
∫
R0
Ψt(y)Kt(y)ν(dy) =
∫
R0
Ψt(y)D1θ,zKt(y)ν(dy).
The last lemma is the equivalent to proposition 3.12 in [10]. The proof
is straight forward though tedious.
Lemma 7.11. Suppose ξ ∈ D11,2. Then E[ξ|Ft] ∈ D11,2 and, for λ × ν-a.a.
(θ, z),
D1θ,zE[ξ|Ft] = E[D1θ,zξ|Ft]1[0,t](θ).
7.2 Differentiability in N˜
Now that we have established the definition and the preliminary results, let
us prove the differentiability for a standard parameter (f, ξ). To do this, we
need the following assumption:
Assumption 7.12. (f, ξ) is quasi-strong with f deterministic and ξ ∈ D11,2.
Further, ξ satisfies
lim
→0+
E[
∫ T
0
∫
|z|<
|D1θ,zξ|2ν(dz)dθ] = 0, (33)
and Ψ in definiton 2.3 satisfies the stronger condition
C2(1 ∧ |z|2) ≤ Ψt(z) ≤ C1(1 ∧ |z|2), P ′ − a.e. (34)
for C2 ∈ (−1, 0] and C1 ≥ 0. Further, Ψ is deterministic.
Some comments are needed on the motivation of this assumption. We
need f deterministic because we are going to apply the chain rule, which we
only have for deterministic functions. Because we need to differentiate the
arguments of f , with the theory available in this thesis we need f to have
only real arguments, not operator arguments. So, with Ψ deterministic, we
have
f(t, x, z, k) = g(t, x, z,
∫
R0
Ψt(y)k(y)ν(dy)),
and because Ψ satisfies the stronger integrability condition (34), we have
from theorem 7.10 that if Kt(y) ∈ D11,2, then
D1θ,z
∫
R0
Ψt(y)Kt(y)ν(dy) =
∫
R0
Ψt(y)D1θ,zKt(y)ν(dy).
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Now, let (X,Z,K) be the solution of the corresponding BSDE. We use
the f -representation of the generator for notational simplicity. Define
fˆ : Ω× [0, T ]× R× R× Lˆ2T (R0,B(R0), ν)→ R
fˆ(t, x, z, k) = f(t,Xt + x, Zt + z,Kt + k)− f(t,Xt, Zt,Kt). (35)
It is easy to see that fˆ is Lipschitz with the same Lipschitz constant as f ,
and that it is P ×B(R)×B(R)×B(Lˆ2T (R0,B(R0), ν))-measurable. Thus, for
λ × ν-a.a. (θ, z), (fˆ , Dθ,zξ) is a standard parameter. Let (Xθ,z, Zθ,z,Kθ,z)
be the solution of the corresponding BSDE, i.e. (Xθ,z, Zθ,z,Kθ,z) solves
X˜t =Dθ,zξ +
∫ T
t
fˆ(s, X˜s, Z˜s, K˜s)ds
−
∫ T
t
Z˜sdWs −
∫ T
t
∫
R0
K˜(s, y)N˜(ds, dy) (36)
for λ×ν-a.a. (θ, z). Note that from picard iteration, i.e. theorem 3.5, we can
show that this is the a.e. limit of a λ × ν measurable sequence and thus is
(θ, z)-measurable it self. The argumentation is only slightly different to the
argumentation behind (38) in the proof. Further, because fˆ(·, 0, 0, 0) = 0,
we see from the inequalities of theorem 3.5 that for some C > 0∫ T
0
∫
R0
( ‖ Xθ,z ‖2β + ‖ Zθ,z ‖2β + ‖ Kθ,z ‖2β )ν(dz)dθ
≤ C
∫ T
0
∫
R0
‖ D1θ,zξ ‖ ν(dz)dθ <∞.
Theorem 7.13. Suppose (f, ξ) satisfies assumption 7.12. Then (X,Z,K) ∈
L0,11,2 × L0,11,2 × L1,11,2 and (D1θ,zX,D1θ,zZ,D1θ,zK) is a version of the solution
(Xθ,z, Zθ,z,Kθ,z) of the BSDE (36) for λ× ν-a.a. (θ, z) with θ ≤ t.
Proof. As said, the main idea is from [11] and uses Picard iteration and the
fact from theorem 7.8 that the malliavin operators are closed operators. In
this proof, we let (Xθ,z, Zθ,z,Kθ,z) be a version of the solution of BSDE (36)
for t ≥ θ for λ× ν-a.a. (θ, z), and (Xθ,z, Zθ,z,Kθ,z) = (0, 0, 0) elsewhere.
We define the sequence (Xk, Zk,Kk) by (X0, Z0,K0) = (0, 0, 0) and
(Xk+1, Zk+1,Kk+1) the solution of the BSDE
Xk+1t = ξ +
∫ T
t
f(s,Xks , Z
k
s ,K
k
s )ds
−
∫ T
t
Zk+1s dWs −
∫ T
t
∫
R0
Kk+1s (y)N˜(ds, dy). (37)
We know from proposition 3.5, that (Xk, Zk,Kk) → (X,Z,K) in V. Now,
suppose (Xk, Zk,Kk) ∈ L0,11,2×L0,11,2×L1,11,2. Because of the Lipschitz condition
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on f , it is continuous and satisfies
f(t,Xkt , Z
k
t ,K
k
t ) ∈ L2(P ),
and
f(t,Xkt +D
1
θ,zX
k
t , Z
k
t +D
1
θ,zZ
k
t ,K
k
t +D
1
θ,zK
k
t )−
f(t,Xkt , Z
k
t ,K
k
t ) ∈ L2(P × λ× ν).
Thus, by theorem (7.6), we have for λ-a.a. t
ξ + f(t,Xkt , Z
k
t ,K
k
t ) ∈ D11,2,
with derivative
D1θ,zξ + f(t,X
k
t +D
1
θ,zX
k
t , Z
k
t +D
1
θ,zZ
k
t ,
Kkt +D
1
θ,zK
k
t )− f(t,Xkt , zkt ,Kkt ).
From the construction of the solution in the proof of theorem 3.4, we have
Xk+1t = E
[
ξ +
∫ T
t
f(s,Xks , Z
k
s , Z
k
s )ds
∣∣∣∣Ft].
Thus Xk+1t ∈ D11,2, λ-a.e., and, for θ ≤ t, we have from lemma 7.11
D1θ,zX
k+1
t = E
[
D1θ,zξ +
∫ T
t
[f(s,Xks +D
1
θ,zX
k
s , Z
k
s +D
1
θ,zZ
k
s ,
Kks +D
1
θ,zK
k
s ) − f(s,Xks , Zks ,Kks )]ds
∣∣∣∣Ft].
Further, from the Lipschitz condition on f , we easily see
E
[ ∫ T
0
∫ T
0
∫
R0
D1θ,zX
k+1
t ν(dz)dθdt
]
<∞,
and so Xk+1 ∈ L(0,1)1,2 , see definition (7.4). Because Zk+1 and Kk+1 is
constructed as
E
[
ξ +
∫ T
0
f(s,Xks ,Z
k
s , Z
k
s )ds
∣∣∣∣Ft] = E[ξ + ∫ T
0
f(s,Xks , Z
k
s , Z
k
s )ds
]
+∫ t
0
Zk+1s dWs +
∫ t
0
∫
R0
Kk+1s (y)N˜(ds, dy),
we have from lemma 7.7 that (Xk+1, Zk+1,Kk+1) ∈ L(0,1)1,2 × L(0,1)1,2 × L(1,1)1,2 .
Because we obviously have (0, 0, 0) ∈ L(0,1)1,2 × L(0,1)1,2 × L(1,1)1,2 , we have proved
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that (Xk, Zk,Kk) ∈ L(0,1)1,2 × L(0,1)1,2 × L(1,1)1,2 for all k ∈ N0. When this is
established, we use (37) and proposition 6 in [23] and obtain
D1θ,zX
k+1
t =D
1
θ,zξ+∫ T
t
(
f(s,Xks +D
1
θ,zX
k
s , Z
k
s +D
1
θ,zZ
k
s ,K
k
s +D
1
θ,zK
k
s )−
f(s,Xks , Z
k
s ,K
k
s )
)
ds +
∫ T
t
D1θ,zZ
k+1
s dWs+∫ T
t
∫
R0
D1θ,zK
k+1
s (y)N˜(ds, dy), (38)
for θ ≤ t, and, of course, (D1θ,zXk+1t , D1θ,zZk+1t , D1θ,zKk+1t ) = (0, 0, 0), λ×P -
a.e. for θ > t. If we let
fk(s, x, z, k) :=
f(s,Xks +D
1
θ,zX
k
s , Z
k
s +D
1
θ,zZ
k
s ,K
k
s +D
1
θ,zK
k
s )−
f(s,Xks , Z
k
s ,K
k
s ),
we obviously have that (fk, D1θ,zξ) is a standard parameter for a.a. (θ, z),
and (D1θ,zX
k+1, D1θ,zZ
k+1, D1θ,zK
k+1) is the corresponding solution. Note
that fk does not vary in (x, z, k).
Let us show that (Xk, Zk,Kk) converges in L(0,1)1,2 ×L(0,1)1,2 ×L(1,1)1,2 . Because
(Xk, Zk,Kk)→ (X,Z,K) in V, we need to verify that as k →∞,
E
[ ∫ T
0
∫ T
0
∫
R0
|Xθ,zt −D1θ,zXk+1t |2ν(dz)dθdt
]
+
E
[ ∫ T
0
∫ T
0
∫
R0
|Zθ,zt −D1θ,zZk+1t |2ν(dz)dθdt
]
+
E
[ ∫ T
0
∫
R0
∫ T
0
∫
R0
|Kθ,zt (y)−D1θ,zKk+1t (y)|2ν(dz)dθν(dy)dt
]
→ 0. (39)
Then we have from theorem 7.8 that (X,Z,K) is Malliavin differentiable
in the jump direction, and the derivatives equals (up to a modification) the
solution of the BSDE with standard parameters (fˆ , D1θ,zξ) for λ × ν − a.a.
(θ, z) such that θ ≤ t.
To show (39), we use (33). Whith f1 = fk and f2 = fˆ from the a priori
estimates we split δ2f in two different ways. One for very small |z| and one
for the other. To be specific, we choose an L > 0 such that the following two
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inequalities are uniformly true:
|δ2ft|2 = |fˆ(t,Xθ,zt , Zθ,zt ,Kθ,zt )− fk(t,Xθ,zt , Zθ,zt ,Kθ,zt |2 ≤
2
(
|fˆ(t,Xθ,zt , Zθ,zt ,Kθ,zt )|2 + |fk(t,Xθ,zt , Zθ,zt ,Kθ,zt )|2
)
≤
L
(
|D1θ,zXkt |2 + |D1θ,zZkt |2+ ‖ D1θ,zKkt ‖2 +
|Xθ,zt |2 + |Zθ,zt |2+ ‖ Kθ,zt ‖2
)
, (40)
and for all υ > 0,
|δ2ft|2 = |fˆ(t,Xθ,zt , Zθ,zt ,Kθ,zt )− fk(t,Xθ,zt , Zθ,zt ,Kθ,zt )|2 ≤
(1 + υ)(2 +
1
υ
)L
(
|Xkt −Xt|2 + |Zkt − Zt|2+ ‖ Kkt −Kt ‖2
)
(1 +
1
υ
)2L
(
|Xθ,zt −D1θ,zXkt |2+
|Zθ,zt −D1θ,zZkt |2+ ‖ Kθ,zt −D1θ,zKkt ‖2
)
. (41)
(41) is true because 2ab ≤ υa2 + 1υ b2 for all a, b, υ > 0, and thus we have
(a+ (a+ b))2 ≤ (1 + υ)a2 + (1 + 1
υ
)(a+ b)2 ≤
(1 + υ)a2 + (1 +
1
υ
)(1 + υ)a2 + (1 +
1
υ
)2b2 ≤
(1 + υ)(2 +
1
υ
)a2 + (1 +
1
υ
)2b2.
From now, we will work with the β-norms, remembering the equivalence of
the norms. We need the following assumptions on the size of β where we
choose λ2, µ2 > Cf , where Cf is the Lipschitz constant of f :
β > max{Cf (2 + λ2 + µ2), 3C2f (T + 2), L(T + 2)}. (42)
Now, let  > 0, and let δ > 0 be such that
E
[ ∫ T
0
∫
0<|z|<δ
|D1θ,zξ|2ν(dz)dθ
]
< .
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By the a priori estimates and (40) we now have∫ T
0
∫
0<|z|<δ
(
‖ Xθ,z −D1θ,zXk+1 ‖2β +
‖ Zθ,z −D1θ,zZk+1 ‖2β + ‖ Kθ,z −D1θ,zKk+1 ‖2β
)
ν(dz)dθ ≤
L
[ ∫ T
0
∫
0<|z|<δ
(
‖ Xθ,z ‖2β + ‖ Zθ,z ‖2β + ‖ Kθ,z ‖2β
)
ν(dz)dθ +∫ T
0
∫
0<|z|<δ
(
‖ D1θ,zXk ‖2β + ‖ D1θ,zZk ‖2β + ‖ D1θ,zKk ‖2β
)
ν(dz)dθ. (43)
Let us control these two integrals. To control the first one we use the a
priori estimates with f1 = fˆ , f2 = 0, choosing λ2, µ2 > Cf according to
(42). We now have f1(t, 0, 0, 0) = 0, and hence δ2f = 0. Because Cf also is
the Lipschitz constant of fˆ , we have∫ T
0
∫
0<|z|<δ
(
‖ Xθ,z ‖2β + ‖ Zθ,z ‖2β + ‖ Kθ,z ‖2β
)
ν(dz)dθ ≤
eβT
(
T +
λ2
λ2 − Cf +
µ2
µ2 − C
)
E
[ ∫ T
0
∫
0<|z|<δ
|D1θ,zξ|2ν(dz)dθ
]
<
eβT
(
T +
λ2
λ2 − Cf +
µ2
µ2 − C
)
.
Of course, this is valid only if β > Cf (λ2 +µ2 + 2), which is verified by (42).
To control the second integral in (43), we see from the a priori estimates
with f1 = 0, f2 = fk that we have
|δ2ft|2 = |f(t,Xk−1t +D1θ,zXk−1t , Zk−1t +D1θ,zZk−1t ,Kk−1t +D1θ,zKk−1t )−
f(t,Xk−1t , Z
k−1
t ,K
k−1
t )|2 ≤
3C2f (|D1θ,zXk−1t |2 + |D1θ,zZk−1t |2+ ‖ D1θ,zKk−1t ‖2).
Note that f2 has Lipschitz constant 0. We choose κ in the a priori estimates
to be κ2 = β, and get∫ T
0
∫
0<|z|<δ
(
‖ D1θ,zXk ‖2β + ‖ D1θ,zZk ‖2β + ‖ D1θ,zKk ‖2β
)
ν(dz)dθ ≤
(T + 2)eβTE
[ ∫ T
0
∫
0<|z|<δ
|D1θ,zξ|2ν(dz)dθ
]
+
3(T + 2)C2f
β
∫ T
0
∫
0<|z|<δ
(
‖ D1θ,zXk−1 ‖2β +
‖ D1θ,zZk−1 ‖2β + ‖ D1θ,zKk−1 ‖2β
)
ν(dz)dθ.
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If we define a =
3(T+2)C2f
β , then a < 1 because β > 3C
2
f (T + 2) by (42).
Thus, we recursively see∫ T
0
∫
0<|z|<δ
(
‖ D1θ,zXk ‖2β +
‖ D1θ,zZk ‖2β + ‖ D1θ,zKk ‖2β
)
ν(dz)dθ ≤
(T + 2)eβT (1 + a+ ...+ ak−1)E
[ ∫ T
0
∫
0<|z|<δ
|D1θ,zξ|2ν(dz)dθ
]
+
ak−1
∫ T
0
∫
0<|z|<δ
(
‖ D1θ,zX0 ‖2β +
‖ D1θ,zZ0 ‖2β + ‖ D1θ,zK0 ‖2β
)
ν(dz)dθ ≤ (T + 2)e
βT
1− a 
because (X0, Z0,K0) = (0, 0, 0). So both the integrals in (40) are bounded
by  multiplied by constants independent of k for a given β. So the integrals
can be chosen as small as we want by choosing  and δ sufficiently small.
Now, by (41) and the reasoning with the a priori estimates, we have, if
we choose κ2 = β,∫ T
0
∫
|z|≥δ
(
‖ Xθ,z −D1θ,zXk+1 ‖2β +
‖ Zθ,z −D1θ,zZk+1 ‖2β + ‖ Kθ,z −D1θ,zKk+1 ‖2β
)
ν(dz)dθ ≤
(T + 2)
β
∫ T
0
∫
|z|≥δ
‖ δ2f ‖2β ν(dz)dθ ≤
L(T + 2)
β
[
(1 +
1
υ
)2
∫ T
0
∫
|z|≥δ
(
‖ Xθ,z −D1θ,zXk ‖2β +
‖ Zθ,z −D1θ,zZk ‖2β + ‖ Kθ,z −D1θ,zKk ‖2β
)
ν(dz)dθ +
(1 + υ)(2 +
1
υ
)(
‖ Xk −X ‖2β + ‖ Zk − Z ‖2β + ‖ Kk −K ‖2β
)∫ T
0
∫
|z|≥δ
ν(dz)dθ
]
. (44)
Because β > K(T + 2) we can choose υ so big that K(T+2)β (1 +
1
υ )
2 < 1.
Further, choose N ∈ N such that for all k ≥ N , we have
(1 + υ)(2 +
1
υ
)
(
‖ Xk −X ‖2β +
‖ Zk − Z ‖2β + ‖ Kk −K ‖2β
)∫ T
0
∫
|z|≥δ
ν(dz)dθ < .
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If we define
b2 = (1 +
1
υ
)2
K(T + 2)
β
< 1,
using (41) recursively, we have for all k ≥ N∫ T
0
∫
|z|≥δ
(
‖ Xθ,z −D1θ,zXk ‖2β +
‖ Zθ,z −D1θ,zZk ‖2β + ‖ Kθ,z −D1θ,zKk ‖2β
)
ν(dz)dθ ≤
bk−N2
∫ T
0
∫
|z|≥δ
(
‖ Xθ,z −D1θ,zXN ‖2β +
‖ Zθ,z −D1θ,zZN ‖2β + ‖ Kθ,z −D1θ,zKN ‖2β
)
ν(dz)dθ +

1− b2 .
Here, b2 does not depend on  and we can get this expression as close to 1−b2
as we want by choosing k big.
Let us complete the proof. We choose β according to (42) so that we
can get (41), in the equivalent β-norm, as small as we want by first choosing
an  > 0 and a δ > 0 to control the small |z|’s and get (43) to be smaller
than a constant independent of  times  it self. Then we can get (44) small
by choosing k big. But then the convergence is established and hence the
theorem is proved.
This theorem worked because we had the fundamental chain rule at hand.
However, it would be much more interesting if the generator was allowed to
be stochastic. The equivalent result in [11], for instance, has this at hand,
as well as the result in [9]. Why it is interesting is obvious. For instance,
when pricing options, the interest rate and volatility will be coefficients in
the generator, and these are rarely deterministic.
To study this, one could first look at the linear case with differentiable
coefficients. Then the deterministic chain rule may be applied directly when
one uses the Picard method in the proof above assuming that (Xk, Zk,Kk)
is differentiable to show that (Xk+1, Zk+1,Kk+1) is differentiable. As have
been discussed, the linear case is important, and if time would have allowed
this, this investigation would have been part of the thesis.
To find a chain rule in the general case, where the randomness is not only
in well-handled coefficients, it seems like one has to specify Ω to a certain
degree. For instance in equation (3.4) in [9], a shift is done on ω, which
is allowed because Ω is a canonical-type space. In the Wiener direction,
one extra term, the derivative of f it self, will be the result. In the jump
direction, however, it seems like we get the same differential operator shape
on the chain rule. See equation (4.9) in [9]. So the proof over could very
well work out for random generators if we had the stochastic chain rule.
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Note that most of the preliminary results in in section 7.1 are not affected
by a random generator. Also, for other definitions of the derivative, these
usually maintain true. The only problem both in the linear case and the
general case for quasi-strong generators would be to verify lemma 7.10 with
Ψ random. However, this intuitively seems like an easier task.
If I had time to study the case of random generators, in addition to prove
differentiability in the Wiener direction, it would be interesting to look at
the Clark-Ocone formula, see e.g. chapter 4 in [10]. We could get a powerful
alternative representation of the solution of a BSDE.
Let us end this section by the following corollary. It is a classical one when
Malliavin differentiability of BSDEs are discussed. It gives an interpretation
of the solution components. Because we have only proved differentiability in
the jump direction, we get the corollary only for the jump integral term K.
Corollary 7.14. Under the assumptions of theorem 7.13 the following holds:
D1θ,zXθ = Kθ(z)
for λ× ν-a.a. (θ, z), a.s.
For a proof, we may use the same idea as in [9], corollary 4.1., which is
a little stronger. The same result in the pure Wiener case is proved in [11].
8 Combining the derivatives
In this section I will present a result about the double derivative of a family
{fα, ξα, α ∈ R}, one time in the parameter and one in the Malliavin sense.
After working very much with both derivatives, this seemed like a natural
result, even though it is not done in [11]. The two types of derivatives are
not dependent on each other in any specific way, and the proof should be a
simple verification. At least this was my first thought.
The problem is that to be interesting, the solutions should live in
L2(P × λ× ν × λ)× L2(P × λ× ν × λ)× L2(P × λ× ν × λ× ν).
But integrability with respect to (θ, z) is clearly not a part of theorem 6.6.
So for the general case I have therefore not been able to give what I would
call natural conditions for this to be well defined. However, in the linear
case, it is possible to make sense of this concept.
This is done in the last months before deadline, so I will sketch the idea
I have been working on. Then I will, to make the thesis reflect some of my
work, prove part two of the list under. Further, I will explain what I think
are to unnatural assumptions for part 3 of the list to work. Finally, I will
show that this works in the simple linear case. In this case, the problematic
terms vanish.
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8.1 The idea
Idea list 8.1. Consider the following algorithm:
1. Suppose {fα, ξα, α ∈ R} satisfies the assumptions 6.4 and 6.5. Suppose
further that for each α ∈ R, (fα, ξα) satisfies the assumption 7.12.
Then both derivartives are well defined.
2. Because the Malliavin derivatives solves for each α the BSDE corre-
sponding to (fˆα, D1θ,zξ
α), we give (fˆα, D1θ,zξ
α) sufficient conditions for
theorem 6.6 to be true, λ×ν-a.e. In particular, the BSDE (23) is then
well defined for a.a. (θ, z). Remember the definition of fˆα in (35). We
call the solution of (23) in this case (∂αD1θ,zX
α, ∂αD
1
θ,zZ
α, ∂αD
1
θ,zK
α).
3. We show that∫ T
0
∫
R0
‖ (∂αD1θ,zXα, ∂αD1θ,zZα, ∂αD1θ,zKα) ‖2Vβ ν(dz)dθ <∞
for all α ∈ R, and hence is well defined with the wanted integrability
condition.
4. Because for all α0 ∈ R, (∆αX,∆αZ,∆αK)→ (∂αXα0 , ∂αZα0 , ∂αKα0)
from theorem 6.6, and (∆αX,∆αZ,∆αK) ∈ L0,11,2 × L0,11,2 × L1,11,2 , we
show ∫ T
0
∫
R0
‖ (D1θ,z∆αX − ∂αD1θ,zXα0 , D1θ,z∆αZ − ∂αD1θ,zZα0 ,
D1θ,z∆αK − ∂αD1θ,zKα0) ‖2Vβ ν(dz)dθ → 0.
Then, by theorem 7.8, (D1θ,z∂αX
α0 , D1θ,z∂αZ
α0 , D1θ,z∂αK
α0) is well
defined with the wanted integrability condition and equal to
(∂αD1θ,zX
α0 , ∂αD
1
θ,zZ
α0 , ∂αD
1
θ,zK
α0). Because
(D1θ,z∆αX,D
1
θ,z∆αZ,D
1
θ,z∆αK) =
(∆αD1θ,zX,∆αD
1
θ,zZ,∆αD
1
θ,zK),
we have also proved the convergence∫ T
0
∫
R0
‖ (∆αD1θ,zX − ∂αD1θ,zXα0 ,∆αD1θ,zZ − ∂αD1θ,zZα0 ,
∆αD1θ,zK − ∂αD1θ,zKα0) ‖2Vβ ν(dz)dθ → 0.
Note that we must do it in this order, that is, make sense of
(∂αD1θ,zX
α, ∂αD
1
θ,zZ
α, ∂αD
1
θ,zK
α)
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before we make sense of
(D1θ,z∂αX
α, D1θ,z∂αZ
α, D1θ,z∂αK
α).
This is because we only have the Malliavin chain rule for deterministic
generators, and (∂αXα, ∂αZα, ∂αKα) certainly does not have a deterministic
generator. Thus, we need to use the closeability of the derivative.
Before we proceed, one remark is needed.
Remark 8.2. When we do a limit argument for λ × ν-a.a. (θ, z) letting
α→ α0, this is strictly speaking only valid for a sequence αk → α0, k →∞.
However, all results used holds in this case, and we use for notational
simplicity the limit notation α→ α0 we have used everywhere else.
8.2 The results on the combined derivative
Let us give sufficient conditions for part 1 and 2 of the idea list to be true.
Assumption 8.3. {fα, ξα, α ∈ R} satisfies the assumptions 6.4 and 6.5,
and for all α ∈ R, the assumption 7.12. Further, for all α0 ∈ R, for λ×ν-a.a.
(θ, z), the following has limit in H2T :
1
α− α0 [f
α(·, Xα0· +D1θ,zXα0· , Zα0· +D1θ,zZα0· ,Kα0· +D1θ,zKα0· )−
fα0(·, Xα0· +D1θ,zXα0· , Zα0· +D1θ,zZα0· ,Kα0· +D1θ,zKα0· )], (45)
as α→ α0. We call this limit
∂αf
α0(t,Xα0t +D
1
θ,zX
α0
t , Z
α0
t +D
1
θ,zZ
α0
t ,K
α0
t +D
1
θ,zK
α0
t ).
Further, for all α0 ∈ R there exists ∂αD1θ,zξα0 ∈ L2(P × ν × λ) such that
∆αD1θ,zξ → ∂αD1θ,zξα0 in L2(P × ν × λ) as α → α0. Finally, ∂αξα0 ∈ D11,2
and D1θ,z∂αξ
α0 = ∂αD1θ,zξ
α0.
Proposition 8.4. Under assumption 8.3 on {fα, ξα, α ∈ R}, then for all
α0 ∈ R, for λ× ν-a.a. (θ, z), we have the following:
1. The BSDE (23) with (fα, ξα) substituted by (fˆα, D1θ,zξ
α) for α = α0 is
well defined in V. We call the solution
(∂αD1θ,zX
α, ∂αD
1
θ,zZ
α, ∂αD
1
θ,zK
α).
2. We have
(∆αD1θ,zX,∆αD
1
θ,zZ,∆αD
1
θ,zK)→
(∂αD1θ,zX
α0 , ∂αD
1
θ,zZ
α0 , ∂αD
1
θ,zK
α0)
in V as α→ α0.
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Proof. To prove this, we need to show that (fˆα, D1θ,zξ
α) satisfies the
assumptions 6.4 and 6.5. For simplicity, we let α0 = 0.
Now, observe
∂xfˆ
α(t, x, z, k) =∂xfα(t, x+Xαt , z + Z
α
t , k +K
α
t )− ∂xfα(t,Xαt , Zαt ,Kαt ) =
∂xf
α(t, x+Xαt , z + Z
α
t , k +K
α
t ),
and similarly
∂z fˆ
α(t, x, z, k) = ∂yfα(t, x+Xαt , z + Z
α
t , k +K
α
t )
∇kfˆα(t, x, z, k) = ∇kfα(t, x+Xαt , z + Zαt , k +Kαt ).
Realizing this, we easily verify part 1 and 2 of assumption 6.4. Let us verify
assumption 6.5. Here, the assumption about the end point follows from
assumption 8.3. To verify the part about the generator, we must find a limit
in V for
1
α
[fˆα(·, D1θ,zX0· , D1θ,zZ0· , D1θ,zK0· )− fˆ0(·, D1θ,zX0· , D1θ,zZ0· , D1θ,zK0· )] =
1
α
[fα(·, D1θ,zX0· +Xα· , D1θ,zZ0· + Zα· , D1θ,zK0· +Kα· )−
f0(·, D1θ,zX0· +X0· , D1θ,zZ0· + Z0· , D1θ,zK0· +K0· )]−
1
α
[fα(·, Xα· , Zα· ,Kα· )− f0(·, X0· , Z0· ,K0· )], (46)
as α→ 0. We have already found the limit of the second term in (46) in the
proof of theorem 6.6. That is, we proved
1
α
[fα(·, Xα· , Zα· ,Kα· )− f0(·, X0· , Z0· ,K0· )]→
∂xf
0(·, X0· , Z0· ,K0· )∂αX0· + ∂zf0(·, X0· , Z0· ,K0· )∂αZ0· +
∇kf0(·, X0· , Z0· ,K0· )(∂αK0· ) + ∂αf0(·, X0· , Z0· ,K0· )
in H2T as α → 0. To find the limit of the first term in (46), we split
the expression with the notation f(t, α1, α2, α3, α4) = fα1(t,D1θ,zX
0
t +
Xα2t , D
1
θ,zZ
0
t + Z
α3
t , D
1
θ,zK
0
t +K
α4
t ):
1
α
[fα(t,D1θ,zX
0
t +X
α
t , D
1
θ,zZ
0
t + Z
α
t , D
1
θ,zK
0
t +K
α
t )−
f0(t,D1θ,zX
0
t +X
0
t , D
1
θ,zZ
0
t + Z
0
t , D
1
θ,zK
0
t +K
0
t )] =
1
α
[f(t,α, α, α, α)− f(t, α, 0, α, α)] + 1
α
[f(t, α, 0, α, α)− f(t, α, 0, 0, α)]+
1
α
[f(t,α, 0, 0, α)− f(t, α, 0, 0, 0)] + 1
α
[f(t, α, 0, 0, 0)− f(t, 0, 0, 0, 0)]. (47)
60
Note that by assumption 8.3, the last of the terms has limit ∂αf0(t,D1θ,zX
0
t +
X0t , D
1
θ,zZ
0
t +Z
0
t , D
1
θ,zK
0
t +K
0
t ). To find the limit of the first term, we observe
1
α
[fα(t,D1θ,zX
0
t +X
α
t , D
1
θ,zZ
0
t + Z
α
t , D
1
θ,zK
0
t +K
α
t )−
fα(t,D1θ,zX
0
t +X
0
t , D
1
θ,zZ
0
t + Z
α
t , D
1
θ,zK
0
t +K
α
t )] =
1(Xαt 6= X0t )
Xαt −X0t
[fα(t,D1θ,zX
0
t +X
α
t , D
1
θ,zZ
0
t + Z
α
t , D
1
θ,zK
0
t +K
α
t )−
fα(t,D1θ,zX
0
t +X
0
t , D
1
θ,zZ
0
t + Z
α
t , D
1
θ,zK
0
t +K
α
t )]∆αXt =[ ∫ 1
0
∂xf
α(t,D1θ,zX
0
t +X
0
t + λ(X
α
t −X0t ),
D1θ,zZ
0
t + Z
α
t , D
1
θ,zK
0
t +K
α
t )dλ
]
∆αXt.
Using the exact same argumentation as is used to show that (32) has zero
limit, we can show that this has limit
∂xf
0(·, D1θ,zX0· +X0· , D1θ,zZ0· + Z0· , D1θ,zK0· +K0· )∂αX0·
in H2T as α→ 0.
Note that because ∂xfα is uniformly bounded and uniformly continuous,
the Malliavin derivatives in the arguments and the fact that we multiply by
∆αXt istead of ∂αX0t is easily taken care of.
Using the same argument for the second and third term in (47) we may
conclude that
1
α
[fˆα(·, D1θ,zX0· , D1θ,zZ0· , D1θ,zK0· )− fˆ0(·, D1θ,zX0· , D1θ,zZ0· , D1θ,zK0· )]→[
∂xf
0(·, D1θ,zX0· +X0· , D1θ,zZ0· + Z0· , D1θ,zK0· +K0· )−
∂xf
0(·, X0· , Z0· ,K0· )
]
∂αX
0
· +[
∂zf
0(·, D1θ,zX0· +X0· , D1θ,zZ0· + Z0· , D1θ,zK0· +K0· )−
∂zf
0(·, X0· , Z0· ,K0· )
]
∂αZ
0
· +[∇kf0(·, D1θ,zX0· +X0· , D1θ,zZ0· + Z0· , D1θ,zK0· +K0· )−
∇kf0(·, X0· , Z0· ,K0· )
]
(∂αK0· )+[
∂αf
0(·, D1θ,zX0· +X0· , D1θ,zZ0· + Z0· , D1θ,zK0· +K0· )−
∂αf
0(·, X0· , Z0· ,K0· )
]
(48)
in V as α→ 0. Thus, we have verified assumption 6.5 and we call this limit
∂αfˆ
0(t,D1θ,zX
0
t , D
1
θ,zZ
0
t , D
1
θ,zK
0
t ).
We have also proved part 1 of the theorem. That is, all the terms in the
generator are well defined and satisfies definition 2.1.
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Now, the only point left to verify is part 3 of assumption 6.4. Because
of remark 6.7, this assumption can be omitted, and istead we verify the
condition equivalent to (31). That is, we must show
E
[ ∫ T
0
[∂xfˆα(t,D1θ,zX
0
t , D
1
θ,zZ
0
t , D
1
θ,zK
0
t )−
∂xfˆ
0(t,D1θ,zX
0
t , D
1
θ,zZ
0
t , D
1
θ,zK
0
t )]
2|∂αD1θ,zX0t |2dt
]
→ 0 (49)
and the equivalent expressions for ∂z fˆ and ∇kfˆ . Because these are proven
the same way, we only prove (49). To do this, we observe that with
∂xf(t, α1, α2, α3, α4) = ∂xfα1(t,D1θ,zX
0
t +X
α2
t , D
1
θ,zZ
0
t +Z
α3
t , D
1
θ,zK
0
t +K
α4
t ),
we have
|∂xfˆα(t,D1θ,zX0t , D1θ,zZ0t , D1θ,zK0t )− ∂xfˆ0(t,D1θ,zX0t , D1θ,zZ0t , D1θ,zK0t )|2 =
|∂xf(α, α, α, α, t)− ∂xf(0, 0, 0, 0, t)|2 ≤
4
(|∂xf(α, α, α, α, t)− ∂xf(α, 0, α, α, t)|2+
|∂xf(α, 0, α, α, t)− ∂xf(α, 0, 0, α, t)|2+
|∂xf(α, 0, 0, α, t)− ∂xf(α, 0, 0, 0, t)|2+
|∂xf(α, 0, 0, 0, t)− ∂xf(0, 0, 0, 0, t)|2
)
.
Because ∂αD1θ,zX
0 is well defined in the sense of part 1 of the lemma, the
three first expressions substituted into (49) gives us the situation in (32) and
because fα it self satisfies part 3 of assumption 6.4, the last term gives the
same situation as in (31). So (49) is proven using known techniques. But
then the lemma is proved.
The problem now is that ∂αfˆα(t,D1θ,zX
α
t , D
1
θ,zZ
α
t , D
1
θ,zZ
α
t ) is not
necessarily in L2(P × λ× ν × λ). For instance, we would need the following
to be true:
E
[ ∫ T
0
∫
R0
∫ T
0
[
∂xf
α(t,D1θ,zX
α
t +X
α
t , D
1
θ,zZ
α
t + Z
α
t , D
1
θ,zK
α
t +K
α
t )−
∂xf
α(t,Xαt , Z
α
t ,K
α
t )
]2|∂αXαt |2dtν(dz)dθ] <∞. (50)
Other than assuming this is true, it is very hard to find any assumptions on
∂xf
α for this to work. One suggestion could be that ∂xfα is bounded and
Lipschitz. Then one may control this by terms on the form
E
[ ∫ T
0
∫
R0
∫ T
0
[
(1 ∧ |D1θ,zXαt |2)|∂αXαt |2dtν(dz)dθ
]
.
Still it is not trivial to see what could be done to get this finite. So
unfortunately, this must be left to later studies. However, the idea list 8.1
works in a very simple linear case. Here the problematic terms vanish.
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Theorem 8.5. Suppose the family of standard parameters {fα, ξα, α ∈ R}
is on the following form:
fα(t, x, z, k) = βαt x+ γ
α
t z +
∫
R0
Ψαt (y)k(y)ν(dy) + φ
α
t ,
where β, γ, Ψ and φ satisfies the conditions in theorem 4.1 uniformly in
α. Suppose further that they are bounded, deterministic and differentiable
in α with bounded, continuous derivatives. Further, there exists constants
D1 ≥ 0, D2 ∈ (−1, 0] such that, for all (α, t, z) we have
D2(1 ∧ |y|2) ≤ ∂αΨαt (y)2 ≤ D1(1 ∧ |y|2)
Then 1-4 in idea list 8.1 are true for {fα, ξα, α ∈ R}.
Proof. We must check that (fα, ξα) satisfies assumption 8.3. Assumption
7.12 is trivially satisfied, and by theorem 6.8, assumption 6.4 is satisfied.
Also, (20) is true by assumption.
We are left to verify (21) and (45). For notational simplicity, we proove
this in α0 = 0. Now, consider
1
α
[
fα(t,D1θ,zX
0
t +X
0
t , D
1
θ,zZ
0
t + Z
0
t , D
1
θ,zK
0
t +K
0
t )−
f0(t,D1θ,zX
0
t +X
0
t , D
1
θ,zZ
0
t + Z
0
t , D
1
θ,zK
0
t +K
0
t )
]
=
βαt − β0t
α
(D1θ,zX
0
t +X
0
t ) +
γαt − γ0t
α
(D1θ,zZ
0
t + Z
0
t )+∫
R0
Ψαt (y)−Ψ0t (y)
α
(D1θ,zK
0
t (y) +K
0
t (y))ν(dy) +
φαt − φ0t
α
.
Because all the coefficients are bounded and deterministic with uniformly
bounded derivatives, we see by the mean value inequality, that this is finite
for all α ∈ R. Further, by the bounded convergence theorem we see that for
λ× ν-a.a. (θ, z), it has limit
∂αβ
0
t (D
1
θ,zX
0
t +X
0
t ) + ∂αγ
0
t (D
1
θ,zZ
0
t + Z
0
t )+∫
R0
∂αΨ0t (y)(D
1
θ,zK
0
t (y) +K
0
t (y))ν(dy) + ∂αφ
0
t
in H2T as α→ 0. Similarly
1
α
[
fα(t,X0t , Z
0
t ,K
0
t )− f0(t,X0t , Z0t ,K0t )
]→
∂αβ
0
tX
0
t + ∂αγ
0
t Z
0
t +
∫
R0
∂αΨ0t (y)K
0
t (y)ν(dy) + ∂αφ
0
t
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in H2T as α→ 0. This again implies that
∂αfˆ
0(t,D1θ,zX
0
t ,D
1
θ,zZ
0
t , D
1
θ,zK
0
t ) =
∂αβ
0
tD
1
θ,zX
0
t + ∂αγ
0
tD
1
θ,zZ
0
t +
∫
R0
∂αΨ0t (y)D
1
θ,zK
0
t (y)ν(dy),
λ× ν-a.e. So because fˆα obtain the simple from
fˆα(t, x, z, k) = βαt x+ γ
α
t z +
∫
R0
Ψαt (y)k(y)ν(dy),
we conclude that for a given α ∈ R, for λ × ν-a.a. (θ, z),
(∂αD1θ,zX
α, ∂αD
1
θ,zZ
α, ∂αD
1
θ,zK
α) is the solution of the BSDE with genera-
tor
∂αf
α,θ,z(t, x, z0, k) := βαt x+ γ
α
t z0 +
∫
R0
Ψαt (y)k(y)ν(dy)+
∂αβ
α
t D
1
θ,zX
α
t + ∂αγ
α
t D
1
θ,zZ
α
t +
∫
R0
∂αΨαt (y)D
1
θ,zK
α
t (y)ν(dy).
To verify part 3 of the idea list, we see from the assumptions on ξα and the
boundedness of the derivatives of the coefficients in α that this is now trivial.
This is because all the terms regarding ∂xfˆα, ∂z fˆα and ∇kfˆα are constant,
and hence vanish in (48). Further, ∂αfˆα does not depend on (Xα, Zα,Kα).
Thus we are left with an easy exercise with the a priori estimates.
To verify step 4 of the idea list, remember that because of the linearity
of the Malliavin derivative, we have (D1θ,z∆αX,D
1
θ,z∆αZ,D
1
θ,z∆αK) =
(∆αD1θ,zX,∆αD
1
θ,zZ,∆αD
1
θ,zK), and we will work with the latter. We
then observe that (∆αD1θ,zX,∆αD
1
θ,zZ,∆αD
1
θ,zK), defined in (22), solves
the BSDE, still with α0 = 0:
∆αD1θ,zXt = ∆αD
1
θ,zξ+∫ T
t
[
1
α
(βαsD
1
θ,zX
α
s − β0sD1θ,zX0s ) +
1
α
(γαsD
1
θ,zZ
α
s − γ0sD1θ,zZ0s )+
1
α
∫
R0
(Ψαs (y)D
1
θ,zK
α
s (y)−Ψ0s(y)D1θ,zK0s (y))ν(dy)
]
ds+∫ T
t
∆αD1θ,zZsdW (s) +
∫ T
t
∫
R0
∆αD1θ,zKs(y)N˜(ds, dy),
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λ× ν-a.e. By splitting the generator, this is easily manipulated to be
∆αD1θ,zXt = ∆αD
1
θ,zξ+∫ T
t
[
βαs ∆αD
1
θ,zXs + γ
α
s ∆αD
1
θ,zZs +
∫
R0
Ψαs (y)∆αD
1
θ,zKs(y)ν(dy) +
βαs − β0s
α
D1θ,zX
0
s +
γαs − γ0s
α
D1θ,zZ
0
s +
∫
R0
Ψαs (y)−Ψ0s(y)
α
D1θ,zK
0
s (y)ν(dy)
]
ds
+
∫ T
t
∆αD1θ,zZsdW (s) +
∫ T
t
∫
R0
∆αD1θ,zKs(y)N˜(ds, dy).
Thus, (∆αD1θ,zX,∆αD
1
θ,zZ,∆αD
1
θ,zK) solves the BSDE with generator
∆αfθ,z(s, x, z0, k) := βαs x+ γ
α
s z0 +
∫
R0
Ψαs (y)k(y)ν(dy)+
βαs − β0s
α
D1θ,zX
0
s +
γαs − γ0s
α
D1θ,zZ
0
s +
∫
R0
Ψαs (y)−Ψ0s(y)
α
D1θ,zK
0
s (y)ν(dy),
λ× ν-a.e. Finally, to prove that
(∆αD1θ,zX,∆αD
1
θ,zZ,∆αD
1
θ,zK)→ (∂αD1θ,zX0,∆αD1θ,zZ0,∆αD1θ,zK0)
in L2(P ×λ× ν ×λ)×L2(P ×λ× ν ×λ)×L2(P ×λ× ν ×λ× ν) as α→ 0,
we use the a priori estimates with f1 = ∆αfθ,z and f2 = ∂αfα,θ,z. Then we
have
δ2fs =(β0s − βαs )∂αD1θ,zX0s + (γ0s − γαs )∂αD1θ,zZ0s+∫
R0
(Ψ0s(y)−Ψαs (y))∂αD1θ,zK0s (y)ν(dy)+(
∂αβ
0
s −
βαs − β0s
α
)
D1θ,zX
0
s +
(
∂αγ
0
s −
γαs − γ0s
α
)
D1θ,zZ
0
s+∫
R0
(
∂αΨ0s(y)−
Ψαs (y)−Ψ0s(y)
α
)
D1θ,zK
0
s (y)ν(dy).
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Thus, for a constant L independent of α, we obtain∫ T
0
∫
R
[ ‖ ∂αD1θ,zX0 −∆αD1θ,zX ‖2 + ‖ ∂αD1θ,zZ0 −∆αD1θ,zZ ‖2 +
‖ ∂αD1θ,zK0 −∆αD1θ,zK ‖2
]
ν(dz)dθ ≤
L
∫ T
0
∫
R0
[ ‖ ∂αD1θ,zξ0 −∆αD1θ,zξ ‖2L2T ]ν(dz)dθ+
L
∫ T
0
∫
R0
[ ‖ (∂αβ0 − βα − β0
α
)
D1θ,zX
0 ‖2H2T + ‖
(
β0 − βα)∂αD1θ,zX0 ‖2H2T +
‖ (∂αγ0 − γα − γ0
α
)
D1θ,zZ
0 ‖2H2T + ‖
(
γ0 − γα)∂αD1θ,zZ0 ‖2H2T +
‖ (∂αΨ0 − Ψα −Ψ0
α
)
D1θ,zK
0 ‖2
Hˆ2T
+
‖ (Ψ0 −Ψα)∂αD1θ,zK ‖2Hˆ2T ]ν(dz)dθ.
Because (D1θ,zX
0, D1θ,zZ
0, D1θ,zK
0) and (∂αD1θ,zX
0, ∂αD
1
θ,zZ
0, ∂αD
1
θ,zK
0)
both have finite integrals and because β, γ and Ψ are deterministic, bounded
and differentiable in α with bounded, continuous derivatives, we get from the
bounded convergence theorem that this has limit zero. Hence the theorem
is proved.
As was mentioned in the discussion after theorem 7.13, it would be of
high interest to study the case where βα, γα and Ψα are stochastic. We
would not have the problematic terms like (50). However, the chain rule
would give us terms on the form
D1θ,z
(
Xαt β
α
t ) = β
α
t D
1
θ,zX
α
t +X
α
t D
1
θ,zβ
α
t +D
1
θ,zβ
α
t D
1
θ,zX
α
t .
Proving this to be contained in L2(P ×λ× ν ×λ) would lead anyway to the
same problem as in (50). So there are much left to study in this section.
By now, I do not directly see any applications for this, but I see potential
for applications. For instance, when calculating the greeks, ∆ may be
calculated as
∆ =
∂
∂α
E
[
ϕ(XαT )
]
,
with α representing the initial price. See chapter 4.4. in [10]. Controlling the
differential of Xα in the parameter, could be a tool. Also, when controlling
D1θ,z∂αX
α, one could use the Clark-Ocone formula on the α-derivatives as a
tool. This is of course speculation, and certainly much more study is needed.
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