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Capitolo 1
INTRODUZIONE
Al giorno d’oggi, milioni di persone in tutto il mondo utilizzano Internet per navigare
sul Web, inviare e ricevere messaggi di posta elettronica, accedere a contenuti e servizi
multimediali, utilizzare applicazioni di social networking e molto altro.
Mentre sempre piu` persone avranno accesso a tale infrastruttura dell’informazione e
della comunicazione globale, si delinea in maniera sempre piu` netta l’uso di Internet
come una piattaforma globale per lasciare comunicare e dialogare macchine e oggetti
intelligenti.
Sensori, attuatori e qualsiasi dispositivo in grado di catturare informazioni sara` sempre
piu` invisibilmente integrato nell’ambiente che ci circonda per rispondere a questa nuova
sfida, l’Internet-of-Things. Si apre cos`ı la strada a nuove applicazioni, nuove modalita`
di interazione, nuovi modi di lavorare, nuovi modi di vivere.
Questo fenomeno comporta la generazione di enormi quantita` di dati che necessitano
di essere memorizzati e reperiti velocemente: il cloud computing rappresenta in questo
senso una tecnologia matura che puo` fornire una valida infrastruttura virtuale per tale
architettura, in termini di immagazzinamento e potenza di calcolo.
La fusione di queste due tecnologie complementari apre diversi scenari di analisi, tro-
vando potenzialmente un’ampia applicabilita` in aree come il monitoraggio ambientale,
la mobilita`, l’assistenza sanitaria, la gestione del prodotto e del magazzino, la sicurezza
e la sorveglianza.
Una delle questioni principali connesse al paradigma dell’Internet-of-Things riguarda
proprio la possibilita` di generare servizi a partire dalle funzionalita` e risorse messe a
disposizione dagli oggetti intelligenti, che il piu` delle volte sono rappresentate da flussi
di dati che possono essere pensati come commodities tradizionali, come materie prime.
Affinche` i dati possano essere trasformati in conoscenza e` necessario definire un metodo
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che consenta di fornire una rappresentazione standardizzata degli smart object, tipiz-
zando l’etereogeneita` dei dispositivi e delle risorse, ed implementare un’architettura che
consenta l’integrazione e l’elaborazione di tali risorse affinche` siano presentate in una
forma efficiente e facilmente interpretabile.
Ma cio` non e` sufficiente. Bisogna rendere fruibile questa conoscenza all’interno di una
finestra temporale che consenta agli utenti finali di strutturare dei processi decisionali
a livello strategico ed operativo: il right-time rappresenta pertanto un fattore critico in
grado di concorrere alla generazione di servizi a valore aggiunto e di nuove opportunita`.
In questa tesi viene presentata una possibile soluzione orientata a colmare la distanza
esistente tra le rilevazioni dei dati a partire da dispositivi cloud-ready e la possibile frui-
zione dell’informazione in maniera efficace e tempestiva.
I campioni di dati provengono da vari sensori geograficamente dispersi in grado di effet-
tuare rilevazioni che spaziano dal settore dei trasporti al monitoraggio climatico. Tale
data stream viene trasmesso sotto forma di messaggi ad un’infrastruttura cloud, inter-
facciata con Cassandra, un database management system non relazionale ottimizzato
per la gestione di grandi quantita` di informazioni. Esse costituiscono la fonte alimentan-
te del processo di Business Intelligence che avra` come obiettivo finale la realizzazione di
una struttura multidimensionale che consenta l’utilizzo di tabelle pivot e report grafici
desiderati, in funzione dell’ambito di applicazione, del cosidde´tto topic.
La piattaforma progettata dunque poggera` su un processo di elaborazione di dati in
grado di astrarre le informazioni dal singolo dominio di analisi e di elaborarle dinami-
camente in maniera indipendente dalla loro specifica natura, consentendo di costruire i
data mart richiesti on-demand.
Le tradizionali tecniche di business intelligence diventano quindi lo strumento per estrar-
re il potenziale informativo dallo stream dei dati aggiornato in tempo reale che risiede
sul cloud, in una logica di sincronizzazione right-time specifica per ogni dominio d’in-
teresse. Pentaho Business Analytics, il tool utilizzato per implementare la soluzione,
trasforma il flusso dei dati in modelli consultabili attraverso un sistema di front-end:
dalla navigazione del cubo OLAP alla visualizzazione di dashboards interattivi focaliz-
zati in particolare sull’aspetto del geo-mapping.
La piattaforma realizzata prevede la possibilita`, dove richiesto, di integrare la soluzione
con una ulteriore struttura multidimensionale che consenta analisi across topic per ef-
fettuare analisi congiunte dei risultati di tipo spazio-temporali.
Capitolo 2
AMBITO DI RIFERIMENTO
Il Capitolo 2 introduce il caso studio presentando le aziende coinvolte nel progetto e le
esigenze emerse rispetto alla necessita` di analisi, monitoraggio e controllo in termini di
obiettivi da raggiungere.
A seguire viene illustrata l’architettura generale delle soluzione proposta e fatta una
panoramica sul contenuto della tesi.
2.1 Contesto
Nel paradigma dell’Internet-of-Things, gli oggetti creano un sistema pervasivo ed in-
terconnesso avvalendosi di molteplici tecnologie di comunicazione. La proliferazione di
questi dispositivi in una rete comunicante, in cui sensori e attuatori si fondono perfet-
tamente con l’ambiente che ci circonda, trova applicazione in molti settori della vita
moderna, dalla domotica alle linee di produzione industriale.
Questo offre potenzialmente la possibilita` di dedurre e comprendere indicatori ed indi-
viduare risorse, che consentono di migliorare l’efficienza, la sicurezza e la sostenibilita`
della nostra realta` quotidiana. Il controllo ed il monitoraggio di questi aspetti diventa
quindi uno strumento fondamentale per supportare l’attivita` decisionale: individuare gli
obiettivi da raggiungere, le risorse da utilizzare e i vincoli da rispettare, determinare le
cause degli eventi e attuare le opportune azioni correttive.
Il caso di studio oggetto del lavoro di tesi riguarda la realizzazione di un sistema di
supporto alle decisioni, monitoraggio ed analisi di informazioni provenienti da device e
dispositivi intelligenti distribuiti nell’ambiente.
Eurotech Spa, la societa` committente, opera nell’ambito della ricerca, sviluppo e produ-
zione di computer miniaturizzati e di computer ad elevate prestazioni.
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L’azienda esecutrice: Extra Srl
Extra Srl e` una societa`, nata nel 2006, che opera come System Integrator. L’azienda
e` specializzata nella progettazione e sviluppo di sistemi software web based, basati su
standard ed architetture Open Source e nell’integrazione applicativa. Si occupa inoltre
di consulenza di processo IT e nell’ambito del Project Management, offrendo servizi
infrastrutturali, sistemistici ed applicativi, nonche` la progettazione e la vendita di solu-
zioni e servizi IT.
Dal 2010 Extra e` partner certificato di Pentaho, la piattaforma di Business Intelligence
e Business Analytics leader nel campo dell’Open Source[8].
L’azienda cliente: Eurotech Spa
Creato nel 1992 come una fabbrica di idee, il gruppo Eurotech e` diventato in breve
tempo uno dei leader mondiali nel settore dell’alta tecnologia per la miniaturizzazione
dei computer. Eurotech S.p.A e` quotata dal 30 Novembre 2005 nel segmento All Star
della Borsa Italiana di Milano [7].
Essa offre soluzioni che variano dall’ambito del controllo dei dispositivi in tempo reale
allo sviluppo di soluzioni end-to-end per collegare dispositivi intelligenti distribuiti nel-
l’ambiente.
Il portafoglio prodotti di Eurotech include una vasta gamma di prodotti appositamente
progettati per il mercato industriale, dei trasporti e della difesa, della logistica e me-
dicale, quali schede embedded, computer industriali, panel pc e monitor, computer di
bordo, dispositivi ready to use e computer indossabili.
Il Gruppo Eurotech e` da piu` di 20 anni presente in applicazioni per i trasporti e la sor-
veglianza. L’azienda sviluppa un’ampia gamma di sistemi progettati per applicazioni di
localizzazione, comunicazioni avanzate, conteggio passeggeri, tracciabilita` dei veicoli in
tempo reale e sistemi di sorveglianza specializzati come sistemi di telecamere intelligenti
con digital video recorder (DVR).
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2.2 Obiettivi
La definizione dell’obiettivo generale consiste nello sviluppo di uno strumento capace di
fornire funzionalita` di business intelligence a misura del cliente.
L’azienda Eurotech Spa vuole offrire ai propri utenti un valore aggiunto fornendo una
piattaforma che consenta di effettuare analisi e monitoraggio dei dati attraverso una
struttura OLAP ed una pagina dashboard navigabile.
In tal modo i clienti avranno la possibilita` di focalizzarsi sulle loro attivita` core: le
organizzazioni potranno sfruttare le informazioni raccolte dai dispositivi per guidare le
operazioni e le decisioni aziendali ottenendo cos`ı una riduzione dei rischi, maggior suc-
cesso dei progetti, nonche` un considerevole vantaggio competitivo.
Il sistema da realizzare dovra` essere in grado di elaborare dinamicamente le informazioni
in maniera indipendente dalla loro specifica natura, per ogni cliente che desideri inte-
grare strumenti di Data Visualization al servizio di rilevazione dati da parte dei device.
La soluzione consistera` di un’architettura che astrae dalla specificita` del dato e sara` in
grado di elaborare domini di interesse diversi (nel complesso si parla di multi topic) con-
sentendo la costruzione di un ambiente per ciascuna area, che permettera` di effettuare
analisi su ogni singolo topic.
Saranno i tecnici della societa` Eurotech a gestire, qualora fosse richiesto, l’integrazione
del servizio: e` richiesta quindi la presenza di una interfaccia grafica di configurazione che
consentira` loro di mettere in produzione una nuova istanza, procedura che dovra` essere
eseguita una tantum.
Nella logica generale sottostante il funzionamento dello strumento, tra le esigenze espres-
se dalla societa` vi e` la necessita` di tenere i dati allineati rispetto al momento di rileva-
zione: si ragiona quindi in un’ottica di right-time, dal momento che il tempo costituisce
un fattore critico essenziale. La piattaforma dovra` percio` essere progettata mirando ad
ottimizzare le prestazioni e l’efficienza in termini di velocita` di esecuzione.
Le societa` cliente ha richiesto inoltre la possibilita` di effettuare analisi di tipo across
topic quindi di consentire, ove richiesta, l’integrazione di un’analisi congiunta di due o
piu` aree di interesse. Viene quindi prevista la realizzazione di una seconda piattaforma
di integrazione a quella principale, che consentira` di gestire e monitorare piu` domini
simultaneamente.
Gli strumenti relativi all’implementazione del front-end, che consente di esplorare i dati,
dovranno essere facilmente personalizzabili dai tecnici di Eurotech, al fine di consentir-
ne l’adattamento flessibile in funzione delle specifiche richieste da parte dei loro clienti.
Verranno previsti quindi una serie di template per rendere tale procedura piu` efficiente.
La societa` cliente ha scelto che la soluzione venisse realizzata utilizzando gli strumenti
della Pentaho Open Source BI Suite Community Edition (CE) che, dalla versione 5.0,
integra dei moduli dedicati alla gestione dei Big Data.
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2.3 Panoramica della soluzione proposta
La soluzione proposta prevede la realizzazione di due piattaforme principali:
• una relativa alla gestione parametrica dei singoli data mart, definita come Multi-
Topic Decision Support System;
• l’altra, integrativa, consente di fondere due o piu` data mart in un unico data
warehouse, e prende il nome di Across-Topic Decision Support System.
L’architettura generale del Multi-Topic Decision Support System e` basata su una
logica implementativa parametrica sia rispetto alla effettiva creazione del sistema fisico,
che nell’ottica di popolamento dei data mart.
La prima fase, relativa alla preparazione dell’ambiente, avviene una tantum nel momento
in cui viene creata una nuova istanza per un certo dominio d’interesse. Essa puo` essere
divisa in due momenti principali:
1. definizione e settaggio dei parametri di configurazione;
2. creazione ed inizializzazione del sistema, in funzione delle specifiche stabilite, grazie
ad una procedura automatizzata.















Figura 2.1: Architettura Multi-Topic Decision Support System
Essa rappresenta un processo ETL (Extract, Transformation and Load) basato su un’ar-
chitettura a tre livelli: i dati vengono estratti dal database Cassandra (data sources) che
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insieme ai parametri di configurazione costituiscono le fonti alimentanti del sistema,
elaborati facendo uso di alcune strutture di supporto (data staging) e caricati in un
database PostgresSQL (data target).
L’architettura generale dell’Across-Topic Decision Support System e` basata an-
ch’essa su una logica parametrica che intessa tanto la creazione effettiva del data ware-
house che il caricamento dei dati al suo interno.
L’integrazione tra i data mart, nella fase iniziale di creazione, avviene questa volta in
funzione della struttura fisica degli stessi, che opportunamente elaborata costituira` lo
scheletro del data warehouse. La gestione della fase di popolamento dipendera` dalla
risultante dei parametri di configurazione dei singoli data mart.
Questa piattaforma e` basata quindi su un’architettura a due livelli in cui i dati vengono
estratti dal database PostgresSQL su cui risiedono i data mart (data sources), elaborati














Figura 2.2: Architettura Across-Topic Decision Support System
Il processo ETL e` stato gestito da Pentaho Data Integration, che consente l’elaborazione
dei dati attraverso una intuitiva interfaccia grafica.
La soluzione include infine un sistema di front-end che consente la navigazione del cubo
OLAP e la visualizzazione dei dati su dashboard interattive: in entrambi i casi sono stati
realizzati dei template per consentire una comoda modifica delle informazioni al variare
del dominio di analisi.
In particolare Pentaho Schema Workbench e` l’interfaccia grafica che ha permesso la
creazione di schemi di cubi OLAP. I file degli schemi sono modelli di metadati XML che
possono essere considerati strutture di tipo cube-like le quali utilizzano tabelle dei fatti
Capitolo 2. AMBITO DI RIFERIMENTO 8
e dimensionali esistenti in un RDBMS.
Per la realizzazione dei dashboards, di cui e` possibile effettuare un alto grado di per-
sonalizzazione, e` stato impiegato Design Studio: esso utilizza le librerie grafiche del
Community Dashboard Framework (CDF) che si basa sugli standard di sviluppo web,
come CSS, HTML5 e JavaScript.
In un’ottica globale di gestione del lavoro, sono previsti tre ambienti: un ambiente di
sviluppo, utilizzato per attivita` di sviluppo applicativo e di test, un ambiente di pre-
produzione, usato per la fase di stess test e training su un numero limitato di utenti, e
un ambiente di produzione, utilizzato per la gestione dei dati reali e l’operativita` on-line.
2.4 Contenuto della tesi
Il caso di studio oggetto del lavoro di tesi e` stato portato a termine dalla societa` Extra
Srl per la societa` Eurotech Spa.
Si presenta l’organizzazione della tesi e gli argomenti trattati in ogni capitolo.
Per avere una visione d’insieme dell’intero processo di lavoro, il Capitolo 3 illustra gli
strumenti e le tecnologie che rappresentano le fondamenta su cui poggia la costruzione
del processo di Business Intelligence, enfatizzando gli aspetti che sono stati piu` utili
per mettere a punto la soluzione descritta: dalle modalita` di utilizzo dei dispositivi alla
presentazione del data model di Cassandra. Quindi si integra il ruolo delle applicazioni
per il controllo ed il monitoraggio di tali informazioni, che nel caso in esame sono state
effettuate con Pentaho Open Source BI Suite.
Dopo aver illustato la semantica dei dati in relazione al sistema da cui vengono estratti
e definito una naming convention, il Capitolo 4 presenta la progettazione concettuale,
basata sulla raccolta e specifica dei requisiti, di un modello di data mart relativo al-
la soluzione Multi-Topic attraverso il formalismo del Dimensional Fact Model (DFM).
Analogamente, viene illustrata la progettazione concettuale del data warehouse proprio
della piattaforma Across-Topic.
I capitoli successivi entrano nel dettaglio dell’implementazione della soluzione propo-
sta per il caso Multi-Topic (dal Capitolo 5 al Capitolo 8 ), a cui segue la descrizio-
ne della piattaforma progettata per l’Across-Topic, entrambe gestite con una logica
implementativa parametrica.
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Il Capitolo 5 presenta le procedure eseguite una tantum connesse alla preparazione
dell’ambiente. In particolare la definizione dei parametri di configurazione e le mo-
dalita` di creazione dell’area di staging e target, enfatizzando alcuni aspetti legati alla
progettazione logica delle dimensioni.
Il Capitolo 6 illustra il flusso ETL (Extract, Transform and Load) in senso stretto,
dall’estrazione dei dati dal database Apache Cassandra alla loro elaborazione parame-
trica, fino al caricamento dei dati trasformati in un database target in PostgreSQL. Tale
procedura costituisce quindi il cuore del processo ed e` previsto che venga eseguita ad
intervalli di tempo regolari, quindi e` di tipo batch-oriented.
In merito a questo aspetto il Capitolo 7 descrive infatti sistema di schedulazione del
flusso ETL di popolamento, configurabile e personalizzabile dall’utente. Nell’ambito
della gestione complessiva di monitoraggio e controllo del flusso sono state previste anche
una serie di politiche di tipo event-oriented, per segnalare eccezioni relative all’esecuzione
del flusso a regime.
Il Capitolo 8 descrive l’intera procedura di creazione di una piattaforma Multi-Topic
applicata ad un caso specifico di studio, che verra` utilizzato per mostrare il front-end
che consente di esplorare e navigare i risultati ottenuti: la visualizzazione dei dati sul
cubo OLAP, la possibilita` di creare report ad hoc ed esplorare un dashboard interattivo
basato sul geo-mapping.
Infine il Capitolo 9 descrive l’implementazione di una struttura multidimensionale che
consente analisi Across-Topic sulle dimensioni geografica e temporale: e` previsto un
flusso ETL dedicato all’implementazione di un data warehouse che, a partire dai data




Nel presente capitolo verra` fatta una panoramica sugli strumenti e le tecnologie che
rappresentano il back-end su cui poggia la costruzione della piattaforma di Business
Intelligence, per avere una una visione d’insieme dell’intero processo, dalla misurazione
alla visualizzazione (Figura 3.1).
Figura 3.1: Acquisizione dei dati ed integrazione delle applicazioni di Business
Intelligence
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Il processo di acquisizione delle informazioni ha inizio dalle rilevazioni effettuate dai
sensori nell’ambiente, che sono inviate a dei gateway, i quali trasmettono i dati ad un’in-
frastruttura cloud, l’Everyware Cloud. Si tratta di una piattaforma che permette la
connessione di un numero qualsiasi di dispositivi e consente l’archiviazione dei dati sen-
za limiti di tempo, quantita` e tipologia. Questa e` interfacciata tramite REST API col
database non relazionale Cassandra, a partire dal quale verra` alimentato il processo di
Business Intelligence.
La prima sezione si apre quindi illustrando alcuni degli utilizzi piu` diffusi dei device al
giorno d’oggi nel paradigma dell’Internet-of-Things a cui segue una panoramica dell’ar-
chitettura e del modello dei dati di Apache Cassandra, ottimizzato per la gestione dei
big data.
Al termine si descrive brevemente Pentaho, lo strumento di business intelligence scelto
per il controllo ed il monitoraggio di tali informazioni, enfatizzando le modalita` attra-
verso le quali queste tecnologie sono state integrate per mettere a punto la soluzione
descritta.
3.1 Dispositivi cloud-ready
Il successo della tecnologia digitale sta plasmando il modo in cui i computer si fondono
con il mondo reale. Nella Figura 3.2 vengono mostrati i concetti principali, le tecnologie
e gli standard classificati in relazione modo in cui tali elementi contribuiscono a carat-
terizzare l’Internet-of-Things.
Risulta chiaramente che tale paradigma e` il risultato della convergenza delle tre visioni
principali: Internet-oriented, Semantic-oriented e Things-oriented [6]. Senza entrare nel
dettaglio dei singoli punti di vista, che esula dagli obiettivi della trattazione, si evidenzia
che la prospettiva Things-oriented guarda in senso piu` stretto al mondo degli oggetti, i
quali si rendono riconoscibili e acquisiscono intelligenza grazie al fatto di poter comuni-
care dati ed accedere ad informazioni raccolte da parte di altri. Non sono solo dispositivi
con capacita` sensoriali, ma possono acquisire un ruolo attivo grazie al collegamento alla
rete (visione Internet-oriented).
Tuttavia si prospetta che le risorse e gli oggetti coinvolti siano destinati a crescere in
futuro, situazione che introduce il punto di vista Semantic-oriented. In questo contesto
le tecnologie semantiche possono giocare un ruolo chiave, permettendo lo sviluppo di
applicazioni e servizi in grado di “ragionare” sui dati generati dagli oggetti, valorizzan-
doli con appropriate soluzioni di modellazione in un’architettura in grado di ospitare le
esigenze dell’Internet-of-Things.
La prospettiva in cui si muove la tecnologia presentata in questa sede puo` essere collocata
nell’intersezione tra le visioni Things-oriented e Internet-oriented.
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Figura 3.2: Paradigma dell’Internet-of-Things
Gli oggetti coivolti all’interno di questa complessa architettura sono sensori, attuatori e
qualsiasi altro dispositivo in grado di catturare informazioni, che rappresentano poten-
zialmente degli strumenti di monitoraggio fondamentale.
Essi sono adatti sia ad installazioni fisse che mobili, costruendo una rete di raccolta
informativa che rappresenta il dato grezzo alla base del sistema informativo di un’orga-
nizzazione. A titolo esemplificativo si pensi all’implementazione nei seguenti ambiti:
• sistemi di conteggio persone realizzati per essere installati su ingressi di veicoli
quali treni, metro, autobus oppure su varchi di centri commerciali, cinema, ecc.
• sistemi di monitoraggio ambientale che consentono di raccogliere e analizzare i pa-
rametri di qualita` dell’aria, l’intensita` dei campi elettromagnetici o l’inquinamento
acustico.
• sistemi di lettura targhe, al fine di rilevare e identificare le targhe di veicoli in
avvicinamento, come richiesto in molte istallazioni di security & surveillance.
Qualsiasi oggetto in grado di generare un flusso di dati puo` potenzialmente diventare
una risorsa monitorata via web: per creare l’Internet-of-Things e` percio` necessario ge-
stire l’interfaccia tra mondo reale e mondo digitale, tra i dispositivi e il cloud.
Si parla quindi di dispositivi cloud-ready che combinano due fattori chiave:
la loro diffusione nel mondo reale (all’interno di edifici e macchinari, a bordo di vei-
coli, indossati dalle persone o disseminati nell’ambiente) e la capacita` di connettersi e
trasmettere dati nel cloud.
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3.2 Apache Cassandra database
Cassandra e` una soluzione NoSQL che inizialmente fu sviluppata da Facebook per po-
tenziare la ricerca all’interno del sistema di posta elettronica. Nel luglio del 2008 sono
stati resi disponibili i sorgenti su Google Code e dal marzo 2009 e` entrata a far parte
del progetto Incubator di Apache Software Foundation, data in cui l’intero progetto ha
iniziato a essere distribuito sotto la Apache License 2.
Cassandra e` utilizzata nella gestione di alcune delle piattaforme piu` popolari del web,
tra cui Facebook, Twitter, Cisco, Rackspace, Digg, Cloudkick, Reddit ed altri.
3.2.1 Caratteristiche
Il database Cassandra e` definito in [3] come citato di seguito:
“Apache Cassandra is an open source, distributed, decentralized, elastically scalable,
highly available, fault-tolerant, tuneably consistent, column-oriented database [...]”
Si tratta di un database che presenta le seguenti caratteristiche:
1. Distributed - Cassandra e` distribuito: gran parte del suo design e codice di base
sono costruiti specificamente non solo perche` funzioni su piu` macchine diverse,
ma anche per ottimizzare le prestazioni su un singolo cluster che attraversa data
center geograficamente distribuiti.
2. Decentralized - Cassandra e` decentralizzato, nel senso che ogni nodo e` identico;
nessun nodo esegue alcuna operazione organizzativa distinta rispetto a qualsiasi
altro nodo.
3. Elastic scalability - La scalabilita` si riferisce alla capacita` di un sistema di servire
un numero crescente di richieste con poca perdita di prestazioni.
Elastic scalability riguarda una proprieta` speciale dell’horizontal scaling1. In Cas-
sandra un cluster puo` scalare verso l’alto o verso il basso. Nel primo caso il cluster
sara` in grado di accettare nuovi nodi che conterranno una copia di alcuni o tutti i
dati e iniziera` a servire le nuove richieste degli utenti, senza particolari interruzioni
o riconfigurazioni dell’intero cluster. Scalare verso il basso, naturalmente, signi-
fica rimuovere una parte della capacita` di elaborazione dal cluster. In entrambi
i casi non e` necessario riavviare il processo, modificare le query ne´ riequilibrare
manualmente i dati stessi.
1L’horizontal scaling consente di aggiungere piu` macchine che contengono tutti o parte dei dati in
modo che nessuna macchina deve sopportare da sola l’intero onere di servire richieste; cio` comporta la
presenza di un meccanismo interno nelle macchine per mantenere i propri dati in sincronia con gli altri
nodi del cluster. Per completezza, si ricorda che il vertical scaling consiste semplicemente nell’aumento
della capacita` di hardware e memoria della macchina.
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4. High Availability and Fault Tolerance - Cassandra ha un livello di disponibilita`
elevato in base alla sua capacita` di soddisfare le richieste. E` possibile sostituire i
nodi falliti nel cluster senza tempi di inattivita`, ed e` possibile replicare i dati su
piu` data center per migliorare le prestazioni locali e prevenire i tempi morti.
5. Tuneable Consistency - La proprieta` di coerenza garantisce che una lettura restitui-
sca sempre l’ultimo valore scritto. In Cassandra si parla di Tuneable Consistency
in quanto e` possibile stabilire facilmente il livello di coerenza di cui si ha biso-
gno, in equilibrio con il livello di disponibilita`. Questo viene fatto impostando il
replication factor che consente di decidere quanto si vuole pagare in termini di
prestazioni per ottenere una maggiore coerenza, scegliendo il numero di nodi del
cluster su cui si desidera propagare gli aggiornamenti.
Ad integrazione di questa breve analisi da un punto di vista architetturale e` utile collo-
care Cassandra all’interno di un quadro piu` ampio di confronto con database relazionali
e non, rispetto alle caratteristiche appena elencate [4]. Definiamo
Consistency : la coerenza e` la capacita` di tutti i client del database di leggere lo stesso
valore per la stessa query, anche in caso di aggiornamenti simultanei.
Availability : la disponibilita` e` la capacita` di tutti i client del database di leggere e
scrivere dati sempre.
Partition Tolerance: la tolleranza e` la capacita` del database, che puo` essere suddivi-
so in piu` macchine, di continuare a funzionare anche a fronte di interruzioni di
segmentazione di rete.
Figura 3.3: CAP Theorem
A partire da tali definizione si delinea l’idea centrale del CAP Theorem (schematizzato
in Figura 3.3) ideato nel 2000 da Eric Brewner, il quale afferma che in un dato siste-
ma e` possibile soddisfare solo due dei tre bisogni elencati: essi sono CA (Consistency
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- Availability), AP (Availability - Partition Tolerance) e CP (Consistency - Partition
Tolerance) [3].
La Figura 3.4 e` inspirata ad una slide relativa ad una presentazione2 tenuta da Dwight
Merriman, CEO e fondatore di MongoDB, al MySQL User Group di New York in
relazione alle tecnologie NoSQL.
Figura 3.4: Classificazione database nello spettro del CAP Theorem
Ben noto e` che i database relazionali sono sulla linea tra la coerenza e la disponibilita`,
il che significa che possono essere danneggiati in caso di guasto della rete.
I graphic database, ispirati alla progettazione di Google Bigtable (ad esempio MongoDB)
sono meno focalizzati su disponibilita`, ma pensati per garantire coerenza e tolleranza.
Infine, i database derivanti dalla progettazione di Amazon Dynamo sono piu` orientati
alla disponibilita` e alla tolleranza, e Cassandra e` compresa proprio in questo gruppo.
Inoltre il database Cassandra e` dotato di supporto per l’implementazione di Hadoop
MapReduce, un modello di programmazione per elaborazione dati su larga scala.
Hadoop e` un insieme di progetti open source che trattano grandi quantita` di dati in modo
distribuito, per creare uno standard su un framework comune. Data la sua crescente
popolarita`, sono diversi le aziende che offrono supporto, servizi e formazione basati sul
software Apache Hadoop, come la nota compagnia americana Cloudera Inc.
3.2.2 Data model
Il data model di Cassandra e` costituito da un insieme di hash e array che assumono un
ruolo distinto a seconda della loro posizione.
2Il talk e` raggiugibile online a questo indirizzo http://bit.ly/7r6kRg
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Il costrutto piu` semplice e` la column, una tupla (name, value, timestamp) (quest’ul-
timo fornito dal client che tiene traccia dell’ultimo aggiornamento), di cui e` mostrato











Ad eccezione del timestamp, che e` per necessita` un campo intero, i valori delle chia-
vi name e value sono considerati da Cassandra come array di byte e quindi possono
contenere praticamente qualsiasi cosa. Entrambe le chiavi di riga e nomi delle colonne
possono essere stringhe, come i nomi delle colonne relazionali, ma possono anche essere
valori long, UUID, o qualsiasi tipo di matrice di byte.
Gruppi di column possono essere raggruppati all’interno di supercolumn, che sono so-
stanzialmente column il cui campo value contiene un array di column e non presentano
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Cercando un termine di paragone rispetto ai database relazionali possiamo affermare che
la supercolumn rappresenta, come la column, una singola cella di un record: la differenza
e` che in questo caso essa contiene a sua volta un valore composto, come se il contenuto
fosse stato serializzato.
Column e supercolumn vengono raccolte in strutture chiamate rispettivamente column-
family e supercolumnfamily che possono essere pensate come le tabelle dei database
relazionali.
Una columnfamily e` contraddistinta da un nome che la identifica e da un array di coppie
chiave valore; ogni elemento di questo array e` chiamato row ed e` assolutamente affine













La chiave di una row funge da identificatore mentre il valore e` a sua volta un array
di tutti gli attributi del record in questione. Tali attributi saranno soltanto column o
soltanto supercolumn, nel caso in cui si stia definendo rispettivamente una columnfamily
o una supercolumnfamily.
Si osserva non esiste nessuno schema predefinito per le singole row, ne´ in senso assoluto
ne´ tra le row di una stessa family: ad esempio la row con chiave milan ha degli attributi
solo in parte congruenti con quelli di pisa.
L’ultimo gradino in questa gerarchia di strutture dati e` occupato dal keyspace, che ricopre
lo stesso ruolo assegnato al database in ambito relazionale; comunemente ogni keyspace
contiene il set di columnfamily di un’applicazione.
Cassandra, e in generale l’intera famiglia dei database NoSQL di cui questo prodot-
to fa parte, non integrano il concetto classico di query: nello specifico utilizza il CQL
(Cassandra Query Language), un linguaggio SQL (Structured Query Language)-like [11].
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Figura 3.5: Cassandra Data Model
E` fondamentale sottolineare che la maggior parte del lavoro di strutturazione, compreso
l’ordinamento, viene effettuato in fase di scrittura, sia esso inserimento o modifica: si
tratta di una decisione di progettazione. La definizione di una columnfamily include
l’informazione su come le righe saranno ordinate in lettura, e questo non e` configurabile
per query.
3.3 Business Intelligence integration: Pentaho
Pentaho e` una piattaforma open source di applicazioni di Business Intelligence, fondata
nel 2004 da un team di professionisti provenienti da aziende di successo come Business
Objects, Cognos, Hyperion, IBM, Oracle Corporation, e SAS Institute.
A seguire viene fatta una panoramica del framework BI di Pentaho, focalizzando l’at-
tenzione sugli aspetti che saranno piu` rilevanti per l’implementazione della soluzione
proposta. Le informazioni sono state tratte dai manuali sul sito ufficiale dell’azienda [9].
Business Analytics Platform (BA Platform) costituisce l’elemento centrale su cui
risiedono i contenuti creati nel server stesso tramite plug-in oppure i file pubblicati sul
server da applicazioni desktop. Esso e` accessibile da web e include funzioni per la gestio-
ne della sicurezza, l’esecuzione di report, la visualizzazione di dashboard, analisi OLAP
e procedure per scheduling. Alcuni progetti di plug-in open source consentono anche
di espandere le capacita` del server e integrarle nelle procedure di business esterne alla
piattaforma. Le attivita` eseguite nella Pentaho BA Platform sono definite a partire da
particolari documenti XML con estensione .xaction, chiamati Action Sequence, che han-
no una struttura estremamente flessibile. Sono strumenti molto potenti e utili, utilizzati
per implementare diverse forme di automazione della piattaforma.
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Ai fini della realizzazione del progetto, vengono rilevate due funzionalita` principali, in
funzione delle attivita` che hanno in oggetto:
• consentono di definire e organizzare le diverse Component che costituiscono un
dashboard, come illustrato a seguire nella sezione;
• permettono la gestione delle schedulazioni dei Job, attraverso lo Scheduler di
Pentaho, come verra` approfondito nel Capitolo 7.
Pentaho Data Integration (Kettle) consente l’mplementazione del processo ETL
(Extraction, Transformation and Loading) disponendo di potenti capacita` di estrazio-
ne, trasformazione e caricamento dati tra sistemi eterogenei. PDI utilizza un approccio
innovativo basato sulla definizione di metadati per la descrizione ed il salvataggio dei
processi di ETL, e` indipendente dalla piattaforma ed ha un’architettura basata su stan-
dard internazionali. Una procedura ETL e` quindi in essenza un file XML prodotto
dall’editor grafico.
Dalla versione 5.1 il modulo include Pentaho Big Data, uno strumento di integrazione
dei dati che permette l’esecuzione di flussi ETL su ambienti che gestiscono big da-
ta, come Apache Hadoop, Cassandra e MongoDB. La Figura 3.6 mostra la struttura
dell’interfaccia grafica descritta.
Figura 3.6: Interfaccia Pentaho Data Integration
Gli elementi costitutivi fondamentali di Kettle prendono il nome di Trasformation e
Job. Essi possono essere memorizzati in un database repository, che lo sviluppatore ha
la possibilita` di esplorare comodamente da un interfaccia grafica.
Capitolo 3. INTERNET-OF-THINGS E BUSINESS APPLICATION 20
Una procedura ETL puo` essere definita in maniera intuitiva e con semplici passaggi
trascinando i componenti sull’area del progetto (collegandoli in senso sequenziale di
esecuzione). Consente di testare l’applicativo realizzato, salvare il tutto e mandare in
esecuzione il progetto.
Una Trasformation gestisce la manipolazione dei dati nella accezione piu` ampia possibile:
si compone di uno o piu` step che svolgono il lavoro di base del processo ETL come
ad esempio la lettura dei dati da file, il filtro sulle righe, la pulizia dei dati o il loro
caricamento in un database.
Essi possono essere suddivisi in tre categorie principali:
• Input: sono componenti per definire i flussi di dati in entrata, come il risultato di
una query su un database relazionale o un file di testo;
• Transform: comprende gran parte delle funzionalita` di trasformazione di Kettle,
per la manipolazione del flusso di dati;
• Output: include gli step che rappresentano le procedure di loading del processo
ETL.
Gli step in una trasformazione sono collegati da hops che definiscono un canale unidire-
zionale che consente ai dati di fluire tra gli step, generando un record stream.
Un altro elemento nel design del PDI e` il Job, costituito da una o piu` voci di Job entries
che vengono eseguiti in un certo ordine: dal momento che le trasformazioni eseguono
tutte le fasi in parallelo, e` necessario un Job per gestirne le modalita` di esecuzione [2].
Pentaho Analysis Services (Mondrian) e` un server ROLAP open source, scritto
in Java. Esso sfrutta lo storage manager dell’RDBMS per la memorizzazione dei dati
e utilizza l’aggregator, ancora una volta dell’RDBMS, per leggere i dati aggregati nella
cache inviando interrogazioni di tipo group by. La cache contiene infatti aggregazioni
pre-calcolate in memoria in modo tale che le query successive possano accedere ai valori
delle celle senza andare su disco. Essa costituisce probabilmente la parte piu` importante
della strategia di aggregazione utilizzata da Mondrian perche´ e` adattiva.
In alcuni contesti puo` risultare difficile scegliere a priori un insieme di aggregazioni pre-
calcolate che accelerano il sistema, utilizzando quindi una grande quantita` di memoria
si disco, soprattutto in quei sistemi in cui i dati si modificano continuamente nel tempo.
In definitiva, l’idea generale alla base delle strategie di aggregazione di Mondrian e` di
delegare al database tutto cio` che questo e` in grado di gestire.
L’applicazione Pentaho Schema Workbench fornisce un’interfaccia grafica semplice ed
intuitiva per la progettazione di cubi OLAP che vengono memorizzati come file XML.
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Questi possono essere considerati come modelli di metadati, strutture di cubi, che uti-
lizzano tabelle dei fatti e dimensionali esistenti sull’RDBMS. Sara` il motore Mondrian
a processare le specifiche richieste MDX sulla base dello schema ROLAP.
Tra i front-end piu` utilizzati di Mondrian figura JPivot, che rappresenta una tabella
pivot e implementa le funzionalita` indispensabili all’analisi dati (drill-down, roll-up, sli-
cing, dicing, pivoting) presentando i risultati in forma multidimensionale.
Un altro strumento di visualizzazione e` Saiku, una semplice interfaccia grafica per la
costruzione di report mediante operazioni di tipo drag&drop, sia in modalita` tabellare
che grafica, con la possibilita` di esportazione dei documenti nei formati piu` diffusi [10].
Pentaho Report Designer consente la realizzazione della reportistica in senso stretto.
Le funzionalita` includono subreports, prompt di selezione e filtro, e una vasta scelta di
grafici: lo strumento consente di interrogare e utilizzare i dati provenienti da diverse
fonti, tra cui SQL, MDX, Community Data Access, scripting e altro ancora.
Design Studio e` una versione modificata di Eclipse Development Environment con un
plug-in progettato per interpretare i componenti supportati da script Action Sequence.
Tipiche operazioni sono l’esecuzione di query, report, processi ETL, analisi OLAP, gra-
fici, ecc. Sono disponibili inoltre un ampio set di funzionalita` accessorie come stampa di
messaggi di debugging, esecuzione di codice Javascript ed altro.
Possono essere aggiunti parametri che provengono da diverse fonti, ad esempio passati
per URL, inglobati nella sessione corrente o salvati nell’ambiente di esecuzione.
In questo contesto una Action Sequence definisce i parametri in ingresso e le azioni da
compiere, il tutto in una logica procedurale. Per esempio, nella progettazione di un da-
shboard possono in tal modo venire eseguite azioni in sequenza come la visualizzazione
di una form per la richiesta di dati in ingresso e la seguente stampa di un report.
Figura 3.7: Interfaccia Pentaho Design Studio
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Come mostra la Figura 3.7 la logica funzionale e` definita all’interno dell’area Define
Process elencando le operazioni che si vogliono eseguire.
I dashboard sono delle pagine HTML che integrano delle Component, cioe` delle strutture
che consentono di costruire un oggetto associato ad un certo contenuto, che e` rappresen-
tato dal file .xaction. Tra queste figurano ad esempio heat grids, scatter e bubble charts,
e una serie di componenti che permettono la rappresentazione di mappe geo-referenziate.
Alla base di tale varieta` di visualizzazioni, le Sequence definiscono le modalita` di estra-
zione dei contenuti.
Interessante e` la possibilita` di combinarle in modo sequenziale, in modo che l’output di
una diventi l’input di un’altra, producendo applicazioni di notevole flessibilita`.
Questi elementi rappresentano quindi i pilastri che definiscono l’anatomia dei dashboard,
i quali poggiano sulle librerie grafiche CDF (Community Dashboard Framework) che
forniscono agli utenti un elevato livello di personalizzazione. Grazie ad un set di tecno-
logie open source, queste offrono un’interfaccia navigabile e interattiva in relazione alle
aree d’interesse ed agli indicatori chiave di performance nell’ambito di ciascun dominio
applicativo.
Infine, Pentaho Data Mining usa Weka per operazioni di data mining. Esso contiene





Nel presente capitolo verranno proposti dei modelli concettuali di data mart e data
warehouse per le due piattaforme utilizzando il formalismo del Dimensional Fact Model.
L’approccio finalizzato alla definizione delle specifiche e` stato determinato dalla risul-
tante tra la metodologia di tipo analysis-driven e data-driven, quest’ultima fortemente
determinante in alcune delle scelte progettuali.
Per comprendere quindi a pieno tale procedura di tipo bottom-up, la prima sezione
illustra le possibili configurazioni dei domini d’interesse (i c.d. topic semantici) rappre-
sentati nel messaggi prelevati da Cassandra.
Nella seconda sezione verra` presentato il modello concettuale per la realizzazione del
data mart Multi-Topic, delineato a partire da una serie di interazioni con i tecnici di
Eurotech, che hanno consentito l’emersione dei principali requisiti di analisi. A seguire
viene quindi illustrato il modello concettuale relativo alla progettazione Across-Topic.
4.1 Struttura del topic semantico
Prima di proseguire con la trattazione e` fondamentale effettuare una panoramica sulle
varie tipologie di messaggi pubblicati su Cassandra nel momento in cui viene effettuata
la rilevazione, per comprendere a pieno le logiche di design e quella che sara` la successiva
progettazione del flusso ETL rispetto alle casistiche che e` in grado di elaborare.
Verranno quindi illustrati gli aspetti sintattici e semantici sostanziali che delineano la
struttura dei messaggi, e stabilita una naming convention per rendere piu` comprensibile
e scorrevole la lettura e fornire una chiave interpretativa ai vari aspetti critici affrontati.
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Definiamo topic semantico il dominio d’interesse su cui vengono effettuate un numero
finito di misurazioni (per esempio la mobilita` degli autobus) e relativo ad un insieme di
topic specifici o semplicemente topic.
Definiamo topic specifico una stringa che descrive il dettaglio di un certo dominio su cui
viene effettuata la rilevazione, del tipo busmobility/tipo021/linea007/bus001/porta002.
Ogni topic semantico rappresenta quindi la radice a cui sono associati una serie di topic
specifici che nel complesso rappresentano una struttura gerarchica; esso avra` inoltre una
serie di device associati (asset) e l’informazione legata al momento in cui e` avvenuta la
rilevazione (timestamp). A completare la composizione di un messaggio sono presenti
una serie di misure, espresse nella forma metric:type :name . I tipi (type) fondamentali
consentiti possono essere identificati nel seguente insieme:
Double Double precision (64-bit) IEEE 754
Float Floating point (32-bit) IEEE 754
Integer 32-bit integer value
Long 64-bit integer value
Boolean “true” o “false”
Il name dipende dal dominio semantico in esame. Esse possono essere organizzate in
misure base, nella forma metric:* :* 1, e misure di localizzazione, rappresentate dai
campi metric:Double:position latitude e metric:Double:position longitude.
Un insieme di messaggi all’interno di un certo topic semantico e` sempre ordinato sul












1Con * si intende rispettivamemente qualsiasi tipo, tra quelli elencati, e qualsiasi nome della misura.

















































Topic semantici di questo tipo possono definirsi omogenei in quanto ogni messaggio al
suo interno resta invariato nella struttura.
All’interno di questa configurazione il topic specifico puo` essere di tipo standard, quando
rappresenta una gerarchia tematica per livelli (come nel primo caso rappresentato) op-
pure geografico quando contiene nella gerarchia stessa un’informazione geografica come
mostrato nel secondo caso di esempio.
Come si evince dalle configurazioni esposte puo` accadere che le misure di localizzazio-
ne, metric:Double:position latitude e metric:Double:position longitude, non
siano presenti all’interno dei messaggi.
Questa situazione puo` verificarsi nel caso omogeneo sia che il topic sia standard che
geografico, generando un serie di casistiche classificabili come mostrato nella griglia.











Potrebbe accadere inoltre che il topic semantico risulti disomogeneo, quando i messaggi
contengono sempre l’informazione sul gps ma in fase di pubblicazione sono formalmente
mostrati due messaggi diversi contenenti alternativamente informazioni sulle misure base
delle rilevazioni e separatamente il dettaglio sulla posizione.

































Un topic semantico disomogeneo conterra` necessariamente un topic specifico “degenere”
che rileva la posizione in maniera non integrata rispetto alla pubblicazione del messaggio
contenente le misure. Formalmente si tratta di due messaggi diversi pubblicati dallo
stesso device in un delta temporale dell’ordine dei millisecondi.
In questo caso si parla di topic standard o topic geografico atipico, quando un ramo
della gerarchia contiene un livello speciale di tipo /gps.
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Per completezza si rileva quindi che un topic semantico disomogeneo sara` tale se e solo
se e` prevista la rilevazione di coordinate gps e queste non sono integrate alle misure di
base. Se la localizzazione gps non e` presente affatto (o e` sempre presente) all’interno di
un certo dominio d’interesse, allora il caso e` riconducibile ad una configurazione di topic
semantico omogeneo, sia esso standard o geografico.
MISURE DI LOCALIZZAZIONE
E’ utile aprire una parentesi riguardo al comportamento delle misure di localizzazione,
se presenti all’interno di un topic semantico, rispetto ad un’altra proprieta` che dipende
dalla tipologia della rilevazione effettuata. La natura dei dati impone infatti un aspetto
ulteriore da considerare, poiche` i dispositivi che effettuano le rilevazioni possono essere
1. mobili, presentando un valore associato alle misure di localizzazione variabile nel
tempo, oppure
2. fissi, avendo una posizione gps associata costante, coincidente con l’ubicazione del
device.
Si possono introdurre quindi due ulteriori concetti propri delle misure di localizzazione,
che valgono sia in un contesto di topic semantico omogeneo che disomogeneo.
Si parla di misure di localizzazione statiche quando il valore della coppia
(metric:Double:position latitude, metric:Double:position longitude) sara` co-
stante nel tempo e variera` solamente in funzione del dispositivo che effettua la rilevazio-




























































Si parla invece di misure di localizzazione dinamiche quando la posizione gps varia nel
tempo, indipendentemente dal device che effettua la rilevazione. L’esempio proposto bu-
smobility rappresenta un caso di topic semantico omogeneo con misure di localizzazione
dinamiche.
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integrate






Geografico Misure di base e
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integrate
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SINTASSI COMPLETA DEL TOPIC SEMANTICO
Il topic semantico rappresenta il dominio d’interesse a cui vengono associate le rilevazioni.
Finora esso e` stato identificato da una semplice stringa che in qualche modo fornisse
l’informazione sul dominio associato ad un certo insieme di messaggi, come negli esempi
relativi a busmobility, airquality o multiplex.
In realta` il topic semantico presenta una struttura sintattica composta, che puo` essere
letta come una sorta di estensione della struttura del topic specifico. Essa e` costituita
da un insieme di stringhe ciascuna delle quali conserva la seguente forma:
accountName/assetName/topic dove
accountName e` l’identificativo univoco che rappresenta un certo cliente, che puo` essere
singolo oppure un gruppo se i clienti hanno interesse ad effettuare rilevazioni sullo
stesso dominio; si assume essere unico per ogni topic semantico.
assetName rappresenta il nome del device che effettua la rilevazione. Ogni accountName
puo` contenere diversi dispositivi che concorrono ad effettuare le rilevazioni.
topic e` il topic specifico.
Consideriamo il caso dell’ultimo esempio trattato.





In merito alle modalita` in cui i messaggi vengono pubblicati sul database, si rile-
va che questi vengono associati ciascuno ad un UUID, un identificativo standard che
nella sua forma canonica e` rappresentato da 32 caratteri esadecimali, per esempio
550e8400-e29b-41d4-a716-446655440000.
Un altro aspetto interessante da considerare nell’ambito della sintassi dei messaggi e` che
tutti i campi valore sono rappresentati in notazione esadecimale. In definitiva quindi












4.2 Design data mart Multi-Topic
Nella sezione seguente verra` presentato il lavoro di raccolta e definizione delle informa-
zioni, che hanno permesso di definire le specifiche che il modello per analisi multi topic
e` tenuto a soddisfare. Sara` quindi illustrata la struttura concettuale che rappresenta il
modello di data mart piu` completo.
4.2.1 Requisiti di analisi
Nel corso delle riunioni preliminari con i referenti di Eurotech sono stati individuati i
requisiti richiesti in merito al funzionamento del sistema. Questo deve essere in grado
di generare diversi modelli di data mart, ognuno focalizzato sul proprio singolo processo
misurabile da analizzare.
Il processo di raccolta e specifica dei requisiti e` integrato all’analisi delle informazioni
presenti nel database Cassandra, dal quale saranno estratti i dati per alimentare ciascuna
struttura.
L’acquisizione delle informazioni necessarie a delineare i dettagli dei requisiti nasce da
una serie di step iniziali articolati in un processo costante di interazione con un gruppo
di dipendenti di Eurotech Spa composto principalmente da software e system engineers.
La possibilita` di confronto con figure professionali che rivestono anche ruoli tecnici ha
permesso di delineare un quadro completo degli obiettivi richiesti a livello di business,
gestendo un processo di raccolta di informazioni che rappresenta la risultante tra un
approccio di tipo analysis-driven e di tipo data-driven.
L’analisi ha interessato due prospettive finalizzate alla generazione di meta-modelli
multidimensionali:
1. comprendere gli aspetti analitici d’interesse comuni (approccio di tipo analysis-
driven);
2. individuare i pattern e gli elementi condivisi per ogni contesto di analisi in funzione
dei dati disponibili (approccio di tipo data-driven).
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Come mostrato nella sezione precedente, le rilevazioni possono essere organizzate in
domini di analisi ciascuno dei quali prende il nome di topic semantico.
Si e` rilevato, per ogni topic semantico, particolare interesse per:
• la visualizzazione dei dati con granularita` maggiore rispetto alla frequenza di
campionamento;
• la possibilita` di effettuare analisi temporali su fasce orarie;
• la visualizzazione dei dati con granularita` spaziale variabile in funzione del dominio
specifico di studio (sul livello di indirizzo oppure di citta`);
• la visualizzazione aggregata delle informazioni rispetto alla gerarchia topic;
• l’analisi delle misure in funzione dei dispositivi che hanno effettuato le rilevazioni;
• l’insieme delle possibili funzioni di aggregazione sulle misure costituito da media
aritmetica, somma, valore massimo e valore minimo.
In un’ottica di tipo bottom-up si e` cercato di individuare gli elementi rilevanti che
emergono dalla struttura dei dati.
Tipicamente una rilevazione, archiviata in Cassandra, ha una struttura2 di questo tipo:
Figura 4.1: Esempio di messaggio in Cassandra
Ogni rilevazione, che ha una codice identificativo univoco (key), e` associata ad una
serie di informazioni descrittive (column1) a cui corrisponde un certo valore esadecimale
(value).
Per cogliere in maniera piu` concreta il senso di questa informazione assumiamo di essere
nel caso di rilevazioni relative a contapersone in una catena di cinema multiplex, che
costituisce il topic semantico.
2Per il dettaglio sul data model di Cassandra si fa riferimento al Capitolo 3.
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Ciascuna rilevazione e` descritta da quattro informazioni fondamentali, che ne delineano
lo scheletro:
what? Il topic, organizzato come una struttura gerarchica a livelli che descrive il det-
taglio del topic semantico. Nel caso di esempio citato, i livelli di interesse saranno
organizzati in una forma del tipo
topic sematico/nomeCinema/numeroEdificio/numeroPiano/zona.
who? L’asset, cioe` il sensore che effettua la rilevazione.
when? Il timestamp, l’istante in cui e` avvenuta la rilevazione, che conserva il dettaglio
fino al millisecondo.
where? Il riferimento al luogo dove e` avvenuta la rilevazione. Esso:
• puo` essere prelevato da una coordinata gps (nei campi position latitude e
position longitude).
• puo` essere ricavato dallo stesso campo topic nel caso in cui questo presenti
una struttura gerarchica che contiene l’informazione geografica; facendo rife-
rimento al caso esemplificativo, l’informazione potrebbe essere strutturata in
questo modo:
topic sematico/stato/citta`/numeroEdificio/numeroPiano/zona.
• puo` non essere presente, e in quel caso si assume che si tratta di un’informazio-
ne superflua o ridondante poiche` deducibile direttamente dal topic semantico
in esame.
Sulla base delle informazioni relative alle esigenze di analisi e imprescindibilmente con-
nesse alla struttura dei dati in ingresso, e` stata definita la struttura di quello che
rappresenta il modello di data mart che include le varie casistiche esaminate.
4.2.2 Modellazione concettuale data mart
Il fattore critico in questa fase consiste nella gestione dell’astrazione dei dati in relazione
ai vari topic semantici, dal momento che ciascuno ha delle misure proprie e diversi livelli
gerarchici.
La tabella a seguire sintetizza le specifiche dei requisiti, illustrando in maniera parame-
trica quegli aspetti che potranno variare in maniera sostanziale da un topic semantico
all’altro.
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In particolare:
1. gli elementi della gerarchia topic sono espressi con livellot, dove t = 1, . . . , 7. I
vari oggetti sono organizzati in una logica ad albero che avra` al piu` 7 livelli.
2. le misure potranno essere di tipo additivo o semi-additivo, fino ad un massimo di
50 per ogni topic semantico e sono espresse da misurak, dove k = 1, . . . , 50.
3. le funzioni di aggregazione sono espresse con AGG e includono SUM, AVG, MAX,
MIN. La scelta dipende dalle esigenze di analisi configurate e sono subordinate al
vincolo imposto dalla natura stessa delle misure.
Processo di rilevazione su un topic semantico
Requisiti di analisi Dimensioni Misure Metriche
Aggregazione della misurak
per fascia oraria (ora, mi-
nuto), per indirizzo (citta`,
regione, stato).
Time (Fascia Oraria H8,





per livellot, per indirizzo
(citta`, regione, stato) in un









per dispositivo che ha effet-
tuato la rilevazione, per citta`
(stato) in una certo giorno
in riferimento a una data
settimana dell’anno.
Device (Nome Dispositi-
vo), Topic (Livellot), Da-
te (Giorno, Mese, Trime-
stre, Semestre, Anno), Geo
(Citta`, Stato)
misurak AGG(misurak)
Prendiamo in esame il caso piu` completo di modellazione del data mart, in cui sono
presenti tutti gli aspetti emersi dalla raccolta dei requisiti.
Come affermato in [1] la granularita` del singolo fatto determina i tipi di analisi che
possono essere effettuate sui dati; in generale e` preferibile scegliere una granularita` fine
in modo da rendere possibili eventuali esplorazioni dettagliate delle informazioni.
Nel nostro caso gli utenti sono interessati alle analisi sulle singole rilevazioni effettuate
dai dispositivi nell’ambito di un topic semantico.
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Di seguito si descrive il fatto.
Fatto: Rilevazione su un topic semantico
Descrizione Dimensioni Misure
Il fatto e` rappresentato
dalla singola rilevazione di
un evento su un partico-
lare topic semantico (per
esempio meteorologia, mo-
bilita`, ecc.) effettuata
da uno certo device in




Misura1,. . . ,
Misuran
Di seguito si descrivono le dimensioni specificando per ognuna di esse il nome, una
descrizione e la granularita`.
Dimensioni
Nome Descrizione Granularita`
Topic Lo scenario in cui si sviluppa il fatto Un Livellon
Device Il dispositivo che ha effettuato la rilevazione Un dispositivo
Date La data in cui e` stato effettuato il
campionamento
Un giorno
Time Il momento in cui e` stato effettuato il
campionamento
Un minuto
Geo La localizzazione del dispositivo da cui e` stato
prelevato il dato
Un indirizzo
Per ogni dimensione si elencano gli attributi e una breve descrizione.
Topic
Attributo Descrizione
Livello1 Il primo livello della gerarchia Topic
. . . . . .
Livellon L’ultimo livello della gerarchia Topic
Device
Attributo Descrizione
Nome Dispositivo Il codice associato al dispositivo
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Date
Attributo Descrizione
Giorno Il giorno in cui e` stata effettuata la rilevazione,
nella forma YYYY-mm-DD
Mese Il mese in cui e` stata prelevato il campione
Trimestre Il trimestre in cui si colloca la rilevazione
Semestre Il semestre relativo alla rilevazione
Anno L’anno in cui e` stata effettuata la rilevazione




Minuto Il minuto in cui e` stata effettuata la rilevazione
Ora L’ora in cui e` stata effettuata la rilevazione




Indirizzo L’indirizzo del luogo di rilevazione
Citta` La citta` in cui e` stato prelevato il campione
Regione La regione in cui e` stato prelevato il campione
Stato Lo stato del luogo della rilevazione
Latitudine La latitudine del punto di rilevazione
Longitudine La longitudine del punto di rilevazione
Si osserva che gli attributi sulla dimensione Date possono essere ricondotti ad un insieme
definibile come calendar date attributes, mentre quelli relativi alle dimensione Time sono
etichettabili come time date attributes in senso stretto.
Di seguito vengono descritte le gerarchie dimensionali, specificando per ogni dimensione
le possibili gerarchie fra gli attributi e il loro tipo. La dimensione viene omessa se non
presenta alcuna gerarchia.
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Gerarchie Dimensionali
Dimensione Descrizione Tipo gerarchia
Topic Livello1 → . . .→ Livellon Bilanciata
Date Anno → Semestre → Trimestre → Mese →
Giorno
Bilanciata
Time Fascia Oraria H8 → Ora → Minuto Incompleta
Geo Stato → Regione → Citta` → Indirizzo Incompleta
Come anticipato in precedenza, cio` che e` stato appena illustrato costituisce il caso di
data mart che include la configurazione piu` completa dei dati da analizzare ed e` stato
rappresentato in Figura 4.2 utilizzando il Modello Dimensionale dei Fatti (Dimensional
Fact Model).
Figura 4.2: Dimensional Fact Model data mart completo
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Si aggiunge anche un DFM relativo al caso di una configurazione minimale (Figura 4.3).
Figura 4.3: Dimensional Fact Model data mart minimale
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4.3 Design data warehouse Across-Topic
La sezione include la descrizione del modello concettuale di un data warehouse (generato
dalla fusione di due o piu` data mart) che consentira` un’analisi trasversale in una logica
di tipo across topic.
4.3.1 Requisiti di analisi
Dalle interazioni con il cliente sono emerse delle esigenze legate alla possibilita` di effet-
tuare confronti spazio-temporali su domini che condividono tali dimensioni d’interesse.
A partire da due data mart che descrivono informazioni su topic semantici diversi si
desidera analizzare le informazioni congiunte sulle dimensioni geografica e temporale.
La raccolta dei requisiti si pone in questo senso in un’ottica propriamente di tipo analysis-
driven poiche` i dati su cui poggia la progettazione della seguente struttura sono estratti
dai modelli realizzati a partire dalla piattaforma Multi-Topic.
4.3.2 Modellazione concettuale data warehouse
Di seguito si descrive il fatto.
Fatto: Rilevazione
Descrizione Dimensioni Misure
Il fatto e` rappresenta-
to dalla rilevazione di un
evento relativo a due to-
pic semantici (per esempio
meteorologia e mobilita`) in
un determinato luogo e
momento.
Date, Time, Geo (Misura1, . . . ,
Misuran) U
(Misura1, . . . ,
Misuram)
Di seguito si descrivono le dimensioni specificando per ognuna di esse il nome, una
descrizione e la granularita`.
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Dimensioni
Nome Descrizione Granularita`
Date La data in cui e` stato effettuato il
campionamento
Un giorno
Time Il momento in cui e` stato effettuato il
campionamento
Un minuto
Geo La localizzazione del dispositivo da cui e` stato
prelevato il dato
Un indirizzo
Per ogni dimensione si elencano gli attributi e una breve descrizione.
Date
Attributo Descrizione
Giorno Il giorno in cui e` stata effettuata la rilevazione,
nella forma YYYY-mm-DD
Mese Il mese in cui e` stata prelevato il campione
Trimestre Il trimestre in cui si colloca la rilevazione
Semestre Il semestre relativo alla rilevazione
Anno L’anno in cui e` stata effettuata la rilevazione




Minuto Il minuto in cui e` stata effettuata la rilevazione
Ora L’ora in cui e` stata effettuata la rilevazione




Indirizzo L’indirizzo del luogo di rilevazione
Citta` La citta` in cui e` stato prelevato il campione
Regione La regione in cui e` stato prelevato il campione
Stato Lo stato del luogo della rilevazione
Latitudine La latitudine del punto di rilevazione
Longitudine La longitudine del punto di rilevazione
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Di seguito vengono descritte le gerarchie dimensionali, specificando per ogni dimensione
le possibili gerarchie fra gli attributi e il loro tipo.
Gerarchie Dimensionali
Dimensione Descrizione Tipo gerarchia
Date Anno → Semestre → Trimestre → Mese →
Giorno
Bilanciata
Time Fascia Oraria H8 → Ora → Minuto Incompleta
Geo Stato → Regione → Citta` → Indirizzo Incompleta
Anche in questo caso, il data warehouse descritto include la configurazione piu` completa
dei dati da analizzare ed e` stato rappresentato in Figura 4.4 utilizzando il Modello
Dimensionale dei Fatti (Dimensional Fact Model).




In questo capitolo si illustra la preparazione dell’ambiente nella soluzione proposta per
la realizzazione dei sistema Multi-Topic Decision Support System.
Sono quindi descritti gli strumenti e le logiche connesse alla creazione dell’area di staging
e target: a partire da una griglia di parametri di configurazione il flusso ETL gestira` la
costruzione delle DDL (Data Definition Language) in maniera dinamica per le tabelle
di supporto e per l’istanza dello star schema sul database PostgreSQL.
Infine, in merito all’inizializzazione dell’istanza, nell’ultima sezione viene effettuata una
panoramica rispetto alle decisioni progettuali legate alle definizione fisica dello schema.
La Figura 5.1 illustra i passi in cui si articola questa fase:
Figura 5.1: Job Entries: Preparazione dell’ambiente
I flussi relativi alla preparazione dell’ambiente vengono lanciati manualmente una tan-
tum. Lo studio delle casistiche relative ai tipi di messaggi che possono costituire una
delle possibili configurazioni che il sistema deve essere in grado di gestire diventa una
passaggio sostanziale nella dinamica di preparazione dell’ambiente, in particolare rispet-
to a quelle che sono le decisioni di progettazione logica e di parametrizzazione.
Per comprendere le modalita` di definizione dei parametri iniziali e della struttura del flus-
so di inizializzazione, si rimanda al Capitolo 4 dove si illustrano le possibili configurazioni
dei vari topic semantici, quindi dei domini d’interesse.
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5.1 Definizione parametri di configurazione
I parametri di configurazione sono organizzati in un file .xls composto da diverse schede
in modo da poter risultare facilmente fruibile dagli utenti preposti alla loro compilazione.
Questi sono identificati dai tecnici di Eurotech Spa che, qualora venga richiesto da un
loro cliente, si occuperanno di definire i parametri di configurazione per il topic semantico
su cui si ha l’interesse ad attivare tale servizio aggiuntivo.
La struttura generale del file e` articolata su coppie chiave/valore che definiscono le
componenti sostanziali legate alla creazione della piattaforma.
Nella fase di startup infatti e` previsto il lancio di uno script SQL che creera` ad hoc lo
star schema sulla base delle informazioni estratte dal file di configurazione. I parametri
sono stati definiti in modo da poter gestire le diverse tipologie di messaggi, illustrate
ampiamente nella capitolo precedente.
I gruppi principali di informazioni di configurazione possono essere catalogate in questo
modo:
PARAMETRI DI CONNESSIONE
I parametri di connessione sono relativi alle tre aree preposte alla gestione del processo:
• Source, contenente le variabili relative alla connessione su Cassandra -
VAR KEYSPACE SOURCE / VAR IP SOURCE / VAR PORTA SOURCE.
• Staging, contenente le variabili relative alla connessione sulla Staging Area in Post-
greSQL - VAR IP STG / VAR PORTA STG / VAR DB STG / VAR USR STG
/ VAR PSW STG.
• Target, contenente le variabili relative alla connessione sulla Target Area in Post-
greSQL - VAR IP DWH / VAR PORTA DWH / VAR DB DWH / VAR USR DWH
/ VAR PSW DWH.
PARAMETRI CHE DEFINISCONO IL DATAMART
Questa scheda consente di settare le specifiche inerenti la forma che assumera` il da-
ta mart, sia rispetto alla scelta delle misure corredate dell’informazione sulle relative
funzioni di aggregazione, sia in relazione alla opportuna configurazione delle tabelle
dimensionali.
1. Struttura generale
• VAR TIPO TIME puo` assumere valore 1 o 0 se nella gerarchia temporale e`
presente o meno la fascia oraria di 8h.
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• VAR TIPO GEO rappresenta il tipo di georeferenziazione. In particolare
potra` essere valorizzata a
0 se non presente,
1 se prevede una gerarchia topic geografica,
2 se prevede la presenza di misure di localizzazione fisse,
3 se prevede la presenza di misure di localizzazione mobili.
• VAR TIPO TOPIC fornisce informazioni sul modo in cui gestire il topic
semantico in esame; in particolare sara` uguale a
1 se vengono prelevati tutti i livelli della gerarchia topic: questa configura-
zione e` valida solo nei casi di topic semantico omogeneo che hanno la
posizione gps integrata o non presente (laddove VAR TIPO GEO = 0),
0 se vengono prelevati in parte i livelli della gerarchia topic: la configurazione
e` obbligatoria nel caso di un topic semantico disomogeneo che contiene la
posizione gps in un livello di gerarchia topic dedicata, mentre e` facoltativa
se il topic e` omogeneo e si desidera omettere alcuni livelli della gerarchia
se ritenuti non utili per le analisi.
• VAR LIVELLO rappresenta l’elenco dei nomi dei livelli che compongono la
gerarchia della dimensione topic; nel caso in cui VAR TIPO TOPIC = 0
alcuni figli vengono omessi se non significativi (per es. il livello /gps).
2. Caratteristiche misure
Sia n e` il numero delle misure, al piu` pari a 50, definito su un certo topic semantico.
• VAR INPUT MEASURE NUM e` esattamente n, il numero di misure per il
data mart,
• VAR MEASUREk rappresenta il nome della misura, per k = 1, . . . , n,
• VAR TYPE MEASUREk indica il tipo della misura, per k = 1, . . . , n,
• VAR AGG MEASUREk specifica la funzione di aggregazione definita sulla
misura per ottenere la granularita` corretta nella fase di trasformazione dei
dati, per k = 1, . . . , n.
PARAMETRI DI INIZIALIZZAZIONE
L’inizializzazione contiene l’informazione sul timestamp che rappresenta il tempo zero
da cui iniziare a prelevare i dati dal database.
• VAR TIMESTAMP START rappresenta il timestamp associato a Cassandra da
cui iniziare il prelevamento dei dati per la prima schedulazione: il campo contiene
l’informazione sulla data espressa in millisecondi, e rappresenta il momento da cui
si iniziano a prelevare i dati dalla source.
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PARAMETRI LEGATI ALLA LOGICA DI ESTRAZIONE DEI DATI
Le informazioni relative alla logica di estrazione dei dati sono contenute in VAR INPUT
TOPIC TEMP che formalmente e` costituita dall’insieme delle stringhe della forma
accountName/assetName/topic: queste rappresentano il dominio d’interesse su cui ef-
fettuare l’interrogazione in CQL. Il numero di righe prelevate dipende da VAR NTIME,
l’intervallo di tempo in cui vengono estratti i messaggi.
• VAR INPUT TOPIC TEMP rappresenta il topic semantico, come insieme di strin-
ghe del tipo accountName/assetName/topic.
• VAR NTIME rappresenta l’intervallo di tempo in millisecondi in cui prelevare i
messaggi per ogni schedulazione (il limite massimo sara` pari al delta di schedula-
zione).
PARAMETRI CHE CONCORRONO AL MONITORAGGIO A REGIME
L’ultima scheda contiene una serie di parametri personalizzabili in cui possono es-
sere inseriti i dati relativi agli indirizzi email, per ottimizzare il monitoraggio delle
schedulazioni.
Considerazioni sugli ultimi due gruppi di parametri di configurazione verranno effettuate
in maniera piu` estesa nei capitoli successivi.
Il file di configurazione compilato e` sottoposto ad una fase di preprocessing tramite
un Job ETL dedicato (il JOB SET VAR mostrato in Figura 5.1) che ha il compito di
popolare il kettle.properties, il file principale di proprieta` di Pentaho Data Integration
contenente le variabili globali nella forma chiave/valore. Grazie a questo processo tutti
i parametri vengono trasferiti nel file di proprieta` ed effettuate delle elaborazioni inter-
medie creando variabili aggiuntive che consentiranno di gestire in maniera piu` agevole
alcune delle procedure successive. Ad ogni modo, per semplicita` di esposizione, si parlera`
di file di configurazione o file di proprieta` per riferirsi ad una struttura di informazioni
analoga a quelle appena presentata.
5.2 Logica di creazione e inizializzazione
Nella preparazione dell’ambiente e` prevista l’effettiva creazione dell’area di staging e
dell’area target, che contiene le tabelle dimensionali e la tabella dei fatti. Le aree corri-
spondono a due istanze create su PostgreSQL, della forma <ACCOUNT NAME> STG
e <ACCOUNT NAME> DWH.
Inizialmente viene fatta una panoramica generale sulle strutture di supporto che com-
pongono la staging area, la quale rivestira` un ruolo fondamentale nella fase successiva
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di popolamento del data mart come trattato nel Capitolo 6, in cui ne verra` analizzato
l’aspetto propriamente funzionale.
A seguire si focalizzera` l’attenzione sulla struttura del sistema che genera dinamicamente
lo star schema in funzione del setting dei parametri definito in fase di configurazione.
Dal momento che la logica di creazione ed inizializzazione e` inscindilmente connessa alla
natura di quelli che saranno i dati in ingresso, verranno discusse alcune problematiche
affrontate a livello di progettazione logica.
5.2.1 Strutture di supporto
La staging area e` composta da una serie di tabelle di supporto al flusso che vengono
istanziate nella fase di preparazione dell’ambiente. Questa e` composta da:
• messagelist e messagesxtopic, rappresentano le tabelle coinvolte nella fase di
estrazione dei dati da Cassandra; esse costituiscono la staging area in senso stretto.
• citta omonime, opera in sostanza quando VAR TIPO GEO = 1, cioe` quando si e`
in presenza di un topic geografico da cui si vuole ricavare l’informazione puntuale
sulla posizione della citta`. La tabella tiene traccia di eventuali omonimie per le
coppie (city,country) derivanti dal processo di geocoding.
• checkAndGo rappresenta una struttura di supporto fondamentale nell’economia
generale del flusso: dalla fase di estrazione dei dati da Cassandra (come illustrato
nel Capitolo 6) alla gestione e monitoraggio del flusso a regime, aspetto che verra`
trattato nel Capitolo 7.
In questa sede si pone l’attenzione sulla struttura della tabella, che allo startup
viene inizializzata come descritto a seguire:
CREATE TABLE checkandgo
(
id bigserial NOT NULL,
job_start timestamp without time zone,






CONSTRAINT id_checkandgo PRIMARY KEY (id)
);
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I campi job start e job end tengono traccia del momento di inizio e fine di una
schedulazione del flusso ETL, nella forma YYYY-mm-DD HH:MM:ss.mmm.
Il job status fornisce l’informazione sullo stato corrente di una certa esecuzione
(Prima schedulazione, In Esecuzione, Terminato, Errore) di cui viene fornito un
dettaglio, se necessario, nel campo descrizione (Ok, Ritardo cumulato di x ore).
La colonna id time check ospita il timestamp che corrisponde al momento ini-
ziale nella finestra temporale in cui sono estratti i dati dalla source per una certa
schedulazione; al momento dell’inizializzazione il valore associato al campo sara`
pari a VAR TIMESTAMP START.
Infine id week e id year rappresentano rispettivamente la settimana dell’anno e
l’anno stesso associati all’id time check.
L’immagine succesiva (Figura 5.2) mostra un esempio di inizializzazione della
checkAndGo:
Figura 5.2: Inizializzazione checkAndGo
Le due tabelle di supporto appena descritte possono essere incluse in un sottoin-
sieme definito integration area.
• metatopic e` la tabella che ospita la configurazione finale dei dati a seguito del
processo di trasformazione nell’area di staging e che costituira` il punto di partenza
per il popolamento dello star schema; come mostra la DDL tale struttura e` idonea
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La tabella metatopic costituisce all’interno dell’area di staging, quella che potreb-
be essere definita come repository area.
La struttura logica delle tabelle di supporto conserva una configurazione statica al variare
dei topic semantici, scelta legata anche alla stessa manutenibilita` dell’area di staging,
poiche` la sua creazione non e` parametrizzata, quindi non potenzialmente soggetta ad
errori nella definizione della DDL.
5.2.2 Gestione delle dimensioni
Ralph Kimball nel suo articolo Keep control over record identifiers by generating new
keys for the data warehouse1 fornisce interessanti argomentazioni relative al ruolo delle
chiavi surrogate e naturali nell’ambito della progettazione delle dimensioni di un data
warehouse. Una chiave surrogata e` uno degli elementi fondamentali in un data ware-
house e piu` di un semplice sostituto di una chiave naturale, poiche` ne rappresenta una
generalizzazione necessaria. In concreto, ogni join tra tabelle dimensionali e tabelle dei
fatti dovrebbe essere basato su chiavi surrogate, non sulle chiavi naturali.
Spetta alla logica di estrazione dei dati cercare e sostituire sistematicamente ogni chia-
ve naturale in ingresso con una chiave surrogata del data warehouse ogni volta che un
record della dimensione oppure un fatto vengono inseriti nell’ambiente.
Tra gli obiettivi di progettazione emerge quindi la volonta` di affinare il processo di
associazione di una chiave surrogata ad una chiave naturale, definendo quest’ultima in
maniera opportuna. Sulla base di queste considerazioni sono state gestite delle logiche
di ottimizzazione nel design e progettazione delle dimensioni in funzione della natura
dei dati prelevati dal Cassandra.
Il modello concettuale multidimensionale illustrato nel capitolo precedente viene tradotto
in un certo numero di star schema, modellati in funzione dei parametri di configurazione
che forniscono delle informazioni fondamentali in merito alla natura dei dati.
Particolare attenzione si e` rivolta alla progettazione delle dimensioni Topic, Geo e Time.
La granularita` dei dati provenienti dalla source e` pari o piu` fine rispetto alla granularita`
stabilita in fase di progettazione per la creazione del data mart. Un altro aspetto da
considerare, come anticipato nella sezione precedente, e` che i campi conservano l’infor-
mazione sul valore in notazione esadecimale che, laddove la granularita` della dimensione
resta invariata, ben si presta a costituire una valida chiave naturale.
La tabella di seguito mostra i due aspetti a confronto.
1http://www.kimballgroup.com/1998/05/surrogate-keys/
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Granularita` a confronto
Nome Granularita` Source Granularita` Target
Topic Il Livellon Il Livellok dove k<=n
Date Un millisecondo Un giorno
Time Un millisecondo Un minuto
Geo
Una posizione gps Un indirizzo
Una citta` Una citta`
Si analizza quindi il dettaglio sulla gestione delle dimensioni.
TOPIC
Il campo topic nei messaggi estratti dal database Cassandra contiene una stringa esa-
decimale che in ASCII e` l’equivalente di livello1/.../livellon.
In fase di definizione delle variabili di configurazione, il parametro VAR LIVELLO con-
sente di scegliere i livelli della gerarchia interamente oppure solo in parte, escludendo un
certo numero di figli e aumentando quindi la granularita` sulla dimensione. In funzione
dell’una o dell’altra configurazione la logica di progettazione della dimensione Topic dif-
ferira` rispetto alla scelta della chiave naturale.
In particolare nel primo caso la tabella dimensionale utilizzera` semplicemente la strin-
ga in notazione esadecimale cos`ı come definita nella source, dal momento che conserva
l’informazione su tutti i possibili livelli; nel secondo caso la chiave naturale e` la stringa
(sottoposta ad opportuna conversione) ottenuta come concatenazione dei livelli selezio-
nati.
Le DDL mostrate di seguito illustrano rispettivamente la situazione in cui
VAR TIPO TOPIC = 1 con VAR LIVELLO = Livello1, ..., Livello7 e il caso in
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);
CREATE UNIQUE INDEX idx_dim_topic_pk ON dim_topic(id_dim_topic);
CREATE INDEX idx_dim_topic_lookup ON dim_topic(hexTopic);
CREATE TABLE dim_topic
(






CREATE UNIQUE INDEX idx_dim_topic_pk ON dim_topic(id_dim_topic);
CREATE INDEX idx_dim_topic_lookup ON dim_topic(topic);
GEO
La progettazione della dimensione Geo, rispetto alla definizione delle chiavi naturali, e`
fortemente dipendente dalla struttura dei dati in ingresso. I messaggi provenienti dalla
source possono fornire l’informazione sulla dimensione geografica con diverse modalita`:
• puo` essere ricavata dallo stesso campo topic nel caso in cui questo presenti una
struttura gerarchica che contiene l’informazione geografica, oppure
• puo` essere prelevata dai campi position latitude e position longitude, che
rappresentano la coordinata gps associata al punto di rilevazione: essa puo` avere
natura statica o dinamica, oppure
• puo` non essere presente.
Puo` accadere che un topic semantico, come il caso omogeneo con misure di localizzazione
e topic geografico, sia in grado di soddisfare piu` di una condizione: estrarre l’informa-
zione dal topic oppure dalle coordinate gps. In questo caso in fase di configurazione si
puo` definire arbitrariamente l’una o l’altra soluzione.
Il quadro delineato induce alla gestione di una casistica combinata che porta alla defi-
nizione di tre possibili configurazioni della dimensione Geo, al di la` del caso in cui la
dimensione geografica non e` presente.
Per semplicita` definiamo le tabelle come dim geo geocod,
dim geo revgeocod static e dim geo revgeocod dynamic, costruite come mostrato di se-
guito:
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CREATE TABLE dim_geo_geocod (












CREATE TABLE dim_geo_revgeocod_static (














CREATE TABLE dim_geo_revgeocod_dynamic (
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PRIMARY KEY (id_dim_geo_revgeocod_dynamic)
);
CREATE UNIQUE INDEX idx_dim_geo_revgeocod_dynamic_pk
ON dim_geo_revgeocod_dynamic(id_dim_geo_revgeocod_dynamic);
CREATE INDEX idx_dim_geo_revgeocod_dynamic_lookup
ON dim_geo_revgeocod_dynamic(country,region, city, address);
La dim geo geocod e` progettata per ospitare la coppia (country code, city) nel caso
in cui si e` in presenza di un topic geografico, in cui alcuni dei livelli della gerarchia
conterranno il riferimento alla citta` ed allo stato in cui e` avvenuta la rilevazione. Ne
deriva che la coppia (country code, city) rappresenta la chiave naturale.
La dim geo revgeocod static e la dim geo revgeocod dynamic prelevano entrambe l’in-
formazione dai campi position latitude e position longitude: sono adatte quindi
ad ospitare le casistiche in cui e` prevista la presenza delle misure di localizzazione. In par-
ticolare la prima prevede la gestione di un valore gps costante nel tempo, configurazione
che consente di fare della stessa coppia (lat, lon) la chiave naturale sulla dimensio-
ne. Per quanto riguarda la dim geo revgeocod dynamic, data la natura mutevole dei
dati che non consente di scegliere la posizione gps come identificativo univoco, viene
utilizzata la tupla (country, region, city, address) che consente di approssimare
ragionevolmente la posizione gps.
Si osserva che la distinzione consente di implementare una logica diversa di costruzione
di indici a seconda del caso in esame, come mostrato nelle DDL precedenti.
La soluzione scelta consente di adottare una logica di Tipo 1 nel trattare le changing
dimensions, quindi un nuovo valore andra` a sovrascrivere il vecchio sui record delle ta-
belle dimensionali, nel caso esista gia` un certo valore per una data chiave naturale.
Le tabelle dim geo revgeocod static e dim geo revgeocod dynamic non pongono parti-
colari problemi rispetto a questa modalita` di progettazione poiche` i dati che le popolano
sono oggetto di un processo di reverse geocoding, garantendo il corretto trattamento
delle informazioni.
La dim geo geocod potrebbe invece presentare casi di omonimie rispetto alle coppie
(country code, city) dal momento che queste potrebbero indicare due luoghi diversi:
in tali situazioni viene quindi scritto il valore piu` recente associato alla chiave naturale,
e gestita l’anomalia effettuando un inserimento nella tabella di supporto citta omonime
per consentire, se necessario, l’intervento manuale dell’utente.
La soluzione descritta e` stata implementata a scopo preventivo, poiche` di regola all’in-
terno di un topic semantico provvisto di gerarchia topic geografica non e` previsto siano
presenti omonimie.
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DATE e TIME
Le dimensioni DATE e TIME sono entrambe derivate dal campo timestamp che rap-
presenta la data in millisecondi. La prima presentera` una struttura indipendente dalle
impostazioni di configurazione relative ad un singolo topic, ed ha la granularita` minima
sul giorno; la seconda richiede la granularita` piu` fine al minuto, quindi verra` creato un
campo idoneo per rappresentare la chiave naturale nel formato HH:MM.
Le due configurazioni finali differiscono per la presenza di un campo che contiene l’in-
formazione sulla fascia oraria, che divide una giornata in tre fasce di 8 ore.
CREATE TABLE dim_date
(










CREATE UNIQUE INDEX idx_dim_date_pk ON dim_date(id_dim_date);
CREATE INDEX idx_dim_date_lookup ON dim_date(giornoesteso);
CREATE TABLE dim_time_h8
(







CREATE UNIQUE INDEX idx_dim_time_h8_pk ON dim_time_h8(id_dim_time_h8);
CREATE INDEX idx_dim_time_h8_lookup ON dim_time_h8(oraminuto);
La scelta di gestire in due tabelle diverse la data e l’informazione sul tempo e` stata
motivata principalmente da ragioni legate alle prestazioni. In generale non dovrebbe
Capitolo 5. PREPARAZIONE DELL’AMBIENTE 55
accadere che l’ora e la data siano associate alla stessa chiave poiche` l’esplosione della
gerarchia ad un livello di dettaglio sempre piu` fine comporterebbe un tempo elevato per
la gestione delle giunzioni.
Nel repository ETL verranno predisposte le combinazioni dei flussi per la creazione
del data mart a partire dal file di proprieta`: sara` possibile generare 16 cubi diver-
si, le cui caratteristiche dipendono dal modo in cui si combinano VAR TIPO TIME,
VAR TIPO GEO e VAR TIPO TOPIC.
Nella Figura 5.3 si mostra una vista del Job di creazione parametrico costituito da una
serie di ramificazioni che vengono attivate in funzione dell’esito del check sul tipo di
variabile definita in fase di configurazione: in questo modo la creazione del data mart
viene pilotata dinamicamente.





Nel capitolo 6 viene fatta una panoramica sulle modalita` con le quali e` stato impostato
il flusso ETL (Extract, Transform and Load) di popolamento nella soluzione proposta
per la realizzazione dei sistema Multi-Topic Decision Support System.
Il processo e` costituito dalle seguenti fasi:
• estrazione dei dati dal database Apache Cassandra;
• elaborazione parametrica dei dati, eventualmente utilizzando un’area d’appoggio
(staging area);
• caricamento dei dati trasformati in un database target.
Nell’economia complessiva del lavoro, tale processo ha comportato il maggior impiego
di tempo e risorse, circa l’80% del totale. I flussi presentati possono essere definiti come
batch-oriented, cioe` schedulati per essere eseguiti ad intervalli temporali prestabiliti,
e verranno dettagliati in funzione degli aspetti piu` significativi di ciascun livello del
processo.
6.1 Estrazione dei dati
L’interrogazione al database Cassandra viene effettuata in un linguaggio SQL-like, il
Cassandra Query Language (CQL) nella specifiche 3.0 [11].
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Per gli scopi attinenti l’estrazione delle informazioni e` stato fatto uso di una espressione
di SELECT sulla column family d’interesse, predisponendo dei filtri oppurtuni nella
clausola WHERE. Un SELECT statement ha la seguente struttura elementare:
SELECT select_expression
FROM keyspace_name.table_name
WHERE relation AND relation [...]
E` importante focalizzare l’attenzione su un aspetto che sara` determinante nella logica di
estrazione delle informazioni dalla source. Il linguaggio CQL prevede che le condizioni
definite nella clausola WHERE abbiano in oggetto colonne che sono parte della chiave
primaria o sono indicizzate, quindi in qualche modo connesse ad una forma di ordina-
mento, condizione dipendente dalle scelte di configurazione del database1.
Cassandra supporta i seguenti operatori condizionali: =,>,>=, <, <=, ma non tutti in
determinate situazioni. In particolare i filtri basati su condizioni diverse dall’uguaglianza
sono supportati solo se la column su cui il filtro viene applicato e` ordinata.
All’interno del caso di studio le fonti dei dati sono rappresentate da due column families,
MessagesByTopic e Messages.
La MessagesByTopic memorizza l’UUID di tutti i messaggi organizzati per topic. Cia-
scuna row e` un topic specifico, le cui columns rappresentano ciascuna una singola
pubblicazione, cioe` una rilevazione, identificata dal proprio UUID e indicizzata sul
timestamp.
La Messages memorizza tutte le informazioni associate ad ogni messaggio pubblicato.
Usa un UUID come row key in maniera tale da poter distribuire casualmente le righe
attraverso il cluster di Cassandra. Nella struttura di questa column family ci sono tre
colonne obbligatorie: topic, account e asset. Accanto a queste c’e` la possibilita` di avere
una o piu` colonne che specificano il nome, il tipo ed il valore delle misure.
In sostanza la MessagesByTopic contiene gli identificativi dei messaggi ordinati sul ti-
mestamp, mentre la Messages contiene il dettaglio di ciascuna pubblicazione, senza
particolari criteri di ordinamento.
1Capitolo 3
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L’obiettivo e` quindi quello di filtrare i messaggi che appartengono ad un topic seman-
tico in un certo range temporale, e successivamente prelevare il dettaglio di ciascuna
pubblicazione.
Date le considerazioni appena esposte, sara` necessario interrogare prima la column family
MessagesByTopic per recuperare gli UUID dei messaggi in questo modo:
SELECT key, column2
FROM "MessagesByTopic"
WHERE key IN (${VAR_INPUT_TOPIC})
AND column1 > ${RUN_TIMESTAMP_START}
AND column1 < ${RUN_TIMESTAMP_END};
La variabile VAR INPUT TOPIC rappresenta il dominio da cui si desidera estrar-
re i dati, informazione contenuta nella key della column family in esame. Questo
campo ha una struttura composta ottenuta dalla combinazione di due informazioni:
VAR INPUT TOPIC TEMP, il parametro di configurazione che contiene l’insieme di
stringhe nella forma accountName/assetName/topic, e <:year:week>. La struttura
della key impone che la seconda componente della stringa venga concatenata dinamica-
mente in funzione della finestra temporale selezionata per l’analisi.
La tabella checkAndGo supporta il processo tenendo traccia delle informazioni relative
all’anno e alla settimana dell’anno del RUN TIMESTAMP START per ogni schedula-
zione, cos`ı da garantire che venga generato l’insieme delle chiavi idonee ad interrogare
la MessagesByTopic. Prima di essere memorizzata nella VAR INPUT TOPIC ciascuna
stringa viene opportunamente convertita in esadecimale.
Per esempio, consideriamo il caso del topic semantico multiplex.








ed effettuata l’opportuna conversione in esadecimale.
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La finestra temporale [RUN TIMESTAMP START, RUN TIMESTAMP END] su cui
si esegue l’interrogazione dipende dai parametri definiti in fase di configurazione:
RUN TIMESTAMP END e` dato dalla somma di RUN TIMESTAMP START e VAR NTIME,
cioe` il delta di millisecondi da prelevare per ogni schedulazione. Si osserva che alla prima
schedulazione RUN TIMESTAMP START = VAR TIMESTAMP START.
L’elenco dei messaggi ottenuti sotto forma di UUID diventa il parametro in ingresso
della query successiva.
Il parametro UUID LIST e` ottenuto sottoponendo il risultato della prima query, memo-
rizzato temporaneamente nella tabella messagelist, ad una fase di preprocessing poiche`
anche il campo key della Messages ha una struttura composta, del tipo accountName:UUID.
Ciascun identificativo viene quindi associato all’informazione sul cliente e sottoposto alla
seguente interrogazione:
SELECT key, column, value
FROM "Messages"
WHERE key IN (${UUID_LIST});
L’output finale del processo di estrazione viene caricato nella messagextopic, riprodu-
cendo la struttura tipica della column family (Figura 6.1).
Figura 6.1: Risultato staging area a confronto con la source
In entrambi i casi le tabelle di appoggio in PostgreSQL vengono popolate in una logica
di tipo truncate/insert.
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6.2 Data staging
La fase di elaborazione intermedia delle informazioni, data la natura parametrica del
flusso, ha comportato l’utilizzo di alcuni strumenti all’interno del Data Integration di
Pentaho che fossero in grado di ottimizzarne la gestione.
In particolare e` stato utilizzato lo step ETL Metadata Injection, uno strumento che per-
mette di iniettare metadati all’interno di un modello di trasformazione. In tal modo,
invece di inserire i metadati staticamente all’interno di ciascun passo del flusso, questi
vengono passati a runtime.
Tale strumento rappresenta uno dei pilastri della logica implementativa del sistema e
verra` utilizzato in tutte le fasi del flusso che necessita una gestione parametrica delle
informazioni. In questa sezione si provvedera` a darne una visione piu` dettagliata, illu-
strandone l’applicazione al processo in esame, cos`ı da poter risultare piu` familiare anche
nelle dissertazioni successive.
6.2.1 Denormalizzazione e codifica dei dati
Al termine della procedura di estrazione, i dati sono memorizzati nella messagextopic
nella forma (key, column, value), dove il campo value presenta notazione esadeci-
male. In questa fase i dati vengono sottoposti ad un processo di denormalizzazione e
filtrati, escludendo quei campi che non sono ritenuti rilevanti ai fini delle analisi. Quin-
di le metriche vengono sottoposte ad un processo di codifica da esadecimale al tipo di
interesse che dipende dal mapping definito in fase di configurazione (VAR MEASUREk,
VAR TYPE MEASUREk, VAR AGG MEASUREk).
Il campo column contiene







• le misure d’interesse, nella forma 2:metric:type:name e in numero variabile.
L’elaborazione delle informazioni in questa fase viene guidata dallo step ETL Meta-
data Injection. La struttura del processo e` definita in una trasformazione chiamata
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T METADATA CONFIG che effettua il mapping dinamico dei metadati prelevati dal
file di proprieta` e pilota il T METADATA MAIN, che contiene il template di trasforma-
zione che agisce sulla codifica e denormalizzazione dei dati.
In sostanza il main e` un flusso in cui gli step non sono settati staticamente, ma in dipen-
denza di cio` che e` stato definito in fase di configurazione, piu` precisamente nel risultato
dell’elaborazione della config : l’ETL Metadata Injection costituisce il ponte che consente
di coordinare le due trasformazioni per consentire la corretta selezione e trasformazione
dei dati.
La Figura 6.2 mostra l’anatomia dei due processi complementari:
Figura 6.2: ETL Metadata Injection: trasformazione T METADATA MAIN
La trasformazione T METADATA MAIN prevede una prima fase di data cleaning sul
campo column di messagextopic, eliminando i suffissi del tipo 1: o 2:metric:type
attraverso lo step Modified Java Script Value: un semplice script consente di creare una
colonna aggiuntiva, chiamata colonnapivot, in cui saranno contenuti i valori distinti
dei campi su cui effettuare il pivoting, cioe` i valori distinti della colonna column.
Per esempio, una metrica del tipo 2:metric:Double:in sara` mappata come in e 1:topic
sara` mappata piu` semplicemente come topic.
I campi cos`ı puliti possono quindi essere inviati al nodo Row denormaliser. Il flusso di
configurazione prevedra` l’opportuna eleborazione delle le coppie chiave/valore, in ma-
niera tale da poter fornire al gestore ETL Metadata Injection la corretta mappatura
delle informazioni. A titolo esemplificativo, la Figura 6.3 mostra il passo a confronto
della procedura di pivoting tra la trasformazione main, in cui e` presente lo step di de-
normalizzazione, e config, in cui viene predisposta la sorgente dei metadati.
In sostanza illustra il modo in cui vengono predisposti i campi per l’iniezione nella
destinazione nel caso dello step di denormalizzazione:
• TARGET NAME corrisponde a “Nome del Campo”, e ospitera` le etichette che si
desidera associare ai nomi delle dimensioni e delle misure definite (attr label),
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• NAME corrisponde a “Nome del campo valore”, quindi al nome del campo che
contiene il valore di ogni attributo (value field); esso sara` sempre valorizzato a
value,
• KEY VALUE corrisponde a “Valore chiave”, e ospitera` i nomi delle dimensioni e
delle misure definite (attr key),
• TARGET TYPE corrisponde a “Tipo”, e poiche` i dati sono forniti in ingresso
come stringhe esadecimali, questo verra` valorizzato a String per ogni attributo.
Figura 6.3: Configurazione step di denormalizzazione
L’immagine successiva (Figura 6.4) mostra cio` che accade durante l’elaborazione dello
stream in questa fase dell’esecuzione, nel caso di esempio del topic semantico busmobility,
introdotto nel Capitolo 4, dove sono state scelte le misure in e out.
L’effetto finale della denormalizzazione e` quello di generare tuple della forma (asset,
topic, timestamp, latitude, longitude, metric1, ..., metricn) nel caso siano
state selezionate n misure del topic semantico oggetto del flusso, informazione contenuta
nel parametro VAR INPUT MEASURE NUM.
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Figura 6.4: Esecuzione step di denormalizzazione
Si osserva che lo step generalizza il flusso applicando un’etichetta alle misure secondo
una logica posizionale: la misura settata nel file di proprieta` come VAR MEASURE 1
di tipo VAR TYPE 1 corrispondera` all’informazione contenuta nella colonna metric1.
Il passo successivo CREATE diff metric rappresenta un’ulteriore elaborazione in Java-
script che si occupa di preparare i dati al caricamento nella tabella di output del flusso:
inizializza le misure dalla n+1 fino al numero massimo di misure possibili previste nel
sistema, cioe` 50, e le aggiunge allo stream.
La necessita` di gestire questo aspetto dipende dal fatto che la tabella metatopic, che
ospita la configurazione finale dei dati, e` creata staticamente (al momento di prepara-
zione dell’ambiente) mentre il suo contenuto e` connesso allo specifico topic semantico
in esame. Dal momento che non e` possibile stabilire a priori il numero di misure in
ingresso, seppur non valorizzate, il nodo di output si aspetta dallo stream del flusso il
mapping di tutte le possibili colonne previste, in termini di metadati.
Lo step to TYPE e` preposto alla conversione delle misure da esadecimali al tipo spe-
cificato: questo consiste di una serie di cicli for che controllano il tipo associato alla
k-esima misura ed effettuano la corrispondente conversione secondo il valore associato a
VAR MEASURE TYPE k.
In particolare i double ed i float sono stati ottenuti rispettando le specifiche dello stan-
dard IEEE-754 Floating-Point Conversion2 per passare dalla rappresentazione esadeci-
male rispettivamente a 64 e 32 bit a quella numerica, richiamando una serie di librerie
java. Di seguito viene mostrato il dettaglio delle modalita` di conversione dei diversi tipi:




2Lo standard IEEE per il calcolo in virgola mobile (IEEE 754) e` il piu` diffuso nel campo del calcolo
automatico. Questo definisce il formato per la rappresentazione dei numeri in virgola mobile ed un set
di operazioni effettuabili su questi.
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var mylong = Packages.java.lang.Long.parseLong(hexvalue, 16);
var myintbool = Packages.java.lang.Integer.parseInt(hexvalue, 16);
6.2.2 Metatopic table
La fase di trasformazione ed elaborazione intermedia dei dati puo` dirsi terminata quando
la tabella metatopic, che risiede nella staging area, contiene i dati denormalizzati e le
misure convertite.
Essa sara` in grado di ospitare qualsiasi configurazione in ingresso, lasciando al piu` vuoti
i campi che non e` previsto vengano popolati, come mostrato nella Figura 6.5.
Figura 6.5: Popolamento tabella metatopic
Essa ha una struttura simile a quella che avrebbe la tabella dei fatti in un data mart
relazionale. In particolare presenta una colonna per ogni dimensione, due (latitudine e
longitudine) per quella geografica se esiste, ed un certo numero di colonne che indicano
le misure di analisi.
Si osserva che sono state sottoposte a conversione solo le colonne relative alle misure,
mentre quelle predisposte a definire l’ossatura delle dimensioni (di cui il tipo e` noto)
verranno gestite in maniera opportuna nella logica di popolamento dell’area target.
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6.3 Target Area
Come gia` affermato, l’area target e` preposta ad ospitare lo star schema, la cui struttura
fisica viene definita una tantum nel momento in cui viene creata una nuova istanza per
un topic semantico.
Nelle schedulazioni di popolamento, i dati verrano pilotati in un ramo specifico del
flusso in funzione dei parametri di configurazione in una modalita` analoga a quella
progettata per la fase di creazione. In base alla combinazione di (VAR TIPO TIME,
VAR TIPO GEO, VAR TIPO TOPIC) verra` quindi alimentato il data mart che corri-
sponde a quello generato tra i 16 modelli previsti.
Di seguito si illustrano alcune considerazioni che coinvolgono le logiche di popolamento
del flusso sulle dimensioni, a cui segue una panoramica generale che fornisce una visione
d’insieme delle analogie e differenze sostanziali proprie delle singole configurazioni che e`
possibile ottenere.
6.3.1 Logica di popolamento
Il paragrafo descrive gli aspetti piu` rilevanti che riguardano il comportamento delle di-
mensioni nella fase di caricamento dei dati.
La dimensione Topic ha una struttura che dipende dalla combinazione dei parametri
VAR TIPO TOPIC e VAR LIVELLO. L’informazione associata e` contenuta nel campo
topic della tabella d’appoggio metatopic: la colonna contiene una stringa esadecimale
che in ASCII e` l’equivalente della gerarchia livello1/. . . /livellon.
Nel caso in cui il topic semantico in esame e` omogeneo, quindi VAR TIPO TOPIC sara`
valorizzato a 1, ogni stringa esadecimale rappresenta la chiave naturale sulla dimensione:
essa verra` sottoposta ad un semplice processo di conversione tramite uno script in Ja-
vascript ed opportunamente smistata in un numero di colonne pari al numero massimo
di livelli fissati, le cui etichette sono definite in VAR LIVELLO.
Se il parametro di configurazione VAR TIPO TOPIC ha valore 0 allora siamo nel caso
in cui la granularita` della dimensione non e` quella piu` fine, conservata dalla stringa
esadecimale. Cio` comporta un’elaborazione integrativa per far si che la chiave naturale
della dimensione sia rappresentata dalla concatenazione dei livelli selezionati.
Nelle modalita` di popolamento della dimensione geografica Geo si fa uso di OpenStreet-
Map (OSM)3, un progetto che punta a creare e rendere disponibili dati cartografici in
modo libero e gratuito. OpenStreetMap rappresenta le caratteristiche fisiche del terreno
3www.openstreetmap.org
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(ad es. strade o edifici) usando tag assegnati alle sue strutture di base che sono i nodi,
i percorsi e le relazioni. Ogni etichetta e` formata da una coppia di dati (chiave=valore)
e descrive un attributo della caratteristica geografica rappresentata da quello specifico
nodo, via o relazione. Una delle caratteristiche dei dati geografici presenti in OSM e` che
possiedono una licenza libera, la Open Database License.
Nella soluzione proposta, le interrogazioni ad OpenStreetMap per effettuare operazioni
di geocoding o reverse geocoding rappresentano il collo di bottiglia in termini di presta-
zioni sul fattore critico legato al tempo di esecuzione del flusso ETL: cio` ha determinato
alcuni interventi non solo sulla struttura stessa del data mart, ma anche sulle logiche
di carimento nell’area target con l’obiettivo di minimizzare la durata di ogni singola
schedulazione.
Come descritto in precedenza, la definizione delle variabili geografiche di configurazione
determina la ramificazione del flusso ETL in diversi scenari. Il caso base non e` rilevante
in questa prospettiva di ottimizzazione poiche` e` costituito dalla situazione in cui la di-
mensione geografica non e` presente, che corrisponde a VAR TIPO GEO = 0.
Se VAR TIPO GEO e` fissato a 1 si indica la presenza di un topic semantico che con-
tiene una gerarchia topic geografica: l’informazione e` prelevata dal campo topic, in cui
alcuni dei livelli della gerarchia contengono il riferimento alla citta` ed allo stato in cui
e` avvenuta la rilevazione. La coppia (country code, city) verra` quindi sottoposta ad
un processo di geocoding tramite il nodo HTTP Client che consente l’interrogazione ad
OpenStreetMap fornendo in input una stringa di questo tipo:
http://nominatim.openstreetmap.org/search?city=+city+
&country_code=+country_code+&format=json&addressdetails=1
L’output, espresso in formato Json, viene catturato dall’interprete Json input del Data
Integration di Pentaho che consentira` di elaborare il risultato estrapolando i tag relativi
a latitudine e longitudine associati. La procedura appena descritta viene attivata soltan-
to se la coppia (country code, city) non e` gia` presente all’interno della tabella, controllo
effettuato preventivamente in maniera tale da ridurre il tempo di esecuzione associato
alle richieste. Il processo di geocoding, inoltre, puo` generare risultati multipli in termini
di valori gps nei casi di omonimia: in queste situazioni viene esaminato un altro tag tra
quelli restituiti, che prende il nome di importance. Senza entrare nel dettaglio specifico
dell’algoritmo alla base della definizione di questo tag, possiamo affermare che l’impor-
tanza viene utilizzata per ordinare i risultati della ricerca in base alla loro rilevanza.
Il valore e` stimato utilizzando vari attributi, tra cui la popolarita` del luogo su Wikipe-
dia4 e il suo rank.
4Con popolarita` ci si riferisce in particolare alla link popularity una misura che valuta in contenuto
di un sito web in base al numero di siti internet che vi si collegano.
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Quet’ultimo si basa su un algoritmo piuttosto complesso che prende in considerazione il
tipo di luogo e vari altri attributi che lo caratterizzano, ad ognuno dei quali e` associato
un certo valore. Ad esempio, controlla se questo oggetto e` un villaggio, una citta`, un
paese, un continente, una strada, un lago e altre proprieta` simili, che hanno peso diverso
nella logica di definizione del valore finale. Nella soluzione adottata si assume di scegliere
la localizzazione associata all’etichetta importance che presenta il valore piu` elevato.
Ad ogni modo la tabella di supporto citta omonime tiene traccia dei casi che presentano
piu` di un risultato consentendo manualmente una modifica del valore gps in caso di una
erronea mappatura. Inoltre le specifiche di progettazione garantiscono che all’interno
dello stesso topic semantico non accade che siano presenti due coppie (country code,
city) sintatticamente uguali ma riferite a due luoghi fisicamente diversi: questo consente
di avere la certezza in merito all’univocita` della chiave naturale scelta.
In entrambi i casi in cui VAR TIPO GEO = 2 e VAR TIPO GEO = 3 l’informazione
viene estratta dai campi latitude e longitude della metatopic. In particolare la prima
prevedra` la gestione di un valore gps costante nel tempo, configurazione che garantisce
che la stessa coppia (lat, lon) rappresenti in maniera univoca la posizione associata ad
un certo gruppo di rilevazioni effettuate dai device.
Anche in questo caso si fa uso di interrogazioni ad OpenStreetMap in una logica di
reverse geocoding. Una tipica richiesta ha la forma seguente:
http://nominatim.openstreetmap.org/reverse?lat=+lat+
&lon=+lon+&format=json&addressdetails=1
L’output e` costituito da una serie di tag che descrivono i vari livelli della localizzazione
associata alla richiesta. Per esempio (lat,lon)=(52.5487429714954,-1.81602098644987)
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OpenStreetMap utilizza un sistema free tagging, che permette di includere nelle mappe
un numero potenzialmente illimitato di attributi che descrivono ogni caratteristica.
Tuttavia e` presente uno standard su cui la comunita` e` in accordo rispetto all’associazione
chiave=valore per i tag piu` comuni, in base al quale sono stati definiti alcuni aspetti
implementativi illustrati di seguito. Data la numerosita` dei tag e la possibilita` che in
paesi diversi ci sia una naming convention variabile e` stata quindi adottata una logica
di gestione e compressione delle informazioni in maniera tale da limitare le situazioni di
eventuale assenza d’informazione nei livelli che compongono la gerarchia geografica.
Il campo address viene costruito come concatenazione dei due livelli a granularita` piu`
fine del risultato dell’interrogazione, assumendo che contengano come dettaglio minimo
la via di riferimento.
I campi city e region sono ottenuti da una procedura di mapping che prevede un
semplice controllo sulla presenza di possibili tag alternativi laddove l’informazione sia
mancante, ma ragionevolmente sostituibile. Lo step Modified Java Script Value consente
di inserire questa elaborazione direttamente all’interno del flusso:
var mycity = city;
if(city==null) {
if(town!=null) mycity=town; else {
if(village!=null) mycity=village; else mycity="ND";
}
}
var myregion = region;
if(region==null){
if(state!=null) myregion=state; else myregion="ND";
}
Nel caso le condizioni non siano soddisfatti viene definita un’etichetta “ND”. Come nel
caso precedente, la procedura di reverse geocoding viene attivata ex post, cioe` se e solo
se la coppia (lat,lon) non e` gia` presente nella dimensione.
L’ultimo caso e` quello relativo a VAR TIPO GEO = 3. Data la natura mutevole dei
dati e l’impossibilita` di utilizzare la posizione gps come riferimento univoco per un
certo indirizzo l’interrogazione al web service viene sempre effettuata ex ante sui dati
provenienti dallo stream. Con una logica analoga a quella presentata per il caso statico,
essa restituisce una tupla (country, region, city, address) che nel caso in esame costituisce
la chiave naturale a cui di volta in volta viene associata la posizione gps piu` recente
rilevata. Si assume infatti che l’address (composto dai primi due tag di granularita` piu`
fine) rappresenti un grado di dettaglio sufficiente per le esigenze di analisi, e che qualsiasi
posizione gps che lo identifica univocamente sia da ritenersi idonea.
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Le dimensioni Time e Date vengono derivate dal campo timestamp che rappresenta la
data in millisecondi. Per quanto riguarda la Date, lo step Calculator contiene alcune
funzioni che consentono di ricavare dal timestamp gli attributi che compongono la ge-
rarchia (come Anno, Mese, Giorno, Settimana dell’anno), mentre le restanti (Semestre,
Trimestre) vengono definite manualmente tramite mappatori di valore.
La Time potra` presentare due configurazioni che differiscono solo per la presenza della
fascia oraria, che divide una giornata in tre fasce di 8 ore.
Per completezza, la dimensione Device viene derivata da asset e sara` costituita da un
campo che rappresenta di fatto il nome del dispositivo.
6.3.2 Meta-modelli
Il meccanismo di base per il popolamento della tabella dei fatti prende il via dalla
metatopic, le cui righe vengono trasformate per ricostruire le chiavi naturali su cui
operano le lookup per ottenere le chiavi surrogate delle dimensioni che rappresentano le
foreing key della fact table. La Figura 6.6 schematizza il processo di popolamento della
tabella dei fatti, che segue necessariamente quello delle tabelle dimensionali.
Figura 6.6: Flusso di popolamento della tabella dei fatti
Abbiamo visto che la combinazione delle variabili di configurazione (VAR TIPO TIME,
VAR TIPO GEO, VAR TIPO TOPIC) determina la possibilita` di generare 16 diversi
Capitolo 6. EXTRACT, TRANSFORMATION AND LOAD 70
modelli di cubi. In merito a cio` vengono fatte alcune osservazioni circa gli effetti deri-
vanti dalla loro combinazione.
In particolare VAR TIPO TIME e` indipendente rispetto alle restanti, poiche` la scelta
di inserire l’informazione sulla fascia oraria e` a completa discrezione dell’utente. Inoltre
e` sempre possibile ottenerla a prescindere dal topic semantico oggetto dell’analisi.
La relazione che intercorre tra VAR TIPO GEO e VAR TIPO TOPIC puo` generare in-
vece effetti diversi a seconda del modo in cui sono valorizzate.
Ricordiamo che VAR TIPO TOPIC uguale a 1 indica la scelta di prelevare tutti i livelli
della gerarchia in un topic semantico omogeneo dove il gps, se presente, e` integrato nel
messaggio. Se VAR TIPO TOPIC e` 0 c’e` la possibilita` di ridurre il numero dei livelli
sulla gerarchia topic: questo e` obbligatorio nel caso disomogeneo in cui l’informazione
di localizzazione sara` presente in un campione diverso da quello delle misure. Il primo
caso garantisce che se uno specifico messaggio ha associata un’informazione geografica,
questa puo` essere elaborata attraverso un processo di geocoding o di reverse geocoding
a seconda della circostanza.
Il secondo caso pone il problema legato al fatto che le misure di localizzazione e quelle
di base non sono simultaneamente presenti nello stesso messaggio. Cio` lo rende partico-
larmente critico nei casi in cui VAR TIPO GEO e` pari a 2 oppure a 3, che prevedono
di effettuare il reverse geocoding sui dati di localzzazione in ingresso.
Gli altri casi sono infatti
• VAR TIPO GEO = 0 la geografia non e` presente,
• VAR TIPO GEO = 1 l’informazione geografica viene estratta dal campo topic
attraverso un processo di geocoding: il numero di posizioni distinte e` dunque pari
al numero di tuple distinte che compongono la gerarchia geografica del topic.
In queste due situazioni e` consentito comunque variare il numero di livelli attraverso la
VAR LIVELLO, ma cio` influira` sostanzialmente solo sulla modellazione della gerarchia
della dimensione Topic. Nella logica di popolamento della tabella dei fatti i dati sono
estratti dalla metatopic attraverso un SELECT statement, a seguito del quale il record
stream verra` opportunamente elaborato con un processo analogo a quello mostrato in
Figura 6.6.
I casi effettivi di topic semantico disomogeneo invece comportano che l’informazione del
gps non sia integrata alle misure di base, ma viene rilevata in due messaggi con iden-
tificativi UUID distinti, che sono formalmente due diverse rilevazioni. Questo implica
che nella metatopic saranno presenti righe che valorizzano alternativamente o le colonne
relative a latitudine e longitudine, oppure solamente i campi delle misure.
Per questo e` necessario effettuare delle assunzioni ragionevoli al fine di gestire il gap
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informativo presente.
Viene introdotto quindi il concetto di messaggio associato, che aggrega a priori le infor-
mazioni delle misure con l’informazione geografica: l’obiettivo e` quello di individuare un
elemento che sia approssimativamente stabile all’interno di ogni casistica per consentire
la fusione di ogni messaggio che contiene le misure di base con una coppia (latitudine,
longitudine).
Nel dettaglio,
• VAR TIPO GEO = 2 definisce il caso di reverse geocoding statico, in cui il numero
di posizioni distinte e` pari al piu` al numero di device. Infatti se un dispositivo e`
fisso ed invia messaggi dei due tipi, cioe` solo misure di base o solo di localizzazione,
allora si puo` ragionevolmente associare la sua posizione a cio` che e` stato misurato.
Questo comporta l’estrazione dei dati dalla metatopic tramite una query che avra`
l’effetto di generare una serie di messaggi associati i quali presenteranno le misure
base e di localizzazione integrate:
SELECT q1.device, q1.timestamp, q1.topic,
q2.latitude, q2.longitude, q1.metric1,
q1.metric2, q1.metric3, [...], q1.metric50
FROM
(
SELECT device, timestamp, topic, metric1,
metric2, metric3, [...], metric50
FROM metatopic







WHERE latitude is not null and longitude is not null
) q2
WHERE q1.device = q2.device
• VAR TIPO GEO = 3 rappresenta il caso di reverse geocoding dinamico: la posi-
zione relativa al messaggio associato dipendera` questa volta dal tempo. Si ricorda
che le rilevazioni provenienti dalla source mantengono l’informazione temporale
fino al millisecondo; nel modello utilizziamo il minuto come granularita` minima
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per il tempo (Time), che associato all’informazione sul giorno (Date) fornisce una
tupla (giornoesteso, oraminuto) univoca.
Prendiamo in esame il caso di un topic semantico disomogeneo che ha come do-
minio d’interesse l’analisi della mobilita` degli autobus, come il busmobility del Ca-
pitolo 4. Per semplicita` ipotizziamo che le rilevazioni siano associate alle seguenti
gerarchie topic: bus/metric tiene traccia delle misure e bus/gps delle posizioni,
alternativamente.
A titolo esemplificativo, consideriamo un dispositivo posizionato su un autobus in
movimento che ogni minuto rileva tre posizioni gps distinte e, separatamente, le
misure. In questo caso non e` possibile associare una posizione univoca ad un device
come per la situazione precedente, dal momento che si perderebbe una notevole
quantita` d’informazione.
Per questo si e` scelto di effettuare un rilassamento del vincolo di localizzazione in
funzione del tempo: per esempio, nel caso busmobility ogni messaggio associato
sara` ottenuto aggregando al minuto le misure, in base alle rispettive funzioni, e
selezionando solo uno dei tre gps rilevati.
Le specifiche dei requisiti ritengono sufficiente la condizione per cui lo spostamento
di un oggetto in termini di gps in un minuto sia irrilevante rispetto alle esigenze
di analisi.
Figura 6.7: Gestione misure di localizzazione dinamiche
Come illustrato in Figura 6.7 questa procedura viene gestita tramite una serie di
nodi del Data Integration che riproducono l’effetto di una right join della tabella
metatopic con se stessa, preceduta da una fase di preprocessing del flusso di dati.
Anche in questo caso, infatti, tale tabella di staging presentera` le colonne latitu-
dine e longitudine valorizzate in maniera disgiunta rispetto alle misure.
I rami mostrati eseguono sostanzialmente le seguenti operazioni:
left il timestamp viene convertito in coppie distinte (giornoesteso,oraminuto),
definite nel campo newdate, a cui viene associata una posizione gps univoca;
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right vengono prelevate tutte le righe in cui sono presenti le misure e convertito
il timestamp in newdate.
Il componente Stream lookup effettuera` la giunzione su newdate: in questo modo
ogni messaggio che contiene le misure di base rilevate in un certo minuto di un dato
giorno potra` essere associato ad una specifica localizzazione, dello stesso minuto
e giorno. Il risultato ottenuto verra` percio` veicolato nello stream principale di
popolamento della tabella dei fatti.
La tabella riassume le casistiche illustrate, trascurando le variazioni determinate da
VAR TIPO TIME. Si indica con $G la VAR TIPO GEO e con $T la VAR TIPO TOPIC.
$G $T Descrizione Pre-elaborazione
fact table
0 0 La geografia non e` presente e si puo` ridurre
la gerarchia topic di qualche livello.
SELECT statement
0 1 La geografia non e` presente e la gerarchia
topic viene presa interamente.
SELECT statement
1 0 Posizione associata alla coppia (city, coun-
try code) del topic. Si puo` ridurre tale
gerarchia di qualche livello.
SELECT statement
1 1 Posizione associata alla coppia (city, coun-
try code) del topic. La gerarchia topic
viene presa interamente.
SELECT statement
2 0 Posizione associata al gps del device. Si
puo` ridurre la gerarchia topic di qualche
livello.
JOIN su device
2 1 Posizione associata al gps del device. La
gerarchia topic viene presa interamente.
SELECT statement
3 0 Posizione associata alla localizzazione nel
momento (minuto) della rilevazione. Si
puo` ridurre tale gerarchia di qualche
livello.
JOIN su newdate
3 1 Posizione associata alla localizzazione nel
momento (minuto) della rilevazione. La





Nella piattaforma implementata e` previsto un sistema di schedulazione del flusso ETL di
popolamento, configurabile e personalizzabile attraverso lo Scheduler di Pentaho. Tutte
le attivita` di pianificazione delle schedulazioni si assume siano successive ad una fase di
bulk loading dei dati.
Devono essere adottate anche misure supplementari per consentire di verificare rapi-
damente e, se necessario, diagnosticare e riparare il processo di integrazione dei dati.
Si pone quindi l’accento su una serie di politiche adottate per far fronte ad eventuali
eccezioni relative all’esecuzione del flusso a regime in cui sono stati previsti degli alert
di tipo event-oriented, quindi si attivano al verificarsi di determinati eventi (ad es. la
caduta della connessione su PostgresSQL).
7.1 Pentaho Scheduler
In ogni ambiente di data integration, Jobs e Trasformations vengono eseguite in momenti
specifici.
Tipicamente l’esecuzione di un processo che avviene con una frequenza giornaliera, set-
timanale o mensile e` noto anche come batch processing, che di solito e` pianificato nel
momento in cui le risorse di elaborazione sono facilmente disponibili.
Tuttavia, possono verificarsi casi in cui gli utenti necessitano di ottenere i dati aggior-
nati con una frequenza maggiore. Quando l’intervallo tra le esecuzioni e` piu` piccolo, di
solito un minuto o un’ora, i Jobs possono essere identificati come micro-batches o small
periodic batches.
Per completare il quadro, quando si ha bisogno di vedere cambiamenti nel sistema di
74
Capitolo 7. SCHEDULAZIONE E MONITORAGGIO ECCEZIONI 75
origine che si riflettono nella soluzione di Business Intelligence il piu` velocemente pos-
sibile o quasi istantaneamente, e` necessario utilizzare integrazione di dati continua: si
puo` parlare di integrazione dei dati near real-time o real-time in senso stretto.
Nella soluzione proposta la programmazione e gestione delle schedulazioni puo` essere
catalogata nell’ambito dei micro-batches infatti, seppur sia possibile personalizzare la
frequenza di esecuzione, le specifiche di progettazione non prevedono che sia inferiore al
minuto. Il tempo risulta essere quindi un fattore critico per monitorare gli eventi che
occorrono all’interno di uno specifico processo di rilevazione: tra gli obiettivi c’e` quindi
quello di ottimizzare la latenza di tempo tra quando si verifica un evento e quando viene
eseguita l’azione appropriata, quindi migliorare il ciclo decisionale.
L’analista Richard Hackathorn parla in questo caso di right-time business intelligence
in cui possono essere individuati tre fattori critici:
• Data latency : il tempo relativo all’estrazione e memorizzazione dei dati, che
dipende tempo di esecuzione del flusso;
• Analysis latency : il tempo che consente di trasformare l’analisi dei dati in infor-
mazione, che dipende dall’efficacia del data visualization;
• Action latency : il tempo preso per reagire all’informazione ottenuta e prendere
una decisione, connesso alle politiche decisionali dell’utente.
In termini di progettazione della piattaforma sono stati sicuramente determinanti gli
aspetti connessi al primo fattore, poiche` la durata del flusso ETL rappresenta un ele-
mento critico nella prospettiva di effettuare schedulazioni con una frequenza elevata.
Sicuramente anche l’analysis latency ha rappresentato una componente rilevante nel de-
sign del front-end per consentire all’utente finale una consultazione rapida ed efficace
dei dati.
L’action latency risulta essere quindi fortemente influenzata dalla gestione dei due aspet-
ti descritti, poiche` da questi dipende la possibilita` di generare, in ultima istanza, effetti
piu` o meno determinanti nelle decisioni.
Nella trattazione si assume che l’attivita` di schedulazione del Job siano successiva ad un
processo di bulk loading.
La soluzione proposta prevede tra i requisiti che le schedulazioni processino le infor-
mazioni ogni ora, parametro che puo` essere eventualmente modificato in base al topic
semantico selezionato. I dati sono prelevati in maniera asincrona rispetto al momento
della rilevazione.
Le impostazioni di default prevedono che lo scarto di tempo che intercorre tra l’ultimo
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messaggio presente nel data mart ed il momento effettivo della rilevazione dei dati sia
di 1 ora e preleva i campioni in una finestra temporale della stessa durata: un flusso
schedulato ad una certa ora x estrarra` i dati rilevati nel range [x-2, x-1 ].
Alla prima esecuzione si avra` quindi
x-2 = VAR TIMESTAMP START
x-1 = VAR TIMESTAMP START + N TIME
dove VAR TIMESTAMP START + N TIME <x.
Nell’interfaccia Pentaho User Console sara` possibile programmare il Job ETL attraverso
una comodo calendario, mostrato in Figura 7.1.
Figura 7.1: Calendario Pentaho Scheduler
L’oggetto che viene processato dallo scheduler e` un Action Sequence che, come anticipato
nel Capitolo 3, e` un file con estensione .xaction il quale consente di eseguire una o piu`
attivita`.
In questo contesto definisce l’esecuzione di un Job ETL e presenta una struttura di
questo tipo:
























All’interno di questa struttura e` possibile configurare diverse impostazioni relative alla
definizione del livello di logging e la forma dell’output da restituire per il monitoraggio del
flusso. In particolare, il tag component-definition consente di inserire le informazioni
del Job che si desidera eseguire (per es. Job POPOLA DATAMART) il quale risiede in
una certa cartella contenuta all’interno del repository1 (per es. PROJECT2).
Il file viene caricato sul server BA Platform come mostrato in Figura 7.2 e schedulato
con la frequenza desiderata.
Successivamente, sempre attraverso l’interfaccia web di Pentaho, sara` possibile moni-
torare l’esecuzione delle schedulazioni nella sezione specifica dalla propria work area
(Figura 7.3).
1Si rimanda alla Figura 3.6 per la visualizzazione grafica del repository.
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Figura 7.2: Interfaccia caricamento Job action sequence
Per esempio, date le impostazioni fissate nella schermata precedente, visualizzaremo nel
gestore delle schedulazioni le informazioni relative allo stato di tale attivita`.
Figura 7.3: Pentaho: area gestione schedulazioni
7.2 Monitoraggio
La tabella checkAndGo ha diverse funzioni all’interno della gestione globale del flusso.
Oltre a dirigere le logiche di estrazione dei dati, come illustrato nel Capitolo 6, e` coinvolta
nelle attivita` di monitoraggio principali, in particolare logging e notifica e-mail.
Un metodo molto semplice per ottenere informazioni di base sulla realizzazione, il com-
pletamento e gli errori e` quello di costruire notifiche e-mail nei Jobs con step di tipo
Mail. Nella soluzione progettata il loro utilizzo e` stato previsto in due situazioni ritenute
particolarmente critiche.
Innanzitutto sono monitorate le connessioni al sistema sorgente, Apache Cassandra, e ai
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database che ospitano l’area di staging e l’area target, PostgreSQL: se i tempi di risposta
sono troppo lunghi questo puo` inficiare non solo l’efficienza rispetto all’esecuzione del
singolo flusso ma anche generare un effetto a catena sulle schedulazioni successive, dal
momento che il delta temporale tra un esecuzione e l’altra non e` mai superiore all’ora.
In merito alla presenza di eventuali ritardi, un ulteriore aspetto che viene tenuto sotto
controllo e` il caso in cui si rilevi un certo accumulo di ore di mancata o erronea esecu-
zione del flusso, di cui si tiene traccia nel campo descrizione della checkAndGo.
In entrambi i casi le mail contengono informazioni non solo sul tipo di anomalia che
e` stata individuata ma forniscono un allegato contenente il log del processo, cos`ı da
consentire l’intervento manuale per correggere il problema.
La tabella di audit orchestra e tiene traccia dell’esito delle varie schedulazioni eseguite
a regime. La sincronizzazione dei dati tra l’area sorgente e quella di destinazione av-
viene infatti tramite il campo job start, che viene inizializzato al valore del parametro
VAR TIMESTAMP START, fornito dal file di configurazione, e di volta in volta incre-
mentato di un delta pari a N TIME.
Quando si lancia una schedulazione vengono effettuati una serie di check per garantire
la corretta esecuzione del flusso, come mostrato in Figura 7.4.
Figura 7.4: Check flusso ETL a regime
Il controllo inziale verifica che la schedulazione precedente sia terminata, condizione
soddisfatta nel caso in cui il campo job status sia in uno stato diverso da In esecuzione.
In particolare viene recuperata dalla tabella checkAndGo la riga relativa all’inserimento
piu` recente, come mostra la query di seguito:
SELECT job_status
FROM checkandgo
ORDER BY id DESC
LIMIT 1
Se la risposta e` positiva, e quindi c’e` una flusso pendente, l’esecuzione corrente termina
e la successiva attendera` il lasso di tempo stabilito nello Scheduler.
Altrimenti, nel caso in cui la schedulazione precedente sia conclusa, il campo descrizione
fornisce l’informazione sull’esito finale.
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Questo potra` essere valorizzato a
• Ok, se l’esecuzione precedente ha correttamente popolato il data mart;
• Ritardo cumulato di x ore, se una o piu` schedulazioni sono terminate per errori o
non sono state eseguite a causa di ritardi nelle precedenti.
La condizione Ok consente di proseguire con il popolamento dell’area di staging e dell’a-
rea target.
Il secondo caso comporta dei check ulteriori che prevedono la presenza di alert, per
segnalare l’erroneo funzionamento del flusso. Con “ritardo cumulato” si intende la di-
stanza temporale che intercorre tra le rilevazioni real-time e i dati presenti sul data
mart. In questa situazione si assume che, finche` il ritardo cumulato e` inferiore a 3 ore,
e` consentito proseguire con una esecuzione ordinaria del flusso.
Il superamento della soglia comporta l’invio di una segnalazione e-mail, corredata di
file di log, cos`ı che l’utente possa sincronizzare i dati in funzione del lasso di tempo
desiderato, ripristinando lo stato normale del flusso a regime.
Inoltre, e` prevista una condizione di uscita dall’esecuzione, in caso di errori o di incoe-
renze nei dati, nei core Job dell’area di staging e dell’area target ed anche della stessa
tabella di audit.
Il mancato completamento sara` notificato aggiornando il job status con Errore. Come
descritto, se anche tale anomalia comporta un ritardo cumulato superiore a 3 ore viene
lanciata una segnalazione.
Infine, se tutti i Job e le Trasformazioni sono state processate correttamente la tabella
di audit viene aggornata al timestamp incrementato di N TIME e lo stato a Terminato
in modalita` Ok. Si attende quindi la schedulazione successiva.
La Figura 7.5 mostra la situazione in cui, dopo la prima schedulazione e` stato rilevato
un problema ripetuto che ha comportato l’intervento dell’utente e il ripristino di una
situazione stabile per consentire il corretto funzionamento delle schedulazioni successive.
Figura 7.5: Rilevazione errori checkAndGo
Capitolo 8
UN CASO DI STUDIO:
busmobility
L’obiettivo di questo capitolo e` quello di presentare un caso di utilizzo della piattafor-
ma implementata, che indicheremo con busmobility. Inizialmente verranno illustrate le
caratteristiche del topic semantico scelto, utilizzato anche durante la fase di test, quindi
verra` descritta una procedura tipica per mettere in produzione la nuova istanza. Infine
si mostrera` il front-end che consente di esplorare e navigare i risultati ottenuti.
Nella procedura mostrata, si assume che siano stati create e caricate sul server di Penta-
ho le Action Sequence, i file .xaction che “puntano” ai Job del repository e consentono di
eseguire e schedulare vari tipi di attivita`. Nel caso specifico si occuperanno di settare le
variabili nel kettle.properties, di lanciare le DDL relative alla preparazione dell’ambiente
e quindi di popolare il data mart.
8.1 Topic semantico busmobility
L’insieme dei dati che abbiamo utilizzato e` costituito da rilevazioni effettuate tramite
dispositivi posizionati su ogni porta di un gruppo di autobus appartenenti ad una certa
compagnia di trasporti che chiameremo Mobility Spa. Come anticipato, per chiarezza
di esposizione indicheremo con topic semantico semplicemente busmobility e laddove
necessario verra` utilizzata la rappresentazione tecnica, come insieme di stringhe di topic
specifici. Ogni dispositivo integra numerosi sensori autonomi e dalle dimensioni ridotte
progettati per il conteggio delle persone e per il monitoraggio del mezzo (per es. velocita`
o livello carburante).
In rappresentazione JSON le informazioni contenute nei messaggi inviati assumono una
forma di questo tipo.
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Con riferimento alla naming convention adottata nel Capitolo 4, si tratta di un topic
semantico omogeneo standard con misure di localizzazione dinamiche. In Cassandra la


























I tecnici di Eurotech si occuperanno della compilazione del file di configurazione. Nel
caso in esame vengono settati i seguenti parametri:
PARAMETRI CHE DEFINISCONO IL DATAMART
1. Struttura generale
• VAR TIPO TIME = 1
• VAR TIPO GEO = 3
• VAR TIPO TOPIC = 1
• VAR LIVELLO = dominio, tipoautobus, linea, bus, porta
2. Caratteristiche misure
• VAR INPUT MEASURE NUM = 4
• (VAR MEASURE1 = in, VAR TYPE MEASURE1 = Integer,
VAR AGG MEASURE1 = SUM)
• (VAR MEASURE2 = out, VAR TYPE MEASURE2 = Integer,
VAR AGG MEASURE2 = SUM)
• (VAR MEASURE3 = fuel, VAR TYPE MEASURE3 = Double,
VAR AGG MEASURE3 = AVG)
• (VAR MEASURE4 = drive, VAR TYPE MEASURE4 = Double,
VAR AGG MEASURE4 = AVG)
Le misure selezionate rilevano dati che riguardano il conteggio dei passeggeri in in-
gresso (in) e in uscita dall’autobus (out), nonche` informazioni sul livello di benzina
(fuel) e sulla velocita` media (drive).
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PARAMETRI DI INIZIALIZZAZIONE
• VAR TIMESTAMP START = 1414683110000
PARAMETRI CHE CONCORRONO ALLA LOGICA DI ESTRAZIONE
DEI DATI





• VAR NTIME = 3600000
Le schede relative ai PARAMETRI DI CONNESSIONE si assume siano state com-
pilate opportunamente in funzione dell’ambiente in cui sono state predisposte l’area di
staging e l’area target.
Analogamente per i PARAMETRI CHE CONCORRONO AL MONITORAG-
GIO A REGIME, in cui vengono inseriti i recapiti dei tecnici che si occuperanno di
attuare le azioni correttive in caso di malfunzionamenti.
Il file di configurazione e` sottoposto ad una fase di preprocessing tramite una Action
Sequence che viene eseguita manualmente: ha il compito di popolare il kettle.properties,
il file principale di proprieta` di Pentaho Data Integration contenente le variabili globali
nella forma chiave/valore.
8.2 Creazione e popolamento del data mart
In questa sezione verranno illustrati gli aspetti relativi all’inizializzazione della piatta-
forma e agli effetti derivanti dall’esecuzione del flusso di popolamento, ponendo l’accento
su alcuni degli step particolarmente rilevanti.
La preparazione dell’ambiente viene definita, in ultima istanza, con il lancio del Job che
consente di creare le tabelle di supporto e lo scheletro del data mart.
Per quanto riguarda l’area di staging, si avranno le strutture:
• messagelist: contiene il risultato dell’interrogazione sulla column family Messa-
gesByTopic
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• messagesxtopic: contiene il risultato dell’interrogazione sulla column family Mes-
sages
• citta omonime: ospita eventuali omonimie presenti nei casi di geocoding
• metatopic: predispone i dati per il popolamento del data mart
• checkAndGo: la tabella di audit, che dati i parametri di configurazione definiti, e`
inizializzata come mostrato in Figura 8.1.
Figura 8.1: Inizializzazione checkAndGo
L’area target conterra` lo star schema il cui fatto e` rappresentato dalla rilevazione le cui
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Figura 8.2: Star schema busmobility
Per ogni dimensione viene creata la tabella specifica, definendo le corrispondenti chiavi
primarie surrogate e chiavi esterne.
Si osserva che, come definito in configurazione, sono presenti la dim time h8 da VAR TIPO TIME
settato a 1 e la dim geo revgeocod dynamic poiche` VAR TIPO GEO e` uguale a 3.
Inoltre, le colonne definite nella dim topic corrispondono ai nomi dei livelli del parame-
tro VAR LIVELLO.
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Ora che si dispone di un modello di dati fisico sul database PostgreSQL, e` necessario
mapparlo al modello logico progettato, operazione eseguita una tantum.
Come illustrato nel Capitolo 3 l’applicazione Pentaho Schema Workbench fornisce un’in-
terfaccia grafica per la progettazione di cubi OLAP, in modo da definire una struttura di
database multidimensionale. Ne caso in esame l’associazione dell informazioni avverra`
come mostrato in Figura 8.3 e verra` generato il file XML allegato in Appendice A.
Figura 8.3: Pentaho Schema Workbench: creazione cubo
Si osserva che, per esigenze legate alla volonta` del cliente, e` stata scelta l’etichetta
TIME per indicare attributi di tipo calendar date, mentre quelli di tipo time date in
senso stretto sono qualificati con TIMERANGE. Le dimensioni restanti sono gestite in
maniera intuitiva: e` sufficiente richiamare per ogni componente la corrispettiva tabella
o colonna presente sul database relazionale.
Tramite l’interfaccia Pentaho User Console sara` possibile programmare il Job ETL
relativo al popolamento del data mart attraverso l’apposito calendario.
Supponiamo di voler definire una schedulazione che processi i dati ogni ora a partire
dal timestamp iniziale, che per ipotesi corrisponde al momento in cui il dispositivo
viene attivato. Fissiamo la prima schedulazione a due ore di distanza dal timestamp
di start, cos`ı da prelevare ogni ora un campione di dati che copre 1 ora di rilevazione
(N TIME = 3600000), mantenendo un’asincronia di 1 ora rispetto al real-time (frequenza
di schedulazione).
L’esecuzione coinvolge primariamente l’area di staging in cui viene interogata la Messa-
gesByTopic
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SELECT key, column2
FROM "MessagesByTopic"
WHERE key IN (0x6275736d6f62...30323a34333a32303134,
0x6275736d6f6269...0313a34333a32303134)
AND column1 > 1414683110000
AND column1 < 1414686710000;
e vengono recuperati dalla MessagesByTopic gli UUID, utilizzati per interrogare la
column family Messages
SELECT key, column, value
FROM "Messages"




che restituisce il dettaglio dei messaggi, i quali vengono inseriti nella messagesxtopic.
A seguire, i dati saranno sottoposti ad opportuna conversione e denormalizzazione per
ottenere la configurazione idonea al popolamento della tabella metatopic.
Dal momento che la tupla (VAR TIPO TIME, VAR TIPO GEO, VAR TIPO TOPIC)
= (1, 3, 1) si attivera` il ramo del flusso che elabora tutti i livelli della dimensione topic e
prevede di effettuare il reverse geocoding dei valori gps su tutte le righe estratte dall’area
di staging.
Al termine della schedulazione verra` effettuato un nuovo inserimento nella checkAndGo
che contiene l’informazione sul timestamp da cui partire per estrarre i dati nell’esecuzione
successiva.
8.3 Data visualization
Il processo di BI si conclude con l’aspetto relativo alla data visualization, che prevede la
navigazione e la visualizzazione dei dati sul cubo OLAP, la possibilita` di creare report
ad hoc ed esplorare un dashboard interattivo, il cui fruitore finale sara` l’azienda Mobility
Spa.
Gli strumenti utilizzati sono JPivot, che rappresenta una tabella pivot, e Saiku, una
semplice interfaccia grafica per la costruzione di report mediante operazioni di tipo
drag&drop. In entrambi i casi gli utenti, dopo aver effettuato la connessione al cubo,
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possono eseguire le classiche operazioni multidimensionali (roll-up, drill-down, slice e
pivot) con dei semplici click oppure tramite l’esecuzione di interrogazioni piu` complesse
utilizzando il linguaggio MDX (Multidimensional Expression).
Infine il dashboard consente la navigazione delle informazioni in particolare sotto il
profilo spaziale e temporale.
Illustriamo alcune operazione di esplorazione dei risultati sul topic semantico busmobility.
ANALISI MULTIDIMENSIONALE
Quando si avvia un’analisi su JPivot vengono visualizzate le dimensioni proprie del cubo
e le relative misure.
Il pulsante Navigatore OLAP permette di esplorare il cubo.
Come illustra la Figura 8.4 tale elemento e` collocato all’interno del menu superiore del-
l’interfaccia. Questo mostra tutte le misure e le dimensioni, e permette di selezionare gli
elementi e le operazioni che si desidera visualizzare nella tabella pivot. Tramite il tasto
OK si confermano le modifiche e si torna alla navigazione OLAP.
Supponiamo che, ad esempio, gli utenti siano interessati ad esaminare gli ingressi (IN)
e le uscite (OUT) dagli autobus.
Semplicemente cliccando sul [+] accanto al nome di ogni dimensione e dei rispetti-
vi livelli gerarchici e` possibile effettuare operazioni di drilling sul cubo, cioe` esplodere
l’informazione aumentandone il livello di dettaglio, a partire da una visualizzazione ag-
gregata dei dati.
La Figura 8.4 mostra il drill-down sulle dimensioni Device, Geo e Time: il totale di
ingressi e uscite viene quindi dettagliato per ogni device, di ogni citta`, per fascia oraria
e ora di rilevazione.
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Figura 8.4: JPivot: drill-down
Il click su [-] consente di effettuare un operazione di roll-up riducendo lo zoom dell’a-
nalisi fino a tornare alla configurazione iniziale.
I pulsanti laterali del Navigatore OLAP forniscono altre modalita` di navigazione.
Rotazione assi: e` il tasto che consente di effettuare il pivoting.
Figura 8.5: JPivot: pivoting
Al click le dimensioni corrispondenti vengono spostate nell’area Columns: in questo mo-
do tutti i membri della dimensione a cui appartiene il livello selezionato sono spostati
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dalle righe alle colonne. In sostanza si effettua una rotazione degli assi fornendo una
rappresentazione alternativa dei dati.
Per esempio, supponiamo di voler muovere la Geo, di cui viene definito il dettaglio fino
al livello di citta`. La figura 8.5 mostra una parte del cubo su cui e` stata effettuata
l’analisi: per ogni minuto delle ore 15 vengono confrontati il numero di ingressi e uscite
per citta`.
Si osserva che in alcuni casi le celle non contengono alcuna informazione, in altri sono
valorizzate a 0. Semanticamente cio` rappresenta un’informazione rilevante per l’utente
di Mobility Spa dal momento che il primo caso rappresenta l’assenza di rilevazione da
parte del dispositivo mentre il secondo segnala la situazione di avvenuta rilevazione a
cui non corrisponde il passaggio di persone nel raggio di azione del device.
Filtrare i dati: consente di visualizzare i dati filtrati sui valori selezionati della
gerarchia dimensionale.
La Figura 8.6 mostra l’effetto di un filtro su alcuni minuti relativi al tempo di rilevazione.
Figura 8.6: JPivot: filtro sui dati
Spostare la dimensione: consente di modificare l’ordine di visualizzazione delle di-
mensioni nell’OLAP, in quanto le informazioni vengono lette da sinistra verso destra
aumentando progressivamente il livello di dettaglio.
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Inoltre cliccando sulle dimensioni, per esempio Geo, e` possibile esplorare la gerarchia in
cui e` consentito selezionare gli elementi che si desidera vedere.
Si tratta di operazioni che generano un sottocubo “tagliando” il cubo originale attra-
verso restrizioni: lo slice applica la restrizione a una dimensione, mentre il dice a piu`
dimensioni. Essi non cambiano i valore delle misure.
La Figura 8.7 mostra l’effetto di una selezione: si osservi la differenza nel valore del
risultato rispetto al caso precedente del filtro (Figura 8.6); in questa situazione il valore
dell’informazione non cambia, semplicemente viene “oscurata” la visualizzazione di cio`
che non e` stato selezionato nel pannello precedente.
Figura 8.7: JPivot: dice su Geo
Mostra righe/colonne vuote: attiva o disattiva la visualizzazione di righe/colonne
vuote.
Cio` e` particolarmente utile per le tabelle che contengono misure non valorizzate su tutti
i livelli delle gerarchie dimensionali, consentendo di distinguere la rilevazione “0” dalla
rilevazione “ ” che rappresenta assenza di informazione, come nel caso relativo alla pro-
cedura di pivoting.
Configurazione Tabella OLAP: questo pulsante consente di ordinare i valori delle
misure secondo le seguenti opzioni:
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• Modalita` Ordinamento
– Tenere Gerarchia Ascendente / Discendente
– Spezzare Gerarchia Ascendente / Discendente
– Top Count: seleziona prime n righe ordinate
– Bottom Count: seleziona ultime n righe ordinate
• Numero di righe per il Ranking - Si applica al Top Count ed al Bottom Count di
cui sopra
• Mostra proprieta` dell’utente - mostrera` ulteriori dettagli se sono definiti nel cubo
In questo modo e` possibile analizzare i dati per compredere quali sono le fasce orarie che
presentano i flussi di passaggio di persone piu` densi, piuttosto che fare valutazioni sulle
prestazioni del mezzo di trasporto con l’obiettivo finale di migliorare il servizio, e cos`ı via.
REPORTISTICA AD HOC
Saiku e` l’interfaccia grafica utilizzata per la costruzione di report, a partire dal cubo,
mediante operazioni drag&drop e all’avvio si presenta come mostrato in Figura 8.8:
Figura 8.8: Saiku: interfaccia principale
La drop-down list sulla sinistra consente di selezionare il cubo su cui vogliamo eseguire
report ad-hoc.
Il menu a destra consente diverse modalita` di visualizzazioni del report, in particolare:
Table/Chart Mode: consente la visualizzazione dei dati in forma tabellare o
grafica.
SparkBar/SparkLine: consente di integrare al report una colonna che mostra
una spark bar o una spark line sul valore delle misure.
Statistiche: sostituisce il set di risultati con una serie di statistiche (Min/Ma-
x/Sum/Average/Std.Deviation) relative agli attributi selezionati.
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Nello specifico la modalita` Table Mode mostra i dati in forma tabellare.
A partire dall’interfaccia principale e` possibile trascinare e rilasciare le dimensioni e le
misure per consentire una visualizzazione per righe e per colonne, come verra` mostrato
di seguito.
E` possibile effettuare anche un filtro sui dati trascinando gli attributi d’interesse nella
sezione “Filtri” tramite una semplice ed intuitiva interfaccia grafica, come mostra la
Figura 8.9.
Figura 8.9: Saiku: filtro sui dati
Esportazione: Il menu superiore contiene una serie di tasti che consen-
tono l’esportazione delle tabelle rispettivamente nel formato XLS, CSV e PDF.
La modalita` Chart Mode consente di esplorare diverse tipologie di grafici come Stacked
Bar,Multiple Bar Chart, Area, Line, Pie, ecc.
La figura di seguito (Figura 8.10) mostra una Line che descrive l’andamento temporale
delle misure selezionate.
Con una Pie si puo` esprime la distribuzione di un certo valore (come fuel) in funzione
della localizzazione (Figura 8.11).
Infine puo` essere interessante, come mostra per esempio la Figura 8.12, osservare tramite
un Bar chart quali sono gli indirizzi che presentano particolari flussi di ingressi e uscite.
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Figura 8.10: Saiku line chart: andamento ingressi e uscite al minuto
Figura 8.11: Saiku pie chart: valore medio consumi di fuel per citta`
Figura 8.12: Saiku bar chart: andamento ingressi e uscite per indirizzo
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DASHBOARD
I Dashboard sono le interfacce utente di sintesi dei dati raccolti ed elaborati, destinate al
vertice aziendale e progettate in modo da consentire una lettura estremamente semplice
e rapida. In questo senso, consentono una migliore gestione delle notifiche rendendo
anche evidenti specifici cambiamenti di stato derivanti dal frequente popolamento del
struttura dati.
Il dashboard realizzato per Mobility Spa prevede tre componenti principali:
• un prompt di selezione temporale, che permette all’utente di selezionare intervalli
di date rapidamente.
• un prompt che consente di scegliere all’interno di una dropdown list il dispositivo
desiderato
• una mappa con l’informazione geo referenziata delle rilevazioni filtrate dalle se-
lezioni precedenti. Inoltre il click sui flag consente di visualizzare un bubble che
mostra il totale degli ingressi e delle uscite sul singolo punto.
A seguire si mostra un esempio di visualizzazione di un dashboard (Figura 8.13), che
presenta gli elementi appena descritti.
Figura 8.13: Dashboard: componenti
Capitolo 8. UN CASO DI STUDIO : busmobility 96
La Figura 8.14 illustra il dettaglio sulla selezione di un range temporale attraverso l’ap-
posito prompt e la successiva (Figura 8.15) si focalizza sull’informazione letta al click di
un indirizzo sulla mappa.
Figura 8.14: Dashboard: prompt di selezione temporale




Il capitolo 9 descrive l’implementazione di una struttura multidimensionale aggiuntiva
che consente elaborazioni dei dati in una modalita` di tipo across topic.
L’obiettivo e` quello di consentire analisi congiunte sulla dimensione geografica e tempo-
rale, a partire da due data mart risultanti dalla piattaforma Multi-Topic.
La prima sezione illustra la logica sottostante la progettazione relativa alla preparazione
dell’ambiente, che sfrutta l’information schema delle source: questo consente di creare
un sistema che non necessita di parametri di configurazione ulteriori rispetto a quelli de-
finiti sui data mart di partenza. A seguire verra` effettuata una panoramica sugli aspetti
piu` rilevanti del flusso ETL di popolamento.
9.1 Da Multi-Topic ad Across-Topic
La preparazione dell’ambiente per la nuova istanza del data warehouse parametrico
utilizza le impostazioni di configurazione definite per implementare i sistemi sorgenti. In
particolare vengono prelevate le informazioni su VAR TIPO TIME e VAR TIPO GEO
nei PARAMETRI CHE DEFINISCONO IL DATA MART ed i valori delle
connessioni ai database che rappresentano l’una e l’altra area target. Come per la
soluzione precedente sono presenti i PARAMETRI CHE CONCORRONO AL
MONITORAGGIO A REGIME, in cui vengono inseriti i recapiti dei tecnici che si
occuperanno di attuare le azioni correttive in caso di malfunzionamenti.
Le variabili che descrivono la dimensione temporale e geografica definiscono, nella fase
di creazione del data mart, il modello di data warehouse risultante. Dal momento
97
Capitolo 9. ADD-ON: PIATTAFORMA ACROSS-TOPIC 98
che queste rappresentano gli unici attributi descrittivi del fatto e` condizione necessaria
che entrambi i valori di VAR TIPO GEO sui data mart in ingresso siano diversi da
0. Cio` comporta che il range accettato per il parametro VAR TIPO GEO e` compreso
nell’intervallo [1,3].
Alla base della progettazione del flusso sono presenti una serie di assunzioni, relative
alla modalita` di generazione del modello finale che dipendono dalla combinazione di
VAR TIPO TIME e VAR TIPO GEO.
Come ampiamente illustrato nei capitoli precedenti, VAR TIPO GEO descrive le situa-
zioni in cui l’informazione geografica viene prelevata con un livello di dettaglio crescente:
dal caso in cui deriva l’informazione a partire dal topic (se valorizzata a 1) alla gestione
della localizzazione per i dispositivi statici (quindi il caso 2) fino alla configurazione che
riguarda i dispositivi in movimento (se pari a 3).
La VAR TIPO TIME aggiunge semplicemente l’informazione sulla fascia oraria alla di-
mensione temporale se settata a 1, altrimenti e` 0.
L’assunzione, valida per entrambi i casi, e` che esiste una relazione d’ordine sugli insiemi
di valori propri di ciascuna variabile.
Generalizzando, sia A l’insieme di valori che puo` assumere un certo parametro di confi-
gurazione e siano a e b due elementi appartenenti ad A.
Laddove a <b allora l’istanza risultante sara` di tipo a.
L’idea e` che la selezione del tipo per definire le dimensioni dell’insieme finale sara` l’in-
tersezione del tipo dei due data mart sorgenti, condizione sufficiente affinche` il data
warehouse conservi l’informazione minimale proveniente dalle fonti alimentanti.
I prospetti a seguire mostrano le possibili combinazioni che determinano la modellazione
dello star schema risultante.
Per la dimensione Geo:
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Dal momento che la dimensione Date e` statica, gli effetti della configurazione sulla
dimensione temporale influenzeranno solo la Time:





Le varibili risultanti dalla combinazione di quelle proprie dei data mart in input saranno
indicate per semplicita` come TIPO GEO e TIPO TIME, in riferimento al data warehou-
se. I parametri ragionevolmente ottenuti da questa fase di preprocessing determineranno
l’attivazione di uno dei 6 possibili rami del flusso, le cui fasi terminali sono speculari
(Figura 9.1).
Figura 9.1: Job entries: creazione dwh
Lo step che prende il nome di createG[TIPO GEO]T[TIPO TIME] consente di eseguire
script SQL a runtime e definisce la struttura delle dimensioni nella logica presentata
poc’anzi. Il job J SCRFACT G[TIPO GEO]T[TIPO TIME] si occupa della definizione
della tabella dei fatti.
L’aspetto critico in questa fase ha riguardato la gestione delle misure relative all’uno e
all’altro data mart, poiche` devono essere unite.
La DDL che crea la fact table del data warehouse e` modellata in funzione dei dati in
ingresso grazie all’utilizzo dell’information schema dei database, cioe` di una serie di
viste che contengono informazioni sugli oggetti che sono stati definiti. In particolare
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e` stata utilizzata la vista columns, che contiene informazioni su tutte le colonne di
una tabella (o di una vista) nel database. L’idea e` stata quella di prelevare dall’uno e
dall’altro datamart le informazioni sui nomi delle colonne, escludere quelle non necessarie
e costruire un’istruzione idonea alla creazione della tabella dei fatti risultante. Questa
procedura ha consentito di sfruttare le informazioni insite nella struttura stessa delle
istanze generate dalla piattaforma Multi-Topic senza la necessita` di operare sui file di
configurazione, favorendone l’implementazione.
L’anatomia delle tabelle viene estratta con la query mostrata di seguito che restituisce
i nomi delle colonne della fact table per ogni data mart.
SELECT column_name as columns
FROM information_schema.columns
WHERE table_name = ’fact_table’
La Figura 9.2 illustra il processo di elaborazione dei metadati che definisce primaria-
mente gli attributi che rappresentano le colonne che ospiteranno le misure, ricavate
parametricamente dall’information schema e oppurtunamente filtrate (Filter measure),
e quelle relative ai vincoli di chiave esterna e primaria, inserite staticamente in funzione
del ramo del flusso progettato.
Figura 9.2: Modello creazione fact table across topic
Lo step Select value quindi prelevera` coppie (columnName, columnType) che rappre-
sentano il cuore dell’istruzione di creazione. I passi seguenti consistono principalmen-
te nella manipolazione delle stringhe, a cui viene concatenata anche l’informazione su
vincoli d’integrita` (passo Add constraint), affinche` siano rese sintatticamente idonee a
rappresentare un comando di CREATE table.
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La variabile di ambiente definita in Set SRC CREAFACT contiene la DDL completa
che verra` lanciata nella trasformazione successiva tramite un semplice step di esecuzione
di script SQL.
L’anatomia degli star schema generati al termine della preparazione dell’ambiente sara`
analoga a quella della progettazione Multi-Topic, a meno della dimensione Device e
Topic che sono proprie dei singoli domini di analisi.
Si osserva inoltre che la piattaforma per analisi Across-Topic non prevede un’area in-
termedia, dal momento che non e` necessario sottoporre i dati a particolari elaborazioni
poiche` questi sono gia` compiutamente definiti.
9.2 Architettura generale
Nell’ottica di effettuare esplorazioni dei dati per la c.d. analisi Across-Topic, e` stata
prevista una logica di popolamento guidata da un flusso ETL che consente di fondere
due data mart sulle dimensioni geografica e temporale.
La procedura cosiste nel popolare prima le tabelle dimensionali, quindi Geo, Date e
Time, ed infine la tabella dei fatti.
DIMENSIONI
Le dimensioni coinvolte sono Geo, Date e Time, che verranno trattate in maniera tale da
condividere le rilevazioni comuni sotto il profilo spaziale e temporale dei dati in ingresso.
L’assunzione alla base della logica di popolamento e` che due rilevazioni appartenenti a
due domini diversi, a topic semantici distinti, soddisfano la condizione di sharing se
presentano gli stessi valori sulla granularita` propria di ciascuna dimensione derivata.
Nello specifico la Date non e` sottoposta a particolari elaborazioni da parte del flusso
poiche` certamente la struttura delle configurazioni di partenza e` analoga per entrambi i
data mart: la condizione necessaria affinche` due rilevazioni soddisfino la condivisione e`
che queste siano concordi sul campo giornoesteso, che costitusce appunto la granularita`
minimale.
A seguire verra` illustrata la metodologia adottata per la gestione della dimensione Time,
dipendente dal parametro TIPO TIME, e descritta dal Job in Figura 9.3.
La natura parametrica del flusso impone che le stesse query di estrazione vengano defi-
nite a runtime. Con una procedura simile a quella adottata per modellare le istruzioni di
creazione dell’ambiente, le trasformazioni Set Time Statement1 e Set Time Statement2
si occupano di definire il SELECT statement che consente di estrarre i dati dalle dimen-
sioni Time dei data mart, siano esse fisicamente definite come dim time o dim time h8.
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Figura 9.3: Popolamento dimensione Time
Per ciascuna source vengono quindi prelevati i nomi delle tabelle che descrivono lo star
schema:
SELECT table_name as tables
FROM information_schema.tables
WHERE table_schema = ’public’
Uno step di filtro consentira` di isolare solo la stringa che rappresenta la dimensione tem-
porale, la quale verra` quindi manipolata per definire la sintassi dell’istruzione di selezione
e settata in una variabile di ambiente. Le trasformazioni Get Time e Get TimeH8 sono
mutuamente esclusive: la prima verra` attivata se TIPO TIME = 0, cioe` se almeno uno
tra i data mart in ingresso presenta VAR TIPO TIME = 0; la seconda verra` eseguita
soltanto se TIPO TIME = 1, e quindi se entrambi i sorgenti hanno VAR TIPO TIME
= 1.
La struttura del flusso interno a ciascuna trasformazione e` speculare: le query di selezio-
ne vengono prelevate dalle variabili di ambiente ed eseguite in parallelo, ricongiungendosi
tramite lo step Merge Join che effettua una inner join sul campo oraminuto. Le righe
restituite, che hanno soddisfatto quindi la condizione di sharing, popolano la dimensione
Time. In particolare sara` presente e verra` popolato il campo contenente l’informazione
sulla fascia oraria solo se TIPO TIME = 1, che comporta l’esecuzione di Get TimeH8,
e quindi il popolamento di una dimensione che logicamente avra` la struttura di una
dim time h8.
In merito alla dimensione Geo, non si entra nel dettaglio puntuale della descrizione
del flusso. Essa infatti e` stata gestita con una logica analoga a quella descritta per il
caso della dimensione temporale, calibrando le giunzioni in maniera tale da garantire la
presenza dell’informazione minima, comune alle fonti alimentanti:
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• TIPO GEO = 1 e` la configurazione che si definisce se almeno uno tra i due
data mart ha VAR TIPO GEO = 1, quindi la giunzione avverra` sulla coppia
(city,state);
• TIPO GEO = 2 copre i casi in cui almeno uno tra i due data mart ha VAR TIPO GEO
= 2, ma non VAR TIPO GEO = 1: in queste situazioni, seppur l’informazione mi-
nimale presenta il dettaglio fino all’indirizzo, si e` stabilito di limitare la giunzione
alla tupla (city, region, state). La ragione di cio` e` da ricercarsi nel fatto
che tale configurazione include il caso in cui uno dei VAR TIPO GEO potrebbe
essere pari a 3, cioe` descrive la localizzazione di dispositivi in movimento. Que-
sto potrebbe comportare che anche un leggero disallineamento tra la posizione del
dispositivo statico e di quello dinamico generi una stringa diversa in termini di
indirizzo, condizione sufficiente per la restituzione di un insieme vuoto da parte
della giunzione;
• TIPO GEO = 3 si verifica se entrambi i data mart hanno VAR TIPO GEO =
3. In questo caso l’assunzione che viene ragionevolmente fatta e` che i dispositivi
si muovano insieme, quindi l’indirizzo cotituisce una buona approssimazione per
garantire la correttezza del risultato. La chiave di giunzione sara` quindi (address,
city, region, state).
TABELLA DEI FATTI
L’ultimo step del flusso ETL riguarda certamente il popolamento della tabella dei fatti,
rappresentato come una struttura ad albero in cui ciascuno dei 6 rami e` pilotato dalle
variabili di configurazione. La logica implementativa fonde l’utilizzo dell’information
schema con la logica parametrica sottostante l’ETL Metadata Injection, la componento
del PDI che consente di iniettare i metadati nei vari step costituenti l’ossatura del flusso.
Quest’ultimo presenta la seguente struttura standard:
Figura 9.4: Flusso di popolamento della tabella dei fatti
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La Figura 9.4 mostra che le informazioni, fino allo step Merge join, vengono gestite
in modo speculare alle dimensioni: due trasformazioni chiamate Set fact Statement1 e
Set fact Statement2 preparano la struttura delle query di SELECT sulla tabella dei fatti
dei singoli data mart, recuperate dalle variabili di ambiente SCR FACT1 e SCR FACT2
ed eseguite.
La forma delle interrogazioni generate dalla combinazione degli elementi di ciascuna
struttura a partire dall’information schema e` la seguente:
SELECT *
FROM fact_table
WHERE fact_table.id_dim_date = dim_date.id_dim_date
AND fact_table.id_dim_[GEO] = dim_[GEO].id_dim_[GEO]
AND fact_table.id_dim_[TIME] = dim_[TIME].id_dim_[TIME]
La giunzione prevedra` tra le chiavi sicuramente il giornoesteso, e le restanti dipende-
ranno dalla combinazione delle chiavi naturali definite sulla specifiche dimensioni geo-
grafica e temporale. A partire da questa tabella dei fatti unificata, verranno quindi
recuperate le chiavi surrogate con una lookup sulle tabelle dimensionali appena popolate.
L’ultima parte, dopo lo step di selezione, viene implementata tramite ETL Metadata
Injection che gestisce l’ordinamento ed il raggruppamento dello stream in ingresso sul-
le chiavi surrogate, definendo la granularita` del fatto in esame. Le misure dell’uno e
dell’altro data mart, verranno quindi accorpate sulla base delle rispettive funzioni ag-
gregazione originariamente associate.
A questo punto ogni riga del flusso di dati rappresenta una rilevazione nell’insieme in-




Il progetto realizzato ha presentato un certo grado di complessita`, soprattutto in re-
lazione all’articolata struttura del sistema sorgente ed alla varieta` dei casi da gestire
attraverso un’unica struttura di elaborazione delle informazioni.
Si puo` affermare che la notevole mole di dati da elaborare e` stata gestita in maniera
efficiente, soddisfacendo tutte le richieste espresse dal cliente. A questo proposito bi-
sogna notare come il tool open source Pentaho abbia dimostrato notevole flessibilita`
nell’adattamento allo specifico contesto di lavoro in cui e` stato impiegato, permettendo
la realizzazione di un flusso ETL parametrico in grado di elaborare campioni di dati
eterogenei e relativi a domini di analisi diversi.
Ci sono alcuni aspetti che possono essere presi in considerazione in un’ottica di miglio-
ramento e integrazione futuri del lavoro svolto.
Rispetto all’ottimizzazione delle performance del flusso si e` rilevato che il collo di botti-
glia in termini di tempi di esecuzione e` costituito dalle interrogazioni effettuate al servizio
OpenStreetMap per effettuare operazioni di geoconding o reverse geocoding dei dati in
ingresso. Si potrebbe quindi creare un database locale di geodati, da aggiornare con
cadenza regolare, per far si che i tempi di risposta siano piu` brevi e che consenta anche
di evitare problemi di denial of service.
Guardando agli sviluppi futuri il potenziale dei dati prelevato e organizzato all’interno
della piattaforma potra` aprirsi a piu` ampio respiro sulle metodologie di data mining che
consentono l’esplorazione delle informazioni, eseguita in modo automatico o semiauto-
matico, allo scopo di individuare pattern significativi, per incrementare la valorizzazione
dei dei dati e generare conoscenza.
Nello specifico Pentaho utilizza il software open source Weka, che permette di applicare
dei metodi di apprendimento automatici ad un set di dati e analizzarne il risultato.
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Per esempio, nell’ambito del caso di studio utilizzato relativo alla mobilita` si potrebbe
rispondere a domande come:
• Quali sono gli itinerari piu` popolari seguiti dall’origine alla destinazione? Qual e`
la distribuzione spazio-temporale di questi viaggi?
• Come capire l’accessibilita` di attrattori di mobilita` chiave, come grandi impianti,
stazioni ferroviarie o aeroporti?
• Come rilevare un evento straordinario e capire il comportamento di mobilita` asso-
ciato?
Si tratta di analisi sofisticate che possono svelare correlazioni, modelli e pattern signifi-
cativi, al fine di attuare azioni preventive, analisi what-if, delineare trend e scenari futuri
sui domini d’interesse [5].
Concludendo si e` trattato di un’esperienza lavorativa estremamente interessante e sti-
molante che mi ha dato la possibilita` di crescere sia sotto il punto di vista umano che
formativo.
Ho partecipato alla realizzazione di tutto il progetto, dalle fase inziale relativa alle inte-
razioni col cliente e all’analisi dei requisiti, alla fase finale che ha previsto la procedura
di caricamento dell’ambiente in produzione.
Inoltre ho avuto la possibilita` di approfondire e mettere in pratica alcune delle temati-
che affrontate durante il corso di studi ed imparato l’utilizzo di strumenti nuovi come
Pentaho Data Integration, per l’aspetto legato alla realizzazione delle procedure ETL,
i software Design Studio e Schema Workbench per la parte relativa alla creazione del
front-end. In aggiunta a tutto cio` che concerne le principali e tradizionali tecniche di BI,
ho avuto modo di conoscere e approfondire la tecnologia NoSQL di Apache Cassandra e
di approccio alla gestione dei big data, che si stanno affermando in maniera sempre piu`
prorompente nell’ambito dell’analisi dei dati.
Appendice A
CUBO XML busmobility
Si riporta lo schema XML generato da Schema Workbench nel caso di esempio busmo-
bility presentato nel Capitolo 8.
<Schema name="Mobility Spa">



















<Level name="Country" column="country" levelType="Regular">
</Level>
<Level name="Region" column="region" levelType="Regular">
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</Level>
<Level name="City" column="city" levelType="Regular">
</Level>










<Level name="Year" column="anno" levelType="TimeYears">
</Level>
<Level name="Semester" column="semestre" levelType="TimeHalfYear">
</Level>





































<Level name="Semantic topic" column="dominio" levelType="Regular">
</Level>
<Level name="Bus type" column="tipoautobus" levelType="Regular">
</Level>
<Level name="Line" column="linea" levelType="Regular">
</Level>
<Level name="Bus" column="bus" levelType="Regular">
</Level>




<Measure name="Drive" column="drive" datatype="Numeric" aggregator="avg" >
</Measure>
<Measure name="Fuel" column="fuel" datatype="Numeric" aggregator="avg" >
</Measure>
<Measure name="IN" column="in" datatype="Integer" aggregator="sum" >
</Measure>
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