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This paper describes a multiuser scenario with several terminals acceding simultaneously to the same frequency channel. The ob-
jective is to design an optimal multiuser system that may be used as a comparative framework when evaluating other suboptimal
solutions and to contribute to the already published works on this topic. The present work assumes that a centralized manager
knows perfectly all the channel responses between all the terminals. According to this, the transmitters and receivers, using an-
tenna arrays and leading to the so-called multiple-input-multiple-output (MIMO) channels, are designed in a joint beamforming
approach, attempting to minimize the total transmit power subject to quality of service (QoS) constraints. Since this optimization
problem is not convex, the use of the simulated annealing (SA) technique is proposed to find the optimum solution.
Keywords and phrases: multiuser systems, simulated annealing, antenna arrays, MIMO systems, orthogonal frequency division
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1. INTRODUCTION
One of themost important problems of the current and com-
mercial wireless communication systems is that the number
of users and the quality of service (QoS) are very limited, in-
cluding the bit-rate and the bit error rate (BER). These limi-
tations are extremely important since the demands for wire-
less services are increasing at a very high speed. In this sce-
nario, diversity is a powerful method to increase the number
of users and improve the performance. Among the diﬀerent
solutions, the spatial diversity, based on the use of multiple
antennas at the transmitter and/or the receiver, has received
much attention in last years. Thanks to such techniques, the
performance and capabilities of the communication systems
can approach the theoretical limits of the wireless channel.
As an illustrative example, we may cite the space division
multiple access (SDMA), an advanced medium access pro-
tocol that permits the increase of the number of users that
can be served simultaneously. In these scenarios, the signals
from diﬀerent users can be separated using array and multi-
channel processing techniques. Thus, spatial processing can
be adopted as a very powerful tool in the so-called multiuser
systems. Although currently there are several papers related
to this topic, further work is necessary on this research area
to fully exploit the capabilities and benefits provided by the
use of multiple antennas in multiuser scenarios.
In this paper, a multiuser wireless scenario is considered
in which all the “terminals” are assumed to have multiple an-
tennas and, as a consequence, several parallel multiple-input-
multiple-output (MIMO) channels arise. In the case of a cel-
lular system, the terminals correspond to both the mobile
terminals (MTs) and base stations (BSs). It is also assumed
that all of them accede simultaneously to the same frequency
radio channel. In this kind of MIMO systems, and depend-
ing on the quality and quantity of the channel state infor-
mation (CSI) at the transmitters, several designs and archi-
tectures are possible. We are interested in designing an op-
timum SDMA strategy that can be used as a comparative
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framework when designing and evaluating other suboptimal
designs for multiuser MIMO systems. According to this ob-
jective, we consider that there exists a centralized manager
with knowledge of the channel responses between all the ter-
minals in the network. Obviously, this assumption requires
the channel to be slowly time varying so that the transmitter
can have an accurate channel estimate bymeans of a feedback
channel, for example. Currently, there are several standards
in which this assumption is valid. Among them, some exam-
ples can be cited, such as the European Wireless Local Area
Network (WLAN)HiperLAN/2 [1] and the IEEE 802.11a [2].
These WLANs use orthogonal frequency division multiplex-
ing (OFDM) [3, 4] modulation for the physical layer and,
therefore, the use of OFDMby all the terminals has been con-
sidered in this paper.
Here, a joint beamforming approach is proposed for the
multiuser MIMO-OFDM system, that is, all the transmitters
and receivers exploit a beamforming architecture per carrier,
instead of using a space-time encoder [5, 6] (the details of the
joint beamforming structure are given in Section 2). Obvi-
ously, if another architecture diﬀerent from joint beamform-
ing is used, then an optimum design will be found diﬀer-
ent from that proposed in this paper. Under this consider-
ation, the receiver is based on a bank of single-user detec-
tors and a joint design of all the transmit beamvectors is
carried out by the centralized manager, attempting to min-
imize the total transmit power. This is done subject to several
QoS constraints, which are formulated in terms of the max-
imum mean BER for each communication or link and, pos-
sibly, the maximum transmit power for some MTs. This op-
timization problem is very diﬃcult to solve, as the constraint
set over which the optimization has to be carried out is not
convex [7]. As a consequence, in this paper the application
of the simulated annealing (SA) technique [8] is proposed,
a very powerful heuristic optimization tool able to find the
global optimum design even when the mathematical prob-
lem is not convex. This is the main diﬀerence of this work
when compared to other classical techniques found in the
literature, in addition to generalizing the already proposed
network topologies and design constraints. Most of the other
works are based on gradient search (GS) methods or on al-
ternate &maximize (AM) approaches, whichmay find a sub-
optimal design since they are not able to handle nonconvex
problems. The notation used in this paper is quite general
and models many communication systems, including, but
not limited to, both the uplink and downlink transmission
in cellular networks.
There are some papers in the literature considering sim-
ilar joint beamforming problems to that presented in this
paper. Lok and Wong presented in [9] an uplink multiuser
multicarrier code division multiple access (MC-CDMA) sys-
tem with one antenna at the transmitter side and several an-
tennas at the receiver. The problem consisted in the design
of the optimum receiver and the transmit frequency signa-
tures for each user. According to this, the obtained notation
and the mathematical optimization problem was shown to
be equivalent to the one deduced in our paper. There, the
QoS constraints were formulated in terms of a minimum
signal-to-noise plus interference ratio (SNIR) for each user
instead of a maximum mean BER, as used in this paper, and
no constraints were applied regarding themaximum individ-
ual transmit powers. The optimization problem was solved
by using a GS technique based on the Lagrange multiplier
method and the penalty functions.
In [10], Wong et al. also considered a multiuser MIMO
OFDM system based on joint beamforming. There, the op-
timization of the transmit beamvectors was based on the ap-
plication of the AM technique, that is, when designing the
beamvector for one user, all the other transmit beamvectors
were assumed to be fixed. Once the design was finished, the
optimization of the beamvector for another user was per-
formed. This was applied successively until convergence was
attained, although the global optimum was not guaranteed
to be found, nor were the QoS constrains in terms of a mini-
mum SNIR guaranteed to be fulfilled.
Chang et al. analyzed in [11] the case of an uplink flat
fading multiuser MIMO channel, where both the MTs and
BS had multiple antennas. Two diﬀerent optimization prob-
lems were considered. In the first one, the minimization of
the total transmit power was addressed, forcing the SNIR for
each user to be higher than a prefixed value. In the second
problem, the objective was to maximize the minimum SNIR
subject to a total transmit power constraint. In both cases, no
individual transmit power constraint was applied. In that pa-
per, several iterative algorithms were proposed to design the
beamvectors, although it was shown that those techniques
might find a local suboptimum design instead of the global
optimum one due to the nonconvex behaviour of the opti-
mization problem.
There are many other papers that analyze diﬀerent mul-
tiuser systems considering the use of multiple antennas. In
[12], an uplink scenario with one BS and several MTs was
studied, all of themwithmultiple antennas. There, the beam-
forming solution was shown to be optimum in the sense that
it achieved the sum capacity for a high number of users, al-
though no QoS could be guaranteed for each user. The same
scenario was also considered in [13]. In that paper, the ob-
jective was the minimization of the global mean square error
(MSE) subject to a transmit power constraint for each MT.
The iterative technique was based on the application of the
AM algorithm, which might converge to local suboptimum
solutions. A multiuser downlink scenario with one multi-
antenna BS and several single-antenna MTs was analyzed in
[14]. There, the global optimum design minimizing the to-
tal transmit power subject to minimum SNIR constraints
was presented based on the duality between the uplink and
downlink scenarios and, furthermore, the conditions for the
existence of a feasible solution subject to a total transmit
power constraint were deduced. The same problem was ana-
lyzed in [15], where the scenario was afterwards extended to
the case of several multiantenna BSs and multiantenna MTs,
as in our paper. The proposed AM iterative algorithm was
shown to converge, but not always to the global optimum
solution, once again due to the nonconvexity of the problem.
Finally, in [16] the same scenario with several multiantenna
BSs and MTs was considered. An iterative AM technique for
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Figure 1: (a) General configuration for a multiuser system with point-to-point links. In this example, there are 5 simultaneous commu-
nications and 4 terminals. (b) Typical configuration in a multiuser MIMO-OFDM scenario with 3 users or communications. There are 5
terminals, where 3 of them are MTs and the other 2 ones are BSs.
the design of the beamformers was presented to minimize
the total transmit power subject to QoS constraints in terms
of a minimum SNIR for each user, although it was shown
that it might converge to a local suboptimum solution. In all
these papers, the channel was assumed to be frequency flat,
although in our work we have extended the design to the case
of a multicarrier modulation in a frequency selective chan-
nel.
This paper is structured as follows. In Section 2, the sys-
tem and signal models for the MIMO-OFDMmultiuser sce-
nario are presented, in addition to deducing the expression of
the optimal receive beamvectors as a function of the transmit
beamvectors. The application of the SA algorithm in order
to jointly design all the transmit beamvectors is presented in
Section 3, whereas in Section 4 other classical suboptimum
designs based on GS and AM algorithms are proposed. Fi-
nally, in Sections 5 and 6, some simulation results and con-
clusions are shown, respectively.
2. SYSTEMAND SIGNALMODELS
Consider a wireless scenario in which several terminals coex-
ist in the same area. Among these terminals, K communica-
tions or links are established and access the common channel
at the same time and in the same frequency band. As pre-
viously stated, the adopted modulation technique is an N-
carriers OFDM. All the terminals in the system are allowed
to have multiple antennas and each of them is able to trans-
mit and/or receive. We consider that each communication or
link is assigned to two terminals, where one of them is the
transmitter and the other one is the receiver.
2.1. MIMOmultiuser system and signal models
As it has been stated previously, the system model for the K
communications is based on a joint beamforming approach
at the transmitter and the receiver, where the beamvectors
corresponding to diﬀerent communications or links are al-
lowed to be diﬀerent. In this scenario, there exists a set of
terminals, where we have not diﬀerentiated between BSs and
MTs since all the terminals are allowed to transmit and/or
receive simultaneously. All the terminals in the system are
numbered and the quantity of terminals may be diﬀerent
from the number of established links (see Figure 1). Let t(k)
represent the terminal responsible for transmitting the infor-
mation corresponding to the kth link, whereas r(k) is the ter-
minal receiving this information. In Figure 1, we show some
examples of these kinds of systems (a generic example and a
more concrete one). Equation (1) represents the signal model
for the received snapshot vector for the kth link, that is, it is
the received signal model at the r(k)th terminal and the nth











































Figure 2: Architecture of the transmitter and the receiver for the kth communication or link based on joint beamforming.
carrier [17] (see Figure 2 in which we represent the architec-









n (t) + n
(r(k))
n (t), (1)
where we have assumed that the length of the cyclic prefix is
higher than or equal to the channel order [3]. The size of the
vectors y(r(k))n (t) and b
(l)
n is equal to the number of antennas
at the r(k)th and the t(l)th terminals, respectively. The trans-
mit beamvector applied to s(l)n (t) is represented by b
(l)
n , where
s(l)n (t) is the transmitted data at the nth carrier during the
tth OFDM symbol for the lth link. The transmitted symbols
are assumed to have a normalized energy: E{|s(l)n (t)|2} = 1
(E{·} stands for the mathematical expectation). The matrix
H(t(l),r(k))n represents the MIMO channel response at the nth
carrier between the t(l)th and the r(k)th terminals. We have
also considered that H(i,i)n = 0, for all i, which means that the
ith terminal is not receiving the signal transmitted by itself.
Finally, the vector n(r(k))n (t) models the contribution of noise
plus interferences from outside the system at the r(k)th re-
ceiver and the nth carrier. The associated covariancematrix is
represented by Φ(r(k))n = E{n(r(k))n (t)n(r(k))n H(t)}, where (·)H
stands for complex conjugate transpose. This signal model is
quite general and can easily fit in with many known systems
including, but not limited to, the cellular environments, both
for uplink and downlink.
2.2. Single-user receiver optimization
In this subsection, the attention is focused on the design of
the receive beamvectors. For every link and carrier, a linear
combiner a(k)n is applied to the set of received samples col-
lected in the snapshot vector y(r(k))n (t). The hard estimate of
the transmitted symbol s(k)n (t) for the kth link during the tth
OFDM symbol is, therefore, based on a hard mapping ap-
plied to the output of the receive beamvector, that is, ŝ (k)n (t) =
dec{a(k)n Hy(r(k))n (t)}. The optimum receive beamvector a(k)n is
the one maximizing the output SNIR. The expression of the
optimum beamvector is widely known and corresponds to
theWiener matched filter [4, 17], which can be formulated as
follows assuming that the transmit beamvectors are known:

















where R(k)n is the total interference plus noise covariance ma-
trix seen at the receiver for the kth link, and α(k)n is a scalar
factor that does not aﬀect the SNIR and can be calculated to





α(k)n = (b(k)n HH(t(k),r(k))n HR(k)n −1H(t(k),r(k))n b(k)n )−1. As it can be
seen in (2), the optimum receive beamvector for the kth
link depends on both the transmit beamvector for the same
link b(k)n and all the other ones {b(l)n }l=1,...,Kl =k , since the covari-
ance matrix R(k)n depends on the transmit beamvectors for
all the other links diﬀerent from k. This produces a coupling
eﬀect that makes diﬃcult the optimization of the transmit
beamvectors. In the following section, we explicitly focus the
attention on the joint design of all the transmitters. By using
this design criterion for the receivers, the SNIR at the output
of the receive beamformer for the kth link and the nth carrier










Taking into account this result, in OFDM the eﬀective
or mean BER is defined as the uncoded BER averaged over
all the subcarriers, BER(k) = (1/N)∑N−1n=0 Q(√km SNIR(k)n ),
where we have assumed that all the interferences are approx-
imately Gaussian distributed, Q(x) = (1/√2π) ∫∞x e−t2/2dt,
and km is a parameter depending on the modulation applied
to each subcarrier (for BPSK, km = 2).
3. SIMULATED-ANNEALING-BASED TRANSMITTER
OPTIMIZATION
The last section was devoted to the optimum design of the
receive beamvectors assuming that the transmit beamvec-
tors were known, obtaining the closed-form solution cor-
responding to the Wiener matched filter [4]. Now, the at-
tention is focused on the joint design of all the transmit
beamvectors for all the users and all the OFDM carriers.
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When designing the transmit beamvectors, an objective
function or optimization criterion has to be identified, as
well as a set of design constraints. Obviously, a desirable ob-
jective is the minimization of the total transmit power, since
in wireless networks, high transmit powers imply a shorter
lifetime of the MTs. In the case of using several antennas, the
power used for transmitting the information symbol corre-
sponding to the nth carrier of the kth user is proportional to
‖b(k)n ‖2. Taking this into account, the total transmit power PT




















Besides the objective function, additional constraints are
necessary in order to avoid the trivial solution minimizing
the transmit power b(k)n = 0. In this paper, two kinds of
constraints are proposed. The first one refers to the mini-
mum QoS for each communication or link and is manda-
tory, whereas the other is related to the maximum individual
transmit powers for a concrete set of terminals. This set of
terminals can be empty and, therefore, the individual trans-
mit power constraints are optional.
(i) QoS constraints: these constraints are formulated in
terms of the maximum mean BER for each link and
can be expressed as follows:
BER(k) ≤ γ(k), k = 1, . . . ,K , (6)
where γ(k) is the maximum permitted BER for the kth
link and, therefore, is an input parameter of the op-
timization problem. This formulation generalizes the
results presented in [9] for an MC-CDMA system, and
in [11, 14, 15, 16] for flat fading channels, where the
QoS constraints were formulated in terms of the SNIR
instead of the mean BER. In [10, 12, 13], the trans-
mit power was stated to be a prefixed value and the
goal was the optimization of the mean quality of all
the users in terms of capacity, minimum MSE, and so
forth, and therefore, no QoS could be guaranteed for
each link. In all cases, the proposed algorithms for the
most general scenario, comprising several BSs andMTs
with multiple antennas, were shown to be ineﬃcient
in the sense that they might find local suboptimum
solutions instead of the global optimum one, because
of the nonconvex behaviour of the optimization prob-
lems.
(ii) Individual transmit power constraints: in addition to
the QoS constraints, optional constraints can also be
included regarding the maximum individual transmit
powers for some terminals. This is specially useful for
MTs with a power-limited battery in an uplink trans-
mission. Let Υ be the set of terminals to which these






∥∥b(k)n ∥∥2 ≤ P(i)max, i ∈ Υ, (7)
where P(i)max represents the maximum transmit power
for the ith terminal. These kinds of constraints have
not been considered in any of the works referenced in
this paper.
Currently, there exists no closed form solution for this
extremely complicated constrained optimization problem,





n=0 ‖b(k)n ‖2 is convex in the optimiza-
tion variables b(k)n , the constraint set is not. In order to prove
this last statement, we consider the simplest example corre-
sponding to only one user using an OFDMmodulation with
only one carrier. For this simple case, the maximum BER
constraint is equivalent to a minimum SNIR constraint. We
assume that H = I and that Φn = I (we obviate the sub and
super indexes to facilitate the notation). According to this,
the QoS constraint can be formulated as bHb ≥ SNIRmin.
This constraint can be represented geometrically as the exte-
rior of a sphere in the variable vector b, which, obviously, is
not convex. Due to the nonconvex behaviour of the problem,
if a classical GS or AM method is applied to find the opti-
mal design, a local minimum may be found instead of the
global optimum in the constraint set. Since we are interested
in finding the global optimum design in order to provide a
reference system to be used as a comparative framework for
other suboptimal designs, we have decided to exploit the SA
algorithm. SA is a very powerful heuristic tool able to find
the global optimum design even when the objective function
or the constraint set is not convex. As stated in the intro-
duction, some previous works have proposed GS techniques,
such as in [9], or AM methods [10, 11, 13, 15, 16], among
others. The main problem of these techniques is that they are
not able to find the global optimum design due to the non-
convex behaviour of the problem, as it was clearly shown in
[11] and other works. Besides, in GS and AM techniques, it
may be extremely diﬃcult to include any kind of constraint,
although in the case of SA this can be done easily, as will be
shown later in this section. Specifically, for the case of GS, the
constraints are required to be diﬀerentiable, although this is
not necessary in SA.
In this paper, the existence of a feasible solution is as-
sumed, that is, a collection of transmit beamvectors that sat-
isfies all the constraints simultaneously. In case that a feasible
solution does not exist, the algorithm will not converge to
any acceptable design.
The SA algorithm has analogies with the annealing of
solids in physics and thermodynamics, as has been explained
in [8]. The main objective of the annealing process in physics
is to obtain a solid with a “perfect” particles arrangement,
that is, a perfect structure, so that the energy of the links be-
tween these particles is minimized. In order to obtain this
perfect structure, initially the solid has to be melted by heat-
ing it, that is, until all the particles have total freedom of
movement. Once this “hot” state is attained, the tempera-
ture has to be lowered until the “perfect” state is obtained,
in which the particles have no movement. If the cooling pro-
cess is done very quickly, the obtained state may be not the
one with the minimum energy and, therefore, is not perfect.
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If the minimum energy is desired, then the system has to be
cooled very slowly, so that the particles have “enough time”
to be placed in their optimal positions.
In our problem, in each step of the iterative algorithm
there is a collection of transmit beamvectors {b(k)n }k=1,...,Kn=0,...,N−1,
which is called the current solution. Given the current solu-
tion, which is equivalent to a concrete particles arrangement
or a state in the annealing process in physics, a new solution
or collection of beamvectors is proposed. If it is “better” than
the original one, then it is retained as the current one. On
the contrary, if it is “worse,” then the proposed solution is
accepted with a certain probability. That means that “worse”
solutions may be accepted. This mechanism, which is called
hill climbing, is extremely important so as to avoid a subop-
timal solution or local minimum. The parameter that con-
trols this acceptance probability is the temperature T , as in
the case of the annealing in physics. The higher the tempera-
ture, the higher the acceptance probability. The temperature
is lowered step by step, so that asymptotically, only “better”
solutions are accepted and a minimum is approached. The
meaning of “better” and “worse” is based on the definition of
a cost function f (·) that depends on the transmit beamvec-
tors and is directly related to the total transmit power. This
function corresponds to the energy of a state in physics and
its minimization is the goal of the annealing process. As in
the thermodynamics annealing process, if the temperature is
lowered very slowly, the optimum state with the minimum
energy, that is, the global minimum of the total transmit
power, can be achieved, as desired initially.
Here we provide the description and all the basic ideas of
the SA algorithm proposed to solve the already stated opti-
mization problem.
























where (x)+ = max(x, 0). This cost function, which
also depends on the temperature T , is equal to the
total transmit power plus a quadratic penalty term.
This penalty term takes into account whether the BERs
are greater than the maximum permitted ones, and
whether the individual transmit powers are greater
than those specified. Besides, this penalty term is in-
versely proportional to the temperature, since in the
simulations it has been shown that this rule performs
quite well in terms of convergence speed. As T is low-
ered, the penalty term is increased and, therefore, the
acceptance of solutions that do not fulfill the con-
straints is asymptotically avoided. The parameter α is
a proportional factor for the penalty term and its value
has been adjusted by simulations to α = 100 in or-
der to have good convergence properties. The penalty
term is based on relative comparisons of the BERs and
the transmit powers with the maximum permitted val-
ues by means of the log(·) function. These kinds of
comparisons have been chosen, since it has been ob-
served experimentally that they behave better than ab-
solute comparisons. Note, however, that other kinds of
penalty functions could have been used.
(ii) Proposed solution generation:





n = 0, . . . ,N − 1, k = 1, . . . ,K. (9)
The proposed solutions are generated by applying
independent complex circularly symmetric Gaussian
noise with variance σ2b to the components of the trans-
mit beamvectors. This noise is used to generate any
possible collection of transmit beamvectors in a con-
tinuous solution space. Note that there is a diﬀerence
when compared to the problems for which SA was ini-
tially applied, in which the solution space was discrete
[8]. The acceptance ratio is monitored for every value
of T . In case that it is lower than 0.1 for 5 times, the
variance of the Gaussian noise is lowered by means of
an exponential profile (σ2b ← 0.95σ2b ). This is done in
this way as it has been shown experimentally that this
rule improves the convergence speed of the algorithm.









})− f ({b(k)n }))+}. (10)
This acceptance probability corresponds to the
Metropolis criterion, as described in [8], and is re-
lated to the Maxwell-Boltzmann approximation of the
Fermi-Dirac distribution describing the energy of an
electron in diﬀerent levels. This criterion was initially
used in thermodynamics in order to simulate a ther-
mal equilibrium process. It was shown that, using this
criterion, the system could arrive at the minimum pos-
sible energy, that is, to the optimum state, if the tem-
perature was lowered slowly. This philosophy was af-
terwards adopted in the SA algorithm, as shown in this
paper, as an eﬃcient criterion to find the global mini-
mum of nonconvex problems.
(iv) System “cooling”:
T ←− βT , β ∼= 0.99. (11)
As described in this equation, the temperature is low-
ered very slowly by means of a decreasing exponen-
tial rule, as described in [8]. This value of β has been
chosen since in the simulations it has been shown to
provide good convergence properties, while still guar-
anteeing that the global optimum solution is attained.
As seen in (10), the hotter the system, the higher
the acceptance probability. As a consequence, when
the temperature is high, most of the proposed trans-
mit beamvectors are accepted, which means they are
searching over the range of all the possible spatial
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Its objective is to find an initial value of the temperature T , so that the number of accepted solutions is higher than 95%.
(1) T = 1, σ2b is set equal to the mean power necessary at the transmitters to attain the required QoS assuming no interference
among the users (experimentally it has been shown to have good convergence properties). The initial transmit beamvectors
are set equal to all zero vectors.
(2) Propose 100 solutions. Measure the number of nonaccepted solutions Nna.
(3) If Nna < 95, then T ← 2T and go to step (2). If Nna = 100, then T ← 0.9T and go to step (2). In any other case, end.
Algorithm 1: Initialization in the SA algorithm.
They correspond to the application of the SA algorithm.
(1) Lar = 0: initialization of the counter corresponding to the number of times that the acceptance ratio is lower than 10%.
(2) Propose 100 solutions. Measure the number of nonaccepted solutions Nna. Update the temperature: T ← 0.99T .
(3) If Nna < 10, then Lar ← Lar + 1. If Lar = 5, then σ2b ← 0.95σ2b and go to step (1). In any other case, go to step (2).
The algorithm finishes when the value of the cost function has stabilized and a minimum has been achieved.
Algorithm 2: Main iterations of the SA algorithm.
directions. When the temperature is lowered, this
range is reduced and the accepted transmit beamvec-
tors begin to look for the best spatial directions, that
is, for the spatial directions that couple the maximum
power towards the desired terminal while reducing the
interference towards the other ones.
In the SA algorithm, initially the temperature T has to
be high enough so that most of the proposed solutions are
accepted. The initial transmit beamvectors are set equal to
all zero vectors. Note, however, that the initialization of the
beamvectors is not important since in the first iterations
most of the proposed solutions are accepted and the variance
of the noise to generate and propose new solutions is very
high. In this paper, 100 iterations are run for every value of
T . As a summary, the main steps of the algorithm are pre-
sented and briefly detailed in Algorithms 1 and 2.
4. OTHER CLASSICAL SUBOPTIMUM TECHNIQUES
In the last section, the SA technique has been proposed to
find the global optimum design of the stated constrained op-
timization problem. In this section, we present two alterna-
tive algorithms based on the GS and the AMmethods.
4.1. Lagrange-gradient search transmitter
optimization
A classical approach diﬀerent from the SA consists in the uti-
lization of a gradient technique, although, as it has been al-
ready said, the main drawback of this family of algorithms is
that they may converge to local suboptimum designs. In or-
der to compare the SA with other classical approaches, in this
section we propose an iterative gradient technique based on
the classical Lagrange multipliers method and the quadratic
penalty term [9, 18]. This technique is based on the defini-
tion of a Lagrangian expression L. When formulating the
Lagrangian expression and the penalty term, we take into ac-
count the fact that the optimal solution implies that the QoS
are fulfilled with equality. Under this assumption, that can be

















The equations that show how to update the transmit
beamvectors and the penalty factor λ correspond to the well-
known gradient descent and ascent techniques, as also used
in [9]
b(k)n ←− b(k)n − µ∇b(k)n HL,

















where µ is the step size parameter that has to be adjusted to
cope with the tradeoﬀ between the convergence speed and
the convergence itself. The initial beamvectors can be calcu-
lated assuming that there is no interference between users, as
shown in [10, 17]. The initial value for the penalty factor λ is
set equal to 0. Here, the necessary expressions to calculate the
gradient ∇
b(k)n
HL are provided. In order to facilitate the no-
tation, we assume an uplink scenario with several MTs trans-
mitting to a single BS, which is responsible for the detection
of the symbols transmitted by all the MTs. The modulation
of the subcarriers is BPSK. In this scenario, the matrix H(k)n
represents the response of the MIMO channel at the nth car-
rier between the kth MT and the BS. The extension to other
kinds of scenarios is quite simple by using very similar ex-
pressions. The function δΥ(k) is defined as δΥ(k) = 1, k ∈ Υ,
and δΥ(k) = 0, k ∈ Υ:
∇
b(k)n
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H(t(k),r(k))n , that is, without taking into account the interferences from other users. Calculate the
power allocation (either uniform or maxmin) to satisfy the QoS constraints.
(2) Repeat until convergence.
(i) Calculate all the covariance matrices (see (3)).





corresponding power allocation satisfying the QoS constraints.
Algorithm 3: Application of the AM algorithm.
The expression of ∇
b(k)n
H BER( j) depends on j. Firstly, we
give the expression for the case j = k:
∇
b(k)n
















For the case j = k, the expression is as follows, where the
matrix inversion lemma has been used:
∇
b(k)n

















































































n = Φn +
K∑











As previously stated, one of the main drawbacks of the
GS technique is that a local suboptimum design may be
found. This could be solved by using diﬀerent initial sets of
beamvectors, selected randomly. Note, however, that this in-
creases the computational load and does not guarantee a suc-
cessful result.
4.2. Alternate &maximize transmitter optimization
Finally, another classical solution that has been used previ-
ously by many authors in papers such as [10, 13, 15, 16],
among others, is the AM algorithm. In our problem, the
SNIR for a concrete user and carrier depends, not only on
the beamvector for the considered user, but also on all the
transmit beamvectors for all the other users through the co-
variance matrix, as shown in (3) and (4). The AM algorithm
is an iterative technique, so that in each step the beamvectors
associated to a concrete user are designed assuming that the
beamvectors of all the other users are fixed, that is, assuming
that the noise plus interferences covariance matrix is known.
Obviously, when a beamvector for a user is designed, the co-
variance matrix for the other users change and, therefore, the
technique has to be applied iteratively until convergence is at-
tained.
In this subsection, we provide the description of an AM
algorithm in which we only take into account the QoS con-
straints, but not the individual transmit power constraints,
since their inclusion in the algorithm is extremely diﬃcult. In
each step, the optimum transmit beamvector maximizing the
SNIR corresponds to the eigenvector associated to the max-





(see a complete proof of this in [10, 17]). Besides this, an
adequate power allocation among the carriers of the OFDM
modulation has to be calculated, so that the QoS constraint
in terms of the maximum BER is fulfilled. In this paper, we
have used two diﬀerent power allocation policies: the uni-
form and the maxmin techniques, as completely described in
[17].
Algorithm 3 shows the main steps of the AM technique,
including the beamvectors initialization. The main disadvan-
tage of this algorithm, as commented previously and in pa-
pers such as [13, 15, 16], is that the obtained solution may
be a local suboptimum design instead of the global optimum
one, since the optimization problem is not convex. Besides,
there is no a priori guarantee of convergence. A possible so-
lution would consist in using diﬀerent random initializations
for the transmit beamvectors. Note, however, that this is an
ad hoc procedure that does not control and guarantee that
the global optimum design is obtained.
5. SIMULATION RESULTS
In this section, we simulate an uplink scenario with 3MTs
and 1 BS. The OFDM modulation consists of N = 16 car-
riers and both MTs and BS have 5 antennas. The QoS con-
straints in terms of the mean BER are 10−3, 10−3, and 10−2
and α = 100, as stated in Section 3. The noise is assumed to
be white both in the time and space domains, with a nor-
malized variance equal to 1, that is, Φ(r(k))n = I. The simula-
tions and algorithms are applied to a single realization of the
multiple OFDM-MIMO channels, although we do not pro-
vide the numerical expressions of the channel matrices for
the sake of clarity.













































































Figure 3: Powers of the MTs for SA in scenario 1. (b) Powers of the MTs for SA in scenario 1 including a power constraint in MT1. (c) BERs
of the MTs for SA in scenario 1. (d) BERs of the MTs for SA in scenario 1 including a power constraint in MT1.
In the first scenario, it is assumed that the path loss is
very similar for all the users. In Figures 3a and 3c, we show
the evolution of the powers allocated to the three users and
themean BERs as the iterations of the SA algorithm run, con-
cluding that the proposed technique is able to find a design
fulfilling the constraints when no individual power restric-
tions are applied. The optimum power corresponding to the
first user is 8.45W, and the total power is 20.1W. If a power
constraint is applied to the first user is equal to 8W, then the
results are those shown in Figures 3b and 3d. The main con-
clusion is that, in this case, the SA algorithm allocates 7.6W
to the first user, whereas the other ones increase their corre-
sponding power consumption. As it is also shown, the global
transmit power has increased up to 20.8W. This increase of
the total transmit power is normal, as in the second example,
a more restrictive constraint has been applied and, therefore,
the optimization has to be carried out over a more limited set
of transmit beamvectors fulfilling the constraints.
In Figure 4, a set of results are presented for the case of a
scenario in which the third user has a path loss with respect
to the first two users equal to 12 dB. In this example, no in-
dividual transmit power constraint has been considered. Fig-
ures 4a and 4c corresponds to the application of SA, whereas
Figures 4b and 4d corresponds to the GS algorithm with a µ
parameter, that is, the step size, equal to 0.001. Themain con-
clusion is that with the same computational load or number
of floating point operations, the SA algorithm can fulfill the
constraints, whereas the GS technique decreases importantly
the convergence speed as the solution approaches these con-
straints. This is because the penalty terms applied in the La-
grangian expression (12) are quadratic and, therefore, when
calculating the derivatives in a point near from the fulfill-
ment of the constraints, these derivatives tend to zero. Simu-
lations concerning the application of the AM algorithm have
also been done for two diﬀerent power allocation techniques,
uniform and maxmin [17]. From the simulations, it is con-
cluded that AM has a high convergence speed. Table 1 shows
a summary of the results for all the techniques. The conclu-
sion is that GS does not find a solution fulfilling the con-
straints, whereas AM does not have this problem, as in the
case of SA. The main drawback is that the necessary trans-
mit power is higher for AM than for SA, concluding that a
local suboptimum design has been found. Indeed, and as ex-
plained in [15], the nonconvexity and the number of local
minima increases as more BSs and MTs are coexisting in the
same area.







































































Figure 4: (a) Powers of the MTs for SA in scenario 2. (b) Powers of the MTs for GS in scenario 2. (c) BERs of the MTs for SA in scenario 2.
(d) BERs of the MTs for GS in scenario 2.
Table 1: Power and BER for SA, GS, and AM.
MT 1 power MT 2 power MT 3 power Total power MT 1 BER MT 2 BER MT 3 BER
SA 10.2W 8.7W 54.5W 73.4W 10−3 10−3 10−2
GS 9.6W 8W 46.5W 64.1W 1.01 · 10−3 1.01 · 10−3 1.42 · 10−2
AM-maxmin 8.3W 6.8W 63.6W 78.7W 10−3 10−3 10−2
AM-uniform 9.1W 7.9W 65.5W 82.5W 10−3 10−3 10−2
6. CONCLUSIONS
As a general conclusion, in this paper a MIMO-OFDMmul-
tiuser system based on a joint beamforming approach has
been proposed. The objective was the joint design of the
beamvectors associated to all the established communica-
tions or links, taking as the optimization criterion the min-
imization of the total transmit power subject to maximum
mean BER and individual transmit power constraints. It has
been shown that this problem is not convex and, therefore,
the application of the SA technique has been proposed, in
addition to classical GS and AM methods. The SA has been
shown to be able to find the optimum solution and, there-
fore, the obtained design may be used as a comparative
framework for other suboptimum solutions. Other classical
techniques, such as GS and AM, also presented in this pa-
per, may have problems related to the convergence speed and
the fact that local suboptimum designs may be found. Be-
sides, GS and AM cannot always include every kind of con-
straint, whereas in SA this can be easily done by using ade-
quate penalty functions.
Although SA has been shown to be a powerful tool to
cope with the optimization of nonconvex problems, such as
the one presented in this paper, there exist other heuristic
220 EURASIP Journal on Wireless Communications and Networking
approaches that should be also considered as possible strate-
gies. Among these techniques, some examples can be given,
such as the genetic algorithms (GA) [19] or taboo search
(TS) approaches. In both cases, the techniques are based on
a random generation of possible solutions, such as in the
SA algorithm, and are also able to find the optimum so-
lution, even if the problem is not convex. The main dif-
ference between SA and the GA-TS strategies is that the
last two techniques transform the solution space, that is,
the set of possible transmit beamvectors, into a space com-
posed of “bits” by means of an encoding process. Once this
transformation has been performed, the optimization prob-
lem is solved in this new transformed solution space. Fi-
nally, the solution in terms of transmit beamvectors should
be found by transforming or decoding the solution in the
coded space. Further work is to be done on the application
of these techniques in order to evaluate whether the compu-
tational load of the optimization problem can be decreased
while still guaranteeing that the global optimum design is
found.
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