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A Network Analysis of the ACL Anthology
Abstract
Using the ACL Anthology we build and ana-
lyze three different networks composed of pa-
per citations, author citations, and author col-
laborations in an attempt to identify the most
“central” papers and authors, as well as other
interesting characteristics, using graph-based
andother methods. Citation data was obtained
using text extraction from the library of PDF
ﬁles with some post-processing performed to
clean up the results. Manual annotation of the
referenceswas thenperformedtocompletethe
citation network. The analysis includes gen-
eral network statistics, PageRank and h-index.
1 Introduction
The common result of scientiﬁc work is the publica-
tion of a paper or article in a journal, conference, or
similar venue. All scientiﬁc work builds on the work
of others. The inﬂuence of existing ideas is embod-
ied in publication as a citation. A citation provides
a link between two papers, between two sets of au-
thors and their ideas. Using citations, we can cre-
ate anetwork consisting ofthe relationships between
papers, authors and ideas.
Analyzing the network of citations, we may be
able to ﬁnd interesting correlations that give us a
new perspective on the importance of certain pa-
pers, their authors, the ideas presented in them, and
the papers to which these important papers are con-
nected.
Here we investigate the corpus of papers pub-
lished by the Association for Computational Lin-
guistics (ACL) by creating several networks based
on the papers and articles and analyze these net-
works using a variety of statistical measures.
In the next section we review previous research
into citation and collaboration networks, as well as
summarize some of their ﬁndings. In section 3, we
describe the ACL Anthology. In section 4 we de-
scribe the measures used in the analysis. In sec-
tions 5 and 6 we present the networks created and
the ﬁndings of our analysis. Finally, we discuss our
conclusions and future work to be performed.
2 Related Work
Numerous papers have been published regarding
collaboration networks in scientiﬁc journals, result-
ing in a number of important conclusions. In (Elma-
cioglu and Lee, 2005), it was shown that the DBLP
network resembles a small-world network due to the
presence of a high number of clusters with a small
average distance between any two authors. This
average distance is compared to (Milgram, 1967)’s
“six degrees of separation” experiments, resulting
in the DBLP measure of average distance between
two authors stabilizing at approximately six. Simi-
larly, in (Nascimento et al., 2003), the current (as of
2002) largest connected component of the SIGMOD
network is identiﬁed as a small-world network, with
a clustering coefﬁcient of 0.69 and an average path
length of 5.65.
Citation networks have also been the focus of
recent research, with added concentration on the
proceedings of major international conferences, and
not just on leading journals in the scientiﬁc ﬁelds.
In (Rahm and Thor, 2005), the contents of over
10 years of the SIGMOD and VLDB proceedings
along with the TODS, VLDB Journal, and SIG-
MOD Record were combined and analyzed. Statis-
tics were provided for total and average number of
citations per year.
Interesting work has also been done regarding the
availability of articles and the number of citations
those articles receive (Lawrence, 2001) though we
don’t explore that correlation here.3 ACL Anthology
The Association for Computational Linguistics is an
international professional society dedicated to the
advancement in Natural Language Processing and
Computational Linguistics research. The ACL An-
thology is a collection of papers from a journal
published by ACL - Computational Linguistics - as
well as all proceedings from ACL sponsored confer-
ences and workshops (www.aclweb.org/anthology-
new) (Bird et al., 2008). It is from these papers
that the ACL Anthology Network (AAN) is con-
structed (Joseph and Radev, 2007).
In total, the ACL Anthology contains 11,773
unique papers from these various sources. Certain
texts that did not include citations were not included,
such as Table of Contents, Front Matter, Author In-
dexes, Book Reviews, etc.
Each of these papers was processed using
an OCR text extraction tool (http://www.
pdfbox.org/) after which the references from
each paper were parsed and extracted. These refer-
ences werethen manually matched toother papers in
the ACL Anthology using an “n-best” (with n = 5)
matching algorithm. The matched references were
then compiled to produce a citation network. Ref-
erences to papers outside of the ACL were recorded
but not included in the network. The statistics of
the paper citation network in comparison to the to-
tal number of references in the papers can be seen in
Table 1. 1
Table 1: General Statistics. A citation is considered to
be inside the anthology if it points to another paper in the
ACL Anthology Network.
Total Papers Processed 11,773
Total Citations 167,165
Citations Inside Anthology 44,142 ( 26.4%)
Citations Outside Anthology 123,023 ( 73.6%)
Before we begin looking at the analysis of the net-
work, we describe some of the measures used in this
analysis.
4 Network Analysis Methods
The created networks were analyzed using Clair-
lib (Radev et al., 2007).
1The networks and associated metadata used in the analysis
are publicly available.
4.1 Diameter and Average Shortest Path
In a network the smallest number of steps along
edges between any two nodes is the shortest path.
One way to describe the layout of a network is to
ﬁnd its average shortest path.
We compute two measures of average shortest
path. The ﬁrst is the sum of the length of shortest
paths of all reachable node pairs divided by the num-
ber of reachable pairs. The second comes from (Fer-
rer i Cancho and Sol´ e, 2001), and is calculated as:
(1) d =
Pn
i=1
￿Pn
j=1 Lij
ni
￿
N
where Lij is the length of the shortest path from
node i to node j, ni is the number of neighbors of
node i, and N is the number of nodes in the network.
Additionally, the harmonic mean geodesic dis-
tance is calculated. This measure gives an average
of the distances between nodes, with lower values
having a larger impact than higher outliers. In a net-
work that does not allow self-loops, as is the case for
the networks studied here, it is calculated as:
(2) H =
n(n − 1)/2
Pn−1
i=1
Pn
j=i+1
1
Lij
Another common measure is network diameter.
The diameter of a graph is deﬁned as the length of
the longest shortest path between any two vertices.
For measures of network diameter and distance,
only the largest connected component of the net-
work was used.
4.2 Power Law
One of the ways to identify the characteristics of
a network’s degree distribution is to calculate the
power law exponent (α). A value of α near 2 in-
dicates a network with power law characteristics.
We use two methods to calculate power law expo-
nents. The ﬁrst (αLS) is a measure of the slope of
the cumulative log-log degree distribution using the
ﬁtting of least squares (York, 1966).
The r2 statistic tells how well the linear regres-
sion line ﬁts the data. The higher the value of r2,
the less variability in the ﬁt of the data to the linear
regression line.
The second calculation of the power law expo-
nent (αN) is modeled after (Newman, 2005)’s ﬁfthformula, which is sensitive to a cutoff parameter
that determines how much of the “tail” to measure.
There is also an associated measure of the expected
statistical error (σ).
4.3 Clustering Coefﬁcient
Finally, clustering coefﬁcients are used to determine
whether a graph can be labeled as a small-world net-
work. Two calculations were used.
The ﬁrst, the Watts-Strogatz clustering coefﬁcient
(CWS) in (Watts and Strogatz, 1998), is computed
as C =
P
i Ci
n where n is the number of nodes and
Ci = Ti
Ri with Ti deﬁned as the number of triangles,
or completely connected triples, connected to node
i and Ri deﬁned as the number of triples, both com-
pletely and partially connected, centered on node i.
The second, the Newman clustering coefﬁcient
(CN) in (Newman, 2003), is computed as
(3) C =
3 ∗ number of triangles in the network
number of connected triples of vertices
For instance, if paper A cites paper B and paper B
cites paper C, this is a connected triple. If paper A
also cites paper C, or C cites A, then this is a trian-
gle. Determining the number of triangles relative to
the number of connected triples gives a measure of a
network’s connectedness. A real-world network will
generally have a much higher clustering coefﬁcient
than a random network of the same size.
5 Paper Network
The paper citation network includes all connections
between ACL Anthology papers. It is a directed net-
work with each node representing a paper labeled
with an ACL ID number and the edges representing
a citation within that paper to another paper repre-
sented by an ACL ID. The ACL ID number for each
paper consists of a single letter denoting the venue
and the year of publication.
5.1 Paper Network - General Statistics
Thenetwork consists of 11,773 nodes and 44,140 di-
rected edges. Of these nodes, 2,008 are completely
disconnected with a degree of 0, leaving 9,765 con-
nected nodes. The degree distribution is shown in
Figure 1. The size of the largest connected com-
ponent is 9,595 with an average degree of 9.04, a
diameter of 20, a clairlib average directed short-
est path of 5.82, a Ferrer average directed shortest
path of 5.11, a harmonic mean geodesic distance
of 90.65, and an assortativity coefﬁcient of 0.04.
It contains 2,085 connected components. For this
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Figure 1: Degree distribution of the paper citation net-
work on a loglog scale.
network CWS=0.1879 and CN=0.0804. A random
network of the same size composed using the Erdos-
Renyi model gives CWS=0.0009, which is much
lower than that of the AAN paper citation network,
indicating that the AAN paper citation network is a
small world network.
The power law values of the network are shown in
Table 2. The value of αN approaches 2, indicating a
preference for edge attachment to a small number of
high degree nodes.
Table 2: Paper Network Power Law Measures.
Type αLS r2 αN σ
in-degree 2.52 0.97 2.03 0.02
out-degree 3.67 0.87 2.15 0.01
total degree 2.75 0.97 1.82 0.01
5.2 PageRank
The ClairLib library includes code to analyze the
centrality of a network using the PageRank algo-
rithm described in (Page et al., 1998). In calculating
the paper citation network centrality using PageR-
ank, we ﬁnd a general bias towards older papers.
Older papers have had longer to accumulate new ci-
tations over time. It is not surprising then that the
papers with the highest PageRank scores are slightly
older. Table 3 includes a listing of the 10 papers
with the highest PageRank - rounded to the nearest
ten-thousandth.Table 3: Papers with the Highest PageRanks. Since only edges within the ACL are included, all citations for each
paper have not been taken into account, giving an improper boost to the second and third highest-ranked papers.
ACL ID PageRank Authors Title
A88-1019 0.0220 Church, Kenneth Ward A Stochastic Parts Program And Noun Phrase Parser For Unrestricted Text
A88-1030 0.0189 Ejerhed, Eva I. Finding Clauses In Unrestricted Text By Finitary And Stochastic Methods
C86-1033 0.0128 Sampson, Geoffrey A Stochastic Approach To Parsing
J90-2002 0.0101 Brown, Peter F.; Cocke, John; Della Pietra, Stephen A.; Della Pietra, Vin-
cent J.; Jelinek, Frederick; Lafferty, John D.; Mercer, Robert L.; Roossin,
Paul S.
A Statistical Approach To Machine Translation
P86-1022 0.0080 Bachenko, Joan; Fitzpatrick, Eileen; Wright, C. E. The Contribution Of Parsing To Prosodic Phrasing In An Experimental Text-
To-Speech System
J86-3001 0.0070 Grosz, Barbara J.; Sidner, Candace L. Attention Intentions And The Structure Of Discourse
J93-2004 0.0062 Marcus, Mitchell P.; Marcinkiewicz, Mary Ann; Santorini, Beatrice Building A Large Annotated Corpus Of English: The Penn Treebank
J93-2003 0.0050 Brown, Peter F.; Della Pietra, Vincent J.; Della Pietra, Stephen A.; Mercer,
Robert L.
The Mathematics Of Statistical Machine Translation: Parameter Estimation
P83-1019 0.0048 Hindle, Donald Deterministic Parsing Of Syntactic Non-Fluencies
P84-1027 0.0042 Pereira, Fernando C. N.; Shieber, Stuart M. The Semantics Of Grammar Formalisms Seen As Computer Languages
6 Author Networks
Using the paper network, and the metadata associ-
ated with each paper, we also created a network of
author citations and a network of author collabora-
tions. The following two sections describe in greater
detail these two networks, as well as provide statis-
tics and comparisons to other research.
6.1 Citation Network
The author citation network is derived from the pa-
per network described previously where each node
is a unique author and each edge is an occurrence
of one author citing another author. If one paper
cites another paper, then all authors of the ﬁrst paper
cite all authors of the second paper. For example:
if Andrea Setzer cites an earlier work by James D.
Pustejovsky, then the link “Setzer, Andrea → Puste-
jovsky, James D.” would occur in the network. Self-
citations are treated the same way. We have created
two versions of the author citation network, one that
includes self-citations and one that does not. Statis-
tics from the network devoid of self-citations are
shown in parentheses.
6.1.1 Citation Network - General Statistics
The author citation network consists of 7,726
(7,721) nodes and 158,497 (156,339) directed edges.
The degree distribution can be seen in Figure 2. The
size of the largest connected component is 7,672
(7,672) with an avg. degree of 41.03 (40.50), a di-
ameter of 10 (10), a clairlib avg. directed shortest
path of 3.34 (3.34), a Ferrer avg. directed shortest
path of 3.3 (3.3) and a harmonic mean geodesic dis-
tance of 5.31 (5.29). Power law measures are given
in Table 4. The power law measure given by the
least squares method indicates a strong preference
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Figure 2: Degree distribution of the author citation net-
work on a loglog scale.
for new edges to attach to high degree nodes, while
the Newmanmethod gives a value showing a weaker
preference.
The clustering measures of this network are
CWS=0.4687(0.4584) and CN=0.1474(0.1374).
Inarandom network ofthe samesize, both CWS and
CN are 0.0053. The actual network values are sig-
niﬁcantly higher, indicating a small world network.
6.1.2 Citation Network - Degree Statistics
In Table 5 we show the top 10 authors ranked by
incoming citations. Incoming citations refer to the
most cited authors within the ACL Anthology.
6.1.3 Citation Network - h-index
In 2005, a new metric to calculate author prestige
was proposed (Hirsch, 2005) called the h-index. ”A
scientist has index h if h of their Np papers have at
least h citations each, and the other (Np −h) papers
have no more than hcitations each”. It isdesigned to
highlight an author’s overall productivity, penalizingTable 4: Author Citation Network Power Law Measures. Refer to section 4 for an explanation of these measures.
Type αLS r2 αN σ
in-degree 2.21 (2.21) 0.91 (0.91) 1.57 (1.57) 0.01 (0.01)
out-degree 2.57 (2.57) 0.85 (0.85) 1.55 (1.55) 0.00 (0.00)
total degree 2.28 (2.28) 0.89 (0.89) 1.46 (1.46) 0.00 (0.00)
Table 5: Author Citation Network Highest In-Degrees.
Degree Name
2699 Och, Franz Josef
2557 Della Pietra, Vincent J.
2433 Ney, Hermann
2347 Mercer, Robert L.
2281 Della Pietra, Stephen A.
2187 Marcus, Mitchell P.
2155 Church, Kenneth Ward
2086 Brown, Peter F.
1902 Collins, Michael John
1649 Yarowsky, David
those authors who have only a few highly cited pa-
pers or many papers with low citings. There is some
disagreement as to the relevance of this metric as
it appears to penalize younger authors and authors
with fewer papers (Lehmann et al., 2006). Modi-
ﬁcations to the calculation have been attempted to
ﬁx this deﬁciency (Sidiropoulos et al., 2006). Here,
we continue to use the original method of computa-
tion as it continues to produce interesting results that
match intuition (Hirsch, 2007).
One of the drawbacks of the h-index is that it can
vary widely between different scientiﬁc disciplines,
as well as between a broader discipline and one of its
sub-disciplines. Using the author citation network,
we attempt to look at how the h-index for a group
of specialty publications, the ACL, compares to the
h-index of those same researchers when calculated
against their full publication history, approximated
by their citations recorded in Google Scholar (GS).
We compared authors with an h-index in the AAN
(hAAN) of 9 or above, which amounted to 51 au-
thors, against their GS h-index (hGS), found using
the Publish or Perish (Harzing, 2008) tool. This
tool queries GS to retrieve all publication data for
each author entered. We queried within all cate-
gories (science, humanities, etc.) due to the fact that
many of the authors publishing in ACL venues also
publish in venues devoted to other subjects (eg. Lin-
guistics, Bioinformatics, Cognitive Science). Only
articles, papers and books were considered publi-
cations. Care was made to remove publications re-
trieved by name collisions or name misspellings, as
well as records returned pertaining to patent submis-
sions. The hGS values were all recorded at the end
of April, 2008 and reﬂect the current values at that
time.
The resulting data for the 10 authors with highest
hAAN can be found in Table 6. The average hAAN
for our sample was 10.63, with a high of 16 and a
low of 9. The corresponding average for these au-
thors for all hGS was 27.08, with a high of 45 and a
low of 11. The high values in GS are much higher
than in the AAN, again due to the AAN being just a
subset of the authors’ full publication history.
The Pearson correlation of the hGS to the hAAN
was 0.51 for those authors with an hAAN of 9 or
above. This fairly low correlation shows that a high
hGS does not necessarily mean a high hAAN. This
is most likely due to the fact that some authors pro-
duce most of their highly cited work within the ﬁeld
covered by the ACL, while others produce most of
their highly cited work outside of this ﬁeld. For
instance, Hermann Ney has published much in the
speech community, leading to a much higher hGS
than hAAN. The same is true of Fernando Pereira
publishing many papers in the machine learning
community.
Table 6: Author Citation h-index - AAN vs. Google
Scholar for hAAN ≥ 9.
Author hAAN hGS
Church, Kenneth Ward 16 38
Knight, Kevin 15 32
Grishman, Ralph 14 30
Joshi, Aravind K. 14 33
Ney, Hermann 14 45
Pereira, Fernando C. N. 14 45
Yarowsky, David 13 30
Collins, Michael John 12 24
Manning, Christopher D. 12 32
Marcu, Daniel 12 32
To test the theory that authors with a much higher
hGS than hAAN publish asigniﬁcant amount outsideof the AAN we did a regression of the AAN vs. GS
h-index scores, shown in Figure 3. Author’s more
than 2 σ away from this line could be considered
those who have an AAN to GS h-index ratio that is
abnormal. The two author’s who fall ≥ 2 σ above
the line, Marti A. Hearst and Eduard H. Hovy, have
many more highly cited papers outside of the AAN
than within the AAN. Their hAAN, using a subset of
their papers, is signiﬁcantly lower than their overall
h-index. The author who falls below 2 σ, Stephen
Clark, has published all of his papers within AAN.
The hAAN here is representative of the total h-index
for the author.
Figure 3: AAN vs. GS h-index Regression. The thicker
line represents the regression while the two thinner lines
represent 2 σ from the regression.
Another correlation tested was that of hAAN
against the author’s incoming citation count within
the AAN. The Pearson correlation here was also
low at 0.52. Figure 4 shows the calculated regres-
sion. These are all authors who have a small number
of very highly cited papers. This is one argument
against the h-index, that authors who might be con-
sidered central due to the importance of one or two
of their papers are penalized.
In order to investigate where authors may be pub-
lishing papers outside of the AAN, we chose to look
at one author and determine the venue of all of the
papers that appear a Google Scholar search for that
author which contribute to their h-index score. We
chose the author ’Yarowsky, D’ due to rare name
Figure 4: hAAN vs. Incoming Citations. The thicker
line represents the regression while the two thinner lines
represent 2 σ from the regression.
spelling, making the search easier. Out of 29 pub-
lications, only 15 are included in both the AAN and
GS, dramatically reducing the papers available for
the hAAN as compared with the hGS.
6.1.4 Citation Network - PageRank
To compute the PageRank centrality of the au-
thor citation network each edge is weighted with
the number of repeated citations from author A to
author B in the paper citation network. The top
weighted PageRank results can be seen in Table 7.
Values have been rounded to the nearest hundred-
thousandth.
Table 7: Author Citation Network PageRank.
Author PageRank
Church, Kenneth Ward 0.00936
Della Pietra, Vincent J. 0.00651
Sampson, Geoffrey 0.00613
Della Pietra, Stephen A. 0.00605
Mercer, Robert L. 0.00601
Brill, Eric 0.00576
Marcus, Mitchell P. 0.00570
Brown, Peter F. 0.00541
Pereira, Fernando C. N. 0.00521
Grosz, Barbara J. 0.00505
6.2 Collaboration Network
The author collaboration network is based on the
metadata of the ACL Anthology. Whenever one au-
thor co-authors (or collaborates on) a paper with an-other author, an edge between the two is recorded.
For instance, the paper “Balancing Data-Driven And
Rule-Based Approaches In The Context Of A Mul-
timodal Conversational System” was authored by
Srinivas Bangalore and Michael Johnston. This col-
laboration exists as the edge “Bangalore, Srinivas ↔
Johnston, Michael” in the network. Because of the
nature of collaborations, it should be noted that this
network is undirected.
6.2.1 Collaboration Network - General
Statistics
The collaboration network consists of 8,504
nodes and 45,878 undirected edges. The degree dis-
tribution can be seen in Figure 5. The largest con-
nected component is 7672 with an avg. degree of
10.79, a diameter of 20, a clairlib avg. directed
shortest path of 5.86, a Ferrer avg. directed shortest
path of 4.63 and a harmonic mean geodesic distance
of 9.57. Power law exponent results can be found
in Table 8. Note that because this network is undi-
rected, only the total degree power law measure has
been included.
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Figure 5: Degree distribution of the author collaboration
network on a loglog scale.
Table 8: Author Collaboration Network Power Law
Measures. Refer to section 4 for an explanation of these
measures.
Type of Degree αLS r2 αN σ
total degree 3.15 0.90 1.80 0.01
The power law values indicate that the network
likely demonstrates characteristics of a power law
relationship.
For this network, CWS=0.6379 and CN=0.3798
which are much higher than in a random net-
work of the same size, where CWS=0.0013 and
CN=0.0012. The author collaboration network
should be considered a small world network.
The results of another study are included in com-
parison to our ﬁndings for the ACL Anthology Net-
work in Table 9. The power law values are sim-
ilar, showing a similar propensity for papers with
high numbers of citations to gain new citations. The
clustering coefﬁcient is different however with the
DBLP appearing to be a much more well connected
network.
Table 9: Author Collaboration Networks Comparison.
Archive αLS CN
DBLP (Elmacioglu and Lee, 2005) 3.68 0.63
ACL Anthology (this paper) 3.15 0.38
6.2.2 Collaboration Network - Degree Statistics
In Table 10, the top 10 weighted edges are listed
from the collaboration network. The edge weight n
represents the number of times the two authors have
collaborated together.
Table 10: Author Collaboration Network Highest Edge
Weights.
Degree Collaboration
(23) Tsujii, Jun’ichi ↔ Miyao, Yusuke
(21) Makhoul, John ↔ Schwartz, Richard M.
(19) Uchimoto, Kiyotaka ↔ Isahara, Hitoshi
(18) Zens, Richard ↔ Ney, Hermann
(17) Murata, Masaki ↔ Isahara, Hitoshi
(17) Joshi, Aravind K. ↔ Webber, Bonnie Lynn
(16) Isahara, Hitoshi ↔ Ma, Qing
(15) Rayner, Manny ↔ Hockey, Beth Ann
(15) Zue, Victor W. ↔ Seneff, Stephanie
(15) Och, Franz Josef ↔ Ney, Hermann
6.2.3 Collaboration Network - PageRank
The PageRank centrality of the author collabora-
tion network was computed and the top weighted re-
sults can be seen in Table 11. Values are rounded to
the nearest hundred-thousandth.
6.2.4 Collaboration Network - Centrality
Correlation
In order to analyze the similarities between the
author collaboration and citation networks, we cal-
culated the correlation between the degree centralityTable 11: Author Collaboration Network PageRanks.
Author PageRank
Tsujii, Jun’ichi 0.00137
Joshi, Aravind K. 0.00116
Isahara, Hitoshi 0.00106
Grishman, Ralph 0.00105
McKeown, Kathleen R. 0.00104
Hirschman, Lynette 0.00102
Palmer, Martha Stone 0.00099
Weischedel, Ralph M. 0.00097
Wilks, Yorick 0.00096
Matsumoto, Yuji 0.00093
values of authors in the collaboration network with
those authors’ scores in the citation network. Only
authors that appeared in both networks wereused for
analysis.
We found that when all data points (8504 authors)
are included in the calculation, the Pearson correla-
tion coefﬁcient is 0.68, a somewhat signiﬁcant cor-
relation. As the number of authors are reduced, cor-
relation decreases dramatically. For instance, for the
200 authors with the highest collaboration degree
centrality scores the correlation is reduced to 0.34.
This seems to suggest that the most central authors
inthe collaboration network arenot thesameauthors
that are central to the citation network, yet there are
a large number of authors who have low scores in
both networks, which is to be expected.
7 Conclusions
In this paper, we have analyzed statistically three
networks composed from the citations between pa-
pers found in the ACL Anthology. These statis-
tics includes clustering coefﬁcients, power law ex-
ponents, PageRank, and degree statistics.
All three networks display similar characteristics.
Each one displays power law characteristics indicat-
ing a preference for edge attachment to a small num-
ber of high degree nodes, though the author collabo-
ration shows a somewhat smaller. This shows that in
each network, there are a small number of papers or
authors which are attracting the majority of citations
or collaborations.
Additionally, all of the networks display small
world characteristics. This means that all of the net-
works are very well connected. This points to papers
with many citations in the citation networks and a
very active community of collaboration in the col-
laboration network.
All of the networks described show a strong ten-
dency for certain authors and papers to play very
strong roles in the overall structure of the network.
Interestingly, the same authors do not inhabit the
same central positions in all of the networks, though
there are several authors who consistently appear
high in ranked lists. In our analysis, the h-index does
not appear to be strongly correlated with the num-
ber of incoming citations or with PageRank. This
is interesting, as the authors who have a high h-
index also appear to have high incoming citations
and PageRank. It is also clear that the h-index of an
author in their subﬁeld will differ, sometimes dra-
matically, from their overall h-index.
7.1 Future Work
We are currently pursuing the completion of a full
textual statistical analysis of the papers composing
the ACL Anthology Network. In particular we are
looking into correlating lexical centrality and net-
work centrality.
In the future, we also hope to expand our work by
performing similar analysis for the PMCOA corpus
ofbiomedical papers orthe SIGDAcorpus on design
automation.
Lastly, we plan to attempt to use network cluster-
ing techniques to categorize and label papers based
on subject or topic, automatically. We anticipate
that this categorization could help to highlight pa-
pers which might otherwise be missed in certain
searches.
7.2 Availability of Data
The networks and associated metadata used in the
analysis are publicly available.
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