From the Editor-in-Chief  by Brualdi, Richard A.




In this column, written by one of the occupants of the position of editor-in-
chief and included in every volume whose number is divisible by twenty, we relate
comments from authors and readers concerning papers that have recently appeared
in Linear Algebra and its Applications. The column will contain errata, additional
references, and historical and other comments that we believe will be of interest to
readers of the journal.
(1) L.B. Beasley, S. Kirkland, A note on k-primitive directed graphs, 373 (2003)
67–74. Yaokun Wu has written to say that Ref. [2] in that paper should be
corrected to read: D.D. Olesky, Bryan Shader, and Pauline van den Driessche,
Exponents of tuples of nonnegative matrices, Special issue on Algebraic Graph
Theory (Edinburgh, 2001), Linear Algebra Appl. 356 (2002) 123–134.
(2) A. Yu, M. Lu, and F. Tian, On the spectral radius of a graph, 387 (2004) 41–
49. Vladimir Nikiforov has discovered a generalization of Theorem 4 (p. 43)
which reads that for a connected graph G with degree sequence d1, d2, . . . , dn,
the sum of the squares of which is D, and 2-degree sequence (sum of the de-
grees of the vertices adjacent to a vertex) t1, t2, . . . , tn, the sum of the squares
of which is T , the spectral radius of the adjacency matrix ofG satisfies: ρ(G) √
T/D (equality conditions are also given). Let wk be the number of k-walks
of G. Then w3 = D, and w5 = T , and thus we get that ρ(G)  √w5/w3.
Let λ1  · · ·  λn be the eigenvalues of G. Then, as is well-known (see p.
44 of Spectra of Graphs by D. Cvetkovic, M. Doob, and H. Sachs), wm =∑n
i=1 ciλmi for some nonnegative numbers with c1 > 0. Thus one gets the
more general assertion that ρ(G) = λ1  2s√wk+2s/wk for all integers k,
s > 0.
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(3) Abdo Y. Alfakih, On the uniqueness of Euclidean distance matrix completions,
370 (2003) 1–14. C.K. Li and T. Milligan observed that Theorems 3.1 and
3.2, and Corollary 4.1 are incorrect as stated. They have presented counter-
examples to these statements and have explained where the discrepancies in the
proofs occur in their paper: Uniqueness of the solutions of some completion
problems, Linear Algebra Appl. 392 (2004) 91–102.
(4) L.B. Beasley and N.J. Pullman, Boolean rank preserving operators and Boolean
rank 1-spaces, 59 (1984) 55–77. Seok-Zun Song has discovered an error in
the proof of Lemma 4.1. The implication that B + C  Ei,j + Ek,l implies
b(B + C) = 2 does not follow, as is seen by taking A to be the matrix of order
3 with 1’s in the first two columns and 0’s in column 3, and B the matrix with
1’s in columns 1 and 3 and 0’s in column 2. Then B + C  E3,2 + E2,3 and
b(B + C) = 1 since B + C contains only 1’s. A corrected proof of Lemma
4.1 follows:
If b(A+ B) = 2, then it holds by taking C = A. Assume that b(A+ B) =
1. Let A = axt, B = byt be factorizations of A and B respectively. By the
hypothesis and Lemma 2.6.1, we have A  B.
If B  A, then Lemma 2.6.2 implies that A,B and A+ B have a common
factor. Hence we have two cases: (i) a = b and x /= y or (ii) a /= b and x = y.
If B  A, then we have three cases: (iii) a = b and x  y (x /= y), (iv) x = y
and a  b (a /= b) or (v) a  b (a /= b) and x  y (x /= y).
Case (i). Since a = b, A  B and B  A, we have x  y and y  x. There-
fore there exists i such that xi = 1 and yi = 0.
Subcase (i.i). Assume |a| = |b| = 1. Say a = b = ek for some k  m. Take
C = eαxt with α( /= k)  m. Then A+ C = ekxt + eαxt = (ek + eα)xt has
Boolean rank 1, and 1  b(B + C)  2. If b(B + C) = 1, then B  C and
C  B imply that B and C have a common factor ek = eα by Lemma 2.6.2, a
contradiction. Hence b(B + C) = 2.
Subcase (i.ii). Assume that |a| = |b| > 1. Then there exists β  m such that
aβ = 1. Take C = eβeti . Then C  A and hence A+ C = A has Boolean rank
1, and 1  b(B + C)  2. If b(B + C) = 1, then B  C and C  B imply
that B and C have a common factor a = eβ by Lemma 2.6.2, a contradiction.
Hence b(B + C) = 2.
Cases (ii), (iii) and (iv). These cases are treated similarly as case (i).
Case (iii). There exist i, r  m such that ar = xi = 1 and br = yi = 0. Take
C = ereti . Then C  A and hence A+ C = A has Boolean rank 1 and B +
C = byt + ereti has Boolean rank 2 by the same method as those in the subcase
(i.i). 
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(5) R.S. Leite, T.R.W. Richa and C. Tomei, Geometric proofs of some theorems
of Schur–Horn type, 286 (1999) 147–173. The authors have sent the following
errata:
p. 152, line 6: Theorem (Skew-symmetric Schur–Horn). Let  as above, and
suppose that the n× n diagonal matrix  has positive entries for even n. The
range G(O) is D (resp. B) in the even (resp. odd) dimensional case.
p. 152, line 21: In analogy with the symmetric case, set D to be the vectors
x ∈ Rn in the intersection of the half-spaces
−〈uk, λ〉  〈d+πuk, x〉  〈uk, λ〉, k = 1, . . . , n
for odd n and, for even n,
−〈uk, λ〉  〈d+πuk, x〉  〈uk, λ〉, k = 1, . . . , n− 2,
−〈un, λ〉 〈d+πun−1, x〉 〈un−1, λ〉, −〈un−1, λ〉 〈d+πun, x〉 〈un, λ〉.
p. 160, before line 13: For matrices A with positive Pfaffian, we may take  to
have positive diagonal entries.
p. 165, line 22: Indeed, an arbitrary point v = d+ ′π ′λ ∈ V + satisfies
−〈ui, λ〉  〈d+πui, v〉  〈ui, λ〉, i = 1, . . . , n
for odd n and, for even n,
−〈ui, λ〉  〈d+πui, v〉  〈ui, λ〉, i = 1, . . . , n− 2,
−〈un, λ〉 〈d+πun−1, v〉 〈un−1, λ〉, −〈un−1, λ〉 〈d+πun, v〉 〈un, λ〉.
p. 166, line 17: Let Sd+πλ be the intersection of the strips
−〈ui, λ〉  〈d+πui, v〉  〈ui, λ〉, i = 1, . . . , n
for odd n and, for even n,
−〈ui, λ〉  〈d+πui, v〉  〈ui, λ〉, i = 1, . . . , n− 2,
−〈un, λ〉 〈d+πun−1, v〉 〈un−1, λ〉, −〈un−1, λ〉 〈d+πun, v〉 〈un, λ〉,
which contain in their boundary the vertex d+πλ.
(6) Wen Li and Ludwig Elsner, Comparisons of spectral radii and the theorem of
Stein–Rosenberg, 348 (2002) 238–287. The authors have sent in the following
corrections: In the paper, Theorem 1 asserts:
Let A ∈ Rnn and let
A = M1 −N1 = M2 −N2
both be M-splittings of A (i.e., Mi are M-matrices, Ni  0, i = 1, 2) and
N1  N2, N1 /= N2, N2 /= 0.
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Then exactly one of the following statements holds:
(1) 0  ρ(M−12 N2) < ρ(M−11 N1) < 1.
(2) ρ(M−12 N2) = ρ(M−11 N1) = 1.
(3) ρ(M−12 N2) > ρ(M−11 N1) > 1.
In the case A irreducible, the leftmost inequality of (1) is strict.



























Then A = M1 −N1 = M2 −N2 are both M-splittings. It is easy to compute
that




which illustrates that Theorem A does not hold.
By the proof of Theorem 1 we can obtain the following theorem.
Theorem 1′. Let A ∈ Rnn and let
A = M1 −N1 = M2 −N2
both be M-splittings of A and
N1  N2, N1 /= N2, N2 /= 0.
Then exactly one of the following statements holds:
(1) 0  ρ(M−12 N2)  ρ(M
−1
1 N1) < 1.
(2) ρ(M−12 N2) = ρ(M−11 N1) = 1.
(3) ρ(M−12 N2)  ρ(M
−1
1 N1) > 1.
In the case A irreducible, all inequalities of (1) and (3) are strict.
(7) William F. Trench, Characterization and properties of matrices with gener-
alized symmetry or skew symmetry, 377 (2004) 207–218. The author writes
that Kh.D. Ikramov has brought to his attention that Theorem 19 is related to
a result in Ikramov’s paper “The use of block symmetries to solve algebraic
eigenvalue problems,” USSR Comput. Math. Math. Physics 21 (1990) 41–54,
where it is shown that the set of matrices A ∈ Cn×n such that AH = HA with
HH = αIn (α > 0) is isomorphic to Rn×n.
(8) William F. Trench, Inverse eigenproblems and associated approximation prob-
lems for matrices with generalized symmetry or skew symmetry, 380 (2004)
199–211. The author reports the following errors:
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1. The last equation on p. 205 should be
A = [P Q]
[
XX∗ + XKPPX 0










] [XX∗ + XBPPX 0







‖B − AB‖2 = ‖BPP −XX∗ − XBPPX‖2
+‖BQQ − YY ∗ − YBQQY ‖2.
3. In the first sentence of Theorem 6, “R-symmetric” should be “R-skew sym-
metric.”
(9) A. Bhaya, E. Kaszkurewicz, and R. Santos, Characterizations of classes of
stable matrices, 374 (2003) 159–174. Bryan Cain has noticed that Theorem
4.1 is incorrect as stated, as it lacks some obvious symmetrical conditions. The
corrected statement should read:
A matrix A = [aij ] ∈ 2×2 belongs to M if and only if
(a) A is stable, and
(b) a11 + |a21| > 0, a22 + |a22|, a11 + |a12| > 0, and a22 + |a21| > 0.
Further details are expected in an correction/extension paper.
