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Abstract
Do it like a syntactician, using binary grammaticality judgements to train
sentence encoders and assess their sensitivity to syntactic structure.
by
Pablo Gonza´lez Mart´ınez
Adviser: William Sakas
The binary nature of grammaticality judgments and their use to access the structure
of syntax are a staple of modern linguistics. However, computational models of natural
language rarely make use of grammaticality in their training or application. Furthermore,
developments in modern neural NLP have produced a myriad of methods that push the
baselines in many complex tasks, but those methods are typically not evaluated from a
linguistic perspective. In this dissertation I use grammaticality judgements with artificially
generated ungrammatical sentences to assess the performance of several neural encoders and
propose them as a suitable training target to make models learn specific syntactic rules.
I generate artificial ungrammatical sentences via two methods. First by randomly pulling
words following the n-gram distribution of a corpus of real sentences (I call these Word
salads). Second, by corrupting sentences from a real corpus by altering them (changing verbal
or adjectival agreement or removing the main verb). We then train models with an encoder
using word embeddings and long short term memory (LSTMs) to discriminate between real
sentences and ungrammatical sentences. We show that word salads can be distinguished
by the model well for low order n-grams but that the model does not generalize well for
higher orders. Furthermore, the word salads do not help the model in recognizing corrupted
sentences. We then test the contributions of pre-trained word embeddings, deep LSTM
and bidirectional LSTM. We find that the biggest contribution is adding pre-trained word
vembeddings. We also find that additional layers contribute differently to the performance
of unidirectional and bidirectional models and that deeper models have more performance
variability across training runs.
Acknowledgments
A mis papa´s y a mi hermano, muchas gracias por siempre estar ahi para mi, no podr´ıa haber
tenido una mejor familia y me honra dedicarles este logro.
To my fellow Onion Souppers, Danielle and Nora, your continuous support and friendship
carried me through all the way to the finish line. I can never thank you enough but I will
certainly try, we will remain forever comrades in pens, Onion soup forever! Oh and here’s
the proof that the five year plan could be fulfilled (in six years).
To my colleagues and friends: Tyler, Tally, Rebecca, Max, Rachel, Ben and Daniel
(among others), thank you for keeping me sane through these times, I can say with no doubt
that the most important thing that this PhD has brought into my life was to meet all of
you, thank you for being awesome and making this journey so much fun.
A mis amigos, de todas las dificultades de llegar hasta aqu´ı la ma´s grande ha sido haberme
ido tan lejos de ustedes, los extran˜o y los llevo siempre en mi corazo´n, yo no estar´ıa aqu´ı sin
ustedes, gracias, totales.
To my beloved Pauli, I came to New York looking for a doctorate and I found a life and
the largest part of that life has been you. Thank you for giving me a reason and all the
support I needed to achieve my goals.
A mi primoge´nito, Gandalf Gonza´lez Evanson, muchos dira´n que este no es tu nombre
pero se equivocan. Aunque aun faltan un par de meses para que este´s con nosotros ya siento
tu presencia y quiero dedicarte este logro.
vi
Contents
Contents vii
List of Tables x
List of Figures xii
1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Research Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.1 Using ungrammatical data to boost training . . . . . . . . . . . . . . 4
1.2.2 Assessing the capabilities of neural systems via grammaticality tasks 5
2 The case for Grammaticality in modern NLP 6
2.1 The notion of grammaticality, a brief overview . . . . . . . . . . . . . . . . . 6
2.2 Properties of grammaticality . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Grammaticality as a research tool . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Motivations for an automated grammaticality detector . . . . . . . . . . . . 10
2.5 In theoretical linguistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.6 Grammaticality and NLP . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
vii
viii CONTENTS
3 Compututational models of likelihood and grammaticality 13
3.1 Traditional approaches to Language Modeling . . . . . . . . . . . . . . . . . 14
3.2 The noisy channel approach . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.3 Markov models and N-grams . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.4 Some properties of likelihood . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.5 Previous approaches to automatic grammaticality classification: . . . . . . . 19
3.6 The advent of neural networks . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.7 Word representations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.7.1 Word Embeddings . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.7.2 Word2Vec . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.7.3 Task specific word representations and fine tuning . . . . . . . . . . . 26
3.8 Sentence encoding (composition) . . . . . . . . . . . . . . . . . . . . . . . . 29
3.8.1 Recurrent Neural Networks . . . . . . . . . . . . . . . . . . . . . . . 30
3.8.2 Long Short Term Memory and Gated RNNs . . . . . . . . . . . . . . 31
3.9 Tree Models versus sequence models . . . . . . . . . . . . . . . . . . . . . . . 35
4 Methodology 38
4.1 Data Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.1.1 Corpus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.1.2 Word Salads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.1.3 Sentence corruption . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2 Network Architectures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2.1 Base architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2.2 Word Embeddings . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2.3 Deep and bidirectional LSTM . . . . . . . . . . . . . . . . . . . . . . 53
CONTENTS ix
5 Experiments and Results 57
5.1 Word Salads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.1.1 Experiment 1.1 Just Word Salads . . . . . . . . . . . . . . . . . . . . 57
5.1.2 Experiment 1.2 Word Salads and corrupted sentences . . . . . . . . . 60
5.2 Corrupted sentences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.2.1 General Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.2.2 Baseline results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.2.3 The contribution of pre-trained word embeddings . . . . . . . . . . . 65
5.2.4 Going deeper, the contribution of Bidirectional and Deep LSTMs . . 67
6 Discussion and Conclusions 79
6.1 Discussion of results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.1.1 On word salads and their relationship to ungramaticallity . . . . . . . 79
6.1.2 On the contribution of architectural features . . . . . . . . . . . . . . 81
6.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.2.1 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.2.2 Examining transfer learning . . . . . . . . . . . . . . . . . . . . . . . 85
Bibliography 86
List of Tables
4.1 The conjugation of “saber” (‘to know’) in three of the most common tenses . 45
4.2 Adjectival paradigms with respect to gender (plurals added for reference) . . 49
4.3 Spanish articles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.1 Model accuracy by order of word salad. . . . . . . . . . . . . . . . . . . . . . 59
5.2 Model accuracy on training set by order of word salads . . . . . . . . . . . . 59
5.3 Absolute accuracy improvement with respect to the model with random ini-
tialization of the embeddings on each error type. Conditions where model
performance is significantly different (p < 0.01) from the baseline in error
proportions as indicated by McNemar’s test are colored in green. . . . . . . 67
5.4 Number of parameters (and encoder dimension) for each configuration for
experiment 3.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.5 Differences in mean model performance of unidirectional encoders by number
of layers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.6 Differences in mean model performance of bidirectional encoders by number
of layers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.7 Performance differences and results of Welch’s t-test. . . . . . . . . . . . . . 77
5.8 Interquartile ranges of accuracy on the full sentence pair task for different
runs of each model in experiment 3.2 . . . . . . . . . . . . . . . . . . . . . . 78
x
LIST OF TABLES xi
5.9 Difference in accuracy on the full sentence pair task between the best and
worst run for each model in experiment 3.2 . . . . . . . . . . . . . . . . . . . 78
List of Figures
3.1 A conventional unit in an RNN at time t combines two inputs, ht−1 (the
output of the unit at time t− 1) and the new input xt. . . . . . . . . . . . . 30
3.2 A typical LSTM unit, F,I and O correspond to the forget, input and output
gates respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3 Integrating LSTM sequence models into a Neural Network . . . . . . . . . . 33
3.4 A simple encoder decoder architecture: at every stage the decoder has access
not only to the hidden state but to the decision made by the model. . . . . . 35
4.1 The division of the corpus for word salad experiments . . . . . . . . . . . . . 41
4.2 Basic network architecture, w1 through wL are the input words, E is the
embedding layer and H the single hidden layer. . . . . . . . . . . . . . . . . 52
4.3 In a deep LSTM each layer takes the outputs of the previous one as inputs. . 54
4.4 A bidirectional LSTM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.1 The division of the corpus for experiment 1.1. . . . . . . . . . . . . . . . . . 58
5.2 The division of the corpus for experiment 1.2. . . . . . . . . . . . . . . . . . 61
5.3 Training and test accuracy by proportion of WS in training data . . . . . . . 62
5.4 The division of the corpus for experiments 2 and 3 . . . . . . . . . . . . . . . 63
xii
LIST OF FIGURES xiii
5.5 Results of experiment 2 on the sentence pair test by model dimensionality.
A grammatical-ungrammatical pair is considered correct only if both versions
were classified correctly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.6 Results on the sentence pair test by model dimensionality. A grammatical-
ungrammatical pair is considered correct only if both versions were classified
correctly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.7 Results of experiment 3.1 by LSTM architecture. . . . . . . . . . . . . . . . 68
5.8 Accuracy of unidirectional models by number of layers with normalized num-
bers of parameters on the full pair test set. . . . . . . . . . . . . . . . . . . . 70
5.9 Accuracy of bidirectional models by number of layers with normalized numbers
of parameters on the sentence pair test set. . . . . . . . . . . . . . . . . . . . 73
5.10 Accuracy of unidirectional and bidirectional models by number of layers with
normalized numbers of parameters on the sentence pair test set. . . . . . . . 75
5.11 Accuracy of the best unidirectional (1 layer) and bidirectional (3 layers) mod-
els by number of layers with normalized numbers of parameters on the sentence
pair test set. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
xiv LIST OF FIGURES
Chapter 1
Introduction
1.1 Motivation
Traditionally the linguistic notion of grammaticality (whether a given string of words be-
longs to a language) has been replaced in natural language processing (NLP) applications
by likelihood as measured by a language model (how likely the sentence is to be uttered
based on the statistics compiled from some large corpus). This replacement is certainly a
useful one for several reasons; likelihood under this definition is easily computable, permits
completion of the next word in an incomplete sentence, encodes semantic properties along
with syntactic ones, etc. However, I would argue that there is still value in the notion of
grammaticality, and in the capacity of a system to accurately predict whether a sentence is
grammatical or not. Grammaticality, and specifically, the contrast between grammatical and
ungrammatical sentences is used constantly in the study of human language by generative
linguists. According to Chomsky (1957), the intuition of speakers in labeling a sequence as
grammatical or ungrammatical is the primary tool for linguists to prod at how the language
faculty works. The contrast between grammatical and ungrammatical sentences can be used
to discover principles of the grammar of a language and would quite evidently be of use to
1
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anyone (or anything) that wants to learn it.
Most modern NLP systems work based on machine learning, they achieve their perfor-
mance by ”learning” a model from being exposed to large amounts of labeled or unlabeled
data. Some of these systems (word2vec for example Mikolov et al. (2013a)) are exclusively
exposed to large corpora of a language without any direct supervision. Others, like machine
translation systems or parsers are trained based on data that has been translated or labeled
by humans. In either case the system is only exposed to actual sentences of the language
(perhaps of a very special dialect of the language like twitter writing) without learning from
the potential pitfalls that would make sentences incorrect. In the acquisition literature this
is called learning from positive evidence. The opposite, negative evidence, would be the
system seeing what sentences can not be produced in the language. Negative evidence can
be a good way to highlight the structural particularities and potential pitfalls of a given
language. According to the poverty of the stimulus hypothesis proposed by Chomsky and
which is a cornerstone of the literature on language acquisition (Piaget and Chomsky, 1980),
children acquire language by being exposed to mostly positive evidence and have little to no
contact with negative evidence. It is however clear that negative evidence can convey a lot
of information, a great part of the field of language acquisition has spent the last 40 years
trying to figure out how children can acquire such a good image of the grammar without
it. Like children, our systems are mostly trained without negative evidence (at least with
regards to grammaticality), unlike children, they do not have an advanced understanding of
the grammar—else we wouldn’t be sitting here trying to figure out how to teach it to them.
In the last several years, NLP has made incredible advances, a great number of them
fueled by the application of neural networks, and particularly in recent years of deep neural
networks. We have reached a point where it is hard to name subfield of NLP that hasn’t been
dramatically altered by these approaches. Yet, as the onslaught of progress to improve the
baseline in a myriad tasks and to create new and harder ones to foster new development moves
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the field forward at great speed, linguists and NLP practitioners alike often find that they
have had very little time to examine the implications of the new architectures and techniques
that push those baselines forward when the next big thing is already upon them. One of
the most significant moves that started the relative dominance of neural networks versus
more traditional machine learning models that relied heavily on feature engineering, was
the introduction of sequence models and word embeddings. These methods, which provide a
representation of a sentence that can be exploited by deep neural networks, quickly became an
industry standard and are still widely used despite the now rising popularity of convolutional
neural networks (Kalchbrenner et al., 2014) and more recently transformers (Devlin et al.,
2018). Pre-trained, cross domain word embeddings (word2vec (Mikolov et al., 2013b), coVe
(Mccann et al., 2017)) and sentence encoders have allowed systems to perform well on tasks
with relatively few training examples by bringing along knowledge about the structure of
language acquired from large unlabeled corpora. With all of these advances and the ones that
have come after, including character level CNNs (Kim et al., 2016), attention (Luong et al.,
2015), self-attention (Vaswani et al., 2017) transformers (Devlin et al., 2018)and others, being
piled up to push the baselines, the exact contribution of specific structures, particularly in
the realm of specific syntactic structure has gone relatively unexplored. This, pooled with the
fact that neural models are particularly opaque to interpretation, has resulted in a relatively
poor understanding of how neural networks encode syntactic information. Interpreting the
behavior of neural networks has thus becoming a sub-field of its own.
I see these two realizations, first that NLP models have relatively scant use of negative
evidence in the plane of syntactic well formedness, and second that there is a void in our
understanding of how they represent syntactic structure, as a motivation to explore the
potential of negative evidence in two respects.
1. As potential help in the training of sentence encoding or other models by exploiting
real or synthetic ungrammatical data.
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2. As a way to explore to what degree several architectures can learn syntactic dependen-
cies.
1.2 Research Goals
1.2.1 Using ungrammatical data to boost training
According to the poverty of the stimulus hypothesis, children receive very little negative
evidence when learning their first language, particularly because they have very little ex-
posure to it. Whether this is actually true is still up for debate and I will not dwell on it
here. However there is no reason an adult learner, or in our case a machine learning system,
can’t make use of this kind of data if it is available. Linzen et al. (2016) make the case
that what they call direct supervision, which is essentially positive and negative evidence on
the exact structure, helps LSTMs perform better on the task of choosing correct forms for
verb agreement. In other related work, Warstadt and Bowman (2018) introduce a corpus
of grammatical and ungrammatical sentences from linguistics papers to explore questions in
linguistics via the development of neural networks able to make distinctions in that corpus.
They train a system similar to what I have proposed by using a language model trained on
the British National Corpus as starting point and then refine training on actual examples
from the corpus. Their aim is to make claims about which generalizations can be made from
specific parts of the corpus into unseen phenomena.
Despite these promising developments, large scale embedding and encoding training is
mostly done on unlabeled data via language modeling targets. While this is convenient,
particularly in the case of English and other high resource languages, I propose that we
might be able to find clever ways to use negative evidence to boost the training of our
systems, particularly, if we were to have a model that can integrate negative evidence to
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its training via ungrammatical data. We may then come up with generative systems based
on our knowledge of a language to generate such data artificially. This project is a first
step towards that kind of system and will serve as an exploratory analysis on the use of
ungrammaticality decisions for sentence encoding, hopefully motivating more research in
that direction. The purpose in this respect is to show how a system can be trained with
artificially generated ungrammatical data and see if this training provides embeddings that
might help the recognition of particular kinds of ungrammatical structure.
1.2.2 Assessing the capabilities of neural systems via grammati-
cality tasks
As mentioned above, neural networks are enjoying a huge boom in NLP at present, and
with their growing use, questions about the reasons for their performance are mounting.
More and more we find ourselves in a situation in which the performance of a neural NLP
system starts being similar to a human’s language intuition in that they are both opaque
to our scrutiny. This black box phenomenon is increasingly the subject of research, in 2018,
the conference on Empirical Methods in Natural Language Processinc (EMNLP) saw the
first meeting of the collocated workshop “BlackboxNLP: Analyzing and interpreting Neural
Networks for NLP”.
With this need to understand the performance of neural networks I propose that, as we
have done with humans for about half a century, we turn to grammaticality judgments. In
this case we will be doing it not to understand the rules of human language but to gauge
how much knowledge of particular syntactic structure is present in the representation, as
reflected by performance in the proposed tasks.
Chapter 2
The case for Grammaticality in
modern NLP
2.1 The notion of grammaticality, a brief overview
Grammaticality is one of the central notions for the study of most branches of modern
linguistics. It was introduced by Chomsky in his seminal book Syntactic Structures (1957)
as the principal tool to understand the structure of human languages. The formal definition
is that a sentence is grammatical if it belongs to the language, as defined by the grammar.
The grammar is in turn some device, present in every speaker of a language, that allows them
to produce only sentences that belong in the language, through some generative process. The
notion of grammaticality is thus intimately linked with that of grammaticality judgment or
speaker intuition. We say a sentence is grammatical if native speakers intuitively accept it
as a sentence that can be produced in their language; we say it is ungrammatical otherwise.
Consider the very simple examples below:
(1) I like oranges.
6
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(2) * Oranges like I.
Any speaker of English will recognize that (1) is an English sentence while there is something
wrong with (2). As a general rule, speakers will produce grammatical sentences almost all the
time (except to produce some intentional effect or by mistake). Grammaticality has played
a central role in the study of human language, particularly because it has been presented as
one of the only ways in which we can prod at the structure of human languages. Indeed, one
of Chomsky’s main points—which is seminal to the whole field of generativist linguistics—is
that human knowledge of language is intuitive and constitutes an isolated module, a black
box to put it in terms more familiar to computer scientists. That is, each speaker has a
full grammar, but they do not have access to the rules directly. The way in which we can
evaluate what the black box does is by testing its output on different inputs.
2.2 Properties of grammaticality
Some observations made by Chomsky (1957) on the nature of grammaticality will be fun-
damental in distinguishing it from the notion of string likelihood used in Natural Language
Processing. Perhaps the most important feature of grammaticality is that it has been tra-
ditionally seen as a binary and absolute judgment: a sentence is either grammatical or not
as judged by a speaker’s grammar. This black box can be seen as a function from the set
of language strings (strings of phonemes in spoken language or of characters in written lan-
guage) to the set {0, 1} (or {ungrammatical, grammatical}). Thus, Chomsky defines the
grammar as a binary classifier, and if we had any system capable of perfectly mimicking this
behavior we could say that it has internalized the grammar. It is worth noting that some
subsequent work in semantics does employ the notion of degradation and considers relative
differences between sentences that can be ranked as more or less acceptable. Here we will
stick to the traditional binary version of grammaticality.
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Grammaticality in the generative paradigm is not directly related to meaning or in-
terpretability. Absurd sentences that are not really interpretable like 3 (the classic example
from Chomsky (1957)), while recognized as grammatical, are not really interpretable. Claims
of grammaticality are supposed to be linked only to grammatical structure which, is often
viewed as separate from semantics.
(3) Colorless green ideas sleep furiously
The relation between grammaticality and semantics is even more complex than this; an-
other characteristic that may be highlighted is that non-grammaticality does not necessarily
mean that a sentence is not interpretable. Not only can we find sentences like (3), which are
grammatical but not interpretable, we can also find sentences that a speaker can understand
(interpret) but will reject as ungrammatical, like (4).
(4) *Like I eggs and ham.
In addition, Chomsky makes the point that grammaticality bears no relationship to the
presence of a sentence in any corpus of sentences of the language. Here is where the notion
is linked inextricably to a generative view of human language. Speakers create grammatical
sentences every day that have never been uttered. They do so by using their grammar and
do not need to know a list of every possible sentence by heart to do it. This last tenet can be
easily confirmed by thinking of an extremely unlikely sentence like (5). While the likelihood
that this string of words has ever been uttered before the writing of this is extremely low,
we can recognize it as a valid sentence of English.
(5) Obama’s pet dragon really likes munching on Bagels from the planet Gallifrey.
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2.3 Grammaticality as a research tool
The generative research program in syntax employs grammaticality judgments almost ex-
clusively as its source of data on human grammar. Let’s see an example of how this process
works. Suppose a linguist is trying to write a grammar of Spanish from scratch and wants
to study the patterns of subject-verb agreement. They might then use the sentences in (6)
and (7).
(6) Juan come mariscos.
(7) * Juan como mariscos.
If you go to any speaker of Spanish and present them with these two sentences, they will
let you know that (6) is a sentence in Spanish but that (7) is not quite right. In fact, they
will most likely respond to (7) by asking if you meant (6). A linguist who is familiar with
the patterns of language can then hypothesize that Spanish exhibits some kind of person
agreement (a constraint in which the verb must take specific forms depending on the subject)
and keep digging into exactly how this works; for instance by testing the felicity of (8) and
the infelicity of (9).
(8) Yo como mariscos.
(9) *Yo come mariscos
In confirming this the linguist can then hypothesize that “come” is the third person form
of the verb, while “como” is the first person form. The process we just outlined is one of the
main ways in which Chomskyan linguistics seeks to reach generalizations about the structure
of language.
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2.4 Motivations for an automated grammaticality de-
tector
2.5 In theoretical linguistics
The research program of syntax is largely centered around finding exactly what the process
is that permits humans to carry out grammaticality judgments, or more precisely the system
that allows them to assemble only such sentences. Suppose that we had a learning–based
program capable of replicating the grammar as we have defined it here—i.e., a binary classi-
fier capable of giving precise grammaticality judgments after having been trained on a corpus
of the language. What would be the applications of such a piece of software in theoretical
linguistics?
2.6 Grammaticality and NLP
We have seen so far how grammaticality as a notion and the judgments thereupon provided
by native speakers constitute important research tools for the field of theoretical linguistics
(syntax in particular). I have also discussed how a computer system capable of replicating
these judgments could be useful for research into human language. I would like to claim here
that the notion has further applications, in particular for NLP systems and the research
carried out to build and refine them. The uses I see for grammaticality judgments in NLP
are of three kinds:
The straightforward use
A grammaticality detector can be used to ensure that output of NLP systems is gram-
matical. That is, in any task where we ask a system to produce sentences, we can use
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grammaticality detection to check if the outputs are real sentences. A concrete use case of
this is the ranking of outputs in machine translation. MT systems typically generate a set
of alternatives that are likely to be translations (as determined by the translation model)
and likely to be sentences in the target language—as determined by a language model (LM).
A grammaticality detector could be used to refine the choice between these candidates to
ensure that syntactic rules not captured by the LM are not violated.
The analytic use
NLP researchers use a myriad of methods to encode natural language sentences into vectors
that can be fed into deep networks. These neural networks are then used in a multitude of
tasks. While it has been shown how choices in the structure help specific tasks, the step of
checking what kinds of syntactic structure are being interpreted can be extremely difficult.
Very often, research in deep learning uses success at a task as evidence of some understanding
of language properties but this association is often not systematic 1 I propose grammaticality
judgment tasks as a tool to observe specifically what kind of sentences can be adequately
encoded by a system. By having a system label grammatical and ungrammatical sentences
with specific violations, we can learn what kind of syntactic violations it can systematically
detect. This will in turn show which syntactic structures are encoded satisfactorily.
A new target for encoding
Learned representations that make use of a neural network to encode a sentence into a
real valued vector are generally learned through back propagation. In general, we have a set
of parameters Γ that define an encoding (these include the connection weights, any gates
that might be used in our system as well as the word embeddings). In order to learn a good
encoding, we train the system as part of a network to perform a certain downstream task.
1 Section 3.6 shows current approaches to sentence encoding and examines their representative power
in more detail.
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The task can be anything that we have data for. We need a large number of sentences (inputs)
and the corresponding correct responses to the task on those sentences (the targets). To train
the system, we run the inputs through the network and compare the output to the target to
get the error. Once we have the error we back-propagate through the network, that is, we
adjust the parameters in the direction that minimizes the error. The representation that is
learned will be one that optimizes performance in the downstream task and thus will favor
the kind of encoding needed for that task. The tasks commonly reported on in the literature
include sentiment analysis(Socher et al., 2013), natural language understanding (Bowman
et al., 2015) and language modeling (Jozefowicz et al., 2016), among others 2. These tasks are
relatively high level and include not only understanding of the syntax but in-dept knowledge
of the semantics. In addition, some of these tasks (like skip–thoughtKiros2015) 3 can’t really
be performed by humans, who we assume have full understanding of the syntax. My proposal
here is that, to train sentence encodings that are more robust (usable in a general array of
tasks) and that encode syntax into the representation, we may try a task that is simpler
and has been related by syntacticians to the understanding of the structure of language,
grammaticality. Thus, a large part of the contribution of this paper will be to test whether
grammaticality judgments constitute an adequate task to tune sentence encoding for deep
learning.
2A more detailed view of all of this can be found in section 3.8
3Inspired on word2vec models, Kiros et al. (2015) proposes this task to train full sentence embeddings.
The idea is to take a sentence as input and train the model to predict both the preceding and following
sentences in the corpus (analogously to how in skip-grams for word embeddings use a word to predict the
surrounding context see Section 3.7) )
Chapter 3
Compututational models of likelihood
and grammaticality
In this section I will explore several methods, techniques and practices that are relevant to
the project. First, I will show how the notion of likelihood has been used in NLP applications
as a proxy for grammaticality and discuss how these two notions are different and could be
used in unison. This exploration of the use of likelihood estimations for natural language also
introduces n-grams, an extremely common tool before the current developments in the use of
neural networks for NLP. After this, I turn my attention to neural networks and specifically
to the methods used to encode natural language sentences into vectors that can be processed
by them. Over the last five years, deep learning has become ubiquitous as a technique in
most if not all fields of NLP: state of the art systems for most tasks are now based on neural
networks. After reviewing the fundamentals of how neural networks can encode sentences, I
will have provided the background necessary for my proposed approach and experiments.
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3.1 Traditional approaches to Language Modeling
Language models are a nearly ubiquitous component of NLP systems. They are one of the
main components in machine translation and speech recognition systems and can also be
used for spell checking or text auto-completion. The main idea behind a language model is
that our system needs to know how likely it is that a given sentence or sequence of words
will appear in the language. To see why this is useful and how it can be employed in these
applications we resort to the noisy channel model.
3.2 The noisy channel approach
Take a situation where Alice (the source) is trying to communicate with Bob (the target).
Alice produces a message in natural language and then transmits it to Bob. The transmission
of the message, however, has to go through a channel, and in the process gets modified by
noise. Bob then receives a degraded version of the source message which we will call the
signal.
A clear example of this is when two speakers are in a literally noisy environment and
trying to talk. Alice might say something like “Jim is starting a tomato garden” but because
of the noise Bill might hear a signal that he interprets as “Jim is starting a tornado garden.”
Bill could then be confused, but most of the time humans are able to reconstruct the original
message. Bill knows that “tornadoes” do not grow in gardens and might easily retrieve that
“tomato” sounds like “tornado” but does grow in a garden. That knowledge on the part of
Bill is what a language model must replace in computer systems.
An easy example of the use of a language model is speech recognition. Humans do this
seamlessly most of the time, but the fact is that decoding an audio signal into the constituent
phones that can be used to retrieve which word was being spoken is far from a simple process.
When a speech recognition system does this, it usually comes up with a set of alternatives,
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words that could have produced the observed audio signal. The system then needs to choose
one of those alternatives, the one that best fits the context, similarly to how Bob chose
“tomato”. The solution that we have found for this is to have a statistical model that can
tell us how likely a string is in the language: we call such a model a language model. A good
language model would, for instance, assign a much higher probability to “Jim is starting a
tomato garden” than to “Jim is starting a tornado garden.”
Besides the literal noise introduced into an audio signal by its environment, the noisy
channel model also represents multiple other circumstances in which a message might need
some recovering and thus a language model can be applied; typos can be seen as noise so
checkers can use language models. Another important application of language modeling
is machine translation, where a translation model generates candidates that have a high
likelihood of being translations of the source, and the language model picks the one that is
the most likely to be a sentence in the target language1. In this case, the language model is
bringing information about the structure of the target language into the translation system
serving as a proxy for the target language syntax.
3.3 Markov models and N-grams
In order to build a language model then, all we need is a way to compute the probability of
any string of words in our language. To get this, the simplest solution is to simply use counts
from a big enough corpus of the language, right? Once again the infinite possible number of
sentences in a human language becomes relevant; we will always encounter new sequences of
words when dealing with natural language, sequences that we have never encountered before.
We must then have some kind of approximation, which leads us to the Markov assumption.
It has been noted that, in a given sequence of words, the probability of the next word is
1This is a simplified view of how statistical machine translation works, in reality both the translation
model and the language model contribute to the direction the beam search takes at each step.
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more strongly conditioned by the most recent words in the chain than by more distant ones.
This can be rephrased as, the most recent context has a stronger determining effect over the
choice of a given word. Thus, instead of looking at the appearance of all the words in the
sentence we can just estimate the likelihood of a sequence of words by using the chain rule
of probability and restricting the context to a specific number of preceding words. We define
the n-gram probability of a word wi given the n-1 words before it as the ratio between the
number of times the sequence of n words (n-gram) wi−n+1 · · ·wi and the number of times
the first n-1 words in the sequence appears in the corpus :
P (wi|wi−n+1 · · ·wi−1) = C(wi−n+1 · · ·wi)
C(wi−n+1 · · ·wi−1) (3.1)
To generalize this to the probability of a sequence of l words we use the chain rule:
P (w0 · · ·wl) =
l∏
i=0
P (wi|wi−n+1 · · ·wi−1) (3.2)
N-gram language models use these probability estimates. The size of the window of
words that we look at can be varied but most models are found to perform best between
3 and 4 grams. This is of course the roughest model in this family. Extra considerations
like smoothing (Chen et al., 1998) and back off must be taken for extremely uncommon or
heretofore unseen sequences of words (Katz, 1987), and the logarithms of the probabilities
are usually used instead of the raw probabilities to avoid underflow problems. Nonetheless,
this simple model shows the general ideals behind n-gram language modeling well enough
for our analysis. While this approach is a widely used application of the notion of n-grams
and of the Markov assumption it is by no means the only one. N-grams can be often used
by feature extractors for many machine learning based tasks . N-gram windows were one
of the main ways to feed input into neural networks (by taking n one-hot representations
and concatenating them) before the recent onslaught of sequence models. Some specific
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applications of neural networks like the training of word embeddings (see Section 3.7) are
based on the idea of n-grams. In general n-grams are applicable whenever we want to capture
local information with a fixed size context to make a decision.
3.4 Some properties of likelihood
Grammaticality and Likelihood are two very different notions, yet they can be used to
capture some similar properties of language and likelihood can often be used to generate
outputs that tend to be grammatical. It is important to note that nobody is claiming that
the notions should amount to the same. The Chomskian definition very clearly states that
grammaticality cannot be linked to the appearance of sentences in a corpus, which is grosso
modo what we are doing when we learn a language model from a corpus of text. However, an
exploration of the differences between these two notions allows us to look into what language
models do and how grammaticality detectors might be able to complement them.
The first glaring difference between the two notions is that, while grammaticality is a
binary property (a sentence either is grammatical or isn’t) likelihood is a relative measure
(the likelihood of a string is a probability, and thus a real value between 0 and 1). Measures of
likelihood can be turned into a rough measure of grammaticality; the most simple way (which
can be refined) is to choose a threshold over which a sentence is considered likely enough that
it should be grammatical. This discrete versus continuous contrast means that likelihood
can be used to rank sentences in a useful way. We can for instance browse candidates for
next word in a predictive text model in order of decreasing likelihood, while the much coarser
distinction of grammaticality would only split the results into two classes. This is one of the
properties that makes likelihood so applicable; given two sentences we will always be able to
tell which one is the best candidate according to the language model (baring ties, which are
extremely unlikely once we have a big enough corpus).
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A second property of likelihood that makes it useful is that it can be applied to chains of
any number of words and that a likely string plus a likely continuation will result in a likely
string. The same is not true of grammaticality, in the strict sense we can only talk of the
grammaticality of full sentences, as it doesn’t make sense to speak of the grammaticality of
smaller chunks unless those chunks are syntactic constituents (in which case we understand
them to be grammatical if they can fit into a full grammatical sentence unmodified). This
property is also extremely valuable for practical applications. Indeed, given the last few
words of output a language model can give reasonable continuations. This is employed
directly in text prediction. In speech processing, once we have decoded a word in the speech
stream we can look at the candidates for the next word and choose the most likely, thus
filtering the noise that might have lead to a bad transcription.
The final property of likelihood, which makes it useful in NLP but radically different
from grammaticality, is that is captures both semantic and syntactic aspects of language,
while grammaticality is only concerned with the syntax. To see this more clearly we can go
back to the classic Chomskian example of meaningless grammatical sentence, reproduced in
(10).
(10) Colorless green ideas sleep furiously
A language model will give an extremely low probability to sequences of words like
”colourless green” or ”sleep furiously” – unless of course it was trained on the corpus of
linguistic papers that has made this particular example extremely popular, but we can
agree that general domain text just doesn’t contain concepts like “colorless green ideas” –
because these words never appear together in the corpus that the language model was trained
on. This is a reflex not of syntax but of semantics, since phrases with no real meaning to
humans are seldom used in language (excluding poets and linguists). Other examples of
this phenomenon would include for instance terms that, while grammatically compatible,
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belong to very separate domains; “pyroclastic childbearing” or “sauteed backtracking” are
two examples of perfectly possible bigrams (within the grammar) that give no hits on Google
as of today 2. Because of this, language models keep the predictions on topic and are able
to encode semantic content. This versatility of language modeling enables them to be used
as targets to learn general purpose word or sentence embeddings (see Section 3.7)
There is thus no use in trying to replace the notion of likelihood with the one of grammat-
icality, at least for practical applications, however this does not mean that grammaticality is
useless altogether. Traditional machine translation (MT) systems have two components, the
translation model and the language model. Given a sentence s, in the source language, an
MT system seeks to produce its translation f in the target language. The system does this
by optimizing the product of two probabilities, given by the two models. The translation
model gives us the probability that a candidate f ′ is a “translation” of sentence s, following
some generative model of translation, while the language model gives us the probability that
f ′ is a well formed sentence in the target language. However, if we consider the translation
of full grammatical sentences (which constitute most text), a human translator will produce
only full grammatical sentences. As we have seen likely and grammatical, while related,
are not the same; but in the case of MT we are implicitly using likelihood as a measure of
grammaticality.
3.5 Previous approaches to automatic grammaticality
classification:
Several approaches over the years have used motivations similar to the ones expressed here to
foray into how to make a grammaticality classifier and what it can tell us about the capacity
2“spicy backtracking”, my first candidate for this example, however, did produce about 15 hits of non-
sensical web pages, the internet is a strange place.
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of several models. Putting together a collection of NLP tools into a voting classifier —part
of speech n-gram frequencies, a broad generative grammar and several parsers trained on
different corpora— Wagner et al. (2009) present a system to classify English sentences as
grammatical or ungrammatical. Lawrence et al. (2000) explores the capacity of a recurrent
neural network to infer a grammar from a corpus of grammatical and ungrammatical inputs
from the literature. They codify the data as sequences of parts of speech and also present a
way to extract grammatical structure from their network.
Lau et al. (2017) presents work on the relation between language modeling and accept-
ability. The authors work with the non binary notion of an acceptability scale (one where
sentences are not good or bad but have a score on how acceptable they seem). They explore
how to use the likelihood scores given by a language model to estimate an acceptability
score. Their experiments generate abnormal data by taking regular sentences and succes-
sively translating via an MT system to different languages, looping back to English. The
abnormal sentences are then put together with normal sentences and given acceptability
judgments by human raters, and the systems then try to reproduce these scores. Ongoing
work by Alex Warstadt and Sam Bowman, presented at the 2018 LSA meeting, employs
neural networks to classify acceptable versus unacceptable sentences pulled from a corpus
of examples found in linguistics publications. Their model, quite similarly to the one that
I present here, is also pre-trained on fake sentences generated by a neural language model
trained on the British National Corpus. It is then further trained on examples from their
acceptability corpus before being tested on held out examples from that corpus. They have
reported accuracies around 80% for the initial BNC task and 75% on the harder task of
classifying the examples from linguistics papers.
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3.6 The advent of neural networks
3.7 Word representations
If we want to harness the power of neural networks and deep learning for applications to
natural language we need a way to translate a sentence into vectors that can be fed into a
network. This problem is of course not exclusive to neural networks, in other machine learn-
ing approaches most of the work of computational linguists consisted in feature engineering,
i.e taking data from the sentence that could be translated into numbers.
A naive approach
One of the simplest means of feature extraction is bag of words(BOW). In BOW models
we simply check which words appear in the document or sentence and turn them into either
a one hot representation (each position of the vector corresponds to a word in the vocab-
ulary; a 1 expresses that the word is in the document and a 0 that it isn’t) or word count
vector (positions still correlate to words but now it is the number of appearances that is
registered). BOW vectors are arguably the simplest kind of vector space representation for
natural language documents. See (Turney and Pantel, 2010) for more specifics on frequency
vector models and their uses.
The primary problem in bag of words models is that they completely ignore word order.
It is obvious after any sensible consideration about natural language that order is funda-
mental to interpret it. Anyone with doubts can refer to the examples in 11. Although the
three sentences are identical from a bag of words perspective the first two have opposite
meanings and the third one is not even grammatical. Despite this obvious flaw, bag of words
models have been used successfully for a number of NLP tasks including sentiment analysis,
information retrieval and topic modeling (assigning topics to documents)(Turney and Pantel,
2010).
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(11) a. Octavian defeated Anthony at Actium.
b. Anthony defeated Octavian at Actium.
c. *Actium octavian at Anthony defeated.
There is however a way to capture order using this kind of simple encoding. Let V be the
size of the vocabulary, we can then assign one position 1 ≤ w ≤ V to each word in the
vocabulary. This gives an easy way to encode each word in a sentence as a vector of RV , we
simply encode it as the vector that has 1 as its vth coordinate and zero elsewhere. Notice
that if we sum all the word representations for a document we will have the document count
vector. Once we have our word vectors we can simply concatenate them, the resulting vector
lies in RV ` where ` is the length of the sentence. The resulting representation encodes word
order and can now be fed to a neural network.
This naive approach however has some huge flaws. First, the dimensionality of the
vector is too large, a normal vocabulary ranges in the tens of thousands for even lowly
inflected languages and reasonable corpus sizes, it can reach hundreds of thousands easily
if the language is highly inflected or the corpus is big enough. If we want to use this
representation as the input to a neural network the input layer has to have V ` neurons.
Second, this representation is extremely sparse, only one in V terms is non 0 (remember V
is easily of the order of 105), we are thus wasting power, exploding our dimensionality to
only have thousands and thousands of activations that do not affect the output. Networks
of these sizes are unwieldy in terms of resources required and difficult to train (Goodfellow
et al., 2016).
Moreover, the reader might have noticed that the dimensionality of the final representa-
tion depends on the length of the sentence, this precludes us from using our gigantic network
for sentences of any size, the immediate solution can be to trim the representation (only con-
sider n-grams of a certain order for instance) or to select a maximum length and pad it, a
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method that we will discuss later. It is however better to look for alternative representations
that better represent the structure of the input and that have a reasonable dimensionality,
this is the objective of word embeddings, described in Section 3.7. Once we have reasonable
representations of words the problem of representing a full sentence arises, this will be the
subject of presented later in this chapter.
3.7.1 Word Embeddings
If we ignore the dimensionality problem of one hot vectors, we can still see a problem in
how naive of a representation this is. Although we have managed to translate words into
a vector space, the properties of that space are not what we would want. Anyone who has
gone through a linear algebra course will remember that vector spaces have useful properties,
among them distances (i.e we can measure how close two vectors are from each other) a sum
(we can add two vectors and get a vector) and scalar multiplication (we can multiply a vector
by a real number). The problem with our naive representation is that these operations are
meaningless (as related to natural language). If we sum two one hot representations we get
a vector that has 1s in two positions, this is by definition not the representation of any other
word. Moreover, the distance between all vectors in our representation is the same. These
two problems evidence a lack of structure in the whole space.
Notice however that we can conceive what would be a desirable vector space for our
words, if we observe natural language we can notice a certain notions of distance and of
additivity that could be useful if accurately represented in a vector space. We can think for
instance of semantic distance, intuitively the words for cat and dog are closer than those
for refrigerator and coyote. 3 We can also think of some kind of syntactic relatedness,
words that share the same part of speech for instance should be closer to each other than
3There are several ways in which one might formally define notions of semantic relatedness, good examples
are provided in Turney and Pantel (2010) and Erk (2016). We keep it vague here for the sake of argument.
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they are to other parts, this would represent some knowledge of the syntax in our vector
space. Moreover, the notion of addition could be represented, think for instance of the
terms ”France” and ”capital”, addition could represent that the sum of these parts is none
other than the word ”Paris” and it would be nice if the spatial relation between “Paris”
and “France” be analogous to the one between Berlin and Germany (thus representing the
concept of ”capital” within the vector space). Finally, scalar multiplication could be used
to represent degrees or antonyms, we could have the vector for “light” be the opposite (-1
times) the vector for “dark”.
The search for a vector space to represent words with properties that can approximate
the ones of what we just presented while reducing the dimensionality of representation from
the one-hot can be summarized as the search for a vector representation with linguistically
relevant structure. This is exactly what word embeddings try to do.
3.7.2 Word2Vec
To understand why word embedding models work we have to look at the distributional
hypothesis. Roughly stated this says that we can determine the meaning of a word by the
contexts in which it appears in a corpus Harris1954. A perhaps more useful definition is
that similar words tend to appear in similar contexts. Thus, if we find a word representation
method that associates words that appear in the same contexts with vectors that are close, we
will have a vector space with some semantic structure (from the point of view of distributional
semantics). These ideas are present in traditional NLP systems including latent semantic
indexing (Deerwester et al., 1990) in which words are given a compact representation based
on their co-occurrence in documents from corpus. These same ideas are used by Schutze
(1993) to build a vector representation for words.
Building up on these notions Bengio et al. (2003) introduces learning distributed repre-
sentations along with a neural network language model, essentially back-propagating into
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a word representation layer (see below for details). The word2vec model is a proposal by
Mikolov et al. (2009) that extends this idea to learn word representations of fixed dimen-
sion for language modeling. The idea then arose that these vectors where useful outside of
language modeling and a method to extract generic word embeddings along with further
refinement of the representation can be found in Mikolov et al. (2013a) and Mikolov et al.
(2013b). Here the authors show that the vector representation can be reliably used for word
analogy tasks; thus suggesting that it approximates the properties that we enumerated.
Namely, the learned representation has a vector space structure that encodes both syntactic
and semantic relations between words. This is a first application of the principle of transfer
learning for NLP applications; representations learned for or from some specific task are then
mobilized for systems with other purposes.
The process to learn the representation is very similar to a neural network language
model. First we choose a dimensionality for our word representation D (300 is often cited as
a reasonable size). For each word w, the representation is initialized as vw ∈ RD with random
noise. A neural network language model is then trained with a word prediction task. Two
targets are proposed by (Mikolov et al., 2013b) to train word embeddings, first continuous
bag of words (CBOW) and then the skip-gram task. In the CBOW task the model takes
as input a set of n contiguous words from the text with the one in the middle removed (the
context) and is expected to predict the missing word (the target). In the skip-gram target
this is reversed, the model sees the middle word and needs to predict the context. The
output of the network is a softmax layer corresponding to the distribution over the target
(respectively one or n-1 words for CBOW or skip-gram). The softmax layer for the output is
of size V (the size of the vocabulary) since it gives the conditional probability over all possible
words ins the target, so we get V (n− 1) output nodes at the exit which renders the training
computationally costly and quite unwieldy to implement over a large corpus. Mikolov et al.
(2013b) presents two alternatives to achieve more efficient training: hierarchical softmax, an
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algorithm that computes a fast approximation of the softmax output and negative sampling
where instead of outputting the probability distribution the model must distinguish between
the sample and randomly drawn words. They also provide some preprocessing steps that
improve the quality of the representation: downsampling of common words and removal of
extremely uncommon ones. The network is trained over the corpus by taking each word and
it’s context as an observation. To train the word vectors we update the values of the input
vector by back-propagation through the network.
It is worthy of note that this network architecture evolved from a language model, where
the previous n − 1 words are used to predict the next one. The key observation is that
if we stop caring about the actual output (the language modelling) of the task and only
want to train the representation for other ends we can change the architecture to favor such
representation. Thus the architecture was initially switched to the CBOW model and then
the skip-gram model. The task of predicting a context from the central word has no intrinsic
value; we not need a system capable of carrying this out—this is fortunate; the model’s actual
accuracy at it is quite low, it is a difficult task. However this task trains representations that
are then useful to other tasks, in the case of Mikolov et al. (2013a) the vectors are tested at
analogical reasoning tasks that show that they capture notions of semantic relations (Paris
is to France as Berlin is to Germany) as well as some notions of morphological relatedness
(small is to smaller as big is to bigger). Without going into the details of the evaluation
metric it is interesting to highlight that both CBOW and skip-gram outperform language
modeling targets, with skip-gram overall performing better than CBOW. The usefulness of
pre-trained word embeddings across multiple tasks has been shown in several works.
3.7.3 Task specific word representations and fine tuning
When it comes to the use of word embeddings for specific NLP systems there are three
different common practices:
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• Task specific embeddings: Some systems, particularly those that have a good
wealth of training data, train their own word embeddings as part of the system. For
this, they randomly initialize vectors for all of the words in the vocabulary and then
back-propagate into them using the training signal for the task at hand. Training
embeddings in this way will give representations that are probably task specific and is
costly, since the system will take longer to converge given the large number of param-
eters to be trained. Also, the developer of the system must provide the way to deal
with out of vocabulary items and other related problems.
• General purpose word embeddings: Several families of pre-trained generic word
embeddings have been developed over the last few years (see next heading). The idea
is to train embeddings once on a very large corpus and then use them for any task.
Notice that the costly part is to train the model on large corpora, once that is done word
embeddings are quite portable, they just consist of a lookup table, with each embedding
being a fixed dimension (typically around 300) float point vector. Developers can thus
just choose a set of pre-trained embeddings that suits them and forget about this layer
of the system.
• Fine tuned general purpose The final approach is to combine the convenience and
domain Independence of pre-trained embeddings with some task specificity. For this,
developers often use pre-trained embeddings as to initialize their word representations
and then let them be tuned along with model training via back propagation.
The availability of pre-trained word embeddings
The search for high quality generic word embeddings (also of sentence embeddings) is one
of the hot topics in the field currently, approaches like GloVe (Pennington et al., 2014) or
word2vec (Mikolov et al., 2013b) pioneered the field, proposing that it is possible to learn
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a task independent word representation that can be used for different NLP systems. These
approaches seek what is called transfer learning, in which what is learned from one task
can be mobilized into other tasks. Since these generic word embeddings can be trained on
huge untagged corpora, to give an example, the Stanford NLP group provides among others
English GloVe vectors trained on a Wikipedia corpus with 6 Billion tokens or on a Common
crawl corpus of 840 billion tokens 4. Google provides word2vec vectors for English trained on
part of their news corpus (about 100 billion words)5. Pre-trained vectors are also available
for other languages, word2vec embeddings for Spanish trained on a 1.7 Billion word corpus
can be found at http://crscardellino.me/SBWCE/.
Context sensitive word embeddings
One of the recent developments in sentence encoding has been to try to derive a repre-
sentation for each word that is dependent upon the context in which it is found. To do this
Mccann et al. (2017) and Peters et al. (2018) deploy similar architectures. The basic idea
is to train a sequence model for some particular task for which we have a large amount of
training data. The sequence models read the whole sentence to encode each word (possibly
including attention mechanisms), before handing the representation to a standard network
for the chosen downstream task (Machine translation in the case of Mccann et al. (2017)
and language modeling for Peters et al. (2018) ). This encoder is then trained on the large
amounts of data available for the task, (parallel text in the case of MT and regular text for
LM). After the encoder has been trained, it can be used to generate word representations for
any task, they just freeze the weights and feed each word and context to the encoder. Using
it’s output as the word embedding for whatever model they are using the representations for.
Both papers report significant improvements to the accuracy of several NLP tasks, including
sentiment analysis, question type classification, named entity recognition and coreference
4Available at https://nlp.stanford.edu/projects/glove/
5Available at: https://code.google.com/archive/p/word2vec/
3.8. SENTENCE ENCODING (COMPOSITION) 29
resolution. Peters et al. (2018) further shows some interpretability of the embeddings by
using them for word sense disambiguation; they average the in context representations for
each word sense tag in the training data, then classify input by extracting the representation
and assigning the label of the closest neighbor. This fairly simple process yields near state
of the art results for the dataset.
3.8 Sentence encoding (composition)
But the issue of representing natural language goes beyond having a reasonable represen-
tation for each word, we need a way to encode full sentences of variable length. The first
approaches to language modeling with neural networks just opted to keep using fixed sized
(n-gram) windows, like the one in Bengio et al. (2003). Once we have word embeddings
the representation of a fixed length sequence of words can be just the concatenation of the
individual word embeddings. If the word embeddings have dimension ”D” and the context
has size ”n” then the representation for the n-gram will have dimension nD. For applica-
tions that are sensitive to local context, n-gram windows present an easy and reasonable
solution. Word2vec embeddings, for example are computed using a window (skip-gram) of
words around the target (Mikolov et al., 2013b). But there are multiple reasons that the
n-gram window is inconvenient. First, in many tasks in NLP we need to classify whole
sentences, think for instance of SNLI (named after the Stanford Natural Language Inference
corpus), a task in which we want to know if there is an entailment relationship between
two sentences or of Sentiment analysis, where it doesn’t really make sense to consider only
chunks of sentence. Grammaticality is one of these tasks, since, as discussed above doesn’t
really make sense for arbitrary chunks of sentence.
Second although the Markov assumption gives reasonable models for tasks like part
of speech tagging or language modeling, syntactic phenomena can have dependencies of
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arbitrary length and thus the assumption that the necessary material can be found within
a fixed distance is often broken. Imagine for instance that we are trying to find the subject
of a certain verb in the sentence, because of the recursive structure of language we can have
an arbitrarily long string intervening between the subject and the verb.
These problems call for a way to combine sentences of any length into a fixed dimension-
ality representation, fortunately deep learning has techniques to process sequences of input
vectors and these have been applied to sentence encoding.
3.8.1 Recurrent Neural Networks
One of the most common ways to deal with sequences of inputs for neural networks is
recurrent neural networks (RNN). The general idea of RNNs is to use the output of a neuron
at time t as one of it’s inputs at time t+1, this way the network has a method to “remember”
the inputs that came before. We can then feed the elements of the sequence to the network
one by one and have the output at time T be dependent on the inputs at all times t < T .
The idea in these architectures is for the network to store the information as it goes in the
connection that feeds back into the network, we generally call these activations the hidden
state.
Figure 3.1: A conventional unit in an RNN at time t combines two inputs, ht−1 (the output
of the unit at time t− 1) and the new input xt.
Straightforward RNN architectures can be employed with short sequences of inputs but
as the input length grows the signal from new inputs overshadows older inputs. Moreover,
these models have to be trained with a special version of back-propagation called back-
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propagation through time. The problem here is that each time steps then becomes a layer in
the architecture, back-propagating through such a deep structure can easily lead to vanishing
or exploding gradients (Bengio et al., 1993; Pascanu et al., 2013). Despite these limitations
they do show improvement over limited context models as shown for the case of language
modeling by Mikolov et al. (2010).
3.8.2 Long Short Term Memory and Gated RNNs
One of the most popular solutions to the difficulties posed by training an RNN to encode long
sequences in a manner that captures long term dependencies is long short term memory net-
works (LSTMs). First introduced by Hochreiter and Schmidhuber (1997), this architecture
incorporates ”gates” into the RNN that control the flow of information, making decisions
on how much of the older output should be kept and how much the new input should affect
future activations. An LSTM unit at time t takes three inputs, the old cell state Ct−1, the
last output ht−1 and the current input xt; and it outputs two values, Ct, the new cell state,
and ht the new output. The basic architecture for an LSTM is shown in Figure 3.2.
Figure 3.2: A typical LSTM unit, F,I and O correspond to the forget, input and output
gates respectively.
Each of the gates is a sigmoid unit, it produces a number between 0 and 1 by applying an
affine transformation followed by a sigmoid function, the weights for the affine transformation
5This figure is derived from the ones in Chirstopher Olah’s blog, which provides a very accessible expla-
nation of LSTMs, http://colah.github.io/posts/2015-08-Understanding-LSTMs/
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are trained with back-propagation. The output of each gate is essentially a multiplier for the
corresponding interaction, at 0 it completely prevents the components from interacting, at
1 it lets the whole signal through. The forget gate considers the previous activation (ht−1)
and the current input (xt) and determines to what extent the old cell state (Ct−1) should be
forgotten. The input gate (based on the same signals) determines how much influence the
new input should have on the cell state. The value of the input gate multiplies the result
of passing [ht−1, xt] (the concatenation of the new input and output from the previous time
step) through a single tanh unit. This value updates the cell state (it gets added into it).
Finally, the output gate determines the interaction between the current cell state and the
output at this time-step ht. Both Ct and ht are passed to the next time step. In a sequence
model where we want an output for the whole sequence (for instance when determining
whether a whole sentence is grammatical) we proceed by feeding each word and take hL, the
last output as the representation to be fed into the rest of the network. In other tasks one
might want an output for each element in the sequence (see Figure 3.3b). Part of speech
tagging is such a task, we input a word at a time and output a part of speech for each word,
in these cases ht is handed to the rest of the network to generate an output for each time
step. The model can thus make decisions in the middle while keeping a reminder of what it
has seen in the sentence so far (see Figure 3.3a).
LSTMs have become perhaps one of the most popular methods for encoding sequences,
and particularly for encoding natural language sentences. There are several ways in which
LSTM can be tweaked, particularly in regards to the composition of the gates, gated recur-
rent units (GRU), introduced by Cho et al. (2014) area simplified version which combines the
forget and update gates and uses a single hidden state (instead of the separation between
cell state and output). Early research showed that LSTMs are able to learn context-free
grammars (Gers and Schmidhuber, 2001). This family of sequence models (LSTMs and
GRUs) has been succesfully applied to language modeling (Sundermeyer et al., 2012), ma-
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(a) A sequence model that gives an out-
put per input element
(b) A sequence model that gives an out-
put for the entire sequence
Figure 3.3: Integrating LSTM sequence models into a Neural Network
chine translation (Sutskever et al., 2014), dependency parsing (Kiperwasser and Goldberg,
2016; Vinyals et al., 2015) and other NLP problems. Many of these contributions build
upon the success of LSTMs by adding different components and strategies, some of which
are quickly becoming standard in other applications. Some of these methods are worthy of
mention here:
• Bidirectional LSTMs consist of two LSTMs, one reading the sequence from left
to right and one in the inverse order. For tasks in which we want one response per
sequence element (like part of speech tagging) BiLSTMs allow us to consider both the
left and right context of the target. For tasks where we consider the whole sentence it
has been observed that reading the sequence in inverse order can be beneficial in some
cases (observed for machine translation by Sutskever et al. (2014)), based on this it was
suggested to use the representations in both orders of a single sentences. Both Peters
et al. (2018) and Mccann et al. (2017) use bidirectional LSTMs for their contextualized
word representations, Kiperwasser and Goldberg (2016) use them for parsing. Kiros
et al. (2015) use them for their skip-though based sentence representations, they show
34 CHAPTER 3. COMPUTATIONAL MODELS
that the bidirectional LSTM induces better performance than the unidirectional one
for some of the tasks they explore.
• Sequence to sequence models: Sequence models are good for more than reading
input, they can also be used to produce output. Encoder-decoder models, first intro-
duced by Cho et al. (2014) have become one of the standards for machine translation.
In these models an RNN encodes the input element by element, this representation
is then passed to another RNN that generates an output item by item in sequence
(see figure 3.4). These models are particularly suited for machine translation in which
they encode words in the source language and decode into words in the target lan-
guage (Cho et al., 2014; Sutskever et al., 2014; Bahdanau et al., 2015). Character level
encoder-decoder models that use character level recurrent neural networks have been
leveraged for language modeling (Jozefowicz et al., 2016) and machine translation (Lee
et al., 2017).
• Attention mechanisms: Bahdanau et al. (2015) propose what they called a soft
alignment for machine translation. The idea is to give the decoder access to specific
parts of the source sentence that are more relevant (intuitively, the part that it is
currently producing or part that contain relevant information). To achieve this the de-
coding unit has not only the previous hidden state as input but also a weighted average
of the individual representations in the source sentence after each word (the ht from
the encoder). The weights for the average are learned by an additional neural network
that gets trained with the system. This method has become known as attention, since
the decoder is allowed to pay special attention to parts of the sentence and the model
learns which parts to pay attention to. It has been successfully applied not only to
machine translation (Bahdanau et al., 2015; Luong et al., 2015) to parsing(Vinyals
et al., 2015), for contextual word representation (Mccann et al., 2017; Peters et al.,
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Figure 3.4: A simple encoder decoder architecture: at every stage the decoder has access
not only to the hidden state but to the decision made by the model.
2018).
3.9 Tree Models versus sequence models
An old divide between theoretical and computational linguists is that, while theoretical
linguistics has been working for the last sixty years on models of syntax and semantics that
are composed in non linear hierarchical order (Chomsky, 1957), computational models like
the ones we have seen in this section (and many others that preceded them) treat language
input as a sequence and process it in linear order. While the structure of syntax as we
currently understand it seems indeed to be hierarchical as shown by constituency testing
(for examples see Haegeman (1991); Fromkin et al. (2000)), and compositional semantics
works on a similar tree structure to interpret natural language sentences (Heim and Kratzer,
1998), it is also true that humans are able to retrieve that structure from a sequential
input (the speech signal). Based on this apparent contradiction (hierarchical versus linear
composition) several researchers have proposed systems for encoding sentences that emulate
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syntactic composition by taking the individual word representations and composing them
according to some syntactic tree by means of some composition function.
Some approaches take sentences for which we have syntactic trees or obtain them via a
conventional parser, and apply composition based on them. Socher et al. (2013) shows how an
RNN can use a pre-parsed dataset to do sentiment analysis on a corpus of movie reviews (the
paper also introduces the Stanford Sentiment Treebank, which has been employed broadly to
test other systems). In this family of models we find improvements such as those presented
by Tai et al. (2015) , which proposes two different ways of doing tree structured composition
with LSTMs: a binary Tree-LSTM, in which two nodes are integrated at each step by a
modified LSTM (this is suitable for binary constituency trees); and a Child-Sum Tree LSTM,
in which an LSTM reads at each step the sum of the children of a node (this is suitable for
dependency trees). These models outperform earlier tree RNN models in sentiment analysis
and sentence relatedness tasks and also beat unidirectional and bidirectional LSTMs by a
small margin.
Newer approaches learn to parse the composition trees as part of the training. Bowman
et al. (2016) presents a technique and efficient implementation to train Tree LSTMs that
includes a learning mechanism for parse trees as well as efficient batch based implementations
for the computation: the Stack-augmented Parser-Interpreter Neural Network (SPINN).
They also show that their new model outperforms older sentence representation models
for the Stanford Natural Inference (SNLI) task6. Chung and Bowman (2017) replace the
LSTM used for composition by a matrix multiplication. Inspired by the Lift operation from
compositional semantics, they propose a system to turn word vector representations into
matrices that are then multiplied to compose the following layer, other similar approaches
to phrase composition are found in Chen et al. (2013) and Socher et al. (2013).
While all of the three models report improvements over linear models, the performance
6This task was defined by Bowman et al. (2015)
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gap is relatively minor (usually around 1% or less accuracy). The first intuition from theo-
retical linguists would have been that integrating the syntax in such a way had the potential
to dramatically improve the performance. This can be seen more as a testament of the power
of sequential RNNs (and particularly LSTMs) than as a weakness of Tree models; the fact
that the implicit syntactic knowledge of the annotations failed to help a lot suggests that
the sequence models where already doing a decent job at encoding that information. Among
the work on probing the capacity of LSTMs to encode syntactic information is Linzen et al.
(2016), in which an LSTM is trained to predict verb agreement (plural vs singular subject)
given the rest of the sentence. To train this network they produce sentences with correct
and incorrect agreement by using a finite state grammar and vocabulary lists. They test the
effect of indirect supervision; the model only sees the correct version and then has to predict
the correct form. Their work shows that LSTMs can learn verb agreement patterns in En-
glish and suggests a path to use direct supervision in the form of ungrammatical examples,
which is the approach explored here by me.
There is also recent work in trying to understand how Tree structured composition can
be used to improve performance and specifically whether the SPINN model learns syntactic
representations similar to the ones linguists have been using for years. The results of Williams
et al. (2018) paint an interesting picture of the difference (or lack thereof) between tree and
sequential composition. The paper analyses the latent tree representations learned by the
SPINN model, trying to see if they correspond to traditional syntactic trees or show signs
of any particular parsing strategy. They find that not only do the trees not resemble Penn
Treebank trees at all but that the SPINN Tree LSTM model seems to be converging towards
strictly left branching trees. What makes these findings all the more interesting is that
this strategy is actually equivalent to processing the input in sequence in order. If the best
performing model in tree LSTMs is basically composing in linear sequence, sequential reading
might be a good strategy after all.
Chapter 4
Methodology
4.1 Data Generation
4.1.1 Corpus
For purposes of these experiments I will use the Spanish section of the Europarlament corpus
(Koehn, 2005). This large collection of transcribed parliamentary procedures (with about 2
million sentences in the Spanish section) is often used in machine translation applications,
one of the areas of NLP that extensively uses language modeling and that would benefit
from a grammaticality detector. This corpus has relatively long and complex sentences
(the average sentence is 29.85 tokens long) with a wide range of vocabulary (29 thousand
types in the large training corpus ) while keeping a relatively constrained style. Different
sections of the corpus will be used for the generation of the ungrammatical data and to
provide grammatical sentences. The sizes of each split depend on each experiment to keep
the classes balanced.
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A word on language choice
I decided to focus my research on Spanish for several overlapping reasons. First, I wanted
to explore the effectiveness of these methods in languages other than English, since previous
research in the field has centered overwhelmingly around this language. Furthermore, the
presence of both adjectival and verbal agreement in Spanish presents a good opportunity
to study two phenomena that work similarly (agreement of features) on different syntactic
domains (inside the noun phrase for adjectival agreement and between the head of the sen-
tence and it’s subject for verbal agreement). Spanish presents a middle ground between high
and low inflection languages, it will provide the system with more morphological information
(including a richer agreement system) that can be exploited by the word embeddings with-
out being a morphologically rich or agglutinating language in which morphological analysis
would be necessary (like Turkish, Arabic or Hebrew). Moreover, while not having as vast an
amount of research on it as English, Spanish benefits from having available tools (a Stanford
core NLP system, spaCy models, pre-trained word embeddings, etc).
Data preparation There is a small level of data preparation that is carried out on the
sentences from the corpus. First, sentences are broadly filtered to exclude questions, excla-
mations, and titles, this is done by only keeping sentences that have a period at the end.
Additionally, sentences with fewer than 7 or more than 50 tokens (including punctuation) are
excluded. After these removals we are left with a corpus of about 1.5 million sentences. The
sentences are then tokenized, punctuation is kept with each punctuation mark constituting
a valid token. The words in the corpus are counted and the ones that appear less than twice
are replaced with the unknown token. The entire corpus is shuffled by sentences in order
to avoid having contiguous sections (possibly coming from the same or related contiguous
parliamentary sessions dealing with similar topics ) clustered in sections of the data.
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4.1.2 Word Salads
The first kind of ungrammatical sentence used for these experiments is randomly generated
by a language model. Large enough sequences of words generated by a simple language
model lack the long term dependencies and consistency of real sentences. Based on this,
a method to generate ungrammatical sentences from a language model trained on the LM
section of the corpus was devised. We call these artificial sentences n-gram Word Salads
(WS).
First, the n-gram relative frequencies were collected from the LM corpus. For a given n
we write the conditional frequency of the nth word given the n−1 preceding words as defined
in equation 4.1
Freqn(wi|wi−(n−1)...wi−1) =
Count(wi−(n−1)...wi)
Count(wi−(n−1)...wi−1)
(4.1)
Before we gather the frequencies in the LM corpus two special tokens are included
“<unk>” for unknown words (words that appear only once in the training set) and “<eos>”
for the end of the sentence. n−1 out of sentence symbols are also appended at the beginning
of each sentence so that the language model has information on the tokens that appear in
the first n-1 positions. Trained language models for orders 2 through 6 are then used to
generate the Word Salads. To generate a word salad of order n we start with n − 1 out of
sentence tokens, after this we generate each subsequent word wi based on the conditional
frequency Freqn(wi|wi−(n−1)...wi−1). The sentence ends when the <eos> token gets pulled
through this method. We avoid generating sentences shorter than the minimum length by
restarting from scratch if the <eos> token gets pulled too early. We also scrap any generated
sentence that goes over the set maximum length.
For the experiments, an amount of word salads equal to that of grammatical sentences is
generated both for training and testing. Aside from experimenting with WS corpora of each
order, experiments are also run with a mixed WS corpus, which contains an equal number
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of word salads of each order shuffled together. The splits for the word salads experiments
are shown in Figure 4.1.
Areas are proportional to corpus size.
Figure 4.1: The division of the corpus for word salad experiments
Some improvements to the process have been done with respect to (Gonzalez Martinez,
2017). First, training (WStrain) and testing (WStest) word salads are generated based on
n-gram distributions from different sections of the corpus (LM1 and LM2 respectively).
This ensures a higher difficulty for the task, since the training and testing word salads will
be less homogeneous. This addresses the concern that the system might have had privileged
access to the kinds of structures found in word salads, since with the older setup the training
and testing items were generated from the distributions on a single corpus. Second, the
sentences that compose each of the sections of the corpus will not come from contiguous
sections, the entire corpus will be shuffled by sentences before splitting the corresponding
sections. Generating the word salads from a continuous section would have made them more
uniform in terms of topics (and thus vocabulary) than the rest of the corpus by comparison.
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4.1.3 Sentence corruption
In order to test the sensitivity to syntax that can be achieved with our task and architecture,
I propose to use minimally ungrammatical sentences. That is, ones that contain one specific
syntactic violation. The idea is to have ungrammatical sentences that approximate the corpus
closely but have targeted syntactic violations that can be used to measure the sensitivity
to specific phenomena. My approach is to take sentences from a portion of the corpus (the
sentences to corrupt or SC portion) and “corrupt” them by introducing the desired violation.
The violations have been chosen so that they will test out different types of dependencies
that we want our representation to be sensitive to. This approach differs from the one in
(Marvin and Linzen, 2018) in two respects.
First, Marvin and Linzen (2018) generate their data via grammars, this grants them
very fine control over the sentences while restricting them to relatively few structures. Our
approach will generate a much more heterogeneous set of sentences that, while having the
same kind of violation but will not have the same structure as one another. Our method
creates data that is more diverse and thus foreseeably harder to differentiate.
Second, the structures in (Marvin and Linzen, 2018) are used to test whether a language
model has learned specific syntactic dependencies but are not used for training. In our
approach the ungrammatical sentences will be used for both training and testing, to see if
the model is able to extrapolate the rule from the contrast between positive and negative
examples. That this kind of signal can help the differentiation is proposed by Linzen et al.
(2016). Their work shows LSTMs differentiating between correct and incorrect versions of a
sentence in which the key violation is subject-verb agreement in English sentences. As we’ll
see bellow, the work I propose extends this by considering a wider range of grammatical
differences in addition to being done on Spanish instead of English data.
The choice to corrupt grammatical sentences instead of directly building them with a
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grammar is not gratuitous. First, I want the ungrammatical corpus to mirror the general
word distribution of the real one. This is so we can ensure that the cues picked upon
by the model are indeed related to structure and not merely to co-occurrence statistics or
some other artifact from the generation process. In a language model these two kinds of
cues are intertwined, by taking both the grammatical and ungrammatical sentences from
the same corpus we want to avoid creating a bias based on the word selection for sentence
generation by a grammar. Second, this method gives our corpus great diversity, the resulting
ungrammatical sentences will vary as much as the sentences in the general corpus do, in
length, complexity and kinds of structures, this is important to ensure a good training of
word embeddings through the binary decision task.
I have selected 3 specific syntactic violations for this study.
Verb Agreement
The syntactic phenomena
Verb agreement is a simple choice of syntactic violation that nonetheless can show us a
lot about the sensitivity to structure. As mentioned by Linzen et al. (2016), verb agreement
presents a dependency that can be arbitrarily long in linear distance and present any number
of intervening distractors that would fool window based models. We see an example of this
in the contrast between (12a) and (12b), where the insertion of a subordinate clause results
on three additional words appearing between the matrix subject “el nin˜o” (which is in third
person singular) and the corresponding verb, “sabe”, that must agree with it, including
another subject (a 2nd person singular pronoun) that could mislead the model. Since we
can introduce an arbitrary number of potential new subjects in this way, we can potentially
fool windows of arbitrary size.
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(12) a. El nin˜o sabe leer.
The kid knows.3rd.sg to.read
‘The kid knows how to read’
b. ‘El nin˜o que tu´ viste sabe leer ’
‘The kid.3rd.sg who you.2nd.sg saw.2nd.sg knows.3rd.sg to read’
‘The kid you saw knows how to read’
Moreover, and perhaps more importantly, the relation between the subject and the verb
is a structural relationship that can hold across a long distance in the string. This means
that, in order to consistently identify verb agreement errors the system must have some
notion of structure.
Previous work with English has used verb agreement to prod at the learning of syntactic
structure (Linzen et al., 2016; Marvin and Linzen, 2018), the agreement system in English is
however relatively impoverished, only the 3rd person singular takes a different form and this
only in the present (in other tenses only auxiliaries change). Spanish has a more complex
system in terms of number of different forms. Spanish finite verbs must agree in number
and person with their subjects, as English ones do, but there are different paradigms for all
tenses, most of them with little to no syncretism between persons (all or nearly all forms are
different), some examples are shown in table 4.1. Thus, while the phenomenon of agreement
is very similar in terms of dependency length and syntactic complexity, a system learning
Spanish will have to face a wider array of different forms, both because of the presence of
more persons and because verbs in tenses other than present must be inflected. The case
of English is very particular for tenses other than the simple present since what must agree
is the auxiliary, and thus a learner will concentrate in a very limited number of verb forms.
The added attention that a successful learner of verb agreement must place on diverging
verb forms will likely show up in the form of richer word embeddings potentially coding for
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person and number features.
Persons Pronouns Present Past imperfect Past perfect
1st sing yo se sab´ıa supe
2nd sing tu sabes sab´ıas supiste
2nd sing vos† sabe´s sab´ıas supiste
3rd & 2nd sing* el, ella, usted sabe sab´ıa supo
1st plural nosotros sabemos sab´ıamos supimos
2nd plural vosotros sabeis sab´ıais supisteis
3rd & 2nd**plural ellos, ellas,ustedes saben sab´ıan supieron
* “Usted” is used as an alternate 2nd person singular form, In many dialects, it
is used to denote distance between the speakers (the conditions for it’s use vary
cross dialectally).
** “Ustedes” has completely replaced “vosotros” as the standard second person
plural in most of Latin America and the caribean.
† “Vos” is only used in specific dialect areas.
Table 4.1: The conjugation of “saber” (‘to know’) in three of the most
common tenses
Corrupting verbal agreement
A convenient way to corrupt a sentence’s verb agreement is to change the agreement
marker on the verb to one that is incompatible with the subject. For this to generate a truly
ungrammatical sentence, however, we need for the subject to be explicit; Spanish being a
pro-drop language the subject of a sentence can be elided whenever it is possible to infer
it from context. For example, if we were to take the grammatical sentence in 13a and
changed the agreement marker from the 3rd person singular ”e” to the first person plural
”emos” to produce the version in 13b we would have merely changed the meaning of the
sentence without making it ungrammatical. In order to actually generate ungrammaticality
we need for the subject to be explicit as in 14a, so that when we do the same morphological
manipulation we end up with the ungrammatical version in 14b. This second version is
indeed ungrammatical since the subject ”El hobbit” (3rd person singular) is in disagreement
with the verb ”creemos” (1st person plural).
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(13) a. Cree haber visto el drago´n
Believe.3rd.sg have seen the dragon
‘He believes he saw the dragon’
b. Creemos haber visto el drago´n.
Believe.1st.pl have seen the dragon
‘We believe we saw the dragon’
(14) a. El hobbit cree haber visto el drago´n.
The.3rd.sg hobbit.3rd.sg believe.3rd.sing have seen the dragon
‘The hobbit thinks he saw the dragon’
b. *El hobbit creemos haber visto el drago´n.
The.3rd.sg hobbit.3rd.sg believe.1st.pl have seen the dragon
”The hobbit believe he saw the dragon
To ensure that we end up with a syntactic violation but that the words are indeed existing
verbal forms we use the following process. First, the sentence goes through a dependency
parser and part of speech tagger. I use spaCy’s Spanish model that has commercial level
accuracy and is trained on a combination of news and Wikipedia text1 using a model based on
the one presented by Kiperwasser and Goldberg (2016). To simplify the process and minimize
the potential for errors, particularly parsing errors for complex sentences, we only corrupt
agreement on the root verb. To select a sentence for corruption by this method we first check
the dependency parse and make sure that the root verb has an explicit subject dependency
(to avoid the elided subject problem listed above). After this, a regular expression with
the verb endings for the most common verb tenses in Spanish (present, imperfect and past
simple of the indicative) identifies the inflection on the verb. Once we have identified the
1For more see https://spacy.io/ and https://github.com/explosion/spacy-models/releases/
/tag/es_core_news_md-2.0.0
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tense we generate candidates with the other person markers in the same tense for that verb.
We then check the candidates against our vocabulary to avoid replacing the word with an
out of vocabulary item (if a given verb never shows in a specific person in the training we
don’t want to tip off the model by replacing a valid word with the OOV token). If any of
the alternative inflected forms are indeed in the vocabulary we select one at random. Since
the actual inflection identified on the verb is what is being replaced, swapping a form for
another and not a person to a potentially identical form in other person this method will not
generate another person that happens to have a form syncretic with the original. Since the
sentences had been checked for an explicit subject the corrupted version now has a person
and/or number mismatch between the subject and the verb. If no forms can be found then
we drop this sentence for verbal corruption.
Adjectival Agreement
The syntactic phenomena
In Spanish, as in many other languages, adjectives carry number and gender features,
which must agree with the corresponding number and gender of the noun they modify, as
exemplified in 15 were the adjective ”rojo,a” must carry the morphemes corresponding to
the same gender and number as the noun it modifies, ”camisa”.
(15) a. Una camisa roja
art.f.sg shirt.f.sg red.f.sg
‘A red shirt’
b. *Una camisa rojo
art.f.sg car.f.sg red.m.s
‘A red shirt’
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c. Unas camisas rojas
art.f.pl shirt.f.pl red.f.pl
‘A red shirt’
d. *Unas camisas rojos
art.f.pl shirt.f.pl red.m.pl
‘A red shirt’
e. *Unas camisas roja
art.f.pl car.f.pl red.f.sg
‘A red shirt’
Nouns (and thus adjectives) can take four combinations of features, with two genders
(masculine and feminine2) and two numbers (singular and plural). Spanish has a gender
suffix (“-o ”for masculine and “-a” for feminine), that is used at the end of a broad class of
adjectives and a more restricted class of nouns (mainly professions) that can have masculine
and feminine versions (e.g “enfermero”, ‘male nurse’ V.S “enfermera”,‘female nurse’). Notice
however that, although ending in ‘o’ or ‘a’ can be a strong cue for a noun’s gender, it is by
no means fail proof, not only are there many nouns that end in consonants or other vowels
(e.g “flan”, m or “van”, f ) but also masculine nouns ending in ‘a’ (“atleta”, ‘athlete’ m or f)
and feminine nouns ending in ‘o’ (“mano’, f’). 3 In the case of adjectives, “-a” and “-o”are
used with a broad class of them, there are roughly three paradigms as shown in table 4.2.
Spanish’s extremely regular plural morphology can then be added to form the plural form
2Neuter exists for pronouns when referring to inanimate things but the corresponding nouns behave like
masculine in all other respects.
3This is by no means a full account of the relationships between nominal morphology and grammatical
gender in Spanish. Other interactions do happen and it is outside the purview of this explanation to delve
deeper into them. As a quick example, some derivational morphemes always generate nouns of a particular
gender; the derivational morpheme “-dor” (analog to “-ator” in English) always generates masculine nouns
(“refrigerador”) but has a feminine form that generates female ones (“aspiradora”,“lavadora”).
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(words ending in an unstressed vowel get ‘-s’ and those ending in consonant or stressed vowel
get ‘-es’ ).
Type Masc sg Fem sg Masc pl Fem pl
Suffix in both roj -o roj -a roj-o-s roj-a-s
Suffix in feminine espan˜ol- espan˜ol -a espan˜ol-es espan˜ol-as
No suffix a´gil a´gil a´gile-es a´gile-es
Table 4.2: Adjectival paradigms with respect to gender (plurals added for reference)
(16) a. Una alta probabilidad
ART.f.s high.f.s probability.f.s
‘A high probability’
b. Una jornada inesperada
ART.m.s journey.m.s unexpected.m.s
‘An unexpected journey’
c. Un viaje largo y agotador
ART.m.s trip.m.s long.m.s and exhausting.m.s
A long exhausting trip
d. Una jornada inesperadamente peligrosa
ART.f.s journey.f.s unexpectedly dangerous.f.s
An unexpectedly dangerous journey
e. Una jornada ma´s peligrosa
ART.f.s journey.f.s more dangerous.f.s
A more dangerous journey
As we see, when compared to the arbitrarily complex phrases that can intervene in the case
of verbal dependencies, the potential pitfalls for adjectival concord are more manageable. In
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particular, subordinate clauses that complement the noun phrase have to appear after the
adjectival phrase as shown by the ungrammaticality of 17b.
(17) a. La [[jornada inesperada] que los enanos le hicieron emprender].
ART.f.s journey.f.s unexpected.f.s that the dwarfs him made undertake
The unexpected journey that the dwarves had made him undertake
b. *La [jornada [que los enanos le hicieron emprender] inesperada].
ART.f.s journey.f.s that the dwarfs him made undertake unexpected.f.s
The unexpected journey that the dwarves had made him undertake
Thus, I propose that adjectival agreement is a good measure of the performance of the
model when dealing with simpler dependencies. It is expected that the model will learn to
recognize this kind of mistake more easily (i.e with fewer improvements to the network) and
with better accuracy, than in the case of verbal agreement. This dependency will also need
to motivate some encoding of gender and number features for the model to be successful.
Corrupting adjectival agreement
The process to corrupt adjectival agreement is somewhat similar to the one used for verbal
agreement. We start with a dependency parse of the sentence. Then we find an adjective that
can be inflected, by finding adjectives that end in “a(s)”or “o(s)” and for which replacing the
gender morpheme (the a(s) with an o(s) or “∅” or the o(s) with and “a(s)”) generates a word
in our vocabulary (we check all possibilities). We then need to check if the noun that the
adjective is modifying has an article attached to it. This check is done because some nouns
can take both genders, either depending of the dialect (“el calor” V.S “la calor”) or even
be in free variation (“el sarte´n” V.S “la sarte´n”). If the noun phrase does have an article,
then by choosing one of the alternate forms will have destroyed the agreement, since there
will necessarily be a mismatch at least between the article and adjective (all four articles are
different as shown in 4.3).
4.1. DATA GENERATION 51
Masc Fem
Singular el la
Plural los las
Table 4.3: Spanish articles
Main verb removal
The third type of grammatical violation is very different in nature to the two we have
already presented. In an attempt to pinpoint a purely structural task I propose generating
ungrammatical sentences by removing the main verb (the root of the dependency parse), this
will leave all the verbal arguments and adjuncts floating with no head. Unless something
else can be re-interpreted as the main verb the remaining sentence should be ungrammatical.
While these sentences can be easily flagged by humans as anomalous we expect the model
to have a relatively hard time distinguishing them. Furthermore, good performance in this
task would indicate that the model is sensitive to the fact that a sentence needs a head
and able to perceive it’s absence by the presence of ungoverned, structures, be it subjects,
complements or adjuncts. This learning thus requires a notion of grammatical dependency
that goes beyond the ones needed to be successful at the other tasks.
Corruption by main verb removal
Here once again we make use of a dependency parse of the sentence by the spaCy model.
With the parse we look at the root and confirm that it is a verb; titles and other sentences
that might have a non verbal root have been removed earlier through punctuation but this
further check doesn’t hurt. We then remove the identified root and have a corrupted sentence,
an example is shown in (18)
(18) *De hecho, existe el riesgo de un golpe militar en el futuro.
In fact exists the risk of a coup military in the future
’In fact, the risk of a military coup in the future is real’
52 CHAPTER 4. METHODOLOGY
4.2 Network Architectures
The experiments proposed here will use variations of the same basic architecture. The
purpose of this is to first see how this type of network fares in the proposed tasks and then
add elements to test their contribution to the whole.
4.2.1 Base architecture
The basic architecture is a fairly simple network compared to the architectures used in
state of the art systems for language modeling or machine translation. It incorporates word
embeddings and long short term memory units in a conventional way as is shown in Figure
4.2. Each word is first assigned a unique vector identifier of fixed dimension. The words are
then fed one at a time to the LSTM layer, the final output of the LSTM is then fed into a
single affine layer with hyperbolic tangent activation, which then goes to two output neurons.
The final probability for each choice, grammatical or ungrammatical (noise) is computed via
softmax.
Figure 4.2: Basic network architecture, w1 through wL are the input words, E is the embed-
ding layer and H the single hidden layer.
There are several ways in which we can add more complexity, and hopefully more power to
this basic architecture, several of which will be tried in turn in the course of the experiments.
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The first one is to grow the dimensionality of the model. The models used in the preliminary
work were relatively compact (the larger one had 64 dimensions across the embeddings,
LSTM and Hidden layer), this proved enough for the task, however, as we advance towards
more difficult versions of the task we will probably test the effect of larger networks. As we
increase the number of parameters we provide the network with more learning capacity, it
is expected that dimensions up to the hundreds will benefit the model.
4.2.2 Word Embeddings
Additionally to increasing dimensionality there is the matter of word embeddings, in the
preliminary work only randomly initialized task specific embeddings were used. However if,
as predicted, the move from word salads to more realistic corrupted sentences generates a
significant drop in performance we will incorporate pre-trained word embeddings and con-
trast the results with those obtained using only task specific embeddings. We will consider
two families of word embeddings for our experiments. First word2vec (Mikolov et al., 2013b)
embeddings so that the model can benefit from language model style learning and gram-
maticality driven learning at the same time. The second kind of embeddings that will be
considered is contextualized word embeddings in the form of ELMo vectors (Peters et al.,
2018). Elmo embeddings combine an embedding process from a language model with char-
acter based convolutions, thus allowing the model to make use of morphological relations
between forms, we expect that this will boost performance in the agreement tasks.
4.2.3 Deep and bidirectional LSTM
While LSTMs show big gains in performance for NLP systems by virtue of being able to
encode a sequence in a manner in which each element can be influenced by the past ones,
their contribution is limited by the fact that as they go further in the sequence, they have
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Figure 4.3: In a deep LSTM each layer takes the outputs of the previous one as inputs.
to either forget some of what they saw or ignore some incoming information. This becomes
particularly problematic in longer sequences, especially when elements that are dependent on
each other are far away from each other. This is an incarnation of the problem of vanishing
or exploding gradients commonly encountered in training deep neural networks. Although
mitigated by the gated structure of the LSTM, it still makes these networks lose power the
longer the sequences are (Goodfellow et al., 2016). Additionally, the range of dependencies
that an LSTM can learn is constrained by the fact that it only looks at the sentence in
linear order, limiting it’s understanding of complex relations between several items. There
are several ways in which these problems have been addressed, particularly for the case of
NLP, including deep LSTMs (Sutskever et al., 2014), bidirectional LSTMs (Kiperwasser and
Goldberg, 2016; Graves, 2008) and attention mechanisms (Bahdanau et al., 2015). These
methods allow the ingestion of each element to be influenced in a variety of ways by other
elements and build an encoding of the sentence where the relations between the elements
are allowed to be more complex. It has been claimed (Peters et al., 2018) that this depth
enables the system to become sensitive to hierarchical and not only linear structure.
Thus, the third upgrade to the model foreseen here is the addition of more LSTM layers,
as well as the use of a bi-directional LSTM.
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Deep LSTMs are composed of several stacked LSTM layers, each one takes the output
of the previous layer as input as shown in figure 4.3. Each successive layer of the LSTM is
thus capable of looking at the entire process of the preceeding layer as well as at the outputs
of each step, this permits weaving more complex relations as the architecture gets deeper.
Figure 4.4: A bidirectional LSTM.
A bidirectional LSTM builds the representation by passing through the sentence twice,
one by reading the sentence from left to right (as shown above) and one reading it in the
reverse order (from right to left) this allows for the processing of every given token to be
influenced both by the material that precedes it and by the material that follows it. Each of
the LSTMs can in turn be several layers deep. The representations from both LSTMs can be
combined in different ways to form a final sentence representation (they can be concatenated,
put through a convolutional filter together, etc ). By reading the sentence in both directions
a Bidirectional LSTM allows the processing of a given item to be influenced both by the
material preceding it and by the material following it. Bidirectional LSTMs are now common
across most areas of NLP: machine translation Sutskever et al. (2014), dependency parsing
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(Kiperwasser and Goldberg, 2016), general purpose word embedding Peters et al. (2018) and
other work on acceptability (Warstadt and Bowman, 2018; Ranjan et al., 2018) .
Experiments were coded using python with the PyTorch (Paszke et al., 2017) and Al-
lenNLP (Gardner et al., 2017) libraries for deep learning, and the spaCy NLP library for
Spanish parsers and taggers, the full code is available at https://github.com/LinguoMalkavian/
darth_linguo.
Chapter 5
Experiments and Results
5.1 Word Salads
5.1.1 Experiment 1.1 Just Word Salads
Setup
Our first series of experiments seeks to go back to the results of the preliminary study in
(Gonzalez Martinez, 2017) with a renewed sentence generation method. In that previous
work the word salads for both the training and testing sets were generated based on the
n-gram counts from the same corpus, this may have generated a certain stability in the
structures that the model could catch up on in order to distinguish them. They were also
generated from contiguous sections of the corpus (see Section 4.1.2). The model on that
study, might have been able to distinguish the words salads based on the n-gram distributions
being very close between the training and testing word salads. Here we go back on those
experiments with the updated corpus split shown in figure 5.1. For the experiments we train
the basic model architecture to distinguish between word salads and original sentences and
then test them on the the hold out test set. We repeat this on 6 conditions varying the order
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of the n-grams used to generate the word salads. We carry out the experiment for each order
between 2 and 6 and then with a mixed bag of word salads that has equal measures of each
of the 5 orders.
Areas are proportional to corpus size.
Figure 5.1: The division of the corpus for experiment 1.1.
We try three different sizes of models on this test:
• Small: A compact model as the ones used in previous work(Gonzalez Martinez, 2017),
with embeddings dimension E = 32 and hidden dimension H = 32
• Medium: A larger model with E = 100 and H = 100
• Large: A large model, E = 350 and H = 1000
Results
The results of experiment 1.1 are presented in table 5.1, in each case this is the performance
from the best epoch so it should represent the best generalization within the training run
with no further generalization strategies . We see that all three models behave similarly,
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achieving very high accuracy on 2 gram noise and then dropping steadily as n increases.
Note that since this is a binary classification task the performance on 6-grams is almost at
chance levels. Thus we see that it is easy for the neural network to identify when sentences
have very little local structure but as the size of ngrams increases they become harder and
harder to distinguish. The terrible performance of the model on 6-gram noise is probably due
to the fact that at that level the word salad generation will track sizeable pieces of sentences
or even copy over entire sentences due to the sparsity of 6 gram continuations.
Model Size 2-gram 3-gram 4-gram 5-gram 6-gram mix
Small 0.934 0.835 0.742 0.653 0.561 0.721
Medium 0.951 0.856 0.7612 0.664 0.545 0.735
Large 0.947 0.850 0.753 0.657 0.555 0.730
Table 5.1: Model accuracy by order of word salad.
As to the comparison between model sizes the results show some slim difference along
the expected lines, the medium model performs the best in all but one condition (the 6-
gram noise). This is the expected pattern, the small model is not large enough for optimal
performance while the largest one is probably too powerful and overfitting. In general the
comparison between test accuracy and training accuracy (presented in table 5.2) shows that
as n grows the ability to generalize drops, this can be seen in training accuracies that decrease
a lot slower than the corresponding test accuracy (the model can learn the training data
quite well but this stops helping its performance). From this we glean that the difference
between the n-gram distribution in the train and test set is probably responsible for the poor
performances.
Model Size 2-gram 3-gram 4-gram 5-gram 6-gram mix
Small 0.92 0.915 0.862 0.804 0.755 0.826
Medium 0.990 0.958 0.917 0.869 0.825 0.897
Large 0.983 0.937 0.884 0.853 0.828 0.873
Table 5.2: Model accuracy on training set by order of word salads
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It is worth noting that these results are radically different from the ones obtained with the
previous methodology for word salad generation, showing that the relation between training
and testing sets (due to coming from the same distribution and the adjacency of sentences)
was indeed making the task too easy. As mentioned above, as n grows the distribution
of n-grams becomes more idiosyncratic of the given corpus, this causes the problems in
generalizability but it also explains the previous high results, since the distributions remained
identical between training and testing as they had been generated based on the same corpus.
Now that we have seen that these models are reasonably able to capture the differences
between real text and that generated by a low order n-gram language model we turn to the
next question, can we actually use this kind of artificial data to improve detection of minor
syntactic violations.
5.1.2 Experiment 1.2 Word Salads and corrupted sentences
Setup
The first experiment concerning corrupted sentences seeks to see if the language model
generated noise can be used as supplemental data to help train classifiers to distinguish
sentences with finer violations.
For this experiment we take the europarl data again and divide it as shown in figure
5.2, this leaves us with a set of word salads for training as well as training and test sets for
grammatical data and for each of the three target violations: Adjectival Agreement (AA),
verbal agreement (VA) and main verb removal (RV). Performance will be evaluated by the
accuracy on the general task as well as on the precision on each specific violation.
The model has the same hyper-parameters as the large model from experiment 1.1, that
is E = 350, H = 1000. These settings were chosen to ensure that the model had enough
capacity to take advantage of the additional training data.
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Areas are roughly proportional to corpus size.
Figure 5.2: The division of the corpus for experiment 1.2.
We train models on different mixes of ungrammatical data, in the following ways:
1. All WS: The model is trained on all the training word salads as well as the training
corrupted sentences as the ungrammatical data to be distinguished from the grammat-
ical data.
2. Half WS: As above but only half the word salads are used.
3. Quarter WS: As above but only a quarter of the word salads are used.
4. No WS Only the corrupted sentences are used on the ungrammatical side.
Results
The results of using the word salads to help training of the grammaticality detection task are
shown in figure 5.3. As we can see, incorporating any amount of word salads into the training
is hurting the model, which actually performs in the low 90’s with in the best condition with
no word salads.
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(a)
Condition Train Accuracy Test
All WS 0.889 0.835
Half WS 0.957 0.917
Quarter WS 0.970 0.924
No WS 0.984 0.936
(b)
Figure 5.3: Training and test accuracy by proportion of WS in training data
5.2 Corrupted sentences
5.2.1 General Setup
For this series of experiments the testing setup changes from the one presented in 5.1.1.
We divide the data as shown in figure 5.4. The full corpus has 1,965,734 the pre-processed
corpus contains 1,513,805 sentences. The corpus is first shuffled so that sentences that
are close in the parliamentary sessions don’t end up clustered in any of the portions. We
divide the training and development section (80% of the clean data) into two equal parts:
the sentences to be corrupted (SC 605,522), and the ones to be kept as grammatical data
(Gtrain 484,418 and Gdev 121,104). The corrupted sentences are then generated following
the processes described in Section 4.1.3 from the SC corpus by picking sentences suitable for
each kind of corruption so that we get 3 sets that are roughly equal in size and are split into
train and dev sets, thus we obtain:
• Sentences corrupted by adjectival agreement: AAtrain (128,659) and AAdev (32160)
• Sentences corrupted by verbal agreement: VAtrain (128,654) and VAdev (32,155)
• Sentences corrupted by main verb removal RVtrain (128,656) and RVdev (32,158)
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The training and development data is thus set up so that each corrupted sentence in the
train and development sets only appears corrupted by one of the methods and the model
never sees a correct and incorrect version of the same sentence.
Areas are proportional to corpus size.
Figure 5.4: The division of the corpus for experiments 2 and 3
Finally we take the remaining 20% of the data (302,761 sentences) to create the test
set. In testing we want to evaluate whether the system learned a good notion of each of
the represented rules (adjectival agreement, verb agreement, and dependence on the main
verb). Thus we want to see if the system can discriminate between the correct and incorrect
version of the sentence, classifying each of them correctly. For the test set we take the
remaining grammatical sentences and corrupt all the possible sentences therein by each
of the methods, we then create a specific test set for each corruption type that includes
the sentences corruptible by that method labeled as grammatical and their corresponding
corrupted versions labeled as ungrammatical. This yields three test sets:
• AAtest, with 160,744 sentence pairs
• VAtest, with 103,787 sentence pairs
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• RVtest, with 145,432 sentence pairs
We will compare the models on their performance in each of these sets, counting a pair as
correct only when both predictions are correct.
5.2.2 Baseline results
The basic setup is the one presented in Section 4.2.1, that is a word embedding layer (with
dimension E) followed by a single LSTM and then a Hidden layer (with dimension D), to
get an idea of the general performance we vary the size of the entire model. The performance
of the basic model on the three tasks is presented in Figure 5.5. The first observation from
these results is the relative difficulties of the tasks for this particular model. The model
performs best on distinguishing sentences whose main verb has been removed across all
conditions, then comes the performance on the adjectival agreement task and finally that on
the verbal agreement. This finding is consistent with the hypothesis that verb agreement is
more difficult to detect because of a longer dependency distance when compared to adjectival
agreement. Additionally, checking for the presence/absence of the main verb is the easiest
of the three tasks, disproving the hypothesis that the model would need full understanding
of the structure of the sentence. Indeed, it appears that the representation by this model is
easily capable of encoding the notion of main verb.
If we look at the difference between the performance on the adjectival and verbal agree-
ment tasks we’ll notice that, while lower dimensionality models are better at AA than VA,
as dimmensionality grows the difference diminishes, even flipping at 256, before being estab-
lished again at the higher dimensionalities.
These results also allow us to see the size of model required to perform well on this task.
Notice that while performance improves rapidly between the first three conditions, we seem
to hit diminishing returns by the time we reach 128 dimensions for the RV task and by 256
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(a)
AA VA RV
32-32 77.4% 75.1% 84.3%
64-64 79% 79.5% 87%
128-128 84.4% 83.3% 88.6%
256-256 84.2% 84.4% 89.2%
512-512 85.2% 84.5% 89.2%
512-1024 85.8% 84.4% 89.2%
(b)
Figure 5.5: Results of experiment 2 on the sentence pair test by model dimensionality. A
grammatical-ungrammatical pair is considered correct only if both versions were classified
correctly
for the other two. These model sizes are larger than the ones needed to distinguish word
salads (see section 5.1.2).
5.2.3 The contribution of pre-trained word embeddings
As mentioned in section 3.7.2 word embeddings trained on specialized tasks have proven to
improve the performance of neural networks on a number of tasks. The intuitive idea, it is
worth mentioning again, is that the embeddings encode general knowledge about the struc-
ture of the language (and particularly the close cooccurrence of words) that can be leveraged
in the training of systems for other tasks. This is an example of transfer learning, where
the optimization of model components for one task allows for either faster or better training
of another. In experiment 2 we are testing the contribution of pre-trained word embed-
dings made using the word2vec algorithm introduced in Mikolov et al. (2013a). We used the
embeddings trained by Cardellino (2016), and made publicly available. These embeddings
where trained on a 1.5 billion word corpus composed of several publicly available Spanish
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corpora (which includes the europarlament corpus among corpora from other domains).
The purpose of experiment 2 is to see to what extent pre-trained word embeddings affect
the training and performance of our models. The Cardellino embeddings were trained using
a skip-gram target (the task of predicting the environment from a word in the middle, see
section 3.7.2) which makes them aware of close word cooccurrences.
For this set of experiments we will be training the model in three conditions regarding
the initialization and training of the word embeddings (with all else kept equal):
• Random: The embeddings are randomly initialized with gaussian noise and then
trained along with the rest of the model by backpropagation. This is the behavior that
models for the baseline experiment had.
• Pre-trained-cont: The embeddings are initialized with the Cardellino word2vec em-
beddings and then refined on the task by letting backpropagation continue to update
them.
• Pre-trained-freeze: The embeddings are set to the pre-trained vectors and are not
updated any further.
The embeddings dimension is set to 300 (the size of the pre-trained embeddings) for all three
experiments. The hidden dimension is set to 512.
The first observation of the results, presented in Figure 5.6 shows that indeed the pre-
trained initialization of the embeddings presents a gain over the random baseline, with the
pretrained-cont performing better than the random one on all three categories and the pre-
trained freeze outperforming both of the others. Table 5.3 shows the relative gain linked
to both methods over the randomly initialized baseline, note also that the difference in
performance is significant at the 0.01 level according to McNemar’s test.
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AA VA RV
random 85.3% 85.2% 89.8%
pretrained-cont 88.8% 86.8% 90.9%
pretrained-freeze 90.9% 88.4% 92.4%
Figure 5.6: Results on the sentence pair test by model dimensionality. A grammatical-
ungrammatical pair is considered correct only if both versions were classified correctly
pretrained-cont pretrained-freeze
AA +3.5% +5.6%
VA +1.6% +3.2%
RV +1.1% +2.6%
Table 5.3: Absolute accuracy improvement with respect to the model with random ini-
tialization of the embeddings on each error type. Conditions where model performance
is significantly different (p < 0.01) from the baseline in error proportions as indicated by
McNemar’s test are colored in green.
5.2.4 Going deeper, the contribution of Bidirectional and Deep
LSTMs
Both bidirectional LSTMs and deep LSTMs, and particularly the combination of both archi-
tectures have been used extensively to improve the performance of NLP systems (see Section
4.2.3) with this series of experiments we want to examine the contribution of these features
relative to our specific violations.
Experiment 3.1 examining trends on different architectures at full size
A first examination of the different systems (experiment 3.1) follows the same methodology
as before, we set the embedding dimension to 512, the hidden dimension to 1024 and trained
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models with one two and three layers on the LSTM with both unidirectional and bidirectional
architectures. We then applied the paired sentences test to each system, where the system
has to classify the real version as grammatical and the corrupted version as ungrammatical
for each item in the test corpus. The results of this run are shown in Figure 5.7.
AA VA RV
uni 1 layer 86% 84% 89%
uni 2 layers 87% 85% 90%
uni 3 layers 85% 83% 88%
bi 1 layer 85% 84% 89%
bi 2 layers 85% 84% 88%
bi 3 layers 85% 83% 89%
Figure 5.7: Results of experiment 3.1 by LSTM architecture.
The results experiment 3.1 do not show clear enough trends to draw conclusions, the
models are performing very similarly across all three conditions. The differences in perfor-
mance that we do observe could be due to accidents of the initialization. Additionally the
performance could be reaching a plateau where the model is large enough that the differences
between the architectures are not clearly observable, to get a clearer picture we move to the
next experiment.
Experiment 3.2 comparing depth and directionality under limited resources
In order to avoid hitting the same performance plateau with all models we decided to test the
differences between the encoder depths and directionalities in a lower dimensionality model.
This has the additional advantage of models being small enough to be able to run faster
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which makes training across multiple restarts more feasible. An additional consideration is
that , since we want to see the contributions of added depth or bidirectionality and not the
effects of merely adding more parameters we need to set up encoder dimensionality so that
the models will have a comparable number of parameters. The dimensions of the encoder
were thus chosen to have roughly the same number of parameters across all models, this
resulted in the configurations shown in table 5.4.
1 Layer 2 Layers 3 Layers 4 Layers
Unidirectional 180974 (182) 181282 (112) 179762 (88) 179316 (75)
Bidirectional 181566 (121) 180430 (67) 180818 (52) 180466 (44)
Table 5.4: Number of parameters (and encoder dimension) for each configuration for exper-
iment 3.2.
To deal with the variations in performance linked to the random initialization, each model
was trained and tested 30 times with random restarts, this enables us to do significance
testing for the difference in the results. This setup will let us see a more precise picture of
the contributions of depth and bidirectionality.
Depth versus width in unidirectional models (experiment 3.2.1)
First we compare the performance on the entire set of sentences (including all three vio-
lations) for unidirectional models with one to 4 layers. The results of this comparison are
shown in Figure 5.8.
An independent, two tailed, Welch’s t-test shows no significant difference 1 between the
performance of the one layer and 2 layer models it does however show that the 1 layer
model significantly outperforms both the 3 layer and 4 layer models. The 2 layer model also
outperforms the two deeper ones. No statistically different behavior is observed between 3
and 4 layers.
1significance is asserted here at the α = 0.05 level, we include all results so the reader can also interpret
them at a lower threshold.
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(a) On full test set (b) On main verb removal only
(c) On adjectival agreement only (d) On verbal agreement only
Figure 5.8: Accuracy of unidirectional models by number of layers with normalized numbers
of parameters on the full pair test set.
The differences in performance vary slightly by specific violation, the most stable perfor-
mance happens for adjectival agreement, where model performance is very close for all four
conditions. For this violation the 1 layered model fails to significantly outperform any of the
other models, although it does exhibit a higher accuracy than any of them. The two layer
Model does not significantly outperform the 3 layer one but the difference between it and
the 4 layered model does reach statistical significance.
For verbal agreement (figure 5.8d) we observe the same pattern as in the general test, 1
and 2 layers perform at the same level and they both outperform the 3 layer model and the 4
layer model. Models 3 and 4 do not show a statistically significant difference in performance.
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2 layers 3 layers 4 layers
All:
∆ = 0.01%
t = 0.06
p = 0.914
RV:
∆ = 0.18%
t = 0.89
p = 0.378
All:
∆ = 0.44%
t = 2.44
p = 0.020
RV:
∆ = 0.50%
t = 2.67
p = 0.010
All:
∆ = 0.59%
t = 3.75
p < 0.001
RV:
∆ = 0.70%
t = 3.22
p = 0.002
1 layer
AA:
∆ = −0.17%
t = −0.86
p = 0.394
VA:
∆ = 0.05%
t = 0.36
p = 0.722
AA:
∆ = 0.32%
t = 1.22
p = 0.230
VA:
∆ = 0.55%
t = 2.61
p = 0.012
AA:
∆ = 0.38%
t = 1.69
p = 0.098
VA:
∆ = 0.78%
t = 4.42
p < 0.001
All:
∆ = 0.43%
t = 2.21
p = 0.032
RV:
∆ = 0.32%
t = 1.51
p = 0.136
All:
∆ = 0.58%
t = 3.32
p = 0.002
RV:
∆ = 0.52%
t = 2.17
p = 0.034
2 layers
AA:
∆ = 0.49%
t = 1.78
p = 0.082
VA:
∆ = 0.50%
t = 2.33
p = 0.024
AA:
∆ = 0.55%
t = 2.29
p = 0.026
VA:
∆ = 0.73%
t = 4.01
p < 0.001
All:
∆ = 0.15%
t = 0.67
p = 0.504
RV:
∆ = 0.19%
t = 0.84
p = 0.402
3 layers
AA:
∆ = 0.06%
t = 0.20
p = 0.842
VA:
∆ = 0.22%
t = 0.92
p = 0.364
Significant differences according to Welch’s t-test are marked in green, non significant in orange.
Positive differences represent the row outperforming the column. RV: Main Verb Removal AA:
Adjectival Agreement, VA: Verbal Agreement.
Table 5.5: Differences in mean model performance of unidirectional encoders by number of
layers.
Meanwhile, the picture for verb removal shows an advantage of the one layer model (figure
5.8b), which performs better than 3 and 4 layers while the 2 layer model does not significantly
outperform the 3 layer model but does beat the 4 layer model, again no significant difference
in mean is observed between the two deepest models.
Overall the picture is relatively clear, although not dramatic, if we limit ourselves to
roughly the same number of parameters with unidirectional encoders then it is better to
have them on a single layered LSTM than in a deeper one, depth only results in loss of
performance, as well as increased variability. This loss is more pronounced in the verb
removal and verbal agreement violations than in the adjectival agreement, suggesting that
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it affects the comprehension of more long distance or general features rather than short
distance agreement, the effect however remains small enough that this shouldn’t be claimed
as a strong generalization.
Depth versus width in bidirectional encoders (experiment 3.2.2)
We now turn to evaluating the effects of depth when using a bidirectional LSTM. Figure 5.9
shows the performance of bidirectional models with one, two, three and four layers. At first
glance it becomes evident changing the layers in a bidirectional model affects performance
differently than in a unidirectional one. The bidirectional model appears to benefit from
depth better than the unidirectional one; while one and two layer models had the highest
performance in the unidirectional models, these results show that the bidirectional encoder
performs best with 2 or 3 layers.
Let’s first take a look at the results on the entire test set, here Welch’s t-test (see table
5.6) shows that the 2 layer model clearly outperforms both the 1 layer and 4 layer. The
3 layer model also significantly outperforms the 1 and 4 layers models. While the 3 layer
model performs marginally better than the 2 layered one on average, the difference is not
statistically significant. The 1 and 4 layer models also do not have significantly different
means, although the 4 layer one does achieve a slightly higher mean accuracy. Both agree-
ment violations (adjectival and verbal) have results similar to the general test, with the 3
layer encoder performing significantly better than the 1 and 4 layers and failing to signif-
icantly outperform the 2 layer model. For the verb removal condition the 2 layer model
does not significantly outperform the 1 and 4 layered models and the 3 layer model doesn’t
significantly outperform the 4 layered model is a departure from the global behavior. Thus,
the verb removal task does not benefit as much from an appropriate depth selection, this
may be linked to the fact that the verb removal task is the one with the best performance
overall and thus significant gains may be harder to achieve. Although significance is lost the
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(a) On full test set (b) On main verb removal only
(c) On adjectival agreement only (d) On verbal agreement only
Figure 5.9: Accuracy of bidirectional models by number of layers with normalized numbers
of parameters on the sentence pair test set.
relative performances in these tasks remain the same as in the others.
It is worth noting that while performance varies between conditions and although there
is some variation in the significance of the results as explained above, we find models per-
forming consistently in all three tasks, that is, when a model scores better on average than
it’s counterparts on one task it scores better on all tasks, this is the case both for unidi-
rectional models and bidirectional models across depths. Expressed otherwise, for a given
directionality there is an optimum number of layers that does not present tradeoffs between
better performance on one of the violations and worse performance on another.
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2 layers 3 layers 4 layers
All:
∆ = −0.51%
t = −5.07
p = 0.002
RV:
∆ = −0.27%
t = −1.68
p = 0.100
All:
∆ = −0.59%
t = −5.58
p = 0.002
RV:
∆ = −0.45%
t = −3.02
p = 0.004
All:
∆ = −0.16%
t = −1.16
p = 0.252
RV:
∆ = −0.14%
t = −0.74
p = 0.464
1 layer
AA:
∆ = −0.77%
t = −3.51
p = 0.002
VA:
∆ = −0.46%
t = −3.84
p = 0.002
AA:
∆ = −0.80%
t = −3.61
p = 0.002
VA:
∆ = −0.48%
t = −3.78
p = 0.002
AA:
∆ = −0.27%
t = −1.25
p = 0.214
VA:
∆ = −0.03%
t = −0.23
p = 0.816
All:
∆ = −0.08%
t = −0.72
p = 0.478
RV:
∆ = −0.18%
t = −0.94
p = 0.350
All:
∆ = 0.35%
t = 2.40
p = 0.020
RV:
∆ = 0.13%
t = 0.62
p = 0.540
2 layers
AA:
∆ = −0.04%
t = −0.16
p = 0.876
VA:
∆ = −0.02%
t = −0.17
p = 0.866
AA:
∆ = 0.50%
t = 2.19
p = 0.032
VA:
∆ = 0.43%
t = 2.98
p = 0.004
All:
∆ = 0.43%
t = 2.89
p = 0.006
RV:
∆ = 0.31%
t = 1.49
p = 0.142
3 layers
AA:
∆ = 0.54%
t = 2.31
p = 0.024
VA:
∆ = 0.45%
t = 3.00
p = 0.004
Significant differences according to Welch’s t-test are marked in green, non significant in orange.
Positive differences represent the row outperforming the column. RV: Main Verb Removal AA:
Adjectival Agreement, VA: Verbal Agreement.
Table 5.6: Differences in mean model performance of bidirectional encoders by number of
layers
The contribution of bidirectionality (experiment 3.2.3) Having studied how depth
affects unidirectional and bidirectional models we now turn to compare these two architec-
tures to each other. Figure 5.10 shows an overview of how the unidirectional and bidirectional
models fare when compared at each number of layers. As seen there, there is no clear ad-
vantage across all dimensionalities, depending of the directionality of the model and the
number of layers the relative performance of one and two direction encoding changes, note
for instance that the unidirectional one layer model outperforms the bidirectional one of the
same depth on the verbal agreement task ( ∆ = 0.46%, t = 4.91, p < 0.001 )while they are
not statistically different at the verb removal task (∆ = 0.08%, t = 0.59,p = 0.560). We
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(a) On full test set (b) On main verb removal only
(c) On adjectival agreement only (d) On verbal agreement only
Figure 5.10: Accuracy of unidirectional and bidirectional models by number of layers with
normalized numbers of parameters on the sentence pair test set.
know however that there is an optimal number of layers at each directionality and that the
two kinds of models make different use of depth (with the bidirectional benefiting from two
or three layer while the unidirectional is only hurt by depth). Thus a fairer comparison if
we are to evaluate the contribution of bidirectional models is to take each kind of encoder
at its best.
Thus we now turn to the comparison of the unidirectional-one-layer model and the
bidirectional-three layer model, each of which has a mean performance greater than all other
models in their respective categories. As shown in Figure 5.11 the the relative performance
of these two models does vary between conditions. Table 5.7 shows that the two models
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(a) On full test set (b) On main verb removal only
(c) On adjectival agreement only (d) On verbal agreement only
Figure 5.11: Accuracy of the best unidirectional (1 layer) and bidirectional (3 layers) models
by number of layers with normalized numbers of parameters on the sentence pair test set.
are very close (no statistically significant difference) on the full set, adjectival agreement
violations, and verbal agreement violations, while the bidirectional significantly outperforms
the unidirectional on the verb removal sentences. Although the difference is not significant,
the unidirectional model does outperform the bidirectional for verbal agreement sentences,
in fact the difference approaches significance, if we were expecting the bidirectional model to
outperform the unidirectional and thus interpreted the t-test as one tailed we would reach
the significance threshold.
This reversal in performance goes against the previous expectations in two different
ways. First, it shows that the relationship between unidirectional and bidirectional doesn’t
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Violation type: Performance difference p-value
All types 0.13% 0.214
Verb Removal 0.36% 0.042
Adjectival Agreement 0.18% 0.404
Verbal Agreement -0.24% 0.070
Positive difference represent the bidirectional model beating the unidirec-
tional one. Colors represent the winning model (Bidirectional in orange,
unidirectional in blue), significant differences are marked in bold.
Table 5.7: Performance differences and results of Welch’s t-test.
go in a single direction as we had seen with differences in depth, in this case there is a
tradeoff between performance on the verb removal and verb agreement tests. This tradeoff
is surprising since bidirectional models have in general been seen as strictly better than
unidirectional ones.
Second, and perhaps most surprisingly the types of violations that these models are out-
performing each other in are contrary to our initial hypothesis. Recall that bidirectional, and
for that matter deeper, models are supposed to be better at assessing long term dependen-
cies, like verbal agreement, however we have here a model that is deeper and bidirectional
being unable to outperform a unidirectional shallower one. The fact that the bidirectional
performs better at the verb removal task can be due to a better capacity of this model to
track the presence or absence of structural elements. Once again however the size of the ef-
fects needs to be highlighted, at a normalized number of parameters the differences between
the models are slim.
Randomness, a bigger source of performance differences
Looking at the charts in figures 5.8a, 5.9a and 5.11a it is hard not to notice that while the
differences in mean performance are quite small all models have a range of results across
different runs that is large relative to the size of the differences. Table 5.8 shows the inter-
quartile range and table 5.9 the difference between best and worst performing model
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Directionality 1 layer 2 layers 3 layers 4 layers
unidirectional 0.32% 0.68% 0.73% 0.78%
bidirectional 0.44% 0.59% 0.67% 0.77%
Table 5.8: Interquartile ranges of accuracy on the full sentence pair task for different runs
of each model in experiment 3.2
In general we can see a higher variability for deeper models, this speaks to the added
difficulty of training deeper models because of exploding or vanishing gradients. This result
holds for both the unidirectional and bidirectional models and is the case for both the inter-
quartile range and full range. This means that when performance is comparable it might be
better to choose a shallower model to ensure more consistency on the performance, especially
when training several models is not viable.
Directionality 1 layer 2 layers 3 layers 4 layers
unidirectional 1.68% 2.11% 4.85% 3.95%
bidirectional 1.46% 1.74% 2.04% 2.6%
Table 5.9: Difference in accuracy on the full sentence pair task between the best and worst
run for each model in experiment 3.2
Chapter 6
Discussion and Conclusions
The fast advancement of neural methods for NLP has given us a myriad new tools to tackle
the many tasks surrounding natural language comprehension that see more and more ap-
plications every day. Within this rapidly growing environment it is healthy to stop once in
a while and reexamine both the methods that have been established as well as the possible
interactions between linguistic theory and NLP techniques. This dissertation has proposed
the usage of the linguistic notion of grammaticality to evaluate the contribution of deep
learning techniques within the framework of LSTM sentence encoders. Furthermore, it sug-
gests a way to use targeted syntactic violations to enrich training data and improve sentences
representation through a binary target.
6.1 Discussion of results
6.1.1 On word salads and their relationship to ungramaticallity
The experiments in section 5.1 had the double purpose of confirming previous research on
the accuracy of LSTMs to distinguish word salads (fake sentences generated by a Markov
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chain), from real sentences from a corpus. Our experiments showed that the models achieve
high accuracy for word salads generated by low order n-grams ( 2 or 3) and lower accuracy
for higher order n-grams, up to the point of barely beating chance at n = 6. The first
conclusion that can be drawn from these results is that the preliminary work had indeed
generated test sets that were too highly correlated to the training set for the task to tell
us much about model generalization. The results of experiment 1.1 also showed that the
models are able to generalize quite well for low values of n while being unable to generalize
at high levels, this reflected by the large gap between training and testing accuracy. This
result shows how the n-gram signature at n=2 or n=3 has plenty of signal for the model
to learn the difference between structured sentences and Markovian noise, this is in part
caused by bigram or trigram distributions being relatively stable within a domain of text.
As n grows the distributions become more dissimilar and the sentences look more like real
sentences, making the task of the model more difficult.
One of the hypotheses that motivated working with Markovian word salads was that
they might be useful to help training of grammaticality models, or even training of general
encoders, since these are easy to generate it would be a big advantage for conditions where
data is lacking. The results of experiment 1.2 (section 5.1) present evidence against that
hypothesis, we showed how the model performs best with no word salads. While this doesn’t
completely disprove the potential usefulness of language model generated artificial data, it
does suggest that the kind of violation introduced by our targeted syntactic corruption is
very different in nature to word salad generation, at least in the aspects that LSTM models
are sensitive to. This difference further highlights the capabilities of LSTMs to acquire
sensitivity to syntactic structure since the same model is able to distinguish the corrupted
forms from grammatical sentences far better than it can distinguish say 3 or 4 gram word
salads that were generated from the distributions in an independent corpus. Experiments 1.1
and 1.2 put together thus provides evidence of some structural encoding beyond local word
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coocurrence statistics since the model is able generalize far better (as evidenced by a higher
performance on unseen instances) in the case of specific violations than it is for randomly
generated sequences.
6.1.2 On the contribution of architectural features
We now switch to observing the insights on model architectural features that our experimen-
tation has generated. One overarching theme of these results however is that model score
differences are in general quite small and thus generalizations about features allowing for the
encoding of certain characteristics are to be made cautiously. All of the models presented at
the same level of parameters are roughly capable of discriminating most of the pitfalls of the
generated data. The differences point towards an advantage at the difficult cases but are in
no case to be identified as a claim that a certain feature flatly enables the model to learn a
certain kind of syntactic dependence. This is particularly true of the differences explored in
experiment 3.2 (see section 5.2.4). Not only are the found differences slim but the random
initialization often has a much larger effect on model performance than the inclusion of a
feature does (this can be seen on the variance of the scores for each model type).
Pretrained word embeddings
By far the most palpable and reliable improvement to the performance across all three
kinds of violations is the one brought on by pretrained word embeddings. As shown in
experiment 2 (see section 5.2.3) the pretrained initialization has a clear advantage over
the random initialization, this is consistent with the behavior reported elsewhere in the
literature, showing once again that embeddings trained with the skip-gram target on large
datasets contribute valuable information about the structure of the vocabulary that other
tasks can capitalize on.
Perhaps a little more surprising is the fact that the frozen embeddings outperform the
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ones that are allowed to continue training, this result needs to be confirmed on a wider
range of tasks but seems meaningful in our experiments. What this tells us is that the model
can adapt to use the structure from the embeddings but when given the possibility to keep
training them this results in a loss of generalization power, perhaps unsurprisingly since the
only generalization strategy being used here is early stopping (choosing to stop training at
the model that performance the best over a validation set and not the training set). As such,
the usage of transfer learning without the possibility to back-propagate into the embeddings
effectively acts as a tool for generalization, preventing the model from overfitting.
Encoder Depth
Depth was found to have several effects that are not as straightforward as initially thought,
it was expected that depth would help models perform better in tasks associated with longer
term dependencies. In experiments 3.1 and 3.2 (section 5.2.4) we saw that a single or two
layer LSTM performs best in the case of a unidirectional model. In the case of bidirectional
models depth was found to help performance more than in the unidirectional case, with the
optimal depth being reached at three layers. As to the effect on longer dependencies we
failed to observe it on unidirectional models, since the 1 layer model beat the 3 and 4 layer
models across the board and was statistically tied with the 2 layered one. The two layered
model does beat the one layered on a single test (without statistical significance) and this is
on adjectival agreement, the short term dependency.
In the case of bidirectional models we see that, in order to profit from bidirectionality
the encoder needs multiple layers. In our experiments the bidirectional model performs best
at 3 layers. In terms of the specific violations we see that the 2 layered model only fails to
outperform the four layer models on the verb removal tasks, the same happens to the three
layered model. The size of the differences does not vary wildly between violations, which
would point towards a particular strength at a specific violation type.
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On the difference between unidirectional and bidirectional models we did find statisti-
cal differences in different violation types between the best performing unidirectional and
bidirectional models. Between the one layered unidirectional model and the three layered
bidirectional, the unidirectional performs better on verbal agreement and the bidirectional
performs better on verb removal. This is interesting since bidirectional and deeper models
are thought to be better at longer term dependencies and were hypothesized to perform
better on the verbal agreement task. This difference in performance thus goes against the
established predictions showing that the relation between directionality, depth and depen-
dency length is not a clear cut one.The fact that the bidirectional model wins on the verb
removal condition shows a relative improvement in scanning a sentence for specific features.
Despite these differences a theme of these experiments is how little the differences are, this
was expected although not quite at this level and especially not after limiting the model to
smaller sizes. It must be pointed out that the structural parameter that affects performance
the most is model size and that, when limited to the same number of parameters bidirectional
and deeper encoders do not clearly overpower unidirectional shallow ones.
The other important observation to be pulled from these results is that the architectural
features do have a more tangible effect on performance variability. Furthermore, model
variability as measured by interquartile range is roughly on the same order of magnitude as
the observed differences in mean performance (hovering between 0.4 and 0.8 percent) while
the maximum difference in performance (measured as the difference between best and worst
model for a given architecture) is about an order of magnitude greater (around 1.5% for
one layered models and around 4% for deep unidirectional ones). These results mean that
it is worth just as much or more to ensure a good training run as it is to choose the best
architectural features.
84 CHAPTER 6. DISCUSSION
Bidirectionality
The effects of bidirectional LSTMs were studied in experiment 3.2.2 (section 5.2.4). We saw
there that there is not a clear cut winner between unidirectional and bidirectional encoders
for this task when both models are restricted to the same number of parameters. While
the best bidirectional model outperforms the unidirectional in the verb removal sentences,
the unidirectional comes ahead on verbal agreement, this difference is the reverse of what
was expected because since the literature claims that bidirectional and deep encoders help
encode hierarchical and long distance dependencies (see section 4.2.3). Further test of these
hypotheses would imply comparing the dependency length of sentences that the models got
right or wrong, or devising a test set with manually varying dependency lengths and studying
performance on those. Overall the tasks here fail to show a strong over performance of
Bidirectional and deep models over shallower unidirectional models although they do show
that bidirectional encoders make better use of dimensionality. Bidirectional encoders are
also seen to curtail the variability of the model, at least for the deeper cases (see tables 5.8
and 5.9).
6.2 Future Work
6.2.1 Limitations
Overall the failure to find significant differences across the syntactic violations might signal
a weakness in our experimental setup, because of the coarse corruption strategy we do not
have more targeted and specific structures, this might be beneficial for training, as it exposes
the model to the same kind of violations in wildly different contexts, but it makes it harder
to further study on exactly what features are being captured. In order to continue with this
research program it would be interesting to either isolate specific sentences from the test set,
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or to construct a specific test set, so that we can observe differences in performance across
more specific conditions. This could be done to observe relations between dependency length
and performance by certain models or finding differences across verbal paradigms, observing
the effect of intervening distractors, etc. The methodology in this dissertation opens several
avenues of research to keep observing the performance differences of neural models more
closely.
6.2.2 Examining transfer learning
One of the goals that motivated this research was the need to find training targets that would
be low level enough to learn generalities about the language while being complex enough
to achieve interesting learning. With this work we have gone part of the ways by showing
an encoding target that is syntactically motivated and that promotes generalizable learning
in the classifier. However we have not yet observed if the learning from this task can be
applied to other natural language tasks. If this was the case, as was pointed out in the
introduction, we could use artificially generated ungrammatical sentences derived from rule
based models to foster encodings that are sensitive to the syntactic phenomena addressed
by the corruption. The applications of this range from curated generation of training data
for under resourced languages to fine tuning systems when they are found to be prone to
linguistically identifiable pitfalls. As the field moves more and more towards natural language
generation and towards tasks that imply a deeper understanding of the subtleties natural
language, being able to address specific features identified by linguists will become more
important and these kinds of encoding tasks can provide a tool to do this.
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