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ABSTRACT
Interactive perception is a significant and unique characteristic of embodied agents. An agent can
discover plenty of knowledge through active interaction with its surrounding environment. Re-
cently, deep learning structures introduced new possibilities to interactive perception in robotics.
The advantage of deep learning is in acquiring self-organizing features from gathered data; how-
ever, it is computationally impractical to implement in real-time interaction applications. More-
over, it can be difficult to attach a physical interpretation. An alternative suggested framework in
such cases is integrated perception-action.
In this dissertation, we propose two integrated interactive perception-action algorithms for real-
time automated grasping of novel objects using pure tactile sensing. While visual sensing and
processing is necessary for gross reaching movements, it can slow down the grasping process if it
is the only sensing modality utilized. To overcome this issue, humans primarily utilize tactile per-
ception once the hand is in contact with the object. Inspired by this, we first propose an algorithm
to define similar ability for a robot by formulating the required grasping steps.
Next, we develop the algorithm to achieve force closure constraint via suggesting a human-like
behavior for the robot to interactively identify the object. During this process, the robot adjusts
the hand through an interactive exploration of the object’s local surface normal vector. After the
robot finds the surface normal vector, it then tries to find the object edges to have a graspable final
rendezvous with the object. Such achievement is very important in order to find the objects edges
for rectangular objects before fully grasping the object. We implement the proposed approaches
on an assistive robot to demonstrate the performance of interactive perception-action strategies to
accomplish grasping task in an automatic manner.
iii
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CHAPTER 1: INTRODUCTION
In the world of active agents, an agent desires to adjust its behavior during interaction with its envi-
ronment. Such an interaction consists of three main components: sensation, perception, and action.
Depending on the task and the sensed modality, these three elements have to be implemented in
coordination with each other to have the best performance. Perception is an intermediate step and
is responsible for extracting useful information from the sensed data. The quality of extracted
information from the sensed data is dependent on the power of designed perception algorithm to
mine the data effectively. On the other hand, more powerful algorithms can consume a lot of time
and energy from a light robot either in training phase or in inference phase. A promising solution
to address these issues is integrated interactive perception approach. In such an approach, the main
attention is in minimizing the perception computational processing by coordination of the three
components of sensation, perception, and action. Such a coordination highlights the topic of inter-
active perception and is referred as a learned policy in the context of reinforcement learning. As it
is well known, learning this interactive perception from gathered experiments is computationally
expensive for light robots; moreover, the learned policy can not be interpreted easily.
In this work, we aim to propose an integrated interactive perception with use of force-torque sens-
ing for grasping task. Grasping task can be initiated by either visual or tactile perception. Although
the first one is powerful in terms of object recognition, a continuous processing of visual data dur-
ing interaction is not a simple task for a light robot. In real world, a human also barely utilizes
vision ability in close proximity of the object to be grasped; indeed, tactile perception ability is
more useful in the vicinity of object.
A robot can perceive a touched object either though its joints or its wrist. One of the main issue with
robot joint data is accuracy in smaller range of sensation. Tactile interaction is dependent on very
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small range of sensation accuracy for perception of the object. Larger range of sensing requires to
sacrifice other useful properties of the robot behaviour during interaction. For instance, to perceive
the object from the sensed joint data, more force should be applied to the object to project the
tactile sensing into the robot joints due to effect of accumulated noise in several sensors on the
interaction-related data [1]. A more convenient way to perceive an object with light touch is via
the sensation in the robot wrist. We use this implementation to interactively explore and perceive
the object surface more accurately. As a result, grasping a broader range of objects specifically
rectangular objects would be possible.
In this dissertation, we pursue following objectives and contributions: 1) We show that it is feasible
to propose a more human-like grasping using tactile touch sensing. 2) We describe an interactive
perception to simultaneously identify and grasp an unknown object. 3) We present the procedure
to make the interaction between the robot and object compliant. 4) We propose an approach by
minimizing sequential logical rules. 5) We develop the algorithm with enough parameters to give
freedom in adjustment, maneuvering and interaction during grasping unknown objects. 6) We
design the algorithm with reducing the dependency between these freedom of actions. 7) We
attempt to generalize the proposed algorithm to broader range of graspable objects without using
prior knowledge of object model.
The remainder of this dissertation is organized as follows. Chapter 2 describes related works. In
Chapter 3 we describe the mathematical framework of perception-action cycle in control manner
using tactile sensing with an algorithm for grasping with experimental results. In Chapter 4 we
describe the strategy to interactively perceive and grasp a touched object with capability to satisfy
force closure constraint for grasp rectangular objects as well as the relevant demonstrations. We
conclude and talk about the future work in Chapter 5.
2
CHAPTER 2: RELATED WORK
Grasping is an essential and complex daily activity. Through this task, humans show an intention to
affect surrounding environment in a controllable manner. Humans primarily utilize a combination
of control strategy and learning from repetitive experiments to anticipate grasping in different
situations in which the properties of an object such as size, shape, and contact surface are important
parameters during grasping task [2]. There is a lot of attention on vision-based grasping during
recent years. For instance, reconstruction a 3D geometry mapping order to estimate force using
Recurrent Neural Network (RNN) was presented in [3, 4]. Authors in [5] suggested stereo vision-
based sensor to estimate the contact force for surgical applications.
Data-driven approaches have emerged during recent year as the machine learning approaches are
dominated. A data-driven approach of grasping with vision is proposed in [6]. Data-driven meth-
ods have different forms. Human-supervised methods predict grasp configurations [7, 8, 9, 10].
Other methods such as [11] predict finger placement offline from geometry. Deep learning has
incorporated into such data-driven approaches [12, 13, 14, 15]. Feedback has been employed into
grasping to achieve the desired forces for force closure constraint and other dynamic grasping
criteria in [16]. Training a network to predict the optimal grasp from a given image through self-
supervised data collection is proposed in [17]. Using a dataset of 3D models, Dex-Net is combined
with a learning approach to satisfy force closure constraint in [18]. Data-driven approaches are
based on huge dataset of grasping attempts. Parallelizing data collection as well as cloud robotics
are the proposed solution in some research works [19, 20, 21, 20]. Some successful grasping
methods use synthetic depth-images from large-scale simulated data [22, 12, 8]. Detecting grasp
affordance using these depth images suggested in [10] and to plan and execute a grasp [12].
Robotic reaching is related to our work and an important area in robot grasping dealing with
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coordination and feedback for reaching motions [23, 24]. Using visual feedback, moving a camera
or end-effector to a desired pose is the subject of visual servoing [25] and usually relies on manually
designing or specifying the features for feedback control [26, 27]. Prior calibration between the
robot and camera is a burdensome situation in visual servoing which has been addressed in [28, 25].
Recent progress in learning and computer vision techniques have also employed in visual servoing
[29, 30].
Tactile sensation is a very informative feature to recognize object properties. In [31], the authors
proposed a tactile perception strategy to measure tactile features for mobile robots. Tactile sensing
also is used to propose a robust controller for reliable grasping [32] and slipping avoidance [33].
Visual sensing and tactile sensing are complementary in robot grasping. A combination of both of
them through deep architecture is a promising solution in [34, 35]. However, processing these high-
dimensional data is not an easy task and a meaningful compact representation would be needed
[36, 37]. A robot can learn the manipulation using tactile sensation through demonstrations [38,
36, 39].
A lower dimensional representation of tactile data is also more useful for object material classi-
fication [40]. With more processing approaches such as bag-of-words, identification of objects
would be possible in advance [41]. Extraction of object pose via touch based perception can be
used for manipulation [42]. Moreover, localization will be improved by contact information gath-
ered by tactile sensor [43, 44]. The robot can control and adjust the pose of hand with stability
consideration after evaluating the tactile experiences [45, 46].
Tactile feedback and interactive perception are very important components of the grasping task. An
introduction of predictive force control and reactive control strategies in this domain is provided
in recent years [47]. Interactive perception has been introduced as a potential field of study in
recent years emerging from the fact that the perception can be facilitated by interaction with the
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environment [48].
A couple of works [45, 49, 46] suggested tactile sensors to estimate grasp stability. By adapting
the grasp, [50] integrated tactile sensing with objects dynamics models to adapt the grasping for a
dexterous hand. In [51, 52, 53] the tactile signals used to mine the features in order to predict slip
and adaptively adjust the grasping force. A combination of visual and tactile information using
model-based methods is presented in [54, 55, 56, 57, 58]. Improvement over single-modality
sensing is reported in these works. Nevertheless, such approaches are based on accurate robot and
object models as well as tactile sensors calibration. Another similar work is presented in [59] in
which a re-grasping policy by tactile sensing via a learned stability metric proposed. A heuristic
transition function utilized to predict future tactile data.
End-to-end learning is another attractive approach during recent years in which there is no need
to any prior model or transition function [60, 61]. Such approaches are based on learning action-
conditioned model from gathered data. Authors in [61] proposed a tactile re-grasping approach
using the GelSight sensor simulating transformations to tactile data based on rigid body dynamics.
Focusing on tactile localization without vision [62] explores grasping with a 3-axis force sensor.
Touch-based control approaches employ manual design of control commands to extract high-level
touch sensors features [63, 64]. Using a high resolution touch sensor, learning general-purpose
predictive model is the proposed solution to overcome the efforts to prespecify the control laws
and features [65]. Reinforcement learning can be used to learn stabilizing an object with touch
sensing [36].
Grasp planning is an important phase of robot manipulation and has been attractive for the robotics
research community from past decade [66, 67, 68, 69, 70]. Recently, model based using a grasp
quality metric based on local properties of the camera point cloud to identity the object [71, 12].
To localize grasp points from the RGBD image deep learning and computer vision techniques are
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in the center of attention in [15, 17, 72]. While these approaches rely on open-loop frameworks,
recent attempts are in the direction of learning closed-loop control policy via deep reinforcement
learning [6]. Combining RGBD cameras with infrared sensors, enhancement in the robustness and
adaptability of grasping an unknown objects with uncertain position is possible by designing a
reactive algorithm [73].
Specifically, researchers have turned to tactile sensing to enable more effective closed-loop ap-
proaches to robotic grasping based on robot feeling rather than visual inspection [74]. Tactile
sensors are very effective during different phases of grasping such as detecting the contact slip
[75, 76, 77], estimating the contact forces [78] as well as localizing objects [79, 80]. Tactile
feedback is utilized in reinforcement learning approach alongside grasp quality predictor to learn
grasp adjustments [39]. Tactile sensors are capable of integrating into dynamic motion primitive
to enable associative skill memories [81].
6
CHAPTER 3: GRASPING USING TACTILE SENSING
To implement our proposed approach on automatic grasping based on tactile sensing, we first
describe the mathematical framework of perception-action cycle during interaction with an object
using tactile sensing.
The Six-axis Force/Torque Tactile Data
Grasping is a physical interaction with environment. During such interaction, the exchanged data
between the object and robot would be the force and torque data. The robot experiences torque
data τf as a consequence of inserted force f as shown in Figure 3.1. In this figure, three directions
for the sensed force are marked to be recognizable. The direction of this force ( 1 , 2 and 3 )
is dependent on the direction of robot hand movement toward the object v and it is in opposite
direction of movement after contact with the object surface:
sign(f) = −sign(v) (3.1)
where the sign function returns the sign of the data. The sensed force vector can be decomposed
into the robot hand frame x, y and z in Figure 3.1. So, the 3-axes of tactile force data are the set of
fe = {fx, fy, fy}.
The remaining part of tactile sensing is the torque data. From Figure 3.1, the resulting sensed
torque τf tends to rotate the hand in the clockwise direction. This direction would be valid for all
the marked force directions in the figure and since it is actually around the x coordinate:











Figure 3.1: Robot hand interaction with object and force/torque tactile sensing
This generated torque can be expressed by cross product of the lever arm vector and the sensed
force vector as follow:
τx = ~r × ~f = ||r||||f ||sinθ (3.3)
where θ is the angle between the lever arm vector and the force vector. In three dimensional space,
the interaction force f can also result in torque around y direction denoted by τy. The last part of
torque tactile sensing set is τz. Any movement in x and y coordinates during contact with object
would generate a torque around z axis. This torque is the consequence of friction force during
movement on the object surface and the friction force is dependent on the magnitude of normal
force inserted on the surface f . If we assume a constant friction coefficient µ for surface we can
expand (3.3) as:
τz = ~r × ~f = µ||r||||f ||sinθ (3.4)
As a consequence, the torque tactile data consists of the set of τe = {τx, τy, τz}. All the six-axis
force/torque tactile data set is essential for grasping task. These set of tactile data Fe are useful to
8





Interactive Perception-Action Cycle Through Feedback Control Command
As the tactile data is available, we can present the procedure to define the grasping steps for a robot
using the six-axis tactile data. We can use the interaction force/torque data to guide the robot hand
in the vicinity of the object. This data is informative enough to define the required grasping steps
through an interactive perception-action cycle. As the robot perceives the object via tactile sensing
it can generate the suitable action in response to its perception in a cyclic manner shown in Figure
3.2.




Our approach is based on feedback tactile sensing to adjust the robot hand velocity in correspond-
ing direction during its interaction with the object as it is shown in Figure 3.1. With this goal, we
assume dynamics for linear velocity v and angular velocity ω of robot hand as follows:
avv̇ + v = uv (3.6)
aωω̇ + ω = uω (3.7)
Where uv is the command to adjust the linear velocity and uω to adjust the angular velocity. The
constant coefficients av and aω are the system inertia to damping ratio and determine the time
profile of linear and angular velocity in response to the adjustment command respectively.
According to Figure 3.1, any change in hand location around the object surface will be affected
by commanding the linear velocity. Meanwhile, any rotation around the object to point the hand
fingers toward the object can be accomplished via influencing the angular velocity. As the robot
fingers are interacting with the object surface, the adjustment in the commands is needed to change
the hand location or the angle between the hand and the object. The control command for linear
velocity is defined as:
uv = αv(ff − fe) (3.8)
Where fe can be any element of force tactile sensing set fe = {fx, fy, fz} and αv is a necessary
scaling constant to scale two different domains (force in severalNewton and velocity typically in a
few mm/s). The desired value ff is the desired final value that we consider for that direction. For
instance, if the robot needs to touch the object, it has to move directly toward the object according
to Figure 3.1. In such case, the control command has to be designed for linear velocity in hand z
direction with αvz < 1:
uvz = αvz(fzf − fz) (3.9)
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Executing (3.6) with this command, the robot hand moves with a constant velocity vdz given as
vdz = αvzfzf (3.10)
toward the object until the force tactile sensing fz converges to fzf . Nevertheless, the velocity of
movement is dependent on the final touch force fzf . With a small modification, we replace the
control command with following alternative:




where vdz can be selected freely and the final contact force is adjusted by fdz as follows:
fzf = −fdz (3.12)
A command in form 3.11 make the interaction between the object and the robot hand compliant.
This is an useful property for a robot agent making it adaptable during its interaction with other
agents or an external environment [82, 83, 84].
Similarly, to rotate the hand around each axis, the corresponding control command can be defined
by a scaling coefficient
uω = αω(τd − τe) (3.13)
where τe = {τx, τy, τz} is the feedback torque tactile sensing. As another example, if we need to
align the hand by rotating the hand around its z axis, we can consider:
uωz = αωz(τdz − τz) (3.14)
Inserting this command into (3.7) after a transient time imposed by the system inertia to damping
11





which will continue till the corresponding tactile sensing measurement τz reaches the level of
desired torque τdz. Similar to 3.11, it is possible to decouple the rotation velocity and the corre-
sponding sensed torque by:




In which the final sensed torque would be:
τz = −τdz (3.17)
Now, we can define an intuitive grasping procedure according to Figure 3.1 using the proposed
primitive commands as follows:
• Move directly toward the object in z direction
• Stop movement when the fingers touch the object
• Keep a constant inserted force in the z direction
• Rotate around the contact point using torque tactile data
All these defined steps can be executed by both proposed commands in (3.11) and (3.14) with some
minor modifications. The three first steps are encapsulated in (3.11). To rotate around the contact
point using tactile torque data, we propose the following commands:
uωx = αωxτx (3.18)
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uωy = αωyτy (3.19)
Where αωx and αωy are the scaling factors for the corresponding directions. Since the sensed
torque around y axis is dependent on the small width of finger tip, we can pass that corresponding
small torque through a non-linear activation function such as tanh with an argument gain of βy:
uωy = αωy tanh(βyτy) (3.20)
The flowchart of proposed approach is provided in Figure 3.3. According to this diagram, the
robot attempts to reach to zero sensed torques in x and y directions. There are two indicators for
alignment in x and y direction called as Sωx and Sωy. As both of them indicate the alignment with
object surface, a switch inside the hand palm makes the decision on the object final situation with
respect to the hand. It would be possible that in some rare cases the object be inside the hand
simply by moving toward the object and the grasping process will be terminated at the beginning
stage. Also, it would be possible that the object is not graspable either the object is bigger than the
two fingers width or the algorithm is not generalized enough to grasp the object.
We use a wrist force/torque sensor to extract tactile sensing from the interaction with the object.
Nevertheless, the sensor reports the bias information related to the weight of hand alongside with
interaction data. In next section, the mathematical model of this bias information is provided.
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Figure 3.3: The flowchart of grasping algorithm using tactile sensing
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Wrist Force Torque Sensor Calibration
The tactile data is collected from the wrist mounted on the robot wrist. The sensor is connected to
the robot hand and during the motion this information is also reported with interaction information.
This bias data needs to be removed before further processing of remaining data. The bias data is
coming from the hand weight and is a result of gravity effect on the mass of hand affecting both
force and torque as shown in Figure 3.4.
Figure 3.4: Force/torque sensor mounted on the robot wrist
Figure 3.5: Center of gravity and rotation matrix for sensor bias calibration
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As the robot hand maneuvering around the object, the center of gravity is changing proportionally
with the rotation matrix between the robot hand and the robot base frame as shown in Figure 3.5.
According to Figure 3.5, we can find the gravity force effect by projecting the gravity force from







Meanwhile, the gravity torque effect is extracted using the coordination of center of gravity r =







b r ×mg) (3.22)
In which the cross product × is using to formulate the relationship between the force and the
torque.
In order to identify the coordinates of center of gravity r = (rx, ry, rz), we expand the relationship
between the sensor measured torque τs and measured force fs via cross product:





 = (ryfz − rzfy)i− (rxfz − rzfx)j + (rxfy − ryfz)k (3.23)
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The most right hand side of this relationship is equivalent to:
τx = (ryfz − rzfy), τy = −(rxfz − rzfx), τz = (rxfy − ryfz) (3.24)
Recording the data from three different configurations, the center of gravity elements are identifi-
able from 3.24. In other case in Figure 3.4, these elements are:
r = [rx, ry, rz] = [−0.0047,−0.001156, 0.0477] (3.25)
The interaction data is the subtraction of raw measured data from the bias data in equation 3.21
and equation 3.22. We can investigate the performance of algorithm presented in Figure 3.3 in next
section.
Experimental Results
In this section, we present the experimental settings, the time profile of tactile sensing set with
demonstrations for a typical grasping of two objects.
Settings
To validate the proposed approach, we use a Mico robot with 6 degrees of freedom equipped
with a wrist force/torque sensor and a parallel gripper. We select cylindrical and a rectangular
shaped objects with misalignment between the initial configuration of the robot hand and the object
surface. We present the sensed interaction force and torque as well as robot hand linear and angular
17
velocities and roll, pitch and yaw angles during interaction for each demonstration in this context.
The convention used for these angles representation can be found in Figure 3.6.
Figure 3.6: Mico robot with hand frame angles representation convention
We consider fdz = −0.7 to achieve the corresponding level of touch force and make sure there is
enough sensed torque to rotate around the contact point. The parameters used in the experiment











The initial configuration of rectangular candidate object is shown in Figure 3.7.
There is both pitch and yaw misalignment angle between the robot hand the object surface. The
initial pitch misalignment is 18.43◦ and the torque around y axis τy compensates for this misalign-
ment. Meanwhile, the final yaw angle to grasp the object from an initial yaw angle of 18.4◦ is
−27.53◦ and the torque around x axis is responsible to reach to this level to successfully grasp the
object. The video of the experiment is available at grasping rectangular object. Tactile data during
grasping the object is shown in Figures 3.8 and 3.9. Linear and angular velocities can be found in
Figures 3.10 and 3.11. The time profile of pitch, roll and yaw angles is represented in Figures 3.12.
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Figure 3.7: Initial configuration of grasping rectangular object
Figure 3.8: Tactile forces
20
Figure 3.9: Tactile torques
Figure 3.10: Linear velocities
21
Figure 3.11: Angular velocities
Figure 3.12: Angles
According to Figure 3.12, the pitch angle converges to near zero. However, the yaw angle decreases
22
over time to finally align the hand with object surface. Since the algorithm uses the sensed torque
to align with object surface, it needs more rotation effort in x through changing the yaw angle to
grasp the object as is shown in Figure 3.13. Moreover, the touched force converges to our desired
value in Figure 3.8.
Figure 3.13: Final configuration of grasping rectangular object
Cylindrical object:
The initial configuration of candidate object for cylindrical object is shown in Figure 3.14.
There is both pitch and yaw misalignment angle between the robot hand the object surface. The
initial pitch misalignment is −18.43◦ and the torque around y axis τy compensates for this mis-
alignment. Meanwhile, the final yaw angle to grasp the object from an initial yaw angle of 18.4◦ is
−15.68◦ and the torque around x axis is responsible to reach to this level to successfully grasp the
object. The video of the experiment is available at grasping cylindrical object. Tactile data during
grasping the object is shown in Figures 3.15 and 3.16. Linear and angular velocities can be found
23
Figure 3.14: Initial configuration of grasping cylindrical object
in Figures 3.17 and 3.18. The time profile of pitch, roll and yaw angles is represented in Figures
3.19.
Figure 3.15: Tactile forces
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Figure 3.16: Tactile torques
Figure 3.17: Linear velocities
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Figure 3.18: Angular velocities
Figure 3.19: Angles
In this case, grasping of cylindrical object is faster than rectangular object. This fact can be inferred
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from the final yaw angle in Figure 3.12 and Figure 3.19. Because the robot finds the edge to grasp
the object with less effort in comparison with the rectangular object. The final situation of object
grasping is shown in Figure 3.20.
Figure 3.20: Final configuration of grasping cylindrical object
The proposed algorithm has limitation with a broader range of graspable rectangular shape ob-
jects. This limitation is highlighted in chapter 4 with suggested enhancement in the algorithm to
generalize the algorithm to more graspable situations.
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CHAPTER 4: GRASPING USING TACTILE SENSING WITH FORCE
CLOSURE CONSTRAINT
In this chapter we provide the approach to grasp an object considering the force closure constraint
based on the modification in the proposed approach in chapter 3. Force closure constraint means
any possible motion of the object is resisted by the contact force. It is an important part of grasp
planning and necessary condition to grasp the object successfully [85].
Limitation of Previous Algorithm
There are two assumptions with the previous algorithm. The first one is that the touched force
is enough to generate the required torque to rotate and grasp the object. As a consequence of
this assumption, there is a dependency between the touched force and the required sensed torque.
The second assumption with the previous algorithm is that the object will be inside the robot
fingers after rotation around the contact point according to sensed torque data. Although this is a
reasonable assumption for a set of graspable cylindrical and small rectangular object, it would not
be the case for special case of rectangular objects with limited range of grasping in finger width as
is shown in Figure 4.1. In such case, force closure constraint is not satisfied.
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Figure 4.1: Ungraspable situation using torque for rotation
To address these two limitations, we modify to improve our proposed algorithm. Our solution is
to simultaneously identify and adjust the robot hand to the surface normal vector and then try to
grasp the object. According to the Figure 4.1, the object is not inside the robot fingers. Once the
fingers align with the normal vector of front view surface, grasping is feasible as shown in Figure
4.2.
Normal vector is an indication of surface curvature pointing out of the object surface. It is orthogo-
nal to the surface tangential plane on the surface illustrated in Figure 4.3. According to this Figure,
the normal vector can be used to align the fingers with the object surface.
Inspired by humans in similar situation, we define same behaviour for the robot to identify the
normal vector. In this approach the robot interactively explores the local contact point based on
its feeling during exploration and simultaneously adjusting the hand accordingly. According to
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Figure 4.2: Graspable situation with alignment to the surface
Figure 4.3, the action to extract such information is a linear back and forth movement vy in the
direction of hand width (y direction) around the contact point.
Such movement results in unbalance sensed force in the direction of movement. Figure 4.4 presents
the decomposition of interaction force during hand movement on the object surface. According to
this decomposition, robot movement as a consequence of a velocity command in either +vy and
−vy directions generates an opposite friction sensed force. Nevertheless, an extra reaction force
in y direction can amplify the fy because of misalignment angle θ. Generating a back and forth
movement for the robot hand excites this useful opposite reaction force to feel the misalignment






















Figure 4.3: Normal vector and hand fingers
The reaction force will follow the changes in command velocity with a latency in measurement
and system response to command. The proposed algorithm is to make decision as a result of this
sensed force. The decision making process adjusts the hand in a control manner getting feedback
of the average of reaction force for a period of movement on the surface. Since the average sensed











Figure 4.4: Interaction force decomposition during movement
The feeling force provides a perception of surface and the robot can identify the relative situation
of its hand with the surface through this perception.
As the robot feels the surface, it can try to align with the object surface while keeping contact with
it. Alignment with object surface corresponds to detecting the surface normal vector as a feature
of object curvature. To detect this normal vector, we define a human-like behavior for the robot
agent. To do so, we need to consider an active surface exploration to find the object curvature. In
this regards, we transfer a human-like behavior to the robot by continuously sensing the surface
curvature during interaction with object. This behavior can be generated via periodic movement in
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y to the tangential plane of surface direction as shown in Figure 4.5 after contact with the object:
uvy = vdysign(sin(Ωt)) (4.1)
In which Ω =
2π
T
is the frequency of feeling with a period of T .
Figure 4.5: Square velocity generation for feeling the object surface
Corresponding to this periodic movement, the robot feels a periodic force in y direction. The mag-
nitude of this feeling force in each positive and negative y direction depends on the misalignment
angle with the surface as well as surface friction force. The level of feeling force in each positive
and negative directions will change by rotating around the contact point. To align with the surface
during interactive perception, this feeling force ff will be used as a feedback to command the
angular velocity in equation 3.18 exponentially decreasing over time:
uωx = αωxff (4.2)
Alignment situation is the condition in which the feeling force reaches to a certain level. A typical
profile of feeling force is shown in Figure 4.6.
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Figure 4.6: Feeling force profile
With these modifications in algorithm, a flowchart of algorithm is presented in Figure 4.7. Accord-
ing to this flowchart, the grasping process starts with initialization in linear and angular velocity
command. The robot moves toward the object surface in its approaching direction in a constant
velocity vz = vdz. The grasping will be terminated in case that the sensed force in approaching
direction reaches to final value and the robot stops of further movement in approaching direc-
tion and the switch indicates that the object is inside the fingers. Otherwise, the robot aligns its
hand with the object surface monitoring the sensed torques τx and τy simultaneously and using the
feedback information. Alignment with the object surface in the direction of fingers is via apply-
ing command pulse velocity and monitoring the feeling force feedback. The indicators Sωx and
Sωy show alignment and in case the object is not inside the hand, the robot can try to move with
vy = −vdtanh(βτx) to the object edges. Tanh function helps to reflect smoother sensed torque in
the command velocity. The reason of using τx is that this information provides information about
the contact finger with the object. Movement in the direction of this contact finger will result in
finding the object edge and grasp it. Otherwise, such movement results in flipping in the sensed
torque detected by τxSτx . Further rotation around the wrist is required to grasp the object if such
case arises. The direction of rotation can be specified via sign(βzτz) and if the rotation is more
than 180 degree and the switch could not detect any contact, the object is not graspable.
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Figure 4.7: The flowchart of grasping algorithm using tactile sensing with force closure constraint
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Mathematical Description
Grasping is the process of approaching, alignment and seizing an object in front of hand. The
alignment phase is the most important part and we define the object frame and hand frame to
describe misalignment situation in Figure 4.8.
Figure 4.8: Misalignment between the robot hand and the object







In which Fzs = Ks∆zs in which Ks is the springiness coefficient and ∆zs is the deflection in zs
direction. Fxs and Fys are the friction forces in the opposite direction of movement.
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Assuming misalignment between the object and the robot hand via an unknown rotation matrix






 = RhsFs (4.4)
A complete grasping is corresponding to alignment with the object surface. In alignment situa-
tion, the robot hand frame coordinates {xh, yh, zh} has to be in the direction of surface frame







To reach to this final situation, the robot commanded to insert a constant force in hand frame
approaching direction. At the same time, the rotation matrix will be influenced via the angular
velocities in corresponding direction. To make it clear, we decompose the rotation matrix into the








In which α, β and γ represent yaw, pitch and roll angles, respectively. Each of these rotation matrix
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The final rotation matrix of multiplication of these three rotation matrices would be as equation 4.5
if we have:
α = π, β = 0, γ = π (4.10)
The above condition is achievable as long as we find the surface normal vector through the mea-
surements from the sensor attached to the robot hand. The flowchart of proposed algorithm in
Figure 4.7 presents the procedure to find this normal vector and alignment situation through align-
ment by feeling and alignment by torque highlighted blocks. As the robot finds the alignment
situation, surface exploration will be terminated and the robot moves the touched finger toward the
edge based on the the sensed toque data as is shown in the relevant block of flowchart in Figure
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4.7. In next section, the performance of algorithm is demonstrated by simulation in Matlab.
Simulation Results
In this section we present the results of algorithm with simulation of object surface in Matlab. The
linear and angular velocities are shown in Figure 4.9 and 4.10. Tactile force and torque profile can
be seen in Figure 4.11 and 4.12. The feeling force and misalignment angles can be found in Figure
4.13 and 4.14.
Figure 4.9: Linear velocity
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Figure 4.10: Angular velocity
Figure 4.11: Tactile forces
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Figure 4.12: Tactile torques
Figure 4.13: Feeling force
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Figure 4.14: Angles
In next section, we provide the experimental results using the wrist mounted force/torque sensor
to report interaction tactile data.
Experimental Results
We present the performance of algorithm to satisfy closure constraint with settings and demon-
strations in this section. The robot agent for this purpose is Mico robot and we consider both
rectangular and cylindrical graspable objects to validate the algorithm.
Settings
The experiments are conducted for three different initial configurations respect to the object. We
present the interaction sensed force and torque and feeling force as well as robot hand linear and
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angular velocities and roll, pitch and yaw angle during interaction for each demonstration as is
shown in Figure 3.6.
Because the algorithm is independent of torque for alignment with object, we consider fdz = −0.3
to achieve a touched force level. The threshold of feeling force is selected on Thf = 0.02N . The












The candidate object for rectangular object is shown in Figure 4.15.
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Figure 4.15: Rectangular object candidate for grasping
1. Yaw misalignment angle with surface 18.43◦ and there is no pitch misalignment angle. The
video of the experiment is available at grasping rectangular 1. Tactile data during grasping the
object is shown in Figures 4.16 and 4.17. Linear and angular velocities can be found in Figures
4.18 and 4.19. The time profile of pitch, roll and yaw angles is represented in Figures 4.20 as well
as the feeling force in Figure 4.21.
The touched force reaches to the desired −0.3N level and the same time the sensed force fy is
decreasing over time in Figure 4.16.
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Figure 4.16: Tactile forces
Figure 4.17: Tactile torques
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Figure 4.18: Linear velocities
Figure 4.19: Angular velocities
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Figure 4.20: Angles
Figure 4.21: Feeling force
Considering the feeling force threshold as well as an error in ground truth, the angles converge
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to the vicinity of zero in Figure 4.20. Meanwhile, the feeling force decays exponentially during
perception in Figure 4.21.
2. Yaw misalignment angle with surface−18.43◦ and pitch misalignment angle−16.7◦. The video
of the experiment is available at grasping rectangular 2. Tactile data during grasping the object is
shown in Figures 4.22 and 4.23. Linear and angular velocities can be found in Figures 4.24 and
4.25. The time profile of pitch, roll and yaw angles is represented in Figures 4.26 as well as the
feeling force in Figure 4.27.
Figure 4.22: Tactile forces
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Figure 4.23: Tactile torques
Figure 4.24: Linear velocities
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Figure 4.25: Angular velocities
Figure 4.26: Angles
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Figure 4.27: Feeling force
3. Yaw misalignment angle with surface 18.43◦ and pitch misalignment angle −16.8◦. The video
of the experiment is available at grasping rectangular 3. Tactile data during grasping the object is
shown in Figures 4.28 and 4.29. Linear and angular velocities can be found in Figures 4.30 and
4.31. The time profile of pitch, roll and yaw angles is represented in Figures 4.32 as well as the
feeling force in Figure 4.33.
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Figure 4.28: Tactile forces
Figure 4.29: Tactile torques
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Figure 4.30: Linear velocities
Figure 4.31: Angular velocities
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Figure 4.32: Angles




The candidate object for cylindrical object is in Figure 3.14.
1. Yaw misalignment angle with surface 11.21◦ and there is no pitch misalignment angle. The
video of the experiment is available at grasping cylindrical 1. Tactile data during grasping the
object is shown in Figures 4.34 and 4.35. Linear and angular velocities can be found in Figures
4.36 and 4.37. The time profile of pitch, roll and yaw angles is represented in Figures 4.38 as well
as the feeling force in Figure 4.39.
Figure 4.34: Tactile forces
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Figure 4.35: Tactile torques
Figure 4.36: Linear velocities
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Figure 4.37: Angular velocities
Figure 4.38: Angles
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Figure 4.39: Feeling force
2. Yaw misalignment angle with surface 11.21◦ and there is pitch misalignment angle −18.43◦.
The video of the experiment is available at grasping cylindrical 2. Tactile data during grasping the
object is shown in Figures 4.40 and 4.41. Linear and angular velocities can be found in Figures
4.42 and 4.43. The time profile of pitch, roll and yaw angles is represented in Figures 4.44 as well
as the feeling force in Figure 4.45.
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Figure 4.40: Tactile forces
Figure 4.41: Tactile torques
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Figure 4.42: Linear velocities
Figure 4.43: Angular velocities
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Figure 4.44: Angles
Figure 4.45: Feeling force
3. Yaw misalignment angle with surface −7.7◦ and there is pitch misalignment angle −14.23◦.
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The video of the experiment is available at grasping cylindrical 3. Tactile data during grasping the
object is shown in Figures 4.46 and 4.47.
Figure 4.46: Tactile forces
Figure 4.47: Tactile torques
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Linear and angular velocities can be found in Figures 4.48 and 4.49.
Figure 4.48: Linear velocities
Figure 4.49: Angular velocities
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The time profile of pitch, roll and yaw angles is represented in Figures 4.50 as well as the feeling
force in Figure 4.51.
Figure 4.50: Angles
Figure 4.51: Feeling force
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From the recorded data related to each experiments, the robot perceives the object after contacting
with it from an initial configuration. The perception process is an interactive perception-action
using real-time feeling data sensed in finger tip.
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CHAPTER 5: CONCLUSION
In this dissertation, we have proposed two human-like grasping for novel objects using tactile
sensing without vision. In the first algorithm, the tactile sensing data is extracted from the robot
wrist sensor and calibration process is needed to rid the tactile data of the bias related to robot
hand weight connected to the sensor. To compensate for the bias, we provided the mathematical
equations. A grasping algorithm is suggested using this tactile data. In the second one, we consider
closure constraint for object configurations that are hard to grasp for the robot by the first algorithm.
A real-time interactive perception-action process affects the object feeling into grasping process
similar to a human. The suggested grasping algorithm is applied to grasp a set of unknown objects
and the time profile of tactile data is presented during execution of grasping.
The advantages of the proposed algorithms can be listed as follows. We showed that it is feasible to
propose a more human-like grasping using tactile perception in real-time. We present the procedure
to eliminate the unwanted bias data from the wrist sensor in order to successfully mine the tactile
perception. We propose an approach to make sure that the robot is compliant during interaction
with the object using feedback tactile data as well as minimizing the implementation of sequential
logical rules. We utilized more freedom of actions reducing the dependency between them during
grasping of an object for the robot. The approach perceives the object in an interactive manner in
order to have a more reliable grasping. We develop the algorithm to generalize to a broader range
of graspable objects. Our approach is a model free approach without prior knowledge of object
model since we do not assume knowledge of object shape or impose any constraint on the shape
of the object.
Our proposed algorithms have their limitations. We considered several parameters to improve the
flexibility of the algorithms. Tuning these parameters can be challenging and needs time and effort
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before implementing the algorithm in real scenarios. We also need to improve the algorithm in
interaction with highly unstructured objects.
Interactive perception is a unique characteristics of embodied agents useful in understanding their
surrounding environment. One direction for future work is to propose enhanced strategies in ex-
ploiting more freedom of robot finger actions using this ability for harder tasks. These tasks can be
related to multi-finger tasks such as object recognition hold inside the fingers or changing the orien-
tation of object for a better grasping situation before seizing the object inside the fingers. Another
direction can be to perform the task according to user preferences by learning from demonstra-
tions. Moreover, it is an interesting idea to train the robot to make decisions on how to grasp very
general objects based on the provided primitive commands in this work.
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