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Abstract
We discuss here the validity of the small mass limit (the so-called Smoluchowski-
Kramers approximation) on a fixed time interval for a class of semi-linear stochastic
wave equations, both in the case of the presence of a constant friction term and in the
case of the presence of a constant magnetic field. We also consider the small mass limit
in an infinite time interval and we see how the approximation is stable in terms of the
invariant measure and of the large deviation estimates and the exit problem from a
bounded domain of the space of square integrable functions.
1 Introduction
The motion of a particle of a mass µ in the field b(q) + σ(q)W˙ , with a constant damping
proportional to the speed, is described, according to the Newton law, by the Langevin
equation
µq¨µt = b(q
µ
t ) + σ(q
µ
t )W˙t − q˙t, qµ0 = q ∈ Rn, q˙µ0 = p ∈ Rn, (1.1)
(for the sake of simplicity the friction coefficient is taken equal to 1).
Here b(q) is the deterministic component of the force and σ(q)W˙t, where W˙t is the
standard Gaussian white noise in Rn and σ(q) is an n× n-matrix, is the stochastic part. It
is known that, for 0 < µ 1, the random position qµt of the particle can be approximated
by the solution of the first order equation
q˙t = b(qt) + σ(qt)W˙t, q0 = q ∈ Rn, (1.2)
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in the sense that
lim
µ↓0
P
(
max
0≤t≤T
|qµt − qt| > δ
)
= 0, (1.3)
for any 0 ≤ T <∞ and δ > 0 fixed. Statement (1.3) is called then Smoluchowski-Kramers
approximation of qµt by qt (see to this purpose [36, 51, 26]). This statement justifies the
description of the motion of a small particle by the first order equation (1.2) instead of
the second order equation (1.1). Several authors have considered generalizations of this
phenomenon in the presence of a magnetic field (see [9, 38]) and for a non-constant friction,
both in the case it is strictly positive, as in [27, 34, 33], and in the case it is possibly
vanishing, as in [28]. Large deviations and exit problems in the small noise regime have also
been studied (see [14]).
In the present paper, we will review some results about the Smoluchowski-Kramers
approximation for systems with an infinite number of degrees of freedom, that the three
authors have obtained in a series of papers written in last several years (cfr. [6, 7, 11, 12, 13]).
Let O be a bounded smooth domain of Rd, with d ≥ 0. We are dealing here with the
following stochastic semi-linear damped wave equation on O
µ
∂2u
∂t2
(t, x) +
∂u
∂t
(t, x) = ∆u(t, x) + b(x, u(t, x)) + g(x, u(t, x))
∂wQ
∂t
(t, x), x ∈ O, t ≥ 0,
u(0, x) = u0(x),
∂u
∂t
(0, x) = v0(x), u(t, x) = 0, x ∈ ∂O.
(1.4)
Equation (1.4) models the displacement of an elastic material with mass density µ > 0
in the region O, which is exposed to deterministic and random forces. The term −∂u/∂t
models the damping, the Laplacian ∆ models the forces that neighboring particles exert
on each other and the non-linearity b models some deterministic forcing. State-dependent
stochastic perturbations are modeled by the term g ∂wQ/∂t, for some Wiener process wQ,
that is white in time and Q-correlated in space (see Section ?? for all definitions), and for
some nonlinear coefficient g.
Many authors have studied stochastic wave equations under various assumptions on the
non-linear coefficients b and g, on the correlation Q of the noise and on the domain O and
the boundary conditions (see for example [3, 16, 17, 35, 41, 42, 44, 45, 49, 50]). We will
specify our hypotheses in the following sections.
In this paper we explore the asymptotic behavior of the solution to (1.4) as the mass den-
sity of the material µ vanishes. This is the infinite dimensional analogue to the Smoluchowski-
Kramers approximation described in (1.3). In Sections 3 and 4, where the case of additive
and multiplicative noise are considered, respectively, we review the results of [6, 7] to show
that as, µ → 0, the solution of equation (1.4) converges to the solution of the stochastic
heat equation
∂u
∂t
(t, x) = ∆u(t, x) + b(x, u(t, x)) + g(x, u(t, x))
∂wQ
∂t
(t, x), x ∈ O, t ≥ 0,
u(0, x) = u0(x), u(t, x) = 0, x ∈ ∂O.
(1.5)
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Specifically, if we denote by uµ and u the solutions to (1.4) and (1.5), respectively, we show
that for any T > 0 and δ > 0 fixed,
lim
µ→0
P
 sup
0≤t≤T
∫
O
|uµ(t, x)− u(t, x)|2dx > δ
 = 0. (1.6)
This means that when the mass density of a material is small, the stochastic heat equation
approximates the stochastic wave equation well, on any finite time interval.
The proof of this infinite dimensional Smoluchowski-Kramers approximation requires
uniform estimates on the Sobolev regularity in space and the Ho¨lder regularity in time for the
solutions to the stochastic wave equation (1.4). As known, such uniform bounds are used to
establish tightness in an appropriate functional space. Once we obtain a weakly convergent
subsequence, by the Prokhorov theorem, the identification of the unique limit, and hence the
convergence of the whole sequence, is obtained by using a non-trivial integration-by-parts
formula for SPDEs.
In Section 5 we review the results of [11], which concern the Smoluchowski-Kramers
approximation for an electrically charged material in the presence of a uniform magnetic
field. In this case, the displacement of the material is modeled by the equation
µ
∂2u
∂t2
(t, x) = ∆u(t, x) + b(u(t, x), x, t) + ~m× ∂u
∂t
+ g(u(t, x), x, t)
∂wQ
∂t
(t, x),
u(0, x) = u0(x),
∂u
∂t
(0, x) + v0(x), x ∈ O, u(t, x) = 0, x ∈ ∂O,
(1.7)
where ~m = (0, 0,m) is a constant vector field that is perpendicular to the plane of motion
of the material and that models a magnetic field (notice that here the symbol × denotes
the usual vector product in R3). The material is assumed to be electrically charged and
therefore the above equation describes the movement of an elastic material with constant
mass density µ > 0, that is exposed to the electric field, some deterministic forcing b, and
a state dependent stochastic forcing g ∂wQ/∂t.
One might hope, based on the results from Sections 3 and 4, that, for any T > 0 and
δ > 0 fixed, a limit analogous to (1.6) holds, where uµ is the solution to equation (1.7) and
u is the solution to the equation
∂u
∂t
(t, x) = J−10
[
∆u(t, x) + b(u(t, x), x, t) + g(u(t, x), x, t)
∂wQ
∂t
(t, x)
]
,
u(t, x) = 0, x ∈ ∂O, u(0, x) = u0(x), x ∈ O,
(1.8)
where J−10 is the inverse of the matrix
J0 =
(
0 1
−1 0
)
.
Unfortunately, because of the presence of the stochastic term, the small-mass limit (1.6) is
not true anymore. A similar situation was explored in [9], where it was shown that, in the
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case of a system with a finite number of degrees of freedom, the difference uµ − u does not
converge to zero, as µ tends to zero. Thus, in Section 5 we study the problem of the small
mass limit by adding a small friction − ∂u/∂t to equation (1.7) and we show that, for any
fixed  > 0, the solution to (1.7), with fixed positive friction, converges to the solution of
the system of semi-linear stochastic heat-equations formally obtained by setting µ = 0.
Here, we use a slightly different line of argument than in Sections 3 and 4, which allows
us to prove the validity of the convergence in Lp(Ω;C([0, T ];L2(O))). This means that, if
uµ is the solution to the wave equation exposed to a magnetic field and an  friction, and
if u is the solution to the equation
∂u
∂t
(t, x) = ( I + J0)
−1
[
∆u(t, x) + b(u(t, x), x, t) + g(u(t, x), x, t)
∂wQ
∂t
(t, x)
]
,
u(t, x) = 0, x ∈ ∂O, u(0, x) = u0(x), x ∈ O,
then for any p ≥ 1 and T ≥ 0 fixed,
lim
µ→0
E
sup
t≤T
∫
O
∣∣uµ(t, x)− u(t, x)∣∣2 dx

p
2
= 0. (1.9)
Notice that the Lp convergence can also be proven in the case there is no magnetic field, as
long as b and g are suitably regular.
In Sections 6, 7, and 8, we investigate the multi-scale interactions between the small
mass limit and long-time behaviors of the stochastic wave equation. In Sections 3 to 5, we
demonstrate that the solutions to (1.4) converge to the solution to (1.5) in the topology
of C([0, T ];L2(O)). In fact (1.6) is only true for fixed finite T > 0 and, on longer time
scales, the solutions will deviate arbitrarily far apart in a pathwise sense. But, despite
the fact that the Smoluchowski-Kramers approximation is not valid in a pathwise sense on
long-time scales, there are still many important long-time characteristics of the small-mass
wave equation that are approximated by the heat equation.
In Section 6 we review some results from [6] concerning the relationship between the
Smoluchowski-Kramers approximation and invariant measures for equations (1.4) and (1.5),
in the case of gradient systems. We recall here that by gradient system we mean a system
where the noise is additive (that is g ≡ I) and, if B : L2(O)→ L2(O) is defined as
B(h)(x) = b(h(x)), x ∈ O,
then there exists a potential functional F : L2(O)→ R, such that for any h ∈ L2(O)
B(h) = −Q2DF (h),
where DF is the Fre´chet derivative of F in L2(O) and Q is the correlation of the noise.
Due to the fact that (1.4) is a gradient system, by using suitable finite dimensional
approximations, we show that the invariant measure for the pair (uµ, ∂uµ/∂t) solving (1.4)
in the space L2(O)×H−1(O) is given by the probability measure
νµ(du, dv) :=
1
Z
e−2F (u)N (0, (−∆)−1Q2/2) (du)×N (0, (−∆)−1Q2/2µ) (dv), µ > 0,
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where Z is a normalizing constant, independent of µ > 0. This means that we have an
explicit expression of the density of the invariant measure with respect to a suitable Gaussian
measure on the product space L2(O) ×H−1(O). In particular, due to the special form of
νµ, its first marginal Π1νµ does not depend on µ > 0 and coincides with the probability
measure
ν(du) :=
1
Z
e−2F (u)N (0, (−∆)−1Q2/2) (du),
which is the invariant measure of system (1.5). In particular, we have that the Smoluchowski-
Kramers approximation is valid in the sense that the stochastic heat equation and the
damped stochastic wave equation have the same long-time behavior.
The case of non-gradient systems is still open, and of course we cannot expect to have
any explicit expression for the invariant measures of systems (1.4) and (1.5). Nevertheless,
we expect that if νµ and ν denote the invariant measures of (1.4) and (1.5), respectively,
then some sort of convergence for Π1νµ to ν holds, in the small mass µ limit.
In Sections 7 and 8 we review results from [13] and [12] about the relationship between
the small mass and the small noise asymptotics. More precisely, we consider for any  > 0
the stochastic damped wave equation
µ
∂2u
∂t2
(t, x) +
∂u
∂t
(t, x) = ∆u(t, x) + b(x, u(t, x)) +
√

∂wQ
∂t
(t, x), (1.10)
with appropriate initial and boundary conditions and the corresponding heat equation
∂u
∂t
(t, x) = ∆u(t, x) + b(x, u(t, x)) +
√

∂wQ
∂t
(t, x), (1.11)
with the same initial and boundary conditions. We are interested in the multiscale behavior
of system (1.10), as both µ and  go to zero.
From the earlier results, it is clear that if we first take the limit as µ → 0 and then as
 → 0, the large deviation principle for the heat equation should describe the behavior of
the system. Our purpose here is to show that when the order in the two limits is reversed
and we first take the limit as  → 0 and then µ → 0, the large deviations principle for the
heat equation is still appropriate for studying the long-time behaviors of the wave equation.
In particular, this result provides a rigorous mathematical justification of what is done in
applications, when, in order to study rare events and transitions between metastable states
for the more complicated system (1.10), as well as exit times from basins of attraction and
the corresponding exit places, the relevant quantities associated with the large deviations
for system (1.11) are considered.
Because of the dissipation introduced by the friction term, under suitable conditions on
b, the solution to the unperturbed version of (1.10) (that is with  = 0) will converge to
0 as t → +∞. When the system is exposed to small random perturbations (that is when
0 <   1), the solution will deviate from this equilibrium point on long time scales. It is
thus of interest to study exit times of the form
τµ, = inf{t > 0 : uµ (t, ·) 6∈ D},
where D ⊂ L2(O) contains the equilibrium solution 0.
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By extending to this infinite dimensional setting well known results in the theory of
large deviations for finite dimensional systems (see [23, 29]), in Section 8 we show that
the logarithmic exit time asymptotics, as well as the logarithmic expected value of the exit
time and the exit position uµ (τµ,, ·), can be characterized by the quasi-potential V¯µ. More
precisely, we show that, for small enough fixed µ > 0 and appropriate initial conditions
lim
→0
 log Eτµ, = inf
u∈ ∂D
V¯µ(u), (1.12)
and
lim
→0
 log (τµ,) = inf
u∈ ∂D
V¯µ(u), in probability. (1.13)
We also prove that if N ⊂ ∂D has the property that inf
u∈N
V¯µ(u) > inf
u∈∂D
V¯µ(u), then
lim
→0
P (uµ (τµ,) ∈ N) = 0. (1.14)
Thus, due to the role played by the quasi-potential in the description of these impor-
tant asymptotic features of the system, our purpose here is to compare the quasi-potential
V µ(u, v) associated with (1.10), with the quasi-potential V (u) associated with (1.11), and
to show that for any closed set N ⊂ L2(O) it holds
lim
µ→0
inf
u∈N
V¯µ(u) := lim
µ→0
inf
u∈N
inf
v∈H−1(O)
V µ(u, v) = inf
u∈N
V (u). (1.15)
This means that, in the description of the large deviation principle, taking first the
limit as  ↓ 0 (large deviation) and then taking the limit as µ ↓ 0 (Smoluchowski-Kramers
approximation) is the same as first taking the limit as µ ↓ 0 and then as  ↓ 0.
In Section 7, we address this problem in the particular case system (1.10) is of gradient
type. As for the invariant measures studied in Section 6, in the case of gradient systems
all relevant quantities associated with the large deviation can be explicitly computed. In
particular, we show that for any µ > 0
V µ(u, v) =
∣∣∣(−∆)1/2Q−1u∣∣∣2
L2(O)
+ 2F (u) + µ
∣∣Q−1v∣∣2
L2(O) , (1.16)
for any (u, v) ∈ Dom((−∆)1/2Q−1)×Dom(Q−1). Therefore, as
V (u) =
∣∣∣(−∆)1/2Q−1u∣∣∣2
L2(O)
+ 2F (u), u ∈ Dom((−∆)1/2Q−1),
from (1.16) we have that for any µ > 0,
V¯µ(u) := inf
v∈H−1(O)
V µ(u, v) = V µ(u, 0) = V (u), u ∈ Dom((−∆)1/2Q−1). (1.17)
In particular, this means that V¯µ(u) does not just coincide with V (u) at the limit, but for
any fixed µ > 0.
In the general non-gradient case considered in Section 8, the situation is considerably
more delicate and we cannot expect anything explicit as in (1.16). The lack of an explicit
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expression for V µ(u, v) and V (u) makes the proof of (1.15) much more difficult and requires
the introduction of new arguments and techniques.
The first key idea in order to prove (1.15) is to characterize V µ(u, v) as the minimum
value for a suitable functional. We recall that the quasi-potential V µ(u, v) is defined as the
minimum energy required to the system to go from the asymptotically stable equilibrium 0
to the point (u, v) ∈ L2(O)×H−1(O), in any time interval. Namely
V µ(u, v) = inf
{
Iµ0,T (z) ; z(0) = 0, z(T ) = (u, v), T > 0
}
,
where
Iµ0,T (z) =
1
2
inf
{
|ψ|2L2((0,T );L2(O) : z = zµψ
}
,
is the large deviation action functional and zµψ = (u
µ
ψ, ∂u
µ
ψ/∂t) is a mild solution of the
skeleton equation associated with equation (1.10), with control ψ ∈ L2((0, T );L2(O)),
µ
∂2uµψ
∂t2
(t) = ∆uµψ(t)−
∂uµψ
∂t
(t) +B(uµψ(t)) +Qψ(t), t ∈ [0, T ]. (1.18)
By working thoroughly with the skeleton equation (1.18), we show that, for small enough
µ > 0,
V µ(u, v) = min
{
Iµ−∞,0(z) : limt→−∞ |z(t)|L2(O)×H−1(O) = 0, z(0) = (u, v)
}
(1.19)
where the minimum is taken over all z ∈ C((−∞, 0];L2(O)×H−1(O)). In particular, we get
that the level sets of V µ and V¯µ are compact in L
2(O)×H−1(O) and L2(O), respectively.
Moreover, we show that both V µ and V¯µ are well defined and continuous in suitable Sobolev
spaces of functions.
The second key idea is based on the fact that, as in [14] where the finite dimensional
case is studied, for all functions z ∈ C((−∞, 0];L2(O)×H−1(O)) that are regular enough,
if we denote ϕ(t) = Π1z(t), we have
Iµ−∞(z) = I−∞(ϕ) +
µ2
2
∫ 0
−∞
∣∣∣∣Q−1∂2ϕ∂t2 (t)
∣∣∣∣2
L2(O)
dt
+µ
∫ 0
−∞
〈
Q−1
∂2ϕ
∂t2
(t), Q−1
(
∂ϕ
∂t
(t)−Aϕ(t)−B(ϕ(t))
)〉
L2(O)
dt
=: I−∞(ϕ) + J
µ
−∞(z).
(1.20)
Thus, if z¯µ is the minimizer of V¯µ(u), whose existence is guaranteed by (1.19), and if z¯
µ has
enough regularity to guarantee that all terms in (1.20) are meaningful, we obtain
V¯µ(u) = I−∞(ϕ¯µ) + J
µ
−∞(z¯
µ) ≥ V (u) + Jµ−∞(z¯µ). (1.21)
In the same way, if ϕ¯ is a minimizer for V (u) and is regular enough, then
V¯µ(u) ≤ Iµ−∞(ϕ¯, ∂ϕ¯/∂t) = V (u) + Jµ−∞((ϕ¯, ∂ϕ¯/∂t)). (1.22)
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If we could prove that
lim inf
µ→0
Jµ−∞(z¯
µ) = lim sup
µ→0
Jµ−∞((ϕ¯, ∂ϕ¯/∂t)) = 0, (1.23)
from (1.21) and (1.22) we could conclude that (1.15) holds true. But unfortunately, neither
z¯µ nor ϕ¯ have the required regularity to justify (1.23). Thus, we have to proceed with
suitable approximations, which, among other things, require us to prove the continuity of
the mappings V¯µ : Dom((−∆)1/2Q−1)→ R, uniformly with respect to µ ∈ (0, 1].
In the second part of Section 8, we apply (1.15) to the study of the exit time and of the
exit place of uµ from a given domain in L2(D) . If
τ  = inf{t > 0 : u(t) 6∈ D}
is the exit time from D for the solution of (1.11), and V (u) is the quasi-potential associated
with this system, the exit time and exit place results for the first-order system are analogous
to (1.12), (1.13), and (1.14).
As a consequence of (1.17), in the gradient case, (1.12), and (1.13) imply that, for any
fixed µ > 0, the exit time and exit place asymptotics of (1.11) match those of (1.10). In
particular, for any µ > 0
lim
→0
 log Eτµ, = inf
u∈ ∂D
V (u) = lim
→0
 log Eτ , (1.24)
and
lim
→0
 log τµ, = inf
u∈ ∂D
V (u) = lim
→0
 log τ , in probability. (1.25)
In the general non-gradient case, we cannot have (1.24) and (1.25). Nevertheless, in
view of (1.15), the exit time and exit place asymptotics of (1.10) can be approximated by
V . Namely
lim
µ→0
lim
→0
 log Eτµ, = inf
u∈ ∂D
V (u) = lim
→0
 log Eτ ,
and
lim
µ→0
lim
→0
 log τµ, = inf
u∈ ∂D
V (u) = lim
→0
 log τ , in probability.
2 Notations, assumptions and a few preliminary results
We denote by O a bounded open subset of R d, with d ≥ 1, and we assume that O is of
class C3. In what follows we shall denote by {ek}k∈N the complete orthonormal basis which
diagonalizes the Laplace operator ∆, endowed with Dirichlet boundary conditions on ∂O.
Moreover we shall denote by {−αk}k∈N the corresponding sequence of eigenvalues.
As we are assuming the boundary of O to be smooth, for any δ ∈ (0, 1) we have
|ek|C2+δ(O¯) ≤ c |∆ek|Cδ(O¯) = c αk |ek|Cδ(O¯),
(e.g. see [37, Theorem 6.3.2]) and then, by interpolation, we get
|ek|Cδ(O¯) ≤ c |ek|2/2+δ∞ |ek|δ/2+δC2+δ(O¯) ≤ c α
δ/2+δ
k |ek|2/2+δ∞ |ek|δ/2+δCδ(O¯),
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(for a proof see [37, Lemma 6.3.1]). This implies
|ek|Cδ(O¯) ≤ c αδ/2k |ek|∞, δ ∈ (0, 1).
For any δ ∈ R, we denote by Hδ(O) the completion of C∞0 (O) with respect to the norm
|h|2Hδ(O) =
∞∑
i=1
αδi 〈h, ei〉2L2(O) .
Here and in what follows, for each h ∈ Hδ(O) we shall denote by hk the k-th Fourier
coefficient of h, that is
hk = 〈h, ek〉L2(O) .
Hδ(O) is a Hilbert space, endowed with the scalar product
〈h, k〉Hδ(O) =
∞∑
i=1
αδihiki, h, k ∈ Hδ(O).
Next, for any δ ∈ R we denote by Hδ the Hilbert space Hδ(O) ×Hδ−1(O), endowed with
the natural scalar product and norm inherited from each component. In what follows, we
shall denote L2(O) = H0(O) =: H and H0 =: H.
For any µ > 0 and δ ∈ R, we define the unbounded operator Aµ by setting
Aµ(h, k) =
1
µ
(µk,∆h− k) , (h, k) ∈ D(Aµ) := Hδ+1.
The operators Aµ defined on different Hδ are all consistent. It is known that Aµ is the
generator of a group of bounded linear transformations {Sµ(t)}t∈R on Hδ which is strongly
continuous (for a proof see e.g. [48, section 7.4]). This means that for any (u0, v0) ∈ Hδ
and for any µ > 0, Sµ(t)(u0, v0) is the solution of the deterministic linear system
∂u
∂t
(t, x) = v(t, x), µ
∂v
∂t
(t, x) = ∆u(t, x)− v(t, x), t > 0, x ∈ O,
u(0) = u0, v(0) = v0, u(t, x) = 0, t ≥ 0, x ∈ ∂O,
which can be written as the following abstract evolution problem in Hδ
dz
dt
(t) = Aµz(t), z(0) = (u0, v0),
where z(t) := (u(t), v(t)).
Next, we notice that the adjoint operator to Aµ is given by
A?µ(h, k) =
1
µ
(−k,−µ∆h− k) , (h, k) ∈ D(A?µ) := Hδ+1.
In what follows we shall denote by {S?µ(t)}{t≥0} the semigroup generated by A?µ.
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If we set Π1(u, v) := u and Π2(u, v) := v we have that
Π1 Sµ(t)(u, v) =
∞∑
k=1
fµk (t;u, v)ek, Π2 Sµ(t)(u, v) =
∞∑
k=1
gµk (t;u, v)ek,
where the pair (fµk (t;u, v), g
µ
k (t;u, v)) is for each k ∈ N and µ > 0 the solution of the system
f ′(t) = g(t), f(0) = uk
µ g′(t) = −αk f(t)− g(t), g(0) = vk.
(2.1)
In fact, both fµk and g
µ
k can be explicitly computed.
Proposition 2.1. [6, Prop 2.2] For any µ > 0 and k ∈ N, let us define
γµk :=
1
2µ
√
1− 4αkµ.
Then, if 4αkµ 6= 1 we have
fµk (t;u, v) =
1
2
exp
(
− t
2µ
)([(
1 +
1
2µγµk
)
exp
(
γµk t
)
+
(
1− 1
2µγµk
)
exp
(−γµk t)] uk
+
1
γµk
[
exp
(
γµk t
)− exp (−γµk t)] vk) ,
(2.2)
and
gµk (t;u, v) =
1
2
exp
(
− t
2µ
)(
− αk
µγµk
[
exp
(
γµk t
)− exp (−γµk t)] uk
+
[(
1− 1
2µγµk
)
exp
(
γµk t
)
+
(
1 +
1
2µγµk
)
exp
(−γµk t)] vk) .
Moreover, if 4αkµ = 1 we have
fµk (t;u, v) = exp
(
− t
2µ
)[(
t
2µ
+ 1
)
uk + t vk
]
,
and
gµk (t;u, v) = exp
(
− t
2µ
)[
− t
4µ2
uk +
(
1− t
2µ
)
vk
]
.
Moreover, in view of the explicit formula (2.2), it is possible to prove the following
bounds for fµk (t;u, v).
Lemma 2.2. [6, (3.12) and (3.13) in Lemma 3.2] For every k ∈ N, µ > 0 and t ≥ 0, we
have ∫ t
0
|fµk (s; 0, ek)|2 ds ≤ c
µ2
αk
.
Moreover, for any k ∈ N, µ > 0, θ ∈ [0, 1] and t > s, we have∫ s
0
|fµk (t− r; 0, ek)− fµk (s− r; 0, ek)|2 dr ≤ c
µ2
α1−θk
(t− s)θ.
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An important consequence of Proposition 2.1 is the following result on the asymptotic
behavior of Sµ(t).
Proposition 2.3. [6, Proposition 2.4] For any fixed µ > 0 and for any δ ∈ R the semigroup
{Sµ(t)}t≥0 is of negative type in Hδ. This means that there exist some ωµ > 0 and Mµ > 0
such that
‖Sµ(t)‖L(Hδ) ≤Mµ e−ωµt, t ≥ 0.
In fact, we have the following representation for the dual semigroup S?µ(t) in terms of
the semigroup Sµ(t).
Proposition 2.4. [6, Proposition 2.3] For any µ > 0 and (u, v) ∈ Hδ we have
S?µ(t)(u, v) = (Π1 Sµ(t) (u,−v/µ) ,Π2 Sµ(t) (−µu, v)) , t ≥ 0.
In the case O = [0, L], we can prove the following integral representation of Sµ(t) in
terms of a suitable kernel Kµ(t, x, y).
Lemma 2.5. [7, Lemma 2.2] Assume O = [0, L] and fix µ > 0 and δ < 1/2. For any
v ∈ H−δ(0, L) it holds
Π1Sµ(t)(0, v)(x) =
∫ L
0
Kµ(t, x, y)v(y) dy, (t, x) ∈ [0,∞)× [0, L],
where Kµ : [0,∞)× [0, L]2 → R is defined by
Kµ(t, x, y) :=
∞∑
k=1
fµk (t; 0, ek)ek(x)ek(y).
The kernel Kµ(t, x, y) satisfies some regularity properties both in the time and in the
space variables, as shown in the next Lemma..
Lemma 2.6. [7, Lemma 2.3] Let δ < 1/2. Then, for any ρ < 1/2 − δ there exists some
constant cρ > 0 such that for any 0 ≤ r ≤ t and x, y ∈ [0, L]∫ t
0
|Kµ(s, x, ·)−Kµ(s, y, ·)|2Hδ ds ≤ cρ µ2 |x− y|2ρ
and∫ r
0
|Kµ(t− s, x, ·)−Kµ(r − s, x, ·)|2Hδ ds+
∫ t
r
|Kµ(t− s, x, ·)|2Hδ ds ≤ cρ µ2 |t− r|ρ.
3 The approximation in the case of additive noise
We are here concerned with the following stochastic damped semilinear equation
µ
∂2u
∂t2
(t, x) = ∆u(t, x)− ∂u
∂t
(t, x) + b(x, u(t, x)) +
∂wQ
∂t
(t, x), t > 0, x ∈ O,
u(0, x) = u0(x),
∂u
∂t
(0, x) = v0(x), u(t, x) = 0, t ≥ 0, x ∈ ∂O.
(3.1)
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Our aim is proving that the solution uµ(t) converges to the solution of the stochastic semi-
linear heat equation
∂u
∂t
(t, x) = ∆u(t, x) + b(x, u(t, x)) +
∂wQ
∂t
(t, x), t > 0, x ∈ O,
u(0, x) = u0(x), u(t, x) = 0, t ≥ 0, x ∈ ∂O,
(3.2)
as the parameter µ converges to zero.
Here and in what follows, wQ(t, x) is a cylindrical Wiener process. We shall assume that
for any h, k ∈ H and t, s ≥ 0
E
〈
wQ(t), h
〉
H
〈
wQ(s), k
〉
H
= (t ∧ s) 〈Qh, k〉H , (3.3)
for some operator Q ∈ L(H). We will assume that Q satisfies the following condition.
Hypothesis 1. The bounded linear operator Q : H → H is diagonal with respect to the
basis {ek}k∈N. If {λk}k∈N denotes the corresponding sequence of eigenvalues, there exists
a constant θ ∈ (0, 1) such that
∞∑
k=1
λ2k
α1−θk
|ek|∞ <∞. (3.4)
Remark 3.1. 1. In several cases, as for example in the case of space dimension d = 1
or in the case O is a hypercube and the Laplace operator ∆ is endowed with Dirichlet
boundary conditions, the eigenfunctions ek are equi-bounded in the sup-norm and
then condition (3.4) becomes
∞∑
k=1
λ2k
α1−θk
<∞.
In general it holds
|ek|∞ ≤ c kα, k ∈ N,
for some α ≥ 0. Thus, condition (3.4) is fulfilled if
∞∑
k=1
λ2k k
α
α1−θk
<∞.
2. In case
αk ∼ k2/d, k ∈ N,
(and this is true for several reasonable domains) (3.4) becomes
∞∑
k=1
λ2k
k2(1−θ)/d
|ek|∞ < +∞.
Thus, in dimension d = 1 condition (3.4) is fulfilled by a white noise in space and
time. As soon as one goes to higher dimension, this of course is no longer possible.
It is important to stress, however, that if the sup-norms of the eigenfunctions ek are
equi-bounded, condition (3.4) does not require a noise with trace-class covariance, no
matter how large the space dimension is.
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Concerning the nonlinearity b, we shall assume the following condition
Hypothesis 2. The mapping b : O¯ × R→ R is measurable and
sup
x∈ O¯
|b(x, σ)− b(x, ρ)| ≤ L |σ − ρ|, σ, ρ ∈ R,
for some positive constant L. Moreover
sup
x∈ O¯
|b(x, 0)| =: b0 <∞.
3.1 Estimates for the stochastic convolution
For each µ > 0, we consider the linear problem
µ
∂2η
∂t2
(t, x) = ∆η(t, x)− ∂η
∂t
(t, x) +
∂wQ
∂t
(t, x), t > 0, x ∈ O,
η(0) = 0,
∂η
∂t
(0) = 0, η(t, x) = 0, t ≥ 0, x ∈ ∂O.
(3.5)
It is well known that if for some θ ∈ R condition (3.4) holds, then for any µ > 0 there
exists a unique solution ηµ to problem (3.5) such that for any T > 0 and p ≥ 1
ηµ ∈ Lp(Ω;C([0, T ];Hθ(O))), ∂η
µ
∂t
∈ Lp(Ω;C([0, T ];Hθ−1(O)))
(for a proof we refer for example to [18] and [17]).
Our aim here is proving that if the constant θ above is strictly positive (as in Hypothesis
1), then for any δ < θ/2 the process ηµ has a version which is δ-Ho¨lder continuous with
respect to t ≥ 0 and ξ ∈ O¯ and the momenta of the δ-Ho¨lder norms of ηµ are equi-bounded
with respect to µ > 0. Namely we prove the following result.
Proposition 3.2. [6, Proposition 3.1] Assume that Hypothesis 1 is satisfied. Then for any
µ > 0 and δ < θ/2 the process ηµ has a version (which we still denote by ηµ) which is
δ-Ho¨lder continuous with respect to (t, x) ∈ [0, T ]× O¯, for any T > 0.
Moreover, for any p ≥ 1
sup
µ>0
E |ηµ|p
Cδ([0,T ]×O¯) =: cT,p <∞.
Due to (3.3) and Hypothesis 1, the cylindrical Wiener process wQ(t, x) can be written
as
wQ(t, x) =
∞∑
k=1
Qek βk(t) =
∞∑
k=1
λkek(x)βk(t), t ≥ 0, x ∈ O,
where {ek}k∈N is the complete orthonormal basis in H which diagonalizes ∆ and {βk(t)}k∈N
is a sequence of mutually independent standard Brownian motions all defined on some
stochastic basis (Ω,F ,Ft,P). This means that for all (t, x) ∈ [0,∞)× O¯ we have
ηµ(t, x) =
∞∑
k=1
ηµk (t)ek(x),
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where, for each k ∈ N, ηµk (t) is the solution of the one dimensional problem
µ
d 2ηµk
dt2
(t) = −αkηµk (t)−
dηµk
dt
(t) + λk
dβk
dt
(t),
ηµk (0) = 0,
dηµk
dt
(0) = 0.
(3.6)
Notice that the second order equation (3.6) can be rewritten more rigorously as the following
system 
dηµk (t) = θ
µ
k (t) dt
µ dθµk (t) = −
(
αkη
µ
k (t) + θ
µ
k (t)
)
dt+ λk dβk(t),
ηµk (0) = 0, θ
µ
k (0) = 0.
Then, by the variation of constants formula, it is immediate to check that
ηµk (t) =
λk
µ
∫ t
0
fµk (t− s; 0, ek) dβk(s),
and
dηµk
dt
(t) = θµk (t) =
λk
µ
∫ t
0
gµk (t− s; 0, ek) dβk(s),
with fµk and g
µ
k defined as the solutions of system (2.1), with initial conditions f(0) = 0
and g(0) = 1.
Our aim here is obtaining estimates for ηµ(t) which are independent of µ > 0. We start
with a uniform estimate for the mean-square of ηµ(t, x) − ηµ(s, y), for each t, s ≥ 0 and
x, y ∈ O¯.
Lemma 3.3. [6, Lemma 3.2] Under Hypothesis 1 there exists a constant c1 > 0 such that
sup
µ>0
E |ηµ(t, x)− ηµ(t, y)|2 ≤ c1 |x− y|2θ, (3.7)
for any t ≥ 0 and x, y ∈ O¯.
Moreover, there exists a constant c2 > 0 such that
sup
µ>0
E |ηµ(t, x)− ηµ(s, x)|2 ≤ c2|t− s|θ, (3.8)
for any t, s ≥ 0 and x ∈ O¯.
Once we have the uniform estimates (3.7) and (3.8), the proof of Proposition 3.2 is
straightforward. Actually, since for any t, s ≥ 0 and x, y ∈ O¯ the random variable ηµ(t, x)−
ηµ(s, y) is Gaussian, according to Lemma 3.3 for any p ≥ 1 there exists a constant cp such
that
E |ηµ(t, x)− ηµ(s, y)|p ≤ cp
(|t− s|2 + |x− y|2) θp4 .
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Now, if we fix any δ ∈ (0, θ/2), there exists pδ ≥ 1 such that
θ
2
− d+ 1
pδ
> δ.
Thus, if for any p ≥ pδ we define
α := δ +
d+ 1
p
,
we have
E
∫
[0,T ]2×O2
|ηµ(t, x)− ηµ(s, y)|p
(|t− s|2 + |x− y|2) d+1+αp2
dt ds dx dy
≤ cδ
∫
[0,T ]2×O2
(|t− s|2 + |x− y|2)( θp4 − d+1+αp2 ) dt ds dx dy
= cδ
∫
[0,T ]2×O2
(|t− s|2 + |x− y|2)( θp4 − δp2 −(d+1)) dt ds dx dy =: c′δ <∞,
as
2
(
θp
4
− δp
2
− (d+ 1)
)
≥ p
(
θ
2
− d+ 1
pδ
− δ
)
− (d+ 1) > −(d+ 1).
This implies that ηµ belongs to Wα,p([0, T ] × O), P-a.s., so that, due to the Sobolev em-
bedding theorem, there exists a version of ηµ belonging to Cδ([0, T ]× O¯), P-a.s. Moreover,
there exists some cT,p independent of µ > 0 such that
E |ηµ|p
Cδ([0,T ]×O¯) ≤ cE |ηµ|
p
Wα,pδ ([0,T ]×O¯) ≤ cT,p.
3.2 The convergence result
According to Proposition 2.1 for any constant c > 0 and any k ∈ N
lim
t→∞ sup|uk|+|vk|≤c
|fµk (t;u, v)| = limt→∞ sup|uk|+|vk|≤c
|gµk (t;u, v)| = 0,
so that for any k ∈ N we have
lim
t→∞
(
sup
|(u,v)|Hδ≤1
αδk [Π1Sµ(t)(u, v)]
2
k + sup
|(u,v)|Hδ≤1
αδ−1k [Π2Sµ(t)(u, v)]
2
k
)
= 0.
Now, if we multiply the second equation in (2.1) by gµk (t) we get
µ
d |gµk (·;u, v)|2
dt
(t) + αk
d |fµk (·;u, v)|2
dt
(t) + 2 |gµk (t;u, v)|2 = 0,
and hence, integrating with respect to t ≥ 0 we get
µ |gµk (t;u, v)|2 + αk |fµk (t;u, v)|2 + 2
∫ t
0
|gµk (s;u, v)|2 ds = µ |vk|2 + αk |uk|2.
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This implies that the families of functions
{Π1Sµ(·)(u0, v0)}µ∈ (0,1) ⊂ L∞(0,∞;H10 (O)), {Π2Sµ(·)(u0, v0)}µ∈ (0,1) ⊂ L2(0,∞;H)
are equi-bounded, and by the Ascoli-Arzela` theorem we have
{Π1Sµ(·)(u0, v0)}µ∈ (0,1) ⊂ C([0, T ];H), compactly,
for any T > 0.
Now, for any µ > 0 and δ ∈ [0, 1], we define the operators
Bµ(h, k)(x) :=
1
µ
(0, b(x, h(x))), (h, k) ∈ Hδ, x ∈ O, (3.9)
and
Qµh = 1
µ
(0, Qh), h ∈ H. (3.10)
Note that, since δ ∈ [0, 1], for any z1 = (u1, v1) and z2 = (u2, v2) ∈ Hδ
|Bµ(z1)−Bµ(z2)|Hδ =
1
µ
|b(·, u1)− b(·, u2)|Hδ−1(O) ≤
c
µ
|b(·, u1)− b(·, u2)|H ,
and then, thanks to Hypothesis 2
|Bµ(z1)−Bµ(z2)|Hδ ≤
cL
µ
|u1 − u2|H ≤ cL
µ
|z1 − z2|Hδ .
Definition 3.4. Let δ ∈ [0, 1]. A process zµ(t) = (uµ(t), vµ(t)), t ≥ 0, is a mild solution
of problem (3.1) in L2(Ω;C([0, T ];Hδ), if
uµ ∈ L2(Ω;C([0, T ];Hδ(O))), vµ = ∂u
µ
∂t
∈ L2(Ω;C([0, T ];Hδ−1(O))),
for any T > 0, and
zµ(t) = Sµ(t)(u0, v0) +
∫ t
0
Sµ(t− s)Bµ(zµ(s)) ds+
∫ t
0
Sµ(t− s) dwQµ(s).
Note that with these notations, the weak solution ηµ of problem (3.5) studied in Sub-
section 3.1 can be written as
ηµ(t) = Π1
∫ t
0
Sµ(t− s) dwQµ(s), t ≥ 0,
and hence, if zµ = (uµ, vµ) is a mild solution of problem (3.1), we have
uµ(t) = Π1Sµ(t)(u0, v0) + Π1
∫ t
0
Sµ(t− s)Bµ(uµ(s), vµ(s)) ds+ ηµ(t), t ≥ 0.
Due to the Lipschitz continuity of b, and hence of Bµ, it is possible to prove the following
well-posedness result for problem (3.1), for every µ > 0 fixed (for a proof see e.g. [19,
Theorem 5.3.1]).
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Proposition 3.5. Assume Hypotheses 1 and 2. Then for any µ > 0 and for any initial
data u0 ∈ Hθ(O) and v0 ∈ Hθ−1(O), there exists a unique mild solution zµ(t) to problem
(3.1). Moreover, for any T > 0 and p ≥ 1 there exists cp,µ(T ) > 0 such that
E sup
t∈ [0,T ]
|zµ(t)|pHθ ≤ cp,µ(T )
(
1 + |(u0, v0)|pHθ
)
. (3.11)
Once one has the well-posedness of equation (3.1), for every µ > 0, in order to prove
the validity of the Smoluchowski-Kramers approximation we have to show that the family
of probability measures {L(uµ)}µ∈ [0,1] is tight on C([0, T ];L2(O)), for any T > 0.
Proposition 3.6. [6, Proposition 4.3] Assume that u0 ∈ H1(O) and v0 ∈ L2(O). Then,
under Hypotheses 1 and 2 the family of probability measures {L(uµ)}µ∈ [0,1] is tight on the
space C([0, T ];H), for any T > 0.
This follows from Lemma 3.3. Once one has the tightness of the family {L(uµ)}µ∈ [0,1]
on C([0, T ];H), by the Prokhorov theorem for every sequence {L(uµn)}n∈N there exists a
subsequence {L(uµnk )}k∈N and a probability Q on C([0, T ];H) such that L(uµnk ) weakly
converges to Q.
The final step of our proof consists in identifying the probability Q with L(u) and
showing that in fact the family uµ converges to u in C([0, T ];H) in the sense of convergence
in probability.
To this purpose, the following integration by parts formula holds.
Lemma 3.7. [6, Lemma 4.4] Assume Hypotheses 1 and 2 and fix u0 ∈ Hθ(O) and v0 ∈
Hθ−1(O). Then for any µ > 0 and for any ϕ ∈ C2([0, T ]× O¯), such that ϕ ≡ 0 on ∂O, we
have∫
O
uµ(t, x)ϕ(t, x) dx =
∫
O
u0(x)ϕ(0, x) dx+
∫ t
0
∫
O
uµ(s, x)
[
∂ϕ
∂t
(s, x) + ∆ϕ(s, x)
]
ds dx
+
∫ t
0
∫
O
b(x, uµ(s, x))ϕ(s, x) ds dx+
∫ t
0
∫
O
ϕ(s, x)wQ(ds, dx) +Rµ(t),
(3.12)
where
Rµ(t) := µ
(
1− e− tµ
)∫
O
v0(x)ϕ(0, x) dx−
∫ t
0
e
− t−s
µ Mµ(s) ds
−
∫ t
0
e
− t−s
µ
[∫
O
(
u0(x)
∂ϕ
∂t
(0, x)− uµ(s, x)∂ϕ
∂t
(s, x) +
∫ s
0
uµ(r, x)
∂2ϕ
∂t2
(r, x) dr
)
dx
]
ds
−
∫ t
0
∫
O
e
− t−s
µ ϕ(s, x)wQ(ds, dx),
(3.13)
and
Mµ(t) :=
∫
O
(uµ(t, x)∆ϕ(t, x) + b(x, uµ(t, x))ϕ(t, x)) dx.
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Concerning the remainder term Rµ(t) defined in (3.13) we have the following limiting
result.
Lemma 3.8. Under the same hypotheses of Lemma 3.7 we have
lim
µ→0
E |Rµ(t)|2 = 0, t ≥ 0.
Due to the tightness in C([0, 1];H) of the sequence {L(uµ)}µ∈ [0,1], the Skorokhod the-
orem assures that for any two sequences {µn}n and {µm}m converging to zero there exist
subsequences {µn(k)}k∈N and {µm(k)}k∈N and a sequence of random elements
{ρk}k∈N :=
{
(uk1, u
k
2, wˆk
Q)
}
k∈N
,
in C := C([0, T ];H)2 × C([0, T ];D′(O)), defined on some probability space (Ωˆ, Fˆ , Pˆ), such
that the law of ρk coincides with the law of (u
µn(k) , uµm(k) , wQ), for each k ∈ N, and ρk
converges Pˆ-a.s. to some random element ρ := (u1, u2, wˆQ) ∈ C.
Now, if we show that u1 = u2, we have that there exists some u ∈ C([0, T ];H) such
that uµ converges to u in probability. Actually, as observed by Gyo¨ngy and Krylov in [32],
if E is any Polish space equipped with the Borel σ-algebra, a sequence {ρn} of E-valued
random variables converges in probability if and only if for every pair of subsequences {ρm}
and {ρl} there exists an E2-valued subsequence wk := (ρm(k), ρl(k)) converging weakly to a
random variable w supported on the diagonal {(h, k) ∈ E2 : h = k}.
Note that both uk1 and u
k
2 solve equation (3.1) with w
Q replaced by wˆk
Q. Then they
both verify formula (3.12), with Rk1 and R
k
2 obtained replacing u
µ respectively with uk1 and
uk2 and w
Q with wˆQk . According to Lemma 3.8 we have that both R
k
1 and R
k
2 converge to
zero in L2(Ωˆ), as mn(k) and µm(k) go to zero, and then, possibly for a subsequence, they
converge Pˆ-a.s. to zero. Due to formula (3.12) this implies∫
O
ui(t, x)ϕ(t, x) dx =
∫
O
u0(x)ϕ(0, x) dx+
∫ t
0
∫
O
ui(t, x)
[
∂ϕ
∂t
(s, x) + ∆ϕ(s, x)
]
ds dx
+
∫ t
0
∫
O
b(x, ui(s, x))ϕ(s, x) ds dx+
∫ t
0
∫
O
ϕ(s, x) wˆQ(ds, dx), i = 1, 2,
and then they coincide with the solution of the semi-linear heat equation perturbed by the
noise wˆQ, which is unique.
As we have recalled above, thanks to the Gyo¨ngy-Krylov remark in [32] this implies that
uµ converges in probability to some random variable u ∈ C([0, T ];H). But, by using again
formula (3.12) and Lemma 3.8 we have that u solves the heat equation (3.2).
We have just proved the main result of this section.
Theorem 3.9. Assume Hypotheses 1 and 2 and fix u0 ∈ H1(O) and v0 ∈ L2(O). Then,
if uµ is the solution of the stochastic semi-linear damped wave equation (3.1) and u is the
solution of the stochastic semi-linear heat equation (3.2), for any T > 0 and for any  > 0
we have
lim
µ→0
P
(|uµ − u|C([0,T ];H) > ) = 0.
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4 The approximation in the case of multiplicative noise
We are dealing here with the following damped semi-linear wave equation perturbed by
multiplicative noise in the interval [0, L]
µ
∂2u
∂t2
(t, x) +
∂u
∂t
(t, x) =
∂2u
∂x2
(t, x) + b(x, u(t, x)) + g(x, u(t, x))
∂w
∂t
(t, x), x ∈ [0, L],
u(0, x) = u0(x),
∂u
∂t
(0, x) = v0(x), u(t, 0) = u(t, L) = 0.
(4.1)
In the present section, we assume that w(t, x) is a cylindrical Wiener process, white in space
and time. The coefficients b and g are measurable from [0, L] × R with values in R and
g is Lipschitz-continuous in the second variable, uniformly with respect the first one. The
coefficient b is either assumed to be Lipschitz-continuous in the second variable, uniformly
with respect the first one, or satisfying some polynomial growth and dissipation conditions
in the spirit of the Klein-Gordon model (and in this second case g is assumed bounded).
As in the case of Lipschitz continuous b and additive noise in any space dimension,
considered in Section 3, we want to show that for any  > 0 and T > 0
lim
µ→0
P
(
sup
t∈ [0,T ]
|uµ(t)− u(t)|L2(0,L) > 
)
= 0,
where u(t) is the solution of the parabolic problem
∂u
∂t
(t, x) = ∆u(t, x) + b(x, u(t, x)) + g(x, u(t, x))
∂w
∂t
(t, x), x ∈ [0, L],
u(0, x) = u0(x), u(t, 0) = u(t, L) = 0.
(4.2)
4.1 The coefficients b and g
Concerning the coefficients b and g, as we already mentioned above,we shall consider two
different cases. Here is described the first one.
Hypothesis 3. 1. The mapping b : [0, L]×R→ R is measurable and there exists M > 0
such that
sup
x∈ [0,L]
|b(x, σ)− b(x, ρ)| ≤M |σ − ρ|,
for any σ, ρ ∈ R. Moreover, supx∈ [0,L] |b(x, 0)| =: b0 <∞.
2. The mapping g : [0, L]× R→ R is measurable and there exists M > 0 such that
sup
x∈ [0,L]
|g(x, σ)− g(x, ρ)| ≤M |σ − ρ|,
for any σ, ρ ∈ R. Moreover, supx∈ [0,L] |g(x, 0)| =: g0 <∞.
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In particular from the assumptions above we have that both b and g have linear growth
in the second variable, uniformly with respect to the first. Namely
sup
x∈ [0,L]
|b(x, σ)| ≤ c (1 + |σ|) , sup
x∈ [0,L]
|g(x, σ)| ≤ c (1 + |σ|) ,
for some constant c > 0.
As we are assuming that b(x, ·) is Lipschitz continuous, uniformly with respect to x ∈
[0, L], we have seen that the mapping Bµ defined in (3.9) is Lipschitz continuous from Hδ
into itself.
Now, for any µ > 0 and δ ∈ [0, 1], we define
[Gµ(u, v)h](x) :=
1
µ
(0, g(x, u(x)))h(x), x ∈ [0, L], (u, v) ∈ Hδ, h ∈ L∞(0, L).
Due to Hypothesis 3, the mapping Gµ(·)h : Hδ → Hδ is Lipschitz continuous, for any fixed
h ∈ L∞(0, L). Actually, as δ ∈ [0, 1], we have
|Gµ(z1)h−Gµ(z2)h|Hδ =
1
µ
|(g(u1)− g(u2))h|Hδ−1 ≤
c
µ
|(g(u1)− g(u2))h|H
≤ cM
µ
|u1 − u2|H |h|∞ ≤ cM
µ
|z1 − z2|Hδ |h|∞.
(4.3)
The second case that we shall consider is described below.
Hypothesis 4. 1. The mapping b : [0, L]× R→ R is measurable and b(x, ·) : R→ R is
of class C1, for almost all x ∈ [0, L]. Moreover,
(a) there exist λ ∈ (1, 3] and c1 > 0 such that for any σ ∈ [0, L]
sup
x∈ [0,L]
|b(x, σ)| ≤ c1
(
1 + |σ|λ
)
, sup
x∈ [0,L]
|∂σ b(x, σ)| ≤ c1
(
1 + |σ|λ−1
)
; (4.4)
(b) there exists c2 > 0 such that for any σ ∈ R
sup
x∈ [0,L]
∫ σ
0
b(x, ρ) dρ ≤ c2
(
1− |σ|λ+1
)
; (4.5)
(c) for any (x, σ) ∈ [0, L]× R
∂σ b(x, σ) ≤ 0. (4.6)
2. The mapping g : [0, L]× R→ R is measurable and there exists M > 0 such that
sup
x∈ [0,L]
|g(x, σ)− g(x, ρ)| ≤M |σ − ρ|,
for any σ, ρ ∈ R. Moreover,
sup
(x,σ)∈ [0,L]×R
|g(x, σ)| =: g0 <∞. (4.7)
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Remark 4.1. 1. A typical example of a function b fulfilling conditions (4.4), (4.5) and
(4.6) is
b(x, σ) = −α |σ|λ−1σ,
for any strictly positive constant α (the Klein-Gordon equation).
2. Here we are assuming the condition ∂σ b(x, σ) ≤ 0, for any (x, σ) ∈ [0, L]×R, just for
simplicity of notations. Actually we could also treat the case
sup
(x,σ)∈ [0,L]×R
∂σ b(x, σ) ≤ c,
for some constant c, by setting b(x, σ) = b1(x, σ) + b2(x, σ), where b1(x, σ) = b(x, σ)−
c σ fulfills conditions (4.4), (4.5) and (4.6), and b2(x, σ) = c σ is a Lipschitz perturba-
tion.
In this second case the mapping b(x, ·) : R → R is no more Lipschitz continuous and
does not necessarily have sublinear growth. From (4.6) we obtain
σb(x, σ) ≤
∫ σ
0
b(x, ρ) dρ, (x, σ) ∈ [0, L]× R,
and then according to (4.5) it follows
lim
|σ|→∞
σb(x, σ) = −∞, x ∈ [0, L]. (4.8)
Moreover, due to (4.5), for any (x, σ) ∈ [0, L]× R we have
|σ|λ+1 ≤ 1− 1
c2
∫ σ
0
b(x, ρ) dρ =: −β(x, σ). (4.9)
Now, by proceeding as in [42], where the particular case of the Klein-Gordon equation
is considered, we approximate b by means of Lipschitz continuous mappings, by setting for
any n ∈ N
bn(x, σ) :=

b(x, n) + (σ − n) ∂σ b(x, n), if σ ≥ n,
b(x, σ), if |σ| ≤ n,
b(x,−n) + (σ + n) ∂σ b(x,−n), if σ ≤ −n.
Clearly, bn(x, ·) : R → R is Lipschitz continuous, uniformly with respect to x ∈ [0, L], and
bn(x, σ) ≡ b(x, σ) on [0, L]× [−n, n], so that the mapping Bn,µ defined by
Bn,µ(u, v)(x) =
1
µ
(0, bn(x, u(x))), x ∈ [0, L], (u, v) ∈ Hδ,
is Lipschitz continuous from Hδ into itself, for any δ ∈ [0, 1], and for any (u, v) ∈ Hδ it
holds
|u|∞ ≤ n⇒ Bn,µ(u, v) = Bµ(u, v).
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Moreover, for any σ ∈ R
sup
x∈ [0,L]
|bn(x, σ)| ≤ c
(
1 + |σ|λ
)
, sup
x∈ [0,L]
|∂σ bn(x, σ)| ≤ c
(
1 + |σ|λ−1
)
,
for some constant c not depending on n.
Next, for any n ∈ N we set
βn(x, σ) :=
1
c 2
∫ σ
0
bn(x, ρ) dρ− 1.
Due to (4.6), (4.8) and (4.9) it is possible to show that there exists some n0 > 0 such that
for any n ≥ n0 and (x, σ) ∈ [0, L]× R
−βn(x, σ) ≥ nλ+1 > 0.
Now, since λ ≤ 3, it is possible to adapt the arguments used in [42, Lemma A1] for the
Klein-Gordon case and prove the following inequality.
Lemma 4.2. [7, Lemma 2.4] Assume that b fulfills Hypothesis 4-1. Then, there exists
n0 > 0 such that for any n ≥ n0, x ∈ [0, L] and σ, ρ ∈ R it holds
|∂σ bn(x, σ + ρ)|2 ≤ c
(
1− βn(x, σ) + |ρ|2(λ−1)
)
,
for some constant c not depending on n. In particular, as bn coincides with b on [0, L] ×
[−n, n], for any n > 0, an analogous inequality is fulfilled by b and β on [0, L]× R.
As far as the diffusion coefficient Gµ is concerned, due to (4.7) in this second case the
mapping Gµ(·)h : Hδ → Hδ is bounded, for any fixed h ∈ L∞(0, L).
4.2 Uniform bounds for the stochastic convolution
For any µ > 0 and T > 0 and for any z ∈ Lp(Ω;C([0, T ];Hδ)) we define
Γµ(z)(t) :=
∫ t
0
Sµ(t− s)Gµ(z(s)) dw(s), t ∈ [0, T ].
Our aim in this section is proving some a-priori estimates for Γµ(z), which are uniform
with respect to µ ∈ (0, 1]. These estimates represent the key point in the proof of the
tightness of the family of probability measures {L(uµ)}µ∈ (0,1] in C([0, T ];H) and, as a
consequence, of the Smoluchowski-Kramers approximation (see Section 3).
We first prove uniform bounds for Π1Γµ(z), as a function of t ∈ [0, T ] with values in
Hδ(0, L).
Proposition 4.3. [7, Proposition 3.1] Fix T > 0. Then for any p > 4, δ < 1/2− 2/p and
z ∈ Lp(Ω;Lp(0, T ;H)) we have
sup
µ>0
E |Π1Γµ(z)|pC([0,T ];Hδ(0,L)) ≤ cp(T )
(
1 + E
∫ T
0
|Π1z(t)|pH dt
)
.
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The estimates above for the Hδ(0, L)-norm of Π1Γµ(z), are obtained only for δ < 1/2.
This means that they do not provide any bound in the space of continuous functions. In
what follows we shall state some pointwise uniform bounds, both in the space and in the
time variables, which will lead us to uniform bounds in the space of Ho¨lder continuous
functions.
Lemma 4.4. [7, Lemma 3.2] Assume that g : [0, L]×R→ R is a measurable mapping such
that
sup
x∈ [0,L]
|g(x, σ)| ≤ c (1 + |σ|κ) , σ ∈ R,
for some κ ∈ [0, 1]. Then, for any  ∈ (0, 1/2κ), ρ ∈ (0, 1/2−κ(1/2−κ)) and p ≥ 1 there
exists a constant c = c(, ρ, p) such that
sup
µ>0
E |Π1 Γµ(z)(t, x)−Π1 Γµ(z)(s, y)|p
≤ c
(
1 + E |Π1z|pκC([0,T ];Hκ)
) (
|t− s| ρ2 + |x− y|ρ
)p
,
for any z ∈ Lp(Ω;C([0, T ];Hκ)), x, y ∈ [0, L] and t, s ∈ [0, T ].
As a consequence of the Garcia-Rademich-Rumsey theorem, from the previous lemma
we obtain the following result.
Proposition 4.5. [7, Proposition 3.2] Assume that g : [0, L] × R → R is a measurable
mapping such that
sup
x∈ [0,L]
|g(x, σ)| ≤ c (1 + |σ|κ), σ ∈ R,
for some κ ∈ [0, 1]. Then, for any µ > 0,  ∈ (0, 1/2κ), ρ ∈ (0, 1/4 − κ(1/2 − κ)/2),
p ≥ 1 and z ∈ Lp(Ω;C([0, T ];Hκ)), the process Π1 Γµ(z) has a version which is ρ-Ho¨lder
continuous with respect to (t, x) ∈ [0, T ]× [0, L]. Moreover,
sup
µ>0
E |Π1 Γµ(z)|pCρ([0,T ]×[0,L]) ≤ c
(
1 + E |Π1z|pκC([0,T ];Hκ)
)
,
for some constat c = c(, ρ, p).
Remark 4.6. In particular, if Hypothesis 3 is satisfied, then g has linear growth (κ = 1),
so that as a consequence of Proposition 4.5 for any  ∈ (0, 1/2), ρ < /2 and p ≥ 1 there
exists some constant c = c(, ρ, p) such that
sup
µ>0
E |Π1 Γµ(z)|pCρ([0,T ]×[0,L]) ≤ c
(
1 + E |Π1z|pC([0,T ];H)
)
,
for any z ∈ Lp(Ω;C([0, T ];H)).
Analogously, if Hypothesis 4 is verified, then g is bounded (κ = 0), so that for any
ρ < 1/4 and p ≥ 1 there exists some constant c = c(ρ, p) such that
sup
µ>0
E |Π1 Γµ(z)|pCρ([0,T ]×[0,L]) ≤ c, (4.10)
for any z ∈ Lp(Ω;C([0, T ];H0)).
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4.3 The convergence result
If we set z := (u, ∂u/∂t) equation (4.1) can be written in the following abstract form
dz(t) = [Aµz(t) +Bµ(z(t))] dt+Gµ(z(t)) dw(t), z(0) = z0 = (u0, v0). (4.11)
As in Definition 3.4, a process zµ = (uµ, vµ) ∈ Lp(Ω;C([0, T ];Hδ)) is a mild solution of
(4.11), if
uµ ∈ Lp(Ω;C([0, T ];Hδ(0, L))), vµ ∈ Lp(Ω;C([0, T ];Hδ−1(0, L))),
and
zµ(t) = Sµ(t)(u0, v0) +
∫ t
0
Sµ(t− s)Bµ(zµ(s)) ds+
∫ t
0
Sµ(t− s)Gµ(zµ(s)) dw(s).
The existence and uniqueness of a mild solution of equation (4.11) for any fixed µ > 0 is
a well known fact in the literature, both under Hypothesis 3 (see [3]) and under Hypothesis
4 (see [42] in the more delicate case of space dimension d = 2, under more restrictive
conditions on the noise and on the initial data u0 and v0, due to the higher dimension).
Namely, we have
Theorem 4.7. [7, Theorem 4.2] Fix µ > 0 and δ ∈ [0, 1/2) and assume Hypothesis 1.
Then, both under Hypothesis 3 and under Hypothesis 4, for any T > 0 and p ≥ 1 and for
any initial datum z0 = (u0, v0) ∈ H1 there exists a unique mild solution zµ to problem
(4.11) in Lp(Ω;C([0, T ];Hδ)).
The proof of the theorem above is obtained by considering an analogous of equation
(4.1), obtained by replacing the coefficient b with the truncated coefficients bn. Uniform
estimates are obtained for the solutions of the approximating problem and a global solution
is obtained by introducing stopping times.The uniform bounds are obtained by using a
splitting method and the uniform bounds for the stochastic convolution given in Proposition
4.5.
Remark 4.8. 1. By looking at the proof of the previous theorem, one sees that, in the
case of Lipschitz continuous b, in order to have solutions in Lp(Ω;C([0, T ];Hδ)) it is
not necessary to take the initial data z0 = (u0, v0) in H1, but it is sufficient to take
them in Hδ.
2. From the proof we see that the solution is also unique in Lp(Ω;Lp(0, T ;Hδ)).
Now, the key point in the proof of our convergence result is showing that the family of
probabilities {L(uµ)}µ∈ (0,1] is tight in C([0, T ];H).
Proposition 4.9. [7, Proposition 4.4] Let z0 ∈ H1 and assume that Hypothesis 1 holds.
Moreover, assume that 3 or Hypothesis 4 hold. Then the family of probability measures
{L(uµ)}µ∈ (0,1] is tight in C([0, T ];H).
The proposition above is obtained by considering separately the case b is Lipschitz and
b is locally Lipschitz.
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Remark 4.10. In the proof of Proposition 4.9 it is shown that if b is Lipschitz continuous,
then
sup
µ∈ (0,1]
E sup
s∈ [0,T ]
|uµ(s)|p
Hδ
≤ cp(T )
(
1 + |v0|pHδ−1 + |u0|
p
Hδ
)
.
This implies that the family {uµ}µ∈ (0,1] is bounded in Lp(Ω;C([0, T ];Hδ)), for any p ≥ 1 and
δ < 1/2. In the case that b is not Lipschitz continuous we cannot prove that. Nevertheless,
from the proof of the proposition above we have that for any θ < 1/4 the family {uµ}µ∈ (0,1]
is uniformly integrable in C([0, T ];Cθ([0, L])), that is
lim
R→∞
sup
µ∈ (0,1]
P
(
sup
t∈ [0,T ]
|uµ(t)|Cθ([0,L]) > R
)
= 0. (4.12)
Actually, if we denote by fT the inverse of the function x 7→ c(1 + x2λ) exp(cx2T ), by
following the proof of the second step in the proposition above we have
P
(
sup
t∈ [0,T ]
|uµ(t)|Cθ([0,L]) > R
)
≤ P
(
sup
t∈ [0,T ]
|Π1Γµ(zµ)(t)|C([0,L]) > fT (R/2)
)
+P
(
sup
t∈ [0,T ]
|Π1Γµ(zµ)(t)|Cθ([0,L]) > R/2
)
≤
(
1
fT (R/2)
+
2
R
)
E sup
t∈ [0,T ]
|Π1Γµ(zµ)(t)|Cθ([0,L]).
Hence, as fT (R) diverges to +∞ as R→∞, due to (4.10) we obtain (4.12).
Now, as in the case of additive noise, it is possible to prove the following integration by
parts formula. For any ϕ ∈ C2([0, T ]× [0, L]), such that ϕ(t, 0) = ϕ(t, L) = 0,∫ L
0
uµ(t, x)ϕ(t, x) dx =
∫ L
0
u0(x)ϕ(0, x) dx+
∫ t
0
∫ L
0
uµ(s, x)
[
∂ϕ
∂t
(s, x) + ∆ϕ(s, x)
]
ds dx
+
∫ t
0
∫ L
0
b(x, uµ(s, x))ϕ(s, x) ds dx+
∫ t
0
∫ L
0
ϕ(s, x)g(x, uµ(s, x))w(ds, dx) +Rµ(t),
(4.13)
where
Rµ(t) := µ
(
1− e− tµ
)∫ L
0
v0(x)ϕ(0, x) dx−
∫ t
0
e
− t−s
µ Mµ(s) ds
−
∫ t
0
e
− t−s
µ
[∫ L
0
(
u0(x)
∂ϕ
∂t
(0, x)− uµ(s, x)∂ϕ
∂t
(s, x) +
∫ s
0
uµ(r, x)
∂2ϕ
∂t2
(r, x) dr
)
dx
]
ds
−
∫ t
0
∫ L
0
e
− t−s
µ ϕ(s, x)g(x, uµ(s, x))w(ds, dx),
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and
Mµ(t) :=
∫ L
0
(uµ(t, x)∆ϕ(t, x) + b(x, uµ(t, x))ϕ(t, x)) dx.
Then, also in this case, we have to show that the remainder term Rµ(t) converges to
zero, as the parameter µ goes to zero. In the proof of Lemma 3.8, b was Lipschitz continuous
and the noise was additive, so that we could prove the mean-square convergence of Rµ(t)
to zero, for any fixed t ≥ 0. Here, in the case of non-Lipschitz b, it is only possible to
prove convergence in probability, but, as we will show later on, this is sufficient in order to
establish the validity of the Smoluchowski-Kramers approximation.
Lemma 4.11. [7, Lemma 4.7] Assume Hypothesis 1. Then, under either Hypothesis 3 or
Hypothesis 4, for any  > 0
lim
µ→0
P ( |Rµ(t)| > ) = 0.
Remark 4.12. In fact, under Hypothesis 3 we have for any fixed t > 0 mean-square
convergence of Rµ(t) to zero, as µ→ 0.
As in Theorem 3.9, the tightness of the family of measures {L(uµ)}µ∈ (0,1] in C([0, T ];H),
together with the integration by parts formula (4.13) and the limit of Lemma 4.11, imply
the following result.
Theorem 4.13. [7, Theorem 4.9] For any µ > 0, let uµ = Π1z
µ, where zµ is the mild
solution of equation (4.11). Then, under either Hypothesis 3 or Hypothesis 4, for any
z0 = (u0, v0) ∈ H1, T > 0 and  > 0 we have
lim
µ→0
P
( |uµ − u|C([0,T ];H) > ) = 0,
where u is the solution of the semi-linear stochastic heat equation (4.2).
5 The Smoluchowski-Kramers approximation in presence of
a magnetic field
We consider here the following two dimensional system of stochastic PDEs

µ
∂2uµ
∂t2
(t, x) = ∆uµ(t, x) +B(uµ(·, t), t) + ~m× ∂uµ
∂t
(t, x) +G(uµ(·, t), t) ∂w
Q
∂t
(t, x),
uµ(0, x) = u0(x),
∂uµ
∂t
(0, x) = v0(x), x ∈ O, uµ(t, x) = 0, x ∈ ∂O,
(5.1)
where O is a bounded regular domain in Rd, with d ≥ 1, B and G are suitable nonlinearities,
~m = (0, 0,m) is a constant vector and wQ(t, x) is a cylindrical Wiener process, white in
time and colored in space, in the case of space dimension d > 1.
By Newton’s law, the vector field uµ : [0,+∞)×O → R2 models the displacement of a
continuum of electrically charged particles with constant mass density µ > 0 in the region
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O ⊂ Rd, in the presence of a noisy perturbation and a constant magnetic field ~m = (0, 0,m),
which is orthogonal to the plane where the motion occurs (in what follows we shall assume
just for simplicity of notations m = 1). For example, if d = 1 and O = [0, 1], this could
model the displacement of a charged one-dimensional string, with fixed endpoints, that
can move through two other spacial dimensions, where the Laplacian ∆ models the forces
neighboring particles exert on each other, the uniform magnetic field points in the direction
of O, B is some nonlinear forcing, and ∂wQ/∂t is a Gaussian random forcing field, whose
intensity G may depend on the state uµ.
In Section 3 and Section 4, we have studied the validity of the so-called Smoluchowski-
Kramers approximation, in the case the magnetic field is replaced by a constant friction.
Namely, it has been shown that, as µ tends to 0, the solutions of the second order system
converge to the solution of the first order system which is obtained simply by taking µ = 0.
One might hope that a similar result would be true in the case treated in the present
section. Namely, one would expect that for any T > 0, δ > 0,
lim
µ→0
P
(
sup
t∈ [0,T ]
|uµ(t)− u(t)|L2(O;R2) > δ
)
= 0,
where u(t) is the solution of the following system of stochastic PDEs
∂u
∂t
(t, x) = J−10
[
∆u(t, x) +B(u(·, t), t) +G(u(·, t), t)∂w
Q
∂t
(t, x)
]
u(t, x) = 0, x ∈ ∂O, u(0, x) = u0(x), x ∈ O,
(5.2)
where
J−10 = − J0 =
(
0 −1
1 0
)
.
Unfortunately, as shown in [9] such a limit is not valid, even for finite dimensional
analogues of this problem. Actually, one can prove that if the stochastic term in (5.1) is
replaced by a continuous function, then uµ would converge uniformly in [0, T ] to the solution
of (5.2). But if we have the white noise term, this is not true anymore. An explanation of
this lies in the fact that, while for any continuous function ϕ(s) it holds
lim
µ→0
∫ t
0
sin(s/µ)ϕ(s) ds = 0,
if we consider a stochastic integral and replace ϕ(s)ds with dB(s), we have
lim
µ→0
∫ t
0
sin(s/µ) dB(s) 6= 0,
since
Var
(∫ t
0
sin(s/µ) dB(s)
)
=
∫ t
0
sin2(s/µ) ds→ t
2
, as µ ↓ 0.
Nevertheless, the problem under consideration can be regularized in such a way that
a counterpart of the Smoluchowski-Kramers approximation is still valid. To this purpose,
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there are various ways to regularize the problem. One possible way consists in regularizing
the noise (to this purpose, see [9] and [38] for the analysis of finite dimensional systems,
both in the case of constant and in the case of state dependent magnetic field). Another
possible way, which is the one we are using here, consists in introducing a small friction
proportional to the velocity in equation (5.1) and considering the regularized problem
µ
∂2uµ
∂t2
(t) = ∆uµ(t) +B(u

µ(·, t), t) + ~m×
∂uµ
∂t
(t)−  ∂u

µ
∂t
(t) +G(uµ(·, t), t)
∂wQ
∂t
(t),
uµ(0) = u0,
∂uµ
∂t
(0) = v0, u

µ(t, x) = 0, x ∈ ∂O,
(5.3)
which now depends on two small positive parameters  and µ. Our purpose here is showing
that, for any fixed  > 0, we can take the limit as µ goes to 0. Namely, we want to prove
that for any T > 0 and p ≥ 1
lim
µ→0
E sup
t∈ [0,T ]
|uµ(t)− u(t)|pL2(O;R2) = 0,
where u(t) is the unique mild solution of the problem
∂u
∂t
(t, x) = (J0 +  I)
−1
[
∆u(t, x) +B(u(·, t), t) +G(u(·, t), t)∂w
Q
∂t
(t, x)
]
,
u(t, x) = 0, x ∈ ∂O, u(0, x) = u0(x), x ∈ O,
which is precisely what we get from (5.3) when we formally set µ = 0.
5.1 Assumptions and notations
In the present section, unlike in the rest of the paper, we shall denote by H the Hilbert
space L2(O,R2), endowed with the scalar product
〈(h1, k1), (h2, k2)〉H =
∫
O
h1(x)h2(x) dx+
∫
O
k1(x)k2(x) dx,
and the corresponding norm | · |H .
Now, if ∆ denotes the realization of the Laplace operator in L2(O), endowed with
Dirichlet boundary conditions, there exists an orthonormal basis {eˆk} for L2(O) and a
positive sequence {αˆk} such that ∆eˆk = −αˆkeˆk, with 0 < αˆ1 ≤ αˆk ≤ αˆk+1. Thus, if we
define for any k ∈ N,
e2k−1 = (eˆk, 0), α2k = αˆk,
e2k = (0, eˆk), α2k+1 = αˆk,
we have that {ek}∞k=1 is a complete orthonormal basis of H. Moreover, if we define
D(A) = D(∆)×D(∆), A(h, k) = (∆h,∆k), (h, k) ∈ D(A),
we have that
Aek = −αkek, k ∈ N.
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Next, in the same way as in section 3 and 4, for any δ ∈ R, we define Hδ to be the
completion of C∞0 (O;R2) with respect to the norm
|u|2Hδ =
∞∑
k=1
αδk 〈u, ek〉2H .
Moreover, we define Hδ := Hδ × Hδ−1, and in the case δ = 0 we simply set H := H0.
Finally, for any (h, k) ∈ Hδ, we denote
Π1(h, k) = h, Π2(h, k) = k.
The cylindrical Wiener process wQ(t, x) is defined as the formal sum
wQ(t, x) =
∞∑
k=1
Qek(x)βk(t),
where Q = (Q1, Q2) ∈ L(H), {βk}k∈N is a sequence of identical, independently dis-
tributed one-dimensional, Brownian motions defined on some probability space (Ω,F ,P)
and {ek}k∈N is the orthonormal basis of H introduced above.
Concerning the non-linearity B we assume the following conditions
Hypothesis 5. The mapping B : H × [0,+∞) → H is measurable. Moreover, for any
T > 0 there exists κB(T ) > 0 such that
|B(u1, t)−B(u2, t)|H ≤ κB(T )|u1 − u2|H , u1, u2 ∈ H, t ∈ [0, T ],
and
sup
t∈ [0,T ]
|B(0, t)|H ≤ κB(T ).
In the case there exists some measurable b : R × O × [0,+∞) → R such that for any
h ∈ H and t ≥ 0
B(h, t)(x) = b(h(x), x, t), x ∈ O,
then Hypothesis 5 is satisfied if b(·, x, t) : R → R is Lipschitz continuous and has linear
growth, uniformly with respect to x ∈ O and t ∈ [0, T ], for any T > 0.
Concerning the diffusion coefficient G, we assume the following
Hypothesis 6. The mapping G : H × [0,+∞)→ L(L∞(O);H) is measurable and for any
T > 0 there exists κG(T ) > 0 such that
|[G(h1, t)−G(h2, t)] z|H ≤ κG(T )|h1 − h2|H |z|∞, h1, h2 ∈ H, z ∈ L∞(O), t ∈ [0, T ],
and
sup
t∈ [0,T ]
|G(0, t)z|H ≤ κG(T )|z|∞, z ∈ L∞(O), t ∈ [0, T ].
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In particular, this implies that for any h1, h2, , z ∈ H
|[G?(h1, t)−G?(h2, t)]z|(L∞(O))′ ≤ κG(T )|h1 − h2|H |z|H , t ∈ [0, T ].
If for any h ∈ L2(O) and z ∈ L∞(O) we define
[G(h, t)z](x) = g(h(x), x, t)z(x), x ∈ O,
for some measurable g : R2 ×O × [0,+∞]→ L(R2), then Hypothesis 6 is satisfied if
sup
x∈O
sup
t∈[0,T ]
|g(h1, x, t)− g(h2, x, t)|L(R2) ≤ κT |h1 − h2|R2
and it has linear growth
sup
x∈O
sup
t∈[0,T ]
|g(h, x, t)|L(R2) ≤ κT (1 + |h|R2).
Actually, in this case
|(G(h1, t)−G(h2, t))y|2H =
∫
O
|(g(h1(x), x, t)− g(h2(x), x, t))y(x)|2R2dx
≤ κT
∫
O
|h1(x)− h2(x)|2R2 |y(x)|2R2dx ≤ |h1 − h2|2H |y|2∞,
and by the same reasoning
|G(h, t)y|H ≤ κT (1 + |h|H)|y|∞.
Now, for any µ > 0 and δ ∈ R, as in Section 2we define on Hδ the unbounded linear
operator
Aµ(u, v) =
1
µ
(µv,Au− J0v), (u, v) ∈ D(Aµ) = Hδ+1,
where J0 is the skew symmetric 2× 2 matrix
J0 =
(
0 1
−1 0
)
.
It can be proven that Aµ is the generator of a strongly continuous group of bounded linear
operators {Sµ(t)}t≥0 on each Hδ (for a proof see [48, Section 7.4]).
Moreover, for any µ > 0 we define
Bµ : H× [0,+∞)→ H, (z, t) ∈ H × [0,+∞) 7→ 1
µ
(0, B(Π1z, t)),
and
Gµ : H× [0,+∞)→ L(L∞(O),H), (z, t) ∈ H × [0,+∞) 7→ 1
µ
(0, G(Π1z, t)).
With these notations, if we set
zµ(t) =
(
uµ(t),
∂uµ
∂t
(t)
)
,
system (5.1) can be rewritten as the following stochastic equation in the Hilbert space H
dzµ(t) = [Aµzµ(t) +Bµ(zµ(t), t)] dt+Gµ(zµ(t), t)dw
Q(t), zµ(0) = (u0, v0).
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5.2 The approximating semigroup
For any µ,  > 0 and δ ∈ R, we define
Aµ(u, v) =
1
µ
(µ v,Au− Jv), (u, v) ∈ D(Aµ) = Hδ+1,
where
J = J0 + I =
(
 1
−1 
)
,  > 0.
As we have seen for Aµ, it is possible to prove that for any µ,  > 0 the operator A

µ generates
a strongly continuous group of bounded linear operators Sµ(t), t ≥ 0, on Hδ.
Lemma 5.1. [11, Lemma 3.1] For any (u, v) ∈ Hθ, with θ ∈ R, and for any µ,  > 0 let
us define
uµ(t) := Π1S

µ(t)(u, v), v

µ(t) := Π2S

µ(t)(u, v).
Then
µ
∣∣vµ(t)∣∣2Hθ−1 + |uµ(t)|2Hθ + 2∫ t
0
|vµ(s)|2Hθ−1 ds = µ|v|2Hθ−1 + |u|Hθ , (5.4)
and
µ|uµ(t)|2Hθ +
∣∣µvµ(t) + Juµ(t)∣∣2Hθ−1 + 2∫ t
0
|uµ(s)|2Hθ ds = µ|u|2Hθ + |µv + Ju|2Hθ−1 .
Notice that in particular this implies that for any µ,  > 0 there exists cµ, > 0 such that
for any (u, v) ∈ Hθ ∫ ∞
0
|Sµ(t)(u, v)|2Hθ dt ≤
cµ,
2
|(u, v)|2Hθ .
As a consequence of the Datko theorem, this allows to conclude that there exist Mµ,, and
ωµ, > 0 such that
‖Sµ(t)‖L(Hθ) ≤Mµ, e−ωµ,t, t ≥ 0.
Lemma 5.2. [11, Lemma 3.2] For any µ,  > 0, and for any θ ∈ R and γ ∈ [0, 1] it holds∣∣Π1Sµ(t)(0, v)∣∣Hθ ≤ 2γµ 1+γ2 |v|Hθ+γ−1 , t ≥ 0, v ∈ Hθ+γ−1.
Now, analogously as in Sections 3 and 4 for any µ > 0 we define the bounded linear
operator
Qµ : H → H, u ∈ H 7→ 1
µ
(0, Qu) ∈ H.
Lemma 5.3. [11, Lemma 3.3] Assume that there exists a non-negative sequence {λk}k∈N
such that
Qek = λkek, k ∈ N.
Then, for any 0 < δ < 1 and  > 0 there exists a constant c = c(, δ) > 0 such that for any
k ∈ N and θ > 0
sup
µ>0
∫ ∞
0
s−δ
∣∣Π1Sµ(s)Qµek∣∣2H ds ≤ c λ2kα1−δk ,
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and
sup
µ>0
µ1+δ
∫ ∞
0
s−δ
∣∣Π2Sµ(s)Qµek∣∣2Hθ−1 ds ≤ c λ2kα1−θk .
Now, for any  > 0 we define
A := J
−1
 A =
1
1 + 2
(
 −1
1 
)
∆,
and we denote by T(t), t ≥ 0, the strongly continuous semigroup generated by A in Hθ,
for any θ ∈ R. Moreover, we denote
Q = J
−1
 Q.
Lemma 5.4. [11, Lemma 3.4] We have
‖T(t)‖L(Hθ) ≤ e−
α1
1+2
t
, t ≥ 0.
Moreover, if there exists a non-negative sequence {λk}k∈N such that
Qek = λkek, k ∈ N,
then, for any 0 < δ < 1 and  > 0 there exists a constant c = c(δ, ) such that for any k ∈ N∫ ∞
0
s−δ |T(s)Qek|2H ds ≤ c
λ2k
α1−δk
. (5.5)
Finally, for any k ∈ N ∫ T
0
s−δ |T(s)Qek|2H ds ≤
1
1− δ T
1−δ λ2k.
In view of the previous estimates for Sµ(t) and T(t), the following convergence result
holds.
Theorem 5.5. [11, Theorem 3.5] For any  > 0, 0 < t0 < T , and n ∈ N,
lim
µ→0
sup
t≤T
sup
|u|H≤1
∣∣Π1Sµ(t)(Pnu, 0)− T(t)Pnu∣∣H = 0,
and
lim
µ→0
sup
0<t0≤t≤T
sup
|v|H≤1
∣∣∣∣ 1µΠ1Sµ(t)(0, Pnv)− T(t)J−1 Pnv
∣∣∣∣
H
= 0,
where Pn is the projection of H onto the n-dimensional subspace Hn := span{e1, . . . , e2n}.
The two limits above imply that for any  > 0 and T > 0 and for any (u, v) ∈ H,
lim
µ→0
sup
t≤T
|Π1Sµ(t)(u, v)− T(t)u|H = 0, (5.6)
and, for any v ∈ H and 0 < t0 ≤ T ,
lim
µ→0
sup
t0≤t≤T
∣∣∣∣ 1µΠ1Sµ(t) (0, v)− T(t)J−1 v
∣∣∣∣
H
= 0. (5.7)
Moreover, for any  > 0, T > 0 and p ≥ 1 and for any ψ ∈ Lp(Ω;Lp([0, T ];H)),
lim
µ→0
E sup
t∈ [0,T ]
∣∣∣∣ 1µ
∫ t
0
Π1S

µ(t− s)(0, ψ(s))ds−
∫ t
0
T(t− s)J−1 ψ(s)ds
∣∣∣∣p
H
= 0. (5.8)
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5.3 Approximation by small friction for additive noise
We assume here that the noisy perturbation in system (5.1) is of additive type, that is
G(u, t) = I, for any u ∈ H and t ≥ 0. Moreover, we assume that the covariance operator
Q satisfies the following condition.
Hypothesis 7. There exists a non-negative sequence {λk}k∈N such that Qek = λkek, for
any k ∈ N. Moreover, there exists δ > 0 such that
∞∑
k=1
λ2k
α1−δk
<∞.
With the notations we have introduced above and 3, if we denote
zµ(t) = (u

µ(t),
∂uµ
∂t
(t)), t ≥ 0,
the regularized system (5.3) can be rewritten as the abstract evolution equation
dzµ(t) =
[
Aµz

µ(t) +Bµ(z

µ(t), t)
]
dt+Qµdw(t), z

µ(0) = (u, v) (5.9)
in the Hilbert space H.
Our purpose here is to show that for any fixed  > 0 the process uµ(t) converges to the
solution u(t) of the following system of stochastic PDEs
∂u
∂t
(t) = J−1 ∆u(t) +B(u(t), t) +
∂wQ
∂t
(t)
u(0) = u0, u(t, x) = 0, x ∈ ∂O,
(5.10)
where for any  > 0 we have defined Q = J
−1
 Q and
B(u, t) = J
−1
 B(u, t), u ∈ H, t ≥ 0.
Notice that with these notations, system (5.10) can be rewritten as the abstract evolution
equation
du(t) = [Au(t) +B(u(t), t)] dt+Qdw(t), u(0) = u0, (5.11)
in the Hilbert space H.
According to Lemma 5.3, due to Hypothesis 7 for any t ≥ 0 we have∫ t
0
s−δ
∞∑
k=1
|Sµ(t− s)Qµek|2H ds ≤ c
(
1 + µ−(1+δ)
) ∞∑
k=1
λ2k
α1−δk
.
This implies that the stochastic convolution
Γµ(t) :=
∫ t
0
Sµ(s)Qµ dw(s), t ≥ 0,
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takes values in Lp(Ω;C([0, T ];H)), for any T > 0 and p ≥ 1 (for a proof see [18]). Therefore,
as the mapping Bµ(·, t) : H → H is Lipschitz-continuous, uniformly with respect to t ∈
[0, T ], we have that there exists a unique process zµ ∈ Lp(Ω;C([0, T ];H)) which solves
equation (5.9) in the mild sense, that is
zµ(t) = S

µ(t)(u0, v0) +
∫ t
0
Sµ(t− s)Bµ(zµ(s), s) ds+ Γµ(t).
In the same way, due to (5.5) we have that the stochastic convolution
Γ(t) :=
∫ t
0
T(s)Q dw(s), t ≥ 0,
takes values in Lp(Ω;C([0, T ];H)), for any T > 0 and p ≥ 1, so that, as the mapping
B(·, t) : H → H is Lipschitz-continuous, uniformly with respect to t ∈ [0, T ], we can
conclude that there exists a unique process u ∈ Lp(Ω;C([0, T ];H)) solving equation (5.11)
in mild sense, that is
u(t) = T(t)u0 +
∫ t
0
T(t− s)B(u(s), s)ds+ Γ(t).
Theorem 5.6. [11, Theorem 4.1] Under Hypotheses 5 and 7, for any  > 0, T > 0 and
p ≥ 1 and for any initial conditions z0 = (u0, v0) ∈ H, we have
lim
µ→0
E sup
t≤T
∣∣uµ(t)− u(t)∣∣pH = 0.
5.4 Approximation by small friction for multiplicative noise
In this section we assume that the space dimension d = 1 and O is a bounded interval,
the diffusion coefficient G satisfies Hypothesis 6 and the covariance operator Q satisfies the
following condition.
Hypothesis 8. There exists a bounded non-negative sequence {λk}k∈N such that
Qek = λkek, k ∈ N.
We begin by studying the stochastic convolutions
Γµ(z)(t) :=
∫ t
0
Sµ(t− s)Gµ(z(s), s)dwQ(s), z ∈ Lp(Ω, C([0, T ];H)),
and
Γ(u)(t) =
∫ t
0
T(t− s)G(u(s), s)dwQ(s), u ∈ Lp(Ω, C([0, T ];H)).
With the notations introduced above, the regularized system (5.3) can be rewritten as
dzµ(t) =
[
Aµz

µ(t) +Bµ(z

µ(t), t)
]
dt+Gµ(z

µ(t), t) dw
Q(t), zµ(0) = (u0, v0), (5.12)
and the limiting problem (5.10) can be rewritten as
du(t) = [Au(t) +B(u(t), t)] dt+G(u(t), t) dw
Q(t), u(0) = u0, (5.13)
where
G(u, t) = J
−1
 G(u, t).
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Lemma 5.7. [11, Lemma 5.1] Under Hypotheses 6 and 8, for any µ,  > 0, T ≥ 0 and
p > 4 we have
z ∈ Lp(Ω;C([0, T ];H)) =⇒ Γµ(z) ∈ Lp(Ω;C([0, T ];H)).
Moreover, there exists a constant c := c(, µ, p, T ) such that
E|Γµ(z1)− Γµ(z2)|pC([0,T ];H) ≤ cp
∫ T
0
E|Π1z1 −Π1z2|pC([0,σ];H) dσ.
Remark 5.8. We can show that the first component Π1Γ

µ satisfies
sup
µ>0
E|Π1Γµ(z1)−Π1Γµ(z2)|pC([0,T ];H) ≤ cp
∫ T
0
E|Π1z1 −Π1z2|pC([0,σ];H) dσ, (5.14)
for a constant c = c(, p, T ) > 0 that is independent of µ.
Lemma 5.7 states that the mapping
z ∈ Lp(Ω;C([0, T ];H)) 7→ Γµ(z) ∈ Lp(Ω;C([0, T ];H)),
is Lipschitz continuous. Therefore, as the mapping Bµ(·, t) : H → H, is Lipschitz contin-
uous, uniformly for t ∈ [0, T ], we have that for any initial condition z0 = (u0, v0) ∈ H,
system (5.12) admits a unique adapted mild solution zµ ∈ Lp(Ω;C([0, T ];H)).
In the same way, we have the following result for the stochastic convolution associated
with the parabolic problem.
Lemma 5.9. [11, Lemma 5.3] Under Hypotheses 6 and 8, for any , T ≥ 0 and any p > 4
u ∈ Lp(Ω;C([0, T ];H) =⇒ Γ(u) ∈ Lp(Ω;C([0, T ];H)).
Moreover, there exists a constant c := c(, p, T ) such that for any u, v ∈ Lp(Ω;C([0, T ];H))
E |Γ(u)− Γ(v)|pC([0,T ];H) ≤ c
∫ T
0
E|u− v|pC([0,σ];H) dσ. (5.15)
If we assume that
∞∑
k=1
λ2k <∞,
then the constant c in (5.15) is independent of  > 0.
As a consequence of this lemma, since the mapping B(·, t) : H → H is Lipschitz
continuous, uniformly for t ∈ [0, T ], we have that for any initial condition u0 ∈ H, system
(5.12) admits a unique adapted mild solution u ∈ Lp(Ω;C([0, T ];H)).
Theorem 5.10. [11, Theorem 5.4] For any fixed  > 0, T > 0 and p ≥ 1,
lim
µ→0
E
∣∣Π1Γµ((u, 0))− Γ(u)∣∣pC([0,T ];H) = 0.
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This follows from a stochastic factorization argument, and limits (5.6), (5.7) and (5.8),
combined with arguments analogous to those used in the proof of Lemma 5.7 (see [11,
Lemma 5.1]).
Theorem 5.11. Let zµ = (u

µ, v

µ) and u be the mild solutions of problems (5.12) and
(5.13), with initial conditions z0 ∈ H and u0 = Π1z0 ∈ H, respectively. Then, under
Hypotheses 2, 3 and 11, for any T > 0,  > 0 and p ≥ 1 we have
lim
µ→0
E|uµ − u|pC([0,T ];H) = 0.
Actually, we have
uµ(t) = Π1S

µ(t)(u0, v0) + Π1
∫ t
0
Sµ(t− s)Bµ(zµ(s), s)ds+ Π1Γµ(zµ)(t),
and
u(t) = T(t)u0 +
∫ t
0
T(t− s)B(u(s), s) + Γ(u)(t).
Then ∣∣uµ(t)− u(t)∣∣H ≤ ∣∣Π1Sµ(t)(u0, v0)− T(t)u0∣∣H
+
∣∣∣∣∫ t
0
Π1S

µ(t− s)[Bµ(zµ(s), s)−Bµ((u(s), 0), s)]ds
∣∣∣∣
H
+
∣∣∣∣ 1µ
∫ t
0
Π1S

µ(t− s)(0, B(u(s), s))ds−
∫ t
0
T(t− s)J−1 B(u(s), s)ds
∣∣∣∣
H
+
∣∣Π1 [Γµ(zµ)(t)− Γµ((u(t), 0))]∣∣H + ∣∣Π1Γµ(u(t), 0)− Γ(u)(t)∣∣H .
By Lemma 5.2, and Hypothesis 5, there is a constant independent of µ and of 0 < s < t,
such that ∣∣Π1Sµ(t− s)[Bµ(zµ(s), s)−Bµ((u(s), 0), s)]∣∣H ≤ c |uµ(s)− u(s)|H ,
so that for any p ≥ 2∣∣∣∣∫ t
0
Π1S

µ(t− s)[Bµ(zµ(s), s)−Bµ((u(s), 0), s)]ds
∣∣∣∣p
H
≤ cp tp−1
∫ t
0
|uµ − u|pC([0,s];H)ds.
Thanks to (5.14), this implies
E
∣∣uµ − u∣∣pC([0,t];H) ≤ cp T p−1 ∫ t
0
E
∣∣uµ − u∣∣pC([0,s];H) ds
+cp sup
s≤t
∣∣Π1Sµ(s)(u0, v0)− T(t)u0∣∣pH + cpE ∣∣Π1Γµ((u, 0))− Γ(u)∣∣pC([0,t];H)
+cp E sup
s≤t
∣∣∣∣ 1µ
∫ s
0
Π1S

µ(s− r)(0, B(u(r), r))dr −
∫ s
0
T(s− r)B(u(r), r)dr
∣∣∣∣p
H
,
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and the Gro¨nwall’s inequality yields
E
∣∣uµ − u∣∣pC([0,T ];H)
≤ cp(T )
(
sup
s≤T
∣∣Π1Sµ(s)(u0, v0)− T(t)u0∣∣pH + E ∣∣Π1Γµ((u, 0))− Γ(u)∣∣pC([0,T ];H)
)
+cp(T )E sup
s≤T
∣∣∣∣ 1µ
∫ s
0
Π1S

µ(s− r)(0, B(u(r), r))dr −
∫ s
0
T(s− r)B(u(r), r)dr
∣∣∣∣p
H
.
Finally, the result follows because of (5.6), (5.8), and Theorem 5.10.
5.5 The convergence for  ↓ 0
In the previous sections, we have shown that under suitable conditions on the coefficients
and the noise, for any fixed  > 0, T > 0 and p ≥ 1
lim
µ→0
E
∣∣uµ − u∣∣pC([0,T ];H) = 0.
This limit is not uniform in  > 0, and the limit is not true for  = 0. In this section we
want to show that
lim
→0
E |u − u|pC([0,T ];H) = 0, (5.16)
where u is the mild solution of the problem
du(t) = [A0u(t) +B0(u(t), t)] dt+G0(u(t), t) dw
Q(t), u(0) = u0, (5.17)
with
A0 := J
−1
0 A, B0 = J
−1
0 B, G0 = J
−1
0 G.
This statement is not true unless we strengthen Hypothesis 8. Actually, Hypothesis
8 is the weakest assumption on the regularity of the noise that implies Theorem 5.6 and
Theorem 5.11, for  > 0. But in order to prove (5.16) we need to assume the following
stronger condition on the covariance Q.
Hypothesis 9. There exists a non-negative sequence {λk}k∈N such that Qek = λkek, for
any k ∈ N, and
∞∑
k=1
λ2k < +∞.
In what follows, we shall denote by T0(t), t ≥ 0, the semigroup generated by the differ-
ential operator A0 in H, with D(A0) = D(A). The semigroup T0(t) is strongly continuous
in H. Moreover, if we define u(t) = T0(t)x, for x ∈ D(A0), we have
∂u1
∂t
(t) = −∆u2(t), u1(0) = x1
∂u2
∂t
(t) = ∆u1(t), u2(0) = x2
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This means that if we take the scalar product in Hθ of the first equation by u1 and of the
second equation by u2, we get
d
dt
|u(t)|2Hθ = 0,
so that
|T0(t)x|Hθ = |x|Hθ , t ≥ 0, (5.18)
for any θ ∈ R and x ∈ H.
Now, let us consider the stochastic convolution associated with problem (5.17), in the
simple case G = I
Γ(t) =
∫ t
0
T0(t− s)Qdw(s), t ≥ 0.
As a consequence of (5.18), we have
E |Γ(t)|2H =
∫ t
0
∞∑
k=1
|T0(s)Qek|2H ds =
∫ t
0
∞∑
k=1
|Qek|2H ds = t
∞∑
k=1
λ2k,
and this implies that Hypothesis 9 is necessary in order to have a solution in H for the
limiting equation (5.17).
As proven in [11, Lemma 6.1 and Lemma 6.2], The matrix J−1 converges to J
−1
0 in
L(R2). Furthermore, for any T ≥ 0,
lim
→0
sup
t∈ [−T,T ]
∥∥∥etJ−1 − etJ−10 ∥∥∥
L(R2)
= 0
Moreover, for any n ∈ N, and T ≥ 0,
lim
→0
sup
t∈ [0,T ]
sup
|x|H≤1
|T(t)Pnx− T0(t)Pnx|H = 0. (5.19)
Notice that, as in the proof of Theorem 5.6, this implies that for any x ∈ H
lim
→0
sup
t∈ [0,T ]
|T(t)x− T0(t)x|H = 0.
Now, as a consequence of (5.19), and by arguments similar to those used to prove (5.8)
Lemma 5.12. [11, Lemma 6.3] For any ψ ∈ L1(Ω;L1([0, T ];H))
lim
→0
E sup
t∈ [0,T ]
∣∣∣∣∫ t
0
(
T(t− s)J−1 ψ(s)− T0(t− s)J−10 ψ(s)
)
ds
∣∣∣∣
H
= 0.
Now, u is the unique mild solution in L
p(Ω;C([0, T ];H) of problem (5.11) (in the case
of additive noise) or problem (5.13) (in the case of multiplicative noise), so that
u(t) = T(t)u0 +
∫ t
0
T(t− s)B(u(s), s) ds+ Γ(u)(t).
Moreover, u(t) is the unique mild solution in Lp(Ω;C([0, T ];H)) of the problem
du(t) = [A0u(t) +B0(u(t), t)] dt+G0(u(t), t) dw
Q(t), u(0) = u0,
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with G0 = J
−1
0 I or G0 = J
−1
0 G, so that
u(t) = T0(t)u0 +
∫ t
0
T0(t− s)B0(u(s), s) ds+ Γ0(u)(t).
Then, in view the previous two lemmas, we have that the arguments used in the proof
of Theorem 5.6 and Theorems 5.10 and 5.11 can be repeated and we have the following
result.
Theorem 5.13. [11, Theorem 6.4] Assume either G satisfies Hypothesis 3 or G(x, t) = I.
Then, under Hypotheses 2 and 10, we have that for any T > 0 and p ≥ 1
lim
→0
E |u − u|pC([0,T ];H) = 0.
In fact, it is possible to show that the convergence result proved above for  ↓ 0 is also
valid for the second order system, that is for every µ > 0 fixed.
Theorem 5.14. [11, Theorem 6.5] Assume either G satisfies Hypothesis 6 or G(x, t) = I.
Then, under Hypotheses 5 and 9, we have that for any initial conditions (u0, v0) and µ > 0
lim
→0
E |zµ − z|2mC([0,T ];H),
for any T > 0 and p ≥ 1.
As long as we can show that Sµ(t)Pnz → S0µ(t)Pnz for any fixed n, we can prove Theorem
5.14 by following the arguments of Theorems 5.6 and 5.11. Fortunately, we can prove
something stronger. Actually, it is possible to show that supt≥0 ‖Sµ(t) − S0µ(t)‖L(H) = 0,
for any fixed µ > 0.
To this purpose, it is useful to introduce an equivalent norm on H × H−1, depending
on µ > 0, by setting
|(u, v)|2H(µ) = |x|2H + µ|y|2H−1 .
Because of (5.4), for any  ≥ 0,
sup
t≥0
‖Sµ(t)‖L(H) ≤ 1.
Note that if  = 0, then, by (5.4), for any z ∈ H and t ≥ 0,
|S0µ(t)z|H(µ) = |z|H(µ).
Lemma 5.15. [11, Lemma 6.6] For fixed µ > 0 and T > 0,
lim
→0
sup
t∈ [0,T ]
‖Sµ(t)− S0µ(t)‖L(H(µ)) = 0.
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6 The long time behavior
In this section we study the relation between the stationary distributions of the processes
uµ(t) and u(t), defined respectively as the solution of the semi-linear stochastic damped
wave equation (3.1) and as the solution of the semi-linear stochastic heat equation (3.2).
If we set
zµ(t) := (uµ(t), vµ(t)), t ≥ 0, µ > 0,
with the notations introduced in Section 3 we can write equation (3.1) as the abstract
evolution equation on the Hilbert space H = H ×H−1 = L2(O)×H−1(O)
dzµ(t) = [Aµz
µ(t) +Bµ(z
µ(t))] dt+ dwQµ(t), zµ(0) = (u0, v0), (6.1)
where Bµ and Qµ are the operators defined in (3.9) and (3.10), respectively.
Note that the adjoint of the operator Qµ : H → H is the operator Q?µ : H → H defined
by
Q?µ(u, v) =
1
µ
(−∆)−1Qv.
In particular we have that QµQ?µ : H → H is given by
QµQ?µ (u, v) =
1
µ2
(0, (−∆)−1Q2v), (u, v) ∈ H.
Next, for any µ > 0, we introduce the operator Cµ ∈ L+(H) by setting
Cµ :=
∫ ∞
0
Sµ(s)QµQ?µ S?µ(s) ds,
where {S?µ(t)}t≥0 is the semigroup generated by A?µ, the adjoint to the operator Aµ.
Next proposition provides an explicit expression for the operator Cµ.
Proposition 6.1. [6, Proposition 5.1] For every µ > 0, we have
Cµ(u, v) =
1
2
(
(−∆)−1Q2u, 1
µ
(−∆)−1Q2v
)
, (u, v) ∈ H. (6.2)
In particular, if we assume that Qek = λk, for every k ∈ N, where {λk}k∈N is a non-
negative sequence such that
∞∑
k=1
λ2k
αk
<∞,
then Cµ is a trace-class operator with
TrCµ =
1
2
(
1 +
1
µ
) ∞∑
k=1
λ2k
αk
.
In particular, we have that Cµ is a non-negative, symmetric trace-class operator in H,
and we conclude that the centered Gaussian measure
νµ := N (0, Cµ),
of covariance Cµ is well defined in H. Moreover, νµ can be written as a product of two
centered gaussian measures on H and H−1, respectively, that is
νν = N (0, (−∆)−1Q2/2)×N (0, (−∆)−1Q2/2µ).
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6.1 The linear case
Our aim here is studying the invariant measure of the linear system
dz(t) = Aµz(t) dt+ dw
Qµ(t), z(0) = (u0, v0) ∈ H, (6.3)
and showing that the stationary distribution for the solution of the linear damped wave
equation
µ
∂2u
∂t2
(t, x) = ∆u(t, x)− ∂u
∂t
(t, x) +
∂wQ
∂t
(t, x), u(t, x) = 0, x ∈ ∂O, (6.4)
coincides for all µ > 0 with the unique invariant measure of the stochastic heat equation
∂u
∂t
(t, x) = ∆u(t, x) +
∂wQ
∂t
(t, x), u(0, x) = 0, x ∈ ∂O. (6.5)
In what follows, we shall assume the following conditions on Q.
Hypothesis 10. The linear operator Q is bounded in H and diagonal with respect to the
basis {ek}k∈N which diagonalizes A. Moreover, if {λk}k∈N is the corresponding sequence of
eigenvalues, we have
∞∑
k=1
λ2k
αk
< +∞.
In particular, if d = 1 we can take Q = I, but if d > 1 the noise has to colored in space.
Theorem 6.2. [6, Theorem 5.2] Under Hypothesis 10, the Gaussian measure νµ = N (0, Cµ)
is the unique invariant measure of system (6.3), for each µ > 0, and for any ϕ ∈ Cb(H)
and z0 ∈ H
lim
t→∞E
z0 ϕ(zµ(t)) =
∫
H
ϕ(z)N (0, Cµ)(dz), (6.6)
so that N (0, Cµ) is ergodic and strongly mixing.
Moreover the Gaussian measure Π1νµ = N (0, (−∆)−1Q2/2) is the stationary distribu-
tion of (6.4). In particular, Π1νµ does not depend on µ > 0 and coincides with the unique
invariant measure ν of the stochastic heat equation (6.5).
As stated in Proposition 6.1, the operator Cµ is non-negative, symmetric and of trace-
class on H. Thus problem (6.3) admits an invariant measure of the form
λµ ?N (0, Cµ),
where λµ is an invariant measure for the semigroup Sµ(t) and N (0, Cµ) is the Gaussian
measure, with zero mean and covariance operator Cµ (for a proof see e.g. [18, Theorem
11.7]). Moreover, as the semigroup {Sµ(t)}t≥0 is of negative type (see Proposition 2.3), due
to [18, Theorem 11.11] N (0, Cµ) is the unique invariant measure for (6.1) and (6.6) holds.
As well known this implies that N (0, Cµ) is ergodic and strongly mixing.
41
Next, due to (6.2) the measure N (0, Cµ) defined on H is the product of two Gaussian
measures, defined respectively on L2(O) and on H−1(O). Namely
N (0, Cµ) = N
(
0, (−∆)−1Q2/2)×N (0, (−∆)−1Q2/2µ) .
In particular the marginal measure Π1N (0, Cµ) equals N (0, (−∆)−1Q2/2), so that it does
not depend on µ > 0 and coincides with the unique invariant measure ν of the Ornstein-
Uhlenbeck process solving problem (6.5).
This allows us to conclude, as the process u¯µ(t) = Π1z¯
µ(t) with
z¯µ(t) = (u¯µ(t), v¯µ(t)) :=
∫ t
−∞
Sµ(t− s)dw¯Qµ(s)
is the stationary solution to problem (6.4) and its distribution does coincides with the
measure Π1N (0, Cµ).
6.2 The semi-linear case
We show that an analogous result holds also in the non-linear case, when (3.1) is a gradient
system. To this purpose, we need to assume that the non-linearity B has some special
structure.
Hypothesis 11. There exists F : H → R of class C1, with F (0) = 0, F (h) ≥ 0 and
〈DF (h), h〉 ≥ 0 for all h ∈ H, such that
B(h) = −Q2DF (h), h ∈ H.
Moreover, there exists some κ > 0 such that
|DF (h)−DF (k)|H ≤ κ |h− k|H , h, k ∈ H.
Example 6.3. 1. Assume d = 1 and take Q = I. Let b : R → R be a decreas-
ing Lipschitz continuous function with b(0) = 0. Then the composition operator
B(h)(x) = b(h(x)), x ∈ O, is of gradient type. Actually, if we set
F (h) = −
∫
O
∫ h(x)
0
b(η)dηdx, h ∈ H,
we have
B(h) = −DF (h), h ∈ H.
Moreover, it is clear that F (0) = 0, F (h) ≥ 0 for all h ∈ H, and
〈DF (h), h〉 = −
∫
O
b(h(x))h(x) dx ≥ 0, h ∈ H.
2. Assume now d ≥ 1, so that Q is a general bounded operator in H, satisfying Hy-
pothesis 1. Let b : R → R be a function of class C1, with Lipschitz-continuous first
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derivative, such that b(0) = 0 and b(x) ≥ 0, for all x ∈ R. Moreover, the only local
minimum of b occurs at 0. Let
F (h) =
∫
O
b(h(x))dx, h ∈ H.
It is immediate to check that F (0) = 0 and F (h) ≥ 0, for all h ∈ H. Furthermore,
for any h ∈ H
DF (h)(x) = b′(h(x)), x ∈ O.
Therefore, the nonlinearity
B(h) = −Q2b′(h(·)), h ∈ H,
satisfies Hypothesis 11.
Our aim first is showing that, under the above conditions, system (6.1) is of gradient
type and admits an invariant measure of the following type
νµ(dz) = cµ e
− 2F (u)N (0, Cµ)(dz),
for some normalizing constant cµ.
To this purpose we introduce some notations. For any n ∈ N and δ ∈ R we define
Tn : Rn → Hδ(O), (x1, . . . , xn) 7→
∑
k≤n
xkek,
and
T¯n : Rn × Rn → Hδ, (x, η) 7→ (Tnx, Tnη).
Moreover, we define
Rn : H
δ(O)→ Rn, u 7→
(
〈u, e1〉L2(O) , . . . , 〈u, en〉L2(O)
)
.
Clearly we have RnTn = IdRn . Furthermore, if we set
Pn := TnRn,
we have that Pn is the projection of H
δ(O) onto the finite dimensional space generated by
{e1, . . . , en} and for any fixed u ∈ Hδ(O) we have that Pnu converges to u in Hδ, as n goes
to infinity. In particular, setting
P¯n(z) := (Pnu, Pnv), z = (u, v) ∈ Hδ,
we have
lim
n→∞ P¯nz = z, in Hδ. (6.7)
In what follows, for any Banach space X we denote by Bb(X) the Banach space of
Borel and bounded functions from X into R, endowed with the sup-norm, and we denote
by Cb(X) the subspace of uniformly continuous functions.
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We recall that the transition semigroup {Pµ(t)}t≥0 associated with system (6.1) in H
is defined for any t ≥ 0 and ϕ ∈ Bb(H) by
Pµ(t)ϕ(z) = Eϕ(uµ(t), vµ(t)), z = (u, v) ∈ H,
where (uµ(t), vµ(t)) is the solution of (6.1) with initial datum z = (u, v).
Next, we denote by zµn(t) the solution to the finite dimensional problem
dz(t) =
[
Aµz(t) + P¯nBµ(P¯nz(t))
]
dt+ dwQµ,n(t), z(0) = P¯nz, (6.8)
where Qµ,n = P¯nQµ. Due to (6.7), to the fact that Bµ is Lipschitz continuous and to
estimate (3.11), it is possible to prove the following approximation result
lim
n→∞E |z
µ
n(t)− zµ(t)|2H = 0, t ≥ 0.
An important consequence of this fact is that the semigroup Pµ(t) can be approximated by
the semigroup Pnµ (t) associated with equation (6.8). Namely, for any ϕ ∈ Cb(H) and t ≥ 0
it holds
lim
n→∞P
µ
n (t)ϕ(z) = limn→∞Eϕ(z
µ
n(t)) = P
µ(t)ϕ(z), z ∈ H. (6.9)
Since DF : H → H is Lipschitz continuous, it is not difficult to check that
|F (u)| ≤ c (1 + |u|2H) , |F (u)− F (v)| ≤ c |u− v|H (1 + |u|H + |v|H) ,
so that, in particular, F : H → R is locally Lipschitz continuous.
Remark 6.4. 1. The assumption that F ≥ 0 implies that
Z :=
∫
H
e−2F (u)N (0, (−∆)−1Q2/2)(du) <∞,
and
Zn :=
∫
H
e−2F (Pnu)N (0, (−∆)−1Q2/2)(du) <∞, n ∈ N.
2. From the proof of Theorem 6.5 one sees that it is sufficient to assume a weaker
condition than F ≥ 0. Namely, what is needed is that Z and Zn are finite and
lim
n→∞
∫
H
ϕn(z)e
−2F (Pnu)N (0, Cµ) dz =
∫
H
ϕ(z)e−2F (u)N (0, Cµ) dz,
for any sequence {ϕn} ⊂ Cb(H) uniformly bounded and pointwise convergent to some
ϕ ∈ Cb(H).
Theorem 6.5. [6, Theorem 5.4] Assume that Hypotheses 10 and 11 hold. Then, the prob-
ability measure
νµ(dz) :=
1
Z
e−2F (u)N (0, Cµ)(dz), µ > 0,
is invariant for system (6.1).
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Moreover the distribution
ν(du) :=
1
Z
e−2F (u)N (0, Q2(−∆)−1/2)(du)
is stationary for equation (3.1) and coincides with the unique invariant measure for the
stochastic semi-linear heat equation
du(t) =
[
∆u(t)−Q2DF (u(t))] dt+ dwQ(t), u(0) = u0. (6.10)
The proof of the theorem above is obtained by first considering the finite dimensional
case and then by a limiting argument.
Actually, for any µ > 0, n ∈ N and (q, p) ∈ Rn×Rn, we denote by ζµn(t) := (qµn(t), pµn(t))
the solution of the system in Rn
q˙ µn (t) = p
µ
n(t), q
µ
n(0) = q
µ p˙µn (t) = Rn∆Tnq
µ
n(t)−Q2nRnDF (Tnqµn(t))− pµn(t) +Qnw˙n(t), pµn(0) = p,
(6.11)
where
wn(t) = (β1(t), . . . , βn(t)), t ≥ 0.
Here
βk(t) =
∫ t
0
λ−1k
〈
ek, dw
Q(s)
〉
H
are independent one dimensional Brownian motions and
Qn(ξ1, . . . , ξn) = (λ1ξ1, . . . , λnξn), ξ = (ξ1, . . . , ξn) ∈ Rn.
The transition semigroup associated with system (6.11) is defined for any ϕ ∈ Cb(R2n) by
Pˆµn (t)ϕ(q, p) = Eϕ (ζµn(t)) , t ≥ 0.
Note that if we define Fn(q) := F (Tnq), we have
DFn(q) = RnDF (Tnq), q ∈ Rn,
and
1
2
D 〈Rn∆Tnq, q〉Rn = Rn∆Tnq q ∈ Rn.
Moreover, since ∫
Rn
exp
(〈
Q−2n Rn∆Tnq, q
〉
Rn − 2F (Tnq)
)
dq
= cn
∫
Rn
e−2F (Tnq)N (0, Q2nRn(−∆)−1Tn/2) dq,
for the obvious normalizing constant cn, by a change of variable from Hypothesis 3 we have∫
Rn
exp
(〈
Q−2n Rn∆Tnq, q
〉
Rn − 2F (Tnq)
)
dq
= cn
∫
H
e−2F (Pnu)N (0, Q2(−∆)−1/2) du <∞.
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As a well-known fact, the Boltzmann distribution
νˆµ,n(dq, dp) = cµ,n exp
(− 〈Q−2n Rn∆Tnq, q〉Rn − 2Fn(q)) exp (−µ|Q−1n p|2Rn) (dq, dp)
=
1
Zn
e−2Fn(q)N (0, Q2nRn(−∆)−1Tn/2)(dq)×N (0, Q2n/2µ)(dp)
is invariant for system (6.11), so that for any ϕˆ ∈ Cb(Rn) and t ≥ 0∫
Rn×R n
Pˆµn (t)ϕˆ(q, p) νˆµ,n(dq, dp) =
∫
Rn×R n
ϕˆ(q, p) νˆµ,n(dq, dp). (6.12)
Now, it is immediate to check that the H-valued process T¯nζµn(t) coincides with the
solution zµn(t) of the approximating system (6.8) with initial datum T¯n(q, p). For any ϕ ∈
Cb(H), this yields
Pµn (t)ϕ(T¯n(q, p)) = Pˆ
µ
n (t)(ϕ ◦ T¯n)(q, p), (q, p) ∈ Rn × Rn,
and hence from (6.12) for any ϕ ∈ Cb(H) we obtain∫
Rn×Rn
Pµn (t)ϕ(T¯n(q, p)) νˆµ,n(dq, dp) =
∫
Rn×Rn
ϕ(T¯n(q, p)) νˆµ,n(dq, dp). (6.13)
If Tn is considered as a mapping from Rn into H by reasoning as above we have[
e−2Fn(q)N (0, Q2nRn(−∆)−1Tn/2)
]
◦T−1n (du) = e−2F (u)N (0, Q2(−∆)−1Pn/2)(du). (6.14)
Moreover, if Tn is considered as a mapping from Rn into H−1(O) we have
N (0, Q2n/2µ) ◦ T−1n = N (0, Q2(−∆)−1Pn/2µ). (6.15)
Actually, for any λ ∈ H−1(O) we have∫
H−1(O)
exp
(
i 〈λ, v〉H−1(O)
) [N (0, Q2n/2µ) ◦ T−1n ] dv
=
∫
Rn
exp
(
i
〈
(−∆)−1λ, Tnp
〉
H
)N (0, Q2n/2µ) dp
= exp
(
− 1
4µ
〈
Q2nRn(−∆)−1λ,Rn(−∆)−1λ
〉
Rn
)
= exp
(
− 1
4µ
〈
Q2(−∆)−1Pnλ, Pnλ
〉
H−1(O)
)
=
∫
H−1(O)
exp
(
i 〈λ, v〉H−1(O)
)
N (0, Q2(−∆)−1Pn/2µ) dv,
and by uniqueness of the Fourier transform we obtain (6.15).
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Therefore, from (6.14) and (6.15) we have
νˆµ,n ◦ T¯−1n (dz) =
1
Zn
e−2F (u)N (0, Q2(−∆)−1Pn/2)×N (0, Q2(−∆)−1Pn/2µ) (dz)
=
1
Zn
e−2F (u)
[N (0, Cµ) ◦ P¯−1n ] (dz),
and hence, since
Pµn (t)ϕ(z) = P
µ
n (t)ϕ(P¯nz), z ∈ H,
from (6.13) it follows
1
Zn
∫
H
Pµn (t)ϕ(z) e
−2F (Pnu)N (0, Cµ) dz = 1
Zn
∫
H
ϕ(P¯nz) e
−2F (Pnu)N (0, Cµ) dz. (6.16)
Now, due to (6.7) and (6.9) we have
lim
n→∞P
µ
n (t)ϕ(z) e
−2F (Pnu) = Pµ(t)ϕ(z) e−2F (u).
Then, thanks to Hypothesis 3, by the dominated convergence theorem we can take the limit
as n goes to infinity in both sides of (6.16) and we get
1
Z
∫
H
Pµ(t)ϕ(z) e−2F (u)N (0, Cµ) dz = 1
Z
∫
H
ϕ(z) e2U(u)N (0, Cµ) dz,
for any ϕ ∈ Cb(H). By a monotone class argument the same identity follows for arbitrary
ϕ ∈ Bb(H). This in particular implies that the measure
νµ =
1
Z
e−2F (u)N (0, Cµ)(dz)
is invariant for Pµ(t).
Finally, since
Π1 [
1
Z
e−2F (u)N (0, Cµ)(dz)] = 1
Z
e−2F (u)N (0, Q2(−∆)−1/2)(dz),
we obtain the second part of the theorem.
7 Large deviations in the gradient case
We are here interested in the small noise behavior of the solution of the evolution equation
(6.1) in H and in comparing it with the small mass behavior of the solution of the evolution
equation (6.10).
Namely, we introduce the equation
dzµ (t) = [Aµz
µ
 (t) +Bµ(z
µ
 (t))] dt+
√
 dwQµ(t), zµ (0) = (u0, v0) ∈ H, (7.1)
for some parameters 0 < , µ  1. We assume that Hypotheses 10 and 11 are verified so
that the non-linearity B has a gradient structure.
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We keep µ > 0 fixed and let  tend to zero, to study some relevant quantities associated
with the large deviation principle for this system, as the quasi-potential that describes also
the asymptotic behavior of the expected exit time from a domain and the corresponding
exit places. Due to the gradient structure of (7.1), as in the finite dimensional case studied
in [26], we are here able to calculate explicitly the quasi-potentials V µ(u, v) for system (7.1)
as
V µ(u, v) =
∣∣∣(−∆) 12Q−1u∣∣∣2
H
+ 2F (u) + µ
∣∣Q−1v∣∣2
H
. (7.2)
Actually, we can prove that for any µ > 0
V µ(u, v) = inf
{
Iµ−∞(z) : z(0) = (u, v), limt→−∞
∣∣∣C−1/2µ z(t)∣∣∣
H
= 0
}
, (7.3)
where
Iµ−∞(z) =
1
2
∫ 0
−∞
∣∣∣∣Q−1(µ∂2ϕ∂t2 (t)−∆ϕ(t) + ∂ϕ∂t (t)−B(ϕ(t))
)∣∣∣∣2
H
dt
with ϕ(t) = Π1z(t), and Cµ is the operator defined in (6.2). From (7.3), we obtain that
V µ(u, v) ≥
∣∣∣(−∆) 12Q−1u∣∣∣2
H
+ 2F (u) + µ
∣∣Q−1v∣∣2
H
.
Thus, we obtain the equality (7.2) by constructing a path which realizes the minimum. An
immediate consequence of (7.2) is that for each µ > 0
V¯µ(u) = inf
v∈H−1(O)
V µ(u, v) = V µ(u, 0) = V (u),
where V (u) is the quasi-potential associated with the equation
du(t) =
[
∆u(t)−Q2DF (u(t))] dt+√ dwQ(t), u(0) = u0 ∈ H. (7.4)
7.1 A characterization of the quasi-potential
For any µ > 0 and t1 < t2, and for any z ∈ C([t1, t2];H) and z0 ∈ H, we define
Iµt1,t2(z) =
1
2
inf
{
|ψ|2L2((t1,t2);H) : z = z
µ
z0,ψ
}
where zµψ solves the skeleton equation associated with (7.1)
dzµz0,ψ
dt
(t) = Aµz
µ
z0,ψ
(t) +Bµ(z
µ
z0,ψ
(t)) +
√
Qµψ(t), zµz0,ψ(0) = z0 ∈ H.
Analogously, for t1 < t2, and for any ϕ ∈ C([t1, t2];H) and u0 ∈ H, we define
It1,t2(ϕ) =
1
2
inf
{
|ψ|2L2((t1,t2);H) : ϕ = ϕψ,u0
}
,
where ϕu0,ψ solves the problem
dϕu0,ψ
dy
(t) = ∆ϕu0,ψ −Q2DF (ϕu0,ψ(t)) +Qψ(t), ϕu0,ψ(0) = u0.
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In what follows, we shall also denote
Iµ−∞(z) = sup
t<0
Iµt,0(z), I−∞(ϕ) = sup
t<0
It,0(ϕ).
Since (7.1) and (7.4) have additive noise, as a consequence of the contraction lemma
we have that the family {zµ }>0 satisfies the large deviations principle in C([0, T ];H), with
respect to the rate function Iµ0,T and the family {u}>0 satisfies the large deviations principle
in C([0, T ];H), with respect to the rate function I0,T .
In what follows, for any fixed µ > 0 we shall denote by V µ the quasi-potential associated
with system (7.1), namely
V µ(u, v) = inf
{
Iµ0,T (z) : z(0) = 0, z(T ) = (u, v), T > 0
}
.
Analogously, we shall denote by V the quasi-potential associated with equation (7.4), that
is
V (u) = inf {I0,T (ϕ) : ϕ(0) = 0, ϕ(T ) = u, T > 0} .
Moreover, for any µ > 0 we shall define
V¯µ(u) = inf
v∈H−1(O)
V µ(u, v) = inf
{
Iµ0,T (z) : z(0) = 0, Π1z(T ) = u, T > 0
}
.
In [10, Proposition 5.4], it has been proven that V (u) can be represented as
V (u) = inf
{
I−∞(ϕ) : ϕ(0) = u, lim
t→−∞ |ϕ(t)|H = 0
}
.
Here, we want to show a similar representations for V µ(u, v), for any fixed µ > 0.
Theorem 7.1. [13, Theorem 3.1] For any µ > 0 and (u, v) ∈ H we have
V µ(u, v) = inf
{
Iµ−∞(z) : z(0) = (u, v), limt→−∞
∣∣∣C−1/2µ z(t)∣∣∣
H
= 0
}
.
First we observe that by the definitions of Iµt1,t2 and V
µ(x, y),
V µ(u, v) = inf
{
Iµ−T,0(z) : z(−T ) = 0, z(0) = (u, v), T > 0
}
.
Now, for any µ > 0 and (u, v) ∈ H, we define
Mµ(u, v) := inf
{
Iµ−∞(z) : z(0) = (u, v), limt→−∞
∣∣∣C−1/2µ z(t)∣∣∣H = 0
}
.
Clearly, we want to prove that Mµ(u, v) = V µ(u, v), for all (u, v) ∈ H.
If z is a continuous path with z(−T ) = 0 and z(0) = (u, v), we can extend it in
C((−∞, 0);H), by defining z(t) = 0, for t < −T . Then, since DF (0) = 0, we see that
Iµ−∞(z) = I
µ
−T,0(z),
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so that Mµ(u, v) ≤ V µ(u, v).
Now, let us prove that the opposite inequality holds. If Mµ(u, v) = +∞, there is nothing
else to prove. Thus, we assume that Mµ(u, v) < +∞. This means that for any  > 0 there
must be some zµ ∈ C((−∞, 0);H), with the properties that zµ (0) = (u, v) and
lim
t→−∞ |C
−1/2
µ z
µ
 (t)|H = 0, Iµ−∞(zµ ) ≤Mµ(u, v) + .
Now, as proven in [13, Lemma 3.2], for any µ > 0, there exists Tµ > 0 such that for any
t1 < t2 − Tµ we have Im(Lµt1,t2) = D(C
−1/2
µ ) and∣∣(Lµt1,t2)−1z∣∣L2((t1,t2);H) ≤ c(µ, t2 − t1) ∣∣∣C−1/2µ z∣∣∣H , z ∈ Im(Lµt1,t2),
where Cµ is the operator in (6.2) and L
µ
t1,t2
: L2((t1, t2) : H) → H, is the operator defined
as
Lµt1,t2ψ =
∫ t2
t1
Sµ(t2 − s)Qµψ(s)ds.
Thus, let Tµ be the constant from [13, lemma 3.2] and let t < 0 be such that
|C−1/2µ zµ (t)|H < .
Moreover, let ψµ := (L
µ
t−Tµ,t)
−1zµ (t). We have
|ψµ |L2(t−Tµ,t;H) ≤ cµ.
Next, we define
zˆµ (t) =
∫ t
t−Tµ
Sµ(t− s)Qµψµ (s)ds.
We have∫ t
t−Tµ
|zˆµ (t)|2Hdt ≤
∫ t
t−Tµ
(∫ t
t−Tµ
Mµ
µ
e−ωµ(t−s)|Qψµ (s)|H−1ds
)2
dt
≤ M
2
µ
2µ2ωµ
∫ t
t−Tµ
|Qψµ |2L2((t−Tµ,t);H−1)dt ≤ Tµ
M2µ
2µ2ωµ
|Qψµ |2L2((t−Tµ,t);H−1) ≤ cµ2.
Furthermore, zˆµ (t − Tµ) = 0 and zˆµ (t) = z(t). Finally, we notice that
zˆµ (t) = −
∫ t
t−Tµ
Sµ(t− s)QµQDF (zˆµ (s))ds
+
∫ t
t−Tµ
Sµ(t− s)Qµ (ψµ (s) +QDF (zˆµ (s))) ds,
so that
Iµt−Tµ,t(zˆ
µ
 ) =
1
2
|ψµ +QDF (zˆµ (s))|2L2((t−Tµ,t);H) ≤ cµ2.
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Now if we define
z˜µ (t) =
{
zˆµ (t) if t − Tµ ≤ t < t
zµ (t) if t ≤ t ≤ 0,
we see that z˜µ ∈ C((t − Tµ, 0);H) and
V µ(u, v) ≤ Iµt−Tµ,0(z˜µ ) = I
µ
t−Tµ,t(zˆ
µ
 ) + I
µ
t,0
(zµ ) ≤ cµ2 +Mµ(u, v) + .
Due to the arbitrariness of  > 0, we can conclude.
7.2 The main result
If z ∈ C((−∞, 0];H) is such that Iµ−∞,0(z) < +∞, then we have for ϕ = Π1z,
Iµ−∞(z) =
1
2
∫ 0
−∞
∣∣∣∣Q−1(µ∂2ϕ∂t2 (t) + ∂ϕ∂t (t)−∆ϕ(t) +Q2DF (ϕ(t))
)∣∣∣∣2
H
dt. (7.5)
Actually, if Iµ−∞,0(z) < +∞, then there exists ψ ∈ L2((−∞, 0);H) such that ϕ = Π1z is a
weak solution to
µ
∂2ϕ
∂t2
(t) = ∆ϕ(t)− ∂ϕ
∂t
(t)−Q2DF (ϕ(t)) +Qψ.
This means that
ψ(t) = Q−1
(
µ
∂2ϕ
∂t2
(t) +
∂ϕ
∂t
(t)−∆ϕ(t) +Q2DF (ϕ(t))
)
and (7.5) follows.
By the same argument, if I−∞,0(ϕ) < +∞, then it follows that
I−∞(ϕ) =
∫ 0
−∞
∣∣∣∣Q−1(∂ϕ∂t (t)−∆ϕ(t) +Q2DF (ϕ(t))
)∣∣∣∣2
H
dt.
Theorem 7.2. [13, Theorem 4.1] For any fixed µ > 0 and (u, v) ∈ D((−∆)1/2Q−1) ×
D(Q−1) it holds
V µ(u, v) =
∣∣∣(−∆) 12Q−1u∣∣∣2
H
+ 2F (u) + µ
∣∣Q−1v∣∣2
H
.
Moreover
V (u) =
∣∣∣(−∆) 12Q−1u∣∣∣2
H
+ 2F (u).
In particular, for any µ > 0,
V¯µ(u) = inf
v∈H−1
V µ(u, v) = V µ(u, 0) = V (u).
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First, we observe that if ϕ(t) = Π1z(t), then
Iµ−∞(z) =
1
2
∫ 0
−∞
∣∣∣∣Q−1(µ∂2ϕ∂t2 (t)− ∂ϕ∂t (t)−∆ϕ(t) +Q2DF (ϕ(t))
)∣∣∣∣2
H
dt
+2
∫ 0
−∞
〈
Q−1
∂ϕ
∂t
(t), Q−1
(
µ
∂2ϕ
∂t2
(t)−∆ϕ(t)
)
+QDF (ϕ(t))
〉
H
dt.
(7.6)
Now, if
lim
t→−∞ |C
−1/2
µ z(t)|H = 0,
then
lim
t→−∞
∣∣∣(−∆) 12Q−1ϕ(t)∣∣∣
H
+
∣∣∣∣Q−1∂ϕ∂t (t)
∣∣∣∣
H
= 0,
so that
2
∫ 0
−∞
〈
Q−1
∂ϕ
∂t
(t), Q−1
(
µ
∂2ϕ
∂t2
(t)−∆ϕ(t)
)
+QDF (ϕ(t))
〉
H
dt
=
∣∣∣(−∆) 12Q−1ϕ(0)∣∣∣2
H
+ 2F (ϕ(0)) + µ
∣∣∣∣Q−1∂ϕ∂t (0)
∣∣∣∣2
H
.
This yields
V µ(u, v) ≥
∣∣∣(−∆) 12Q−1u∣∣∣2
H
+ 2F (u) + µ
∣∣Q−1v∣∣2
H
.
Now, let z˜(t) be a mild solution of the problem
z˜(t) = Sµ(t)(u,−v)−
∫ t
0
Sµ(t− s)QµQDF (z˜(s))ds,
and let (u, v) ∈ D(C−1/2µ ). Then ϕ˜(t) = Π1z˜(t) is a weak solution of the problem
µ
∂2ϕ˜
∂t2
(t) = ∆ϕ˜(t)− ∂ϕ˜
∂t
(t)−Q2DF (ϕ˜(t)), ϕ˜(0) = u, ϕ˜
∂t
(0) = −v.
Assume that
lim
t→−∞
∣∣∣C−1/2µ z˜(t)∣∣∣H = 0. (7.7)
Then, if we define ϕˆ(t) = ϕ˜(−t) for t ≤ 0, we see that ϕˆ(t) solves
µ
∂2ϕˆ
∂t2
(t) = ∆ϕˆ(t) +
∂ϕˆ
∂t
(t)−Q2DF (ϕˆ(t)), ϕˆ(0) = u, ∂ϕˆ
∂t
(0) = v.
Thanks to (7.6) this yields
Iµ−∞(ϕˆ) =
∣∣∣(−∆) 12Q−1u∣∣∣2
H
+ 2F (u) + µ
∣∣Q−1v∣∣2
H
.
and then
V µ(u, v) =
∣∣∣(−∆) 12Q−1u∣∣∣2
H
+ 2F (u) + µ
∣∣Q−1v∣∣2
H
.
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As known, an analogous result holds for V (u). In what follows, for completeness, we
give a proof. We have
I−∞(ϕ) =
1
2
∫ 0
−∞
∣∣∣∣Q−1(∂ϕ∂t (t) + ∆ϕ(t)−Q2DF (ϕ(t))
)∣∣∣∣2
H
dt
+2
∫ 0
−∞
〈
Q−1
∂ϕ
∂t
(t), Q−1
(−∆ϕ(t) +Q2DF (ϕ(t)))〉
H
dt.
From this we see that
V (u) ≥
∣∣∣(−∆) 12Q−1u∣∣∣2
H
+ 2F (u).
Just as for the wave equation, for u ∈ D((−∆) 12Q−1), we define ϕ˜ to be the solution of
ϕ˜(t) = et∆u−
∫ t
0
e(t−s)∆Q2DF (ϕ˜(s))ds.
We have
lim
t→+∞ |(−∆)
1
2Q−1ϕ˜(t)|H = 0.
Then, if we define ϕˆ(t) = ϕ˜(−t) we get
∂ϕˆ
∂t
(t) = −∆ϕˆ(t) +Q2DF (ϕˆ(t)),
so that
I−∞(ϕˆ) =
∣∣∣(−∆) 12Q−1u∣∣∣2
H
+ 2F (u)
and
V (u) =
∣∣∣(−∆) 12Q−1u∣∣∣2
H
+ 2F (u).
Therefore, in order to conclude the proof of Theorem 7.2, one has to show that (7.7)
holds.
Lemma 7.3. [13, Lemma 4.2] Let (u, v) ∈ D((−∆) 12Q−1) × D(Q−1) and let ϕ solve the
problem
µ
∂2ϕ
∂t2
(t) = ∆ϕ(t)− ∂ϕ
∂t
(t)−Q2DF (ϕ(t)), ϕ(0) = u, ∂ϕ
∂t
(0) = v.
Then
z(t) =
(
ϕ(t),
∂ϕ
∂t
(t)
)
∈ D((−∆) 12 )×D(Q−1), t ≥ 0,
and
lim
t→+∞
∣∣∣C−1/21 z(t)∣∣∣H = 0.
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8 Large deviations in the non-gradient case
Here, we assume that the smooth bounded domain O ⊂ Rd is regular enough so that
αk ∼ k2/d, k ∈ N, (8.1)
where {αk}k∈N are the eigenvalues of the Laplacian ∆ in H. This happens for example in
the case of a strongly regular open set O, both with Dirichlet and with Neumann boundary
conditions, see [22, Theorem 1.9.6].
So far, we have assumed that the noise wQ(t, x) is a cylindrical Wiener process that can
be written as
wQ(t, x) =
∞∑
k=1
Qek(x)βk(t),
where {ek}k∈N is the complete orthonormal basis in H that diagonalizes ∆ and {βk(t)}k∈N
is a sequence of mutually independent Brownian motions, all defined on the same stochastic
basis. Moreover, we have assumed that Q is diagonal with respect to the basis {ek}k∈N,
with Qek = λk ek. In what follows we shall assume the following for the sequence {λk}k∈N.
Hypothesis 12. If {λk}k∈N is the sequence of eigenvalues of Q, corresponding to the
eigenbasis {ek}k∈N, we have
1
c
α−βk ≤ λk ≤ c α−βk , k ∈ N, (8.2)
for some c > 0 and β > (d− 2)/4.
Remark 8.1. 1. If d = 1, according to Hypothesis 12 we can consider space-time white
noise, thai is Q = I.
2. Thanks to (8.1), condition (8.2) implies that if d ≥ 2, then there exists γ < 2d/(d−2)
such that ∞∑
k=1
λγk <∞.
Moreover ∞∑
k=1
λ2k
αk
<∞.
3. As a consequence of (8.2), for any δ ∈ R
Dom((−A)δ/2Q−1) = Hδ+2β
and there exists cδ > 0 such that for any x ∈ Hδ+2β
1
cδ
|(−A)δ/2Q−1x|H ≤ |x|δ+2β ≤ cδ |(−A)δ/2Q−1x|H
Concerning the nonlinearity B, we shall assume the following conditions.
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Hypothesis 13. For any δ ∈ [0, 1+2β], the mapping B : Hδ → Hδ is Lipschitz continuous,
with
[B]Lip(Hδ) =: γδ < α1.
Moreover B(0) = 0. We also assume that B is differentiable in the space H2β, with
sup
u∈H2β(D)
‖DB(u)‖L(H2β) = γ2β.
Remark 8.2. 1. The assumption that B is differentiable is made for convenience to
simplify the proof of lower bounds in Theorem 8.19. We believe that by approximating
the Lipschitz continuous B with a sequence of differentiable functions whose C1 semi-
norm is controlled by the Lipschitz semi-norm of B, the results proved in Theorem
8.19 should remain true.
2. If for any h ∈ H
B(h)(x) = b(x, h(x)), x ∈ O,
as in Section 3 and after, and if we assume that b(x, ·) ∈ C2k(R), for k ∈ [β + δ/2−
5/4, β + δ/2− 1/4], and
∂jb
∂σj
(x, σ)|σ=0 = 0, x ∈ O,
then B maps Hδ into itself, for any δ ∈ [0, 1 + 2β]. The Lipschitz continuity of B in
Hδ and the bound on the Lipschitz norm, are satisfied if the derivatives of b(x, ·) are
small enough.
In Section 6 we have compared the small noise asymptotic behavior of the solution of
equation (7.1) with the small noise asymptotic behavior of the solution of equation (7.4).
We have seen that in the gradient case (that is, when B satisfies Hypothesis 11), the quasi-
potential V µ(u, v) associated with equation (7.1) is given by
V µ(u, v) = |(−∆) 12Q−1u|2H + 2F (u) + µ |Q−1v|2H , (8.3)
so that
V¯µ(u) := inf
v∈H−1
V µ(u, v) = |(−∆) 12Q−1u|2H + 2F (u) =: V (u). (8.4)
And V (u) is, as well known, the quasi-potential for equation (7.4).
In [12], we have studied the same problem in the more delicate situation the system
under consideration is not of gradient type and hence there is no explicit expression for
V µ(u, v) and V (u), as in (8.3) and (8.4).
8.1 The unperturbed equation
We consider here equation (7.1) with  = 0. Namely,
dz
dt
(t) = Aµz(t) +Bµ(z(t)), z(0) = z0 = (u0, v0). (8.5)
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The solution to (8.5) will be denoted by zµz0(t). We recall here that γ0 denotes the Lipschitz
constant of B in H (see Hypothesis 13).
In what follows, we will need the following bounds and limit for the solution zµz0 to
equation (8.5).
Lemma 8.3. [12, Lemma 3.1] If µ < (α1 − γ0)γ−20 , there exists a constant c1(µ) > 0 such
that
sup
t≥0
∣∣zµz0(t)∣∣H + ∣∣zµz0∣∣L2((0,+∞);H) ≤ c1(µ)|z0|H, z0 ∈ H.
Moreover, for any R > 0,
lim
t→+∞ sup|z0|H≤R
∣∣zµz0(t)∣∣H = 0.
In particular, this means that the unperturbed system is uniformly attracted to 0 from
any bounded set in H. Next, we show that if the initial velocity is large enough, Π1zµz0 will
leave any bounded set. Actually, as shown in [12, Lemma 3.3], for any µ > 0 and t > 0,
there exists c2(µ, t) > 0 such that
sup
s≤t
|Π1Sµ(s) (0, v0)|H ≥ c2(µ, t) |v0|H−1 , v0 ∈ H−1.
Therefore, by using the mild formulation of the unperturbed equation (8.5), we can
conclude that the following lower bound estimate holds for the solution of (8.5).
Lemma 8.4. [12, Lemma 3.4] For any µ > 0 and t > 0 there exists c(µ, t) > 0 such that
sup
s≤t
∣∣Π1zµz0(s)∣∣H ≥ c(µ, t)|Π2z0|H−1 , z0 ∈ H.
8.2 The skeleton equation
For any µ > 0 and s < t and for any ψ ∈ L2((s, t);H) we define
Lµs,tψ =
∫ t
s
Sµ(t− r)Qµψ(r)dr.
Clearly Lµs,t is a continuous bounded linear operator from L
2([s, t];H) into H. If we define
the pseudo-inverse of Lµs,t as
(Lµs,t)
−1(x) = argmin
{|(Lµs,t)−1({x})|L2([s,t];H)} , x ∈ Im (Lµs,t),
we have the following bounds.
Theorem 8.5. [12, Theorem 4.1] For any µ > 0 and s < t, it holds∣∣∣(Lµs,t)−1 z∣∣∣
L2((s,t);H)
=
√
2
∣∣∣(Cµ − Sµ(t− s)CµS?µ(t− s))−1/2z∣∣∣H , z ∈ Im (Lµs,t), (8.6)
where
Cµ(u, v) =
(
Q2(−A)−1u, 1
µ
Q2(−A)−1v
)
, (u, v) ∈ H.
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Moreover, for every µ > 0 there exists Tµ > 0 such that
Im (Lµs,t) = Im ((Cµ)
1/2) = H1+2β, t− s ≥ Tµ,
and ∣∣(Lµs,t)−1z∣∣L2((s,t);H) ≤ c(µ, t− s) |z|H1+2β , z ∈ H1+2β,
for some constant c(µ, r) > 0, with r ≥ Tµ.
Remark 8.6. 1. In fact, it is possible to show that Im (Lµs,t) = Im ((Cµ)
1/2), for all
t− s > 0, by using the explicit representation of S?µ(t).
2. As Sµ(t) is of negative type, from (8.6), it easily follows that
|(Lµ−∞,t)−1z|L2((−∞,t);H) =
√
2 |C−1/2µ z|H, z ∈ Im(Lµ−∞,t).
For any ψ ∈ L2((−∞, 0);H2α), with α ∈ [0, 1/2], and for any µ > 0, we denote by
zµψ ∈ C((−∞, 0);H) the solution of the skeleton equation
zµψ(t) =
∫ t
−∞
Sµ(t− s)Bµ(zµψ(s)) ds+
∫ t
−∞
Sµ(t− s)Qµψ(s) ds, t ∈ R. (8.7)
Lemma 8.7. [12, Lemma 4.3] If
lim
t→−∞ |z
µ
ψ(t)|H = 0, (8.8)
we have zµψ ∈ C((−∞, 0);H1+2(α+β)) and
lim
t→−∞
∣∣∣zµψ(t)∣∣∣H1+2(α+β) = 0. (8.9)
Remark 8.8. 1. From the previous lemma, we have that if zµψ ∈ C((−∞, 0);H) solves
equation (8.7) and limit (8.8) holds, then zµψ(t) ∈ H1+2β, for any t ≤ 0. In particular
zµψ(0) ∈ H1+2β.
2. In [10, Lemma 3.5], it has been proven that the same holds for equation (7.4). Actually,
if ϕψ ∈ C((−∞, 0);H) is the solution to
ϕψ(t) =
∫ t
−∞
e(t−s)AB(ϕψ(s))ds+
∫ t
−∞
e(t−s)AQψ(s)ds,
for ψ ∈ L2((−∞, 0);H), and
lim
t→−∞ |ϕψ(t)|H = 0,
then ϕψ ∈ C((−∞, 0);H1+2β) and there exists a constant such that for all t ≤ 0,
|ϕψ(t)|H1+2β ≤ c |ψ|L2((−∞,0;H).
Moreover,
lim
t→−∞ |ϕψ(t)|H1+2β = 0.
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The next lemma shows that the solution of the skeleton equation (8.7), decay as t→ −∞
and they depend continuously on the control ψ.
Lemma 8.9. [12, Lemma 4.3] Let α ∈ [0, 1/2] and let ψ1, ψ2 ∈ L2((−∞, 0);H2α). In
correspondence of each ψi, let z
µ
ψi
∈ C((−∞, 0);H1+2(α+β)) be a solution of equation (8.7),
verifying (8.8). Then, zµψi ∈ L2((−∞, 0);H1+2(α+β)), for i = 1, 2, and there exist µ0 > 0
and c > 0 such that for any µ ≤ µ0 and τ ≤ 0
|zµψ1 − z
µ
ψ2
|2L2((−∞,τ);H1+2(α+β)) + sup
t≤τ
∣∣∣Iµ(zµψ1(t)− zµψ2(t))∣∣∣2H1+2(α+β)
≤ c |ψ1 − ψ2|2L2((−∞,τ);H2α),
(8.10)
where Iµ(u, v) = (u,√µv), for any (u, v) ∈ H.
Remark 8.10. 1. Notice that, since B(0) = 0, we have zµ0 = 0, so that from (8.10) we
get
|zµψ|2L2((−∞,τ);H1+2(α+β)) + sup
t≤τ
∣∣∣Iµzµψ(t)∣∣∣2H1+2(α+β) ≤ c |ψ|2L2((−∞,τ);H2α), (8.11)
for any µ ≤ µ0 and τ ≤ 0.
2. By proceeding as in the proof of Lemma 8.9, it is possible to prove that
|zµψ1 − z
µ
ψ2
|2L2((−∞,τ);H2β) + sup
t≤τ
∣∣∣Iµ(zµψ1(t)− zµψ2(t))∣∣∣2H2β ≤ c |ψ1 − ψ2|2L2((−∞,τ);H−1).
and
|zµψ|2L2((−∞,τ);H2β) + sup
t≤τ
∣∣∣Iµzµψ(t)∣∣∣2H2β ≤ c |ψ|2L2((−∞,τ);H−1).
8.3 A characterization of the quasi-potential
For any t1 < t2, µ > 0 and z ∈ C((t1, t2);H), we define
Iµt1,t2(z) =
1
2
inf
{
|ψ|2L2((t1,t2);H) : z = z
µ
ψ,z0
}
, (8.12)
where zµψ,z0 is a mild solution of the skeleton equation associated with equation (7.1), with
deterministic control ψ ∈ L2((t1, t2);H) and initial conditions z0, namely
dzµψ,z0
dt
(t) = Aµz
µ
ψ,z0
(t) +Bµ(z
µ
ψ,z0
(t)) +Qµψ(t), t1 ≤ t ≤ t2.
For , µ > 0 and z0 ∈ H we denote by zµ,z0 ∈ L2(Ω;C([0, T ];H)) the mild solution of
equation (7.1). Since the mapping Bµ : H → H is Lipschitz-continuous and the noisy
perturbation in (7.1) is of additive type, as an immediate consequence of the contraction
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lemma, for any fixed µ > 0 the family {L(zµ,z0)}>0 satisfies a large deviation principle in
C([t1, t2];H), with action functional Iµt1,t2 . In particular, for any δ > 0 and T > 0,
lim inf
→0
 log
(
inf
z0∈H
P
(∣∣∣zµ,z0 − zµψ,z0∣∣∣C([0,T ];H) < δ
))
≥ −1
2
|ψ|2L2((0,T );H)
and, if Kµ0,T (r) = {z ∈ C([0, T ];H) : Iµ0,T (z) ≤ r},
lim sup
→0
 log
(
sup
z0∈H
P
(
distH(zµ,z0 ,K
µ
0,T (r)) > δ
))
≤ −r.
Analogously, if for any  > 0 u denotes the mild solution of equation (7.4), the family
{L(u)}>0 satisfies a large deviation principle in C([t1, t2];H) with action functional
It1,t2(ϕ) = inf
{
1
2
|ψ|2L2([t1,t2];H) : ϕ = ϕψ
}
,
where ϕψ is a mild solution of the skeleton equation associated with equation (7.4)
du
dt
(t) = Au(t) +B(u(t)) +Qψ(t), t1 ≤ t ≤ t2.
In particular, the functionals Iµt1,t2 and It1,t2 are lower semi-continuous and have compact
level sets. Moreover, it is not difficult to show that for any compact sets E ⊂ H and E ⊂ H,
the level sets
KE,t1,t2(r) = {ϕ ∈ C([t1, t2];H) ; It1,t2(ϕ) ≤ r, ϕ(t1) ∈ E}
and
KµE,t1,t2(r) =
{
z ∈ C([t1, t2];H) ; Iµt1,t2(z) ≤ r, z(t1) ∈ E
}
are compact.
In what follows, for the sake of brevity, for any µ > 0 and t ∈ (0,+∞] we shall define
Iµt := I
µ
0,t and I
µ
−t := I
µ
−t,0 and, analogously, for any t ∈ (0,+∞] we shall define It := I0,t
and I−t := I−t,0. In particular, we shall set
Iµ−∞(z) = sup
t>0
Iµ−t(z), I−∞(ϕ) = sup
t>0
I−t(ϕ).
Moreover, for any r > 0 we shall set
Kµ−∞(r) =
{
z ∈ C((−∞, 0];H) ; lim
t→−∞ |z(t)|H = 0, I
µ
−∞(z) ≤ r
}
and
K−∞(r) =
{
ϕ ∈ C((−∞, 0];H) ; lim
t→−∞ |ϕ(t)|H = 0, I−∞(ϕ) ≤ r
}
.
Once we have introduced the action functionals Iµt1,t2 and It1,t2 , as we have already seen
in Section 6 we can introduce the corresponding quasi-potentials, by setting for any µ > 0
and (u, v) ∈ H
V µ(u, v) = inf
{
Iµ0,T (z) ; z(0) = 0, z(T ) = (u, v), T > 0
}
,
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and for any u ∈ H
V (u) = inf {I0,T (ϕ) ; ϕ(0) = 0, ϕ(T ) = u, T ≥ 0} .
Moreover, for any µ > 0 and u ∈ H, we shall define
V¯µ(u) = inf
v∈H−1
V µ(u, v).
In [10, Proposition 5.1] it has been proved that the level set K−∞(r) is compact in the
space C((−∞, 0];H), endowed with the uniform convergence on bounded sets, and in [10,
Proposition 5.4] it has been proven that
V (u) = min
{
I−∞(ϕ) ; ϕ ∈ C((−∞, 0];H), lim
t→−∞ |ϕ(t)|H = 0, ϕ(0) = u
}
.
In what follows we want to prove an analogous result for Kµ−∞, V µ(u, v) and V¯µ(u).
Theorem 8.11. [12, Theorem 5.1] For small enough µ > 0, the level sets Kµ−∞(r) are
compact in the topology of uniform convergence on bounded intervals.
As a consequence of previous theorem, we have that there exists µ0 > 0 such that for
any ψ ∈ L2((−∞, 0);H) and µ ≤ µ0 there exists zµψ ∈ C((−∞, 0];H) such that
zµψ(t) =
∫ t
−∞
Sµ(t− s)Bµ(zµψ(s))ds+
∫ t
−∞
Sµ(t− s)Qµψ(s)ds, t ≤ 0. (8.13)
Moreover,
lim
t→−∞ |z
µ
ψ(t)|H = 0. (8.14)
Actually, a standard fixed point argument shows that for any µ > 0 and N ∈ N there
exists zµN ∈ C([−N, 0];H) satisfying
zµN (t) =
∫ t
−N
Sµ(t− s)Bµ(zµN (s))ds+
∫ t
−N
Sµ(t− s)Qµψ(s)ds.
Each zµN can be seen as an element of C((−∞, 0];H), just by extending it to zµN (t) = 0,
for all t < −N . According to Theorem 8.11, there exists a subsequence {zµNk} converging
to some zµ ∈ Kµ−∞
(
1
2 |ψ|2L2((−∞,0);H)
)
, uniformly on compact sets. We notice that for any
fixed N0 ∈ N and t ≥ −N0
zµN (t) = Sµ(t+N0)z
µ
N (−N0) +
∫ t
−N0
Sµ(t− s)Bµ(zµN (s))ds+
∫ t
−N0
Sµ(t− s)Qµψ(s)ds.
Therefore, by taking the limit as N → +∞, we obtain
zµ(t) = Sµ(t+N0)z
µ(−N0) +
∫ t
−N0
Sµ(t− s)Bµ(zµ(s))ds+
∫ t
−N0
Sµ(t− s)Qµψ(s)ds.
Finally, if we let N0 → +∞, we see that zµ solves equation (8.13).
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As K−∞(r) is compact in C((−∞, 0];H) with respect to the uniform convergence on
bounded intervals, we have analogously that for any ϕ ∈ L2((−∞, 0) there exists ϕψ ∈
C((−∞, 0];H) such that
ϕψ(t) =
∫ t
−∞
e(t−s)AB(ϕ(s))ds+
∫ t
−∞
e(t−s)AQψ(s)ds,
and
lim
t→−∞ |ϕψ(t)|H = 0.
In [10], it has been proved that the V (u) can be characterized as
V (u) = inf
{
I−∞(ϕ) : lim
t→−∞ϕ(t) = 0, ϕ(0) = u
}
.
The next crucial result shows that an analogous result holds for V µ(u, v) and V¯µ(u), at least
for µ sufficiently small.
Theorem 8.12. [12, Theorem 5.3] For small enough µ > 0, we have the following repre-
sentation for the quasi-potentials V µ(u, v)
V µ(u, v) = min
{
Iµ−∞(z) : limt→−∞ |z(t)|H = 0, z(0) = (u, v)
}
,
and for V¯µ(u)
V¯µ(u) = min
{
Iµ−∞(z) : limt→−∞ |z(t)|H = 0,Π1z(0) = u
}
, (8.15)
whenever these quantities are finite.
From the definitions of Iµt1,t2 , it is clear that
V µ(u, v) = inf
{
Iµt1,0(z) : z(t1) = 0, z(0) = (u, v), t1 ≤ 0
}
.
Now, if we define
Mµ(u, v) = inf
{
Iµ−∞(ϕ) : limt→−∞ |z(t)|H = 0, z(0) = (u, v)
}
,
it is immediate to check that Mµ(u, v) ≤ V µ(u, v), for any (u, v) ∈ H. To see this, we
observe that if z ∈ C([t1, 0];H), with z(t1) = 0 and z(0) = (u, v), then
zˆ(t) =
{
0, t ≤ t1
z(t), t1 < t ≤ 0
has the property that zˆ(0) = (u, v), and |zˆ(t)|H → 0, as t→ −∞. Moreover,
Iµ−∞(zˆ) = I
µ
t1,0
(z).
61
Therefore, we need to show that V µ(u, v) ≤Mµ(u, v), for all (u, v) ∈ H.
The characterization of V µ(u, v) and V¯µ(u) given in Theorem 8.12, implies that V
µ and
V¯µ have compact level sets.
More precisely, for any µ > 0 and r ≥ 0 the level sets
Kµ(r) = {(u, v) ∈ H : V µ(u, v) ≤ r}
and
Kµ(r) =
{
x ∈ H : V¯µ(u) ≤ r
}
are compact, in H and H, respectively.
Actually, let {(un, vn)}n∈N ⊂ Kµ(r). In view of Theorem 8.12, for each n ∈ N there
exists zn ∈ C((−∞, 0];H), with zn(0) = (un, vn), and |zn(t)|H → 0, as t ↓ −∞, such
that V µ(un, vn) = I
µ
−∞(zn). As I
µ
−∞(zn) ≤ r and the level sets of Iµ−∞ are compact in
C((−∞, 0];H), as shown in Theorem 8.11, there exists a subsequence {znk} ⊆ {zn} con-
verging to some zˆ ∈ C((−∞, 0];H), with Iµ−∞(zˆ) ≤ r. Since
lim
k→∞
(unk , vnk) = lim
k→∞
znk(0) = zˆ(0) =: (uˆ, vˆ), inH,
due to Theorem 8.12 we have
V µ(uˆ, vˆ) ≤ Iµ−∞(zˆ) ≤ r,
8.4 Continuity of V µ and V¯µ
As a consequence of the compactness of the level sets of V µ and V¯µ, the mappings V
µ :
H → [0,+∞] and V¯µ : H → [0,+∞] are lower semicontinuous. In fact, it is possible to
show that this implies that the mappings
V µ : H1+2β → [0,+∞), V¯µ : H1+2β → [0,+∞)
are well defined and continuous, uniformly in 0 < µ < 1.
Actually, there exists c > 0 such that for any µ > 0 and (u, v) ∈ H1+2β, we have
V µ(u, v) ≤ c(1 + µ+ µ2)|(u, v)|2H1+2β (8.16)
and
V¯µ(u) ≤ c(1 + µ) |u|2H1+2β . (8.17)
First of all, we notice that (8.17) is a consequence of (8.16) and of the way V¯µ(x) has
been defined. The proof of (8.16) is based on the fact that
V µ(u, v) ≤ Iµ−∞(Π1Sµ(−·)(u,−v))
and
V¯µ(u) ≤ Iµ−∞(Π1Sµ(−·)(u, 0)).
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Now, if we set z(t) = Sµ(−t)(x,−y) and ϕ(t) = Π1z(t), due to Hypothesis 2 we have
Iµ−∞(z) =
1
2
∫ 0
−∞
∣∣∣∣Q−1(µ∂2ϕ∂t2 (t) + ∂ϕ∂t (t)−Aϕ(t)−B(ϕ(t))
)∣∣∣∣2
H
dt
≤
∫ 0
−∞
∣∣∣∣Q−1(∂2ϕ∂t2 (t) + ∂ϕ∂t (t)−Aϕ(t)
)∣∣∣∣2
H
dt+ c γ22β
∫ 0
−∞
|ϕ(t)|2H2β dt.
Therefore, we get (8.16) from the following lemma.
Lemma 8.13. [12, Lemma 6.1] Let us fix (u, v) ∈ H1+2β and µ > 0 and let z(t) =
Sµ(−t)(u,−v), t ≤ 0. Then, if we denote ϕ(t) = Π1z(t), we have that ϕ is a weak solution
to 
µ
∂2ϕ
∂t2
(t) = Aϕ(t) +
∂ϕ
∂t
(t), t ≤ 0
ϕ(0) = u,
∂ϕ
∂t
(0) = v.
and
1
2
∫ 0
−∞
∣∣∣∣Q−1(µ∂2ϕ∂t2 (t) + ∂ϕ∂t (t)−Aϕ(t)
)∣∣∣∣2
H
dt =
∣∣∣(−A) 12Q−1u∣∣∣2
H
+ µ
∣∣Q−1v∣∣2
H
.
Moreover, ϕ ∈ L2((−∞, 0);H1+2β) and∫ 0
−∞
|ϕ(t)|2H1+2β dt ≤ c (1 + µ+ µ2)|(u, v)|2H1+2β .
Moreover, we have the continuity of V µ and V¯µ.
Theorem 8.14. [12, Theorem 6.3] For each µ > 0 the mappings V µ : H1+2β → [0,+∞)
and V¯µ : H
1+2β → [0,+∞) are well defined and continuous. Moreover,
lim
n→∞ |(u, v)− (un, vn)|H1+2β = 0 =⇒ limn→∞ sup0<µ<1 |V
µ(u, v)− V µ(un, vn)| = 0.
and
lim
n→∞ |u− un|H1+2β = 0 =⇒ limn→∞ sup0<µ<1
∣∣V¯µ(u)− V¯µ(un)∣∣ = 0.
8.5 Upper bound
In this section we show that for any closed set N ⊂ H
lim sup
µ↓0
inf
u∈N
V¯µ(u) ≤ inf
u∈N
V (u).
First of all, we notice that if I−∞(ϕ) <∞, then
ϕ ∈ L2((−∞, 0);H2(1+β)), ∂ϕ
∂t
∈ L2((−∞, 0);H2β), (8.18)
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and
I−∞(ϕ) =
1
2
∫ 0
−∞
∣∣∣∣Q−1(∂ϕ∂t (t)−Aϕ(t)−B(ϕ(t))
)∣∣∣∣2
H
dt. (8.19)
Actually, if ϕ solves
ϕ(t) =
∫ t
−∞
e(t−s)AB(ϕ(s))ds+
∫ t
−∞
e(t−s)AQψ(s)ds
then we can check that (8.18) holds and
ψ(t) = Q−1
(
∂ϕ
∂t
(t)−Aϕ(t)−B(ϕ(t))
)
,
so that (8.19) follows. Moreover, if
ϕ ∈ L2((−∞, 0);H2(1+β)), ∂ϕ
∂t
,
∂2ϕ
∂t2
∈ L2((−∞, 0);H2β),
then
Iµ−∞(z) =
1
2
∫ 0
−∞
∣∣∣∣Q−1(µ∂2ϕ∂t2 (t) + ∂ϕ∂t (t)−Aϕ(t)−B(ϕ(t))
)∣∣∣∣2
H
dt,
where
z(t) = (ϕ(t),
∂ϕ
∂t
(t)).
Actually, if Iµ−∞(z) <∞, then z solves
z(t) =
∫ t
−∞
Sµ(t− s)Bµ(z(s))ds+
∫ t
−∞
Sµ(t− s)Qµψ(s)ds
so that
ψ(t) = Q−1
(
µ
∂2ϕ
∂t2
(t) +
∂ϕ
∂t
(t)−Aϕ(t)−B(ϕ(t))
)
weakly.
In particular, as in [14], where the finite dimensional case is studied, this means
Iµ−∞(z) = I−∞(ϕ) +
µ2
2
∫ 0
−∞
∣∣∣∣Q−1∂2ϕ∂t2 (t)
∣∣∣∣2
H
dt
+µ
∫ 0
−∞
〈
Q−1
∂2ϕ
∂t2
(t), Q−1
(
∂ϕ
∂t
(t)−Aϕ(t)−B(ϕ(t))
)〉
H
dt,
(8.20)
where ϕ(t) = Π1z(t), as long as all of these terms are finite.
Now, for any µ > 0 let us define
ρµ(t) =
1
µα
ρ
(
t
µα
)
, t ∈ R, (8.21)
64
for some α > 0 to be chosen later, where ρ ∈ C∞(R) is the usual mollifier function such
that
supp(ρ) ⊂⊂ [0, 2],
∫
R
ρ(s)ds = 1, 0 ≤ ρ ≤ 1.
This scaling ensures that ∫
R
ρµ(s)ds = 1.
Next, we define ϕµ as the convolution for t < 0
ϕµ(t) =
∫ 0
−∞
ρµ(t− s)ϕ(s)ds. (8.22)
Lemma 8.15. [12, Lemma 7.1] Assume that
ϕ ∈ L2((−∞, 0);H2(1+β)) ∩ C((−∞, 0];H1+2β), ∂ϕ
∂t
∈ L2((−∞, 0);H2β)
with
ϕ(0) = x ∈ H1+2β, lim
t→−∞ |ϕ(t)|H1+2β = 0.
Then,
ϕµ ∈ L2((−∞, 0);H2(1+β)) ∩ C((−∞, 0];H1+2β), ∂ϕµ
∂t
∈ L2((−∞, 0);H2β),
and
lim
t→−∞ supµ>0
|ϕµ(t)|H1+2β = 0.
Moreover,
∂2ϕµ
∂t2
∈ L2((−∞, 0);H2β)
and for all µ > 0, ∣∣∣∣∂2ϕµ∂t2
∣∣∣∣
L2((−∞,0);H2β)
≤ c
µα
∣∣∣∣∂ϕµ∂t
∣∣∣∣
L2((−∞,0);H2β)
. (8.23)
Moreover, the following approximation results hold.
Lemma 8.16. [12, Lemma 7.2] Under the same assumptions of Lemma 8.15, we have
lim
µ→0
|x− ϕµ(0)|H1+2β = 0, (8.24)
and
lim
µ→0
sup
t≤0
|ϕµ(t)− ϕ(t)|H1+2β = 0.
Moreover,
lim
µ→0
|ϕµ − ϕ|L2((−∞,0);H2(1+β)) = 0, (8.25)
and
lim
µ→0
∣∣∣∣∂ϕµ∂t − ∂ϕ∂t
∣∣∣∣
L2((−∞,0);H2β)
= 0. (8.26)
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Using these estimates we can prove the main result of this section.
Theorem 8.17. [12, Theorem 7.3] For any u ∈ H1+2β we have
lim sup
µ↓0
V¯µ(u) ≤ V (u). (8.27)
Let ϕ be the minimizer of V (u). This means ϕ(0) = u, (8.19) holds and I−∞(ϕ) = V (u).
For each µ > 0, let ϕµ be the convolution given by (8.22) and let uµ = ϕµ(0).
It is clear that
V¯µ(uµ) ≤ Iµ−∞(zµ),
where
zµ(t) = (ϕµ(t),
∂ϕµ
∂t
(t)), t ≤ 0.
According to Lemma 8.15, we can apply (8.20) and we have
Iµ−∞(zµ) ≤
c µ2
2
∫ 0
−∞
|∂
2ϕµ
∂t2
(t)|2H2βdt+ I−∞(ϕµ)
+µ
∫ 0
−∞
〈
Q−1
∂2ϕµ
∂t2
(t), Q−1
(
∂ϕµ
∂t
(t)−Aϕµ(t)−B(ϕµ(t))
)〉
H
dt
≤ µ
2
2
∫ 0
−∞
|∂
2ϕµ
∂t2
(t)|2H2β + I−∞(ϕµ) + µ
(∫ 0
−∞
|∂
2ϕµ
∂t2
t)|2H2βdt
)1/2
(I−∞(ϕµ))1/2 .
By (8.23), this implies
Iµ−∞(zµ) ≤ I−∞(ϕµ) + cµ2−2α
∣∣∣∣∂ϕ∂t
∣∣∣∣2
L2((−∞,0);H2β)
+ cµ1−α
∣∣∣∣∂ϕ∂t
∣∣∣∣
L2((−∞,0);H2β)
(I−∞(ϕµ))1/2 ,
and by (8.25) and (8.26)
lim
µ↓0
I−∞(ϕµ) = I−∞(ϕ) = V (u).
Therefore, if we pick α < 1 in (8.21), we get
lim sup
µ↓0
V¯µ(uµ) ≤ lim sup
µ↓0
Iµ−∞(zµ) ≤ V (u).
Since, in view of (8.24) and Theorem 8.14,
lim sup
µ↓0
V¯µ(uµ) = lim sup
µ↓0
V¯µ(u)
we can conclude that (8.27) holds.
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8.6 Lower bound
Let N ⊂ H be a closed set with N ∩H1+2β 6= ∅. In particular, by Theorem 8.14 we have
infu∈N V¯µ(u) < +∞. Due to (8.15) and Theorem 8.11, there exists zµ ∈ C((−∞, 0];H)
such that
uµ := Π1z
µ(0) ∈ N, Iµ−∞(zµ) = V¯µ(uµ) = inf
u∈N
V¯µ(u).
Now, let ψµ ∈ L2((−∞, 0);H) be the minimal control such that
zµ(t) =
∫ t
−∞
Sµ(t− s)Bµ(zµ(s))ds+
∫ t
−∞
Sµ(t− s)Qµψµ(s)ds,
and
inf
u∈N
V¯µ(u) = V¯µ(u
µ) =
1
2
|ψµ|2L2((−∞,0);H) . (8.28)
In what follows, we shall denote vµ = Π2z
µ(0). For any δ > 0, we define the approximate
control
ψµ,δ(t) = (I − δA)− 12ψµ(t), t ≤ 0,
and in view of (8.13) and (8.14) we can define zµ,δ to be the solution to the corresponding
control problem
zµ,δ(t) =
∫ t
−∞
Sµ(t− s)Bµ(zµ,δ(s))ds+
∫ t
−∞
Sµ(t− s)Qµψµ,δ(s)ds.
Notice that, according to (8.9),
lim
t→−∞ |z
µ,δ|H1+2β = 0.
Moreover, as ψµ,δ ∈ L2((−∞, 0);H1), thanks to (8.9) we have
lim
t→−∞ |z
µ,δ|H2(1+β) = 0.
In what follows, we shall denote (uµ,δ, vµ,δ) = zµ,δ(0).
Lemma 8.18. [12, Lemma 8.1] There exists µ0 > 0 such that,
lim
δ→0
sup
µ≤µ0
∣∣∣uµ − uµ,δ∣∣∣2
H2β
= 0. (8.29)
From the previous lemma, we get the main result of this section.
Theorem 8.19. [12, Theorem 8.2] For any closed N ⊂ H, we have
inf
u∈N
V (u) ≤ lim inf
µ↓0
inf
u∈N
V¯µ(u). (8.30)
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If the right hand side in (8.30) is infinite, the theorem is trivially true. Therefore, in
what follows we can assume that
lim inf
µ→0
inf
u∈N
V¯µ(u) < +∞. (8.31)
We first observe that, if we define
ϕµ,δ(t) = Π1z
µ,δ(t), t ≤ 0,
in view of (8.20)
V (xµ,δ) ≤ I−∞(ϕµ,δ) = Iµ−∞(zµ,δ)−
µ2
2
∫ 0
−∞
∣∣∣∣Q−1∂2ϕµ,δ∂t2 (t)
∣∣∣∣2
H
dt
−µ
∫ 0
−∞
〈
Q−1
∂2ϕµ,δ
∂t2
(t), Q−1
∂ϕµ,δ
∂t
(t)−Q−1Aϕµ,δ(t)−Q−1B(ϕµ,δ(t))
〉
H
dt.
Since
|ψµ,δ(t)|H = |(I − δA)−1/2ψµ(t)|H ≤ |ψµ(t)|H , t ≤ 0, (8.32)
we have
Iµ−∞(z
µ,δ) ≤ Iµ−∞(zµ) = inf
x∈N
V¯µ(u),
so that
V (uµ,δ) ≤ inf
u∈N
V¯µ(u)
−µ
∫ 0
−∞
〈
Q−1
∂2ϕµ,δ
∂t2
(t), Q−1
∂ϕµ,δ
∂t
(t)−Q−1Aϕµ,δ(t)−Q−1B(ϕµ,δ(t))
〉
H
dt.
Thanks to (8.9) and Hypothesis 13, by integrating by parts
V (uµ,δ) ≤ inf
u∈N
V¯µ(u)
−µ
2
|Q−1vµ,δ|2H − µ
〈
(−A)Q−1uµ,δ, Q−1vµ,δ
〉
H
+ µ
〈
Q−1B(uµ,δ), Q−1vµ,δ
〉
H
+c µ
∫ 0
−∞
∣∣∣∣∂ϕµ,δ∂t (t)
∣∣∣∣2
H1+2β
dt+ c γ2βµ
∫ 0
−∞
∣∣∣∣∂ϕµ,δ∂t (t)
∣∣∣∣2
H2β
dt = inf
u∈N
V¯µ(u) +
5∑
i=1
Iµ,δi .
(8.33)
First, we note that
Iµ,δ1 ≤ 0. (8.34)
Next, by (8.11) see that
Iµ,δ2 + I
µ,δ
4 ≤ c
√
µ
(
|uµ,δ|2H2β+2 + µ|vµ,δ|2H2β+1
)
+ cµ
∫ 0
−∞
|zµ,δ(t)|2H2+2βdt
≤ c(µ+√µ)
∫ 0
−∞
|ψµ,δ(t)|2H1dt.
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Since for any h ∈ H we have (I − δA)− 12h ∈ Dom(−A) 12 and∣∣∣(−A) 12 (I − δA)− 12h∣∣∣
H
≤ δ−1/2 |h|H ,
we have ∣∣∣ψµ,δ(t)∣∣∣
H1
≤ δ−1/2 |ψµ(t)|H , t ≤ 0.
Therefore, by (8.28),
Iµ,δ2 + I
µ,δ
4 ≤ c δ−1/2(µ+
√
µ)
∫ t
0
|ψµ(t)|2H = 2 cδ−1/2(µ+
√
µ) inf
u∈N
V¯µ(u). (8.35)
By the same arguments, (8.11), and (8.32) give
Iµ,δ3 + I
µ,δ
5 ≤ c(µ+
√
µ) inf
u∈N
V¯µ(u). (8.36)
Combining together (8.34), (8.35), and (8.36) with (8.33), we obtain,
V (uµ,δ) ≤ inf
u∈N
V¯µ(u) + c(µ+
√
µ)(1 + δ−1/2) inf
u∈N
V¯µ(u).
From this, choosing δ =
√
µ, and due to (8.31), we see that
lim inf
µ→0
V (uµ,
√
µ) ≤ lim inf
µ→0
inf
u∈N
V¯µ(u).
Since we are assuming (8.31), and, by [10, Proposition 5.1], the level sets of V are compact,
there is a sequence µn → 0 and u0 ∈ H such that
lim
n→∞ |u
µn,
√
µn − u0|H = 0, V (u0) ≤ lim inf
µ→0
V (uµ,
√
µ).
By (8.29), we have that uµn converges to u0 in H, so that u0 ∈ N . This means that we can
conclude, as
inf
u∈N
V (u) ≤ V (u0) ≤ lim inf
µ→0
V (uµ,
√
µ) ≤ lim inf
µ→0
inf
u∈N
V¯µ(u).
8.7 Application to the exit problem
We are here interested in the problem of the exit of the solution uµ of equation (7.1) from a
domain D ⊂ H, for any µ > 0 fixed. Then we apply the limiting results proved in Theorems
8.17 and 8.19 to show that, when µ is small, the relevant quantities in the exit problem
from D for the solution uµ of equation (7.1) can be approximated by the corresponding
ones arising for equation (7.4).
First, let us give some assumptions on the set D.
Hypothesis 14. The domain D ⊂ H is an open, bounded, connected set, such that 0 ∈ D.
Moreover, for any h ∈ ∂D∩H1+2β there exists a sequence {hn}n∈N ⊂ D¯c∩H1+2β such that
lim
n→+∞ |hn − h|H1+2β = 0. (8.37)
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Assume now that D is an open, bounded and connected set such that, for any h ∈
∂D ∩H1+2β, there exists a k ∈ D¯c ∩H1+2β such that
{tk + (1− t)h : 0 < t ≤ 1} ⊂ D¯c. (8.38)
Then it is immediate to check that (8.37) is satisfied. Condition (8.38) is true, for example,
if D is convex, because of the Hahn-Banach separation theorem and the density of H1+2β
in H.
Lemma 8.20. [12, Lemma 9.1] Under Hypothesis 3
V¯µ(∂D) := inf
u∈∂D
V¯µ(u) = V¯µ(uD,µ) <∞,
for some uD,µ ∈ ∂D ∩H1+2β.
Now, if we denote by zµ,z0 = (u
µ
,z0 , v
µ
,z0) the mild solution of (7.1), with initial position
and velocity z0 = (u0, v0) ∈ H, we define the exit time
τµ,z0 = inf
{
t > 0 : uµ,z0(t) 6∈ D
}
.
Here is the main result of this section
Theorem 8.21. [12, Theorem 9.2] There exists µ0 > 0 such that for µ < µ0 the following
conditions are verified. For any z0 = (u0, v0) ∈ H such that u0 ∈ D and uµ0,z0(t) ∈ D, for
t ≥ 0,
1. The exit time has the following asymptotic growth
lim
→0
 logE
(
τµ,z0
)
= inf
u∈∂D
V¯µ(u),
and for any η > 0,
lim
→0
P
(
exp
(
1

(V¯µ(∂D)− η)
)
≤ τµ,z0 ≤ exp
(
1

(V¯µ(∂D) + η)
))
= 1.
2. For any closed N ⊂ ∂D such that inf
u∈N
V¯µ(u) > inf
u∈∂D
V¯µ(u), it holds
lim
→0
P
(
uµ,z0(τ
µ,
z0 ) ∈ N
)
= 0.
Remark 8.22. The requirement that uµ0,z0(t) ∈ D for all t ≥ 0 is necessary because in
Lemma 8.4 we showed that there exist z0 ∈ D×H−1 such that uµ0,z0 leaves D in finite time.
Of course, for these initial conditions, the stochastic processes uµ,z0 will also exit in finite
time for small .
In [8] it has been proven that an analogous result to Theorem 8.21 holds for equation
(7.4). If we denote by u,u0 the mild solutions of equation (7.4), with initial condition
u0 ∈ H, we define the exit time
τ u0 = inf {t > 0 : u,u0(t) 6∈ D} .
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In [8] it has been proven that for any u0 ∈ D such that u0,u0(t) ∈ D, for any t ≥ 0, it holds
lim
→0
 logE
(
τ u0
)
= inf
u∈∂D
V (u).
Similarly, as we would expect, it also holds that
lim
→0
 log τ u0 = infu∈∂D
V (u), in probability,
and if N ⊂ ∂D is closed and infu∈N V (u) > infu∈∂D V (u),
lim
→0
P
(
uu0(τ

u0) ∈ N
)
= 0.
The proof of these facts is analogous to the proof of Theorem 8.21.
In view of what we have proven in Sections 8.5 and 8.6 and of Theorem 8.21, this implies
that the following Smoluchowski-Kramers approximations holds for the exit time.
Theorem 8.23. [12, Theorem 9.4]
1. For any initial conditions z0 = (u0, v0),
lim
µ→0
lim
→0
 log E
(
τµ,z0
)
= lim
→0
 log E
(
τ u0
)
= inf
x∈ ∂D
V (x).
2. For any η > 0, there exists µ0 > 0 such that for µ < µ0
lim
→0
P
(
e
1

(V¯−η) ≤ τµ,z0 ≤ e
1

(V¯+η)
)
= 1 (8.39)
3. For any N ⊂ ∂D such that infx∈N V (x) < infx∈∂D V (x), there exits µ0 > 0 such that
for all µ < µ0,
lim
→0
Pz0 (uµ (τµ,) ∈ N) = 0.
We recall that in Theorem 7.2 we have proved that, in the case of gradient systems, for
any µ > 0
V¯µ(x) = V (x), x ∈ H.
This means that in this case for any z0 = (u0, v0) ∈ H and µ > 0 such that the unperturbed
system uµ0,z0(t) ∈ D for all t > 0
lim
→0
 logE
(
τµ,z0
)
= lim
→0
 logE
(
τ u0
)
= inf
x∈ ∂D
V (x).
and (8.39) holds for any µ > 0.
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