I. INTRODUCTION

M
ICROWAVE wind scatterometers such as the SeaWinds sensor [1] measure the normalized radar cross section (σ o ) of the Earth's surface from which the near-surface wind over the ocean can be estimated [2] . Though optimized for ocean wind estimation, the σ o observations have proven useful in a variety of studies of land, vegetation, and ice, e.g., [2] - [8] . Essential to most of these applications is a method of generating maps or images of the surface σ o on a uniform grid. Algorithms for creating mapped images from noisy σ o measurements are characterized by a tradeoff between noise and spatial and temporal resolution [9] - [11] . Conventional gridding techniques such as "drop-in-the-bucket" (DIB) gridding provide low-noise, low-resolution products, but higher spatial resolution products are possible using image reconstruction techniques [9] , [11] . Both types of products have their strengths and weaknesses, and users must choose the processing approach that best suits their particular research application.
This work is motivated by the desire to improve the resolution of the real-aperture SeaWinds sensor using reconstruction techniques. The particular purpose of this paper is to compare and contrast conventional low-resolution techniques with high-resolution techniques for generating multiple-pass backscatter images from SeaWinds data using both simulation and actual data. The high-resolution image formation algorithms have been used for other active [9] , [12] and passive sensors [11] , [13] . This paper focuses on some of the issues associated with generating σ o images of the Earth's surface using data from the SeaWinds sensor on the Quick Scatterometer (QuikSCAT) mission; however, the results apply to other SeaWinds-class sensors. The methods can also be applied to other scatterometers.
The paper is organized as follows: After some brief background, a review of scatterometer backscatter image reconstruction is provided that includes a derivation of the measurement spatial response function (SRF) for SeaWinds, as well as a discussion of several image formation algorithms. A discussion of the temporal and spatial sampling provided by QuikSCAT is given. Simulation is employed to compare and contrast the performance of the algorithms. Finally, actual data results are provided for both static and dynamic targets followed by a summary conclusion.
II. BACKGROUND
The SeaWinds scatterometer has flown on multiple missions. The first two were the QuikSCAT in 1999 to the present and the Advanced Earth Observing Satellite-II (ADEOS-II) in 2003. For historical reasons, the SeaWinds sensor on QuikSCAT is referred to as QuikSCAT, while the SeaWinds sensor on ADEOS-II is known as SeaWinds [14] . RapidScat is the third SeaWinds mission. RapidScat is the slightly modified SeaWinds engineering prototype hardware flown on the International Space Station from 2014 to the present [15] . In addition, the Indian Space Research Organization (ISRO) Oceansat-2 scatterometer (OS-CAT), which operated from 2009 to 2014, is very similar to SeaWinds [16] , but with slightly different incidence angles (see [17] for a detailed comparison of OSCAT and QuikSCAT). These instruments comprise the to-date QuikSCAT era of Ku-band pencil-beam scatterometry. Additional Ku-band scatterometers are planned by ISRO: ScatSat launched in August 2016 and OceanSat-3 to be launched in 2018. The Chinese State Ocean Administration has launched or is planning to launch a number of rotating fan-beam Ku-band scatterometers, HY2A, HY2B, and HY2C.
The SeaWinds/QuikSCAT swath and scanning concept is illustrated in Fig. 1 . OSCAT is similar [17] . The SeaWinds antenna spin rate is 18 r/min, producing an along-track spacing of approximately 25 km. As the antenna rotates, each beam traces a helix on the surface. SeaWinds alternately transmits 1.5 Fig. 1 . Illustration of the QuikSCAT and SeaWinds observation geometry. Antenna feeds for inner horizontal (HH) polarization (H-pol) and outer vertical (VV) polarization (V-pol) beams share the same dish reflector, producing separate beams. The off-nadir pointing antenna rotates at 18 r/min, resulting in a circular scan at fixed incidence angles. Coupled with the along-orbit motion of the spacecraft, the resulting measurements are collected along a dual-helix pattern. A given point within the swath is first observed by at least one forwardlooking beam, and later by at least one aft-looking beam. Within the inner swath, the point is observed by both antennas, while in the outer swath, the point is observed by only the outer scan. ms pulses and receives from each beam at 92 Hz pulse repetition frequency (PRF) [1] , [14] . Table I summarizes the nominal measurement geometry for SeaWinds and OSCAT. All of the SeaWinds-class scatterometers (SeaWinds, QuikSCAT, RapidScat, and OSCAT) provide measurements in two forms, termed "eggs" and "slices" [14] . Egg measurements correspond (essentially) to the full footprint of the antenna pattern on the surface, while multiple (4-10) slices are simultaneously estimated by transmitting a slow linear-frequency modulated (LFM) pulse (i.e., a chirp) and using on-board range/Doppler processing to resolve the footprint into smaller areas [1] . Fig. 2 illustrates how the measurement footprints for eggs and slices vary as the antenna rotates. Averaging over a larger area than a single slice, eggs have less noise and coarser resolution than the narrower slices.
Backscatter data from the QuikSCAT-era sensors have been used for wind and weather forecasting applications over the ocean. Backscatter data over land and ice have also been used in a wide variety of applications. Most of these applications employ gridded images or maps of the observed σ o that combine multiple passes over a given target area. To support and facilitate these applications, the Brigham Young University Scatterometer Climate Pathfinder (SCP) project (www.scp.byu.edu) has generated an extensive and compatible set of conventional and enhanced-resolution scatterometer backscatter image datasets for all of these sensors, as well as for other scatterometers. The conventional-resolution images are based on classic DIB methods described in more detail below. Enhanced-resolution products with higher spatial resolution are produced using the scatterometer image reconstruction (SIR) algorithm [9] , [19] . SIR uses signal reconstruction techniques to estimate σ o on a finer grid than with simple DIB techniques. The higher resolution is possible using the SRF of the measurements.
III. SCATTEROMETER SRF
The effective spatial resolution of a gridded image is determined by the SRFs of the individual measurements from which the image is made, the grid resolution, and the image formation algorithm used. For the SeaWinds-class sensors, the SRF is determined by a combination of the antenna gain pattern, the observation geometry, and the on-board signal processing [2] , [20] . This section describes the SRF for SeaWinds-class sensors.
The scatterometer-observed backscatter is related to the antenna pattern via the integral form of the radar equation. The measured radar echo power P r for a particular measurement is given by [2] 
where P T is the transmit power, λ is the radar wavelength, G a (x, y) is the effective two-way antenna gain at the surface, G p (x, y) is the processor gain at (x, y), and R(x, y) is the slant range from the radar to the surface. The surface σ o (x, y, θ, φ, t, p) is a function of location (x, y), incidence angle θ, azimuth angle φ, time t, and polarization p (VV or HH). Both θ and φ are functions of x and y, but vary only slightly for a single measurement. The integration is over the region of nonnegligible G a G p . Technically, the sensor measures the temporally integrated power, i.e., the backscattered energy. For SeaWinds, the transmit pulse length is 1.5 ms; for RapidScat it is 1 ms. Even with a ground track velocity of approximately 7.5 km/s, the spacecraft moves only a few meters during the transmit pulse, while the resolution is in kilometers. Hence, the classic "stop and hop" approximation is appropriate and the integrand is essentially constant during the integration period for a single pulse.
A separate measurement of the noise-only power is made and subtracted from the measured receive signal power to estimate the signal-only power [1] . The reported backscatter measurement z is then given by [14] 
where the residual noise is the residual scaled variability after the noise estimation and subtraction step [1] and where the so-called "X-factor" X [20] is given by
It is apparent that the measurement z is the weighted spatial average of σ o over the integration region. A given σ o measurement z i collected at the antenna rotation angle φ i can thus be modeled as
Thus, the measurements z i can be seen to be the integral of the product of the SRF and the surface backscatter. The nominal "resolution" of the backscatter measurements is typically considered to be the size of the 3 dB response pattern of the SRF and so conventional gridding is commonly done at this resolution. However, finer-resolution information is, in fact, contained in the measurements and is exploited using reconstruction processing [9] , [19] , [21] - [23] .
Note that the measurements are an average of σ o in spatial coordinates as well as in azimuth and incidence angles. The azimuth angle span for a given measurement is small and can be neglected. On the other hand, the variation in σ o as a function of azimuth angle for different measurements is important and can provide useful geophysical information, e.g., wind direction over the ocean [24] , snow dunes [3] , [25] , and sand dunes [29] . To deal with azimuth variation, either separate σ o images have to be made for each azimuth angle [4] or images of the model parameters of an azimuth modulation model need to be generated. For example, [3] , [25] - [27] use a Fourier series model for the azimuth variation observed in σ o over snow fields on the great ice sheets. Due to the small variation in SeaWinds and OS-CAT incidence angles, most imaging algorithms do not need to explicitly handle incidence angle variations, though a first-order correction can be used to normalize slice measurements to the egg incidence angle θ egg when combining slice measurements, using the model equation
where θ is the measurement incidence angle, σ o values are expressed in dB, and B has the units of dB/deg. The value of B varies with surface characteristics, but has a global average of ∼0.15 dB/deg. The nominal incidence angles for QuikSCAT egg measurements are listed in Table I . The incidence angle at the center of the slices can span up to ±0.5
• about the incidence angle at the center of the corresponding egg. Variations in incidence angle are somewhat larger (∼ 1
• ) for RapidScat and OSCAT.
IV. SAMPLING
Geophysical processes vary in time and space. The scatterometer measurements are samples of these processes as expressed in σ o . The scatterometer spatiotemporal sampling characteristics limit the time and space scales that can be accurately extracted from the σ o measurements. It is thus helpful to review the details of the QuikSCAT temporal and spatial sampling. To do this, the sensor global coverage as a function of orbit is first considered. A more detailed view of the sampling is then presented.
A. Orbit Coverage
The wide swath of SeaWinds-class sensors, combined with the orbit, provide full coverage of every point on the globe, except a small region at the poles, at least once every two days [1] . Most areas of the planet are covered multiple times during this period. This coverage is illustrated with the aid of Fig. 3 . In this figure, different panels show the coverage area of different numbers of orbit revolutions ("revs"), that are 101 min long. The retrograde, 98.6
• inclination QuikSCAT orbit starts at the southernmost orbit node, moves northward, passes near the North Pole, and then moves southward, terminating at the southernmost orbit node. 1 As previously noted, a given point on the Earth is typically observed multiple times per day. The temporal spacing of the observations varies with latitude, but at a given point can be divided into two groups by the Local Solar Time (LST) (local time-of-day) of the observations [28] . Within each group, the observations are within a few hours of each other. The LSTs of the two groups differ by 12 h at the equator (6 A.M. and 6 P.M. LST for QuikSCAT and OSCAT, Each orbit number has a different grayscale value, with more recent orbits having a lighter color and covering previous orbits. Note that for visibility a different grayscale is used for each image. and about 9:30 A.M. and 9:30 P.M. LST for SeaWinds). At high latitudes, there are more measurements at a given point, and the measurements occur at different LSTs.
B. Temporal and Spatial Sampling
For a given sensor pass over the target, 2 it is reasonable to treat σ o as temporally constant. However, σ o can vary from pass to pass due to changes in the surface backscatter characteristics resulting from changes in wind, freeze/thaw state, rain, vegetation moisture content, and motion of the target. When multiple passes are combined, such temporal changes can be expected to smear the resulting σ o images, which ideally are the temporal average of the surface backscatter characteristics over the imaging period. When changes are slow, this is not an issue. For very rapid changes, single pass imaging can avoid smearing, but has limited spatial resolution.
A single pass over a target area provides an essentially instantaneous temporal snapshot of the backscatter at the time of the pass. Due to the spinning antenna, each point in the swath is observed at least twice on one pass: once by the antenna looking forward, and once by looking backward (see Fig. 1 ). The observations all occur within 3.5 min of each other. The next observation of a particular location must wait until a later orbit pass, which is at least 101 min later but can be longer. Thus, observation of rapidly evolving processes, such as wind, must be done on a single pass basis. However, dominant land and ice processes are more slowly evolving and multiple passes can be combined to reduce the noise at the expense of fine temporal resolution. Combining multiple passes provides denser spatial sampling, which can be exploited to estimate σ o at higher spatial resolution and lower noise than is possible with a single pass. Thus, scatterometer sampling provides an opportunistic tradeoff between temporal and spatial resolution.
Freeze/thaw events and some vegetation processes exhibit a diurnal cycle. Since QuikSCAT and OSCAT sample at essentially only two different LSTs, details of the diurnal cycle cannot be fully resolved (RapidScat is in a nonsunsynchronous orbit, and thus can provide LST sampling [15] ). Rain and melt/freeze events may be very rapid and can cause a step-change in σ o . Precisely resolving such events can be difficult due to the limited temporal sampling. However, multipass images before and after the event are useful for detecting such events since the events induce long-term changes [6] , [30] - [35] . Moving targets such as icebergs or sea ice may be blurred if their movement over the imaging period is greater than the equivalent of a few image pixels. Nevertheless, the multipass σ o images are useful for locating and tracking such targets, which may not be possible with single-pass data [7] .
The rotating antenna also provides sampling of the azimuth dependence of σ o , sometimes termed "azimuth modulation," for each co-polarization. Over multiple passes, measurements are collected over a finite set of azimuth angles. As previously noted, during one pass, a given point is observed by forward and aft-facing antennas, providing two different azimuth angles. Ascending and descending orbit passes over the same point have different sets of azimuth angles. Each orbit in the orbital repeat cycle provides a slightly different set of azimuth angles, resulting in a wide diversity of azimuth observations. While most areas of the Earth exhibit limited azimuth modulation at the scale of the scatterometer observations, the azimuth diversity can be exploited to study areas with azimuthally dependent processes such as sastrugi (snow dunes) [3] , [25] , [27] and sand dunes [29] .
The latitude and longitude locations of the individual egg and slice σ o measurements are provided in the QuikSCAT Level-1B product files [14] . In order to create σ o images, the measurement center locations are mapped to a grid (pixel) location using a map projection that converts latitude and longitude to the map coordinate system. The SRF for the measurement, which varies with the antenna rotation angle and orbit position, is similarly mapped through the map projection to compute the value of the measurement's SRF at each pixel of the image map. To illustrate the spatial distribution of the reported measurement locations, the measurement center locations are plotted in Fig. 4 for single and multiple QuikSCAT passes over an arbitrary but representative area. The locations of both egg and slice centers are shown. The variation in sample locations with respect to the map grid is apparent. As suggested by the figure and compared to the footprint sizes (see Table I ), the spatial sampling is quite dense, especially for slices. Note that while the sampling for a single pass is fairly regular, the effective sampling from multiple overlapping passes tends to be irregular.
C. Sampling and Reconstruction Theory
The goal in forming a σ o image map is to estimate the backscatter properties of the surface from which the desired geophysical properties can be extracted. A σ o map can be formed by merely gridding the data based on the location and averaging all measurements whose centers fall into the same map pixel grid. This method is known as "DIB" gridding and is a simple way to generate a σ o image. The DIB grid size is typically approximately the footprint size. A more sophisticated approach is to use signal reconstruction techniques to produce higher spatial resolution. This approach uses both the measurement locations and the SRFs of the measurements.
Reconstruction processing techniques effectively assume the underlying signal (the backscatter) being sampled is bandlimited, which is the only consistent assumption possible with sampled data [21] . Though not necessarily strictly true for an arbitrary σ o field, the energy in the spectrum of most geophysical processes of interest tends to fall off at small scales. The spectrum of the SRF further restricts the energy in fine-scale portions of the spectrum of the σ o field. Hence, assuming a band-limited σ o field is not unreasonable. For reconstruction, the backscatter at each point of a finescale pixel grid is estimated, producing a backscatter image or map. While the image is generated on a regular grid, the measurement locations are not aligned with the grid, and so the measurements form an irregular sampling pattern. Fortunately, there is a well-defined theory of signal reconstruction based on irregular sampling [36] , [37] which can be applied to the problem [21] .
The limit on the resolution of two-dimensional reconstruction from irregular samples is based on the Gröchenig δ-dense criterion [9] , [36] , [37] . The δ-dense parameter describes the largest rectangular box that contains a single sample center position. In effect, this is the worst-case spacing between samples. The δ-dense parameter is to irregular sampling what the Nyquist interval is to regular (uniform) sampling.
The Gröchenig criterion states that to recover a signal with wavenumber (spatial frequency) ω 0 , the sampling must satisfy
where (for this application) δ is the largest dimension of the δ-dense rectangle. In contrast, the corresponding limit for regular (uniformly spaced) sampling with spacing δ u is the conventional Nyquist criterion given by
Thus, for a given ω 0 , irregular reconstruction requires a finer sampling density than regular sampling to ensure full signal reconstruction. Note that (7) implies that the finest resolvable spatial feature d for a given δ is
For uniform sampling, this limit is d > 2δ u (10) which confirms that regular sampling provides better resolution than an arbitrary irregular sampling for a given sampling density.
To derive the general reconstruction approach, the measurement equation (4) is discretized on the imaging grid to become
where a j is the backscatter at the center of the jth pixel and h ij = SRF(x l , y k ; φ i ) is the discretely sampled SRF for the ith measurement evaluated at the jth pixel center, where h ij is normalized so that j h ij = 1. In practice, the SRF is negligible some distance from the measurement center, so the sums need only be computed over a small area around the pixel. Equation (11) can be written as the matrix equation
where H contains the sampled SRF for each measurement and Z and a are vectors composed of the measurements z i and a j , respectively. Even for small images, H is large and sparse, and may be overdetermined or underdetermined depending on the number and locations of the samples. Reconstruction of the surface σ o is equivalent to inverting (12) . The iterative SIR algorithm [9] , [19] is an example of a reconstruction algorithm specifically developed for scatterometer image formation. The SIR algorithm is a particular implementation of an iterative solution to (12) . SIR approximates a maximum-entropy solution to an underdetermined equation and a least-squares solution to an overdetermined system. The first iteration of SIR is termed "AVE" (for weighted AVErage) and provides a simple reconstruction estimate. The AVE estimate of the jth pixel is given by
where the sums are over all measurements that have nonnegligible SRF at the pixel. The SIR iteration begins with an initial image a 0 j whose pixels are set to be the AVE value defined in (13) . Thereafter, the iterative equation for single-variate SIR is given by
where
where (15) constrains the amount of change permitted during any one iteration, thereby minimizing the effects of noise [19] . Though not used in this paper, a spatial median filter can be applied to the image between iterations to further reduce the noise [19] .
For scatterometers, SIR is implemented in dB [9] , [19] , i.e., the computation is done on 10 log 10 (z i ) rather than on the linearspace value z i as done in the radiometer version [11] , [13] of the SIR algorithm. However, the linear-space form can be applied to scatterometer data. In considering the differences between linear and dB processing, recall the well-known fact that computing the arithmetic mean of values in dB is equivalent to computing 10 log 10 of the geometric mean of the linear-space values [38] .
With the measurements in dB, the reconstruction processing can be viewed as a form of weighted geometric mean filtering. Since it has been found that geometric mean filters are better at reducing Gaussian-type noise and preserving linear features than (linear) arithmetic mean filters [39] , some performance advantage to dB processing is expected. Nevertheless, for completeness, this paper compares the results of the SIR algorithm using both linear-space and dB measurements. Similarly, the performance of the DIB gridding computation is compared when computed in both dB and linear-space backscatter measurements. The linear and dB computations yield similar, but slightly different results, due to the relatively high signal-to-noise ratio (SNR) of the measurements and limited signal dynamic range. As shown later, the resulting images are within an RMS of one-half a dB of each other. 3 Reconstruction enables estimation of the surface σ o on a finer grid than is possible with the conventional DIB approaches, i.e., the resulting reconstructed σ o has a finer effective spatial resolution than DIB methods. The reconstructed signal is often referred to as having "enhanced resolution," though in fact the reconstruction algorithm merely exploits the available information to reconstruct the original signal at higher resolution than DIB gridding.
In practice, since the σ o measurements are quite noisy, attempting full image reconstruction can produce excessive noise enhancement. To reduce noise enhancement and resulting artifacts, regularization can be employed, at the expense of resolution [21] . Regularization is a smoothing constraint introduced in an inverse problem to prevent extreme values or overfitting. Regularization results in partial or incomplete reconstruction of the signal [21] . It also creates a tradeoff between signal reconstruction accuracy and noise enhancement. SIR includes regularization achieved by prematurely terminating the iteration.
V. GRIDDING AND RECONSTRUCTION
All algorithms that generate two-dimensional gridded images from sensor measurements are characterized by a tradeoff between noise, spatial resolution, and temporal resolution [10] , [23] . Whatever image/gridding approach is used, the reported pixel values are some sort of average of the σ o measurements over time, azimuth angle, incidence angle, and any backscatter change due to geophysical processes during the averaging interval. To handle long-term surface variations, separate shortterm images can be formed and averaged, or a single long-term image can be created. The multiple short-term image approach is discussed further later. Alternately, a temporal model can be employed to explicitly account for the temporal variation. For example, a hydrological model might be useful for soil moisture imaging. In any case, to minimize noise, the desire is to average 3 Measurement noise and surface variability give the σ o measurements a probability distribution function (pdf) that is mapped and combined through the imaging algorithm to yield the pdf of the pixel estimates. Linear processing preserves the Gaussian pdf typically assumed for the σ o measurement pdf, while dB processing treats the same input as log-normal. However, since many measurements are combined in the SIR processing, the law of large numbers predicts that the pdf of the pixel values is effectively Gaussian in either case. The pixel size used in this paper is based on the compatibility with historical products. To be compatible with standard scatterometer products provided by the SCP project, the fineresolution pixel size is set to 2.225 km. The low-resolution pixel size is set to ten times this value, or 22.25 km, which is approximately the nominal along-track sample spacing and simplifies embedding the fine-resolution grid within the low-resolution grid. Note that the effective spatial resolution of the imagery is coarser than the pixel size by at least a factor of two in order to meet the Nyquist criterion for the reported image.
To understand the tradeoff between time (orbits) and the number of available measurements that fall within a pixel, a representative study region spanning 10
• of latitude is used to evaluate the distribution of the number of measurements that fall within each pixel. This is done based on actual reported QuikSCAT measurements over several periods in Fig. 5 for eggs and slices. For low-resolution pixels, all pixels have multiple egg and slice measurements. For fine-resolution pixels, not all pixels are hit, i.e., no measurement centers fall within them. With one day of data, only 20% of fine-resolution pixels contain at least one egg measurement center, though 70% contain slice centers. By four days, about 45% of pixels contain at least one egg center, while very few pixels do not contain a slice center. Thus, to ensure full coverage of an area using fine-resolution, multiple days are required, while coarse-resolution pixels need only one day.
A. Spatial Resolution
To help understand the tradeoff between imaging time and the δ-dense value, the δ spacing for each pixel for different time periods is computed. To do this, the measurement locations are quantized to fine-resolution grid centers, and the minimum spacing between each pixel center and the nearest measurement center is determined. This δ spacing varies and so the histogram of δ is computed for all pixels in the image. The normalized histogram is plotted in Fig. 6 for different time periods. Note that a δ density of better than 5 km is achieved within a single day for slices, but three days are required for eggs to achieve the same value. Based on the Gröchenig sampling criterion in (9), an image reconstruction resolution of 6.4 km can be supported for one day of slices and several days of eggs. For both conventional-(nonenhanced) resolution and enhanced-resolution images, the effective image resolution depends on the number of measurements and the precise details of their SRFs and spatial locations.
B. Temporal Resolution
Note that backscatter measurements combined into a single pixel may have different azimuth and incidence angles (though the incidence angle variation is small), and are collected at different times. The resulting images represent a temporal average of the measurements over the averaging period. This is true no matter what image formation or gridding technique is used. As a result, there is an implicit assumption that the surface characteristics remain constant over the imaging period and that there is little to no azimuth variation in the true surface. Separate images can, of course, be created for different azimuth angles (which is done for enhanced-resolution wind retrieval [41] - [43] ) or models can be used for the azimuth variation [3] , [27] .
In creating images from multiple passes, long-term surface variations, e.g., due to seasonal change, can be handled by creating either separate, short-term images to temporally sample the change or a single long-term average image to "average out" seasonal variations. Short-term sampling and averaging can avoid temporal aliasing that introduces errors, and it can also permit study of seasonal change and/or improve the longterm average by compensating for the seasonal change. Sudden backscatter change events within the imaging period, i.e., rapid changes compared to the imaging interval, tend to be averaged in the image. The precise averaging effects depend on the imaging algorithm. For DIB algorithms, which use simple averaging, the resulting pixel values are weighted by the number of measurements before and after the event so the pixel values are temporally weighted averages. The temporal weighting is conceptually similar for reconstruction algorithms, but is more complicated since their computation involves the spatial distribution of the measurements and includes measurements over a larger area.
Temporal inconsistency of the measurements can lead to image artifacts, regardless of the imaging algorithm employed, though the simple averages employed in conventional DIB can be expected to have smaller artifacts than reconstruction. This fact has led some [44] to incorrectly dismiss the utility of reconstruction. While it is true that large artifacts can be a concern when full reconstruction is attempted [21] , in practice only partial reconstruction is done. The partial reconstruction limits both errors and artifacts, though it also limits the resolution improvement compared to full reconstruction. Artifacts resulting from temporal inconsistency can be useful for detecting short-term changes in images. In long-term images, the large number of measurements reduces potential artifacts, as seen in the actual data shown later. It should be noted that image artifacts associated with temporal change also occur in DIB images as well, particularly when DIB is attempted at fine resolution.
C. DIB Algorithms
A key advantage of DIB gridding is that the only information required is the measurement backscatter values and their locations. The general procedure is to define a rectilinear map pixel grid and map the measurement centers into the pixel grid. Then, all measurements falling within a particular pixel are averaged to produce the image pixel value. For DIB and a temporal stable target, the root mean square (RMS) pixel noise level is reduced by the square root of the number of measurements averaged in the pixel [12] .
While the DIB pixel size can be arbitrarily set, the effective resolution of a DIB is, to zeroth-order, the sum of the pixel size plus the footprint dimension [11] , so conventionally the pixel size is set to the size of the footprint. More precisely, the effective resolution of the DIB pixel is the size of the 3 dB contour of the pixel SRF. The pixel SRF is the average of the SRFs of the individual measurements, including their displacement from the pixel center. Since the measurement SRFs and locations within the pixel vary, the pixel SRF varies over the image. If the measurement SRFs are long in one dimension and have a variety of orientations within a pixel, the effective resolution of the average can be smaller than the pixel dimension [45] .
There are several variations of the DIB method, including some that use overlapping pixels. In this paper, two are considered: the conventional coarse-resolution form already described, and oversampled DIB, termed "fine-resolution DIB," or fDIB. fDIB differs from DIB only in that finer pixels are used (fDIB is called the dense sampling method in [44] ). As described below, fDIB can provide finer resolution than DIB but has the disadvantage that for a fixed time period, fewer measurements can be averaged into each pixel since the fDIB pixels are smaller than the DIB pixels, and some fDIB pixels may not have any measurements. To achieve the same number of measurements averaged into each pixel, a much longer integration period is required. Thus, fDIB is unsuited for short time intervals. Neither DIB nor fDIB requires information about the SRF. , and −12 dB from the peak response which is normalized to one. The linear grayscale extends from zero to one. The large 22.25 km square box corresponds to the low-resolution DIB pixel size, while the small 2.225 km filled square box corresponds to a single fine-resolution pixel. For the arbitrarily selected pixel location, the number of measurements included in each SRF is summarized in Table II .
D. SRFs and Reconstruction
In reconstruction algorithms, the effective SRF for each measurement is used to estimate the surface backscatter on a finescale grid. As previously noted, the SRF describes how much the backscatter from a particular location contributes to the observed backscatter measurements. It is specified by the antenna pattern and range/Doppler processing. The variation of the QuikSCAT SRFs versus antenna azimuth angle is illustrated in Fig. 2 . The SRFs for a single egg for each beam are illustrated in Fig. 7 . Also shown are example slices from various different eggs to illustrate the extreme variety of the slice SRFs. Note that the sharp edges of the slice SRFs are due to the rapid rolloff of the range/Doppler filter, while the smooth edges result from the antenna pattern rolloff. The relative sizes of the eggs and slices compared to the coarse-and fine-resolution grids can also be seen in the figure.
Explicitly computing the SRF for each measurement is computationally taxing and until recently has been impractical. Previously, the QuikSCAT SRF has been precomputed and parameterized to enable practical implementation of SIR [20] . To save memory and computation, the slice SRF was quantized to a value of 0 or 1, where a value of 1 was used within the 6 dB SRF contour and 0 was used elsewhere. This binary quantization is known as "quantized slice," and when used in SIR and AVE in this paper, as qSIR and qAVE, respectively. The performance of qSIR relative to full-SRF SIR is compared later.
When creating σ o images, multiple backscatter measurements are combined. Knowing the individual measurement SRFs and their locations, the effective SRF of a particular pixel can be computed as illustrated in Fig. 8 . The pixel SRFs for each case are based on the same measurements, though fDIB uses only some of the available measurements. Note that as expected for DIB, the radius of the 3 dB contour corresponds to the nominal low-resolution pixel size. The larger V-pol egg SRFs produce larger pixel SRFs, but the slice SRFs are similar for both polarizations since the slice widths are approximately the same for both beams. The AVE egg SRFs are larger than DIB, and AVE slice SRFs are smaller. For eggs, the fDIB method provides a slightly smaller 3 dB contour than DIB. For slices, fDIB provides a significant reduction in SRF compared to DIB due to the varying orientations of the slices, albeit with much fewer measurements (see Table II ). SIR provides the smallest, most-compact SRF. Compared to DIB, it can be concluded that 1) SIR provides finer SRF resolution in all cases, 2) AVE is better only for slices, 3) fDIB is not useful for eggs, and 4) while fDIB can provide better resolution than DIB, it comes at a cost of higher noise for the same integration period. Note that since the SIR SRF is hard to directly compute, it is here computed as the impulse response for the pixel, whereas the other methods are computed directly by summing the measurement SRFs.
VI. IMAGE FORMATION PERFORMANCE SIMULATION
To compare the performance of the image techniques, it is helpful to use simulation where the true image is known. The results of these simulations inform the tradeoffs in applying the algorithms and understanding the limitations of each. The simulation uses the actual location, geometry, and SRF of real QuikSCAT measurements extracted and computed from QuikSCAT Level-1B files. From simulated noisy and noise-free measurements of a synthetic "truth" image, nonenhanced (DIB and fDIB), AVE, and SIR images are created, with error metrics mean and RMS determined for each case. This process is repeated separately for each polarization, though not all results are shown. Monte Carlo noise is added to the measurements using the system K p for the actual measurements. An arbitrary "truth" image is generated with representative features including spots of varying sizes, edges, and areas of constant and gradient backscatter (see Fig. 9 ). The optimum values of the various algorithms' parameters can depend somewhat on the truth image used [9] , [12] ; however, other images considered in this study produce similar conclusions, so, for clarity, the results from only a single truth image are presented in this paper. Table III. In the simulation, the SRF and the measurement locations are computed from actual QuikSCAT data using a precision computation of the SRF based on each measurement's observation geometry, the measured antenna pattern, and the digital processor response. To apply the SRF in the processing, the SRF for each measurement is evaluated at the center of each pixel for which the SRF is greater than a minimum gain threshold of −30 dB relative to the peak gain.
Simulated DIB images are created by collecting and averaging all measurements whose centers fall within each lowresolution 22.25 km grid element. Simulated fDIB images are similarly computed but using the fine-resolution 2.225 km grid. When preparing images of different resolutions for display, the coarser resolution image is pixel replicated to match the pixels of the finer resolution image. The error is computed as the difference of each fine-resolution pixel.
In the simulation, the azimuth and incidence angle dependence of σ o are ignored. Separate images are created for both noisy and noise-free measurements. Error statistics (mean, standard deviation, and RMS) are computed from the difference Image formation is with measurements in dB except for cases denoted by L that use non-dB (linear space) measurements. The value of linear-space error is converted to dB for display in the table.
between the truth and estimated images for each algorithm option. When used, the noise-only RMS is computed by taking the square root of the difference of the squared noisy and noise-free RMS values. Fig. 9 illustrates a typical noisy simulation result. The error statistics are provided in Table III . In all cases, the mean error is small, so the RMS and standard deviation (STD) are similar. The nonenhanced results (DIB and fDIB) have the largest RMS errors, which is attributed to the errors along the region boundaries. The RMS error is the smallest for the SIR results. Visually, DIB and AVE are similar while the SIR images have better defined edges. The spots are much more visible in the SIR images than in the DIB images, though the SIR images have a higher apparent noise texture. The fDIB egg image has numerous "holes" with no data, while the fDIB slice image has only a few. Note that such holes are not included when computing the error statistics.
To help appreciate the differences between the algorithms, Fig. 10 shows the difference between the estimated and true images. For the most part, the errors are limited to ±3 dB, though for the smallest spot in the lowest level area, the maximum error is 6 dB. The largest remaining errors are associated with edges. The spatial area effected by the edge error is the smallest for SIR and largest for DIB. Over smooth areas, AVE has the lowest variance and minimal texturing. Egg SIR has the greatest texturing and some overshoot along edges.
Creating the images in linear or dB space produces very similar, though not identical results. From Table III , the linear errors are slightly larger than the dB errors. The statistical differences between the images computed using linear and dB space measurements are summarized in Table IV . Unsurprisingly, the largest errors occur adjacent to large step-changes in backscatter in low backscatter regions of the image. Note that the Table III. largest worst-case error (6.6 dB) occurs in the slice FDIB image, while the egg FDIB has the smallest worst-case (0.6 dB) error. The worst-case SIR algorithm differences are 5.4 and 4.5 dB for eggs and slices, respectively, which compare favorably to corresponding DIB differences of 1.9 and 4.0 dB. Because STD values are small (<0.5 dB), and significantly less than the signal reconstruction error (∼3.3 dB), either processing approach can be used for most applications.
A. SIR Truncation
Theoretically, SIR should be iterated to convergence to ensure full signal reconstruction. This can require hundreds of iterations [9] . However, continued SIR iteration with noisy measurements also tends to amplify the noise in the measurements. The reconstruction error declines with continuing iteration while the noise increases. Truncating the iteration enables a tradeoff between signal reconstruction accuracy and noise enhancement. Truncated iteration results in the signal being incompletely reconstructed, but with less noise. Subjectively, as the number of iterations of SIR is increased, image features and the contrast improves. Computing the RMS error for each iteration of SIR provides insight into the tradeoff between the number of iterations, signal error, and noise error. Fig. 11 plots the mean and RMS errors versus iteration. The noise power grows with increasing iterations while the signal error drops. The total RMS error at first declines with iteration, reaches a minimum, and then begins to climb again as the rate of signal improvement declines. There is thus an optimum number of iterations of SIR that minimizes the total RMS error. Iterating beyond this point continues to improve the signal error, but the noise error is also enhanced. Thus, the SIR iteration need not be continued to convergence, i.e., to full signal reconstruction, but can be prematurely terminated to optimize the overall error performance. The result is only "partial reconstruction" which, though having incomplete signal reconstruction, has the smallest total error. Recall that a nonlinearity is included in the SIR algorithm to help minimize the effects of noise and artifacts. The non-linearity has no effect at convergence [9] .
Plotting the signal reconstruction error versus noise power increase as a function of iteration number in Fig. 12 can provide additional insight. These curves are dependent on the scatterometer SNR and to a lesser degree on the true image, but they are representative. In general, the optimum number of iterations corresponding to the minimum RMS error depends on the signal spectrum, the noise level and spectrum, the sampling density, and the pixel resolution. However, the smoothness of the tradeoff curves provides flexibility in selecting the number of iterations. In this paper, a value of 20 SIR iterations is selected. This values provides good signal performance and only slightly degraded noise performance. Since there can be some scene dependence, ideally one would optimize the number of iterations for each case. However, in practice, a single fixed value works well, and simplifies implementation. Furthermore, the fixed termination insures that images have similar noise characteristics. In Table III , it can be seen that the overall error performance of the truncated SIR reconstruction exceeds the alternatives.
In summary, SIR provides better spatial resolution and lower overall RMS error than conventionally gridded (DIB) products. The reconstruction increases noise, but this is offset by reduced RMS signal error due to the increased spatial resolution. The total error can be controlled by the number of iterations which provides an ad hoc way to trade off noise and resolution. The most significant conclusion is that due to the noise in the measurements, only partial reconstruction is desired to avoid excessively enhancing the noise. This has the fortunate by-product of also reducing computation requirements for SIR. Fig. 12 . SIR RMS noise error versus RMS signal error for various algorithm cases for the H-pol simulation. Note that the first iteration of SIR is at the far right. As SIR is iterated, the curve moves to the left, i.e., the number of iterations increases from right to left. In the legend, -L denotes use of linear measurements while the other cases use dB space measurements. 
B. Spectral Analysis
The effective resolution of the reconstructed image can be difficult to quantify due to the variable SRF and spacing of the measurements. However, the effective resolution can be estimated with a simple analysis. Following [12] , a synthetic true image is created with a horizontal LFM chirp in one row. The chirp extends from a constant to a band-limited 10 km sine wave. For simplicity, all image rows are identical. The image is reconstructed from simulated measurements of the true image. The reconstructed image is then row-averaged to summarize the results as a one-dimensional plot (see Fig. 13 ). In this plot, the chirp in true backscatter swings up and down from −20 to −5 dB as a function of distance. Most of the methods are able to reasonably represent the main center hump, but have varying degrees of accuracy in reproducing the higher frequency portion of the waveform. In particular, the DIB method can only coarsely represent the signal. AVE does better than DIB, while SIR does better than both. As expected, the egg measurements have the least high-frequency reconstruction capability, followed by the quantized slices. The full slice reconstruction for SIR is able to accurately represent the first few swings of the chirp, though its performance progressively degrades as the chirp frequency increases.
These observations are confirmed when examining the spectra of the one-dimensional signals, which are computed using Welch's method (see Fig. 14) . Since each spectrum is symmetric, only one-half is shown. The spectra of the reconstructed egg images follows the behavior of the truth spectrum down to a wavenumber of about 0.02 km −1 (33 km) before falling off more quickly. As expected, the slice spectra extend further with less attenuation than the egg spectra, with the SIR spectra extending as far as the true signal spectra to 0.09 km −1 (11 km), though attenuated. The SIR spectra are less attenuated than the AVE spectra but both recover more frequency content than DIB. Coverage holes preclude comparing fDIB results for the four-day imaging period considered.
VII. ACTUAL DATA While the previous results are based on simulation, this section uses actual data. The purpose of the analysis is to demonstrate and compare DIB and fDIB with enhanced-resolution imaging methods for different time periods for both constant and temporally varying surfaces.
To enable the detailed comparison of the algorithms for a fourday integration period with a constant surface, a small 580 km × 1400 km study area extending from the Antarctic coast into the interior is selected, see region (a) in Fig. 15 . The study area includes a coastline, an area of ice-covered ocean, coastal mountains, and interior snow dunes. As the time period is midwinter, no temporal change is expected, though some azimuth backscatter variation over the snow dunes may be present [3] , [25] - [27] . In this paper, azimuth modulation is ignored in processing the data. The results of applying the various algorithms are shown in Fig. 16 . While good quality DIB, AVE, and SIR images could be created with shorter time periods, a four-day period is selected so that the fDIB egg images contain enough valid pixels to create recognizable images. A longer period is needed to fully fill-in fDIB for either eggs or slices.
A visual comparison of the images in Fig. 16 reveals improved detail in the SIR images compared to the DIB images. Note that when using actual data, the true backscatter values are not known, so the reconstruction error cannot be computed. As expected, the DIB images are blocky, while the high-resolution images exhibit finer resolution. The slice fDIB image closely resembles the qSIR and slice SIR images, but still has missing pixels. Since the number of measurements averaged into each fDIB image pixel is much smaller than for the other cases, a higher level of noise is expected in the fDIB images compared to the other images. Subjectively, the SIR images have the highest contrast, minimal noise, and appear more detailed than the other images.
To study the effects of temporal variation on the image data, a large study west of the Ross Sea over Oates Land is defined [see region (b) in Fig. 15 ]. Constant over land, the study area includes moving and stationary icebergs and moving sea ice. A boundary line between older, bright sea ice, and darker, new ice moves in response to ocean currents and katabatic winds off the Ross Ice Shelf. The line extends diagonally south of the Balleny islands which show up as three bright shapes in the lower center of the image. Over the 30-day period, variable katabatic winds blowing off the Ross Ice Shelf push the sea ice north (down) and westward (right), creating bright new ice east (left) of iceberg B15J. Iceberg B15J remains stationary over the 30-day period considered, while iceberg B15A shifts downward and rotates. Other bright features in the image include the Drygalski ice tongue and the tongue of the Mertz glacier. These appear bright due to high σ o resulting from volume scattering from buried ice features. Clearly there are significant dynamic events occurring during this 30-day period as revealed by comparing the one day images from the start and end of the period. Note that sea ice in the 30-day image is smeared, and iceberg B15A appears in two places. From a time series of short-time images, not all of which are shown, this is a reasonable expectation for the average backscatter over this period. Observe that the subjective sharpness of the 30-day image is not much improved compared to the four-day image, suggesting that there is little resolution advantage to the longer period since at the grid resolution used, the spatial sampling density is not improved. Instead, the longer time period provides only more samples that improve the SNR, confirming the tradeoff between temporal resolution and noise reduction. Smearing effects can be minimized by using a time series of shorter images to study the evolution of the sea ice backscatter and the motion of the icebergs. The enhancedresolution images can be compared with DIB and fDIB images in Fig. 18 . In spite of temporal variation and measurement noise, the reconstructed images exhibit appropriate, desirable behavior without extreme values, and provide improved resolution and noise reduction.
Finally, a comparison of 4-day and 30-day slice DIB and fDIB images is shown in Fig. 18 . It is apparent that the 30-day fDIB image is very similar to the 30-day qSIR image, though with careful inspection it can be seen that the fDIB image is noisier and has texturing artifacts, particularly in the lower right. The texturing is due to high noise levels in pixels that contain few meaurements. A key observation from this image is the occurrence of temporal change artifacts in fDIB images, which leads to the conclusion that fDIB should not be used when temporal change is expected. The qSIR image, which exhibits consistent smoothing, is a better representation of the average conditions over the 30-day period. The four-day fDIB has many unfilled pixels, and has subjectively lower resolution than the four-day qSIR image. The fDIB and qSIR images resolve much finer features than the DIB images.
VIII. CONCLUSION
Single pass scatterometer backscatter data are commonly used for wind retrieval, but have coverage gaps over land and ice regions. Combining multiple passes fills coverage gaps and enables generation of backscatter images with reduced noise via measurement averaging. Exploiting the measurement SRF using reconstruction algorithms improves the resolution of the backscatter images. Since they are temporal averages of the radar backscatter over one or more days, multipass backscatter images provide better coverage and reduced noise. As discussed previously, they have wide application in studies of land, vegetation, and ice. Essential to most of these applications is a method of generating maps or images of the surface σ o on a uniform grid on the Earth's surface.
A number of multipass backscatter image algorithms have been proposed over the years. Since no single algorithm can meet the needs of applications of the backscatter data, this paper has compared the performance of several common algorithms, including conventional DIB gridding, fDIB gridding, and the AVE and SIR enhanced-resolution imaging algorithms for creating multipass backscatter images from SeaWinds-class scatterometers. This paper has explored the limitations and strengths of the algorithms using the RMS and STD of the backscatter error as simple, general metrics.
All of the algorithms can average either linearly expressed or dB measurements. For land and ice imaging, where the SNR is relatively high, the results are very similar (within a STD of <0.5 dB). Furthermore, based on simulation, the STD of lineardB differences are significantly less than the STD of the error (∼3 dB) in the backscatter images. This suggests that for most applications, either computation method can be used in any of the algorithms.
Easy to compute and not requiring any information about the SRF, DIB provides only low-resolution images. Also not requiring the SRF, fDIB can produce high-resolution images, though it is noisier and more sensitive to the sampling distribution and to temporal change. fDIB requires a much longer integration period to ensure full coverage, and with fewer measurements averaged into each pixel, fDIB is noisier than DIB and the other algorithms. On the other hand, for long time periods with limited temporal variation, it can provide good spatial resolution without SRF information.
The iterative SIR algorithm provides the highest resolution by exploiting knowledge of the measurement SRF. SIR is equivalent to inverting the full matrix reconstruction matrix for the entire image but is regularized by truncating the iteration, resulting in only partial signal reconstruction. The truncation enables a tradeoff between noise and resolution. With an appropriate iteration count, SIR is shown to provide the minimum total RMS error when using noisy scatterometer measurements. The resulting images provide higher spatial resolution surface backscatter images with smaller total error compared to DIB and fDIB.
All of the algorithms (DIB, fDIB, AVE, and SIR) create backscatter images that are temporal averages over the imaging interval and thus have some of the same limitations when faced with temporal change during the imaging interval. To account for long-term changes, multiple short-term images that cover the long-term period can be used, though the minimum imaging period for fDIB makes this difficult when there is rapid change. Providing higher resolution than DIB, SIR images are quite robust to temporal change with slice SIR providing the best (better than 11 km) spatial resolution over two days for the scatterometers considered. For comparison, DIB provides an effective spatial resolution of ∼50 km for the same period, while fDIB does not provide adequate coverage to be useful. For QuikSCAT, increasing the imaging period beyond four days primarily reduces the noise, and has little impact on the spatial resolution, which is consistent with the δ-dense sampling of QuikSCAT.
Conventional-resolution DIB and enhanced-resolution AVE and SIR backscatter image products from past and present scatterometer instruments spanning from 1978 to the present are available for download from the SCP project at www.scp.byu.edu. To deal with the temporal change, short (1 to 4 day) imaging periods are available. A database of scatterometer-derived Antarctic iceberg positions is also available from the SCP.
