Survival analysis is a type of semi-supervised ranking task where the target output (the survival time) is often right-censored. Utilizing this information is a challenge because it is not obvious how to correctly incorporate these censored examples into a model. We study how three categories of loss functions, namely partial likelihood methods, rank methods, and our classification method based on a Wasserstein metric (WM) and the nonparametric Kaplan Meier estimate of the probability density to impute the labels of censored examples, can take advantage of this information. The proposed method allows us to have a model that predict the probability distribution of an event. If a clinician had access to the detailed probability of an event over time this would help in treatment planning. For example, determining if the risk of kidney graft rejection is constant or peaked after some time. Also, we demonstrate that this approach directly optimizes the expected C-index which is the most common evaluation metric for ranking survival models.
Introduction
Survival analysis, also known as time-to-event analysis aims to predict the first time of the occurrence of a stochastic event, conditioned on a set of features. An example in the case of medical data is the time of death or a graft failure after an operation. In cases where the time of event for many samples is missing because the event wasn't observed, this can be framed as a particular type of semi-supervised learning where part of the target values are referred to as right-censored. Formally we can say that for some examples we do not have the time of event T , but rather a time T 0 (censoring time) such that we know T > T 0 . The classical approach to survival analysis is the Cox proportional hazards model (Cox, 1972 ) that takes into account censored samples. Ranking approaches (Raykar et al., 2007) are also a way to take these censored samples into account by incorporating them into the training using pairwise ranking loss where although the exact time of event is not known the pairwise relationship with respect to a censoring date is known for event occurring before the censored event. We would like to predict the probability distribution of an event as it will help in treatment planning. For example, determining if the risk of kidney graft rejection is constant or peaked after some time.
In this study, we propose to use the Wasserstein metric to have a model predict the probability distribution of the event time. This approach not only provides an interpretable prediction but allows us to impute the distribution of censored samples given global survival statistics with the nonparametric Kaplan Meier estimate. Our intuition is that training with the KM estimate provides a richer signal during training than a rank loss would provide. Also, we find that this approach directly optimizes the C-index (Harrell et al., 1982) which is the most common evaluation metric for ranking survival models. We compared our proposed loss with a set of common ranking-specific losses on several reference survival datasets.
Survival data
In what follows, we will use the following notations. Let x (i) be the feature vector of the i-th example and let y (i) t take value 1 if event i happened at time t and 0 otherwise. Moreover, letŷ
t be the estimated probability of event i happening at time t and let t (i) be the (scalar) actual time of event i. We denote by z
t the true and estimated cumulative probability distribution of y. Namely, z
t . Finally, let c (i) be 1 if example i is observed (non-censored) and 0 otherwise.
Ties and censored data
Survival datasets describe medical events that can have a low temporal resolution (time scale) causing ties between patients. A given unique time (at a given resolution, e.g., one day) can correspond to multiple events. Such events are arXiv:1806.01984v2 [cs. LG] 8 Jun 2018
tied and that would imply that more precise predictions are not relevant. However, they must be given special attention in constructing loss functions.
As mentioned earlier, another characteristic of survival data is that they are right-censored. We can still use these examples by only comparing with patients that had an event before the date of censorship or by imputing the event time based on statistics over the data.
Metric of evaluation
The concordance index or C-index (Harrell et al., 1982) is the standard evaluation metric for survival data. It corresponds to the normalized Kendall tau metric between the true and predicted distribution (Kendall, 1938) . It can be seen as a generalization of the Area Under the Receiver Operating Characteristic Curve (AUROC) that can handle right-censored data (Raykar et al., 2007) .
We define an acceptable pair as one for which we are sure the first event occurs before the second. These are the pairs for which the first element is non-censored, and for which the censoring or event time of the second element is strictly greater than the first. Let A be the set of acceptable pairs. Then, the C-index to be maximized can be written as:
Loss functions for censored data
In this section, we present loss functions in the context of survival prediction for censored data. We divide these loss functions into three categories: partial likelihood methods, rank methods, and our classification method based on a Wasserstein metric (WM).
Cox Model
Cox introduced a general conditional log-likelihood to fit survival models, in which the probability of observations is maximized (Cox, 1972) . It was demonstrated by (Raykar et al., 2007) that maximizing the Cox's partial likelihood is approximately equivalent to maximizing the C-index. We present the general formula, with a real-valued score prediction function f θ estimating the probability of the event at a particular time, given input features x (i) . Denoting the predicted score f θ (x (i) ) the loss is:
We also consider a variant of this loss, Efron's approximation (Efron, 1977) that commonly improves performance when there are many tied event times.
In our experiments, the Cox variant refers to a multi-layer perceptron (MLP) f θ trained with the normal Cox loss or with Efron's approximation loss, as in (Katzman et al., 2016; Luck et al., 2017) .
Ranking losses
Many methods attempt to directly predict the rank of the different examples. This is done by learning the following objective:
where φ(z) is a function that relaxes the non-differentiable 1 of the C-index (Raykar et al., 2007) . We evaluated the functions used in (Raykar et al., 2007) , Ranking SVM (Herbrich, 2000) , Rankboost (Freund et al., 2003) and RankNet (Burges et al., 2005) . These functions have been shown in (Kalbfleisch, 1978) to correspond to lower bounds on the C-index. We use σ to denote the Sigmoid function z → 1 1+exp(−z) .
Wasserstein metric
While there have to our knowledge been no previous attempts to use the Wasserstein metric on survival data or ranking problems, (Frogner et al., 2015) used a Wasserstein loss for image classification and tag prediction. (Hou et al., 2016) and (Beckham & Pal, 2017 ) apply a Wasserstein metric for the more restrictive case of ordinal classification. Recently, (Mena et al., 2018) used the Sinkhorn algorithm, which is commonly used in optimal transport applications, as an analogy to the Softmax for permutations.
The WM is the minimum cost to transport the mass from one probability distribution to another. In the case of distributions of discrete supports (histograms of class probabilities), this is computed by moving probability mass from one class to another, according to the ground distance matrix specifying the cost to transport probability mass to and from different classes. Thus, the WM takes advantage of knowledge of the structure of the space of values considered, e.g., the 1-dimensional real-valued time axis, so that some errors (e.g. between neighboring events) are appropriately penalized less than others.
The WM is particularly adapted to a survival context. We denote p r the true data distribution, and p θ the distribution estimated by the model. We write Π the set of joint distributions p(·, ·) with left and right marginals p θ and p r respectively. Given an example x and corresponding real time of event T , we can write:
Learning to rank for censored survival data
As p r is a Dirac, we have that:
In all that follows, d(T 1 , T 2 ) is chosen to be proportional to the number of train set elements having events between T 1 and T 2 . The term is therefore E T ∼p θ (·,T |x) 1 − Cindex .
3.3.1. USE AS A LEARNING OBJECTIVE (Levina & Bickel, 2001) notes that under certain conditions satisfied in the case of ordinal classification, the WM takes the following expression:
where T is the size of the Softmax layer and CDF (.) is a function that returns the cumulative density function of its input density. Here, p and q are two probability distributions with discrete supports. We use l = 1.5 in our experiments. We write f θ (x (i) ) =ẑ
θ to highlight the dependency on θ. The objective can be written as:
IMPUTING MISSING VALUES FOR CLASSIFICATION
In order to allow the WM objective to lead to good training, we have imputed the CDF of the censored data with 1. − KM , where KM is the Kaplan-Meier non parametric estimate of the survival distribution function computed on the training set (see Figure 1 ). With the KM estimator, the survival distribution function S(t) is estimated as a step function, where the value at time t i is calculated as follows:
with d i denoting the number of events at t i and n i the number of patients alive just before t i . Figure 1 . An overview of the proposed distribution matching loss.
In the case that a sample is censored the KM estimate is used to impute the probability that should be assigned for that event.
4. Experiments
Datasets
We assess the presented models on a variety of publicly available datasets. The characteristics of these datasets are summarized in 
SUPPORT2
1 records the survival time for patients of the SUPPORT study.
AIDS3
2 corresponds to the Australian AIDS Survival Data.
COLON 2 consists of data from the first successful trials of adjuvant chemotherapy for colon cancer. We considered death as a target event for our study.
Data pre-processing
We used a one-hot encoding for categorical features, and unit scaling for continuous features. For features with missing values, we added an indicator function for the absence of a value.
We performed 5 fold cross validation and kept 20% of the train set as a validation set. The prediction performance was reported as mean ± standard error of the C-index over the 5 folds. Early stopping was performed on the validation C-index.
We used a multi-layer perceptron (3 layers with 100 units each) with ReLU activation functions where applicable, and used Dropout (Hinton et al., 2012) , Batch Normalization (Ioffe & Szegedy, 2015) and L2 regularization on the weights. We used the Adam optimizer. For the ranking and log-likelihood methods the output was a single unit with a linear activation function. For the methods requiring a prediction of output times, we used a Softmax function. Our code was written in PyTorch (Paszke et al., 2017) We perform a grid-search for each split independently for the L2 regularization coefficient on the weight and the learning rate. We add a small constant (1 for Support2 and Aids3, 10 for Colon) to the distance between bins before normalizing. For colon we used a bin size of 2 days, and 1 day for the other two datasets.
Comparison of different ranking methods
We study the impact of the different loss functions in Ta Table 2 . Performance scores of the different methods. The table reports the C-index mean ± standard error over the 5 fold. For each dataset, the best model in terms of mean score is highlighted in bold. We draw the readers attention to the classification losses which are among the losses that give the best results.
Impact of using censored data
The purpose of this section is to explore how censoring is informative and demonstrate that we should not just ignore/process away censoring. We compare three methods to account for censored data. We first completely removed censored examples from the training set (no censored data). We also considered the time of censoring to correspond to an actual event occurrence (transforming each example censored at time t into the same example with an event occurring at time t) (death at censoring). Finally, we also listed results for the standard approach (with censored data). In the case of WM, the censored times are imputed with the (1 − KM ) curve.
We run this experiment on the SUPPORT2 dataset for the three best methods of each category as it is the largest public dataset we have : Cox Efron's, σ(z) and our methods WM. The results are presented in Table 3 . We explore how the three categories of methods are impacted by adding censored data. The table reports the C-index mean ± standard error over the 5 fold. For "Death at censoring", we set the death event as the censored time. It is clear that censored data contains information that we can use to make better predictions.
Exploring the impact of censored data
In order to determine how much of an improvement we can obtain from incorporating censored data we can vary the composition of samples that are censored in the training data, while keeping the validation and test sets the same. In Figure 2 we show the evolution of the C-index with different percentages of censoring of the training set in the SUPPORT2 dataset. Figure 2 . Here we study how the composition of censored and uncensored patients during training impacts the C-index mean ± standard error over the 5 fold in the SUPPORT2 dataset. The validation and test sets are fixed and the training set has censored patients introduced by marking patients as censored at random. The plot starts at 30% because the dataset has that many censored patients by default. We find that the WM classification loss is robust to the introduction of censored data.
Conclusion
We proposed a new method for learning to rank survival data. Experiments on the different datasets show that our models trained with the WM loss gives accurate predictions compared to the more classical losses of the Cox model and ranking loss functions, which directly approximate a lower bound of the C-index. While not always state of the art, our method is always among the best results for each dataset.
We also find that this approach allows the method to tolerate a high percentage of censored samples and continue to predict well given results consistently in the same range of the best methods. Also, we demonstrate that our method can be seen as directly optimizing the expected C-index which is the most common evaluation metric for ranking survival models. Moreover, our results demonstrate that imputing the values with the KM curve for the missing times in a classification framework can increase the resulting C-index.
