Abstract. Redundant test set is one of focuses in recent bioinformatics research. The author investigates the phenomenon of "differentiation repetition" of (redundant) test set and utilizes derandomization method to give deeper approximability results of redundant test set conditionally better than directly derived from set cover. Set cover greedy algorithm (SGA for short) is a common used algorithm for (redundant) test set. This paper proves approximation ratio of SGA for odd redundancy r ≥ 3 can be (2 − 1 2(r+1) ) ln n + 2 ln r + 1, approximation ratio of SGA for redundancy 2 can be 
) ln n + 2 ln r + 1, approximation ratio of SGA for redundancy 2 can be 5 3 ln n + 1 3 ln m * + 1 3 ln ln n + 1, and approximation ratio of SGA for even redundancy r ≥ 4 can be (2 −
) ln n + 1 r ln m * + 2 ln(r − 1) + 1, where m * is the size of the optimal test set in the optimal solution.
Introduction
Test set problem arises in pattern recognition, machine learning, and bioinformatics. Test set problem is NP-hard. The algorithms using in practice includes branch and bound, Lagrangian relaxation, and simple "greedy" heuristics implemented by set cover criterion or by information criterion [1] . Theoretically, test set is not approximable within (1 − ε) ln n for any ε > 0 unless N P ⊂ DT IM E(n log log n ) [2, 3] . The average size of test sets returned by the two type "greedy" heuristics are virtually the same in practice [1, 4] . Recently, the precise worst case analysis of the two "greedy" heuristics is accomplished. The authors of [3] design a new information type greedy algorithm, information content heuristic (ICH for short), and prove its approximation ratio ln n + 1 , which almost matches the inapproximability results. The author of this paper proves the approximation ratio of set cover greedy algorithm (SGA for short) can be 1.14 ln n, and shows a lower bound (1 + α) ln n of the approximation ratio, where α is a positive constant [5] .
Redundant test set, which can be looked as a special case of set multicover 1 , captures the requirement of redundant distinguishability in the string barcoding problem [4] and the minimum cost probe set problem [6] in bioinformatics. Set cover greedy algorithm (SGA for short) is a common used algorithms for redundant test set. Another algorithm designed for redundant test set is randomized multi-step rounding algorithm (RND for short) [7] . Randomized experiments on test set show when r is small, SGA performs better than RND, and when r is near to or more than n, RND performs better than SGA [4] .
In this paper, the author applies the potential function technique of derandomization method of [8] to redundant test set, and shows deeper approximability results of SGA conditionally better than the approximation ratio 2 ln n directly derived from set multicover [9] . This paper proves approximation ratio of SGA for odd redundancy r ≥ 3 can be (2 − 1 2(r+1) ) ln n + 2 ln r + 1, approximation ratio of SGA for redundancy 2 can be In Section 2, the author gives some definitions and basic facts. In Section 3, the author analyzes the phenomenon of "differentiation repetition". In Section 4, the author utilizes the derandomization method to prove deeper approximation ratio of SGA for redundant test set. Section 5 is the conclusion.
Preliminaries
Given a positive integer r, the input of redundant test set with redundancy r consists of a set of items S with |S| = n, a collection of subsets (called tests) of S, T . An item pair is a set of two different items. A test T differentiates item pair a if |T ∩ a| = 1. A family of tests T ′ ⊆ T is a r-test set of S if each item pair is differentiated by at least different r tests in T ′ . The objective is to find the r-test set of minimum cardinality. 1-test set is abbreviated to test set. Definition 1 (Redundant Test Set with Redundancy r).
In an instance of test set problem, there are n 2 different item pairs. Let i, j be two different items in S, and S 1 , S 2 are two disjoint subset of S, if i, j ∈ S 1 , we say {i, j} is an item pair inside of S 1 , and if i ∈ S 1 and i ∈ S 2 , we say {i, j} is an item pair between S 1 and S 2 .
We use ∈ (i, T ) to represent the number of tests in T that contains item i. We use a ⊥ T to represent the fact that T differentiates a and a T to represent the fact that T does not differentiate a. We use a ⊥ T to represent the fact that al least one test in T differentiates a and a T to represent the fact that any test in T does not differentiate a. We use ⊥ (a, T ) to represent the number of tests in T that differentiate a and use a ⊥ t T to represent the fact ⊥ (a, T ) = t.
Definition 2 (Equivalent Relation Induced byT ).
GivenT , we define a binary relation ∽T on S: for two item i, j, i ∽T j iff {i, j} T . By Fact 1 (a), ∽T is an equivalent relation.
Redundant test set can be transformed to set multicover in a natural way. Let (S, T ) be an instance of redundant test set with redundancy r, we construct an instance (U, C) of set multicover with cover requirement M , where M = r, U = {{i, j}|i, j ∈ S, i = j}, and
Definition 3 (Differentiation Measure).
The differentiation measure ofT is defined as #(T ) = a max(r− ⊥ (a,T ), 0), and the differentiation measure of T related toT is defined as #(T,T ) = #(T ) − #(T ∪ {T }).
SGA can be described as:
In SGA, we callT the partial r-test set, and we say an item pair is alive, if the times for which it is differentiated by tests inT is less than r. The greedy algorithm for set multicover has approximation ratio ln N + 1 [9] . Using the natural transformation, we immediately obtain the approximation ratio 2 ln n of SGA.
Many practitioners of bioinformatics are aware of the phenomenon that item pairs differentiated for small number of times are quite "sparse" especially when m * is small, for example m * = O(log n). In this section, the author research this unique characteristic of (redundant) test set quantitatively by giving some propositions.
Proposition 1 (Proposition 1 of [5] ). Given a test set T , at most n log 2 n item pairs are differentiated by exactly one test in T .
Proposition 2. Given a 2-test set T , and a test set T
′ ⊆ T , at most n log 2 n|T ′ | item pairs are differentiated by exactly two tests in T .
Proof. For any test T in T , clearly T − {T } is a test set. By Proposition 1, at most n log 2 n item pairs between T and S − T are differentiated by only one test in T − {T }, i.e., at most n log 2 n item pairs between T and S − T are differentiated by only two tests in T . Since tests in T ′ differentiate all item pairs, at most n log 2 n|T ′ | item pairs are differentiated by only two tests in T . Hence
{number of item pairs in P differentiated by T } is even, which contradicts the fact r and d are odd.
(b) In this proof, we use T N , T 0 , T 1 to represent multisets of non-empty tests, and we consider the multiplicities when dealing with the three notations. Clearly, Fact 1 (b) holds when allowing T to be multiset.
Let N = {i, j} ∪(N i ∩N j ), and T N = {T ∩N |T ∈ T }. Then for any item pair a between {i, j} and N i ∩ N j , ⊥ (a, T N ) = r, ⊥ ({i, j}, T N ) ≥ r, and any item pair a inside of N i ∩ N j , ⊥ (a, T N ) ≥ r. Suppose T N = T 0 ∪ T 1 , |T ∩ {i, j}| = 0 for any T ∈ T 0 , and |T ∩ {i, j}| = 1 for any T ∈ T 1 . (W.l.o.g., any test T which contains both {i, j} is replaced by
which is a contradiction.
Thus, for any two different items k 1 , k 2 ∈ N i ∩ N j , we have
Given a r-test set T with odd r ≥ 3, at most 4 r n √ n item pairs are differentiated by exactly r tests in T .
Proof. W.l.o.g., suppose n ≥ 4. By Lemma 1 (a), we can suppose B is a bipartite graph between two vertexes classes S B and S − S B , with S B ≤ n/2. Divide S B into disjoint subsets with size no more than ⌊ √ n⌋. The number of such subsets is no more than 1 2
For any such subset
Therefore, 
Deeper Approximation Ratio
In this section, the author utilizes the derandomization method to derive deeper approximation ratio of SGA for redundant test set. Proof. Clearly, there is a partial r-test set T 1 satisfying #(T 1 ) ≥ # B , but after selecting the next testT , #(T 1 ∪ {T }) < # B . Let the last selected test is T ′ and let the set of selected tests after selectingT until selecting T ′ is T 2 . Then the returned r-test set is
and k 2 = ln # B |T * |. Define the "potential functions" to be
GivenT , letp denote the probability distribution on tests in T * −T : draw one test uniformly from T * −T . For any T ∈ T * −T in , the probability of drawing T isp(T ) =
For any item pair a, by Lemma 2,
Since ⊥ (a, T * ) ≥ r,
If ⊥ (a, T * ) ≥ r + 1,
We have
By the definition of f (T ) and the factsp(T ) ≥ 0 and T ∈T * p(T ) = 1,
and alive a T :T ∈T * ,a⊥Tp
For partial r-test setT , the algorithm selects
When the partial r-test set is T 1 ∪{T }, we can similarly prove |T 2 | < k 2 aided with g(T ).
When the algorithm stops, the size of the returned solution is Proof. (a) When r ≥ 3 and r is odd, by Proposition 3, # B ≤ 4 r n √ n. By Proposition 5, the results hold.
(b) and (c) Let T * is the optimal solution, T * ⊆ T * is an optimal test set in T * , and |T * | = m * . When r = 2, by Proposition 2, # B ≤ m * n log 2 n. When r ≥ 4 and r is even, by Proposition 4, # B ≤ m * 4 r−1 n √ n. By Proposition 5, the results hold.
⊓ ⊔ By Fact 3, m * ≤ n−1. When m * = O(n 1−ε ) for any ε > 0, the approximation ratio for redundancy 2 is better than 2 ln n in main term, and when m * = O(n 1/2−ε ) for any ε > 0, the approximation ratio for even redundancy r ≥ 4 is better than 2 ln n in main term.
The author investigates the phenomenon of "differentiation repetition" of (redundant) test set to give deeper approximability results of redundant test set conditionally better than approximation ratio derived from set cover. It seems ICH can not be generalized to redundant test set.
In addition, the propositions about differentiation repetition have independence value in practice, for they describe the fact test set is intrinsically overpacking, i.e., the number of times for which the item pairs are differentiated tends to more than the requirement.
