In warm dark matter scenarios structure formation is suppressed on small scales with respect to the cold dark matter case, reducing the number of low-mass halos and the fraction of ionized gas at high redshifts and thus, delaying reionization. This has an impact on the ionization history of the Universe and measurements of the optical depth to reionization, of the evolution of the global fraction of ionized gas and of the thermal history of the intergalactic medium, can be used to set constraints on the mass of the dark matter particle. However, the suppression of the fraction of ionized medium in these scenarios can be partly compensated by varying other parameters, as the ionization efficiency or the minimum mass for which halos can host star-forming galaxies. Here we use different data sets regarding the ionization and thermal histories of the Universe and, taking into account the degeneracies from several astrophysical parameters, we obtain a lower bound on the mass of thermal warm dark matter candidates of mX > 1.3 keV, or ms > 5.5 keV for the case of sterile neutrinos non-resonantly produced in the early Universe, both at 90% confidence level.
allows performing independent and crucial tests of the dark matter (DM) properties, as the free-streaming of light particles at late times could generate differences on the matter power spectrum with respect to the standard cold dark matter (CDM) case. These differences could provide information concerning different particle physics models [25] [26] [27] . In this regard, much work has been devoted in the literature to set constraints on annihilations/decays of DM particles from effects on the cosmic ionization history [11, . In this work, on another hand, we focus instead on testing the possibility of warm dark matter (WDM) via measurements of the ionization fraction close to the EoR (see also Refs. [68, 69] ). WDM scenarios offer a very interesting alternative to the standard CDM paradigm, as they provide an explanation of large-scale observations, while alleviating the small-scale problems of the CDM standard picture, i.e., the missing satellite [70, 71] , the too-big-to-fail [72] and the core-cusp [73, 74] problems. 1 Since WDM particles have non-negligible velocities at high redshifts, structure formation is suppressed at scales below the DM's free-streaming length, delaying the halo and star formation periods. It is precisely this suppression in the growth of small scale structures what allows solving some of the problems of CDM cosmologies mentioned above [25, [78] [79] [80] [81] [82] [83] [84] [85] [86] [87] [88] [89] [90] [91] [92] . Furthermore, if the WDM candidate is identified with a keV sterile neutrino, this could provide the origin for the recently observed X-ray signals in galaxy clusters, the galactic center and the cosmic X-ray background [93] [94] [95] [96] .
Currently, the most stringent constraints on the WDM particle mass are obtained from the comparison of Lyα forest power spectra observed from distant quasars to the results obtained with hydrodynamical simulations in the nonlinear regime, using a power-law temperature-density relation [97] . In combination with CMB data, this technique provides lower limits on the WDM mass of m X > 4.17 keV for a thermal relic 2 and m s > 25.0 keV for a nonresonantly produced sterile neutrino, both at 95% confidence level (CL) [98] , improving upon previous bounds [99] [100] [101] [102] [103] [104] [105] . Even more stringent limits are found when adding the power spectrum measured for z = 4.2 and z = 4.6 with the high-resolution HIRES/MIKE spectrographs, m X > 4.65 keV (and correspondingly m s > 28.8 keV) [98] and m X > 5.3 keV [106] . Other bounds obtained from halo counts at high redshifts [107] [108] [109] [110] [111] [112] , using the stellar mass function to reproduce the Tully-Fisher relation [113] or from high-redshift gamma-ray bursts [114] , are slightly weaker. Let us mention as well that the latest Planck optical depth τ data has also offered a unique opportunity to improve the existing bounds on reionization driven by a sterile neutrino WDM, produced via resonant oscillations, that could explain the observed X-ray features at ∼ 3.5 keV (see, e.g., Ref. [115] for a recent and complete analysis of such a possibility).
In this work, instead, we adopt a different approach and focus on an universal aspect of WDM cosmologies, namely, the delay caused in the reionization process due to the free-streaming of DM particles. We shall constrain the WDM scenario via the most recent measurement of τ from the Planck collaboration [18] , together with other constraints on the reionization level at different redshifts. The small-scale suppression of the matter power spectrum, typical in WDM cosmologies, delays structure formation and consequently, the EoR [116] [117] [118] . Exploiting this effect by means of the semi-numerical modeling provided by the 21cmFAST code [119, 120] , we shall derive a lower bound on the mass of the WDM particles, devoting special attention to existing degeneracies among the ionization efficiency of UV photons, the number of X-ray photons per solar mass in stars and the minimum virial mass (or temperature) above which halos can start hosting galaxies.
The structure of the paper is as follows. Section II presents the modeling of the WDM power spectrum and the resulting halo mass function. Section III contains the description of the ionization processes and of the different parameters we consider in our analysis, including a discussion of the crucial parameter degeneracies. In Sec. IV A we describe the data used in our numerical analysis and the results can be found in Sec. IV B. We draw our conclusions in Sec. V.
II. WARM DARK MATTER HALO MASS FUNCTION
In general, WDM scenarios encompass DM candidates having non-negligible velocities at high redshifts, so the growth of structures is suppressed below a free-streaming length of typically one Mpc. When WDM particles are thermally produced, they are assumed to be relativistic at the epoch of decoupling, in contrast to the standard WIMP scenario, but non-relativistic at the time of matter radiation equality, t eq , where substantial growth of perturbations becomes possible. A crude estimate of the free-streaming length can then be obtained computing the distance over which such a particle can travel until t eq [121] . This simplified approach allows one to understand that the freestreaming length decreases with increasing m X but it misses some important points: the logarithmic growth of perturbations during the radiation dominated era and the fact that free-streaming does not instantaneously switch off after t eq . One is thus led to make use of a numerical Boltzmann code so as to accurately account for free-streaming [25] . The resulting suppression of the linear matter power spectrum has been fitted, 3 and can be characterized by [99] T
such that the WDM power spectrum can be written in terms of that for CDM as
with ν = 1.12 and the breaking scale
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Mpc/h ,
where WDM has been assumed to account for all the DM and to be a thermal relic (see also Ref. [99] for non-thermal relics). Around the time of reionization, of interest for this paper, perturbations have long gone non-linear and highresolution N-body simulations are required to obtain the halo mass function, i.e., the number of halos per unit mass as a function of mass and redshift, which is defined as [123] 
where n(M, z) is the (comoving) halo number density, ρ m,0 = Ω m,0 ρ c,0 is the average matter density in the Universe today (z = 0),
is the variance of density perturbations and it is a function of the halo mass M and redshift z, and the function f (σ) is the first crossing distribution and represents the fraction of mass that has collapsed to form halos per unit interval in ln σ −1 . The first analytical derivation of f (σ), which is expected to be a universal function, by Press-Schechter, assumed a spherical collapse model. They also used the linear growth of primordial fluctuations to calculate the fraction of mass in virialized objects more massive than a given mass by relating it to the fraction of the volume in which the smoothed initial density field is above some threshold density [124, 125] . However, within this model, the number of halos is underpredicted for high masses and low redshifts and overpredicted for low masses and redshifts [126] [127] [128] [129] . An improvement was achieved by Sheth and Tormen (ST) using the same PressSchechter formalism but with an ellipsoidal collapse model instead [130] [131] [132] , resulting in the first crossing distribution f (σ) to be given by [130] 
where q = 0.707 and p = 0.3 were obtained by fitting the results of the GIF simulations [133] , A = 0.322 is the normalization constant so that f (σ) d ln σ −1 = 1, and δ c = 1.686 is the critical overdensity required for collapse at z = 0. Although Ref. [132] later proposed q = 0.75 in order to reduce the discrepancies with the results of Ref. [123] at large masses, we will use q = 0.707 for our default CDM ST halo mass function, following Refs. [83, 134, 135] . On the other hand, we use q = 1 as our default value for WDM scenarios, 4 value that has been shown to match WDM simulations [134, 135] . We use the default conditional mass function in 21cmFAST, which is based on the hybrid prescription of Refs. [136, 137] .
In principle, the differences between WDM and CDM scenarios are encoded, via the modification of the matter power spectrum, in the root-mean-square (rms) variance of density perturbations, which is defined as
where the redshift dependence is driven by the linear growth function, D(z), P (k) is the linear power spectrum at z = 0 computed following Eq. (2) for WDM and W (kR) is the Fourier transform of a filter function. For CDM the filter function is usually taken to be a spherical top-hat (TH) function in real space, on a scale
Although it has been used previously [122] , this appears to be inadequate to describe WDM cosmologies [88, 116, 134] , for which there is a cutoff in the matter power spectrum at small masses. With this choice of filter, the halo mass function increases with decreasing mass, contrary to what is found in WDM simulations. This can be understood by the fact that for a given scale R a large range of unsuppressed scales k contributes to σ 2 and hence to the halo mass function [138] . Instead, it has been argued that the redshift evolution of the WDM suppression of power at small scales observed in N-body simulations is better accounted for by using a sharp-k window, i.e., a spherical top-hat window in k-space [88, 134] ,
where Θ is the Heaviside function. With this choice of window function, the halo mass function can be written as
where, in this work, f is given by Eq. (5). In the case, of the spherical top-hat filter in real space, the mass assignment for each scale R SK is unambiguously defined. In contrast, in the case of the sharp-k filter, the mass is not well defined given a scale in real space and needs to be constrained from the results of simulations. Except from the dependence
SK , guaranteed by the spherical symmetry of the filter, a free parameter c has to be introduced such that
In this work, we take c = 2.5 to match the halo mass functions obtained from simulations [88, 135] . In the following, we will thus us a TH filter for CDM and a SK filter for WDM, and we have accordingly modified the 21cmFAST code.
5 Figure 1 depicts the mass dependence of the rms of matter density fluctuations, σ(M ), and of the halo mass function in WDM scenarios for the range of WDM masses considered in this work. We compare the results for the CDM case with q = 0.707 and a TH filter to those corresponding to WDM scenarios with q = 1 and a SK filter. With a TH window function used to describe the CDM case, σ TH (M TH ) increases monotonically with decreasing values of M TH . In contrast, for the WDM SK window function, the rms variance increases monotonically for large masses, while it becomes constant for small masses to account for the free-streaming effects. This is illustrated in the top-left panel of Fig. 1 . The transition between these two regimes is dictated by the abruptness of the cutoff in the linear WDM power spectrum. Notice that, although the shape of σ(M ) at large masses is similar for WDM and CDM scenarios, their values differ. One should thus take this into account when normalizing the results obtained from 21cmFAST [119, 120] . 6 The other three panels of Fig. 1 show the resulting halo mass function at redshift z = 0 (top-right panel), z = 4 (bottom-left panel) and z = 9 (bottom-right panel). The flattening of σ(M ) for low halo masses directly induces the suppression of the halo mass function in the WDM cases. For large halo masses, a similar mass dependence for both WDM and CDM at z = 0 is found. Let us mention, as reported in Refs. [134, 135] , that the sharp−k model typically underestimates the halo abundance at large halo masses especially at large redshifts, even though the discrepancy with the data is greatly reduced for halos defined by a spherical overdensity halo finder algorithm. Thus, the halo mass function model for WDM used here does not exactly reproduce the CDM behavior for large halo masses.
Notice that the model for WDM halo mass function of Ref. [135] , which is the one we follow, is very similar to the one used in Ref. [88] except from one point. Based on Ref. [116] , the authors of Ref. [88] argue that, due to the WDM residual thermal velocity dispersion at the time of collapse, the growth of collapsing overdensities is suppressed below an effective Jeans mass M J . Below that mass, the critical overdensity for collapse is larger than in CDM scenarios, so the halo mass function is further suppressed. As mentioned in Refs. [134, 135] , such a Jeans mass is however expected to drop significantly once the Universe enters the matter-dominated era and to damp perturbations on scales much lower than the free-streaming length. However, this is already accounted for in the above treatment of the WDM case. Thus, in our treatment of the WDM halo mass function, we do not include the effect of late time velocity contributions and we have modified accordingly the 21cmFAST code to ensure that no extra Jeans mass cutoff at a given M J has been imposed. As a final note, we stress that the halo mass function we use provides a good description of the outcome from numerical simulations up to redshift z = 5 [135] , even if significant uncertainties are still present. At higher redshifts we have to rely on extrapolations. 
III. IONIZATION AND THERMAL HISTORIES AND WARM DARK MATTER
As mentioned in the introduction, our goal is to constrain WDM models evaluating the impact on the ionization history of the Universe. For this, we study the evolution of the total ionized fractionx i . For that purpose, we make use of the publicly available code 21cmFast that, based on excursion set formalism, perturbation theory and analytic prescriptions, generates semi-analytic simulations of the evolved density, peculiar velocity, halo and ionization fields. This code has specially been developed with the purpose of studying variations in the 21 cm signal due to the change in a given set of astrophysical and cosmological parameters. Here we use this code in order to evaluate the ionization fraction evolution around (before) the time of reionization. Notice thatx i (x, z) is obtained from two separate contributions. In the ionized IGM (once first sources have lighted on) the ionization level is characterized by Q HII = ζ UV f coll (> M min vir ) where Q HII denotes the covering factor of the fully ionized HII regions, ζ UV characterizes the UV ionization efficiency (see below) and f coll (> M min vir ) is the fraction of mass collapsed into halos with mass large enough (> M min vir ) to host star-forming galaxies. The latter is defined in terms the halo mass function introduced in the previous section as
On the other hand, the local ionized fraction of the neutral IGM, x e (x, z) can be written as
where z) ) is the baryon number density, Λ ion the ionization rate, α A the case-A recombination coefficient, 7 C ≡ n 2 e / n e 2 is the clumping factor, with n e the electron number density, and f H = n H /n b is the hydrogen number fraction. Eq. (12) is solved numerically by means of the 21cmFAST code, briefly described above.
The total ionized fraction reads (see, e.g., Ref. [140] )
Notice that for the purpose of this work the most relevant contribution tox i is Q HII that drives the ionization fraction around the reionization time. Once the ionization history is at hand, one can compute the optical depth to reionization, defined as
where σ T is the Thomson cross-section and dl is the line-of-sight proper distance.
A. Free astrophysics parameters
For the sake of simplicity and for comparison purposes with other works, we shall describe the ionization history of the IGM in terms of a reduced number of quantities, namely the WDM mass m X , the ionization efficiency of UV photons ζ UV , the minimum virial temperature T min vir (or equivalently the minimum virial mass M min vir , see below) and the X-ray efficiency ζ X . In order to obtain the evolution ofx i (z) we make use of the publicly available code 21cmFAST [119, 120] 8 . Concerning the range considered for the WDM particle mass in the case of thermal relics, we restrict ourselves to the few keV region, m X ∈ [1 − 4] keV, where previous related analyses have been focused on.
As mentioned above, the UV ionizing efficency ζ UV fixes the ionization fraction in the ionized IGM. It can be reexpressed in terms of the fraction of ionizing photons escaping their host galaxy f esc , the number of ionizing photons per stellar baryons inside stars N γ , the fraction of baryons that form stars f , and the mean number of recombinations per baryonn rec , 9 as [140] ζ UV 30 N γ 4400
As already noted in Ref. [122] , suppressing the photon-production efficiency can have similar effects on ionization observables, as for WDM the abundance of low mass halos is suppressed. We allow ζ UV to vary in the range ζ UV ∈ [5, 105] (see, e.g., Ref. [24] for the bounds that could be obtained on this parameter from future 21 cm observations). Let us emphasize that for the purpose of this work, we have not modified the criterium encoded in 21cmFast for a region to be considered ionized 10 namely:
with ζ U V assumed to be constant with redshift for simplicity. Another parameter we allow to vary is T min vir , 11 which is the threshold temperature for halos hosting star-forming galaxies. The default value in the numerical code 21cmFAST is T min vir = 10 4 K, as lower temperatures have been shown 7 Case-A recombination involves a sum over all recombination coefficients (including recombinations to the ground state) and it is typically used for optically thin media. In this case, one expects that all produced recombination photons escape the system without giving rise to ionization. Case-A is appropriate in the highly-ionized low-redshift Universe, where most of the recombinations are actually taking place in dense, partially neutral gas, so-called Lyman-limit systems (LLS). In this case, photons resulting from ground state recombinations are likely to be absorbed locally, inside the LLS and do not contribute to the ionization balance in the diffuse IGM [139] . However, notice that considering case-A or case-B recombination has a negligible impact on the results presented here. 8 Except for the astrophysics parameters mentioned here, we use the 21cmFAST default settings for our simulations (for the version we use, we have a (200 Mpc) 3 comoving box with a 900 3 grid). 9 In WDM models, the rate of recombinations in the smallest halos is smaller than in CDM models, which could make reionization to occur earlier than in CDM models. Nevertheless, note thatnrec is included in our definition of ζ UV , although the trading-off of these parameters is, in general, non-trivial [141, 142] . 10 Notice that [143] pointed out that the excursion set formalism, used in 21cmFast, tracks the average collapsed mass fraction f coll instead of the stochastic source count which can give rise to a non-conservation of photons. 11 We take the same threshold temperature T min vir for halos hosting ionizing and X-ray sources. to be insufficient to efficiently cool the halo gas through atomic cooling [144] [145] [146] [147] [148] 
which implies, e.g., M , we note that significant uncertainties exist [152] [153] [154] . Nevertheless, given the degeneracies in the current analysis, 12 we restrict ζ X to that limited range.
B. Parameter degeneracies
In Fig. 2 we show the total ionized fraction,x i , as a function of redshift for different reionization histories. In both panels we illustrate the redshift evolution ofx i for four values of the WDM particle mass: m X = 1 keV (black curves), 2 keV (red curves), 3 keV (blue curves) and 4 keV (magenta curves); and for three values of the UV ionizing efficiency ζ UV = 5 (dotted curves), 30 (solid curves) and 80 (dashed curves). In the left panel, the minimum virial temperature is fixed to T min vir = 10 4 K whereas in the right panel it is fixed to T min vir = 10 5 K. In both panels, we also depict some of the measurements and limits currently available onx i , that are described in the following section. Notice that, while both panels have been produced for a value of the X-ray efficiency ζ X = 10 56 M −1 , the results are not very sensitive to this parameter, given the limited range considered here. 13 Notice also that there exists a degeneracy between ζ UV and m X . Indeed, a lower value of the WDM mass, which implies a larger small-scale suppression and thus, a larger departure from the CDM picture, would delay structure formation and therefore the entire reionization process, and this can be compensated by a larger UV ionization efficiency. For instance, for T min vir = 10 4 K, thex i (z) curves for the m X = 2 keV, ζ UV = 80 case (red dashed curve) and those for the m X = 4 keV, ζ UV = 30 case (magenta solid curve) are almost identical and they are constrained exactly in the same way from measurements and limits onx i (z). Notice that the ζ UV and m X degeneracy can not broken by using the Planck results for the optical depth to reionization because τ is an integrated quantity ofx i over redshift.
Measurements of the IGM temperature T K (z) could help in alleviating some of the degeneracies discussed above. For instance, the IGM temperature is expected to be more sensitive thanx i to ζ X , since this is the fundamental parameter which rules the heating of the gas. However, usual temperature data are derived from the Lyman-α forest measurements in the fully ionized phase [155, 156] , regime where we cannot reliably compute the IGM temperature using 21cmFast [119, 120] . A complete and proper calculation of the IGM temperature would require computational expensive hydrodynamical simulations, which are beyond the scope of this work.
IV. NUMERICAL ANALYSIS A. Data sets
The optical depth from the last-scattering surface to reionization, τ , provides information of the integrated ionization history of the Universe and impacts the CMB spectrum, so that constraints on the reionization period can be obtained by means of its determination with CMB data. For our numerical analyses, we have imposed a Gaussian prior on the Planck result: τ = 0.055 ± 0.009 [18] . We compute the redshift evolution of the total ionized fraction,x i (z), using the 21cmFAST code [119, 120] , as previously explained, and in this way we determine the value of τ for each of the models studied here. In order to add the Planck prior, we have modified the CAMB (Code for Anisotropies in the Microwave Background) Boltzmann solver code [157] to allow for any possible ionization history, including those corresponding to WDM scenarios, for which we also employ the 21cmFAST code to compute the reionization history as a function of redshift.
For deriving bounds using the ionization history of the Universe, we use some of the measurements compiled in Ref. [16] . One set of data uses the Gunn-Peterson optical depth from bright quasars at six different redshifts, z = 5.03, 5.25, 5.45, 4.65, 5.85, 6.10 [158] , whereas another one makes use of the distribution of dark gaps in quasar spectra at z = 5.6 and z = 5.9 [159] . Both sets of data indicate that reionization is complete by z ∼ 6. On the other hand, the observations of Lyα emission in star-forming galaxies at higher redshifts (z 7), if the behavior at lower redshifts is extrapolated [5, 6, 9, [160] [161] [162] [163] [164] [165] [166] [167] [168] [169] [170] , indicates that reionization is not complete at those high redshifts. In this work we consider recent results at z = 7 and z = 8 [8] , which use the models of Ref. [162] . In practice, given the precision of our numerical simulations, the Gunn-Peterson measurements imply that reionization should be fully completed at the quoted redshifts and we take their 1σ interval as lower bounds. All these measurements of the total ionized fraction are depicted in Fig. 2 , and are included in our numerical analyses in the next section.
Therefore, in practice, we compute two χ 2 , one for each type of data, and add them up. In the case of the lowredshift data of the ionization fraction, as indicated, we only consider lower bounds. In practice, for each model, at the redshifts corresponding to the data points, there is no contribution to the χ 2 ifx i (z) is larger than the measured lower bound.
B. Results
In the following, we present our results exploiting the data previously described and the simulations performed with the 21cmFAST code. The redshift at which simulations start is z = 35, which roughly corresponds to the epoch when the first bright sources begin to appear. The simulations stop at z = 3, when reionization is expected to be complete. Due to the fact the runs are computationally expensive, we have made a grid in the parameter space and we have restricted ourselves to the following values: m X = 1, 1. 4 K and 10 5 K, and ζ X = 10 56 M −1 and 5×10 56 M −1 . We first start describing the different constraints obtained individually by each of the data sets considered. After that, we present the combined bounds, i.e., those obtained when the measurements of the optical depth to reionization τ andx i (z) are simultaneously considered. This approach helps to understand our final constraints and it also justifies the combination of the different data sets considered here since, as we show, there is no tension among these data sets.
We start with the limits on our parameters obtained from measurements ofx i (z) at low redshifts. Focusing on the (m X , ζ UV ) plane, we find the allowed regions to be rather independent of the adopted value of the number of X-ray photons per solar mass in stars, ζ X . In the top panels of Fig. 3 , we depict the regions allowed at 90% CL from x i (z) data only, corresponding to ζ X = 5 × 56 M −1 in all panels. The best-fit value is indicated with a black point. Top panels: using onlyxi(z) data. Bottom panels: using only the Planck measurement of the optical depth, τ = 0.055 ± 0.009 [18] . . This is because a lower minimum virial temperature imply an earlier reionization time, which then would requires a lower UV heating efficiency. The best-fit value when using this set of data is obtained for m X = 1.2 keV, ζ UV = 105 and T min vir = 10 4 K, with very little sensitivity to the value of ζ X (the χ 2 is very flat in the direction of this parameter for the range we consider). Given that the optical depth τ only provides information on the integrated ionization history of the Universe, constraints based on its measurement are less restrictive than those obtained by using the redshift evolution ofx i (shown in the top panels of Fig. 3 ). This can be seen in the bottom panels of Fig. 3 where we use the Planck result for τ and, analogously to the top panels, we depict the 90% CL allowed contour in the (m X , ζ UV ) plane for ζ X = 5 × 5 K (right panel). As expected, qualitatively, a very similar behavior to that in the top panels of Fig. 3 is obtained and likewise, these bounds are also insensitive to the specific value of the parameter ζ X within the range we consider. Quantitatively, the allowed regions are larger. In this case, the low-m X allowed contours remain basically unaffected by changes in the minimum virial temperature, as reionization is considerably delayed and high UV efficiencies are always needed, regardless of the value of T min vir . With this measurement, the best-fit value is obtained for m X = 1.6 keV, ζ UV = 58 and T min vir = 2.9 × 10 4 K, and it is independent on the value of ζ X (in the range we consider for this parameter).
In Fig. 4 we show the 90% CL contours in the (m X , ζ UV ) plane after profiling over the minimum virial temperature T min vir and the X-ray efficiency ζ X , obtained for the two different data sets described above: the global ionization fractionx i (z) (light blue region), and the optical depth τ (light green region), together with the final bounds after combining these data sets (red region). Note that the χ 2 is very flat along the direction of m X in the allowed region, which is an indication of the strong degeneracy between the WDM mass and other astrophysical parameters as ζ UV and T min vir . The presence of these degeneracies makes completely impossible to bound the WDM particle mass. We find the global best-fit value in m X = 1.25 keV and ζ UV = 96.6. One can check the complete consistence between both data sets, as could be expected, since the optical depth is mainly given by the integral ofx i (z) over redshift.
In order to further explore the degeneracies between the different parameters, and how the IGM quantities depend on the precise value of the WDM mass, we illustrate the 90% CL contours arising from our numerical analyses in the (ζ UV , T min vir ) plane for different values of the WDM mass. In Fig. 5 we show the corresponding χ 2 results from the fits to the ionization fraction of the universe (top panel) and of the reionization optical depth (bottom panel), profiled over ζ X , for four different values of the WDM mass: m X = 1, 2, 3, and 4 keV. Notice that a lower m X would imply a delayed reionization history and therefore a larger value of the UV efficiency would be required. Fig. 5 shows the strong degeneracies between these three parameters (ζ U V , T min vir and m X ). We do not show the (ζ X , T min vir ) and (ζ U V , ζ X ) planes, because, as he have pointed out earlier,x i and τ are almost insensitive to changes in ζ X for the range of interest.
Let us finally comment that measurements of the Lyα power spectrum can be also used to constrain simultaneously the WDM mass and the IGM thermal history, inferred from the suppression of power in the matter spectrum and via Jeans and Doppler broadening of the absorption lines [171, 172] , respectively. By means of this method the density of neutral hydrogen can be estimated and then used to extract the total matter density. Indeed, for a given DM scenario, the recently observed cutoff in the Lyα flux power spectrum can be related to the IGM thermal history [104, 173] via a temperature-density relation [97] , obtaining more constraining results than the ones presented here [98] [99] [100] [101] [102] [103] [104] [105] [106] . 
V. CONCLUSIONS
Our knowledge of the reionization of the Universe is still obscure. Measurements of the CMB provide information on the so-called optical depth to reionization. The most recent analysis from the Planck collaboration using the Planck HFI obtained a relatively low value, τ = 0.055 ± 0.009 [18] , based exclusively on the spectrum polarization data. Additional (non-integrated) information on the ionization history of the Universe can also be extracted from measurements of the Gunn-Peterson optical depth or of the damping absorption wings in bright quasar spectra, or from the prevalence of Lyα emission in the spectra of high-redshift galaxies. In addition, measurements of the thermal history, sensitive to the ionization history, are also important.
Another crucial ingredient to understand the formation of structure at late times is the DM nature. While CDM models can satisfactorily explain large scale structure observations, there are a number of discrepancies at small scales between observations and CDM predictions. This small-scale crisis of the CDM paradigm could be alleviated in WDM scenarios for which the associated free-streaming length is larger and thus, fluctuations at small scales would be suppressed, potentially explaining the missing satellite [70, 71] , too-big-to-fail [72] and the core-cusp [73, 74] problems. Reionization in WDM cosmologies would be delayed for this very same effect: halo formation processes would be delayed, and so would the onset of reionization. However, the details of reionization are not known accurately and precise determinations of the number of X-ray photons per solar mass in stars, the UV ionization efficiency and the minimum virial temperature that sets the threshold mass for halos to host star-forming galaxies are only moderately constrained.
In this work, we have considered measurements of the reionization optical depth and the Universe's ionized fraction to constrain the mass of the DM particle in WDM scenarios. Using the 21cmFAST code [119, 120] , we have performed simulations of different ionization histories in WDM cosmologies, including their corresponding halo mass function, discussed in Sec. II. As described in Sec. III, we have considered four free parameters: the WDM mass, the number of X-ray photons per solar mass in stars, the minimum virial temperature for halos to host galaxies and the UV ionization efficiency. However, there are important degeneracies among these parameters. For instance, the lower the WDM mass the larger the free-streaming length and thus, the longer structure formation delays, which in turn can be compensated by a larger UV ionizing efficiency or a smaller minimum virial temperature. Therefore, given the degeneracies among some of the astrophysical parameters that drive the ionization processes and the WDM mass, i.e., the suppression of the matter power spectrum, obtaining constraints on the minimum mass of the WDM particle with this approach is a difficult task, and therefore our results can not compete to those obtained from measurements of the IGM temperature in the post-reionization era [98] [99] [100] [101] [102] [103] [104] [105] [106] .
Finally, let us stress that future measurements of the 21 cm hyperfine transition of neutral hydrogen, which would map its distribution at different redshifts (and thus the distribution ofx i (z)), are expected to constitute a very useful tool to understand the ionization history of the Universe, and could allow to further test predictions from WDM models [122, [174] [175] [176] [177] [178] or even to disentangle the potential signals from DM annihilations or decays in CDM scenarios [35-37, 39, 41, 42, 49, 54, 60, 63, 67] .
