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Abstract
In the ΛCDM concordance model cold and collision-less dark matter (CDM) accounts
for about four fifths of the Universe’s total matter content, while visible baryonic matter
makes up the final fifth. The ΛCDM model successfully describes how large scale
structure forms from tiny density fluctuations in the early Universe, explaining the
growth of dark matter (DM) overdensities and their eventual collapse into gravitation-
ally self-bound objects called haloes which host the visible galaxies. The most enduring
challenges to the ΛCDM paradigm arise on the scale of dwarf galaxies whose internal
kinematics are seemingly at odds with the radial density profiles of the corresponding
DM haloes predicted by CDM N-body simulations. While the evidence for such mis-
matches remains controversial, several mechanisms have been proposed to reconcile
the success of ΛCDM on large scales with these observations on smaller scales. Typ-
ically, such mechanisms rely on non-gravitational effects to redistribute mass within,
and thus alter the gravitational potential of, DM haloes. Depending on the specific
mechanism, this mass redistribution occurs on timescales which are either longer or
shorter than the typical dynamical timescales of stars in dwarf galaxies. In this thesis, I
show that stars can be used as kinematic tracers to differentiate between adiabatically,
i.e., slowly evolving, and impulsively, i.e., fast evolving potentials. In adiabatically
evolving potentials, the actions of kinematic tracers are conserved. For moderately fast
evolving spherical potentials, I show that the evolution of radial actions is perturbative
and oscillatory. In this regime, the evolution of radial action distributions of tracers is
well described by a diffusion equation. The evolution of a tracer’s radial action becomes
non-perturbative as the rate at which the potential changes becomes large compared
to the tracer’s radial period. An impulsive change in the gravitational potential, under
which actions are not conserved, changes the energy of kinematic tracers by an amount
that depends on their orbital phase. Using controlled N-body simulations, I demon-
strate that as a consequence of the latter, shell-like signatures related to phase mixing
emerge in the phase space of kinematic tracers whose orbits where characterized by
similar integrals of motion prior to the change in the potential. Such orbital families are
reasonably approximated by sets of stars with similar ages and metallicites. Ongoing
phase mixing in orbital families within dwarf galaxies with slow-rising rotation curves
would indicate the presence of strong and impulsive supernova feedback which may
have converted the central cusps of the dwarfs’ host haloes into cores. Using a suite of
hydrodynamic simulations of an isolated dwarf, I find that the kinematic properties of
stars and gas differ in many ways between galaxies whose host haloes have an impulsive
or an adiabatic core formation history. The complete absence of shell-like signatures
of phase mixing in orbital families would be a strong indication that cores are likely
formed adiabatically, for example through self-interactions between the DM particles.

Ágrip
Í hinu samræmda ΛCDM líkani er um fimmtungur alls efnis sýnilegar þungeindir og fjór-
ir fimmtu hlutar hulduefni. Líkanið gefur góða lýsingu á því hvernig stórgerð alheimsins
er til komin vegna lítilla þéttleikasveiflna í árdaga og hvernig yfirþéttleiki hulduefnis
þróast yfir í þyngdarbundna hjúpa sem hýsa sýnilegar vetrarbrautir. Sterkasta áskorun
líkansins kemur fram á skala dvergvetrarbrauta en gangfræði þeirra virðist stangast á
við þéttleikaprófíl hulduefnishjúpanna sem spáð er í fjölagna hermireikningum. Þó
vísbendingarnar um þetta misræmi séu umdeildar eru nokkrar mögulegar skýringar á því
hvernig á þessu getur staðið. Oft byggjast þessar skýringar á þyngdarverkunarlausum
hrifum sem breyta massadreifingu hulduefnishjúpsins og þar með einnig þyngdarmætti
hans. Það fer svo eftir eðli hrifanna hvort massadreifingin breytist á tímaskala sem er
styttri eða lengri en dæmigerður hreyfifræðilegur tími stjarna í dvergvetrarbrautum.
Í þessari ritgerð sýni ég að nota má stjörnur sem hreyfifræðilega spora (tracer)
til að greina á milli annars vegar óverminna (hægfara) breytinga á mættinu og hins
vegar snöggra breytinga á því. Í óvermnum breytingum er verkun hreyfifræðilegu
sporanna varðveitt. Þá sýni ég að í kúlusamhverfu mætti sem þróast miðlungi hratt er
radíalverkunin bæði truflin (perturbative) og sveiflukennd og að lýsa má þróun dreif-
ingar radíalverkunarinnar með sveimjöfnu. Tímaþróun radíalverkunar sporanna verður
ótruflin þegar tímaþróun mættisbreytinganna verður hraðari en sem nemur útþáttarlotu
(radial period) sporanna. Við snögga breytingu í þyngdarmættinu, þar sem verkunin
er ekki varðveitt, breytist orka sporanna um stærð sem er háð brautarfasa þeirra. Með
stýrðri hermun fjölagnakerfa sýni ég að afleiðing hins síðarnefnda er að í fasarúmi
sporanna koma fram merki um hvelamyndun í brautum þeirra. Þeim má lýsa allvel
með fjölskyldum stjarna af svipuðum aldri og málminnihaldi. Fasablöndun fjölskyldna
brauta stjarna í dvergvetrarbrautum með hægt vaxandi snúningshraðarit er vísbending
um sterka og snögga sprengistjörnusvörun sem gæti hafa breytt þéttleikaprófíl hjúps
dvergvetrarbrautarinnar. Með hermun einangraðrar dvergvetrarbrautar sýni ég að hreyfi-
fræði gass og stjarna er ólík eftir því hvort kjarni hjúpsins hefur þróast óvermið eða
snögglega. Ef engin merki er að finna um fasablöndnun brautarfjölskyldna er það sterk
vísbending um að hjúpurinn hafi þróast á óverminn hátt, t.d. með eiginvíxlverkun á
milli einda hulduefnisins.

Für meine Eltern und meine Großeltern:
Gisela & Robert,
Waltraud & Horst
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Humanity’s fascination with the Universe dates back to the beginning of recorded
history. For centuries, we have relied upon the sky for navigation, the sun’s movement
during the day and the position of stellar constellations at night. As I am writing this,
humans have been to the moon, sent research probes to Mars, and relied upon the use
of satellite technology for decades. The broad availability of telescopes has turned
stargazing into a a pastime for a lot of people around the world.
Over the last century, our understanding of the Universe has evolved a lot, and
scientific interest into the Universe has perhaps never been greater. It is, after all,
the largest and most comprehensive laboratory available to mankind. In contrast
to - and thanks to - scientists of past generations we now know the basic physics
of the Universe fairly well, a circumstance that allows us to use ever more precise
observations of radiation, gas, planets, stars, galaxies, and galaxy clusters to put theories
of fundamental physics to the test. The biggest advancement throughout the last century
has been the establishment of the standard concordance model of cosmology. After
the cosmic microwave background (CMB) was first observed, the hypothesis that the
Universe was created in a hot Big Bang quickly became the established consensus
among cosmologists. Within the standard cosmological model, we can date the time
at which the CMB radiation was emitted to ∼ 400000 years after the Big Bang. The
subsequent evolution of the Universe is governed by the gravitational growth of small
density fluctuations. How fast these fluctuations grow depends on the composition of
the Universe’s energy density.
In ΛCDM, the standard model of structure formation (e.g. Peebles 1993), the
energy density of the Universe today consists, overwhelmingly, of things that we
cannot observe. While a cosmological constant (Λ), also referred to as dark energy and
commonly interpreted as the Universe’s vacuum energy, accounts for more than two
thirds of this energy density and so-called cold dark matter (CDM) provides the bulk
of the rest, visible matter (so-called baryonic matter) only accounts for ∼ 5% of the
total energy density in the Universe. This thesis discusses a few aspects of the late time
evolution of self-gravitating objects. Within such objects, the relative density of dark
energy is negligible. Between the two unknown components of the Universe, we will
thus concentrate on dark matter (DM) for the remainder of this thesis.
1
Chapter 1. Introduction
There is a large body of evidence for the presence of DM in the Universe, although
all of it remains purely gravitational to date. The presence of DM can, for example, be
inferred from the observed anisotropies in the CMB (e.g. Planck Collaboration et al.
2020) or the lensed images of distant galaxies (e.g Tyson et al. 1998). Historically,
however, most early evidence for DM originated from comparisons of the observed
kinematics of stars and gas within galaxies and the dynamics of galaxies themselved to
theoretical models that predict their expected dynamics from the observed mass of the
galaxies or galaxy clusters to which they belong. The first such evidence dates back to
Zwicky (1933), who discovered that the velocity dispersion of galaxies in the Coma
cluster was much larger than was expected from the cluster’s observed luminous mass.
Since no isolated galaxies have been observed to move at speeds as large as the relative
speeds between some galaxies in the Coma cluster, Zwicky deemed it likely that the
galaxies in the Coma cluster were indeed gravitationally bound and concluded that
the large velocity dispersion required the presence of a significant amount of missing
matter (only later was it called dark matter). Further evidence for DM was discovered
by investigating the rotation curves – the mean observed circular velocity of gas as a
function of the radial distance from the center of the galaxy – of large spiral galaxies in
the 1970’s and 1980’s. Freeman (1970) discovered that the rotation curves of M33 and
NGC300 do not decline at large radii – contrary to what had been expected from their
observed distributions of luminous matter. These observations suggested the presence
of a substantial amount of non-luminous (dark) matter in those galaxies. Later, Ostriker
et al. (1974) and Einasto et al. (1974) observed a linear increase of the enclosed mass of
spiral galaxies, and Ostriker and Peebles (1973) gave a theoretical argument outlining
why spheroidal haloes were required to stabilize galactic disks. Due to a multitude of
flat (non-declining) rotation curves that were observed in large spiral galaxies (see e.g.
Rubin et al. 1980, Bosma 1981a, Bosma 1981b, Rubin et al. 1985, and van Albada et al.
1985) the presence of smooth DM haloes around those galaxies soon became a widely
accepted theory.
Initially, the DM was believed to consist of massive neutrinos (Szalay and Marx
1976, Cowsik and McClelland 1973). This was natural, as scientist knew of the ex-
istence of neutrinos, but their masses had yet to be measured1. When Lubimov et al.
(1980) claimed to have measured a neutrino mass of ∼ 30eV this idea gained further
momentum, given that neutrinos of such mass implied a critical density large enough for
the Universe to be closed (Cowsik and McClelland 1973). Lubimov’s measurement was
later shown to be wrong and the theory that the DM would consist mainly of such light
particles was disproved by N-body simulations of structure formation not long after that
(White et al. 1983). Subsequently, hypothetical particles which are significantly more
massive than neutrinos and move significantly slower in the early Universe emerged as
the preferred candidates, as the results of N-body simulations of structure formation
within these so-called cold DM (CDM) models gave a much better fit to the large
scale clustering of galaxies observed in the Universe today (Blumenthal et al. 1984).
Several CDM particle candidates have been proposed, among them the lightest non
standard model particle in supersymmetric theories (Ellis et al. 1984) and the QCD
axion (Preskill et al. 1983), both of which are motivated by theoretical problems in
particle physics. Despite extensive searches for the most promising particle candidates,
1This is still true today.
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the particle nature of the CDM has not yet been uncovered (e.g. Bertone and Hooper
2018). Until that happens, CDM will remain a very well motivated – but unproven –
model in which DM interacts only gravitationally. For that reason, alternative models in
which DM is not dynamically cold and collisionless are currently an active and thriving
field of research2.
While CDM became the favoured paradigm in the early 80’s, the first N-body simu-
lations of structure formation worked within the so-called standard cold DM (SCDM)
framework in which the Universe is flat and all of its energy density is provided by
matter (see Frenk and White 2012 and references therein). The need for a non-zero
cosmological constant was revealed later, through a combination of supernovae mea-
surements (Riess et al. 1998,Perlmutter et al. 1999) which ruled out an Einstein-de-Sitter
Universe at redshifts below z = 1, and the first measurements of the power spectrum
of the cosmic microwave backgound’s temperature anisotropies (de Bernardis et al.
2000,Hanany et al. 2000), which proved the Universe to be (approximately) spatially
flat. Today, both the matter density parameter Ωm and the energy density associated
with the cosmological constant Ωλ are known to unprecedented accuracy from preci-
sion measurements of the cosmic microwave background 3 (Planck Collaboration et al.
2020).
Within the ΛCDM model we can self-consistently describe the linear and non-
linear evolution of initial perturbations in the density field consistent with the measured
temperature anisotropies in the cosmic microwave background (CMB) into the large
scale distribution of galaxies and galaxy clusters observed in galaxy redshift surveys.
Any theory which aims to provide an alternative to ΛCDM must produce the same
results on scales larger than ∼ 1 Mpc. At smaller scales, where baryonic processes
related to galaxy formation and evolution, become increasingly important, predictions
from N-body simulations including only CDM become unreliable. It is at those scales
that potential problems of ΛCDM arise from a comparison of the predictions of DM only
(DMO) simulations to observations (Bullock and Boylan-Kolchin 2017). Many possible
solutions have been proposed to these so-called small-scale challenges. Broadly, these
can be divided into two different classes. In the first class of solutions, the physics of the
DM differs significantly from CDM at scales smaller than ∼ 1 Mpc. The construction
of such exotic DM models is not trivial, as their predictions must be identical to those of
CDM on large scales. Nonetheless, several interesting and feasible alternatives to CDM
have been proposed in order to solve either one or all of CDM’s small scale challenges.
The most prominent of those include warm DM (WDM, Colombi et al. 1996, Bode et al.
2001), self-interacting DM (SIDM, Carlson et al. 1992, Spergel and Steinhardt 2000)
and fuzzy DM (see Hui et al. 2017 for a review). The second class of solutions relies
on non-gravitational, baryonic, processes – for instance feedback from supernovae –
that change the distribution of gas in the interstellar medium. Such processes affect the
DM indirectly through the gravitational coupling between DM and baryons. Therefore,
they can alter the distribution of DM around galaxies, which can in turn explain the
observed mismatch between DMO simulations and observations. However, as the
2It is worth mentioning that other theories, such as modified Newtonian dynamics (MOND, McGaugh
2015), seek to eliminate the need for DM altogether, but face severe theoretical and observational issues, both
in the early and in the late Universe
3under the assumption of a ΛCDM cosmology
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relevant physical processes – such as individual supernovae – occur on scales which
are unresolved in large cosmological simulations, computational implementations of
baryonic sub-grid processes typically rely on a number of effective parameters tuned to
capture their net effect at the resolved scales.
As both exotic DM physics and baryonic feedback can potentially resolve the small-
scale challenges of ΛCDM, it is difficult to differentiate between those two classes of
models. Due to the importance of physical processes that occur below the resolution
limit of (cosmological hydrodynamical) simulations, a definitive modeling of the ex-
act impact of feedback processes in different cosmologies within large cosmological
simulations unfortunately remains impossible for the time being. Thus, in light of the
significant impact of the largely uncertain baryonic processes at scales below ∼ 1 Mpc,
identifying reliable observables that allow for a clear distinction between solutions to
the small-scale challenges based on either exotic DM physics or baryonic feedback is a
timely task for theoretical astrophysicists.
In this thesis, I develop a method to differentiate between mechanisms that modify
the small-scale predictions of collisionless N-body simulations in a ΛCDM cosmology.
The method relies on ensembles of so-called kinematic tracers, whose only relevant
interaction is gravity and which react to an evolving gravitational potential. For many
applications in astronomy, stars can be used as such tracers. I demonstrate that the
evolution of the dynamical properties of such tracers depends on whether the potential
evolves on timescales that are faster or slower than the typical dynamical times of those
tracers, i.e. impulsively or adiabatically. Based on how much the conservation of radial
actions of kinematic tracers is violated as the gravitational potential changes, I derive a
clear-cut criterion that separates the adiabatic from the impulsive regime. I then show
that impulsive changes of the potential induce characteristic features in the phase space
distribution of ensembles of kinematic tracers which are not present for adiabatically
changing potentials. Predicting such signatures is a theoretical achievement of its own,
as they can be used to classify physical processes across dynamical scales and epochs.
Here I show that since some promising alternatives to CDM with new DM physics
change the gravitational potential on different timescales than baryonic feedback, we
can tell them apart by the respective dynamical properties of tracers and in particular by
whether or not signatures of an impulsively evolving potential are present.
The outline of this thesis is as follows. First, a review of linear and non-linear
structure formation in ΛCDM is given, outlining how the initial matter perturbations are
amplified and eventually collapse into virialized objects. Then I discuss how N-body
simulations of CDM enable us to follow the non-linear evolution of structure in the
Universe. Subsequently, the challenges ΛCDM faces on small scales, and how these
challenges can possibly be resolved by taking into account baryonic feedback processes
or exotic DM physics, are discussed. Afterwards, I outline the challenges that statistical
physics faces when trying to model the evolution of dynamical systems in the presence
of long range forces, followed by a short discussion of the key numerical methods used
in this thesis and an introduction into integrals of motion, action angle coordinates, and
phase mixing. The main body of this thesis consists of a series of research articles, both
peer reviewed and in preparation. A brief discussion of the key results of each article is
given and the articles themselves are included as individual chapters (5-9) at the end of
the thesis. Finally, the key results of chapters 5-9 are summarized and possible future
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projects are outlined. The appendix contains a brief description of the results of an
article to which I contributed as a coauthor.
The research articles that are reproduced as chapters 5-9 are:
1. The nature of core formation in dark matter haloes: adiabatic or impulsive?
by Jan D. Burger and Jesús Zavala, published in Monthly Notices of the Royal
Astronomical Society, Volume 485, Issue 1,May 2019, Pages 1009-1028
2. Conservation of radial actions in time-dependent spherical potentials by Jan D.
Burger, Jorge Peñarrubia, and Jesús Zavala, submitted to Monthly Notices of the
Royal Astronomical Society
3. SN-driven mechanism of cusp-core transformation: an appraisal by Jan D. Burger
and Jesús Zavala, in press at the Astrophysical Journal
4. Degeneracies Between Self-interacting Dark Matter and Supernova Feedback as
cusp-core transformation mechanisms by Jan D. Burger, Jesús Zavala, Laura V.
Sales, Mark Vogelsberger, Federico Marrinaci, and Paul Torrey, in preparation
5. Kinematic signatures of impulsive supernova feedback in dwarf galaxies by Jan
D. Burger, Jesús Zavala, Laura V. Sales, Mark Vogelsberger, Federico Marrinaci,
and Paul Torrey, in preparation
They are reproduced with copyright permission from Monthly Notices of the Royal
Astronomical Society and the Astrophysical Journal.
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Chapter 2
Structure formation in ΛCDM
This chapter is dedicated to a brief review of structure formation in the ΛCDM model.
In some instances, relevant deviations that arise in exotic DM models will be discussed
for illustration.
2.1 Linear Growth of Perturbations
Almost immediately after the Big Bang, the Universe is believed to have undergone
a period of accelerated expansion called inflation. Inflation is believed to be driven
by an additional quantum field (Guth 1981, Linde 1982), producing nearly scale-
invariant and adiabatic density perturbations within the early Universe (Guth and Pi
1982, Hawking 1982, Starobinsky 1982). The primordial power spectrum of scalar







with a scalar tilt that has been determined from a combination of the CMB and baryon
acoustic oscillations (BAOs) to be ns = 0.9665±0.0038 (Planck Collaboration et al.
2020). At the time of last scattering, these initial density perturbations have grown
to be of similar magnitude as the temperature anisotropies in the CMB, which are
δT/T ∼ 10−5. However, the linear power spectrum at that time deviates significantly
from being scale-invariant. The evolution of the power spectrum of CDM is affected
by different physical processes than the evolution of the power spectrum of baryonic
matter, and thus their power spectra at the time of recombination ( or decoupling/ last
scattering) are different. However, both the linear power spectra of CDM and baryons
can be calculated using a linearized version of the Boltzmann equation that governs the
evolution of the perturbations, i.e. with linear perturbation theory.
Before recombination, baryons are tightly coupled to radiation, and the radiation
pressure can prevent the development of unstable modes, inducing acoustic oscillations.
As the Universe cools down and photons begin to decouple, the average distance
traveled between individual scatters of baryons and photons increases, giving rise to
diffusion damping (also called Silk damping, Silk 1968) of small scale perturbations.
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The efficiency of this mechanism, along with observations of galaxies at high redshifts,
is another clear indication for the need for DM, i.e. a type of matter that does not couple
to radiation and is thus not affected by collisional damping.
In the standard ΛCDM model, the gravitational potential after recombination is
mainly sourced by the DM, and the baryons follow the DM by falling into the potential
wells created by the growing DM perturbations. Before recombination, two physical
mechanisms have a major impact on the growth of DM perturbations. The first one,
the so-called Mészáros effect (Meszaros 1974), affects the evolution of sub-horizon
scale perturbations during the epoch of radiation domination. While the expansion
of the Universe is driven by radiation, the expansion rate is too fast to allow for the
growth of perturbations in the matter density field. Superhorizon scales, however, are
not affected by this mechanism and therefore the size of the comoving horizon at the
time of matter-radiation equality marks a characteristic scale in the linear CDM power
spectrum.
This causes a bend in the late time linear DM power spectrum, shown as a black line
in figure 2.1. At larger scales, or smaller wavenumbers respectively, the dimensionless
power spectrum, defined as ∆2(k) = k3Plin(k)/2π , is nearly scale invariant, ∆2(k) ∝
k3+ns . At smaller scales, or larger wavenumbers, the slope of the power spectrum
gradually decreases since the growth of perturbations on smaller scales has been halted
for a longer time due to the Mészáros effect, given that they reenter the horizon earlier
than perturbations on larger scales.
In the grey region in figure 2.1, DM is constrained to behave like CDM. These
constraints come from the number counts of low mass galaxies at low redshift and
observations of the Lyman alpha forest (Viel et al. (2013)) at high redshift. On smaller
scales deviations from ΛCDM are harder to constrain (and probe), because baryonic
effects can significantly alter the predictions of N-body simulations. Alternative theories
that reduce the power on those scales can thus be feasible alternatives to CDM.
DM perturbations on small scales can be erased by two distinct mechanisms, colli-
sional damping and collisionless damping, or free-streaming damping. The latter is the
more known of the two, and is related to the time at which the DM particles become
non-relativistic. Until matter becomes the dominant component of the Universe and
density perturbations can grow, perturbations on scales smaller than λfs are erased due










depends on the time tnr at which the DM particles become non-relativistic, the scale
factor at that time, anr, as well as the scale factor aeq marking the epoch of matter-
radiation equality. For collision-less DM, the free-streaming length scales roughly as
λfs ∝ m−1χ , and thus lighter DM particles are more strongly affected by free-streaming
damping. DM particles with mass mχ ∼ 1keV have kfs ∼ 3.8h/Mpc and belong to a
class of models called warm DM (WDM, see e.g. Zavala and Frenk 2019). As shown in
red in figure 2.1, the damping of perturbations on small scales manifests itself in the
linear power spectrum as a cutoff at large wavenumbers. WDM models with particle
masses lighter than a few keV are ruled out by observations of the Lyman alpha forest
(e.g. Viel et al. 2013). The free-streaming length directly corresponds to a lower limit on
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Figure 2.1. Late time dimensionless linear DM power spectrum for three different DM
models, standard CDM, and two models with power suppression at small (sub-galactic)
scales, warm DM (WDM) and DM matter which is coupled to a dark relativistic
particle at early times, leading to dark acoustic oscillations (DAOs). Within the greyed
in area, the linear DM power spectrum is constrained to look like that of CDM. Figure
adopted from Zavala et al. (2019).
the size of gravitationally bound structures that can form from the collapse of growing
DM density perturbations. For currently allowed WDM models, this scale corresponds
roughly to the mass of dwarf galaxies, whereas for a commonly used DM candidate like
the neutralino1 the smallest gravitationally bound objects have roughly the mass of the
Earth.
Collisional damping of DM occurs if the DM particles are coupled to a relativistic
species at early times. This can either be a through a weak coupling between the DM
and standard model photons or neutrinos (Boehm et al. 2002, Boehm et al. 2014), or
through interactions between DM and so-called dark radiation, a relativistic species
hidden in the dark sector (Buckley et al. 2014, Cyr-Racine et al. 2016). Supported by
the relativistic species’ radiation pressure, the DM density perturbations undergo dark
1In many supersymmetric models, the neutralino is the lightest stable particle and a so-called weakly
interacting massing particle (WIMP), implying that it couples to the standard model via the weak force.
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acoustic oscillations similar to those of the baryons at later times. The coupling between
the DM particles and the relativistic species must be weaker than that between electrons
and photons, since the DAOs can at most affect scales that correspond to k > 10h−1Mpc
(see blue line in figure 2.1). In such models, DM perturbations on very small scales
are erased by collisional damping similar to Silk damping. In some regimes, the net
effect of such DAOs on structure formation is similar to that of a simple WDM cutoff.
However, in some cases DAOs can leave a distinct imprint in the matter distribution at
late times (Bohr et al. 2020).
After photon-decoupling, the Universe enters the dark ages. During this epoch, the
Universe is matter dominated and close to Einstein-de-Sitter. Radiation pressure and
free-streaming are no longer relevant, and thus the perturbations grow, slowed down
only by the Hubble drag. DM perturbations of all scales grow at the same rate during
this epoch, δ (k, t) ∝ D(t)/D(tdec)δ (k, tdec), where tdec is the photon decoupling time
and the growth factor D(t)∼ a(t) until the impact of the cosmological constant grows
and causes the Universe’s expansion to accelerate. The growth of the perturbations
continues until their evolution becomes non-linear, i.e. when δρ/ρ ∼ 1. At that point,
overdensities start to collapse into virialized, gravitationally bound structures with
eventual overdensities of δρ/ρ ∼ 178, according to the spherical collapse model (Press
and Schechter 1974). Clearly, the evolution of the DM distribution function is no longer
reasonably predicted by linear perturbation theory at such overdensities. Thus, different
methods are needed to describe the formation of gravitationally bound structures.
2.2 Cosmological N-body simulations
Several techniques have been developed to describe the non-linear evolution of DM
overdensities and to follow their collapse into virialized structures. The mildly non-
linear regime, i.e. the structures roughly corresponding to what is known as the cosmic
web, can be explained fairly well by higher order perturbation theory, such as the
effective field theory of structure formation (Baumann et al. 2012, Carrasco et al. 2012).
For the collapse of individual structures, simplified theories based on assumptions of
spherical collapse (Gunn and Gott 1972) or ellipsoidal collapse (Sheth et al. 2001)
have been developed. They describe how overdensities grow, collapse, and eventually
settle into virialized configurations called haloes. Under the assumption of ellipsoidal
collapse, the so-called Press-Schechter formalism accurately (especially when working
with the assumption of ellipsoidal collapse) predicts the abundance of virialized DM
haloes as a function of their mass (the halo mass function), relying only on the additional
assumption of a Gaussian initial distribution of perturbations (Sheth et al. 2001, Cooray
and Sheth 2002). Since it is a fast and analytic model, Press-Schechter theory is still
frequently used to predict halo mass functions of alternative DM models or the spatial
clustering of galaxies.
N-body simulations, on the other hand, are used to self-consistently evolve the DM
distribution function, starting from a time at which the perturbations were linear and
up until today. The evolution of the standard CDM distribution function is governed
by a system of coupled partial differential equations known as the Vlasov-Poisson
equations. It consists of the collisionless Boltzmann equation, complemented by the
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Poisson equation which states that the gravitational potential appearing in the Boltzmann











Φ(x, t) = 4πG
∫
f (x,v, t)d3v. (2.4)
Here f is the fine-grained distribution function of the DM. Instead of trying to solve
the coupled equations 2.3 and 2.4 directly, cosmological N-body simulations follow
the evolution of a set of N discrete simulation particles, which effectively represent the
distribution function at randomly chosen phase space points. Equation 2.3 implies that
the distribution function is conserved along the phase space flow, and thus a N-body
representation of f at a subsequent time can simply be obtained by integrating the
equations of motion of the N simulation particles. Alternatively, the discrete sampling





miW (|x−xi|;ε)δ (v−vi), (2.5)
can be interpreted as the coarse-grained distribution function. In equation 2.5, mi is
the mass of an individual simulation particle, δ (v− vi) is the Dirac delta function
in velocity space, and W is a kernel function used to smooth interactions between
simulation particles over a softening length ε . In cosmological N-body simulations,
the evolution of this coarse-grained distribution function is calculated in a comoving
reference frame, taking into account the expansion of the Universe through the scale
factor which solves Friedmann’s equations. Since for computational reasons the amount
of simulation particles that can be used is orders of magnitude less than the amount of
actual DM particles, the information one obtains from N-body simulations is always
affected by resolution effects on small scales.
2.2.1 Initial conditions
For cosmological N-body simulations to predict a realistic distribution of structure in
the Universe today, they need to start from realistic initial conditions, i.e. the initial
set of N simulation particles must correspond to a real space representation of the
linear DM power spectrum at the beginning of the simulation. Sampling of initial
conditions for cosmological simulations is a two-step process. First, so-called pre-initial
conditions are generated. Pre-initial conditions represent an entirely homogeneous
Universe, with a mass density that corresponds to the Universe’s critical density at
the beginning of the simulation (see e.g. Sirko 2005). Thus, the N particles need to
be uniformly distributed throughout the simulation box. In fact, it is important that
these pre-initial conditions represent an entirely uniform distribution, simply drawing
each particle’s spatial position at random from a uniform distribution will introduce
Poissonian shot noise and subsequent fast and artificial formation of structure (White
1994). There are two common ways of generating such entirely uniformly distributed
particle configurations.
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Suppose that the simulation volume in question is a periodic cubic box of side length
L and the total number of simulation particles is N, and N1/3 is a natural number. The
easiest way to generate an entirely uniform particle distribution is to place the particles
on a regular lattice, leading to a comoving pre-initial condition density
ρ̄(x) = m ∑
i, j,k
δ (x− (i+0.5)∆x)δ (y− ( j+0.5)∆x)δ (z− (k+0.5)∆x), (2.6)
where m is the mass of one simulation particle, (i, j,k) are integers running from 0 to
N1/3 and ∆x = L/N1/3 is the interparticle separation. One drawback of this approach
is that it imprints ∆x as a strong characteristic length into the simulations. Moreover,
remnants of the grid pattern can skew the statistics of eventual low density regions, such
as voids (White 1994).
An alternative to this regular grid is to generate what is called "glass" pre-inital
conditions (White 1994, Baugh et al. 1995). To obtain those, the particle’s positions
within the periodic box are initially drawn at random from a uniform distribution.
Subsequently, the system of particles is evolved with an N-body solver, using negative
gravitational forces, until the particles reach an equilibrium configuration in which the
net force on each particle is zero. While both of these methods produce sufficiently
homogeneous pre-initial conditions, most modern simulations use glass pre-initial
conditions as they are free of spurious grid patterns.
Once a homogeneous configuration of particles has been generated, the perturbations
of the initial density field need to be taken into account. In order to do that, one
samples the amplitude and the phase of the perturbations of individual modes in such
a way that they are consistent with the linear power spectrum at the initial time of
the simulation. The amplitude is drawn from a Rayleigh distribution with variance
σ2 = L3P(k)/2 and the phase is drawn at random from a uniform distribution (Sirko
2005). In this way, one obtains the field of overdensities in k-space, δ̂ (k), which is
then inverse Fourier transformed into the real space overdensity field δ (x). To obtain
a particle representation of the perturbed density field, the Zel’dovich approximation
(Zel’Dovich 1970, Efstathiou et al. 1985), or higher order Lagrangian perturbation
theory (Jenkins 2010), are commonly used to calculate displacements and peculiar
velocities of individual simulation particles. Using the Zel’dovich approximation,
displacement and peculiar velocities are calculated from the density field as (Sirko
2005):
x = q+Ψ(q) (2.7)
ẋ = Ψ̇(q) (2.8)
where q is the particle’s unperturbed Lagrangian coordinate and the gravitational field
−∇ ·Ψ(q) = δ (q) and its time derivative is determined by the growth factor’s evolution
at the simulation’s initial time2 (or redshift, respectively), Ψ̇ = Ḋ(z)/D(0)Ψ.
2The linear relation between the density field and the gravitational field therefore implies that the evolution
of the gravitational field is also directly determined by the growth factor.
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2.2.2 Force calculation and time integration
Once an accurate N-body representation of the power spectrum at a suitable initial
time has been generated, the task of N-body simulations is to advance the state of the
system in time until today, which means solving the system of coupled differential
equations that emerges from the collisionless Boltzmann equation (2.3). In practice, this
is done by calculating the phase space trajectory of each simulation particle over a series
of appropriately chosen time steps. Since the equations of motion are linear, we can
calculate each particle’s acceleration at a fixed time by summing up the contributions
from each of the other simulation particles. For large particle numbers, however, this
direct summation approach adopted in early cosmological simulations (e.g. Frenk et al.
1983) is computationally exceedingly expensive, and more sophisticated methods to
calculate the accelerations are needed. One way to reduce the number of computations
is to calculate the smoothed density field on a pre-defined grid and then solve Poisson’s
equation in Fourier space (e.g. Melott 1983, Klypin and Shandarin 1983). Forces
acting on individual particles are obtained by interpolation. This so-called particle mesh
(PM) method is particularly advantageous for simulations in a periodic box, since this
facilitates the evaluation of the Fourier transform. A potential drawback of the method
is that the spatial resolution is inherently given by the mesh size. For very concentrated
particle distributions, the algorithm is either increasingly inaccurate or computationally
very expensive, as its complexity is O(ngrid logngrid). This problem can be alleviated
significantly by using an adaptive mesh (see Dehnen and Read 2011 for a review).
While the PM method described above solves the differential form of the Poisson
equation, other methods have been developed to approximate the O(N2) direct sum
of Green’s functions. Among the most commonly employed ones is the Barnes and
Hut (1986) tree algorithm. Here, all the particles in the simulation are embedded in a
hierarchical tree of cubic real space volumes. An example is a standard oct-tree, where
a target number of particles per tree leave is given as an input parameter. Each cubic
cell that contains more particles than this target number is then split into eight daughter
cells, each of the same size and with side lengths equal to half that of the original
cubic cell. The potential generated by each of the cubic cells is then calculated as a
multipole expansion centered around the geometrical center of the cell – or its center of
mass, in which case the dipole term vanishes. The expansion order can vary between
codes, common choices are either a quadrupole expansion or a monopole expansion
around the cell’s center of mass. The power of the tree code comes from how the
tree structure can be used to regulate the degree of accuracy with which gravitational
interactions between particles are calculated, depending on their relative distances. The
contribution of particles within a cubic cell C to the acceleration of a particle P is
approximated as the multipole expansion of the potential in C if the distance between P
and C’s center of mass is a few times larger than the size of C (see Dehnen and Read
2011 for the full criterion). If this is not the case, the child cells of C are evaluated.
The contributions from particles in the immediate vicinity of P are evaluated by direct
summation. Note that the tree algorithm violates Newton’s third law, since a multipole
expansion is performed only on one end of the force calculation. A variation of the tree
algorithm that circumvents this issue is the fast multipole method (FMM, e.g. Dehnen
2000, Dehnen 2002). Some modern codes use hybrid methods to calculate the particles’
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accelerations. The TreePM method of GADGET-2 (Springel 2005), for instance, uses a
particle mesh to evaluate the forces from distant particles and a tree code to add up the
contributions from nearby particles.
One problem of cosmological N-body simulations of CDM is that the collisionless
dynamics of a system of many actual DM particles is approximated by simulation
particles which are fewer and heavier by many orders of magnitude. In a self-gravitating
system of fixed total size, however, the relevant timescale for two body relaxation effects
is trelax ∝ N/ lnN (Binney and Tremaine 2008). Thus, the pure dynamics of the N-body
system may in fact not be collisionless and artificial two-body relaxation, such as large
angle deflections and the formation of binaries, may occur. This can be prevented by
introducing a gravitational softening scale to reduce the impact of close encounters and
effectively render the system collisionless, which is done by modeling each simulation
particle as an extended mass distribution. For instance, when using Plummer softening,
the gravitational potential of each simulation particle becomes that of a Plummer sphere






where ε is the softening length. In practice, Plummer softening is rarely used and
one instead chooses a softening kernel for which the gravitational potential of each
simulation particle becomes exactly Newtonian for |x− xi| > ε (Dehnen and Read
2011). The softening lengths of individual simulation particles are not always fixed to a
single value throughout the simulation. Adaptive softening schemes are advantageous
in simulations in which the magnitudes of the accelerations of simulation particles span
several orders of magnitude. This includes simulations in which self-bound objects
encompass substructure which can itself consist of gravitationally bound simulation
particles. In such cases, choosing the wrong softening length may lead to undesired
numerical effects, such as the artificial disruption of substructure (van den Bosch et al.
2018, van den Bosch and Ogiya 2018). A method to chose the numerical value of the
softening length was put forward by Power et al. (2003). The authors argue that if one
considers a self-gravitating, collisionless system of size R sampled with N particles, then
the minimum gravitational softening length that should be used is εmin ∼ R/
√
N, and
the optimal value for the softening length is ε = 4εmin. For this choice of ε , moments
of the distribution function that are measured on scales ≥ 3ε are typically converged.
After the accelerations of all particles have been calculated, the phase space po-
sitions of the particles are advanced in time, using their equations of motion. Since
cosmological simulations aim to follow the evolution of the distribution function over
about a Hubble time, accurate time integration is key to obtaining reliable results. Sev-
eral time integration algorithms can be used, however, the one used in most simulations
of collisionless dynamics is the so-called kick-drift-kick (KDK) leapfrog algorithm.
For a fixed time-step, the KDK leapfrog is time-invariant and symplectic, meaning that
total angular momentum and phase space volume are conserved (Saha and Tremaine
1992). In general, symplectic integrators are the method of choice when working with
Hamiltonian systems, as they exactly solve an approximate Hamiltonian, implying
that the energy associated with the integrated orbit does not exhibit a secular drift.
Because of this property, the second order leapfrog outperforms even fourth order accu-
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rate integrators when it comes to integrating the long term behaviour of Hamiltonian
systems (see Springel 2016, in particular figure 2 therein). For a fixed time-step ∆t,
and a dissipationless differential equation of the form ẍ = f (x), the leapfrop integrator
advances particles’ phase space coordinates x and v between time-steps n and n+1 as
follows (Springel 2016):
vn+ 12




xn+1 = xn + vn+ 12
∆t (2.11)





However, the dynamic timescales of particles in cosmological N-body simulations
can vary a lot between orbits, and thus a single fixed time-step hardly seems like
the best choice for an efficient time integration scheme. Instead, cosmological N-
body simulations use variable time-steps (Aarseth 2003), often based on the particles’





where ε is the gravitational softening length, a is the particle’s acceleration, and η is a
dimensionless accuracy parameter. Instead of assigning to each particle its own exact
time-step, it is often preferable to restrict the simulation time-steps to values which
are calculated from a base time-step ∆t0 as ∆tn = ∆t0/2n (Makino 1991) in order to
assert that the simulation is fully synchronized after each base time-step. In such a
scheme, each simulation particle is assigned to the time-step closest to the one obtained
from equation 2.13. Unfortunately, the leapfrog integrator is no longer symplectic once
variable time-steps are used. However, its accuracy hardly decreases if one ensures that
the time integration scheme remains time-symmetric (Quinlan and Tremaine 1990, see
also figure 2 of Dehnen and Read 2011).
2.3 Large scale structure and CDM haloes
2.3.1 Large scale structure
Perhaps the biggest success of the ΛCDM model for structure formation is how well
the results of large cosmological N-body simulations agree with the large scale struc-
ture that is observed in galaxy redshift surveys (Springel et al. 2006). Starting from
initial conditions consistent with the results of linear perturbation theory (see section
2.2.1) and then following the evolution of the distribution function until today with
the methods outlined in section 2.2.2, N-body simulations provide a clear picture of
how structure forms in a Universe with a given cosmogological model. Since the first
N-body simulations of collisionless systems were performed (Davis et al. 1985, Frenk
et al. 1988), the physics involved in the simulations, as well as the methods employed,
have largely remained the same. However, the fast increase in computational power has
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enabled computational astrophysicists to resolve the distribution function’s evolution
with ever higher precision. While early simulations followed the evolution of ∼ 104
particles, the number of particles in the most expensive simulations to date is more than
eight orders of magnitude larger than that (Potter et al. 2017, Ishiyama et al. 2020).
The observed emergence of structure is similar in all CDM simulations and agrees
remarkably well with the predictions of Zel’Dovich (1970). The collapse of growing
DM perturbations happens along one spatial direction at a time. In consequence, the
first structures to form are two-dimensional sheets called Zel’dovich pancakes. Collapse
along a second spatial direction then leads to the formation of filaments. The final result
of cosmological simulations is an interconnected web of filaments called the cosmic
web. Along these filaments, collapse along the third spatial direction results in the
formation of virialized objects which are decoupled from the Universe’s expansion,
so-called DM haloes. As a result of this gradual gravitational collapse, the clustering
of matter today far exceeds the extrapolated linear power spectrum at redshift zero on
nearly all scales. The distribution of visible matter within galaxy clusters and galaxies
has been found to be biased relative to that of the DM. Several attempts have been
made to model this so-called galaxy bias. One intuitive way is based on an extension of
the Press and Schechter (1974) model of spherical collapse. In this so-called extended
Press-Schechter theory (Bower 1991, Bond et al. 1991, Lacey and Cole 1993, Kauff-
mann and White 1993) one obtains the distribution of galaxies in two separate steps.
First, the distribution of haloes as a function of their mass and phase space coordinates
needs to be specified. This is usually measured from cosmological N-body simulations.
One finds that the clustering of DM haloes, particularly heavy ones, is also biased high
compared to the clustering of all DM particles in the simulation. This so-called halo
bias can also be derived analytically from the original Press-Schechter theory (Cole and
Kaiser 1989). All predictions of Press-Schechter and extended Press-Schechter theory
improve significantly if ellipsoidal collapse (Sheth et al. 2001) is considered instead of
spherical collapse.
Once the distribution of haloes is known, the galaxy bias follows if one has an
adequate model for the distribution of galaxies as a function of halo mass. One way
of obtaining such a model is to tune a simple statistical model such that it reproduces
the total abundance and spatial clustering of galaxies (obtained from galaxy redshift
surveys) from the abundance and spatial clustering of DM haloes obtained from an
N-body simulation. Such a so-called Halo Occupation Distribution (HOD) model
(Benson et al. 2000, Peacock and Smith 2000, Seljak 2000, Cooray and Sheth 2002,
Smith et al. 2003) can provide a reasonable fit to observations. However, it can never
match them perfectly as it fails to take into account that not only halo mass determines
galaxy occupation – there is a residual dependence on intrinsic halo parameters such as
spin, shape, or formation time, called assembly bias.
A natural way to tackle the challenges posed by this assembly bias is to go beyond
a simple statistical matching between halo distributions and galaxy distributions and
to instead directly model the baryonic processes driving the formation of galaxies at
each step of the cosmological N-body simulation. Two different approaches to achieve
such a modelling are currently being pursued. The most straight-forward approach is
to include baryons into N-body simulations, along with models for all of the relevant
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Figure 2.2. The large scale distribution of galaxies, either as measured in galaxy
redshift surveys (left slice, two top slices) or as predicted by semi analytic models from
the cosmological N-body Millenium simulation (Springel et al. 2005b)(two bottom
slices, right slice). The scales in the simulation slices match those of the observations.
The left slice shows one half of the results of the 2dFGRS (Colless et al. 2001), the
small top slice is the result of the CfA2 survey (Geller and Huchra 1989), surrounding
the Coma cluster at its center, and the large top slice shows the Sloan great wall as
seen by SDSS (Gott et al. 2005). The mock surveys are constructed from the Millenium
simulation and chosen such that their geometries and magnitude limits are similar to
those of the real surveys. Adapted from Springel et al. 20063.
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astrophysical processes that come along with them. Such hydrodynamic simulations
are currently an active field of research in astrophysics, and they are becoming ever
more sophisticated4. Yet, despite a fast increase in the resolution and the accuracy of
hydrodynamic simulations, a full modelling of all the physical processes involved in
galaxy formation remains computationally prohibitive, as the spatial resolution and the
time resolution required to precisely follow all of these processes can currently not be
achieved in cosmological simulations.
First introduced around 30 years ago (White and Frenk 1991), so-called semi
analytic models are an alternative approach which has been extensively studied in the
past. Semi analytic models calculate the formation of galaxies within DM haloes a
postiori via a set of coupled differential equations modeling the impact of all the relevant
baryonic processes during the haloes’ assembly and merger history, obtained from a
DMO cosmological simulation. These differential equations give a phenomenological
description of gas cooling, star formation, feedback, and stellar evolution and are derived
using results from either observations or simulations (Kauffmann et al. 1993, Cole et al.
1994). Applied to large cosmological CDM simulations, semi analytic models provide
a remarkably accurate prediction of the statistical properties measured from galaxy
redshift surveys (Kauffmann et al. 1997, Kauffmann et al. 1999, Benson et al. 2000,
Springel et al. 2001). Figure 2.2 demonstrates just how well semi analytic models
work in predicting the large scale abundance of galaxies. It shows a comparison of
mock galaxy catalogs, obtained by applying a semi analytic model to the results of the
Millenium simulation, to real galaxy catalogs obtained from galaxy redshift surveys.
The match between the predicted and the observed large scale structure (LSS) is readily
apparent. It should be remembered that this success, coming from the combination
of ΛCDM and the phenomenological semi analytic models, is not trivially shared by
other cosmological models, and that any alternative theory of structure formation is
constrained to behave like ΛCDM on large scales.
2.3.2 DM haloes in ΛCDM
Semi analytic models solve for the formation of galaxies within virialized DM haloes.
Indeed, since haloes are self-gravitating and decoupled from the expansion of the
Universe, they provide the gravitational pull for gas to accumulate, cool, condense, and
eventually form stars and thus galaxies. In this picture of galaxy formation, all visible
galaxies are embedded within a DM host halo. The additional mass provided by the
DM can explain the multitude of flat rotation curves (see chapter 1), as well as Zwicky’s
observation of the large velocity dispersion of galaxies in the Coma cluster. The
statement that any competing theory of structure formation must match the predictions
of ΛCDM on scales larger than ∼ 1Mpc implies that the abundance and the clustering
of large haloes is well constrained by observations. To put ΛCDM to the test is means
focusing on its predictions on scales below 1Mpc. Key small-scale predictions of
ΛCDM that are obtained from cosmological simulations are the relative abundance of
low mass haloes, i.e. the low-mass end of the halo mass function, and the inner structure
3Reprinted by permission from Springer Nature Customer Service Centre GmbH: Springer Nature; Nature;
The large-scale structure of the Universe. Springel V., Frenk C. & White S, ©2006
4see Vogelsberger et al. (2020) and references therein for a current review
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of DM haloes.
The halo mass function is easily obtained from N-body simulations, provided one
uses a fixed definition of a DM halo. Several definitions are used throughout the
literature (Davis et al. 1985, White 2001, Cuesta et al. 2008). One definition is based on
the friends-of-friends algorithm used to identify haloes (Davis et al. 1985). In short, two
particles are linked together if their spatial distance is shorter than a predefined linking
length. This two-particle structure grows if another particle’s distance to one of the two
fulfills the above requirement and so on. Sets of particles which are interconnected in
such a way are called haloes, and their collective mass is the friends-of-friends halo mass.
Alternatively, the halo mass can be defined as the mass contained within a spherical
region in which the mean density is a factor ∆(z) larger than the critical density of the
Universe at redshift z (Cole and Lacey 1996). The sphere is centered around the most
bound particle and the overdensity ∆(z) is related to the spherical collapse model. In a
general cosmology the overdensity varies weakly with redshift (Eke et al. 1996, Bryan
and Norman 1998), but in an Einstein-de-Sitter Universe ∆(z) = 178, independent of
redshift. Finally, using ∆ = 200 gives the virial mass M200. Particles whose distances
to the most bound particle are smaller than the associated radius, r200, are typically
in dynamical equilibrium, while particles further away from the halo’s center are in
a region which is still collapsing (Cole and Lacey 1996). Due to the simplicity of its
definition, the virial mass is the halo mass which is most widely used in the literature.
With a fixed definition of a halo, the halo mass function is obtained from any large
volume cosmological simulation simply by counting the abundance of haloes as a
function of halo mass. The shape of the halo mass function, consistently obtained from
several N-body simulations over the last decades (Boylan-Kolchin et al. 2009, Jenkins
et al. 2001, Warren et al. 2006), Lukić et al. 2007, Tinker et al. 2008, Trujillo-Gomez
et al. 2011, Hellwing et al. 2016, Ishiyama et al. 2020) is now well known for halo
masses between 108 M and 1015 M. The ΛCDM halo mass function is a featureless




with an exponential cutoff at large halo masses and a normalization that depends on
the average density in the environment in which the halo mass function is measured
(Crain et al. 2009). Below masses of 108 M, the construction of the halo mass function
is limited by the resolution of large cosmological simulations. However, theoretical
arguments based on Press and Schechter (1974) and extended Press-Schechter (Bond
et al. 1991, Bower 1991) theory suggest that the power law shape of the halo mass
function will continue down to a cutoff mass which is related to the cutoff scale in
the linear power spectrum (see figure 2.1) and thus depends on the particle nature of
the DM. For a canonical WIMP CDM candidate, this cutoff mass is of the order of
10−6 M (Bringmann 2009). The WDM cutoff in the power spectrum shown in figure
2.1, however, would correspond to a much larger cutoff mass (larger than 108 M). The
number of formed WDM haloes with masses which are up to ∼3 orders of magnitude
larger than the cutoff mass is significantly reduced compared to the number of CDM
haloes with similar masses (see e.g. Angulo et al. 2013, Lovell et al. 2014, Schneider
et al. 2013, Bose et al. 2016). Thus, WDM models can be constrained, for instance, by
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counting the number of satellites in the MW (e.g. Lovell et al. 2014). Other experiments
designed to test WDM theories aim to indirectly detect low mass haloes devoid of gas
and stars, e.g. by searching for gaps in tidal streams or flux anomalies in lensing signals.
A key result of cosmological N-body simulations of a ΛCDM Universe is the re-
markable regularity of the inner structure of DM haloes over several orders of magnitude
in halo mass. In particular, the spherically averaged density profile of CDM haloes
is well described by a single two-parameter function5 over more than 20 orders of
magnitude in halo mass (Wang et al. 2020). This functional form of this so-called





According to equation 2.15, the halo’s density asymptotically increases as r−1 towards
the center of the halo, and bends to ever steeper slopes in the outskirts of the halo, with an
asymptotic behaviour of ρ ∝ r−3 at large radii. The two intrinsic parameters of equation
2.15, ρs and rs, can be expressed in terms of the halo mass and the so-called halo
concentration, c200 = r200/rs. The scale radius then simply becomes rs = r200/c200 and
the scale density is fixed by the requirement that M(< r200) = M200, i.e. the definition
of the virial mass. Integrating over the NFW density profile, and using the definition of
the virial mass, then allows us to write







where ρcrit is the critical density of the Universe. The halo’s mass density profile is
thus fully defined by the halo’s virial mass6 and its concentration. The concentration
of a halo, in turn, depends on the average matter density in the Universe at the halo’s
assembly time. Since in ΛCDM there is no significant free streaming cutoff, the linear
power spectrum of ΛCDM rises monotonically towards small scales (see figure 2.1).
This leads to a hierarchical growth of structure, i.e. small haloes collapse first, at
times when the matter density in the Universe is larger compared to when larger haloes
collapse. Moreover, haloes form inside-out, meaning that the inner cusp is built at
collapse, while the outer material is slowly accreted later on (Wang et al. 2011). Hence,
the density in the halo’s inner cusp is correlated with the halo’s formation time, which
is in turn correlated with the halo’s virial mass today. In general, the density at a given
radial distance r from the halo’s center traces the average density of the Universe at
the time at which material at this radius has been accreted on average (Ludlow et al.
2014). As a result of this assembly history of haloes in ΛCDM, less massive haloes
are on average more concentrated than more massive haloes. The emerging correlation
between halo mass and halo concentration is called the mass-concentration relation
5It is now known that a three-parameter Einasto profile (Navarro et al. 2010) provides a somewhat better
fit. However, the accuracy with which the two-parameter NFW fit describes density profiles of haloes over
several orders of magnitude in halo mass remains remarkable.
6Note the one-to-one correspondence between virial mass and virial radius.
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(Navarro et al. 1997, Bullock et al. 2001, Eke et al. 2001, Wechsler et al. 2002, Neto
et al. 2007, Zhao et al. 2009, Prada et al. 2012, Ludlow et al. 2014, Sánchez-Conde and
Prada 2014, Diemer and Kravtsov 2015, Klypin et al. 2016, Pilipenko et al. 2017). The
flattening of the linear power spectrum at small wavelengths causes a flattening of the
concentration-mass relation at low halo masses. In addition, differences in the merger
histories of haloes, along with an intrinsic scatter in the formation times of haloes with
similar masses, induce a scatter in the concentration-mass relation.
The success of the NFW profile in describing the spherically averaged density
profiles of DM haloes over many orders of magnitude in halo mass, combined with
the concentration-mass relation, implies that the inner density profile of haloes is,
to first order, characterized by a single parameter, the halo’s virial mass M200. This
stunning universality of the inner density profile of CDM haloes, albeit empirically
firmly established, is not well understood from fundamental principles. Pontzen and
Governato (2013) have shown that the outer shape of DM haloes can be explained
by methods of statistical physics. In particular, they show that when postulating that
the sum of the radial actions of the DM particles in a halo is a conserved quantity,
maximizing the halo’s entropy results in a distribution function that closely matches
that of an NFW halo. However, the density profile derived by Pontzen and Governato
(2013) is underdense in the center of the halo and thus predicts CDM haloes to be cored
instead of cuspy. The authors reconcile this mismatch by including a second population
of particles (the cusp-particles), which is not in dynamical equilibrium with the rest of
the halo. They justify this by noting that the dynamical timescales in the center of DM
haloes are much shorter than in the outer region, and that for that reason dynamical
mixing between those two regions has not yet occurred. In consequence, this implies
that cusps must form at the time at which the halo collapses, and they must remain until
redshift zero. This picture is essentially supported by simulations, although the haloes
forming first in WIMP CDM appear to have a steeper cusp early on, ρ ∝ r−1.5, which
is subsequently flattened until the ubiquitous r−1 slope is reached (Anderhalden and
Diemand 2013, Ishiyama 2014, Delos et al. 2018).
DM particles within a relaxed halo are in dynamical equilibrium and obey the
Vlasov-Poisson equations 2.3 and 2.4. If one assumes, to first order, that haloes are
spherical and isotropic, both in position space and in velocity space, then the distribution
function depends only on energy and is given by Eddington (1916)’s formula:




















which can be written as









if the first term in the brackets can be neglected. In equation 2.19, u =
√
E −Ψ, where
E is the negative specific energy and Ψ(r) is the negative specific potential at the radius
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Figure 2.3. Structural properties of a cosmological Milky Way like DM halo from the
Aquarius simulation7. The top left panel shows the spherically averaged density profile
(adapted from Springel et al. 2008) and the top right panel the velocity dispersion
profile (adapted from Navarro et al. 2010) of the Aquarius A halo (Springel et al. 2008)
at different resolution levels. The middle panels shows shows the halo’s axis ratios and
the triaxiality of its moment of inertia tensor (Vera-Ciro et al. 2011), providing a
measure of the halo’s shape, and the bottom panel shows the distribution of velocities
at the solar circle, i.e. in the radial range 2 kpc - 9 kpc (Vogelsberger et al. 2009).
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r. For a halo with an NFW density profile8 the resulting velocity distribution is not
Maxwellian9, but is instead a function of the radius. Equation 2.19 is particularly
convenient if one wishes to numerically construct spherical systems in dynamical














If one can numerically invert the function Ψ(r), calculating the distribution function
reduces to numerically evaluating integral 2.19 on a grid of energies. At a given radius,
velocities can then be drawn from the obtained distribution function using a rejection
sampling algorithm.
In general, the density and velocity dispersion profiles of spherically symmetric,
self-gravitating, collisionless haloes in dynamical equilibrium obey the Jeans equation



















where β quantifies the anisotropy in the velocity dispersion tensor and the gravitational
potential Φ is generated by the density distribution ρ . In the case of β = 0, equation 2.19
can be used instead. The velocity dispersion tensor of cosmological DM haloes, however,
can be approximated as isotropic only in the halo’s center. Towards the outskirts, they
tend to be radially anisotropic (Navarro et al. 2010, Ludlow et al. 2011), and there is a
tight correlation between the slope of the density profile and the anisotropy parameter β
(Hansen and Moore 2006). The link between the phase space density and the velocity






This so-called pseudo-phase-space density obeys an almost perfect power law in radius,
ρ/σ3 ∝ r−1.875 over many orders of magnitude in radius (Navarro et al. 2010, Taylor
and Navarro 2001). Notably, the power law behaviour of ρ/σ3 agrees exactly with the
self-similar solution for infall onto a point mass in an EdS Universe (Bertschinger 1985).
The remarkable regularity of the pseudo-phase-space density across all cosmological
CDM haloes further highlights their universal structure, both in position space and in
velocity space.
7The original figures are:
Fig. 4 of The Aquarius Project: the subhaloes of galactic haloes, Springel, V. et al., MNRAS 391
Fig. 10 of The diversity and similarity of simulated cold dark matter haloes, Navarro, J. et al., MNRAS 402
Fig. 3 of The shape of dark matter haloes in the Aquarius simulations, Vera-Ciro, C. et al., MNRAS 416
Fig. 2 of Phase space structure in the local dark matter distribution and its signature in direct detection
experiments, Vogelsberger, M. et al., MNRAS 395
8Equation 2.19 is easily derived for all systems that are fully isotropic, but can only be solved if the system
has a finite mass. For that reason, the distribution function for an analytic NFW halo can only be obtained
once a reasonably smooth cutoff of the density profile is implemented for radii beyond the virial radius. For a
certain number of potential-density pairs, the solution is analytic. Examples are, for instance, a Hernquist
sphere or a Plummer sphere.
9The only density profile with an associated Maxwellian velocity distribution is that of the singular
isothermal sphere
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Figure 2.3 displays the different structural characteristics discussed above for a
cosmological MW-like halo from the Aquarius project (M ∼ 1.8× 1012 M, r200 ∼
250kpc). In the top left panel, the spherically averaged density profile is shown at
several resolution levels. Down to the respective resolution limit, they are in excellent
agreement with a NFW profile. The top right panel shows the corresponding velocity
dispersion profile, whereas the bottom panel demonstrates that the halo’s velocity
distribution is not Maxwellian, using the velocity distribution of DM particles around
the solar circle as an example.
While the anisotropy of the velocity dispersion tensor is highlighted in the bottom
panel, the middle panel demonstrates that cosmological haloes are, in general, not
spherically symmetric either. Shown are the axis ratios of the halo’s moment of intertia
tensor as a function of radius, with respect to the principal axis a. Furthermore, the
triaxiality, defined as T = (a2−b2)/(a2−c2) is shown, also as a function of radius. The
trends observed here are common among cosmological CDM haloes. Haloes are triaxial
rather than spherically symmetric (Frenk et al. 1988). Moreover, they are usually prolate
close to the center and oblate in the outskirts (Frenk et al. 1988, Vera-Ciro et al. 2011,
Jing and Suto 2002, Hayashi et al. 2007), where late accretion leads to a less anisotropic
matter distribution (Vera-Ciro et al. 2011, Ganeshaiah Veena et al. 2018). Haloes which
formed earlier, i.e. smaller haloes, tend to be closer to spherical symmetry (Bonamigo
et al. 2015, Vega-Ferrero et al. 2017), while more recently formed larger haloes are
more triaxial, retaining a memory of their recent collapse along a DM filament (Despali
et al. 2014).
ΛCDM is by far the most studied cosmological model in the literature. However,
it is important to remember that all the properties of DM haloes summarized in this
subsection have been obtained from N-body simulations of CDM. Neither the number
density of small haloes nor the inner dynamical structure of haloes are well constrained
by observations. It is on those small scales that alternative DM theories are allowed
to deviate from the behaviour of CDM. In some cases, alternatives to CDM have been
specifically crafted to solve a supposed mismatch between the ΛCDM theory and
observations. However, since galaxies are embedded within the centers of DM haloes,
baryonic physics can also have a sizeable impact on the small-scale properties of DM
haloes. Some of these small-scale problems, and how they can potentially be reconciled
with the success of CDM on large scales, will be a subject of the next chapter.
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ΛCDM on small scales
As outlined in chapter 2, ΛCDM has become the standard cosmological model mainly
due to its simplicity and its success in explaining the LSS of the Universe, namely
the remarkable agreement of the observed matter power spectrum at wavenumbers
k ≤ 1Mpc−1 with the power spectrum inferred from CDM cosmological simulations.
Yet, we have seen in section 2.3.2 that CDM cosmological simulations make specific
predictions for the number count and the internal structure of virialized objects on
smaller scales.
Structural properties of CDM haloes, such as its inner density profile, can be
compared to observations only indirectly by modeling how DM is distributed within
observed galaxies. Given the remarkable success of ΛCDM on large scales, current
tests of the model focus mainly on potential mismatches between observations of dwarf
galaxies and predictions from DMO cosmological simulations. Several so-called small-
scale challenges to ΛCDM have emerged over the last decades, focusing either on
mismatches between the abundance of low mass haloes and low mass galaxies or on
kinematic observations that appear inconsistent with the ubiquitous NFW density profile
(equation 2.15) of DM haloes established by cosmological simulations.
Since dwarf galaxies are rather faint, they are primarily observed in our immediate
neighbourhood, most of them being so-called satellite galaxies of either Andromeda
or the MW. In the ΛCDM picture, these galaxies are at the center of small DM haloes
orbiting within the larger host halo, so-called subhaloes. The existence of subhaloes is
well established from cosmological simulations. However, from studies of individual
systems, we know that subhaloes are affected by gravitational effects which arise
from interactions between the host halo and the subhaloes, such as dynamical friction
and tidal stripping. It is thus crucial to be aware of these effects and of how they
alter the distribution function of subhaloes when comparing observations to results of
CDM cosmological simulations, lest we mistake them for a shortcoming of the ΛCDM
paradigm.
In this chapter, I will briefly review subhaloes, both how many of them we can
expect to find within a halo of a given mass, and how their structure is altered through
gravitational interactions with the host halo and the host galaxy. Then I will discuss
the small-scale challenges that ΛCDM faces, focusing in detail on the two problems
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that are most relevant for this thesis, the too-big-to-fail problem and the cusp-core
problem. Finally, I will discuss efforts that are being made to understand the small
scale predictions of N-body simulations from fundamental principles. Such efforts aim
to analytically model the long-term evolution of self-gravitating systems, using, for
instance, tools of Hamiltonian perturbation theory or statistical physics.
3.1 Properties of subhaloes
In the hierarchical structure formation scenario of ΛCDM, haloes grow through mergers
and accretion of both diffuse material and smaller haloes. As a consequence thereof,
the smaller accreted haloes become subhaloes, moving on bound orbits around the
center of the larger host. While orbiting in the host, environmental effects such as
tides and dynamical friction strip material from the subhalo and change its mass profile,
before eventually disrupting it entirely. This section briefly discusses the most relevant
properties of subhaloes, i.e. their abundance and their inner structure, as well as the
environmental effects responsible for changing their inner structure.
3.1.1 Definition of a subhalo
Since the outer structure of a subhalo is altered through gravitational interaction with
the host halo, defining a subhalo is anything but trivial. Evidently the friends-of-friends
mass is not a reasonable measure due to the halo being submerged in a larger host.
Standard overdensity definitions also suffer from this limitation. Moreover, since some
of the outer structure of the halo can be stripped away, the kinematics in the center of
the halo are not necessarily linked to the inferred overdensity mass. Most definitions of
subhaloes attempt to circumvent these issues by focusing either on properties of the halo
before accretion or on properties that are less affected by environmental effects, while
most halo finders look for local density maxima and then define the subhalo as the set of
self-bound particles in the vicinity (e.g. SUBFIND, Springel et al. 2001, or the Amiga
Halo Finder, Knollmann and Knebe 2009). To tag subhaloes, it is common to use either
the peak mass of the halo before accretion, or the maximal circular velocity. The latter
is related to the enclosed mass in the center of the halo and is thus less affected by tidal
stripping. However, to some degree, tidal evolution affects even the maximal circular
velocity vmax (D’Onghia et al. 2010). It may be preferable to use Mpeak as a tag for
subhaloes, especially when aiming to establish an unbiased relation between the total
baryonic mass of a satellite galaxy and the halo mass of the surrounding dark subhalo.
This is due to the fact that the baryonic mass is mostly concentrated to the center of the
subhalo and is thus significantly less affected by environmental effects than the halo as
a whole.
3.1.2 Subhalo abundance
In line with either of the two ways of tagging subhaloes outlined in section 3.1.1, the
abundance of subhaloes within a host halo of a given mass can either be written as
a subhalo mass function or a subhalo velocity function. In the low mass range, the
subhalo mass function has an almost universal shape (i.e. independent of the host halo)
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and a slope which is very similar to that of the global mass function of isolated haloes
(Springel et al. 2008, Gao et al. 2004, Diemand et al. 2007, Gao et al. 2012, Garrison-
Kimmel et al. 2014, Griffen et al. 2016). A natural cutoff of the subhalo mass function at
large masses is given by the mass of the host halo. Moreover, the overall normalization
of the subhalo mass function is also a function of the host halo mass, with larger host
haloes hosting more subhaloes (Wang et al. 2011, Gao et al. 2012, Gao et al. 2011). As
smaller haloes form earlier, this dependence of the normalization on halo mass arises
because environmental effects have acted for a longer time on substructure within these
smaller haloes, and thus have disrupted a larger fraction of the subhaloes compared to
larger host haloes. The dependence of the subhalo abundance on the host halo mass can
almost be fully captured by writing the subhalo mass function as a function of the mass
fraction µ = Msub/Mhost. For the total number of subhaloes, one obtains (Gao et al.














In equation 3.1, µ̃1 gives the typical mass fraction of the heaviest subhalo, which is
about 0.01, b is a fitting parameter of order one (Boylan-Kolchin et al. 2010), and µcut
parametrizes the cutoff at large subhalo masses. µ̃1 has some small residual dependence
on host halo mass, which is better captured by the subhalo velocity function. In terms
of x = vsub/vh, the fraction of the maximal circular velocities (Klypin et al. 2011):
N(> x) ∝ v1/2h x
−3,x < 0.7 (3.2)
In equation 3.2, the explicit dependence on the circular velocity of the host halo
parametrizes this deviation from universality. Both the subhalo mass function and
the subhalo velocity function arise as a result of the bottom-up structure formation in
ΛCDM and the gravitational interaction between the host halo and its subhaloes. These
environmental effects can change the inner structure of subhaloes and with time disrupt
small subhaloes altogether.
3.1.3 Tidal stripping, tidal heating, and dynamical friction
Three main gravitational, environmental effects affect subhaloes orbiting within a larger
host. Two of them are collisionless effects that occur because subhaloes are extended
objects. The gravitational potential generated by the host halo and the host galaxy may
have an appreciable gradient over the spatial extent of the subhalo. This is produces tidal
forces, since one side of the subhalo experiences a stronger gravitational acceleration
than the other. Depending on how strong this gradient is, and for how long the tidal
forces act on the subhalo, the effect can either be approximated as continuous (tidal
stripping) or as close to instantaneous (tidal heating). Dynamical friction, on the other
hand, is not a mean field effect. Instead, it arises due to localized gravitational scattering.
Here, the mass of the subhalo is the most important parameter. While orbiting through
the host halo, the subhalo deflects diffuse DM particles, creating a wake of particles that
follow its trajectory. This overdensity which lies opposite to the subhalo’s direction of
motion then creates a drag force, slowing down the subhalo on its orbit and eventually
causing it to sink towards the center of the host halo.
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Our current understanding of dynamical friction is in large part due to the work
of Chandrasekhar (1943). Under a couple of simplifying assumptions, Chandrasekhar
therein calculates the drag force acting on a compact object of mass MS that moves with















is the Coulomb logarithm, with b90 =
G(MS +m)/v2∞, where m is the mass of one particle in the ambient medium and v∞
is the relative speed between this particle and the subject when the particle is at an
infinite distance from the subject, i.e. the initial relative speed. bmax, on the other hand,
is the maximal impact parameter, and usually bmax b90. ρ(< vS) denotes the mass
density of particles in the ambient medium with a speed below vS. The derivation of
equation 3.3 assumes that the subject is a point mass (spatially non-extended) and the
ambient medium is infinite, homogeneous, and consists of point particles with mass
m. If the distribution of velocities in the ambient medium is Maxwellian, two limiting
cases emerge from equation 3.3. If the subject moves at a speed which is smaller
than the average speed of a particle in the ambient medium, |~Fdf| ∝ vS, i.e. the drag
force increases proportional to subjects speed, similar to a standard friction. For large
subject speeds, however, ρ(< vS)≈ ρm and thus |~Fdf| ∝ v−2S , i.e. the dynamical friction
force decreases at increasing subject speeds. Given the large number of assumptions
entering into the derivation of equation 3.3, it is perhaps surprising that it provides a
reasonable description of dynamical friction in more realistic scenarios as well. This
is particularly true if one allows for modifications to the theory that take into account
the extended density profile of subhaloes (see Zavala and Frenk 2019). The net effect
dynamical friction has on subhaloes is that it causes them to sink towards the center
of the host. The timescale for a subhalo to sink towards the host’s center has been
investigated by Boylan-Kolchin et al. (2008). They show that dynamical friction has
an appreciable effect for mass ratios 0.025≤MS/Mh ≤ 0.3. For lighter subhaloes the
effect of dynamical friction is insignificant, whereas larger haloes simply fall into the
host’s center within a free fall time.
The effect of tidal forces on subhaloes can be broadly described in two different
regimes. Subhaloes on circular orbits experience a constant tidal field, and material is
adiabatically stripped from the subhalo in a process called tidal stripping. Subhaloes on
more radial orbits experience a very strong tidal force close to the pericenter passage.
This effect is more impulsive, i.e. it occurs on a timescale much shorter than the typical
orbital timescale of the subhalo. The material in the subhalo then experiences what is
called tidal shock heating.
In the adiabatic regime, a useful concept is the so-called tidal radius rt . Particles that
are closer to the subhalo’s center than rt remain bound to the subhalo, while particles
that are further away from the subhalo’s center will be removed by tidal stripping. Thus,
the tidal radius is the radius at which the gravitational pull towards the subhalo’s center
equals the constant tidal force exerted by the host halo. For subhaloes on circular orbits
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The tidal radius is hard to define in more general scenarios and predictions of the rate at
which material is stripped from the halo usually do not match results from simulations
very well, apart from the rather general statement that the timescale on which tidal
stripping affects a subhalo is closely related to the subhalo’s orbital time (Taylor and
Babul 2001, Zentner and Bullock 2003, Zentner et al. 2005). Although the tidal stripping
of subhaloes on circular orbits remains an open topic (van den Bosch et al. 2018, van
den Bosch and Ogiya 2018), this may not be too serious since the orbits of most real
subhaloes are far from circular. The tidal evolution of subhaloes on more realistic –
and more radial – orbits is determined by tidal shock heating rather than tidal stripping
(Zavala and Frenk 2019).
Tidal shock heating occurs due to strong tidal forces acting over a time that is very
short compared to the subhalo’s orbital timescale (Aguilar and White 1985), Aguilar and
White 1986) and its impact is well explained by the so-called impulsive approximation
(Spitzer 1958, Gnedin et al. 1999). Here, the energy change of a particle during a tidal
shock is calculated as the square of the integral of the tidal acceleration experienced
by the particle along the orbit of the subhalo. If this energy change is larger than the
particle’s initial binding energy, the particle is assumed to become unbound. This
impulsive approximation is generally found to be in good agreement with N-body
simulations (van den Bosch et al. 2018, Hayashi et al. 2003), in particular for subhaloes
on very radial orbits.
To characterize the impact of tidal shock heating, Kazantzidis et al. (2004) carried
out idealized simulations of subhaloes orbiting in a static external halo potential. They
find that over multiple pericenter passages, their simulated subhaloes lose a substantial
amount of their initial mass. While most of the mass is lost from the haloes’ outskirts,
the central densities are found to decrease as well. What is striking, however, is that the
central slope of the subhaloes’ mass density profiles is unaffected by tidal shock heating.
In fact, Kazantzidis et al. (2004) find that the final density profiles of their subhaloes are
very close to NFW (equation 2.15) at the center. In the outskirts of the shock heated
subhaloes, however, the mass density profiles fall of significantly steeper than a NFW
profile.
A detailed discussion of all the changes to the inner symmetry, the dynamical
structure, and the radial distribution of subhaloes which are the result of dynamical
friction, tidal stripping, and tidal heating can be found in Zavala and Frenk (2019) and
the references therein. For our purposes, two things are important:
• Within ΛCDM, and in the absence of any baryonic effects, the total number of
subhaloes whose masses exceed a certain fraction of the host halo mass is given
by the subhalo mass function, equation 3.1.
• At the center of ΛCDM haloes, ρ(r) ∝ r−1. In subhaloes, this asymptotic be-





The term "small-scale challenges to the ΛCDM paradigm" refers to mismatches be-
tween observations and predictions made by cosmological DMO simulations assuming
a ΛCDM cosmological model. The task at hand for astrophysicists is then to find
explanations for these mismatches without sacrificing the remarkable agreement be-
tween observations and theory on large scales. One way of addressing the small-scale
challenges is to look for solutions within ΛCDM. These might either be related to
baryonic physics, which is not included in DMO simulations, or they might be related
to a limitation in the resolution of cosmological simulations due to which environmental
effects are not properly described (see section 3.1.3). Alternatively, the small-scale
challenges to ΛCDM may possibly be overcome by modifying the theory in such a
way that only its predictions on small-scales change. For instance, DM may not be
cold and collisionless. Instead, either significant free-streaming may have erased pertur-
bations on small scales (see figure 2.1), or DM particles may collide with themselves
at a sufficiently high rate to affect the DM distribution within the center of haloes. A
more radical proposal aims to eliminate the need for DM altogether by posing that our
understanding of gravity is fundamentally wrong on small scales. The work done in this
thesis mainly focuses on baryonic feedback processes and alternative DM models, and
for that reason, so-called Modified Newtonian dynamics (MOND) will not be reviewed
here1. The following short review loosely follows Bullock and Boylan-Kolchin (2017).
However, I will only briefly mention those small-scale challenges that are not relevant
for the work of this thesis (missing satellites, plane of satellites, and the regularity of
circular accelerations which stands opposed to the diversity of the rotation curves),
while giving a more comprehensive and up-to-date discussion of the cusp-core problem
and the too-big-to-fail problem, as well as a slightly modified version of too-big-to-fail
that includes kinematic measurements of ultra-faint dwarfs. While possible solutions to
those challenges relevant to the work of this thesis will be mentioned and explained, a
more detailed descriptions of the methods used in my work will be given in chapter 4
3.2.1 Missing satellites
The problem of missing satellites is now understood to be not so much a challenge
to ΛCDM as it is a constraint on the efficiency of galaxy formation at the faint end.
The supposed contradiction between ΛCDM and observations is that according to
equation 3.1, the number of DM subhaloes in the MW halo which should in theory
have supported gas cooling at some point in their evolutionary history is much larger
than the number of dwarf galaxies which have been observed to orbit the MW as
satellites. Thousands of predicted subhaloes stand opposed to only ∼ 50 observed MW
satellites (Drlica-Wagner et al. 2015). Most likely, this is explained by galaxy formation
becoming increasingly inefficient at smaller halo masses, for haloes with Mh ≤ 1012M.
This statement can be inferred from a statistical analysis called abundance matching,
in which it is assumed that the brightest galaxies inhabit the most massive DM haloes
(Frenk et al. 1988, Kazantzidis et al. 2004, Conroy et al. 2006, Moster et al. 2010,
Behroozi et al. 2013). Matching observed galaxies to simulated haloes then results in a
1See McGaugh (2015) for a review on MOND.
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statistical relation between halo mass and stellar mass. At the faint end, this abundance
matching relation is rather unconstrained. However, the measured number of MW
satellites is explained reasonably well by simply extrapolating the power law relation
measured at the faint end of the stellar mass to halo mass relation down to smaller halo
masses (see figures 6 and 8 of Bullock and Boylan-Kolchin (2017)). This suppression
of galaxy formation at the faint end likely has several origins. For instance, while haloes
with Mpeak ≥ 107M have likely supported molecular cooling at some point, atomic
cooling has occurred only in haloes with Mpeak ≥ 108M (see e.g. Rees and Ostriker
1977), and gas accretion is suppressed by UV feedback from reionization in haloes with
Mpeak ≥ 109M (Efstathiou 1992, Bullock et al. 2000, Benson et al. 2002, Bovill and
Ricotti 2009, Sawala et al. 2016).
3.2.2 Satellite planes
Since the 1970’s, it has been pointed out that the satellite galaxies of the MW appear
to be distributed within a thin orbital disk which lies almost perpendicular to the
MW (Kunkel and Demers 1976, Lynden-Bell 1976). More recent analyses (including
more recently discovered satellite galaxies) essentially agree with this early statement
(Pawlowski et al. 2012, Pawlowski and Kroupa 2013, Pawlowski et al. 2015), although
one has to keep in mind that due to the brightness of the MW disk, surveys reach
completeness only at high galactic latitudes. A similar disk of satellites has been
observed around Andromeda, with 15 of 27 known Andromeda satellites belonging to a
common plane (Conn et al. 2013, Ibata et al. 2013). Moreover, the observed kinematics
seem to point towards a rotationally supported plane. However, it is unclear whether
or not Andromeda’s satellite disk truly is rotationally supported, given that the plane
of satellites is seen almost directly edge-on. The question at hand is then whether or
not such planes of satellites are consistent with ΛCDM structure formation scenarios.
Considerable amount of work has gone into arguing that satellite planes are either
consistent or inconsistent with ΛCDM structure formation (see discussion in Bullock
and Boylan-Kolchin 2017). While a definitive answer has not yet been given, a few
recent works indicate under which conditions the observed planes may be considered a
serious challenge to ΛCDM in the future. On the one hand, data from the Sloan Digital
Sky Survey shows that the observed satellite planes around M31 and the MW are not a
common feature of MW-size galaxies (Phillips et al. 2015). On the other hand, it has
been pointed out that while satellite planes are not particularly uncommon in ΛCDM
simulations, they are very rarely rotationally supported (Bahl and Baumgardt 2014,
Gillet et al. 2015, Buck et al. 2016). Thus, the satellite plane of M31 may be a serious
issue for ΛCDM if future data confirms its rotational nature.
3.2.3 Regularity vs diversity
Observations of the internal dynamics of galaxies suggest a tight correlation between a
galaxy’s rotation curve and the enclosed baryonic mass. This correlation is particularly
apparent when comparing the radial acceleration inferred from rotation curves, gobs =
V 2/r to the radial acceleration expected from the baryonic mass alone. At large
accelerations, there is a one-to-one correspondence between the two. However, at
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accelerations below 10−10ms−2, the observed accelerations begin to be systematically
larger than the acceleration expected from baryons (McGaugh et al. 2016). In ΛCDM,
this deviation at low accelerations is explained by DM. Yet, it is striking that the observed
acceleration appears to be tightly correlated with the observed baryonic mass, even in
the range where, under the assumption of Newtonian gravity, baryons alone cannot
explain it. The observation of this radial acceleration relation is the key motivation
behind MOND (McGaugh 2015), however, explanations can also be given within
ΛCDM. Several authors have shown that the radial acceleration relation can naturally
be obtained in hydrodynamical simulations of disk galaxies (e.g. Keller and Wadsley
2017). Navarro et al. (2017) have argued that based on results from abundance matching,
a one-to-one correspondence between radial accelerations and observed baryonic mass
is expected at accelerations above 10−10ms−2, and Di Cintio and Lelli (2016) used
semi-analytic models to show that the full observed radial acceleration acceleration can
be explained within ΛCDM, especially if the host haloes of dwarf galaxies are cored
(see section 3.2.5).
While the properties of observed galaxy rotation curves are tightly correlated with
the baryonic mass, there is a great observed diversity of rotation curves at a fixed DM
halo mass. For instance, Oman et al. (2015) compared the rotational velocity measured
at r = 2kpc from the center of galaxies to Vflat and demonstrated that at a fixed Vflat,
there is a considerable amount of scatter in the rotational velocity at 2kpc. This scatter is
found to substantially exceed the amount that is expected when assuming DM distributed
in NFW haloes as the dominating mass component at large radii. Oman et al. (2016a)
and Santos-Santos et al. (2020) argue that the observed diversity of rotation curves may
simply be the result of non-circular motion. However, if this diversity proves to be
physical, it will pose a serious challenge to ΛCDM, in particular in combination with
the radial acceleration relation. It remains to be seen whether the radial acceleration
relation and the diversity of rotation curves can be self-consistently explained within
ΛCDM once effects related to the formation and evolution of galaxies are taken into
account.
3.2.4 Too-big-to-fail
The classical too-big-to-fail (TBTF) problem concerns the most massive subhaloes in
high resolution cosmological simulations of MW-like haloes and the brightest satellite
galaxies of the MW that have been detected. In short, the issue is that the central
densities of the simulated subhaloes are too large to explain the observed internal
kinematics of the satellites. Taken at face value, the CDM DM-only simulations would
predict that no galaxies have formed within the heaviest subhaloes. On the other hand,
since we do observe satellite galaxies, those must have formed within lighter subhaloes
instead, which is a direct contradiction to the abundance matching assumptions that
allowed us to “solve" the missing satellite problem. There is no theoretical reason for
which the heaviest subhaloes should not host galaxies while the lighter ones do, they
are too big to fail to form galaxies (Boylan-Kolchin et al. 2011). The classical TBTF
problem is illustrated on the left panel of figure 3.1. Shown are the measurements of half
light radius r1/2 and circular velocity at the half light radius, v1/2, of the 10 brightest MW
satellites. Purple lines indicate the circular velocity curves of the heaviest subhaloes
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Figure 3.1. Classic TBTF (left panel2) and TBTF including mass measurements of ultra
faint dwarfs (right panel, modified from Zavala et al. 2019). Both panels show the
circular velocity profiles of the most massive subhaloes (after removing LMC and SMC
analogs) of a zoom simulation of a MW-like CDM halo from the Aquarius simulation
(Springel et al. 2008). The halo on the left panel is described in Boylan-Kolchin et al.
(2012), the halo on the right panel in Springel et al. (2008). The data points on the left
panel correspond to circular velocity measurements of the brightest dwarf spheroidal
galaxies orbiting the MW. Only subhaloes with vpeak > 30kms−1 are shown. The most
massive subhaloes are too dense in their center to explain the circular velocities of the
brightest satellites. On the right panel, mass measurements of ultra-faint dwarfs
(Errani et al. 2018) are included. Thus, the right panel compares the 24 heaviest
subhaloes to the 24 dwarf galaxies less than 300kpc away from the MW center. Only
15 data points are matched by the subhaloes and the heaviest subhaloes appear to host
the ultra-faint galaxies.
(with a cutoff at vpeak = 30kms−1, where vpeak is the largest maximal circular velocity
of the halo before it was accreted) found within a high-resolution zoom simulation of
a MW-like halo (Boylan-Kolchin et al. 2012) from the Aquarius simulation (Springel
et al. 2008). Haloes with such large peak circular velocities should theoretically have
supported star formation. Evidently, though, the circular velocity curves of the heaviest
subhaloes do not intersect any measurement of (r1/2,v1/2). In other words, they are too
centrally dense to explain the kinematics observed in the brightest dwarfs.
TBTF appears to be an issue not only for MW satellites. Similar mismatches
with the central density of simulated haloes have been identified for the satellites of
Andromeda (Tollerud et al. 2014) and for field galaxies in the local group (Kirby et al.
2014, Garrison-Kimmel et al. 2014), as well as for more isolated galaxies (Ferrero et al.
2012, Papastergis et al. 2015, Papastergis and Shankar 2016). However, it has also been
argued that rotational velocities may be systematically underestimated (Macciò et al.
2016), and that a lot of small galaxies may simply be too faint to be detected by current
surveys (Brooks et al. 2017). Taken together, those two effects could explain TBTF in
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the field. Errani et al. (2018) presented a mass estimator for ultra-faint dwarfs that the
authors claim is unbiased and accurate to within ∼ 10%. Taking the measured half light
radii and half light velocities of ultra-faints into account when comparing the measured
circular velocities of dwarfs to the circular velocity profiles of simulated subhaloes
changes the picture considerably. The resulting updated TBTF challenge is shown on
the right panel of figure 3.1. Here, measurements of the half light radii and the circular
velocities at the half light radii of all 24 known dwarf galaxies within the MW halo (less
than 300 kpc away from the MW’s center) are shown as data points, along with the
circular velocity profiles of the 24 heaviest subhaloes (after removing LMC and SMC
analogs) identified in a CDM zoom simulation (without baryons) of a MW analog from
the Aquarius simulation suite. Strikingly, the largest CDM subhaloes now have galaxy
counterparts. These counterparts, however, appear to be the ultra-faint dwarfs instead
of, as one might expect, the brightest satellites. Moreover, the 24 heaviest subhaloes can
account for at most 15 of the measured circular velocities. The 9 remaining satellites all
have measured circular velocities which are smaller than would be expected if these
galaxies were hosted by one of the 24 heaviest haloes. This updated version of TBTF is
thus a statement about the diversity of the rotation curves of MW satellites. In similarity
to the mismatch between the diversity of observed rotation curves of field galaxies
and the much smaller scatter of circular velocity curves in NFW haloes pointed out by
Oman et al. (2015) (see section 3.2.3), the scatter in the circular velocity curves of the
24 heaviest subhaloes within a MW-like halo cannot account for the diverse distribution
of the circular velocities of the observed MW satellites.
It is currently unclear how much of a problem this is for ΛCDM. One may for
instance ask whether the observed dwarfs need to indeed be hosted by the heaviest
subhaloes. The right panel of figure 3.1 suggests that this standard assumption behind
abundance matching does not apply to the MW satellites. One reason for that may be
that galaxy formation becomes increasingly stochastic as one approaches the lower
limit of halo masses for which galaxy formation is theoretically possible. Thus, it is
possible that the heavy simulated subhaloes that appear to have stayed dark could be
the hosts of faint dwarfs that have not yet been detected. However, considering only
the currently detected MW satellites, the predicted heavy subhaloes without a galaxy
counterpart do indeed present a theoretical challenge to ΛCDM. Since the accretion
of gas onto subhaloes with vpeak > 30kms−1 is not affected by UV feedback, such
subhaloes should not have stayed dark.
Several mechanisms have been proposed to solve TBTF within ΛCDM. For instance,
supernova (SN) feedback can lower the central DM density of dwarf-sized haloes
by impulsively injecting energy into the halo’s center, thereby causing the orbits of
central DM particles to expand and creating constant density cores (see discussion
and references in section 3.2.5 and chapter 4). However, since the resulting decrease
in central DM mass is substantial only for galaxies with M? > 106M, SN feedback
on its own is likely insufficient to explain TBTF (Bullock and Boylan-Kolchin 2017).
As pointed out in section 3.1.3, gravitational interactions between the MW and the
subhaloes, which are not accurately resolved in DM-only cosmological simulations,
2Republished with permission of Annual Reviews Inc., from Small-Scale Challenges to the ΛCDM
Paradigm, Boylan-Kolchin, Michael; Bullock, James S., volume 55, edition 1, ©2017; permission conveyed
through Copyright Clearance Center, Inc.
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can substantially alter the inner structure of subhaloes. Such environmental effects are
thus often invoked to explain the classical TBTF of MW satellites (e.g. Zolotov et al.
2012, Arraki et al. 2014, Brooks and Zolotov 2014, Brook and Di Cintio 2015, Wetzel
et al. 2016, Tomozeiu et al. 2016, Sawala et al. 2016, Dutton et al. 2016). More recently,
Fattahi et al. (2018) demonstrated that tidal stripping can significantly reduce the mass
of the MW’s subhaloes. The observed low circular velocites of relatively bright MW
satellites can be explained if such dwarfs are hosted by subhaloes that have lost large
fractions of their mass at infall to tidal stripping. Unresolved environmental effects
could thus create an additional spread in the circular velocity curves of the most massive
subhaloes, significantly alleviating the challenge that TBTF poses to ΛCDM. One way
to assess whether such an explanation is indeed plausible is to look for systematic
differences between field dwarfs and satellite dwarfs with M? . 106M, the mass range
in which SN feedback is not traditionally3 expected to have a significant impact on the
central densities. If environmental effects have indeed reduced the central densities
of DM subhaloes, they should have affected the dwarf galaxies residing in the central
regions of those haloes as well. A study by Kirby et al. (2014) did not find any such
systematic differences, but it should be noted that at the time, only very few systems
had been detected in this mass range.
Another class of solutions to TBTF is based on modifications of the ΛCDM
paradigm. If DM is not dynamically cold and collisionless, the abundance of small
haloes can change, as can their inner structure. Similar to SN feedback for galaxies with
M? > 106M, self-scattering between DM particles can reduce the central densities of
haloes and subhaloes by redistributing mass and turning their central cusps into constant
density cores (see discussion and references in section 3.2.5 and chapter 4). If TBTF
were indeed solved by SN feedback or DM self-scattering, it would naturally be con-
nected to the cusp-core problem (see section 3.2.5). Note, however, that simply having
cored subhaloes may solve the classical TBTF challenge, but it in no way addresses the
updated version (right panel of figure 3.1). The diversity of the observed rotation curves
of satellite galaxies is still inconsistent with the assumption that they are hosted by the
heaviest subhaloes. In fact, in Zavala et al. (2019) we show that the updated TBTF is a
serious problem for self-interacting DM (SIDM) with a constant momentum transfer
cross section σT/mχ = 1cm2g−1, since the central density of all SIDM subhaloes is
too low to explain the circular velocities of some ultra-faints.
Modifying predictions from the linear regime of stucture formation theory can
potentially explain both the classical and the updated TBTF challenge. As pointed out
in section 2.1, perturbations in the early Universe can be erased through two distinct
mechanisms, collisional damping or free streaming of thermal relics (see figure 2.1). The
corresponding suppression in the linear power spectrum is mirrored in a reduced amount
of small DM haloes at later times. For WDM, the free-streaming length translates into a
free-streaming mass, corresponding to the smallest DM structures that can form in a
WDM cosmology. For thermal relics with a mass of 3.5keV, this free-streaming mass
is roughly Mfs = 1.1×105M (Bullock and Boylan-Kolchin 2017).
While no structure less massive than Mfs forms, the amount of haloes with masses
that are larger by two to three orders of magnitude is also reduced significantly (Schnei-




der et al. 2012). Generally, haloes which are lighter than the half mode mass are affected.
For a thermal relic with mass 3.5keV, this half mode mass is ∼ 3×108M. The num-
ber of formed subhaloes is reduced significantly compared to CDM in the mass range
between free-streaming mass and half mode mass. Moreover, since free-streaming
damping affects the perturbations on those scales, haloes in this mass range form later
on average. As a consequence, the central densities of these haloes are lower than in
CDM, reflecting the decreased average density of the Universe at the time they collapse.
Thus, WDM solves TBTF through a combination of two effects. Compared to CDM, the
abundance of substructure within the MW halo is reduced, as are the central densities
of corresponding subhaloes. WDM models can therefore be constrained by counting
the total number of satellites detected in the MW4 (e.g. Polisensky and Ricotti 2011,
Lovell et al. 2014). The suppression of structure in models in which the early DM
perturbations are affected by collisional damping on small scales works analogous to
the WDM case5. However, such models can evade WDM constraints if the amplitude of
the dark acoustic oscillations is sufficiently large (Bose et al. 2019b, Bohr et al. 2020).
3.2.5 Cusps or cores
The measured rotation curves of many observed dwarf galaxies, both field dwarfs and
satellites, are inconsistent with DM only predictions of ΛCDM. Dwarf galaxies are DM
dominated systems, and thus their internal kinematics trace the DM mass profile. The





For dwarf galaxies embedded in a NFW halo (equation 2.15), this implies Vrot(r) ∝ r0.5
at small radii. However, some measured rotation curves in disk dwarf galaxies rise
more slowly and are better described by Vrot(r) ∝ r at small radii. Such rotation curves
correspond to the circular velocity curves of DM haloes with a constant density core, i.e.
ρ(r) = const at small radii. This mismatch between observations and DM only ΛCDM
predictions is referred to as the cusp core problem. It is illustrated in figure 3.2 where
the measured rotation curves of two dwarf galaxies from the LITTLE THINGS survey
(Oh et al. 2015) are compared to the circular velocity curves of a NFW halo and a cored
Burkert (1995) halo with similar maximal circular velocity Vmax. The data are better
explained by the cored Burkert profile than the cuspy NFW profile.
Evidence indicating the presence of cored DM halo density profiles comes mostly
from measurements of HI-rotation curves of field dwarfs (e.g. Moore 1994, de Blok
et al. 2008, Kuzio de Naray et al. 2008, Read et al. 2019). Moreover, Walker and
Peñarrubia 2011 also claim to have discovered that the DM haloes hosting Fornax
and Sculptor, two of the classic MW dwarf spheroidals, have cored density profiles.
The authors identify two distinct stellar subpopulations that differ systematically in
metallicity within both of these satellites. Using stellar spectroscopic data, they then
4Other constraints on WDM come from the Ly-alpha forest
5The discussion here has been focused on thermal relic WDM. Different production mechanisms for
WDM (for example resonant production) result in a slightly different free-streaming length at the same
particle mass.
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Figure 3.2. The cusp core problem in field dwarfs. The rotation curves of two dwarf
galaxies from the LITTLE THINGS (Oh et al. 2015) survey are shown. The circular
velocity curves of a cuspy NFW halo (dashed line) and a cored Burkert (1995) halo are
overplotted, both tuned to fit the flat end of the rotation curves. Evidently, a cored DM
density profile yields a better fit to the data. Figure adapted from Bullock and
Boylan-Kolchin 20176.
measure the half-right radii and the velocity dispersion of both stellar population, and
subsequently use those to calculate the slope of the DM mass profile. The inferred
slopes are inconsistent with NFW haloes, but consistent with DM haloes with constant
density cores. Possibly related to the evidence for cored DM profiles is the observation
that simulated DM haloes have to much mass at their centers. The observed dynamics
of galaxies that, following abundance matching, should be hosted by those haloes, are
consistent with hosts with less central mass on average. This problem is related to
TBTF and somewhat separate from the mismatch between observed rotation curves
and simulated halo density profiles, as it concerns the overall normalization and not
the inner slope of density profiles (Alam et al. 2002, Oman et al. 2015). However, the
observed discrepancy would be resolved if DM haloes were cored instead of cuspy.
While several groups have independently made claims that their observations imply
the presence of cored DM haloes, this evidence remains controversial. It has been
argued, for instance, that a large diversity in observed rotation curves can be caused
by non-circular gas motion (Oman et al. 2019, see also Santos-Santos et al. 2020). In
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the presence of such non-circular motion, the rotation curves look different depending
on the line of sight to the galaxy. Hence, observed slow rising rotation curves can
potentially be mistakenly interpreted as evidence for cored DM haloes. The Walker and
Peñarrubia (2011) claim that the DM host haloes of Fornax and Sculptor are cored has
also been contested. According to Genina et al. (2018), their measurement of the slope
of the DM mass profiles could be systematically flawed because it does not consider
that spherical symmetry is violated in both of those dwarf spheroidals. Strigari et al.
(2017) analyzed Sculptor’s two stellar populations using a distribution function based
framework. Contrary to Walker and Peñarrubia (2011), they found no evidence for a
core.
Controversy notwithstanding, there are several ways in which the presence of cores
in dwarf-sized DM haloes can be reconciled with the success of ΛCDM on large scales.
Since any successful theory of structure formation must resemble ΛCDM on large
scales, solving the cusp-core problem requires a mechanism that changes only the
inner structure of DM haloes. Crucially, as pointed out in section 3.1.3, there are
no environmental effects that cause this to happen, meaning that such a mechanism
cannot be purely gravitational. This essentially leaves two options. Either cusps
are transformed into cores through a mechanism related to baryonic physics, or the
cusp-core transformation is the result of new DM physics, meaning that DM can not be
approximated as cold and collisionless on small scales. It is indeed one specific baryonic
effect and one particular modification to the properties of DM which are commonly
invoked as the most viable methods to solve the cusp-core problem: supernova (SN)
feedback on the one hand and self-interacting DM (SIDM) on the other hand.
SN feedback denotes the transfer of energy from supernovae to the DM particles
through gravitational interaction between baryons and DM (e.g. Navarro et al. 1996a,
Gnedin and Zhao 2002, Pontzen and Governato 2012, Di Cintio et al. 2014, Chan
et al. 2015, Read et al. 2016, Tollet et al. 2016, Bose et al. 2019a, Benítez-Llambay
et al. 2019, Lazar et al. 2020). The thermal energy of supernovae is converted into
kinetic energy and deposited into the surrounding gas. This can cause rapid outflows
of gas which substantially and impulsively change the local gravitational potential.
Since mass is removed, the potential well becomes shallower, causing an expansion
of the orbits of surrounding DM particles. Thus, if supernovae are very concentrated
into the central region, they can, under some conditions, cause a net reduction of the
surrounding DM halo’s central density. That a rapidly decreasing gravitational potential
in the center of a DM halo can transform a density cusp into a core has been known
for more than two decades. Navarro et al. (1996a) showed that removing an external
disk potential in a simulation of an idealized cuspy halo can cause this halo to form a
core. A few years later, it was shown that such a single removal of mass is likely not
sufficient to trigger a cusp-core transformation (Gnedin and Zhao 2002). The current
picture of how exactly DM cusps are transformed into cores is largely due to Pontzen
and Governato (2012). The authors showed that a periodic, SN-driven, removal of
mass from the center of DM haloes drives the formation of a DM core and moreover
demonstrated that this consistently explains how core formation occurs in hydrodynamic
6Republished with permission of Annual Reviews Inc., from Small-Scale Challenges to the ΛCDM
Paradigm, Boylan-Kolchin, Michael; Bullock, James S., volume 55, edition 1, ©2017; permission conveyed
through Copyright Clearance Center, Inc.
37
Chapter 3. ΛCDM on small scales
simulations. One condition of their model is that the removal of mass, and thus the
change of the gravitational potential, happen instantaneously. In practice, this means
that for SN feedback to be efficient at changing the DM mass distribution, so-called
starburst events (the birth of a large number of massive stars - which is followed by
supernovae some 10 Myrs later) must happen on timescales which are shorter than the
typical dynamical timescales of DM particles in the inner halo. For massive dwarfs,
observational evidence suggests that starbursts, and thus SN feedback cycles, happen
indeed on timescales which are comparable to the dynamical timescales of the galaxies
(Kirby et al. (2014)). However, for low mass MW satellite galaxies the situation is
more uncertain, as observations currently lack the time resolution required to resolve
the starburst cycle on the dynamical timescales of those dwarfs (Weisz et al. 2014). SN
feedback cycles need not only be sufficiently bursty, the total energy that is deposited
into the DM halo also needs to be enough to unbind the halo’s cusp. As pointed out
by Peñarrubia et al. (2012), the total energy deposited by supernovae scales linearly
with a galaxy’s stellar mass, while the energy required to unbind a DM halo’s cusp is
proportional to the squared halo mass. Whether or not SN feedback can transform a DM
cusp into a core should thus be a function of the stellar-to-halo mass ratio. Most current
hydrodynamic simulations confirm this picture and find that core formation through
SN feedback is most efficient in the mass range of bright dwarfs (e.g. Fitts et al. 2017,
Benítez-Llambay et al. 2019, Lazar et al. 2020, Dutton et al. 2020). However, Read
et al. (2016)’s high-resolution simulations of isolated systems suggest even the faintest
known dwarf galaxies should be efficient at forming constant density cores in their
host haloes through SN feedback. Finally, while SN-feedback induced core formation
is a feature in many hydrodynamic simulations of galaxy formation, this is a highly
model-dependent result, and in some simulations no core formation occurs (Bose et al.
2019a). In chapter 4 I will take a closer look at SN feedback and how it is implemented,
either in DMO or in hydrodynamic simulations.
SIDM (Spergel and Steinhardt 2000, Yoshida et al. 2000, Davé et al. 2001, Colín
et al. 2002, Vogelsberger et al. 2012, Rocha et al. 2013) can solve the cusp-core problem
through (strong) elastic self-scattering between DM particles. These self-scattering
events cause an effective heat transfer towards the center of the halo and create an
isothermal core. For SIDM to be efficient at forming a core, the cross section for self-
interactions needs to be such that a DM particle which is located within a central sphere
with radial extent of roughly the NFW scale radius will on average have scattered at least
once with another DM particle between the halo’s formation time and today. Since the
velocity dispersion of NFW haloes is small in the haloes’ center and rises out to roughly
the scale radius (see figure 2.3), particles orbiting at the scale radius are initially much
more energetic than particles at smaller radii. For that reason, elastic scattering events
between particles in a sphere with radius ∼ rs cause an outside-in energy redistribution
in the center of haloes. The rate at which a core is formed depends on the self-interaction
cross section, but the eventual core size is determined by the scale radius of the halo
at its formation time (e.g. Vogelsberger et al. 2012, Rocha et al. 2013). If the cross
section is small, the cores observed at the present time can be smaller, since the process
of core formation is incomplete. Finally, it should be noted that the isothermal cores
produced by SIDM are a transient stage, and SIDM haloes will eventually undergo
gravothermal collapse (Balberg et al. 2002, Colín et al. 2002, Koda and Shapiro 2011,
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Figure 3.3. Core formation in a dwarf-size halo through two different mechanisms.
Green solid lines show the density (upper panel) and velocity dispersion (lower panel)
profile of an initially cuspy halo in dynamical equilibrium. The halo’s central density is
then reduced, either adiabatically through self-scattering between its DM particles (red
dotted lines), or through a repeated impulsive removal of mass (blue dashed lines). The
cusp-core problem can be solved in both ways, but the resulting distribution function of
DM is different. Are these differences reflected in the dynamics of kinematic tracers ?
Figure modified from Burger and Zavala (2019).
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Pollack et al. 2015, Nishikawa et al. 2020), forming a very dense central region. In
line with considerations above, this "gravothermal catastrophe", a phenomenon first
described for globular clusters (Lynden-Bell and Wood 1968), happens faster for larger
self-interaction cross sections. It is this strong dependence of SIDM predictions on the
self-scattering cross section that allow astronomers to put constraints on viable SIDM
models. Currently, the most stringent constraints on the SIDM momentum transfer cross
section per unit mass, σT/mχ , come from observations of clusters (Robertson et al.
2017, Robertson et al. 2019) and large elliptical galaxies (Peter et al. 2013). On the
scales of clusters and elliptical galaxies, σT/mχ . 1cm2g−1 (see Tulin and Yu 2018) for
a review on SIDM constraints). On the scale of dwarf galaxies, the SIDM cross section
has only recently been constrained. Read et al. (2018) finds σT/mχ . 0.6cm2g−1 given
that the host halo of the MW satellite Draco is cuspy. In section 3.2.4, we have shown
that the mass measurements of ultra faint dwarfs cannot be explained if DM is self-
interacting with a constant cross section of σT/mχ & 1cm2g−1 and thus the ultra-faints
put similar constraints on SIDM. This leaves a rather narrow parameter space for SIDM
with a constant momentum transfer cross section, since the predictions of SIDM and
CDM are virtually indistinguishable for σT/mχ . 0.1cm2g−1 (Zavala et al. 2013).
However, particle physics models of SIDM are very versatile, and it is easily possible to
construct models with velocity-dependent momentum transfer cross sections that evade
current constraints and still solve the cusp core problem. Mildly velocity-dependent
SIDM with σT/mχ ∼ 1cm2g−1 on the scale of dwarfs and σT/mχ ∼ 0.1cm2g−1 on
the scale of galaxy clusters can potentially explain mass deficits observed across all
scales (e.g. Kaplinghat et al. 2016). As shown in Zavala et al. (2019), a big advantage
of models with velocity-dependent cross sections is that they can naturally explain the
large diversity of circular velocities measured in the MW dwarf satellites thanks to the
efficiency of the gravothermal catastrophe mechanism at small velocities/masses. A
short introduction into how self-scattering is included in N-body simulations is given in
chapter 4.
As stated above, SN-related mass removal must happen on timescales which are
shorter than the DM particles’ dynamical timescales for DM haloes to form cores. SN
feedback induced core formation is therefore an impulsive process. Self-interactions
between DM particles, on the other hand, change the gravitational potential generated
by the DM halo itself on much longer timescales. Hence, core formation by SIDM is
adiabatic. The resulting cores also look different. SIDM cores are fully isothermal, with
a flat density profile and a flat velocity dispersion profile out to the halo’s scale radius.
SN feedback cores, on the other hand, are not necessarily isothermal, and the density
profile is not necessarily flat across the radial range in which the density is reduced
compared to an NFW profile. This is shown in figure 3.3, where we show simulated
density (upper panel) and velocity dispersion (lower panel) profiles of a cuspy CDM
halo (green lines), a cored SIDM halo (red dotted lines), and a halo that has formed
a core through repeated impulsive mass removal (blue dashed lines), mimicking SN
feedback. As we can see, core formation, and the related change of the gravitational
potential, can occur adiabatically (as in the SIDM case) or impulsively (as in the SN
feedback case). Both mechanisms can solve the cusp-core problem. However, figure 3.3
shows that the resulting distribution function of the DM is not the same in both cases,
meaning that a similar mass distribution can correspond to a different distribution of
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velocities. Unfortunately, we cannot observe the dynamics of DM particles. Stars within
the central galaxy which orbit within the halo as it forms a core are, on the other hand,
both observable and well approximated as collisionless. Thus, they act as kinematic
tracers of the potential generated by the DM. One of the main goals of this thesis is
to demonstrate that the orbits of such kinematic tracers are affected in different ways
by adiabatically changing potentials and impulsively changing potentials. Dynamical
signatures in the orbital data of kinematic tracers may thus be used to distinguish
adiabatic from impulsive processes. In the context of the cusp-core problem this implies
that we may be able to use stellar phase space data to investigate whether core formation
in a halo is due to SN feedback or whether self-interacting DM is a more likely cause of
observed cored density profiles.
3.3 Alternatives to N-body simulations
Aside from being hard to test observationally, the small-scale predictions of ΛCDM are
also solely based on N-body simulations. On larger scales, there are well-motivated
theoretical models that explain the results of N-body simulations. The clustering and
the abundance of LSS, for instance, is reproduced remarkably well by Press-Schechter
theory (see chapter 2). On smaller scales, the situation is significantly more complicated.
While N-body simulations of CDM yield concordant results, these results are not
realized one-to-one in nature, since the DM distribution on those scales is affected by
baryonic processes which are not included in N-body simulations (see section 3.2) and
whose implementation in full hydrodynamical simulation remains uncertain. Moreover,
some small scale results of CDM N-body simulations have proven much more difficult
to understand from fundamental principles than the large scale clustering of matter. In
some cases, simplified models can provide good explanations of the evolution observed
in simulations. The orbital decay of subhaloes, for instance, is explained remarkably
well by Chandrasekhar’s dynamical friction formula, and Read et al. (2006) showed
that a simple analytical model can explain divergent behaviour that is seen in harmonic
potentials. In general, however, an analytic derivation of the small scale results of
CDM N-body simulations requires a theoretical model for the dynamical evolution of
a large number of gravitationally interacting particles. At its core, this is an exercise
in thermodynamics. Given a set of initial conditions, the task is to calculate how the
system evolves towards a steady state. Unfortunately, there are a few long standing,
unresolved problems one is faced with when attempting to model the evolution of a
self-gravitating system using tools of statistical physics.
One key problem is that self-gravitating systems have negative specific heat (Antonov
1961, Lynden-Bell and Lynden-Bell 1977, Padmanabhan 1989; for a review see Lynden-
Bell 1999). Hence, if two systems have different temperatures initially, their mutual
gravitational interaction will only serve to increase this temperature difference, driving
the system further away from thermodynamic equilibrium. This prohibits the use of
the canonical or grand canonical ensemble when trying to obtain the system’s most
probable distribution function using statistical physics. The only remaining possibility
is then to use the microcanonical ensemble.
However, one is faced with an additional theoretical problem when analyzing the
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dynamical evolution of a collisionless system which is initially confined to a small
volume in phase space, as is the case with tidal streams, for instance. Such systems
will eventually populate all of the phase space which is available to them, however, this
happens over some time in a process which is called phase mixing (see section 4.3.2).
In some cases, phase-mixing may occur on time-scales which are much longer than
the typical orbital time of a particle which is part of the self-gravitating system. Until
the system is dynamically mixed, however, not all allowed microstates can be accessed
and the system is restricted to a smaller region of phase space. Hence, self-gravitating
systems may be non-ergodic, and knowledge of the full distribution of orbital phases is
required to obtain a statistical model of their evolution.
A final issue concerns the process of statistical averaging in classical thermodynam-
ics. Padmanabhan (1990) argued that in the presence of long range forces, it is not
permissive to divide the system into non-interacting macro-cells, since the energy of
such systems is a non-extensive parameter, i.e. the gravitational interaction between
different macro-cells cannot be neglected. In consequence, Padmanabhan (1990) argues
that the laws of equilibrium thermodynamics cannot be applied to gravitating systems.
All of these issues may explain why the results of early attempts at deriving an
equilibrium distribution function of a gravitating system using methods of classical
thermodynamics do not agree with the results of N-body simulations. A prominent ex-
ample is Lynden-Bell (1967)’s calculation of the final equilibrium state of a collisionless
system undergoing violent relaxation, which he found to be a weighted superposition
of Fermi-Dirac distributions of different temperatures. In the non-degenerate limit,
the well known Maxwell-Boltzmann distribution, i.e. the distribution function of an
isothermal sphere, gives a reasonable approximation to this result. Nakamura (2000)
obtained the Maxwell-Boltzmann distribution as an exact solution in their calculation of
violent relaxation, where they used Jaynes (1957) information theory. Neither solution
fits N-body experiments of violent relaxation (Arad and Johansson 2005), although
Levin et al. (2008) and Levin et al. (2014) have shown that the final result of violent
relaxation is likely a bivariate distribution in which particles in the innermost region
of the potential are indeed distributed according to Lynden-Bell’s theory, but the dis-
tribution is distinctly different in the outskirts. Perhaps even more troubling than the
mismatch with simulations, however, is the fact that the derivation of the solutions of
both Lynden-Bell (1967) and Nakamura (2000) require the system to have infinite mass.
A more recent example of how statistical mechanics can be used to explain results
of N-body simulations is the attempt by Pontzen and Governato (2013) to derive the
ubiquitous inner density profile of DM haloes from first principles (see section 2.3.2).
Most modern attempts focus on advancing the distribution function between equilibrium
states, using a suitable approximation for the collisional operator in the Boltzmann
equation (see Binney and Tremaine 2008). This approximation yields the so-called
the Fokker-Planck equation, which is complemented by the accompanying Poisson
equation. This system of coupled differential equations in six dimensions is then solved
numerically by so-called Fokker-Planck codes. There are different methods to solve the
Fokker-Planck equation, however, they all rely on a large number of assumptions and the
results of Fokker-Planck codes are thus mainly used to gain an improved understanding
of N-body simulations (see Dehnen and Read 2011 and references therein).
An alternative to both N-body simulations and statistical mechanics is Hamiltonian
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perturbation theory (see e.g. Lynden-Bell and Kalnajs 1972, Tremaine and Weinberg
1984, Binney and Tremaine 2008). Hamiltonian perturbation theory is particularly
successful if the Hamiltonian of the system is separable and can be expressed in terms
of action-angle variables. The actions J are integrals of motion of the unperturbed
Hamiltonian H0. This means that they are conserved along the phase space path of
a particle orbiting in H0. The conjugate angles, however, vary along the phase space
path of a particle and have a period that is related to the orbital period of the particle.
Since the energy of a particle is conserved in the unperturbed system, the unperturbed
Hamiltonian cannot be a function of the angles and must thus depend on the actions only.
One may then expand the full Hamiltonian as a power series in some small parameter ε
(with ε  1),
H(J,θ , t) = H0(J)+ ε1H1(J,θ , t)+ ...+ εkHk(J,θ , t), (3.6)
and solve the resulting equations of motion iteratively from low to high order. Hamilto-
nian perturbation theory is especially attractive due to the fact that in time-dependent
potentials, actions are invariant if the evolution of the potential occurs sufficiently slowly
and the symmetry of the system is not violated. Notably, Hamiltonian perturbation the-
ory can be formulated into a fully self-consistent kinetic theory for the secular evolution
of self-gravitating systems. The resulting system of equations resembles the Balescu
(1960)-Lenard (1960) equations of Plasma physics, but in action-angle space instead of
ordinary phase space (Heyvaerts 2010). This approach has been very successful, for
instance in predicting the secular formation of a ridge in the distribution function of
a rotating stellar disk (Fouvry et al. 2015) that can subsequently cause the formation
of spiral arms (De Rijcke et al. 2019). Ultimately, Hamiltonian perturbation theory
is limited by the the fact that it always relies on some degree of symmetry, since the
gravitational potential must allow for the construction of independent action variables
such that H0 is well defined. Moreover, solving the coupled differential equations that
arise in Hamiltonian perturbation theory is numerically challenging on its own.
The environmental effects which are most relevant for the evolution of DM subhaloes
orbiting within a host are still most precisely known from the results of restricted N-body
simulations. However, perturbative methods are becoming ever more sophisticated and
in a few cases theoretical insight has been gained using tools of statistical mechanics.
Currently, both perturbative methods and statistical approaches work only in the regime
in which the dynamical evolution is adiabatic, i.e. actions of individual particles are
(nearly) conserved (see section 4.3.1). In this thesis, I show that potentials with a
global time-dependence lead to diffusion in radial action space. As long as the potential
does not change on timescales which are much shorter than the typical dynamical
times of the system, this diffusion can be calculated perturbatively. This implies that
both, statistical mechanics and perturbation theory, may also be useful to describe the
dynamical evolution of, for instance, haloes which accrete mass or haloes which undergo
cusp-core transformation. However, if the potential changes too fast, the evolution of
radial actions becomes discontinuous and non-perturbative.
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Methods and original articles
The previous chapters were dedicated to explaining the scientific context of the work
presented in the articles that make up the body of this thesis. At the end of this chapter,
I will briefly go over the main results obtained in each first-author paper. Before that,
I will make a few general and very short remarks about the methods used to model
SN feedback (in DMO simulations as well as in hydrodynamic simulations) and self-
scattering between DM particles, as well as the methods used to analyze the dynamics
of tracers in gravitational potentials.
In the interest of brevity, a few topics will have to be brushed over, since they
are not fundamental towards understanding the work presented here. Most notably,
hydrodynamic simulations will only be mentioned very briefly, and particle physics
models of SIDM will not be discussed here. Hydrodynamic simulations do not need
to be understood in detail in order to understand the physical impact of changing
the parameters that regulate SN feedback in hydrodynamic simulations. Interested
readers may consult Vogelsberger et al. (2020) and the references therein. Knowledge
of any particular particle physics model for SIDM is not required to understand the
physical implications of collisional DM. For the purpose of this work, it is sufficient
to know that they exist and that there are models that can generate both constant and
velocity-dependent self-scattering cross sections in the non-relativistic limit. For more
information about SIDM, including some possible particle physics models, see the
review by Tulin and Yu (2018).
4.1 Supernova feedback
4.1.1 Modeling SN feedback in DMO simulations
SN feedback affects the surrounding DM halo indirectly, through gravity. Supernova
remnants sweep up gas and the combined effects of many supernova remnants can drive
galactic scale winds. If active SN cycles happen near the halo center, they can rapidly
decrease the gravitational potential in their surroundings and thereby increase the energy
of the DM particles there, causing their orbits to expand. In DMO simulations, the
effect of this rapid mass removal can be approximated by simply adding an external
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acceleration term that mimicks the gravitational pull of baryonic matter to each particle
in the halo, and then removing this acceleration term at once (thus mimicking the
fast removal of mass). This method was originally used by Navarro et al. (1996a).
A more modern version is the model by Garrison-Kimmel et al. (2013), which takes
into account that SN feedback transforms cusps into cores by cyclic accumulation and
subsequent removal of mass (Pontzen and Governato 2012). Usually, it is assumed that
the acceleration is generated by some spherical mass distribution, centered at the halo’s









where ri is the position vector of particle i and Φ is the gravitational potential. This can
be done in iterations to better capture the position of the center. A common method is
to use shrinking spheres. In that method Rnew is calculated from all particles for which
|ri−R|< rth, where rth is a threshold radius that is lowered in each iteration. Once the
center of potential has been calculated to the desired precision, the external acceleration
is added to the gravitational acceleration of each DM particle. For instance, to model







Here, rs is the scale radius of the Hernquist sphere and M(t) is its time-dependent mass.
In the scheme of Garrison-Kimmel et al. (2013), M(t) is a periodic function that grows
linearly up to some predefined value before immediately dropping to zero. The energy
injection into the DM halo during each such explosion cycle is roughly equal to the
binding energy of the external potential just before the drop in mass.
4.1.2 Modeling SN feedback in hydrodynamic simulations
Evolution of the ISM and star formation
Aside from the evolution of DM, hydrodynamic simulations also follow the evolution
of baryons. In the early Universe, the baryonic content is a primordial composition of
helium and hydrogen. The dynamical evolution of this primordial fluid is described by
the Euler equations, coupled to the Poisson equation to take into account gravity. Solving
these coupled differential equations is the main goal of cosmological hydrodynamical
simulations and there are several numerical schemes that can be adopted to achieve this
goal. Euler’s equations can be expressed in several forms, and solved with different
numerical schemes (Vogelsberger et al. 2020). AREPO (Springel 2010), the simulation
code used in this thesis, numerically solves Euler’s equations in the Arbitrary Eulerian-
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In equations 4.3, 4.4, and 4.5, ρ is the gas density, P is the pressure, e = u+1/2v2 is
the energy density, n is the unit vector which is orthogonal to the integration surface
S, and u is the thermal energy per unit mass. The set of equations is closed by the
equation of state P = (γ−1)ρu, with the adiabatic index γ = 5/3. The first step towards
solving Euler’s equations in AREPO is the construction of Voronoi cells from a set of
mesh-generating points which are allowed to move according to the flow of the gas.
Equations 4.3, 4.4, and 4.5 are essentially conservation laws for mass, momentum, and
energy, formulated in the finite volume V of one Voronoi cell with surface area S whose
generating point is moving with a velocity w. The right-hand sides are expressions
for the mass, momentum, and energy flux out of the Voronoi cell. Of course, in order
to evaluate the time evolution of mass, momentum, and energy, the fluxes into the
cell (coming from neighbouring cells) also need to be taken into account. AREPO
uses a second-order accurate MUSCL-Hancock scheme (e.g. Toro (1997)), in which a
Riemann solver is used to estimate the time-averaged flux across cell surfaces for each
time-step (Springel 2010).
Pressure opposes gravitational collapse. Since the pressure is proportional to the
internal energy (and hence the temperature) of the gas, hydrodynamical simulations of
galaxy formation need to include mechanisms for gas to cool down in order for it to
collapse to large enough density for star formation to occur. Cooling processes like colli-
sional excitation, ionization, inverse Compton, free free emission, and recombination are
included in hydrodynamic simulations via cooling functions which couple to the energy
equation 4.5. Primordial gas is usually assumed to be optically thin and in ionization
equilibrium. For such a gas composition, the above mentioned processes dominate the
cooling function. Later on, metal line cooling (cooling due to heavy elements) becomes
important and dominates the cooling function for gas of temperatures between 105 K
and 107 K. Most simulations do not explicitly model the cold phase (T < 104 K) of the
interstellar medium, since accurately following the evolution of such cold gas requires
very small time-steps. Instead, they describe the dense gas phase through an effective
polytropic equation of state, T ∝ ργ(ρ), a form that captures the coexistence of a hot
and voluminous gas phase with a cold and massive one (Springel and Hernquist 2003,
Agertz et al. 2011, Dalla Vecchia and Schaye 2012). Recently, however, increasing
effort has been made to resolve the multiphase structure of the interstellar medium
(ISM) (Hopkins et al. 2012, Agertz et al. 2013, Rosdahl et al. 2015). ISM models
that resolve the cold phase also need to include additional cooling processes that allow
the gas to cool down to temperatures below 104 K, such as fine-structure cooling and
molecular cooling. Moreover, self-shielding of molecular gas from radiation and several
feedback channels need to be taken into account. Due to the large variety of timescales























Figure 4.1. Structure of the ISM in a hydrodynamic simulation of an SMC-like system
simulated using SMUGGLE (Marinacci et al. (2019)). Two gas phases coexist, a light
and hot phase which occupies a large volume, and a heavy and cold phase which is
very dense and concentrated. The vertical green line denotes the numerical density
threshold for star formation in the simulation. Theoretically, gas of all temperatures
whose density is larger than this threshold is eligible for star formation. However, only
gravitationally collapsing gas can form stars, a criterion which is more likely to be
fulfilled by cold gas.
averaged at the resolved scales and included in the simulation as subgrid physics. This
averaging process varies between simulations and there is no clear bottom-up approach
in which the descriptions of subgrid physics adopted in cosmological simulations are
self-consistently derived from the results of simulations at smaller scales.
In the work of this thesis, I use the moving mesh code AREPO with the ISM model
SMUGGLE (Marinacci et al. 2019), which aims at resolving the structure of the ISM by
allowing the gas to cool down to ∼ 5K. The resulting structure of the ISM in a system
similar to the Small Magellanic Cloud (DM halo of ∼ 2×1010M) is shown in figure
4.1, where we show a n−T diagram derived from the gas cells in the 3 Gyr snapshot
of the CDM simulation with nth = 100cm−3 described in section 4. We can clearly
see the co-existence of a hot (T > 104 K) and a cold gas phase. As the gas cools down,
it condenses to ever larger densities. In the simulation shown here, the gas can reach
number densities n > 100cm−3, at which point it becomes eligible for star formation.
As in many ISM codes, star formation in SMUGGLE occurs probabilistically, and
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where Mgas is the mass of a given gas cell, tdyn its dynamical time, and ε = 0.01 is
an efficiency parameter. Aside from the requirement that the gas needs to be denser
than a numerical threshold value, star formation is also limited to regions which are
gravitationally collapsing. If both conditions are fulfilled, the fraction of the gas mass in
the given cell that should be converted into stellar mass in a given time-step ∆t is given
by






In the code, whether or not a gas cell is converted into a star particle is decided by
comparing this probability to a random number drawn from a uniform distribution in
the interval (0,1). A star particle is formed if p is the larger of the two numbers. If a
star particle is formed, it inherits velocity, position, and metallicity from the parent gas
cell.
SN feedback and core formation
Whether or not SN feedback forms cores in hydrodynamic simulations of galaxy
formation depends mostly on the assumed value of the star formation threshold. As
displayed in figure 4.1, hot gas needs to cool down over time to reach large enough
densities to be eligible for star formation. Shifting the star formation threshold to
smaller values decreases this cooling time and makes star formation more continuous
and less spatially concentrated. For larger star formation thresholds, gas tends to
dominate the gravitational potential at the center of the galaxy between SN cycles.
Rapid outflows of gas thus have a stronger impact on the evolution of the central
gravitational potential. Recently, Benítez-Llambay et al. (2019) found that increasing
the star formation threshold in the simulations of Bose et al. (2019a) will result in
cores formed through SN feedback. Moreover, Dutton et al. (2020) have argued that
above a certain numerical star formation threshold value, hydrodynamic simulations
will converge towards predicting cored density profiles for dwarf-sized haloes.
After the first generation of stars has formed, star formation is regulated by SN
feedback. The injection of energy, momentum, mass, and metallicity is modeled
differently between codes. The energy, for instance, can be coupled kinetically or
thermally (Vogelsberger et al. 2020). Aside from SN feedback, SMUGGLE also takes
into account feedback from stellar winds and radiation. How exactly SN feedback is
modeled in SMUGGLE is explained in detail in section 2.3 of Marinacci et al. (2019). In
short, the number of type II supernovae is calculated directly from an assumed Chabrier
(2001) initial mass function, whereas the number of type Ia supernovae is calculated
from a delay-time distribution. If one or several supernovae occur, mass, momentum,
energy, and metallicity is injected into neighbouring mass cells. The canonical thermal
energy of one supernova is taken as ESN = 1051ergs. In simulations of individual
supernovae, the energy is found to be narrowly distributed around this value. In case the
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Figure 4.2. Core formation through SN feedback in hydrodynamic simulations. The top
panel shows the star formation rate over 3Gyr of simulated time for three simulations
with identical initial conditions (see text) and different star formation thresholds
(adopted from chapter 8). The bottom panel shows the corresponding spherically
averaged DM density profiles at t = 3Gyr. Notably, the burstier star formation is, the
more cored the DM halo is. Larger star formation rates generally correlate with
burstier star formation. However, note that the star formation rate in the nth = 10cm−3
run settles to a rather steady and low value after a single initial spike. A likely
explanation is that a significant fraction of the star-forming gas was expelled during
this initial feedback cycle.
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cooling radius from individual supernovae cannot be resolved, the momentum injected
into the neighbouring gas cells is boosted to account for the adiabatic Sedov-Taylor







W (|ri− rs|,h). (4.8)
Here, W is the cubic spline SPH kernel (Monaghan and Lattanzio 1985), rs is the
position of the exploding star particle, and ri is the position of the i’th neighbouring
gas cell. Equation 4.8 defines a search radius h that gives the distance between the
star particle and the furthest away gas cell to which ejected mass and metallicity is
distributed. In case h is larger than the radius of a superbubble, RSB ∼ 0.86 kpc,
feedback energy and momentum are only distributed among gas cells which lie within
the superbubble radius. In summary, supernova energy and momentum are distributed
among gas cells with |rs− ri| < hcoupling, with hcoupling = min(h,RSB). Each one of










is a weight based on the distance between star particle and gas cell and on the gas cell’s
area Ai (see also Hopkins et al. 2018, Smith et al. 2018). The injection of momentum,
energy, mass, and metallicity is calculated in the rest frame of the star particle and the
momenta are directed radially outward. After SN momentum and energy have been
distributed among the neighbouring gas cells, the cells’ final momenta and energies are
transformed back into the simulation frame of reference.
Figure 4.2 illustrates SN feedback driven core formation in DM haloes. In the
top (bottom) panel we show the star formation rate over time (DM density profile at
t = 3Gyr) of the four CDM simulations from the simulation suite introduced in section
9.2. The simulations model the evolution of an isolated dwarf galaxy resembling the
Small Magellanic Cloud within a live DM halo. Different lines in the respective panels
correspond to runs with different star formation thresholds. In the upper panel, we
see that star formation is significantly more bursty in the nth = 100cm−3 run than in
any other run. As a consequence, we find in the bottom panel that the corresponding
DM halo has formed a constant density core, while the DM haloes in the other runs
have remained relatively cuspy. Notably, we find that star formation is more bursty for
nth = 1cm−3 than it is for nth = 10cm−3. This is also reflected in the final DM profiles,
with the latter being slightly cuspier than the former. The reason for that is that star
formation becomes more stochastic at larger star formation thresholds. Starbursts can
lead to gas depletion and in turn reduce the amount of further star formation significantly.
Crucially, however, star formation tends to become burstier at larger star formation
thresholds on average (see Extended Data Figure 9.1). Therefore, the efficiency of SN
feedback as a core formation mechanism depends on the star formation threshold (see
also Dutton et al. 2020).
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4.2 Self-Interacting Dark Matter
Self-interacting DM (as proposed by Spergel and Steinhardt 2000), can interact with
itself through some new dark sector force (see Tulin and Yu 2018), which does not
have to imply that a coupling between the DM and baryonic matter exists. The strength
of DM self-interactions can simply be characterized by means of an interaction cross
section σ . This implies a mean free path λ ∼ 1/(nσ) = mχ/(ρσ), where n is the
(unknown) number density of DM particles and ρ is the DM mass density, which can
be calculated from simulations. Since the mass of the DM particles is unknown it
is common to parametrize the strength of DM self-interactions in terms of the cross
section per unit mass, such that the mean free path is given by the inverse product
of σ/mχ and the known mass density ρ . Depending on the value of the so-called
Knudsen number λ (r)/r, where r is the radial distance from the center of a DM halo,
SIDM can either behave like a fluid (tightly coupled regime, λ (r)/r 1) or like an
optically thin gas (rarefied regime, λ (r)/r 1). In the latter case, self-interactions are
well described as elastic scattering events between DM particles (Koda and Shapiro
2011). This is the regime which is of interest for astrophysical SIDM. Modeling self-
interactions in simulations becomes difficult if σ depends on the scattering angle. To
avoid such complications, most simulations assume that the scattering is isotropic and
then capture the dependence on the scattering angle by using the transfer cross section







(1− cosθ)sinθ dθ , (4.10)
which estimates the average momentum transfer during a collision (Tulin and Yu 2018).
Here, θ is the scattering angle in the center of mass frame and dσ/dΩ is the standard
differential cross section obtained from a particle physics model. Constraints in section
3.2.5 refer to σT/mχ , though it is worth noting that in the s-wave limit σT = σ .
In my work, I use the algorithm of Vogelsberger et al. (2012) to model SIDM. In
their algorithm, self-interactions are implemented as elastic scattering events between
simulation particles. Whether and between which particles scatters occur in a given
time-step is calculated using a Monte Carlo method. The probability that a particle i
scatters with particle j (from a total of k neighbours) is




where mi is the mass of one simulation particle, W is the standard cubic spline kernel,
hi is a smoothing length that encloses the k nearest neighbours, ∆ti is the time-step of
particle i, ri j is the distance between particles i and j, and vi, j is the relative velocity
between those two particles. σT can either be constant or a function of the relative
velocity. An extra accuracy criterion is used to ensure that the time-steps of individual
particles are short enough to avoid multiple scattering. Whether particle i scatters with
any one of its nearest neighbours during the time-step ∆ti is determined by comparing
Pi = 1/2∑ j Pi j, which is particle i’s total probability for scattering during time-step
∆ti to x, which is a number drawn at random from a uniform distribution in (0,1). If
Pi > x, then particle i will scatter with one of its k neighbours, which are sorted by ri, j,
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Figure 4.3. Comparison of the densities of a MW-size CDM halo (left panel) and the
same halo in SIDM with σT/mχ = 10cm2g−1 (right panel), projected into 2d. The
density of the CDM halo rises steeper towards the halo’s center, whereas the SIDM
halo has a constant density core. Moreover, the inner region of the SIDM halo is much
closer to spherical symmetry than the inner region of the CDM halo. Figure adapted
from Vogelsberger et al. (2012)1.
starting with the one closest to particle i. Subsequently, the first neighbouring particle
l for which x ≤ ∑lj=1 Pi j/2 is chosen as the scattering partner of particle i. Once two
scattering partners have been chosen, they are assigned new velocities
vi = vcom +(vi j/2)e (4.12)
v j = vcom− (vi j/2)e. (4.13)
In equations 4.12 and 4.13, vcom is the velocity of the center of mass of the two particles
and e is a randomly selected unit vector. Total momentum and energy are conserved in
this scheme, whereas conservation of angular momentum is violated.
Figure 4.3 shows how the inner structure of a MW-size halo is altered by SIDM
with σT/mχ = 10cm2g1. Note that this value is excluded by the mass distribution in
the Bullet cluster (Randall et al. 2008) and the measured ellipticities of galaxies (Peter
et al. 2013) and is shown here for illustration only. The left panel of figure 4.3 shows the
projected inner density of the Aquarius-A (CDM) halo (Springel et al. 2008), whereas
the same quantity is shown on the right panel for a resimulated version of the same halo
in SIDM. At the center, the SIDM halo is more isotropic and spherically symmetric
than its CDM counterpart. Moreover, while the density of the CDM halo continuously
increases towards the center, the SIDM halo has an extended constant density core.
1Original: Fig. 3 of Subhaloes in self-interacting galactic dark matter haloes, Vogelsberger, M., Zavala, J.,




This section summarizes a few important concepts from stellar dynamics that form
the basis of a substantial part of the work presented in this thesis. The discussion
here is kept rather short and limited to the concepts needed to understand the analysis
presented. For a more comprehensive overview and presentation of topics related to
stellar dynamics see Binney and Tremaine (2008).
4.3.1 Action-angle variables
Suppose we follow the orbit of a single particle in a static gravitational potential. The
orbit is defined by the six-vector w(t) = (x(t),v(t)), which gives the particle’s trajectory
in phase space. Now suppose that I(w(t)) is a function such that I(w(t1)) = I(w(t2))
for any t1 and t2. Such a function is called an integral of motion.
Integrals of motion can either be isolating or non-isolating. A careful definition of
these terms can be found in Binney and Tremaine (2008). Effectively, each isolating
integral reduces the dimensionality of the hypersurface in phase space to which an orbit
is confined by one. Non-isolating integrals, on the other hand, have no such effect on
the structure of orbits. In other words, if a three-dimensional potential admits a number
n (n < 6) of isolating integrals, then the motion of particles orbiting in this potential is
confined to a 6−n-dimensional hypersurface in phase space. Examples for isolating
integrals are for instance the particle’s energy (in static potentials) and its angular
momentum in case the potential is spherical. If a particle’s orbit in a k-dimensional
potential admits at least k independent isolating integrals of motion, it is called regular,
otherwise irregular. For regular orbits, there is a set of canonical coordinates called
action-angle coordinates. In general, regular orbits form orbital tori of dimension 6− k
in phase space. Such tori have a set of 6− k "irreducible, irreconcilable closed paths"








Thus, a given set of actions represents a set of closed curves on the orbital torus. The
location of the particle on each of these curves is given by the angles, the coordinates
conjugate to the actions. Incrementing an angle by 2π one arrives at the same point
on the curve. Written in action-angle coordinates, the Hamiltonian is a function of the
actions only:
H(x,v)→ H(J). (4.15)
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for the evolution of the actions and the angles. Evidently, actions are integrals of motion.
Angles grow linearly,
θi = θi,0 +Ωi(J)t, (4.18)
and since actions are constant, angles grow at a constant rate. Since angles are 2π-
periodic, regular orbits can be expanded into a Fourier series:
x(t) = ∑
k
Xk(J)exp [ik ·θ ] , (4.19)
where k is a triple index. Such a Fourier expansion can be used to prove the important
time averages theorem, which states that for incommensurable frequencies Ωi, the "time
that the phase point of a star on a regular orbit spends in any region D of its torus is
proportional to the integral V (D) =
∫
D d
3θ through D" (Binney and Tremaine 1987,
page 171).
From this follows a statement which is of great importance in this thesis. Suppose
a set of particles with regular orbits is on a common orbital torus, i.e. they have the
same actions but different angles. Now suppose that the gravitational potential Φ0 is
continuously changed into a different potential Φ1 whose orbits are also regular. In that
case, particles which were initially on the same orbital torus of Φ0 will in general end
up on different orbital tori of Φ1. However, if the change of the potential happens on a
timescale which is much longer than 2π/Ωk, where Ωk is the lowest orbital frequency,
then all particles which were on the same torus initially will also end up on the same
torus. This is true because the time averages theorem shows that the fraction of time
spent in a particular portion of the orbital torus is the same for all particles. Using
the Poincaré invariant theorem, one can deduce from this statement that actions are
invariant under sufficiently slow evolution of the gravitational potential. They are
so-called adiabatic invariants.
While proving that actions exist for regular orbits is easy, actually calculating actions
is rather difficult. In general, actions are most conveniently defined along paths γi that
are related to the symmetry of the potential. For axisymmetric systems, for instance, one
can easily define radial, vertical, and azimuthal actions. Our work deals with a changing
potential in a DM halo. If we approximate such a halo as spherically symmetric, then
we can work in spherical coordinates. Two of the three actions belonging to spherical
coordinates are related to the angular momentum. We are interested in the third one, the









Here, rperi/apo are the peri- and apocenter radius and functions of E and L, the energy
and the magnitude of the angular momentum only. Motion in a spherically symmetric
potential is essentially a one-dimensional problem, as the motion of a particle is confined
into a plane perpendicular to the angular momentum vector and the relevant dynamics
are captured by r(t) and ṙ(t), i.e. the radial coordinate and its conjugate momentum.
Hence, particles with common integrals of motion E and L lie on a common closed
curve in r− ṙ space. According to equation 4.20, they also have the same radial action.
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Now, if the underlying gravitational potential changes very slowly from Φ0(r) to Φ1(r)
compared to all dynamical timescales, then we know that radial actions are conserved.
Moreover, if spherical symmetry is not violated during the transition, angular momentum
is conserved. From action conservation and equation 4.20 we then know that particles
which initially had the same energy will also have the same energy after the transition.
They will once again lie on a common closed curve in r− ṙ space. This statement is not
true if the potential changes very impulsively. In fact, Pontzen and Governato (2012)
showed that in a one-dimensional potential which changes instantaneously the resulting
energy change of kinematic tracers depends explicitly on the tracers orbital phase at the
time of the change.
In this thesis I aim to characterize how the orbits of tracers in spherical potentials
respond if the potential is changed adiabatically or impulsively, e.g. through SIDM in
the former or SN feedback in the latter case. This behaviour is tested mostly in N-body
simulations of an isolated halo. Since numerical inaccuracies can affect the calculation
of a particle’s energy and angular momentum, I work with the concept of an orbital
family. Loosely defined, an orbital family is a set of particles with similar integrals of
motion E and L. Phase mixed orbital families populate a slightly spread out, closed
curve in r− ṙ space.
4.3.2 Phase mixing
Consider an ensemble of collisionless tracers, i.e. particles that do not collide amongst
each other and orbit in a fixed gravitational potential. The evolution of the distribution
function of such an ensemble is fully determined by the orbits of all particles, and as
such by the initial conditions. However, a process of collisionless relaxation can be
observed in the distribution of particles in phase space. This process is called phase
mixing and is best described by looking at the coarse-grained distribution function
f̄ , which is a local mean of f , the fine-grained distribution function. Consider the
ensemble of particles shown in the upper left panel of figure 4.4. They are initially set
up with similar phase space coordinates q and p. Evidently, the initial distribution of
particles covers only a small fraction of the phase space that can be accessed by the
particles. It is initially only in this region that the coarse-grained distribution function is
non-zero. Over time, however, the particles start to spread out in phase space, due to
their slightly different energies, and hence orbital times. This leads to the emergence of
hierarchical spiral features as seen in the top right and bottom left panels of figure 4.4
(see also Afshordi et al. 2009). Eventually, the particles are evenly distributed over the
whole phase space that they can access. At that point, evolution of the coarse-grained
distribution function stops and the final f̄ is smooth over the whole accessible phase
space volume. This is the final result of phase mixing.
Let us consider again the dynamical evolution of an orbital family in a spherical
potential. If the potential changes slowly, particles on similar orbits should remain on
similar orbits. However, if the potential changes impulsively the energy of individual
tracers should change by a different amount depending on their orbital phases. This
would then create a spread in the energy distribution and should lead to emerging
signatures of phase mixing in the projection of the distribution function into radial
phase space that resemble the spiral structures in figure 4.4. However, if these structures
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Figure 4.4. Phase mixing of 104 particles in the 1d-Hamiltonian H = 12 p
2 + |q|. Phase
mixing is best described as evolution of the coarse-grained distribution function.
Initially, it is non-zero only within a tiny phase space volume. Eventually, it evolves
towards a steady state and becomes smooth over the entire phase space area which is
accessible to the 104 particles. Note the hierarchical formation of shells in the upper
right and the lower left panel. The phase-mixed final state arises when the number of
formed shells becomes comparable to the number of particles. Phase mixing cannot be
described using the fine-grained distribution function since individual particles are
never stationary. Figure adapted from Dehnen and Read (2011)2.
emerge, deviations from spherical symmetry in real haloes may result in them being
rather short-lived (Pontzen et al. 2015).
4.4 Original articles
Here I briefly introduce the five articles that make up the main body of this thesis.
This introduction is limited to stating the scope of the respective article and how the
article relates to topics discussed in chapters 2, 3, and 4. The original articles constitute
chapters 5-9 of the thesis.
2Reprinted by permission from Springer Customer Service Centre GmbH: Springer Nature, The European




This article is motivated by the cusp-core problem in dwarf galaxies (section 3.2.5).
We explore two mechanisms of core formation in a dwarf size halo by means of high-
resolution DMO simulations of an isolated, initially cuspy dwarf set up in dynamical
equilibrium using Eddington’s formula (2.19). We simulate core formation, either
through self-interactions between the DM particles (section 4.2) or modeling SN feed-
back as a periodic impulsive removal of mass (section 4.1.1), and then investigate the
differences in the response of three different distributions of kinematic tracers, namely
a Gaussian distribution in radial action, an orbital family (section 4.3.1), and a Plummer
sphere - initially in dynamical equilibrium - to model the stellar distribution of a dwarf
galaxy. All three distributions evolve differently, depending on whether core formation
is adiabatic or impulsive, in line with expectations from section 4.3.1. One important
result is that we find clear signatures of the inital stages of phase mixing (section 4.3.2),
namely shell-like features in the projection of the orbital family’s distribution function
into the r− ṙ plane, as a result of the repeated mass removals in the impulsive core
formation scenario, whereas no such features are found in the adiabatic case. Finally,
we investigate the impact of deviations from spherical symmetry by repeating our ex-
periments in a halo with a cosmological merger history. Consistent with Pontzen et al.
(2015), we find that features of ongoing phase mixing in r− ṙ space remain for only
∼ 1 dynamical time if spherical symmetry is violated.
4.4.2 Chapter 6
We investigate how radial actions evolve in time-dependent spherical potentials, making
use of the concept of dynamical invariants introduced in Peñarrubia (2013) which is
based on a coordinate transformation to a time-independent frame originally introduced
by Lynden-Bell (1982). We show that the action invariant is given by the action
calculated in the static frame and relate this action invariant to the measured action in
the original time-dependent frame by performing a Taylor expansion. The first-order
correction to the action-invariant is an oscillatory term with zero mean. The period of
the oscillation is simply the radial period of the particle and the first-order correction
term oscillates in-phase with the particle’s radial motion. Since actions are known to be
invariant under adiabatically changing potentials, we can define the adiabatic regime as
the regime in which the first-order correction to the action invariant ∆Jr is much smaller
than the action invariant, Jr′ , itself, ∆Jr Jr′ . We find that this definition recovers the
condition under which the time averages theorem holds (section 4.3.1), namely that
the potential must change on timescales which are much longer than the dynamical
timescale.
Akin to Peñarrubia (2015), we develop a diffusion theory for radial action distribu-
tions in the regime in which ∆Jr . Jr′ . Radial action distributions of tracer particles are
treated as a microcanonical ensemble whose evolution is fully determined by the average
evolution of particles with a given radial action. This is a first step towards a statistical
theory for the evolution of particle ensembles in the presence of long range forces (see
section 3.3)3 We find that the results of numerical experiments simulating the evolution
3In order to obtain a complete theory, we need to be able to self-consistently predict the evolution of the
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of the radial action distributions of ensembles of kinematic tracers in a time-dependent
Kepler potential are well described by our theory. The accuracy of the diffusion theory
decreases as the first order correction becomes comparable in magnitude to the action
invariant and eventually breaks as we enter the impulsive regime in which the evolution
of radial actions cannot be calculated perturbatively.
Using our novel diffusion theory, we estimate that diffusive effects due to an
increasing potential well should be significant within a sizeable but monotonously
decreasing fraction of the phase space covered by the MW-halo’s distribution function.
Diffusion of radial actions could, for instance, be an additional source of uncertainty
in the analysis of tidal streams in the MW. Moreover, we hypothesize that the rapid
accretion at the time at which haloes first collapse could create a “cusp" particle
population with low angular momentum, and that this may be the reason that the
ubiquitous cusps (see equation 2.15) are not recovered when trying to predict the
structure of DM haloes using a maximum entropy approach (Pontzen and Governato
2013). Finally, we find that radial action distributions of kinematic tracers are invariant
under SIDM induced core formation, provided the self-interaction cross section lies
within current constraints (see section 3.2.5).
4.4.3 Chapter 7
In this article we develop an effective model for SN feedback in DMO simulations (see
section 4.1.1). Changing the model parameters allows us to investigate how the total
feedback energy, the timescale of SN cycles, and the spatial distribution of baryons
affect how effective SN feedback is at forming a core in a dwarf-sized DM halo. We test
our effective model in a suite of high-resolution simulations of an isolated dwarf-sized
halo. In the halo center, we add the potential of either an external Plummer sphere or an
external disk. We then simulate how SN feedback from those two galaxies affects the
DM density in the central halo for different values of the nominal coupling efficiency
of feedback energy to the ISM, the timescale of SN cycles, and the half-light radii of
the galaxies. We find that a more energetic, more impulsive, and more concentrated SN
feedback energy injection is more effective at forming cores. Crucially, whether or not
cores form is primarily determined by the total feedback energy injected into the DM.
Finally, we also look at the evolution of an orbital family of kinematic tracers. We find
signatures of phase mixing in the r− ṙ projection of the tracer’s distribution function
if SN feedback is sufficiently impulsive4. In general, we find that SN feedback strong
enough to form a core is always accompanied by signatures of phase mixing, implying
that the potential needs to change impulsively for SN feedback to form cores. However,
signatures of impulsive SN feedback do not guarantee the presence of a core.
gravitational potential. It may be possible to do this in a MCMC-like manner, i.e. by calculating the response
of the particle distribution to a changed potential and then updating the potential in short alternating steps (see
also the appendix of Peñarrubia 2015).
4Similar to the results of article 1, we find that symmetry matters. Phase mixing progresses much slower if
the external potential is spherically symmetric. The disk potential causes much faster mixing and thus erases




This article is focused on SIDM and SN feedback as possible solutions to the cusp-
core problem. Using the ISM model SMUGGLE (Marinacci et al. 2019, see section
4.1.2) and Vogelsberger et al. (2012)’s SIDM code (see section 4.2), we run a suite of
16 high-resolution hydrodynamic simulations of an isolated SMC-like dwarf galaxy
embedded within an initially cuspy, dwarf-sized DM halo. DM and baryons are set up
in dynamical (and hydrostatic) equilibrium and the evolution of the system is simulated
over several gigayears. Each simulation has a unique combination of two independent
model parameters, the (velocity-independent) SIDM transfer cross section per unit mass
σT/mχ and the gas density threshold for star formation nth. As discussed in section
4.2 and section 4.1.2, core formation is expected to be more effective for larger σT/mχ
and larger nth, since SN feedback becomes more impulsive for larger star formation
thresholds. We choose (0,0.1,1,10)cm2/g−1 for σT/mχ and (0.1,1,10,100)cm−3
for nth. We find that the DM halo forms constant density cores in several of these
simulations and that different combinations of σT/mχ and nth can lead to similar-size
cores.
The remainder of the article discusses how observations of the structural properties
of dwarf galaxies, as well as the kinematics of stars and gas in such galaxies, may be used
to break this degeneracy between adiabatically formed (SIDM) cores and impulsively
formed (SN feedback) cores. We find that the galaxies in haloes with adiabatically
formed cores are spatially more extended than those in haloes with impulsively formed
cores (baryons follow an adiabatically evolving DM potential). Moreover, impulsive
SN feedback tends to increase the amount of random motion in the gas, leading to
(on average) smaller values of vlos/σlos in the center of the galaxy. Finally, we show
that stellar age and metallicity gradients can be used to break the degeneracy between
adiabatic and impulsive core formation. In particular, stars in simulations with larger
star formation thresholds have steeper age gradients and shallower metallicity gradients
than stars in simulations with smaller star formation thresholds.
4.4.5 Chapter 9
In this article we present a more in-depth analysis of the kinematics of the stars formed in
the simulations presented in article 4. We demonstrate that stars with similar metallicities
and similar formation times constitute constitute orbital families. We then show that
in simulations with larger star formation thresholds, we can, in the aftermath of strong
supernova activity, find shell-like signatures of phase mixing (similar to the features
found in article 1) in the R− Ṙ slice of phase space, provided we look at the phase
space distribution of stars of similar age and metallicity. While we model the DM
halo as spherically symmetric, the SMC analog in our simulations is modeled as a
rather massive disk galaxy. The shell-like signatures of early stage phase mixing are
present despite this significant violation of spherical symmetry. Throughout the entire
simulation time, we find no such signatures of phase mixing in the phase space of stars
formed in simulations with less impulsive SN feedback, i.e. smaller star formation
thresholds. On the other hand, they are ubiquitous if the simulated star formation is
bursty, and SN feedback impulsive as a consequence. We conclude that not observing
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such phase mixing signatures in dwarf galaxies with cored DM haloes and ongoing
star formation would be a clear sign that SN feedback is not sufficiently impulsive to
transform DM cusps into cores. At last, we show that such signatures of phase mixing
should be clearly identifiable as clusters of high metallicity stars in the rotation curves
of galaxies that are observed edge-on.
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Impulsive and adiabatic core
formation
This chapter is based on the following article:
The nature of core formation in dark matter haloes: adiabatic or
impulsive?
Published in Monthly Notices of the Royal Astronomical Society, Volume 485, Issue 1,
May 2019, Pages 1008–1028
Authors:
Jan D. Burger1 and Jesús Zavala1
1centre for Astrophysics and Cosmology, Science Institute, University of Iceland, Dunhagi 5, 107
Reykjavik, Iceland
It is well established that the central deficit of dark matter (DM) observed in many
dwarf galaxies disagrees with the cuspy DM haloes predicted in the collision-less and
cold DM (CDM) model. Plausible solutions to this problem are based on an effective
energy deposition into the central halo with an origin that is either based on baryonic
physics (e.g. supernova-driven gas blowouts; SNF) or on new DM physics (e.g. self-
interacting DM, SIDM). We argue that the fundamental difference between the two is
whether the process is impulsive or adiabatic, and explore novel ways to distinguishing
them by looking at the response of stellar orbits. We perform idealised simulations
of tracers embedded in a 1.48× 1010M spherical halo, and model the creation of a
∼ 1kpc DM matter core in SIDM with σT/mχ = 2cm2g−1 and injecting energy into the
halo with a sudden mass removal equivalent to O(10%) of the halo’s potential energy.
Choosing idealised initial orbital configurations for the tracers, we find that radial
actions are conserved (changed) in the SIDM (impulsive) case. The adiabaticity of the
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SIDM case prevents tracers from changing their orbital family during core formation
whereas SNF separates tracers of initially the same family to a variety of orbits. We
show that these key features remain in a cosmological halo, albeit for a few dynamical
timescales. The number density and velocity dispersion profile of a Plummer sphere
with r1/2 = 500 pc change only marginally under adiabatic core formation, whereas
SNF causes a substantial expansion of the sphere driving it out of Jeans equilibrium.
Our results point towards promising ways of differentiating adiabatic from impulsive
core formation.
5.1 Introduction
The vast amount of evidence pointing towards the existence of dark matter (DM)
remains purely gravitational and thus the nature of DM as a particle remains a mystery.
Among the different avenues followed down to search for clues about the DM nature, a
promising one is that of looking for the dynamical signature of non-gravitational DM
physics in the physical properties of galaxies. In particular, dwarf galaxies are among
the best targets to look for new DM physics since they are the most DM-dominated
self-gravitating systems in the Universe. These galaxies have also been a constant point
of contention over the last decades in the otherwise successful Cold Dark Matter (CDM)
model of structure formation, where gravity is the only relevant DM interaction in the
physics of galaxies (for a review see Bullock and Boylan-Kolchin 2017). It remains
an open question whether the CDM model coupled with a complete description of gas
and stellar physics, commonly referred to as baryonic physics, can fully explain the
properties of dwarf galaxies. To this date, the possibility remains that non-gravitational
DM physics plays a major role in galaxy formation and evolution.
A prominent feature in dwarf galaxies that requires explanation is the DM deficit
within their innermost regions relative to the predictions of the CDM model (without
baryonic physics). Traditionally, two distinct issues are commonly associated with this
deficit, both of which might share a common solution. The better known of these is that
many dwarf galaxies most likely reside in cored DM haloes as opposed to the centrally
cusped CDM haloes, which is the so-called core-cusp problem (e.g. Moore, 1994; de
Blok et al., 2008; Kuzio de Naray et al., 2008; Walker and Peñarrubia, 2011). The
second, most recent issue is known as the too-big-to-fail-problem (Boylan-Kolchin et al.
(2011); Papastergis et al. (2015)). It refers to an over-abundance of mass found within
∼1 kpc of a significant number of dwarf-size haloes in CDM, making their enclosed
mass inconsistent with the internal kinematics of the dwarf galaxies they are naturally
assumed to host.
Among the most viable mechanisms to explain the observed inner DM deficit in
dwarf galaxies are those which efficiently deposit energy into the centre of DM haloes.
In particular, we focus on two distinct mechanisms that have been studied extensively
in the past and that represent solutions based on either baryonic physics or new DM
physics. In both, dwarf-size haloes are initially cuspy and dynamically cold at their
centre and evolve to develop a hotter constant density core within the innermost regions.
The first is a (gravitational) mechanism of energy transfer to DM particles in the centre
of haloes following the rapid removal of gas during outflows caused by supernovae
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(supernova feedback; SNF) (e.g. Navarro et al., 1996a; Gnedin and Zhao, 2002; Pontzen
and Governato, 2012; Di Cintio et al., 2014; Chan et al., 2015; Read et al., 2016; Tollet
et al., 2016). The second is a mechanism of energy redistribution in the centre of haloes
from the outside-in caused by (strong) elastic self-scattering between DM particles
(SIDM; Spergel and Steinhardt, 2000; Yoshida et al., 2000; Davé et al., 2001; Colín
et al., 2002; Vogelsberger et al., 2012; Rocha et al., 2013).
Both of these mechanisms of cusp-core transformation are currently plausible and
efforts are being made to validate their key ingredients. In the case of SNF, although
the evidence of gas outflows in galaxies is substantial (e.g. Martin et al., 2012), the effi-
ciency of this mechanism in dwarf galaxies remains unclear. In particular, the efficiency
depends on the bulk of the energy deposition occurring at much shorter time scales than
the characteristic dynamical time of the galaxy Pontzen and Governato (2012). There is
evidence that bursts of star formation (and subsequent supernovae) happen in time scales
at least comparable to the dynamical time scale of galaxies with 108 M in stellar mass
Kauffmann (2014), but the supernova mechanism of cusp-core transformation requires
the latter time scale to be considerably larger than the former. The situation is notably
more uncertain for low-mass dwarf galaxies where the CDM problems mentioned above
are more severe, and where the validation of the supernova mechanism requires a time
resolution for bursts of star formation that cannot be achieved currently Weisz et al.
(2014).
On the other hand, the viability of DM self-scattering as a cusp-core transformation
mechanism depends on whether or not the cosmological SIDM model is observationally
allowed overall. Substantial effort has been put in constraining SIDM using different
astrophysical probes, with the stringent (and more reliable) constraints being at the
scale of elliptical galaxies Peter et al. (2013) and galaxy clusters (e.g. Robertson et al.,
2017, 2019) with the transfer cross section per unit mass limited to σT/mχ . 2 cm2
g−1; for a recent review on SIDM constraints see Tulin and Yu (2018). To put this
value into the context of the CDM challenges in dwarf galaxies, it has been shown
that for σT/mχ . 0.1 cm2 g−1, SIDM would be essentially indistinguishable from the
CDM predictions Zavala et al. (2013). Until very recently, the SIDM model remained
essentially unconstrained at the scale of dwarf galaxies, but now a couple of works
suggest that σT/mχ . 1 cm2 g−1 given the presence of a cusp in the Milky-Way satellite
Draco Read et al. (2018), and the diversity of inner DM densities in the Milky-Way
satellites (Zavala et al. in prep.). Both of these works, however, are based on SIDM
simulations without taking into account baryonic physics. Although the effect the latter
has on the DM mass distribution within the most massive Milky-Way subhaloes is
expected to be small, it remains to be seen if these stringent SIDM constraints remain
after this has been taken into account. Even if these constraints are validated, reaching
the lower limit for the cross section for SIDM to be an alternative to CDM, 0.1 cm2
g−1, might prove to be quite challenging since full galaxy formation and evolution
models within CDM and SIDM are expected to have global predictions for the galaxy
population that have degeneracies (e.g. Harvey et al., 2018).
Given the current situation, it is crucial to identify ways in which the dark and
baryonic mechanisms of energy transfer into the centre of dwarf-scale DM haloes can
be differentiated in a definitive way. This objective has remained largely unexplored
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and we here take the first steps towards making progress in this direction by identifying
distinct dynamical signatures in stellar orbits as they respond to these mechanisms.
We focus on the fundamental difference that arises between a transfer of energy that
occurs adiabatically (as in SIDM) and one that occurs impulsively (as in SNF). Using
controlled simulations of an isolated halo with an embedded stellar population, we show
that it is possible to form a DM core with similar global properties (size and central
density) through both mechanisms. Yet, the responses in the kinematics of stars exhibit
dramatic differences.
This paper is organized as follows. In Section 5.2 we provide the physical basis of
our work with a simple one-dimensional toy model presented in appendix 5.8, which
illustrates the key differences between the adiabatic and impulsive cases. In Section
5.3, we describe the initial conditions of the DM halo and the modeling of the two
cusp-core transformation scenarios in our simulations. In Section 5.4 we construct three
different initial configurations for tracers (stars) that are added to our simulations in
order to explore the insights obtained in Section 5.2. In Section 5.5, we discuss or main
results. In Section 5.6 we discuss how abandoning the premise of an initially spherically
symmetric isolated halo affects these results by analysing a cosmological halo. We then
draw our conclusions in Section 5.7.
5.2 Adiabatic vs impulsive cusp-core transforma-
tion in DM haloes
In order for supernovae to efficiently transfer energy to the surrounding DM particles, the
removal of gas following the explosion needs to occur impulsively, i.e., the gravitational
potential needs to change rapidly relative to the orbital period of the DM particles. This
phenomenon was extensively investigated in Pontzen and Governato (2012) and we
follow their results in detail in this paper. We start by considering their toy model
of a one-dimensional harmonic oscillator which transitions between two different
frequencies (modelling a change in gravitational potential) during a fixed transition
time interval. If this time interval is much longer (shorter) than the oscillation period,
then the change in the potential is adiabatic (impulsive). This toy model is a nice
illustration of the key physical differences between the adiabatic and impulsive cases
and has the advantage of having solutions that are easily derived. We describe the model
and its solution in both the impulsive and adiabatic cases in Appendix 5.8, while in the
following we discuss the main insights we obtain from this exercise.
In the case in which the potential changes adiabatically, the oscillation transitions
smoothly from the initial to the final frequency. The ratio of the final to initial amplitudes
and the shift in the phase of the oscillation are both independent of the phase of the
oscillation prior to the change in potential. They are completely determined by the
frequency transition (see Eqs. 5.39 and 5.40), i.e., by the energy change in the potential.
By contrast, if the potential changes impulsively, the transition is sudden and the change
in amplitude and phase depends not only on the frequency (energy) change, but also
explicitly on the initial phase (see Eqs. 5.24 and 5.25). This implies that for an ensemble
of oscillators, the adiabiatic case will preserve the original distribution of amplitudes
and phases, with just a constant re-scaling of the amplitude and a constant phase shift,
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whereas in the impulsive case, the original distributions are modified (see Eq. 5.26).
If we extend the implications of this toy model to particle orbits in a spherical
potential, we expect different orbital responses to the reduction of the central potential
in either the adiabatic or the impulsive case. In both cases we expect a net expansion
of the initial orbits of the tracer particles. In the adiabatic case, however, we expect
the expansions to be fully determined by the integrals of motion associated with the
trajectories of the tracers. In the impulsive case, on the other hand, we expect the phase
of the radial oscillation to be of key importance, leading to a different response to the
change in the potential depending on whether particles are, for instance, moving toward
the halo centre or away from it. We expect this behaviour as a consequence of the time
averages theorem for stellar orbits (see for instance Binney and Tremaine, 2008), which
states that averaging physical quantities associated with the orbit of a star over a time
longer than the orbital period is equivalent to calculating an ensemble average over the
phase space volume which is accessible to the star. This theorem can only be applied if
the accessible phase space volume does not change in a time scale of the order of an
orbital period. Under this condition, the time averages theorem implies that the actions
of the stars are conserved quantities, so-called adiabatic invariants. However, if the
change in the potential is impulsive, the time averages theorem does not hold, and stars
originally in a similar orbital family will split during the explosive event and end up on
widely different orbits.
This fundamentally different nature of the adiabatic and the impulsive mecha-
nisms of core formation offers a promising possibility to distinguish the SIDM and
supernova-driven scenarios. The distribution of stellar orbits in a cored halo might con-
tain signatures of the type of process that created the core. Our objective in this work is
to model these core formation scenarios using simulations of isolated haloes, and study
in detail the consequence of the adiabatic (SIDM) and impulsive (supernova-driven)
cases for the orbits of collision-less tracers (stars).
5.3 Initial conditions and core formation modelling
We perform idealised (non-cosmological) simulations of isolated DM haloes using
the AREPO code Springel (2010) with an added algorithm that implements elastic DM
self-scattering (as described in detail in Vogelsberger et al., 2012). For all our main
results, the simulated halo has a total mass of 1.48×1010 M (see Section 5.3.4 for
more details). This value is chosen as it is a characteristic mass for the haloes of the
progenitors of the most massive satellites of the Milky Way. The halo has a virial
radius1 r200 = 52kpc and a concentration c200 = r200/rs = 15 where rs is the scale
radius (see Eq. 5.2 below). The concentration value we choose is within the 1σ range
of the concentration-mass relation for haloes of this mass in a Planck cosmology (e.g.
Pilipenko et al., 2017). The Plummer equivalent softening length for the DM particles





1Defined as the radius where the mean enclosed DM density is 200 times the critical density.
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where N200 is the number of enclosed DM particles within r200. After testing for
stability and convergence (see appendix 5.9), and given the fact that we want to observe
effects related to the formation of a ≈ 1kpc-sized core, we have chosen to run all of
the simulations with N = 107 equal-mass DM particles. The gravitational softening
according to Eq. 5.1 is then 60 pc.
5.3.1 Initial conditions: equilibrium configuration
All our haloes are spherically symmetric isotropic Hernquist haloes Hernquist (1990)
with an exponential cutoff beyond the virial radius that are initially set up in dynamical
equilibrium following the algorithm described in Kazantzidis et al. (2004). Specifically,




















Here, ρs is the scale density and rdecay is a parameter that determines how sharp the
exponential cutoff is. The choice of the latter parameter is somewhat arbitrary, although
a sensible choice is for it to be smaller than r200 in order to guarantee a reasonable
convergence of the equilibrium configuration, and to avoid having large additional mass







renders a continuous density profile with an equally continuous logarithmic slope.
To achieve (isotropic) dynamical equilibrium we first calculate the phase space
distribution using Eddington’s formula Eddington (1916):











E −Ψ and E and Ψ(r) are the (negative) specific energy and gravitational
potential, respectively, both shifted by the zero point of the gravitational potential (set at
r→ ∞). We then assign velocity vectors to all the DM particles in the halo by sampling
their magnitude from the phase space distribution calculated above using a rejection
sampling algorithm and then randomly drawing directions from the unit sphere. See
Appendix 5.9 for our tests on the stability of the equilibrium configuration.
5.3.2 Modelling supernova-induced core formation
In order to transform an initially cuspy density profile into a cored one, a certain amount
of energy needs to be deposited into the centre of the halo. An estimate of the required
energy is obtained by comparing the potential energy of the halo before and after the
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ρ(r)M(< r)r dr, (5.6)
where M(< r) is the enclosed mass. Neglecting the exponential cutoff of the profile in






where M∞ is the total mass of the halo M∞ = (16/15)2×M200. In order to have an





where rc is the core radius. With these considerations we estimate that the required
energy to form a rc = 1 kpc core in a 1.48×1010M halo with a concentration c200 = 15
is roughly 11% of the halo’s initial potential energy. We take this energy estimate into
consideration in the modelling of supernova gas blowouts below to form a core of the
relevant size.
We follow the procedure described in Garrison-Kimmel et al. (2013) to implement
a simple model of an episode of gas accretion followed by a sudden gas blowout. This
is done by adding an external time-dependent Hernquist potential centered at the halo
centre, which represents an effective baryonic mass distribution Mgal(t) with scale radius







where r is the position vector relative to the centre of mass of the halo. Contrary to
Garrison-Kimmel et al. (2013), we do not introduce an extra gravitational softening
since the acceleration does not diverge at r→ 0, but rather reaches a constant value. We
explore two simple models for the behaviour of Mgal(t):
• single explosion: starting from a halo in equilibrium (set up as described in
Section 5.3.1), we add a constant external potential Mgal(t) = Msingle at t = 0 and
let the halo contract adiabatically into the centre until it reaches a new equilib-
rium. Once the configuration is stable, we set the mass to zero instantaneously,
mimicking a single large mass blowout.
• multiple explosions: starting from a halo in equilibrium (set up as described in
Section 5.3.1) at t = 0, we grow the mass distribution linearly with time until
a maximum value Mmult is reached at t = τ (Mgal(t) = Mmult× t/τ), afterwards
we set the mass to zero instantaneously. This procedure is repeated periodically,
which mimics several consecutive mass blowouts.
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is deposited into the halo, which implies that if we keep rs,gal fixed, the transferred
energy scales as the square of the baryonic mass distribution. This means that in order






5.3.3 Core formation in SIDM
DM haloes naturally develop cores with a size that is comparable to the scale radius
of the halo if the cross section for self-scattering is sufficiently large to thermalize the
inner halo. In particular, collisions redistribute energy among the DM particles from
the dynamically hotter intermediate regions near the scale radius (where the velocity
dispersion profile approximately peaks) to the central colder regions (see e.g. Fig. 2 of
Colín et al., 2002). The time scale for full thermalisation of the halo is approximately
given by the condition of having on average one collision per particle in the lifetime of
the halo centre (tage):
ρp(σT/mχ)vptage ≈ 1 (5.12)
where ρp and vp are the density and average relative velocities between DM particles,
respectively, at the peak of the velocity dispersion profile. If the average number of
collisions is less than one, then the cusp core transformation is incomplete. In fact, for
dwarf-sized SIDM haloes, if σT/mχ ∼ 0.1 cm2g−1, then the resulting density profile is
only slightly less cuspy than the corresponding CDM halo Zavala et al. (2013). We can
consider this as a lower limit of the cross section for SIDM to be a distinct alternative to
CDM. On the other hand, if the average number of collisions is much larger than one,
then the unavoidable gravothermal collapse is triggered and the SIDM halo eventually
becomes even cuspier than its CDM counterpart (e.g. Koda and Shapiro, 2011; Pollack
et al., 2015). In the case of dwarf-sized haloes, the threshold for collapse is reached
when σT/mχ is of O(10) cm2g−1 (Elbert et al. 2015 and Zavala et al. in prep.). Thus,
for dwarf-sized haloes, a cross section of O(1) cm2g−1 provides the right amplitude for
fully thermalized SIDM haloes. In our SIDM simulations we pick a value of 2 cm2g−1.
As mentioned at the beginning of Section 5.3, we model the effect of DM self-
interactions by using the probabilistic algorithm for elastic self-scattering in AREPO
described in detail in Vogelsberger et al. (2012).
5.3.4 Cored haloes in SIDM and CDM
Fig. 5.1 shows a comparison of the density profile (top panel) and velocity dispersion
profile (bottom panel) of a halo that develops a core impulsively (SNF) and adiabatically
(SIDM; dotted red line) starting from the same initial condition. For the former case we
show the single explosion case (dot-dashed black line) and a case with 10 explosions
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SIDM (σT /mχ = 2 cm
2g−1)
SNF (10 × 4.68 × 108M⊙ )















SIDM (σT /mχ = 2 cm
2g−1)
SNF (10 × 4.68 × 108M⊙)
SNF (1.48 × 109M⊙)
Figure 5.1. DM core formation in the impulsive (SNF) and adiabatic (SIDM) scenarios:
density (top) and velocity dispersion profiles (bottom) for a 1.48×1010 M halo. The
initial condition is that of a Hernquist halo with a cutoff at large radii (see Eq. 5.2) set
in dynamical equilibrium. Different lines belong to the different simulations: the green
solid line denotes the equilibrium case in which we evolve the halo profile set up as in
section 5.3.1 including only self-gravity between the DM particles; the dashed black
line refers to the SNF model with a single large explosion removing a mass of
1.48×109 M, the dashed blue line refers to the SNF model with ten consecutive
explosions depositing a total amount of energy equivalent to the single explosion case;
the red dotted line refers to the case where DM is self-interacting with
σT/mχ = 2 cm2g−1. Except for the equilibrium case, the profiles are shown in their
stable configuration after the cusp-core transformation has finalized.
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with an injected energy equivalent to the single explosion case (dashed blue line);
see Section 5.3.2. We also show the case where there is no energy deposition or
redistribution (solid green line). This simulation serves as a reference for the degree to
which the equilibrium method described in Section 5.3.1 is stable across the simulation
time. It is also a baseline for comparison with the cuspy Hernquist profile, which is
the initial condition for all the simulations. Except for this reference case, all the other
profiles are shown after the halo has reached a new equilibrium configuration after the
cusp-core transformation. We remark that tn the SIDM case, the equilibrium is only
quasi-stable. Thermalization is fully complete after 1.2 Gyrs have passed from the
start of the simulation. Afterwards, the central density increases due to the beginning
of the gravothermal collapse phase, which is a stage that we want to avoid since our
goal is to compare DM cores formed due to self-interactions with cores formed due to
supernovae.
For the cases of impulsive core formation (SNF), the scale radius of the external
baryonic distribution is fixed to 300 pc (a typical half-light radius among bright Milky-
Way satellites), while its mass is chosen to be larger than the mass of typical dwarf
galaxies in order to create a core with an approximate size of 1 kpc (comparable to the
SIDM case explored) according to the energy requirement outlined in Section 5.3.2.
In the single explosion explosion case, this corresponds to Mgal = 1.48×109M. As
mentioned in Section 5.3.2, this baryonic mass is added as an external Hernquist
potential, and thus, the halo responds to it by adiabatically contracting substantially
given the large baryonic mass. Once the halo is fully relaxed, the explosion is triggered
and we follow the evolution of the halo until it reaches its final equilibrium state,
which is the one shown in Fig. 5.1. In the multiple explosion case, the baryonic mass
distribution is added periodically as a linear function of time with a maximum at
Mmult =
√
10× 1.48× 108M (see Eq. 5.11) and a period of 0.3 Gyrs followed by
an explosion. A total of 10 explosions are simulated in this way to achieve the same
energy deposition as in the single explosion case. After the last explosion, we let the
halo evolve into its final equilibrium configuration. Although this episodic model of
accretion and mass blowout also results in adiabatic contraction of the halo during the
accretion phase, it is naturally milder than the single explosion case.
Fig. 5.1 shows that both of the impulsive (SNF) cases result in a cored halo that
looks very much alike, with both of them having very similar density and velocity
dispersion profiles. This shows that the energy requirement is fulfilled regardless of
whether the explosion occurs only once, or is episodic as long as the energy transferred
during the explosion(s) is equivalent. This result is a validation of the scaling of the
deposited energy on the square of the baryonic mass mentioned in Section 5.3.2 (based
on Peñarrubia et al., 2012), which supports our modelling of explosions as an accurate
implementation. We note that this scaling with mass is apparently in disagreement with
the results in Fig. 4 of Garrison-Kimmel et al. (2013). There, the authors compare the
single and multiple explosion cases; and although they mention that the single explosion
case is more efficient than the multiple explosion case (for the same amount of blowout
mass), it is clear from their Fig. 4 that the difference is not very strong. We have found,
however, that if the total blowout mass is set to the same value as in the single explosion
case (10×1.48×108 M), then the size of the formed core reduces significantly. Given
the energetic arguments in Section 5.3.2, we are confident that our implementation is
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accurate.
Looking at the adiabatic (SIDM) case in Fig. 5.1, we can see that the adiabatic core
is fully isothermal within the radius where the velocity dispersion peaks (∼ 1 kpc). As
we mentioned in Section 5.3.3 this is a signature of full thermalization of the core. We
note that the isothermal region extends further outwards from the halo centre than the
constant density plateau, which agrees with results found previously (e.g. Koda and
Shapiro, 2011; Vogelsberger et al., 2012). Comparing the SIDM and SNF cases, it is
apparent that although we have achieved our goal of creating a DM core with the same
asymptotic central density and similar core size, there are clear differences in the density
and velocity dispersion profiles. The density core is flatter in SIDM and the impulsive
case is not fully isothermal. Instead, it retains a similar slope - albeit shallower - as in
the initial cuspy halo. Within the central region (. 15 kpc), both the average density
and velocity dispersion of DM particles are larger in the SIDM case than in the SNF
case. This is a signature of the difference between the central energy redistribution
taking place in SIDM, which bounds the expansion of orbits within the central regions,
versus the energy transfer in the SNF case, which causes the orbits to expand to much
larger radii. We study this difference in detail below where we explore the impact of
these two mechanisms of core formation on the orbits of tracer particles.
5.4 Simulations with tracer particles
In order to study the effect of a time-dependent potential on the orbits of stars in detail,
we need to introduce (collision-less) tracer particles. The reason for this is twofold:
(i) since we need to track the orbits accurately in time, it will be computationally
prohibitive (and unnecessary) to use all the N = 107 DM particles as tracers; (ii) for the
SIDM case, the DM particles do not act as tracers since they are collisional. We require
that the population of tracer particles fulfill the following requirements:
1. The combined mass of all the tracer particles should be smaller than the mass of
one DM particle. In this way, they have a negligible impact on the motion of DM
particles. We choose 1.48×10−1M as the mass of a single tracer.
2. The orbits of the particles are computed exactly from the sum of the gravitational
forces exerted by all DM particles2.
3. The softening length of the tracer particles is small (we pick εtracer = 15 pc), and
we neglect self-gravity to ensure detailed time integration.
An exact calculation of the forces exerted on the tracer particles is computationally
expensive and thus we cannot afford to include a very large number of tracers, still,
the sample needs to be large enough to obtain statistically significant results. We have
found that a sample of 2000 particles is sufficient for our purposes.
Following the arguments in Section 5.2 we expect that the actions of tracer particles
will be conserved when the change in the potential is adiabatic (SIDM case), whereas
2This is a direct summation approach that requires N partial forces per tracer particle, while for DM
particles, gravitational forces are computed using a tree algorithm that requires O(log N) calculations per
DM particle.
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we do not expect that in the impulsive (SNF) case. In particular, the radial action of












where E is the energy of the tracer particle, L the magnitude of its angular momentum,
Φ is the gravitational potential, and rapo and rperi are the apocentre and pericentre of the
orbit of the tracer.
Our strategy to investigate the differences between an impulsive and an adiabatic
change in potential is to put the tracer particles in configurations that probe quantities
related to the radial action. In the rest of this Section we describe the setup for three
different configurations we have chosen to accomplish this objective.
5.4.1 A single orbital family
Following Meiron and Kocsis (2018), we expect different orbital families to respond
differently to a change in the gravitational potential, as well as to effects of diffusion
and mixing. For this reason, we decided to investigate how one particular orbital family
responds to the impulsive and adiabatic core formation processes. An orbital family
is defined by having similar values of E and L. Given the spherical symmetry of our
problem, these two requirements are sufficient and it is not necessary that the orientation
of the angular momentum vector be the same for orbits to be of the same family. Since
we want to compare the adiabatic and impulsive cases of core formation, we need to
pick an orbital family with (E,L) values which corresponds to particles in orbits around
the region where the core will form. In the case of spherically symmetric problems there
is a natural way to make a sensible choice by connecting (E,L) to the apocentre and







































In this way, we can chose the orbital family we wish to inspect by simply choosing an
interesting radial range, spanning from radii that are heavily affected by the change in
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potential to radii that are barely affected. Specifically, we draw pericentre and apocentre
radii for all the 2000 tracers from Gaussian distributions with a spread of 0.075 kpc
centered at 0.75 kpc and 3 kpc, respectively. We then calculate the associated angular
momentum and energy pairs and subsequently populate the radial range with orbits at
different radial positions (phases), sampling from a flat distribution between pericentre
and apocentre. The direction of rotation is randomly chosen.
5.4.2 Gaussian distribution in radial action
To directly investigate the degree to which radial actions (Eq. 5.13) are (not) conserved
in the (impulsive) adiabatic case, we construct a Gaussian distribution of radial actions
p(Jr) (with a mean of 45 kms−1kpc and a standard deviation of 3.75 kms−1kpc) and
assign Jr values to each of the 2000 tracers using a rejection sampling algorithm von
Neumann (1951) as follows:
1. draw a random radius r∗ between two reference radii (0.15 kpc and 3 kpc).
2. draw a random energy E∗ value from a flat prior between the potential r∗ and
E∗ = 0, the energy at which the tracer is no longer gravitationally bound.
3. draw a random L∗ value from a flat prior bounded by the maximum possible value
given by the radius and energy drawn in (i) and (ii).
4. calculate the value of the radial action J∗r for the set (r
∗,E∗,L∗) using Eq. 5.13.
5. accept J∗r if p(J
∗
r ) is larger than a random variable drawn in the interval [0,max(p(Jr))],
reject otherwise
In case J∗r is accepted, we assign a velocity vector to the tracers which is in agreement
with the pair (E∗,L∗).
5.4.3 A Plummer sphere
Finally, in order to model a stellar population with a more realistic distribution, we also
sample the positions of the 2000 tracers from a radial Plummer profile with a half-light
radius of 500pc, which is a typical value for the bright Milky Way satellites. This is
the only free parameter of the Plummer distribution since by construction the stellar
population is a set of tracers that does not contributes to the gravitational potential. We
set the total mass of the Plummer profile to be equal to N?m?, where N? = 2000 and
m? = 1.48× 10−11M. The total mass needs to be consistent in order to be able to
sample the tracers’ positions from a Plummer density profile with the same method
we used to sample the DM particles’ positions from a Hernquist profile. Since in this
setting the gravitational potential is fully determined by the DM distribution, we use
the spherical Jeans equation (assuming isotropic orbits for the tracers) to compute the
equilibrium velocity dispersion profile of the Plummer sphere. The velocities of the
tracers are then sampled from a Maxwellian distribution with a radially dependent
velocity dispersion.
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Figure 5.2. Numerical errors from circular orbits. The radial distance of one particular
tracer particle in a Hernquist halo relative to the centre of mass of the halo as a
function of time (the red line is the time average). Despite the tracer initially being on a
circular orbit, the radial distance oscillates in time, which also implies a non-zero
radial velocity. We use these oscillations to quantify the baseline errors (in the
simulation where the halo is in equilibrium) in the time integration scheme we use.
5.5 Results
5.5.1 Numerical errors in circular orbits
Before looking at the evolution of the tracer particles as they respond to the two
mechanisms of cusp-core transformation, we will first study the amplitude of the time
integration errors, force errors, and discreteness effects which are inherent to the code
and setup we are using to track the orbits of tracers. Looking at simulated circular
orbits in the case where the potential is fixed (equilibrium) is a simple way to estimate
the magnitude of these numerical errors. In particular, we look at deviations from a
true circular orbit where the radius is constant and the radial velocity is zero. This will
serve as a benchmark when studying the orbital response in a time-varying potential.
To construct this benchmark, we set up the 2000 tracers within the halo in equilibrium
on circular orbits whose radii are sampled from a flat distribution between 0.75 and 3
kpc, and evolve the simulation over 4.5 Gyrs.
Fig. 5.2 shows one typical circular orbit, albeit at a rather large radius within the
range we probe. We can see that the orbit is not completely circular, with the orbital
radius oscillating in time by ∼±2% around an average value. We look at the statistical
behaviour of the ensemble of circular orbits to estimate the baseline integration errors.
To give a measure to the errors in the radius of a single orbit, we calculate the mean and
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Figure 5.3. Baseline integration errors for circular orbits. On the left panels, histogram
and radial profile of the relative errors in the orbital radius, and on the right panels,
histogram and radial profile of the maximum errors in the radial velocity divided by the
circular velocity at the radius where the maximum error occurs. The relative error in
the orbital radius is centered around 2 per cent, whereas the absolute error in radial
velocity is centered around 4 kms−1, which translates to a relative error of around 7
per cent. The bottom panels show a clear dependence of the orbital errors on the
orbital radius, which can be mainly attributed to the number of enclosed particles
being smaller at smaller radii and hence the sampling of the gravitational potential
being poorer towards the halo centre. The Poissonian sample variance is included in

















where ri is the orbital radius at each timestep in the simulation and Nsteps is the total
number of timesteps. For the velocity, we provide a worst-case estimate of the errors
by recording the maximal radial velocity encountered throughout the whole simulation
time for each tracer.
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Fig. 5.3 shows the orbital errors of all the 2000 tracer particles. The upper panels
show the histograms of the relative error in radius on the left (δr/〈r〉) and the worst-case
error in the radial velocity divided by the circular velocity at the radius where the
maximum error occurs (δvr/vc); the latter has been normalised to the circular velocity,
which, representing the characteristic magnitude of the tracers’ velocities at a given
radius, is the relevant velocity to compare the errors to. We see that on average, the
relative error in the radius is 2 per cent, with a distribution tail extending to 4 per cent.
On the other hand, the mean maximum value of δvr/vc is around 7 per cent with a
distribution tail extending to 15 per cent. We emphasize that in the case of velocities,
these are worst-case errors over the entire simulation time.
The lower panels of Fig. 5.3 show the dependence of the orbital errors on the (time
averaged) radius of the orbit. The sample of tracers is split in radial bins according to
the individual (time averaged) radius with the solid line in the left (right) panel showing
the mean value of δr/〈r〉 (δ maxvr /vc) over the ensemble of tracers, while the shaded area
shows the Poisson sample variance. We find that the orbital errors are larger at smaller
radii, where the impact of particle discreteness is larger. However, over the radial range
shown in the plots, the mean of the orbital errors changes by less than a factor of 2.
Thus, we conclude that the central value of the upper left histogram in fig. 5.3 suffices as
the leading order estimate for the relative baseline error in the orbital radius. In the case
of errors in orbital velocities, we can see that relative to circular velocities, the median
of the errors is around 5-7 per cent. We note that in absolute terms the distribution of
errors is centered at around 4 kms−1. The approximate magnitudes of these errors will
help us to quantify the significance of any detected discrepancy between the behaviour
of tracer particles when undergoing adiabatic or impulsive core formation.
5.5.2 A single orbital family
To study the evolution of the orbital family defined in Section 5.4.1, we will analyse
the radial 2-dimensional phase space density of orbits in the r− vr plane. Although
this is only a projection of the six-dimensional phase space density, it contains the
relevant information to describe the orbits of the tracers since the equation of motion in
a spherically symmetric potential is two-dimensional. Fig. 5.4 shows the initial (top) and
final (bottom) radial 2-dimensional phase space density of the 2000 tracers embedded in
the halo in equilibrium after 4.2 Gyrs. As we can see in the top panel, the phase space
of the orbital family is not sampled completely even initially, particularly in the vicinity
of the apocentre and the pericentre of the orbits where the sampling is sparse. This
is due to a non-perfect random number generator for the uniform distribution, which
undersamples the extrema. Nevertheless, the distribution of points essentially fills a
closed area in phase space, which was our intention in Section 5.4.1 when introducing
the orbital family configuration. After 4.2 Gyrs of evolution within a halo that essentially
remains in equilibrium (see Appendix 5.9), we find that the orbital family remains within
essentially the same phase space area. There is some minor evolution, however, most
noticeably the phase space area is more evenly distributed and has now spread slightly
compared to the initial configuration. This is a consequence of the baseline errors in the
orbits described in Section 5.5.1. Another difference is that there are noticeably more
stars near the apocentre than near the pericentre, which is due to the tracers spending
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Figure 5.4. Initial and final configuration (after 4.2 Gyrs) of the radial 2D phase space
density (sampled with 2000 tracers) of the orbital family described in 5.4.1 in a purely
gravitational simulation of a dwarf-size halo set in equilibrium. The radial coordinate
is in units of 3.7 kpc, whereas the radial velocity is in units of 200 km s−1. The colour
bar refers to the 2D phase space density in units of [skm−1kpc−1]. In the long term, the
tracer particles are preferentially located near the apocentre of their orbits, which is in
general agreement with expectations from collision-less kinematics. Furthermore, the
spread of the distribution near the apocentre increases, which can be attributed to the
numerical integration errors discussed in section 5.5.1 (see fig. 5.3). Despite this, the
overall evolution in phase space is minimal, which allows us to use the final
distribution as a reasonable baseline of comparison with the simulations in the
adiabatic and impulsive core formation scenarios in Figs. 5.5 and 5.6.
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a longer period of time in the vicinity of the apocentre where the radial velocities are
lower (see also Peñarrubia, 2013). We take this baseline numerical diffusion in phase
space as the benchmark for the extent of the irreducible artificial evolution that occurs
in our simulations, and move on to discussing the evolution of the orbital family under
the core formation scenarios.
Fig. 5.5 shows the 2-dimensional phase space distributions of the adiabatic (SIDM,
top panel) and impulsive (SNF with 10 explosions, bottom panel) cases after 4.2 Gyrs.
The final configuration in the SIDM case is remarkably similar to the equilibrium case
shown in the bottom panel of Fig. 5.4, both in the area occupied by the orbital family
and in the phase space density values across this area (notice that the grey scale is the
same in both). The main difference is found in the mean apocentre of the orbits, which
has contracted sligthly by∼ 10%. This is a result of the conservation of radial actions as
the central potential is reduced adiabatically. This result is a nice illustration of the time
averages theorem (see Section 5.2) being valid for the SIDM case, as we can directly see
in the top panel of Fig. 5.5 that tracers (stars) that are part of the same orbital family end
up being part of the same orbital family after the adiabatic cusp-core transformation.
Looking at the impulsive case of core formation, shown in the bottom panel of
Fig. 5.5, we find an entirely different picture. The tracers are no longer in a common
orbital family, but instead they have separated into different families occupying a wider
range of radial velocities and orbital radii. Some of the tracers are in bound orbital
families with apocentres near 5−6 kpc, twice as large as in the original orbital family.
Other particles have moved to even larger radii out to almost 45 kpc, near the virial
radius of the halo. This clear separation of the orbits is a result of the time averages
theorem not being valid in the impulsive case, and can be explained from the results of
the 1-dimensional harmonic oscillator toy model (see Section 5.2 and Appendix 5.8).
From this model, we expected that the expansion of an orbit (amplitude of an oscillator)
after an explosion is determined by the magnitude of the change in potential (energy
deposited) as well as the particular location of the tracer along its orbit (phase of the
oscillator). It is due to this dependence on the phase of the orbit that the tracers group
into different orbital families as the explosions occur. We notice that a substantial
fraction of the tracers is found in new orbits with a smaller apocentre than the initial
orbital family (shown in the top panel of Fig. 5.4). This is likely due to the periodic
cycles of growth of the baryonic mass distribution in the multiple explosion case (see
Section 5.3.2), which cause an adiabatic contraction of the collision-less tracers and
DM particles.
To look at the impact of the impulsive case on the orbital family in a more clear way,
we show in Fig. 5.6 the single explosion model of core formation. The 2-dimensional
phase space density is shown 1.05Gyrs after the explosion. Here the segregation of
orbits into distinct orbital families (shells in phase space) is more clear than in the
bottom panel of Fig. 5.5, where the combined effect of multiple explosions has diluted
the effect. We note, however, that as time progresses, more shells appear in this single
explosion case as well, reducing the contrast between the different orbital families
and thus diluting the overall effect. We have chosen the time shown in Fig. 5.6 to
highlight the appearance of the shell-like structure of orbits. Finally, we also identify
a clear infall signature towards the halo centre, starting beyond 10 kpc, which is also
visible, albeit barely, in the multiple explosion case. The tracers in this orbit are those
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Figure 5.5. The same as in fig. 5.4 but showing the final configuration (at 4.2 Gyrs) of
the adiabatic (SIDM) and impulsive (SNF with 10 explosions) simulations on the top
and bottom, respectively. Notice that in the SNF case (bottom) the axes have been
scaled differently to the SIDM (top) and equilibrium (Fig. 5.4) cases. This is because in
this case the tracer orbits expand to considerably larger radii in response to the
impulsive mass removal, with some even expanding to radii beyond the range shown in
the figure, up to 4 times as large. We choose to plot this radial range in order to focus
on the most densely populated region of the phase space. Although both mechanisms of
core formation differ from the equilibrium case depicted in Fig. 5.4, the evolution in the
SIDM (adiabatic) case is not very far from it, while the SNF (impulsive) case shows
striking differences.
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Figure 5.6. The same as the bottom panel of Fig.5.5 but for the simulation with one
single explosion. The time of the simulation is 1 Gyr after the explosion occurred
(1.8 Gyrs from the simulation start). We can see that the initial orbital family (top panel
of Fig. 5.4) has been split into at least 3 distinct shells (orbital families), and a more
diffuse area closer to the initially occupied phase space area. Furthermore, we can
identify a clear infall orbit starting at the largest radii occupied by tracers.
that were in an initial orbital phase that maximised the orbital expansion when the
potential suddenly changed. They were thus expelled to very large radii and are now
falling back into the halo. This resonant amplification of the energy transferred to
the orbit is a distinct feature of the impulsive case. Along with the segregation of the
original orbital family, it causes the final configuration of the SNF (single explosion)
case to differ significantly from the adiabatic case. These effects are, however, not as
striking in the more realistic episodic explosion core formation scenario. Nevertheless,
the preservation of the original orbital family in the adiabatic (SIDM) is very clear in
general, and exhibits a dramatic contrast to the destructive nature of the impulsive (SNF)
case.
5.5.3 Gaussian distribution in radial action
To analyse the degree to which the conservation of radial action is satisfied in the
adiabatic (SIDM) case and violated in the impulsive (SNF) case, we examine the
evolution of the tracers originally sampled from a Gaussian distribution in radial action
(see Section 5.4.2). Fig. 5.7 shows the final distributions of radial actions for the tracers
in the benchmark equilibrium case (green), SIDM (red) and SNF (10 explosions, blue)
cases.
To quantify the differences between the distributions, we calculate the mean and
standard deviations of each distribution. We then interpret the final distribution as a
Gaussian with parameters µ and σ given by the calculated mean and standard deviation.
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SIDM (σT/mχ = 2 cm
2g−1)
SNF (10× 4.68× 108M)
Figure 5.7. Distributions of radial actions after 4.2 Gyrs for the 2000 tracers originally
set up following a Gaussian distribution in Jr (see Section 5.4.2). In green, red, and
blue we show the equilibrium, adiabatic (SIDM), and impulsive (SNF with 10
explosions) cases respectively. The bin size for Jr is 1 km kpc s−1. The dashed lines are
Gaussian functions with the mean and standard deviation of each distribution (see
Table 5.1) as their parameters).
We also quantify how much the actual final distribution deviates from a Gaussian
with the calculated mean and spread by calculating χ2/dof (see Table 5.1). We also
investigate the impact of the baseline numerical errors presented in Section 5.5.1 (see
Fig. 5.3) on the numerical diffusion of the initially seeded Gaussian distribution. We do
this by calculating the mean of the relative error in radius 〈δr/〈r〉〉 and the mean of the
absolute error in radial velocity 〈δ maxvr 〉. We then assume that the errors are Gaussian and
use the mean errors to re-sample the tracers’ phase space coordinates in the following
way:
1. start with the initial Gaussian distribution p(Jr) for the tracers.
2. replace the orbital radius r of the tracers by a randomly sampled value from a
Gaussian distribution with a mean equal to r, and a standard deviation equal to
the 〈δr/〈r〉〉× r.
3. replace the radial velocities vr of the tracers by a randomly sampled value from a
Gaussian distribution with a mean equal to vr, and a standard deviation equal to
the 〈δ maxvr 〉.
4. re-calculate the action with the new coordinates and velocity vector components.
5. repeat for every tracer and construct the new radial action distribution.
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Since we are including the (average) maximum radial velocity baseline errors3, we
expect that this estimate will overestimate the numerical diffusion, if there are indeed
no other sources of diffusion.
In Table 5.1 we give an overview of the main characteristics of the radial action
distributions in the different cases. Since it is difficult to achieve a full convergence of
the iterative rejection sampling algorithm in the tails of the Gaussian distribution, we
note that we have removed . 5% of the tracers that could not be assigned a sensible
value of Jr. In particular, we limit our analysis to those tracers that are initially at least
within 5σ of the mean of the initial Gaussian distribution. We then tag these particles
and follow their evolution throughout the various simulations.
By looking at the results in Fig. 5.13 and Table 5.1 we draw several interesting con-
clusions. Firstly, by comparing the result of the simulation that evolves in equilibrium
(green in Fig. 5.13) with the re-sampled distribution explained above (bottom row of
Table 5.1), we can be certain that the numerical diffusion of the radial action distribution
is fully contained within the expectations of the baseline orbital errors described in
Section 5.5.1 (notice that the spread of the re-sampled distribution is larger than that of
the final configuration of the equilibrium simulation). Thus, the growth of the spread
in the equilibrium case by the end of the simulation represents the degree to which the
conservation of radial action is violated purely from numerical errors. This is quantified
by looking at the difference in the standard deviations of the equilibrium and initial
distributions shown in Table 5.1, which amounts to ∼ 50%. Looking at the SIDM case,
we find that the result is consistent with our expections based on the adiabaticity of the
change in potential in this case. The radial action distribution is still well-fitted by a
Gaussian that is quite close to the equilibrium case, albeit with slight distortions and a
larger spread. The degree to which the radial actions are conserved in the SIDM case is
remarkable.
The key result in this Section is the comparison between the final distributions of
the impulsive (blue line) and adiabatic (red line) cases of core formation. It is clear
that the initial Gaussian distribution is entirely dissolved in the impulsive case, with a
final distribution considerably broader and skewed towards low Jr values, relative to the
mean of the original distribution, and with a long tail of very large Jr values. The spread
is in fact larger than in the SIDM case by a factor of ∼ 7.5 and the interpretation of the
final distribution as a Gaussian is significantly worse than in the SIDM case (see the
values of χ2/dof in table 5.1). The striking difference between the SIDM and SNF case
in the degree to which radial actions are conserved in the former, and violated in the
latter offers a promising guideline to look for observational quantities in cored dwarf
galaxies that are related to radial actions, which could probe the adiabatic or impulsive
nature of the core formation mechanism.
5.5.4 A Plummer sphere
For the final configuration of tracers, we investigate how a Plummer sphere with a
half-light radius of 500 pc (typical of the bright Mikly Way satellites) evolves in the
three scenarios. To obtain an adequate comparison to the behavior of the DM particles,
3We recall that these are the maximum values over the tracers’ orbits in the baseline benchmark, averaged
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2g−1)


















SIDM (σT/mχ = 2 cm
2g−1)
SNF (10× 4.68× 108M)
Figure 5.8. Impact on the stellar distribution (Plummer sphere) due to cusp-core
transformation in the impulsive (SNF) and adiabatic (SIDM) scenarios. We show the
number density and velocity dispersion profiles of the stars in the top and bottom
panels, respectively. The stars are modelled as tracers initially following a Plummer
density profile with a half light radius of 500 pc. The initial setup as an equilibrium
configuration works as in the case of the Hernquist halo. The SIDM case is shown after
the isothermal core is fully formed, while the SNF and equilibrium cases are shown
after 4.2 Gyrs, which is the time where the SNF DM core has the same central density
as in the SIDM case (see Fig. 5.1). The different cases are colour-coded as in previous
figures. The error bands correspond to Poisson counting errors, which are larger than
the (systematic) numerical integration errors (see Fig. 5.3). The number density in the
impulsive (SNF) case is modified significantly relative to the equilibrium and adiabatic
(SIDM) cases. The stellar kinematics (velocity dispersion profile) imply that the final
SNF configuration is likely not in equilibrium.
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we show the profiles at the same times as in Fig. 5.1 (after 4.2 Gyrs for SNF and
equilibrium, after 1.2 Gyrs for SIDM). Fig. 5.8 shows the number density (top panel)
and the velocity dispersion (bottom panel) profiles. The solid lines show the calculated
mean of the radial bins while the shaded area in the top panel shows the (Poisson)
counting variance. The shaded area on the bottom panel shows the sampling errors
on the velocity dispersion calculated from the biased estimator of the variance when






where Nshell is the number of stars within the radial shell in which we calculate the
velocity dispersion.
As in the other two configurations of tracers, we find that there is a significant
difference in the final tracer distribution depending on whether core formation proceeds
adiabatically or impulsively. In the adiabatic (SIDM) case, the radial distribution of the
Plummer sphere remains close to the equilibrium case, showing only a slight reduction
in central density (comparing the red and green lines in the top panel of Fig. 5.8).
The velocity dispersion profile also responds adiabatically, moving from an almost flat
profile (in the radial range shown in Fig. 5.8) at the beginning (green line) to a slightly
steeper profile with positive slope. The adiabatic formation of the DM core drives the
slow evolution of the tracers towards a new state of Jeans equilibrium. These results
roughly agree with previous ones from SIDM cosmological simulations (see Figs. 6
and 8 of Vogelsberger et al. 2014). Comparing both the number density profiles and the
velocity dispersion profiles of the tracers in the SIDM and the equilibrium cases, it is
evident that the Plummer sphere evolution in the SIDM case is quite mild relative to the
evolution of the DM profile (see Fig. 5.1). In fact, just as we have found in the previous
Sections 5.5.2 and 5.5.3, there is no clear observational signature of the formation of
the core by just looking at the spatial and kinematic distribution of tracers (stars).
The impulsive case of core formation (SNF with 10 explosions), on the other hand,
triggers a strong evolution of the Plummer sphere. Particularly, the number densities
are considerably lower than in the equilibrium case within the half light radius of the
sphere with the tracers being pushed out towards radii beyond ∼ 1 kpc, which would
correspond to a more extended galaxy with a lower central surface brightness. The
velocity dispersion profile of the SNF case has similar central values as in the other
cases. However, it has a negative slope with radius, which is particularly apparent
beyond 1 kpc. Although the sampling errors are relatively large, the evidence for
this trend seems sufficient. The behaviour of the velocity dispersion profile seems to
indicate that the tracers are not in isotropic equilibrium. This is most clearly seen within
∼ 400 pc, where the DM density profiles are very similar in all simulations (see top
panel of Fig. 5.1), while the profile of the tracers has essentially the same shape, but
with considerable deficit in the SNF case relative to the other simulations (top panel
of Fig. 5.8). Under the assumption of isotropic Jeans equilibrium, these conditions
would imply that the central velocity dispersion in the SNF case should be lower than
in the other simulations. Although the sampling errors are large in the centre, this is
not what is seen in the bottom panel of Fig. 5.8, implying that the tracers are not in
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isotropic equilibrium. This circumstance could be a transient state resulting from the
strong fluctuations caused by the multiple accretion and explosion events in this SNF
configuration.
Overall, we can conclude that the response of a Plummer sphere to the formation
of a DM core of the same central density is considerably different in the adiabatic
and impulsive cases. For the former, the properties of the sphere remain remarkably
unchanged, while the destructive nature of the latter one causes the centre of the sphere
to expand considerably. This expansion proceeds beyond the extent of the central DM
core, thus putting the orbits of the tracers out of equilibrium (at least within the time
scales we simulated).
5.6 Behaviour of a cosmological halo
The results so far are based on the assumption of an isolated, spherically symmetric
DM halo. This was done in order to test the theoretical predictions of a direct link
between conserved quantities derived from the initial symmetry of the halo (angular
momentum and radial action) and the nature of the process responsible for triggering
the formation of the DM core. However, it is evident that realistic DM haloes are better
described as being triaxial rather than spherically symmetric, and that they are clearly
not isolated but rather assembled by a hierarchical merging process throughout their
cosmological formation history. When looking at real haloes we thus do not expect all
of the predictions made in section 5.5 to remain the same. In particular, one can argue
that the results shown in Fig. 5.7 will be quite different in realistic haloes because radial
actions will no longer be conserved in haloes with a significant degree of triaxiality,
and thus the differences between the adiabatic and impulsive core formation scenarios
that are obvious in Fig. 5.7 will be diluted. This lack of conservation of radial actions
for orbits in non-spherical potentials was for instance shown explicitly in Pontzen et al.
(2015) for a 3D anisotropic harmonic oscillatior, and for a cosmological dwarf-size halo
(see in particular their figures A1 and A2).
Regarding the predictions of Fig. 5.8, we argue that they will remain qualitatively
the same, as long as orbits expand significantly in the SNF case and stay relatively
localized in the case of SIDM. The most striking result we presented in the spherically
symmetric case is that of the appearance of distinct features (shells) in phase space
(discussed in Section 5.5.2 and shown in Figs. 5.5 and 5.6) due to the impulsive episodes
of energy injection that lead to core formation in the SNF case. To test whether or
not these features survive in a realistic halo, we took the zoom-in dark-matter-only
simulation of a dwarf-size halo presented in Vogelsberger et al. (2014). This halo
(labelled dA-CDM-B-hi) is similar in mass and size to the one we analysed here and
it also has a similar numerical resolution; its main properties are given in tables 2
and 3 of Vogelsberger et al. (2014). The relevant ones for our purposes are: M200 =
1.07×1010M, r200 = 45.8kpc, ε = 34.2pc, and a particle mass mDM = 9.7×102M
(equivalent to ∼ 1.1×107 particles within r200).
To perform our analysis, we only consider the particles in the original simulation at
z = 0 within a (500kpc)3-sized box around the centre of potential of the halo which will
be the origin of the reference frame used in the subsequent analysis. We calculate the
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Figure 5.9. Evolution of the radial 2D phase space density of the orbital family
described in Section 5.5.2, but set up within the z = 0 cosmological dwarf-size halo
taken from Vogelsberger et al. (2014) and without any core formation mechanism. The
top panel shows the initial configuration whereas the bottom panel shows the result
after 4.2 Gyrs. As in figure 5.4, the scale on the x-axis is unchanged and all of the
tracers remain within our initially chosen patch of phase space. However, there is a
striking evolution in the phase space occupation which we attribute mainly to the
triaxiality of the halo and the resulting non-conserved angular momentum. In
particular, the final result exhibits a heavily broadened and scarce density in the
pericentre vicinity relative to the original distribution of the orbital family.
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centre of the potential iteratively considering all particles within concentric shells with
radii of 75, 7.5 and 0.75 kpc using a weighted mean with the potential at the position of
each particle as a weight. This is done during the initial setup of the tracer particles as
well as during each timestep of the orbital evolution. By using the centre of the potential
instead of the center of mass as the origin of the reference frame we are taking into
account the asymmetric distribution of mass in the halo. We note that the halo chosen
has had most of its major merger activity in the past and is relatively quiescent by z = 0.
5.6.1 Orbital family in a cosmological halo
To analyse the impact of having a cosmological halo in our results, we take the halo
described above at z = 0 and calculate its spherically averaged enclosed mass profile and
radially dependent potential and set up an orbital family of tracer particles as described
in section 5.4.1. We then evolve the system for 4.2 Gyrs in time in three configurations:
no core formation mechanism (baseline), SIDM and SNF. The first case will serve as our
new baseline in which we can measure the impact on the evolution of the orbital family
caused purely by the lack of spherical symmetry and having a subhalo distribution
rather than just a smooth halo. We show the radial 2D phase space density evolution
in this baseline case in Fig. 5.9: the top panel where we set the orbital family at t = 0,
while on the bottom we show the configuration after t = 4.2 Gyr. Comparing this to
Fig. 5.4 (the spherically symmetric smooth halo), we find that the final distribution is
quite different in the two cases. In particular, we find a much stronger evolution - and
dilution - of the initial phase space density in the cosmological halo than was the case in
the idealized spherical halo. This is especially evident in the vicinity of the pericentres
of the initial orbital family, where the initially narrow distribution is heavily broadened.
Qualitatively however, we still observe that the area around the orbital apocentre of
the orbits is more populated than other segments along the trajectories. Furthermore,
even after 4.2 Gyrs, the occupied region in phase space still exhibits key features of the
initial distribution. The most notable feature is that there is still a gap in phase space
between the largest pericentre and the smallest apocentre radius. Moreover, we see no
considerable net expansion of the radial range occupied by the orbital family.
Most likely, the main reason for the observed discrepancy between the results in
the idealized case and in the case of the cosmological halo is the triaxiality of the latter.
Since spherical symmetry is broken, angular momenta are no longer conserved, and
thus, a configuration based on the premise of such conservation will not remain stable
while evolving in a triaxial potential. We notice however, that for tracers orbiting in a
potential which does not strongly violate spherical symmetry, a quantity closely related
to the angular momentum is an integral of motion Binney and Tremaine (2008). This
is particularly relevant in our case since we are interested in dwarf-size haloes in our
analysis, which have been shown to be closer to spherical symmetry than larger haloes
(see e.g. Fig. 13 of Bonamigo et al. 2015). This is likely the reason why the radial
phase space density of the orbital family still remains confined to a relatively narrow
region, which retains a similar shape to the original despite evolving significantly within
a couple of dynamical times. This picture is supported by the fact that once we start the
simulation, most of the evolution takes place within the first 300 Myrs, indicating that
the orbital family quickly relaxes to a new steady state set by the actual shape of the
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Figure 5.10. As Fig. 5.9 but in the case of core formation driven by SIDM (adiabatic,
top panel) and by SNF (impulsive multiple explosions, bottom panel) in a cosmological
halo. The final profile in the case of adiabatic core formation can hardly be
distinguished from the final phase space density in the baseline case shown in the
bottom panel of Fig. 5.9. The SNF case, however, clearly shows a strong average radial
expansion compared to the SIDM case. Notice the change of scales on the x-axis in the
bottom panel. The shell-like structures, clearly visible in Fig. 5.5 are no longer as
distinct when the host halo is no longer idealised (spherical and smooth).
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cosmological halo and then remains relatively unchanged until the simulation ends.
Fig. 5.10 shows the same comparison between the adiabatic and impulsive (multiple
explosions) core formation scenarios in the case of a cosmological host halo as Fig. 5.5
did in the case of an idealized spherically symmetric halo. Just as in the idealized case,
we identify strong differences between adiabatic and impulsive core formation in terms
of the response of tracer particles: (i) the expansion of the orbits to considerably larger
radii in response to impulsive mass removal remains a clear SNF signature; (ii) the
final orbital distribution in the SIDM case can hardly be distinguished from that of the
baseline case.
On the other hand, tn the case of SNF we find that, contrary to the idealised case, the
pronounced shell structures that were clearly visible in Fig. 5.5 have disappeared almost
entirely, with the final radial phase space density in the bottom panel of Fig. 5.10 being
a mixture of several families overlapping and occupying most of the available phase
space. Keeping in mind that in the multiple explosion case, the last of the 10 explosions
happens at 3 Gyrs, after which the system relaxes into a new stable configuration,
the question arises on which time-scales the shell-like structures dilute and how this
compares to the dynamical time-scale of the tracers. As a benchmark, we estimate the









where all quantities are calculated from the initial peri- and apocentre radii and the
spherically averaged potential. For our cosmological halo, we calculate a dynamical
time of tdyn ≈ 170Myrs.
To check how fast the shell-like features dilute, we looked at several outputs from
different simulation times and assessed the respective phase space densities in the
SNF case. We show the 2D radial phase space density of the orbital family at two
representative times in Fig. 5.11. In the top panel, we see that at an early stage of the
simulation (after two explosions and right around the time of the third) the shell-like
structures are indeed there and -moreover- are very pronounced, akin to what we have
seen in the case of the idealized halo at the end of the simulation in Fig. 5.5. Furthermore,
we clearly identify an infall branch in the phase space density. It is thus the process of
letting the tracer stars settle onto new orbits after a last sudden energy injection that
dilutes these features in a non-spherically symmetric potential. To investigate how long
it takes for these features to disappear, we looked at the evolution of the orbital family
at several times after the explosion occurred. As an example we show the configuration
at t = 3.3 Gyr (0.3 Gyr after the last explosion) in the bottom panel of Fig. 5.11. At
this time, there are at least two distinct shells that can be identified, one with apocentre
at around 10 kpc and a very faint one containing only the most energetic tracers and
extending out of the radial range shown in the plot. At the same time, however, it is
apparent that orbits have already mixed and features which emerged as a result of the
impulsive events have been diluted, particularly within the phase space region close to
the halo centre. When letting the system relax further, we find that this trend quickly
continues outwards, with most of the features being unidentifiable after 3.6 Gyrs. We
90
5.6. Behaviour of a cosmological halo
0.00 0.25 0.50 0.75 1.00






















0.00 0.25 0.50 0.75 1.00



















Figure 5.11. 2D radial phase space density of the orbital family at two different times in
the evolution of the SNF (10 explosions) core formation case in a cosmological halo
(prior stages to that shown in the bottom panel of Fig. 5.10). In the top panel, the time
is t = 0.9 Gyr (around the time of the third explosion), whereas in the bottom panel
t = 3.3 Gyr which is 300 Myr after the last explosion. In the top panel we can see
shell-like features and a clear infall signature, which are the characteristic signatures
of an impulsive event, as we pointed out in Fig. 5.5 for the idealised halo. The bottom
panel shows that after letting the system relax for 300 Myrs after the last explosion, the
phase mixing that appears in Fig. 5.10 (1.2 Gyr after the last explosion) is less
advanced and impulsive features still remain.
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thus estimate that the time during which effects of (impulsive) supernova-driven core
formation could potentially be observed is . 0.5 Gyrs, which equals roughly 3 orbital
revolutions of the tracer particles, i.e. three dynamical times.
We have shown that the key differences between the impulsive (SNF) and adiabatic
(SIDM) core formation scenarios remain even when we abandon the assumption of a
spherically symmetric isolated halo, and take instead a halo assembled in a cosmological
setting, despite the fact that radial actions are no longer conserved in a non-spherical
potential, an assumption that is at the core of most of our analysis. The fundamental
complication in the more realistic setting of a cosmological halo is that phase mixing
occurs within a few orbital time scales after an (impulsive) mass blowout episode in the
SNF case, which tends to erase the remarkable shell-like features in phase space that are
the clearest signatures of the impulsive scenario. Despite this complication, our results
suggest that the differences in the stellar orbits between the adiabatic and impulsive
core formation scenarios are relevant enough to warrant further investigation in a more
realistic modelling (cosmological simulations with a full treatment of baryonic physics)
and with actual stellar kinematic data in dwarf galaxies. We plan to move forward along
both of these avenues in future work.
5.7 Conclusion
The surprising deficit of dark matter (DM) in the innermost regions of dwarf galaxies
relative to the naive expectations of the Cold Dark Matter (CDM) model is a notable
observational feature that remains poorly understood. Perhaps the most likely possi-
bility to explain this DM mass deficit is to have a mechanism that efficiently deposits
energy into the inner halo, effectively transforming the CDM cusp into a central core.
Among the various possibilities, we focus on two which have been invoked extensively:
supernovae and DM self-interactions (SIDM). In those two cases, the energy required
to transform a cusp into a core originates from energy sources of a completely different
nature, yet both are viable causes of core formation as they are capable of lowering the
inner densities of CDM haloes to the observed levels (for references see Section 5.1).
In the case of supernovae, the viability of this process to explain the ubiquity of DM
cores in dwarf galaxies has been discussed in terms of whether there is sufficient energy
to achieve this goal (e.g. Peñarrubia et al., 2012) and whether the energy injection is
efficient enough (e.g. Tollet et al. 2016 versus Bose et al. 2019a). On the other hand,
in the case of SIDM, the discussion has focused on whether the SIDM transfer cross
section per unit mass σT/mχ needed to generate DM cores in dwarf galaxies, which is
O(1)cm2g−1, is consistent with a wide range of other astrophysical observations (see
Table 1 of Tulin and Yu 2018 for a recent compilation of SIDM constraints).
In this paper we take a different perspective and focus on the problem of how
to distinguish these two mechanisms of cusp-core transformation. We approach this
question in a fundamental way by considering the time scales of energy deposition
relative to the dynamical time scales of DM orbits in the inner halo. If the former is much
larger than the latter, as in SIDM, then the process is adiabatic, while in the opposite
regime the process is impulsive and irreversible. This is the regime where supernova-
driven mass outflows are effective in forming DM cores Pontzen and Governato (2012).
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We argue that by looking for signatures of the adiabatic or impulsive nature of observed
DM cores in dwarf galaxies, we can provide evidence for or against the necessity
of new DM physics. This paper is a first exercise towards accomplishing this goal
in which we analyse in detail the different evolution of stellar orbits in an idealized
(spherical) potential that changes in an adiabatic or impulsive way. Furthermore, we
also investigate the implications of having a realistic cosmological dwarf-sized halo
providing the background potential instead of an idealised spherically symmetric halo.
Our idealised halo model consists of a truncated Hernquist sphere with a virial
mass of M = 1.48× 1010M, a virial radius of 52 kpc and a scale radius of 3.5 kpc.
These parameters are typical of the haloes corresponding to the dwarf galaxies where
DM cores of O(1) kpc are common. The halo is discretised with N = 107 simulation
particles and set up initially in equilibrium in a self-consistent way (see Section 5.3.1
and Appendix 5.9). To analyse what happens in a more realistic setting we also take
the DM-only zoom-in simulation of a dwarf-size halo described in Vogelsberger et al.
(2014), which has a virial mass of 1.1× 1010M, and a mass and spatial resolution
similar to ours (1.1×107 particles within the virial radius, and ε = 34 pc.) We then add
the two different mechanisms of core formation into either one of the haloes and follow
the evolution using the AREPO code Springel (2010):
• supernova-driven mass blowouts are modeled by adding an external centrally
concentrated Hernquist potential, which is then suddenly (impulsively) removed.
This is either done in a single event that removes 10% of the idealised halo mass,
or in 10 consecutive explosions, each removing
√
10% of the halo mass. These
masses are chosen to satisfy the energy requirements to form a core of ∼ 1 kpc in
either the single or multiple explosion cases (see Section 5.3.2).
• DM self-interactions are added by letting the simulation particles collide elasti-
cally in a probabilistic way following the algorithm described in Vogelsberger
et al. (2012). The transfer cross section is fixed to σT/mχ = 2cm2g−1. This cross
section is chosen to form a DM core of the same central density and similar size
as in the supernova case (see Section 5.3.4 and Fig. 5.1).
To study the impact of the cusp-core transformation on stellar orbits, we add 2000
tracer particles into the simulations in three different idealised configurations. The
first two are constructed to study key fundamental differences between the adiabatic
and impulsive transformations and follow from simple theoretical expectations of the
behaviour of the stellar orbits (see Section 5.2 and Appendix 5.8). We test for the
conservation of radial actions under an adiabatic change of potential in the idealized
halo which is predicted by the time averages theorem. Furthermore, we look at the
segregation of stars that were initially in a similar orbit (but with distinct orbital phase)
into distinct orbits after the impulsive transformation (i.e. violation of the time averages
theorem; see e.g. Binney and Tremaine 2008). We first test this in the idealised halo
and then check by how much the results change in the cosmological halo. We find
strong evidence in support of these theoretical expectations. The setup for the three
configurations and our main results are as follows.
1. Orbital family.- The tracers are originally set up with a similar energy and (mag-
nitude of) angular momentum, which is equivalent to sampling similar orbits
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(similar apo- and pericentre but different phases). This leads to a small region
in r− vr space being populated at a rather large density. This region remains
the same, within the numerical errors in our simulations, if there is no change
in the potential (see Fig. 5.4). The response of the orbits (and the evolution of
the populated area in phase space) is dramatically different in the SIDM and
supernova-driven core formation scenarios. In the SIDM case, we find that the
region in phase space which is occupied by the tracer particles remains remark-
ably compact, proving that the SIDM case is fully in the adiabatic regime (see top
panel of Fig. 5.5). In the case of supernova-driven mass blowouts, the situation
is drastically different: the orbital family is split into distinct orbital families,
depending on the location of the tracer on its orbit (phase) when the explosion(s)
happen (a peculiar consequence of the violation of the time averages theorem).
In the idealised spherically symmetric halo, the orbital families form a distinctive
structure of concentric shells in the 2-dimensional phase space (see bottom panel
of Fig. 5.5 and Fig. 5.6). Although these shell-like structures are more evident in
the single explosion case, traces of them clearly remain even in the more chaotic
multiple explosion case. When looking at the evolution in the cosmological
halo, we find that there is a significant amount of phase mixing after roughly
three dynamical times. This phase mixing leads to a broadening of the originally
occupied region in phase space (see Fig. 5.9) and a relatively quick dilution of the
shell-like structures in the impulsive case (see Figs. 5.10 and 5.11). We attribute
this to the triaxiality of the host halo, which implies that angular momentum is
not conserved. Nonetheless, the final occupied region in phase space remains
remarkably compact in the case of SIDM and the aforementioned shell-like signa-
tures of an impulsive event such as a supernova are present, albeit only for about
0.5 Gyrs.
2. Gaussian distribution in radial action.- Since the radial action of tracer orbits is
only conserved in a spherically symmetric host potential, we perform this test
only in the idealised halo to confirm our underlying theoretical expectations. The
orbits of the tracers are initially sampled to have a narrow Gaussian distribution in
radial action. If the potential does not change, then this distribution should remain
the same, and indeed it does in our simulation with a small level of numerical
diffusion. The evolution of the radial action distribution is drastically different
in the two mechanisms of core formation. In the SIDM case, radial actions are
remarkably close to being conserved, with the final distribution remaining very
close to the initial one (see Fig. 5.7). There is, however, a small distortion in
this adiabatic case towards a broader distribution, which is worth studying in
the future (e.g. along the lines presented in Peñarrubia 2013). In the supernova-
driven core formation scenario, however, there is a substantial evolution of the
distribution of radial actions, which emphasizes the degree to which actions
are not conserved in the impulsive regime The final distribution is considerably
broader with a long tail of high radial action values, and no longer consistent with
a Gaussian distribution (see Fig. 5.7). This confirms the original expectation that
the fundamental difference between adiabatic and impulsive core formation in a
spherically symmetric host potential is whether or not the radial actions of tracer
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(star) particles are conserved.
3. Plummer sphere.- To test how a more realistic stellar distribution would react
to the different mechanisms of core formation, we initially arrange the tracers
in an isotropic Plummer sphere with a half-light radius of 500 pc set up in
Jeans equilibrium within the idealised halo (the sphere remains a collection of
tracers, i.e., it exerts no gravity). We find relevant differences between the two
core formation scenarios. In the SIDM case, the sphere responds by (slightly)
expanding adiabatically towards a new state of Jeans equilibrium, with only mild
deviations from the original density and velocity dispersion profiles (see Fig. 5.8).
This agrees with previous results based on SIDM cosmological simulations
Vogelsberger et al. (2014). In the supernova-driven case, on the other hand, the
Plummer sphere expands considerably in response to the formation of the DM
core, which we emphasize has the same central density as in the SIDM case.
This eventually results in a more extended sphere with a lower central density
(see Fig. 5.8), corresponding to a galaxy with lower central surface brightness.
Furthermore, we find that the episodic supernova events tend to drive the stellar
configuration out of Jeans equilibrium for a rather long time (our simulation stops
1.2 Gyr after the last explosion and the sphere remains out of equilibrium). This
implies that, contrary to SIDM, repeated supernovae (in the impulsive regime)
have a lasting impact on the spatial distributions, as well as the Jeans equilibrium,
of stars in dwarf galaxies.
In summary, we have quantified in detail up to which degree the process of re-
distributing energy can be considered adiabatic in the SIDM case of core formation.
Moreover, we have quantified the amount of energy (mass removal) which is required
to form a core with similar characteristics in the impulsive regime. We have found
that with the two processes constituting extremes of the adiabatic-impulsive spectrum
(SIDM being very close to adiabatic and SNF being entirely impulsive), the conse-
quences for stellar orbits are severe. In the idealised cases we have studied, we find
that the impulsive case preserves information about the initial locations and velocities
(phases) of the tracers before the cusp-core transformation. This information proves
to have a sizeable impact on the final stellar orbit. On the other hand, radial actions
are not conserved in realistic cosmological haloes, which are not spherical and have a
DM distribution that is not smooth. Moreover, the distinctive phase space signatures
in the impulsive (SNF) case are diluted due to phase mixing within a few dynamical
times in a cosmological halo. We nevertheless have shown that the impact of different
core formation mechanisms on the orbits of tracer orbits remains substantial. We argue
that these signatures in the stellar kinematics constitute a promising avenue towards
distinguishing the different types of core formation mechanisms.
The interplay between different physical processes and the core formation mech-
anisms is expected to be quite complex, particularly for the SIDM case (for dwarf
galaxies e.g. Vogelsberger et al., 2014; Fry et al., 2015; Robles et al., 2017). This
interplay remains essentially unexplored when it comes to its effect on stellar orbits,
and the type of signatures we have found here. We aim to comprehensibly explore this
interplay in the near future using cosmological hydrodynamical simulations with full
baryonic physics.
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5.8 Appendix A - Impulsive vs adiabatic change in
the potential: 1D harmonic oscillator toy model
To develop an intuition about the conceptual differences between impulsive and adiabatic
core formation, we use the 1-dimensional harmonic oscillator toy model introduced in
Pontzen and Governato (2012). For the impulsive regime, we simply reproduce the key
results and equations derived by the authors, while we develop a detailed description
of the adiabatic regime, which was only mentioned vaguely in Pontzen and Governato
(2012).
The 1-dimensional model consists of a massless test particle responding to an
external potential:
V (x; t) =V0(t)x2. (5.22)
Here only the normalization of the potential V0 is explicitly time-dependent while the
functional form remains the same. Depending on whether the change in potential
is impulsive or adiabatic, the solution to the equation of motion has to be obtained
differently.
5.8.1 The impulsive regime
To model an instantaneous change in the potential, we impose a sudden frequency
change from ω0 to ω1 at time t = 0. Before and after the frequency change, the test
particle’s equation of motion is that of an ordinary harmonic oscillator, which has the
general solution
x(t) = Acos(ωt +ψ), (5.23)
where the phase ψ and amplitude A have different values before and after the frequency
change. The final amplitude A1 and phase ψ1 of the oscillator can then be computed
from the initial ones by requiring that x(t) and ẋ(t) be continuous at t = 0, which results
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where A0 and ψ0 are the initial amplitude and phase, respectively. The key feature of
the solution is that there is an explicit dependence of the final amplitude and phase on
the initial conditions. In particular, if we imagine two oscillators moving with the same
amplitude A0 initially but with different initial phases, they will end up oscillating with
different amplitudes and phases after an impulsive change in the potential. This is in
essence a consequence of the time averages theorem not being valid for the impulsive
case.
For 3-dimensional stellar orbits, this result suggests that stars that are initially on a
common orbit (but with different phases) will in general end up on very different orbits
after an impulsive gas outflow produced by supernovae. If we assume a flat (random)
distribution of radial phases in the beginning and a subsequent substantial and explosive
change in the potential (ω1 ω0 in Eq. 5.25), then after the explosion, as the orbits
expand, most of the particles will be significantly closer to the pericentre of their new
orbit than to the pericentre of their previous orbit. This implies that the initially flat
distribution of radial phases changes to a non-flat distribution with a bias towards phases
close to π . In the case of the harmonic oscillator, starting from a flat prior 2π p(ψ0) = 1











5.8.2 The adiabatic regime
Although a numerical solution for the adiabatic case is shown in Fig. 3 of Pontzen and
Governato (2012), no details are given on how this solution was obtained. Thus, in the
following we provide a full description of this regime.
To model an adiabatic change in the harmonic oscillator potential we use a smooth
function for the time dependence of the frequency ω(t) which, contrary to the impulsive
case, changes gradually from an initial value ω0 to ω1 over several oscillation periods.
To be precise, the solution is subject to the conditions:
lim
t→−∞
ω(t) = ω0 (5.27)
lim
t→∞
ω(t) = ω1 (5.28)
and must obey the equation of motion:
ẍ+ω(t)2x = 0 (5.29)
We propose as an ansatz that the solution has the general form of the harmonic oscillator
at all times:
x(t) = A(t)cos(ω(t)t +ψ(t)), (5.30)
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where ω2(t) = 2V0(t), A(t), and ψ(t) are the frequency, amplitude and phase of the
oscillation. In addition, we define a new variable:
ζ = ω + ω̇t + ψ̇, (5.31)
which is the total time derivative of the argument of the cosine function. Demanding
































we can combine Eqs. 5.32 and 5.33 to find the following second order non-linear















which can be solved numerically for a given functional form of ω(t). We can then solve
for the amplitude and phase of the oscilator:















ζ −ω− ω̇t ′
)
dt ′. (5.37)
Assuming now that the frequency transition is fully adiabatic, we can theoretically halt
it at any point and continue it later on. This implies that if the ansatz in equation 5.30 is
correct, the motion of our test particle is described by an ordinary harmonic oscillator at
all times during the transition with an (instantaneous) period given approximately by
T ∼ 2π/ω(t). As the variable ζ defined in equation 5.31 is the time derivative of the
cosine’s argument, adiabaticity thus demands that at any point in time
ζ (t)∼ ω(t). (5.38)
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which has the asymptotic behaviour At→∞ = A0
√
(ω0/ω1), and agrees with the results
shown in Fig. 3 of Pontzen and Governato (2012) (specifically, for the numerical values





ω̇t ′ dt ′ (5.40)
and see that the change in phase depends explicitly on the time coordinate, as different
transitioning times demand a different phase change to ensure a smooth behaviour of
the oscillator. Note also that, contrary to the impulsive case, the phase shift in no way
depends on the initial phase.
Eqs. 5.39 and 5.40 are exact if the change in potential occurs fully adiabatically, i.e.,
in the limit of the frequency transition taking an infinite amount of time. In practice,
this is never exactly the case. However, the adiabatic approximation in general works
very well if the change in energy (or equivalently frequency) occurs slowly compared
to the dynamical time of the system, which in this case is given by the instantaneous








where we choose the smallest characteristic time-scale and energy to obtain the most














If we thus lower the frequency of the harmonic oscillator by ∆ω starting from ω0 and








We will see that this condition will have to be fulfilled by any parametrization ω(t) in
order for our ansatz 5.30 to provide a reasonable solution to the differential equation for
the time-dependent harmonic oscilator (Eq. 5.29).
To calculate explicit solutions to Eq. 5.35, we use a few specific functions to model
the change in frequency. In particular, we consider three different parametrizations for





ω0 t ≤ t0
ω0 +
ω1−ω0
t1−t0 (t− t0) t0 < t ≤ t1
ω1 t1 < t
(5.45)
99
Chapter 5. Impulsive and adiabatic core formation















Figure 5.12. The solutions ζ (t) to equation 5.35 are shown alongside ω(t) for three
parametrizations of ω(t) (as given in the legend; see Eqs. 5.45-5.47) with t0 = 450,
t1 = 550, ω0 = 1 and ω1 =
√
0.1. Notice that the transition period between frequencies
is strictly confined to the time interval t1− t0 only in the ’linear’ case, but in this case,
the solution oscillates around a constant value after the frequency transition is
complete. In the ’arctan’ case on the other hand, the solution is stable but the transition
takes a long time to be complete. The ’Fermi-Dirac’ case constitutes the best
parametrization we found in terms of representing a sharp transition with a stable long
term solution.
which has the advantage that the frequency change is strictly confined to the transition
period between t1 and t0. However, its obvious disadvantage is that at these two times
the derivative of ω(t) is not continuous, which leads to numerical issues when solving
the differential equation 5.35 as we show below.
To circumvent this problem, we explore two different parametrizations which do not
have sharp transitions at the boundaries but where the frequency change is still confined
mostly to the time interval from t0 to t1. The other requirement we impose for these
parametrizations is that at the time t = (t0 + t1)/2, the slope of the frequency function



























which we refer to as the ’arctan’ and ’Fermi-Dirac’ cases.
The solutions to equation 5.35 are shown in fig. 5.12 (solid lines) along with the
corresponding functions ω(t) (dashed lines) for each parameterization and for the
parameters t0 = 450, t1 = 550, ω0 = 1 and ω1 =
√
0.1. We find that ω = ζ just as
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Figure 5.13. The solutions for the amplitude A (top panel) and phase ψ (bottom panel)
of the harmonic oscillator under a change of frequency corresponding to the three
different parametrizations shown in Fig. 5.12 (see Eqs. 5.45-5.47) for A0 = 1 and
ψ0 = 0. For the phase, the transition is quickly reached in the ’linear’ case, closely
followed by the ’Fermi-Dirac’ case, while the ’arctan’ case takes much longer to
complete the transition. When looking at the amplitude, it is clear that the ’linear’ case
is not appropriate since the amplitude shows numerical oscillatory features. Overall,
the ’Fermi-Dirac’ case is the most appropriate as the amplitude and phase reach their
final values quickly and without numerical issues.
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Figure 5.14. Solution to the harmonic oscillator equation under a transition in
frequency with a ’Fermi-Dirac’ parametrization (see Eq. 5.47). The top panel shows
the case in which the frequency is altered over exactly two long orbital periods,
whereas the bottom panel shows the case in which the transition period t1− t0 is too
small for Eq. 5.44 to be fulfilled. In the top panel the solution is smooth and behaves
just as expected from an adiabatic case (see Fig. 3 of Pontzen and Governato 2012). In
the bottom panel, on the other hand, we observe random oscillations of the calculated
solution and a very non-harmonic behavior, which implies that the original ansatz that
led to equation 5.35 is no longer applicable. Instead, the impulsive approximation is
appropriate (see Eqs. 5.24 and 5.25), which is shown as a red dotted line. We caution
the reader that in Eq. 5.24, the final amplitude of oscillation depends explicitly on the
exact time of the transition.
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predicted, and looking at the ’arctan’ and ’Fermi-Dirac’ cases, we find that precisely the
condition 5.44 needs to be fulfilled in order for the left-hand-side of equation 5.35 to
be small and thus to have ω ∼ ζ at all times. In the ’linear’ case, however, we find the
predicted numerical effects occuring due to ω̈/ω not being small at the times t0 and t1.
Since in the ’Fermi-Dirac’ case the solution approaches the required asymptotic values
significantly faster than in the ’arctan’ case, we will focus on the ’Fermi-Dirac’ case
when conducting further analysis such as evaluating the solution to the original equation
of motion. Fig. 5.13 shows the results for the amplitude (top) and phase (bottom) of
the oscillations in all of the three cases. As anticipated, the discontinuity in the first
derivative of the ’linear’ parametrization of the frequency causes undesired numerical
issues in the amplitude A(t) of the oscillator. The phase shift, however, is not affected.
Moreover, it is evident from fig. 5.13 that the solution to the ’arctan’ case displays a
convergence behavior which is much slower than that of the ’Fermi-Dirac’ case. This
implies that out of all the three cases, the ’Fermi-Dirac’ one turns out to be the best one
to describe a smooth transition between two frequencies within a fixed interval of time.
This is further confirmation that all reconstructions of x(t) should be based on solutions
of the ’Fermi-Dirac’ case.
The final result for the solution x(t) is a smooth function which transitions continu-
ously from a harmonic oscillator with a frequency ω0 to a final harmonic oscillator with
a frequency ω1. The amplitudes and phases at the end of the transition are consistent
with the approximations in Eqs. 5.39 and 5.40. In order to reproduce the results in Fig.
3 of Pontzen and Governato (2012), we need to choose the transition time interval to be





We note that for our choice of parameters this transition time interval no longer strongly
satisfies condition 5.44, since the left-hand-side and the right-hand-side of the equation
are of the same order. Nevertheless, the adiabatic approximation still holds as can be
seen in the top panel of fig. 5.14, where we show the solution to the harmonic oscillator
equation in this case.
It is interesting to check at what point the adiabatic approximation breaks down
in this simple toy model. Following Eq. 5.44, this should certainly happen when the
period of time over which we change the potential is much shorter than the dynamical






To test this, we integrate Eq. 5.35 for ∆t = t1−t0 = 1, and leave the rest of the parameters
unchanged with respect to the fully adiabatic case shown in the top panel of Fig. 5.14.
The bottom panel of fig. 5.14 shows the numerical solution in this case (solid black line).
It is apparent that when the change in potential is impulsive, the solution to equation
5.35 that we obtain by numerical integration is no longer sensible, which confirms
that we can no longer use the ansatz 5.30. Instead we need to resort to the arguments
summarized in Section 5.8.1 and derived in Pontzen and Governato (2012). A solution
based on the latter is shown in the bottom panel of Fig. 5.14 as a red dashed line. We
103
Chapter 5. Impulsive and adiabatic core formation
caution the reader that a specific choice of phase underlies this solution, in particular
one that maximises the growth of the amplitude.
5.9 Appendix B - Stability of haloes simulated in
equilibrium
In order to asses the intrinsic differences between the adiabatic and impulsive core
formation scenarios, we need to ensure that numerical artefacts are well under control
in the central regions of the halo where core formation takes place. In particular we
want to ensure that two effects are negligible in the timescales of our simulations within
the region of interest for our work: (i) the growth of numerical errors coming from the
initial setup of a DM halo in equilibrium, and (ii) the development of collision-less
relaxation due to particle discreteness. In order to assess the magnitude of these two
effects, we look at the stability of the halo set up in equilibrium in a self-consistent way
in Section 5.3.1 (referred to as the equilibrium case throughout this work). Regarding
(i) above, the method we have used (developed in Kazantzidis et al., 2004) has been
used and tested extensively and we can be confident that numerical errors are under
control as long as the amount of simulation particles sampled in the central region is
large enough, which is connected to the second issue of particle discreteness in (ii).






where N is the number of collision-less particles and tcross is the crossing time. To ensure
that an N−body representation of a DM halo does not suffer from gravitational two-
body relaxation, the relaxation time needs to be longer than the simulation time. In order
to achieve that, we need to avoid very large accelerations arising due to close encounters
between simulation particles. Choosing an appropriate softening length ensures this
Power et al. (2003). In particular, by demanding that the maximal gravitational force
due to two-body encounters (equal to the maximum stochastic softened force) is smaller
than the minimum mean field force in the simulation (which occurs at the virial radius),
we get











where M200 = N200m.
In CDM simulations, a safe choice is to set the softening length to 4 times the
minimal one in Eq. 5.52, which is the choice we use in our work (see Eq. 5.1). With
this choice, it has been shown by many works in the past that the density profile of
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Figure 5.15. Stability of the the equilibrium configuration for the (dwarf-size)
Hernquist halo used in this work. The evolution of the density (top) and velocity
dispersion profiles (bottom) are shown over a simulation time of 4.2 Gyrs with outputs
at every 0.3 Gyrs shown as blue solid lines. The initial profile is highlighted in black,
whereas the final profile is shown in red. The vertical dashed black line marks the
radius beyond which we expect collision-less relaxation to be negligible (the softening
length ε is given by Eq. 5.1). The region where collision-less relaxation effects may
play a role is shaded in grey. A halo in perfect equilibrium would match the analytic
formulae for the Hernquist profile shown as dashed green lines. The equilibrium
configuration setup we have used is stable for r > 3ε .
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CDM haloes converges at r ∼ 3ε , across a broad range of resolution levels (particle
number). This implies that two-body relaxation becomes negligible for r > 3ε . In
SIDM simulations, the physical collisional relaxation produced by self-scattering and
the corresponding development of a central density core results in SIDM haloes with
density profiles that converge at even smaller radii than in CDM (e.g. Vogelsberger
et al., 2012). We thus concentrate on the CDM case in its equilibrium configuration to
explicitly check the stability of this configuration in the timescale of our simulations.
Specifically, we investigate the stability of both the radial density and the velocity
dispersion profile of the dwarf-size halo we have used as an initial condition for all our
simulations when the core formation mechanisms are switched off (i.e. the equilibrium
case). The properties of the halo are: M200 = 1.48×1010 M, r200/rs = 15, N = 107
and 3ε = 178 pc. In this test, we run the simulation for a total of 4.2 Gyrs, and take
snapshots every 0.3 Gyrs. The density and velocity dispersion profiles for each snapshot
are computed in the centre of mass frame of the halo at the corresponding time of the
snapshot. Fig. 5.15 shows the evolution of the radial profiles, density on the top panel
and velocity dispersion on the bottom panel. Each simulation output is shown with
blue solid lines, while the initial (final) times are shown with black (red) solid lines.
We also show the analytical expectations for a Hernquist profile Hernquist (1990) as
green dashed lines. The radial range in which the profiles deviate from each other is the
range where the halo is no longer in equilibrium. In line with our expectations, only
the innermost regions (well within 3ε , shown with a vertical dashed line and shaded
in grey) are the ones that become visibly unstable within the simulation time. For
r > 3ε = 178 pc, we find essentially perfect stability in both the density and the velocity
dispersion profiles. This is 5 times smaller than the ∼ 1 kpc size cores we study in this
paper. Thus, we conclude that the halo equilibrium configuration we have set up is not
affected by particle discreteness or numerical errors that could affect its stability at the
relevant radii over the simulated time.
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Perturbative evolution of radial
actions
This chapter is based on the following article:
Conservation of radial actions in time-dependent spherical poten-
tials
Submitted to Monthly Notices of the Royal Astronomical Society, revised version
Authors:
Jan D. Burger11, Jorge Peñarrubia2 and Jesús Zavala1
1Centre for Astrophysics and Cosmology, Science Institute, University of Iceland, Dunhagi 5, 107
Reykjavík, Iceland
2Institute for Astronomy, University of Edinburgh, Royal Observatory, Blackford Hill, Edinburgh EH9
3HJ, UK
In slowly evolving spherical potentials, Φ(r, t), radial actions are typically assumed
to remain constant. Here, we construct dynamical invariants that allow us to derive
the evolution of radial actions in spherical central potentials with an arbitrary time
dependence. We show that to linear order, radial actions oscillate around a constant
value with an amplitude ∆Jr ∝ Φ̇/ΦP(E,L). Using this result, we develop a diffusion
theory that describes the evolution of the radial action distribution of ensembles of tracer
particles orbiting in generic time-dependent spherical potentials. Tests against restricted
N-body simulations in a varying Kepler potential indicate that our linear theory is
accurate in regions of phase-space in which the diffusion coefficient D̃(Jr)< 0.01J2r .
For illustration, we apply our theory to two astrophysical processes. We show that
the median mass accretion rate of a Milky Way (MW) dark matter (DM) halo leads
to slow global time-variation of the gravitational potential, in which the evolution of
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radial actions is linear (i.e. either adiabatic or diffusive) for ∼ 84 per cent of the DM
halo at redshift z = 0. This fraction grows considerably with lookback time, suggesting
that diffusion may be relevant to the modelling of several Gyr-old tidal streams in
action-angle space. As a second application, we show that dynamical tracers in a
self-interacting DM (SIDM) dwarf halo (with σ/mχ = 1cm2g−1) have invariant radial
actions during the formation of a cored density profile.
6.1 Introduction
Cosmological N-body simulations of the gravitational growth and collapse of primordial
cold dark matter (CDM) density perturbations have been very successful in reproducing
the observed large scale structure of the Universe (e.g Springel et al. 2005b). Such CDM
N-body simulations also make concordant predictions on smaller scales, including for
the abundance of small haloes and the inner structure of haloes in general (see Zavala and
Frenk 2019). Moreover, N-body simulations are frequently used to model the dynamical
evolution of virialized self-gravitating systems, such as globular clusters, individual DM
haloes, or galaxies of different shapes and sizes. However, an interpretation of the results
of such N-body simulations is not always straightforward. The behaviour of collisionless
CDM haloes on small scales cannot be directly compared against observations owing
to poorly understood baryonic effects. Therefore, it is difficult to assess whether
mismatches between simulations and observations pose serious challenges to the CDM
paradigm or not (Bullock and Boylan-Kolchin 2017). Another issue is that on small
scales, the results of N-body simulations, while concordant, often stand unaccompanied
by a theoretical explanation derived from fundamental principles. To understand the
small scale predictions of CDM simulations and to disentangle baryonic effects from
the long term gravitational evolution of virialized systems, it is thus desirable to derive
from fundamental principles a suitable theoretical description of the latter.
One approach to modeling the evolution of self-gravitating systems is Hamiltonian
perturbation theory (see e.g. Lynden-Bell and Kalnajs 1972, Tremaine and Weinberg
1984, Binney and Tremaine 2008). Hamiltonian perturbation theory is most useful if
the evolution is due to a small perturbation over a smooth and stationary distribution of
particles whose symmetry allows the Hamiltonian to be written as a function of a set of
invariant actions. Such a Hamiltonian may then be expressed in terms of a power series
of ε:
H(J,θ , t) = H0(J)+ εH1(J,θ , t)+ ...+ εkHk(J,θ , t), (6.1)
where ε  1, t is the time coordinate, J is the three-vector of action variables, and
θ is the three-vector of conjugate angles. The equations of motion derived from this
expanded Hamiltonian are solved iteratively starting at the lowest order. Formulating
Hamiltonian perturbation theory in action-angle space is particularly attractive, given
that actions are adiabatic invariants (Binney and Tremaine (2008)). Recently, Hamilto-
nian perturbation theory has been formulated into a fully self-consistent kinetic theory
in which the evolution of a self-gravitating system is governed by a set of equations akin
to the Balescu (1960)-Lenard (1960) equations of Plasma physics (Heyvaerts 2010).
Hamiltonian perturbation theory in general, and this formalism in particular, have been
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quite successful in describing the secular evolution of self-gravitating systems. For
instance, (Fouvry et al. 2015) and (De Rijcke et al. 2019) have modeled the formation
of spiral arms in isolated rotating disk galaxies. While it is a very powerful approach
from a conceptual point of view, it can prove rather difficult to solve the differential
equations arising in Hamiltonian perturbation theory. In some cases more physical
insight may be gained using a different approach, particularly if the evolution of the
dynamical system is governed by a globally evolving gravitational potential instead of a
localized perturbation.
A possible alternative to Hamiltonian perturbation theory is to treat self-gravitating
objects as thermodynamical ensembles of particles. However, attempts at predicting
the evolution of self-gravitating systems with the tools of statistical mechanics face
a number of well-known difficulties. For one, particles interacting with each other
gravitationally have negative specific heat (Antonov 1961,Lynden-Bell and Lynden-Bell
1977,Padmanabhan 1989; for a review see Lynden-Bell 1999). As a consequence, the
evolution of systems of particles which are subject to long range forces cannot be
described using canonical or grand canonical ensembles. Another property which is
specific to large systems of particles which interact via the gravitational force and are
not in dynamical equilibrium is non-ergodicity (Lynden-Bell, 1999), which implies that
the time-average and the ensemble average of dynamical quantities are not equivalent.
Yet a further problem was highlighted by Padmanabhan (1990) who argued that the
long range nature of the gravitational force forbids the division of the system into
non-interacting macrocells, since the energy of the system is now non-extensive. As a
result of this, gravitating systems cannot be described by standard thermodynamics, a
conclusion which has been supported by Levin et al. (2008) and Levin et al. (2014).
Despite these challenges, several attempts have been made to derive a valid sta-
tistical description of collisionless systems under gravity. Lynden-Bell (1967) sought
to construct the equilibrium distribution function of a particle ensemble subject to a
strongly time-dependent gravitational force of a newly formed galaxy. The author finds
that in general, the most probable coarse-grained distribution function of said particle
ensemble is that of a Fermi-Dirac gas, save a normalization factor. In the non-degenerate
limit, which is applicable for galaxies, this distribution function can be approximated as
a Maxwell-Boltzmann distribution, i.e. the distribution function of an isothermal sphere.
The Maxwell-Boltzmann distribution is also obtained by Nakamura (2000) in a different
approach using Jaynes (1957) information theory. While this result is accurate in the
center of the potential, it fails to reproduce numerical experiments of violent relaxation
(Arad and Johansson, 2005) in the outskirts. Moreover, it also implies that the system
of particles has infinite total mass.
More recently, Pontzen and Governato (2013) attempted to derive the equilibrium
distribution function of a virialized DM halo. Following arguments by Jaynes (1957),
the authors state that statistical mechanics can still be applied to gravitating systems,
provided that additional physical constraints other than just the conservation of energy
are taken into account. In their formalism, they maximize the entropy of the system to
derive its equilibrium configuration, using the additional constraint that the ensemble
average of the DM particle’s radial actions is approximately conserved. The resulting
distribution function matches the properties of simulated haloes over several orders of
magnitude. However, the authors need to include a second population of particles in
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order to accurately predict the abundance of particles with very low angular momentum
in DM haloes (see their Fig. 4). Without this second population their formalism fails to
explain the inner density cusps that are ubiquitous in simulated DM haloes (Wang et al.
2020).
N-body simulations consistently show that a cuspy density profile is formed imme-
diately after gravitational collapse of DM haloes. Subsequently, haloes evolve towards
a universal mass distribution, which is well described by the single two parameter
Navarro-Frenk-White (NFW, Navarro et al. 1996b, 1997) profile for virtually all simu-
lated haloes2, through minor mergers and diffuse accretion. It thus appears that Pontzen
and Governato (2013)’s formalism captures the late evolution of the halo, but cannot
explain how particles with low radial actions and low angular momenta (the “cusp”
particles) are created during – or immediately after – the initial, impulsive gravitational
collapse. The mechanism(s) that drive the accumulation of low angular momentum
material in the central density cusp are not yet understood.
While central density cusps are ubiquitous in N-body CDM simulations of structure
formation, the observed kinematics of several dwarf galaxies (Moore 1994, de Blok
et al. 2008, Kuzio de Naray et al. 2008, Walker and Peñarrubia 2011) favour DM haloes
with constant-density cores. Several scenarios have been proposed to reconcile the
success of the CDM paradigm at explaining the large scale structure of the Universe
with the apparent failure on smaller scales. Two frequently discussed mechanisms are
supernova (SN) feedback (e.g. Navarro et al., 1996a; Pontzen and Governato, 2012) and
self-interacting DM (SIDM, Spergel and Steinhardt 2000, Yoshida et al. 2000, Davé
et al. 2001, Colín et al. 2002, Vogelsberger et al. 2012, Rocha et al. 2013). For SN
feedback to be a feasible mechanism of cusp-core transformation, star formation needs
to be bursty and cyclical (Pontzen and Governato 2012). Moreover, supernovae need to
be energetic enough to unbind the cusp (Peñarrubia et al. 2012) and feedback is more
efficient if baryons are more concentrated towards the center of the galaxy (Burger and
Zavala 2021). SIDM is a feasible core formation mechanism if the momentum transfer
cross section per unit mass σ/m is of the right magnitude ∼ 1cm2g−1 (Zavala et al.
2013, Kaplinghat et al. 2016). Burger and Zavala (2019) demonstrated that the key
difference between those two mechanisms is that cores are formed impulsively through
SN feedback and adiabatically through SIDM. Hence, luminous tracers conserve radial
actions in SIDM haloes, but not in CDM haloes with impulsive SN feedback.
In this article, we aim to develop a statistical theory for the evolution of the radial
action distribution of an ensemble of tracer particles orbiting in a generic time-dependent
spherical potential. In contrast to Hamiltonian perturbation theory, our statistical theory
does not focus directly on the evolution of the distribution function but rather on
individual particles; and then derives the evolution of the distribution function by
treating the particles as a microcanonical ensemble. With this approach, we aim to
clearly characterize the difference between the adiabatic and the impulsive regime
at the level of individual particles. We further seek to determine how distributions
of radial actions behave in potentials whose rate of evolution lies between those two
regimes. By characterizing the behaviour of tracers in those three regimes, we aim
to qualitatively understand how cusps form in collapsing haloes, how radial action
2A slightly improved fit can be obtained with the three parameter Einasto profile (Navarro et al. 2010), but
the NFW profile still works remarkably well.
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distributions evolve in a typical MW halo at the current time, and whether cusp-core
transformation due to SIDM is truly an adiabatic process. At the current stage, our
formalism does not take into account deviations from isotropy and instead focuses
on globally evolving potentials. To develop our theory, we closely follow the work
presented in Peñarrubia (2013) and Peñarrubia (2015). Peñarrubia (2013) generalized
an argument of Lynden-Bell (1982), who found a coordinate transformation relating
the equations of motion in Dirac’s cosmology with a time-dependent gravitational
constant G to the standard equations of motion in a frame in which G is constant.
Peñarrubia (2013) showed that using a similar coordinate transformation, the equations
of motion of particles orbiting in any time-dependent central potential can be solved in
a frame in which the potential is static, provided that one is able to solve an auxiliary
differential equation for a scale factor R that relates the spatial coordinates in the static
frame to the original time-dependent frame. The evolution of a particle’s energy in
the time-dependent frame is then fully determined by R(t) and the particle’s phase
space coordinates, while the energy in the static frame is a constant of motion (a.k.a.
dynamical invariant). In a subsequent paper, Peñarrubia (2015) showed that if the
evolution of the potential is slow enough, the evolution of the energy distribution of a
set of tracers is diffusive and can be calculated statistically by treating the tracers as a
microcanonical ensemble. In fact, the evolution of the energy distribution of tracers is
fully determined by the drift and diffusion coefficients C̃(E, t) and D̃(E, t), which are
related to microcanonical averages of the difference between a particle’s energy and its
dynamical energy invariant. To perform this average, it is not necessary to assume a
phase-mixed particle distribution and hence this approach to statistical physics does not
rely on the assumption of ergodicity.
Our paper is structured as follows: In Section 6.2, we derive the first order Taylor
expansion of the time-dependent radial action Jr in the parameter Ṙ/R. We show that to
first order, the radial action oscillates with an amplitude ∆Jr around a dynamical action
invariant J′r – the radial action in the static frame. The oscillation amplitude depends
linearly on the radial period and can be calculated in general time-dependent spherical
potentials, provided R(t) is known. We test our model on a time-dependent Kepler
potential, where analytic expressions for both R(t) and the radial period are known. In
Section 6.3, we derive the diffusion equation in radial action space and define drift and
diffusion coefficients C̃(Jr, t) and D̃(Jr, t). Furthermore, we show that we can classify
the evolution of radial action distributions as linear or non-linear, depending on whether√
D̃ Jr or
√
D̃ ≥ Jr. In Section 6.4, we test our diffusion theory, using restricted
N-body simulations of five different tracer particle ensembles in a time-dependent
Kepler potential. In particular, we test whether the diffusion formalism yields accurate
results, both in cases where
√
D̃ Jr (linear) and in cases where
√
D̃∼ Jr (non-linear)
on average. Based on the results obtained in Section 6.4, in Section 6.5 we apply our
theory to two different astrophysical processes. We discuss if radial actions can be
considered conserved quantities in Milky-Way (MW) size CDM haloes. To this end,
we apply our formalism using the median mass accretion history of MW size haloes
reported in Boylan-Kolchin et al. (2010) to estimate the fraction of DM particles within
the MW halo whose radial actions are expected to show a linear rather than a non-linear
evolution. We discuss implications of our results for the analysis of tidal streams in
the MW today and the formation of central density cusps in DM haloes shortly after
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gravitational collapse.
Furthermore, we also simulate core formation in a dwarf size SIDM halo. For
σ/mχ = 1cm2g−1, we quantify how adiabatic core formation proceeds by determining
the fraction of DM particles whose radial actions evolve linearly and applying the
diffusion formalism developed in Section 6.3 to model the evolution of an initially
Gaussian radial action distribution of tracer particles in the SIDM halo. We draw our
conclusions in Section 6.6. Appendix 6.7 outlines how the scale factor is calculated
numerically, Appendix 6.8 discusses a modification to the diffusion formalism developed
in Sections 6.2 and 6.3, and in Appendix 6.9 we discuss an approximation to the scale
factor in potentials that are not scale-free.
6.2 Radial actions in a time-dependent potential
6.2.1 Time-dependent radial action distributions
The radial action is an integral of motion in spherical static potentials (Binney and












where E denotes the particle’s energy, L its angular momentum and rperi,apo the peri-
and apocentre of the particle’s orbit.
If the potential varies with time while retaining its spherical symmetry, radial actions
are approximately conserved insofar as the change is ‘slow’ (Binney and Tremaine
2008). The question of exactly how slow the change in potential has to be for actions
to be adiabatic invariants, however, is non-trivial. If the evolution of the gravitational
potential is too fast, radial actions can no longer be considered adiabatic invariants and
this can cause an asymmetric drift of radial action distributions. In Fig. 6.1 we illustrate





Using a Kepler potential facilitates the calculation of radial actions as Eq. (6.2) has an




We run a simple test simulation of 105 tracer particles orbiting in a time-dependent
Kepler potential with a linear time dependence of the mass
Φ(r, t) =−GM0 (1+ εt)
r
. (6.5)
The tracers’ initial phase space coordinates are chosen at random. We require the
initial orbital radius to be smaller than 300kpc and that the angular momentum of each
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particle is smaller than 150kpckms−1 to avoid very extended and energetic orbits. For
definiteness, we choose M0 = 108 M and ε = 1/30Gyr−1 in Eq. (6.5). The mass of the
Kepler potential grows by 10 per cent over 3Gyr. In the following, this is the adopted
benchmark model whenever we use simulations in a time-dependent Kepler potential to
test our theory.
Using the N-body code AREPO (Springel 2010) we follow the tracer orbits and
compute the distribution of the tracers’ radial actions at different times to determine its
time evolution.
In Fig. 6.1, we show the evolved radial action distribution at two different times:
t = 300Myr (top panel), and t = 3Gyr (bottom panel). In the upper part of each panel,
we show the final distribution N(Jr, t) as a red solid line and the distribution at t = 0 as
a black dotted line. We also show the final radial action distribution in a simulation in
which the host potential is kept constant as a green dashed line. In the bottom part of





We find almost no evolution when using a static Kepler potential, as should be the
case, since actions are integrals of motion. In the simulation with a time-dependent
host potential, however, we see a striking evolution of the radial action distribution.
As time goes by, we observe a progressive flattening of the distribution’s tail at Jr >
100kpckms−1. At larger values, we find that δN(Jr, t) slowly tends towards the limiting
value of -1 (at Jr ∼ 300kpckms−1), indicating that almost no particles with radial
actions larger than that remain. As a result of this, we find that δN(Jr, t) is continuously
larger than 0 at radial actions smaller than 100kpckms−1. Overall, this indicates a
significant net drift of the initial distribution towards smaller radial actions.
6.2.2 First-order expansion of time-dependent radial actions
To attempt to understand the evolution observed in Fig. 6.1, we start by deriving the
time evolution of the radial actions of individual tracers in time-dependent spherical
potentials. Our calculation closely follows the one for energies presented in Peñarrubia
(2013), which is based on a coordinate transformation found by Lynden-Bell (1982).
In a time-dependent potential, particles are subject to a time-dependent force
r̈ = F(r, t). (6.7)
If the force is conservative, Peñarrubia (2013) and Lynden-Bell (1982) show that for
each phase space trajectory there exists a canonical transformation r→ R(t)r′ and
a complementary transformation of the time coordinate dt → dτR2(t) such that the




The scale factor R(t) is then a solution to the differential equation
R̈R3r′−R3F(Rr′, t) =−F′(r′). (6.9)
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t = 3 Gyr
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Figure 6.1. Evolution of the radial action distribution calculated from the orbits of 105
tracer particles in a time-dependent Kepler potential (see Eq. 6.5). The black dotted
lines show the initial distribution, the dashed green lines show the distribution evolved
in a frame with a static potential, and the solid red lines show the distribution in the
time-dependent frame. The simulation times at which the distributions are measured
are indicated in the title of each panel. The top of either panel shows the distribution,
whereas the bottom shows the fractional change with respect to the initial distribution.
When evolving the distribution from 0.3 to 3 Gyr, the radial actions of tracers in the
simulation with a time-dependent potential tend to systematically drift towards smaller
values.
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Notice that here, the time-evolution of the scale factor is coupled to the phase space
trajectory. Peñarrubia (2013) shows that in the case of a slowly changing potential, an
approximate analytic first-order solution to Eq. (6.9) exists for scale-free potentials.
In Appendix 6.9, we demonstrate that a modification of this solution may be used for
general spherical potentials.







(r ·v) , (6.10)
where I is a dynamical invariant equal to the energy in the frame in which Eq. (6.8) is
the equation of motion, i.e., the "time-independent", or static, frame.
Eq. (6.10) expresses the energy in the time-dependent frame as a function of the
invariant energy and a first order correction that depends on the orbit of each particle.
In the following, we aim to derive a similar expression for the radial action. A possible
way to do so, presented in Peñarrubia (2013), is to simply insert Eq. (6.10) into Eq. (6.4)
and identify the first order correction from there. However, since the radial action is not
usually analytic in generic spherically symmetric potentials, it is desirable to derive a
more general expression.
We start by integrating Eq. (6.9) on both sides to define
Φ̃(r′) =−
∫
dr′ ·F′(r′) = 1
2
R̈R3r′2 +R2Φ(Rr′, t). (6.11)












where Jr′ is a dynamical invariant akin to I. We now seek to relate Eq. (6.12) to the
radial action that one would de-facto measure in a time-dependent potential. To measure
Jr in a time-dependent frame, one usually fixes the gravitational potential at the time
one measures Jr. For this reason, we shall also refer to Jr as the "instantaneous" action.
Fixing Φ at the time we measure Jr, we can define effective apo- and pericentre radii
in the time-dependent frame. Formally, this means that we consider quantities in the













f (r′, t1), (6.14)
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where









Now, we can perform the coordinate transformation x = R(t1)r′, which is simply a
shift of the radial coordinate. We write the effective apo- and pericentre radii in the
time-dependent frame as
R(t1)r′apo,peri = rapo,peri(t1) (6.16)








f (x, t1) (6.17)
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Dropping all the higher order terms, this leads to







In this equation, Jr,t1 and P(E,L, t1) refer to instantaneous actions and radial periods
measured at the fixed time t1. Now, if the system is adiabatic, we can chose t1 to be any
time t and simply write
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up to linear order in perturbation theory. As long as the change in the potential is slow
enough, the quantity Jr′ in Eq. (6.20) is a dynamical invariant. In case of a faster change
in the potential, higher order terms of the perturbative expansion have to be taken into
account until at some point the evolution becomes non-perturbative.
6.2.3 Numerical tests of the first-order expansion
We test the performance of Eq. (6.20) by following the orbits of three tracers in our
benchmark Kepler potential. An example of the performance of Eq. (6.20) in a more
general potential is shown in Appendix 6.9. The three particles are initially at a distance
of 5 kpc from the host’s centre, but have different initial energies and angular momenta.
Since negative energies correspond to gravitationally bound particles, we define
E =−E as our energy variable of reference. In a Kepler potential, the radial period and
the azimuthal period coincide and can, in terms of the energy, be written as
P(E,L)≡ P(E ) = 2π GM√
2E
3 (6.21)
Eq. (6.20) implies that the amplitude with which Jr oscillates around the dynamical
invariant Jr′ is directly related to the orbital period. Given that the first order correction
to Jr′ has to be small compared to the value of Jr′ itself for the linear approximation to
be valid, we expect from Eq. (6.21 that the first order Taylor expansion will become
progressively less accurate as E → 0. This region is known as the “fringe" of a self-
gravitating system.
The initial energies and angular momenta of the three test particles are
(E [km2s−2],L[kpckms−1]) = {(50,33),(20,55),(2,15)}. (6.22)
The first two tracers initially have similar radial actions but different energies. The third
tracer has a much larger initial radial action and represents a particle in the “fringe".
The upper subpanels of Fig. 6.2 show the time evolution of the radial actions of
the three particles. Black lines in each figure denote an exact calculation of the radial
action following Eq. (6.4). Red-dotted and blue-dashed lines both refer to the linear
approximation for the radial action given in Eq. (6.20), using expression (6.21) to
calculate the radial period. The difference between the latter two cases lies in the way
Ṙ/R is estimated. The scale factor used to obtain the red line is calculated directly from
Eq. (6.9), using a KDK leapfrog algorithm (see Appendix 6.7) to solve the differential
equation. The scale factor’s evolution is thus “coupled" to the particle’s phase space
trajectory. The dashed blue lines refer to an approximate analytic solution to the scale
factor that can be calculated for scale-free potentials (see Peñarrubia (2013)). In this
approximation the equation of motion is “de-coupled" from Eq. (6.9).
In the three lower subpanels of Fig. 6.2 we show χ =∆/Jr, where ∆≡ (Ṙ/R)(r ·v)P/(2π).
Notice that χ quantifies the fractional size of the first order correction relative to the
radial action, and can be positive or negative depending on the orbital phase.
Comparison of the top and middle panels of Fig. 6.2 shows that the orbital period
is shorter in the top panel, which is in line with our expectation from Eq. (6.21).
Furthermore, the results confirm our expectation that the amplitude of the first order
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Figure 6.2. The upper subpanels show the time evolution of the radial action of three
different particles orbiting in the benchmark Kepler potential. Initial energies are
shown at the top of each plot. Black solid lines denote a direct measurement of the
radial action from energies and angular momenta according to Eq. (6.4). Red dotted
lines and blue dashed lines both correspond to the linear approximation given by Eq.
(6.20), using two different estimates for Ṙ/R. “Coupled" and “de-coupled" refer to an
exact (dotted red) or approximate (dashed blue) way of solving Eq. (6.9). Angular
momenta are chosen such that the initial radial actions are Jr ∼ 10kpckms−1 in the
top and middle panel, and Jr ∼ 200kpckms−1 in the bottom panel. The lower
subpanels show the ratio χ between the linear approximation and the exact value of the
radial action as a function of time.
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correction increases with the energy at a fixed invariant action. We find that for the
most bound particle (left panel), the first order Taylor expansion is an excellent fit
to the measured radial action. We furthermore find that there is almost no difference
between the red and blue lines, which indicates that the “de-coupled" approximation
to the scale factor provides a good approximation to its true value. The success of
the Taylor expansion here is reflected in χ as well, which peaks at ∼ 2.5 per cent
when the magnitude of the radial velocity is maximal. As the period increases, the
agreement between the measured radial action and the prediction from Eq. (6.20) starts
to deteriorate after roughly 1Gyr of integration (notice that in the middle panel |χ| has
risen to ∼ 10 per cent). Nonetheless, the evolution of the radial action is still captured
well by this approximation. We furthermore find that the numerical solution to Eq.(6.9)
now provides a slightly more accurate result than the approximate analytic solution for
Ṙ/R.
The bottom panel of Fig. 6.2 shows the evolution of the radial action of the third
tracer. That this particle is in the “fringe" of the potential is evident by χ reaching
values as large as 70 per cent. Due to that, we find that the dynamical invariant J′r is not
properly defined by the linear approximation – Jr changes impulsively. Note that the
orbital period of this particle is much longer than the total simulation time, meaning
we only resolve a fraction of an orbital revolution. Within this time interval, the radial
action undergoes a strongly non-linear fluctuation when the particle passes its orbital
pericentre and then quickly settles to a value which is roughly half of its initial value.
The linear approximation completely fails to capture this behaviour.
6.3 Diffusion formalism for radial action distribu-
tions
Based on the first order Taylor expansion for time-dependent radial actions derived
in the previous section, we now develop a diffusion formalism similar to the one in
Peñarrubia (2015) to analytically describe the evolution of radial action distributions in
time-dependent spherical potentials. We furthermore show how this diffusion formalism
can be used to differentiate regimes in integral of motion space in which the evolution
of radial action distributions is linear from regimes in which it is not.
6.3.1 The diffusion equation for radial action distributions
To derive a diffusion equation for radial actions, we closely follow the formalism
presented in Peñarrubia (2015) based on Einstein (1905).
Let us define φ(∆|Jr′)d∆ as the conditional probability that a particle with the
dynamically invariant action Jr′ will change its action by an amount ∆ in the range d∆
during the time interval (t, t + τ ′); φ is normalized such that
∫
φ(∆|Jr′)d∆ = 1. (6.23)
Subsequently, we define p(Jr, t0 + τ ′|Jr′ , t0)dJr as the probability that a particle with
action Jr′ at t0 will have an action in the interval [Jr,Jr +d Jr] at a later time t = t0 + τ ′.
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As with the equivalent in energy space presented in Peñarrubia (2015), these two
functions obey Einstein’s master equation
p(Jr, t0 + τ ′|Jr′ , t0)dJr =
dJr
∫
p(Jr−∆, t0|Jr′ , t0)φ(∆|Jr′)d∆. (6.24)
Now if we are in the adiabatic limit where Eq. (6.20) applies, or equivalently χ =
∆/Jr 1, we can expand Eq. (6.24) in ∆ to find
















Since we can also expand the lhs of Eq. (6.25) around t = t0 to first order



















where we define the drift coefficient





and the diffusion coefficient





Analogous to the discussion in Peñarrubia (2015), the initial condition to solve Eq. (6.26)
is p(Jr, t0|Jr′ , t0) = δ (Jr − Jr′) and the general solution to this equation is a Green
function












the properties of which are discussed in detail in Peñarrubia (2015). In Eq. (6.29) we
have implicitly defined scaled drift and diffusion coefficients C̃ =Cτ ′, D̃ = Dτ ′. Note
that the fact that C̃ and D̃ are independent of time implies that there is no divergence for
short transition times in Eq. (6.29).
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In the perturbative regime, we can use the transition probability given by Eq. (6.29) to
calculate the radial action distribution, N(Jr, t), from the invariant action distribution. To
calculate the invariant distribution N(Jr′) from the initial distribution N(Jr, t0), we also
need p(Jr′ |Jr, t0). The derivation of this probability works analogous to the calculation
above, and one obtains:












We can then calculate N(Jr′) from N(Jr, t0) as
N(Jr′) =
∫
dJr p(Jr′ |Jr, t0)N(Jr, t0). (6.31)
Contrary to the time average of a particle’s energy in a time-dependent potential,
the time average of the radial action is constant according to Eq. (6.20), and thus we
do not need an extra convolution analogous to Eq. 28 of Peñarrubia (2015). The radial
action distribution at a time t is thus obtained from
N(Jr, t) =
∫
dJr′ p(Jr, t|Jr′ , t0)N(Jr′), (6.32)
where the transition probability is the one defined in Eq. (6.29).
6.3.2 Drift and diffusion coefficients
Similar to Section 2.3 of Peñarrubia (2015) we now briefly discuss how to calculate the
drift and diffusion coefficients defined in Eqs. (6.27) and (6.28). To this end, we define















We then define the drift and diffusion coefficients as microcanonical averages over the







(r ·v) P(H,X , t)
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(r ·v) P(H,X , t)
2π
)2
δ (Jr−X)δ (E−H)d3rd3v. (6.36)
121
Chapter 6. Perturbative evolution of radial actions
Notice that here we have written the period as a function of both the energy and the radial
action, which is possible in general spherical potentials where the angular momentum
is a function of energy and radial action. To obtain drift and diffusion coefficients that















is the microcanonical distribution function depending only on the radial action.
6.3.3 Adiabatic, diffusive, and impulsive evolution
We can use the diffusion coefficient defined in Eq. (6.36) to characterize the rate at
which a gravitational potential evolves. As we argued in Section 6.2.2, the regime
in which the evolution of radial actions becomes non-perturbative corresponds to the
regime in which the evolution of the gravitational potential is impulsive. Mathematically,
this means that in Eq. (6.20), ∆ = |Jr− Jr′ | ∼ Jr. For a given time-dependent potential,
there is always some part of integral of motion space in which this condition is fulfilled
on average. Whether the evolution of a dynamical system is adiabatic, diffusive, or
impulsive then depends on how populated this part of integral of motion space is. Since
D̃ ∼ 1/2∆2, a possible way to estimate whether distributions of particles occupying
a particular integral of motion space volume evolve either adiabatically to diffusively
(linearly) or impulsively (non-linearly) is by the ratio
√
D̃/Jr.
This is particularly useful for phase-mixed particle ensembles. In such cases C̃ = 0
and thus the drift cannot be used to estimate whether the evolution of such ensembles is
diffusive or impulsive. The diffusion coefficient, on the other hand, can be calculated
analytically provided one can make the simplifying assumption that in Eqs. (6.35) and




















where 〈.〉 denotes an ensemble average. For time-dependent spherical potentials, all
factors appearing in Eq. (6.41) can be calculated if Φ(r) is known. Appendix 6.9

















6.3. Diffusion formalism for radial action distributions
In general potentials, equation 6.41 has to be evaluated numerically. From the value of√
D̃/Jr we can then estimate whether the dynamical evolution of tracers with a given set
of integrals of motion (E,Jr) is likely to be diffusive or impulsive for a given evolving
potential.
A special case is again the Kepler potential in which the right hand side of Eq. (6.41)
can be evaluated analytically. We therefore illustrate the above point on our benchmark
potential. Peñarrubia (2013) shows that in a scale-free potential with a time-dependent
force
F(r, t) =−µ(t)rn, (6.43)







and for a phase-mixed distribution of particles orbiting in a time-dependent Kepler
















We identify the linear (adiabatic) region in E − Jr space with the region corresponding
to all combinations of energy and radial action for which
√
D̃ Jr. Based on the ratio
between the (theoretical) diffusion coefficient calculated according to Eq. (6.45) and
the radial action we define three different areas in the Jr−E space, characterized by√
D̃ < 0.1Jr,
√
D̃ < Jr and
√
D̃ > Jr.
Fig. 6.3 shows a plot of E − Jr space where the different correspond to the above-
defined regimes in our benchmark potential at t = 0. For reference, we show the radius
of a circular orbit with energy E on the right y-axis.
The grey area is dictated by Eq. (6.4) and its border corresponds to the line at which
L = 0. Any allowed orbits are located to the left in one of the coloured areas.
Particles inhabiting the green area have an average diffusion coefficient which is
smaller than one per cent of the squared radial action. In this (linear, i.e. adiabatic to
diffusive) area, the diffusion formalism is applicable.
For particles in the cyan area, the average diffusion coefficient is larger than one
per cent of the squared radial action, yet smaller than the squared radial action itself.
This represents a “transition" regime between the diffusive, perturbative regime and the
impulsive “fringe".
The red area is the “fringe" of the potential. Here, the evolution of radial actions is
highly non-linear and the diffusion formalism is not applicable.
The exact locations of the areas vary with time, as the mass of the Kepler potential
directly impacts all the three boundaries shown in this picture. Furthermore, as not
all relevant distributions of tracer particles are phase-mixed and in virial equilibrium,
using Eq. (6.45) along with C̃ = 0 is not always a valid approximation. Nonetheless,
the areas defined in Fig. 6.3 give a good indication as to which radial action - energy
combinations imply a linear, diffusive evolution and which do not.
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Figure 6.3. Areas in E − Jr space in which the expected dynamical evolution of tracer
distributions is distinctly different, calculated for our benchmark time-dependent
Kepler potential at t = 0. The grey area is not populated, as no particles can exist there
according to Eq. (6.4). The green area denotes the perturbative “linear" regime in
which
√
D̃ 0.1Jr. The cyan area denotes a “transition" regime between the “linear"
regime and the “fringe". Here, 0.1 <
√
D̃/Jr < 1. In red, we show the non-linear
("fringe") part of the phase space. Here, the first order variation can be bigger than the
action itself, meaning that the invariant action defined in Eq. (6.20) is not a dynamical
invariant and the diffusion formalism is not applicable. On the right y-axis we show the
radius of a circular orbit of a particle with energy E as an indication of the scales
involved.
In Section 6.4 we validate the predictions of Fig. 6.3. We then apply the above
analysis to investigate whether the flattening of the tail in Fig. 6.1 is a linear or a
non-linear phenomenon. Given that the tail is comprised mainly of particles inhabiting
the “fringe" area in Fig. 6.3, our expectation is that the effect is a non-linear one. To
investigate this further, we construct five restricted simulations and then compare their
evolution to the evolution predicted by the diffusion formalism.
6.4 Tests on a time-dependent Kepler potential
In this section, we test the diffusion formalism developed in Sections 6.2 and 6.3 in
a series of numerical simulations performed using AREPO. The simulations follow
the evolution of five different initial tracer particle populations in our benchmark time-
dependent Kepler potential. We start by describing the initial conditions of each run. We
also test the analysis outlined in Section 6.3.3, using it to forecast whether the diffusion
formalism will adequately describe the evolution of the radial action distribution of the
tracers for each simulation. Then we compare the evolved radial action distributions
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to the predictions of the diffusion formalism and evaluate if our prior assessment of
whether the evolution of each distribution will be diffusive or impulsive was accurate.
Finally, we use our results to discuss whether the net drift observed in Fig. 6.1 is a
linear or a non-linear effect.
6.4.1 Initial Conditions
We set up five different Gaussian distributions in radial action to follow their evolution
in our benchmark Kepler potential. The black lines in Fig. 6.3 indicate the mean of the
different distributions, highlighting the respective values of 10,50 and 200 kpckms−1.
The solid black lines indicate two initial configurations in which we confine the particles
to the integral of motion space area in which the evolution of the radial action is expected
to be linear. The dotted lines indicate three simulations that are confined to the “linear"
and the “transition" regimes. The simulation whose central value is 200 kpckms−1 is
a special case, as here only a tiny area of non-impulsive integral of motion space is
available which is entirely part of the “transition" area. As a consequence, the average
diffusion coefficient is rather large. As the occupied integral of motion space is in close
vicinity to the “fringe", we anticipate that the diffusion formalism may fail for this
simulation. In table 6.1 we show the parameters defining the initial conditions.
Fig. 6.4 shows a comparison of the initial coarse-grained distribution functions
in E − Jr space between the “10-linear" case on the top panel and the “10-transition"
case on the bottom panel. The Gaussian shape in the direction of Jr is apparent in
both cases and reflects the input parameters given in Table 6.1. The distribution in
energy is largely determined by the additional cuts we impose (see Table 6.1). In
particular, the lower limit on the pericentre radius effectively introduces a lower limit
on the angular momentum. Hence, some theoretically possible combinations of E and
Jr which correspond to low angular momenta are forbidden. The energy cuts stated in
table 6.1 are clearly reflected in the high energy end of the distribution functions.
The distribution functions presented in Fig. 6.4 are coarse-grained versions of
Eq. (6.33), which we calculate as









The coarse-grained versions of the drift and diffusion coefficients defined in Eqs. (6.40)
and (6.41) are given by

























































































































































































































































































































6.4. Tests on a time-dependent Kepler potential









































































Figure 6.4. Comparison of the initial integral of motion space distributions in the
10-linear (top) and the 10-transition (bottom) cases. The lines defining the limits
between different areas in Fig. 6.3 are shown as orange lines here. The solid orange
line is the border between the “linear" and the “transition" regime, whereas the dashed
orange line is the limit to the “fringe" regime. The logarithmic colour scale indicates
the number of particles.
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Figure 6.5. Initial drift (top) and diffusion (bottom) coefficients in the “10-transition"
case as functions of energy and radial action. The colour scales indicate the drift
(diffusion) coefficient in units of kpckms−1 (
(
kpckms−1
)2) in the left (right) panel.
The orange lines are the same as in Fig. 6.4. Both the drift and diffusion coefficients
increase in magnitude for larger energies and radial actions. In the “transition" area,
the drift coefficients can reach values which are of the same order of magnitude as the
radial action at which they are measured.
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Figure 6.6. Diffusion coefficients for the “200-transition" distribution (see Table 6.1) at
t = 0 (units as in Fig. 6.5). Only a narrow area in integral of motion space is populated,
which is very close to the border of the “fringe" (dotted orange curve here). The upper
limit of the populated integral of motion space area in the E -direction is given by the
L = 0 curve. The measured diffusion coefficients are very large over the entire
populated integral of motion space area.
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In Fig. 6.5 we show the coarse-grained drift and diffusion coefficients of the "10-
transition" distribution in E − Jr space at t = 0. The drift coefficients (in units of
kpckms−1) are shown in the top panel, while the diffusion coefficients (in units of(
kpckms−1
)2) are shown on the bottom panel. Both the drift and the diffusion coeffi-
cients show the same trend with energy and radial action. The largest drift and diffusion
coefficients are well within the “transition" area in phase space. Moreover, the largest
drift coefficients are quite substantial in magnitude, up to the same order of magnitude
as Jr itself. Furthermore, the average drift and diffusion coefficients increase for larger
values of E and Jr. Since drift and diffusion coefficients are larger in the “transition"
area than in the “linear" area, the analysis of Section 6.3.3 suggests that the diffusion
formalism will perform better at predicting the evolution of the “10-linear" distribution
than that of the “10-transition" distribution.
Fig. 6.6 shows the initial diffusion coefficients of the “200-transition" distribution.
Since the populated integral of motion space area lies in close vicinity to the "fringe",
the measured diffusion coefficients are very large. Given the magnitude of the averaged
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diffusion coefficients, we expect the evolution of the “200-transition" radial action
distribution to be impulsive and non-perturbative. We thus do not expect our diffusion
formalism to give an accurate prediction. Across all five simulations, we expect the
predictions of the diffusion formalism to deteriorate when a larger fraction of particles
occupies the increasingly non-linear “transition" area in integral of motion space.
6.4.2 Evolution of the “10-linear" distribution
In this Section we compare the evolved “10-linear" distribution to predictions from the
diffusion formalism. We calculate the drift and diffusion coefficients in two different
ways. In the first (numerical) method, we calculate them directly from the particle’s
phase space coordinates using Eqs. (6.47) and (6.48). To obtain coefficients that depend














D̃i, j(Jr,i,E j), (6.50)






In the second (analytic) method, we assume the particle distribution to be phase-mixed,
set the drift coefficient to zero, and calculate the diffusion coefficient using Eq. (6.45).
The upper panel of Fig. 6.7 shows the invariant distribution N(Jr′) obtained at
the start of the “10-linear" simulation, while the lower panel shows the drift coeffi-
cient C̃(Jr, t) that was used to calculate N(J′r) using Eq. (6.31). We combine sparsely
populated adjacent bins until the combined bin contains more than 50 particles. The
center of the new bin is calculated as a weighted mean of the centres of the combined
bins, using the particle number as a weight. The grey area marks the resulting radial
action range in which bins are empty, suggesting that the drift obtained in this area is
not a robust measurement due to insufficient particle sampling. The prediction of the
diffusion formalism using drift and diffusion coefficients calculated according to the
first (second) method is shown as a green dashed (red dotted) line. The “measured"
distribution (black line) is obtained by calculating J′r for each particle individually and
then calculating a histogram in J′r. Comparing the “measured" distribution with the
results of the diffusion formalism, we find that they all coincide remarkably well. The
agreement between the two results of the diffusion formalism reveals that our initial
sampling algorithm created a fully phase-mixed distribution in radial action with no net
drift. This is confirmed on the lower panel, where we show C̃(Jr,0) and find it to be
consistent with zero over the full radial action range.
In Fig. 6.8 we N(Jr, t) at t = 300Myr on the top panel and at t = 3Gyr on the
bottom panel. The colours used are the same as in Fig. 6.7. In the lower part of each
panel we show the drift coefficients as functions of the invariant action, C̃(Jr′ , t). Black
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Figure 6.7. Invariant distribution N(Jr′) in the upper panel, and the drift coefficient
C̃(Jr, t) in the lower panel for the “10-linear" simulation at t = 0 (see Table 6.1). The
black solid line is the measured distribution, obtained by calculating Jr′ for each
particle and binning the results. The green dashed line is the result of the convolution
(Eq. 6.31) using drift and diffusion coefficients obtained numerically from the data. The
drift coefficient shown in the lower panel is the one depending on the instantaneous
action Jr, i.e., the one that was used to do the convolution resulting in the green dashed
line of the upper panel. The red dotted line in the upper panel shows the result of
Eq. (6.31) using the analytic diffusion coefficient from Eq. (6.45). In order to avoid
sampling noise in the data we combine bins with less than 50 particles in the tails of the
distribution. In the grayed-in areas C̃(Jr) is too poorly sampled.
solid lines denote the drift at the initial time, whereas blue dashed lines indicate the drift
at the time displayed in the top panels. We combine bins as in Fig. 6.7.
Although at t = 300Myr, C̃(J′r, t) deviates strongly from zero at large radial actions,
by t = 3Gyr, it has decreased considerable over the entire range of invariant actions. The
impact of this evolution in the drift is evident when comparing between the two results
of the diffusion formalism. If numerically calculated drift and diffusion coefficients are
used, the result of the diffusion formalism is in perfect agreement with the ‘measured"
distribution at both times. Using the “analytic" method to calculate the diffusion
coefficients results in a worse match at t = 300Myr, as this method assumes N(Jr′) to
be phase-mixed.
Overall, we conclude that the diffusion formalism outlined in Section 6.3 provides
a remarkably good description of the adiabatic time evolution of N(Jr, t) in the “10-
linear" simulation. In the next section, we will investigate if and how the accuracy of
this formalism deteriorates when analyzing the more impulsive evolution of the other
distributions from Table 6.1.
131
Chapter 6. Perturbative evolution of radial actions
















0 5 10 15 20 25


























0 5 10 15 20 25










Figure 6.8. N(Jr, t) at t = 0.3Gyr on the top panel and at t = 3Gyr on the bottom
panel for the “10-linear" simulation (see Table 6.1). As in Fig. 6.7, the black line in the
upper panels is the measured distribution, the green dashed line is obtained using the
diffusion formalism with coefficients calculated from the simulation directly and the red
dotted line is calculated using the analytic diffusion approach assuming phase mixing
(no drift). In the lower subpanels, we show the drift coefficient used in the convolution
(Eq. 6.32) to obtain the green dashed line in the upper subpanels. The black line in the
lower panels is the drift coefficient C̃(Jr′ , t) at t = 0, whereas the blue dashed line is the
one calculated at time t (shown in the upper legend). We combine bins as in Fig. 6.7.
Initially, the drift coefficient is non-zero, especially towards the tail of the distribution
to the right, but it decreases considerably with time. In line with this, we find that the
analytic approximation is not a perfect match at initial times, but improves significantly
as phase mixing in N(J′r) progresses.
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6.4.3 The diffusion formalism in different regimes
In this section we present results obtained when applying the diffusion formalism to
the “10-transition", “50-linear" and “50-transition" distributions from Table 6.1. For
each of those cases, we show a comparison between the directly measured invariant
distribution and the result of Eq. (6.31) at t = 0. We furthermore show a measurement
of N(Jr, t) after 3Gyr of simulation time, as well as the result of the diffusion formalism
using Eq. (6.32) and the initial radial action distribution N(Jr,0). The drift and diffusion
coefficients used in Eqs. (6.31) and (6.32) are calculated numerically from the phase
space coordinates of the tracers.
Fig. 6.9 shows the invariant distributions at time t = 0 in the “10-transition" (top),
“50-linear" (middle) and “50-transition" (bottom) cases in the left column. In solid
black lines, we show the “measured" distribution obtained by calculating the invariant
action using Eq. (6.20) for each particle. The green dashed lines are the “convolved"
distributions obtained from Eq. (6.31). The match between the measured and the
calculated distributions is accurate in the “10-transition" simulation (top left) and only
marginally worse in the “50-linear" case (mid left). However, in the “50-transition" case
(bottom left), the match between the result of Eq. (6.31) and the direct measurement
of N(J′r) is substantially worse. In particular, the result of the convolution is does not
resolve the peak in the measured invariant distribution.
The right column of Fig. 6.9 displays N(Jr, t) after 3Gyr in the “10-transition"
(top), “50-linear" (middle) and “50-transition" (top) cases. Black solid lines are direct
measurements, green dashed lines are the results of the convolutions (Eqs. 6.31 and
6.32) and red dotted lines show N(Jr, t = 0) for comparison.
In the "10-transition" simulation, shown in the top right panel of Fig. 6.9, we find a
very good agreement between the measured distribution and the result of the diffusion
formalism. Furthermore, we find that there is only relatively little evolution in the shape
of N(Jr, t), with the most obvious effect being the formation of a tail towards smaller
values of Jr.
In the middle right panel, we show the “50-linear" distribution at the end of the
simulation. We find good agreement between the result of the diffusion formalism
and the measured distribution, despite the rather substantial evolution with respect to
N(Jr,0). A slight mismatch can be observed in the tail of the distribution towards large
values of Jr, where the convolution overpredicts the true measured distribution. Note
that the diffusion formalism nonetheless provides a substantial improvement over the
assumption that radial actions are invariant.
To explain why the evolution of the “10-transition" distribution appears to be better
captured by the diffusion formalism than the “50-linear" distribution, we consult Fig.
6.3. While some particles in the “10-transition" simulation inhabit the cyan “transition"
area, most particles are far within the “linear" regime (see bottom panel of Fig. 6.4).
Furthermore, the linear energy range is much larger for Jr = 10kpckms−1 than it is for
Jr = 50kpckms−1. In the former case particles are on average more bound and have
shorter periods (see Eq. 6.21), and thus the evolution of N(Jr, t) is closer to adiabatic
and the diffusion formalism is more accurate.
In the bottom right panel of Fig. 6.9 we show the “50-transition" case. Fig. 6.3
suggests that the fraction of “transition" integral of motion space available to the
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Figure 6.9. Invariant distributions (on the left) and radial action distributions after a
simulation time of 3Gyr (on the right) of the “10-transition" simulation (top row), the
“50-linear" simulation (middle row) and the “50-transition" simulation (bottom row);
see Table 6.1. The green dashed lines marked “convolved" are the result of applying
the diffusion formalism (Eqs. 6.31 and 6.32) using coarse-grained drift- and diffusion
coefficients (see Eqs. 6.49 and 6.50). The black lines marked “measured" are direct
measurements of the distributions. On the right panels, we also show N(Jr, t = 0) as
red dotted lines.
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particles is much larger here than in the “10-transition" case. The consequences of
this can immediately be seen in the mismatch between the measured and convolved
invariant distributions in the bottom left panel of Fig. 6.9. In the bottom right panel, we
find that N(Jr, t) has evolved substantially at the end of the simulation, with an extended
tail towards lower actions being present in the final distribution. While the peak of the
distribution remains around its initial value of 50kpckms−1, its mean shifts towards
smaller radial actions and the resulting distribution is non-Gaussian. The diffusion
formalism does not fully capture the evolution of the radial action distribution. Most
notably, it resolves neither the peak of the distribution nor the tail at large Jr values.
This is to some extent expected, given that the calculated invariant distribution already
deviates significantly from the measured invariant distribution (bottom left panel of
Fig. 6.9). Interestingly, the tail of N(Jr, t) towards smaller radial actions is captured
fairly well by the diffusion approximation, indicating that its formation is a linear effect.
We note that the diffusion formalism still yields a considerable improvement over the
assumption that N(Jr, t) is invariant, yet the growing mismatch between the predictions
of the formalism and the actual measurement is a strong hint that non-linear effects are
becoming increasingly significant.
Finally, we note that the “50-transition" distribution drifts towards smaller radial
actions. Since this drift is roughly captured by the diffusion formalism, it appears
to be a linear effect. Given that the number of particles around Jr = 50kpckms−1
grows with time in Fig. 6.1, a more substantial drift towards smaller actions must
occur at initially larger actions, where the available integral of motion space becomes
increasingly non-linear according to Fig. 6.3.
6.4.4 Evolution of the “200-transition" distribution
According to Fig. 6.3, there is no “linear" integral of motion space available for particles
with Jr = 200kpckms−1. We thus expect the evolution to be impulsive. Indeed, we find
that the diffusion formalism fails and that the “invariant" distribution measured using
Eq. (6.20) evolves strongly with time. To understand this better, we look at the time
evolution of both N(Jr, t) and N(J′r,(t)), where J
′
r is defined by Eq. (6.20) – and cannot
be considered a dynamical invariant. Fig. 6.10 shows N(Jr, t) (lower panel) and N(J′r)
as calculated using the linear approximation (Eq. 6.20) (upper panel) at different times.
Both evolve strongly with time. The fact that N(J′r) is not time-invariant indicates that
the evolution of the “200-transition" distribution is highly non-adiabatic (and clearly
non-linear). However, the evolution of the “invariant" distribution explains some of the
time evolution of N(Jr, t) in the bottom panel of Fig. 6.10. While N(Jr, t) is initially a
Gaussian distribution set up as in Table 6.1, the initial “invariant" distribution is bimodal,
with one peak around 50kpckms−1 and a second peak around 350kpckms−1.
This initial bimodal shape of the distribution can be explained by Fig. 6.6. A
large fraction of the particles in the “200-transition" distribution populates an integral
of motion space region with diffusion coefficients of the order of J2r . This implies
that for most individual particles, the linear variation is of the order of the central
radial action itself. Since its sign depends on the direction of the particle’s radial
velocity, the linear correction can be either positive or negative. Therefore, particles
with Jr = 200kpckms−1 can have a linear “invariant" action which is either larger or
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Figure 6.10. Time evolution of N(J′r,(t)) as defined in Eq. (6.20) (upper panel) and of
N(Jr, t) (lower panel) for the “200-transition" case (see Table 6.1). Different lines
correspond to distributions at different times as described in the legends.
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Figure 6.11. Time evolution of the “invariant" distribution for the “200-transition" case
(see Table 6.1) calculated using a second order expansion of the radial action
(Eq. 6.94). Different lines correspond to distributions at different times as indicated in
the legend.
smaller by an amount roughly equal to Jr itself. As a result the diffusion formalism
breaks and we here attempt to qualitatively explain the evolution of the radial action
distribution.
Right after the start of the simulation, N(Jr, t) develops a bimodal structure. This
happens because the initial 200-transition distribution consists mainly of tracers at
their orbital apo- and pericentres, respectively. Their subsequent evolution splits the
radial action distribution into the populations corresponding to the two peaks of the
“invariant" distribution, which can be understood from Eq. (6.20). To explain the
subsequent evolution, we calculate N(J′r) at various times keeping the second order
terms of Eq. (6.18) (see Appendix 6.8 for the detailed calculation). The resulting
distributions are shown in Fig. 6.11 where J′r is now defined by Eq. (6.94). Initially, the




first order (linear) version shown on the upper panel of Fig. 6.10. The bimodal shape of
the linear version of N(J′r) vanishes when including second order corrections. Instead,
the second order N(J′r) obtains an extended tail at large values of J
′
r, which demonstrates
that higher order corrections are rather significant for the “200-transition" distribution.
Both N(Jr, t) and the second order version of N(J′r) exhibit a net drift towards
smaller radial action values over the course of the simulation. As the second order
“invariant" distribution is still not a true invariant, we conclude that the evolution of
the “200-transition" distribution is truly non-linear and impulsive. Therefore, the drift
observed in Fig. 6.1 is a non-linear effect which cannot be captured by the diffusion
formalism developed in Section 6.3. Moreover, we conclude that the analysis presented
in Section 6.3.3 is a fairly good indicator of whether the radial action distribution of a
set of tracer particles will evolve linearly or non-linearly.
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6.5 A couple of consequences for dark matter haloes
So far, we have calculated the evolution of radial actions of tracer particles in generic
time-dependent spherical potentials and developed a diffusion formalism for radial
action distributions. We then tested our formalism in a time-dependent Kepler potential
and found that it accurately describes the time-evolution of radial action distributions in
a large part of integral of motion space but breaks down near the “fringe". Hereafter,
we discuss a couple of examples where the diffusion formalism developed in Section
6.3, and its limitations (i.e. in the impulsive regime), provide new physical insights.
These examples are i) the mass accretion history of a Milky-Way (MW) like halo and
ii) core formation in a self-interacting dark matter (SIDM) halo. For both of these
cases, we discuss whether or not the rate of change of the self-gravitating potential
of the halo implies an adiabatic evolution of the radial action distributions of tracers.
Notice that our discussion is solely focused on the evolution that arises due to a global
time-dependence of the gravitational potential. Potential resonant diffusion that arises
due to local perturbations is not included in our current formalism, but could easily be
included, either using Hamiltonian perturbation theory or an extension of the diffusion
theory presented here into two dimensions, similar to e.g. Peñarrubia (2015, 2019). The
key point of the calculations here is to assess whether conservation of radial actions is a
plausible assumption on average, given the rate at which i) the MW accretes mass or ii)
an SIDM halo forms a core.
6.5.1 Mass accretion in dark matter haloes
Pontzen and Governato (2013) developed a theoretical formalism to derive the distribu-
tion function of a DM halo by maximizing the entropy of an ensemble of collisionless
self-gravitating particles, while imposing the extra constraint that the ensemble aver-
age of the particles’ radial actions is conserved, 〈Jr〉 ≈ const. This was motivated by
the observation that the evolution of 〈Jr〉 in simulated haloes is much slower than the
variation of the radial action of individual DM particles, Jr. The authors find that the
distribution function of simulated haloes is accurately reproduced over several orders
of magnitude in Jr. However, the number of particles with low angular momentum is
underpredicted in the central regions of the halo (see their Fig. 4), and in turn Pontzen
and Governato (2013)’s formalism does not reproduce the ubiquitous CDM cusps. The
authors show that this mismatch can be alleviated by including a second, dynamically
decoupled population of particles into the formalism, the so-called "cusp" particles.
Collision-less N-body simulations show that centrally-divergent cusps arise during
the early build up of DM haloes, when the gravitational potential of these systems
undergo impulsive changes. After that epoch, central DM cusps are retained throughout
the hierarchical accretion history of the parent halo. In galactic haloes that are initialized
with a cored DM profile, a DM cusp can re-grow through dry mergers with massive
cuspy dark matter subhalos that fall into the central regions of the host via dynamical
friction (Laporte and Peñarrubia, 2015).
Here, we use the analysis presented in Section 6.3.3 to assess if a MW-like halo
today – and at a characteristic early time – contains a significant sub-population of DM
particles whose radial actions are not conserved on average – which would be a plausible
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explanation for the mismatch between Pontzen and Governato (2013)’s analysis and the
results of simulations. In our formalism, this sub-population consists of particles that
inhabit the “fringe".
To this aim, we apply Section 6.3.3’s analysis to the mass accretion of MW-like
haloes as follows. We self-consistently construct an idealised MW-size halo following a
Hernquist density profile at two different redshifts. We use the mean accretion history
reported in Boylan-Kolchin et al. (2010) to determine the mass of the halo at a given
redshift and use the rejection sampling scheme described in Burger and Zavala (2019)
based on Eddington’s formalism (Eddington 1916, Binney and Tremaine 2008) to
sample a particle representation of the DM halo in dynamical equilibrium. We then cal-
culate the (theoretical) diffusion coefficient of each individual DM (simulation/sampled)
particle from Eq. (6.41). The MW-like halo we consider here has a virial mass of
M200 = 1.43×1012M and a concentration3 of c200 = r200/r−2 = 12 at redshift z = 0.
These are typical values for MW-like haloes (e.g. Boylan-Kolchin et al. 2010).
For the scale factor R(t) (formally given by Eq. 6.9), we use an approximate formula














is the logarithmic slope of the potential at a given radius and
Ψ(r, t) = Φ(r, t)−Φ(0, t) (6.54)
is the potential shifted such that Ψ(0, t) = 0. To calculate the diffusion coefficient, we


























In our model scenario of mass accretion into a MW-size halo, we assume that mass
accretes primarily into the outer parts of the halo, leaving the inner mass content
unchanged. This is in line with the simple picture of cosmological halo mass assembly
in layers/shells in which the concentration parameter c200 = r200/r−2 evolves with
redshift only due to the evolution of r200 ∝ (1+ z) in an expanding Universe. This
simple picture is approximately validated by full cosmological N-body simulations (e.g.
3With r−2 being the radius at which the logarithmic slope of the halo’s density profile equals −2 and r200
the radius at which the enclosed density equals 200 times the critical density of the Universe.
4For a discussion of the validity of this approximation see Appendix 6.9)
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Sánchez-Conde and Prada 2014, Ludlow et al. 2014). Under these assumptions, the
scale radius in a Hernquist halo can be written as a function of redshift as








where c200,0 is the concentration parameter at the current time, M(z) is the redshift-
dependent halo mass and H(z) is the Hubble rate. In a Hernquist halo,






















where we suppress the redshift-dependence and derivatives are taken with respect to
cosmic time. In our model of mass accretion, the density profile is that of a Hernquist
halo at all redshifts. Therefore, for most times and radii, we expect that the evolution of
the potential’s logarithmic slope is negligible. For the cases we study in the following,
we have explicitly verified that Ψ̇/Ψ α̇ . Independent of our definition of the static
frame in which we define the action invariant, and hence independent of the definition













In order to evaluate Eq. (6.61) at different times, we adopt the median mass accretion
history for MW-like haloes reported in Boylan-Kolchin et al. (2010)


































× (−(1+ z)H(z)) (6.64)
where H(z) is the Hubble rate at redshift z. At the current time (z = 0) we find that for
M(z = 0) = 1.43×1012M and c200,0 = 12,
Ṁ
M
(z = 0)≈ 1.57×10−2 Gyr−1. (6.65)
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In the past, however, the amplitude of the specific accretion rate may have been very
different. As an example, let us look at the redshift zmax maximizing dM/dz/M, which





At this redshift, we find that M(z = zmax)≈ 3.7×1011M and
Ṁ
M
(z = zmax)≈ 0.35Gyr−1. (6.67)





Throughout our calculations, we use ΩΛ,0 = 0.7 and
Ωm,0 = 0.3. Using Eq. (6.61), we can now calculate the theoretical diffusion coeffi-
cients at different redshifts using Eq. (6.41). To that end, we calculate energy, angular
momentum, radius and radial velocity of each (simulation) particle in our halo. We
then numerically calculate the radial action, the radial period, and 〈r ·v〉 (according
to Eq. 6.42) of each particle. From the ratio
√
D̃/Jr we then construct the “linear",
“transition" and “fringe" areas introduced in Fig. 6.3.
Fig. 6.12 shows the integral of motion space distribution of one million particles
at different times. In the top (bottom) panel, we show the distribution at the redshift
zmax (today). In each panel, we show the fraction of particles inhabiting the different
integral of motion space areas, which correspond to the ones introduced in Fig. 6.3 for
the time-dependent Kepler potential. To determine the boundaries between the different




In the upper panel of Fig. 6.12, we see that at z = zmax only ∼ 41% of the particles
in the DM halo inhabit the “linear" integral of motion space area in which the diffusion
formalism applies, while ∼ 18% are located in the “fringe", where we expect impulsive
evolution. Just as in the Kepler case, at large values of Jr, we find that the integral
of motion space area of the “linear" regime shrinks and eventually disappears with
all particles at very large radial actions being in the “fringe", where the evolution of
the radial action is non-linear. We note that in the Kepler case, particles with these
large actions tend to drift towards smaller values of Jr and get "locked in" on short
to intermediate time-scales (see Fig. 6.1). Since such drift does not seem to occur in
the opposite direction in the Kepler case, radial actions which are too large to satisfy
a “linear" evolution are effectively erased from the distribution. Assuming that this
quantitative behaviour will be the same in a DM halo (with a potential closer to that of a
NFW distribution) an integral of motion space distribution of DM particles such as the
one seen at z = zmax could have significant consequences. In particular, if the “fringe" is
as populated as in the upper panel of Fig. 6.12, the radial action distribution is expected
to drift towards smaller radial action at later times, i.e., the amount of particles with
smaller radial actions increases and the tail of the distribution is erased.
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Figure 6.12. Occupancy of the E − Jr space in an idealised MW-size halo accreting
mass according to the mass assembly history obtained in cosmological simulations (see
Eq. 6.64). The silver area is not populated, the green area is the “linear" regime in
which
√
D̃/Jr < 0.1. The area coloured in cyan is the “transition" area in which√
D̃/Jr < 1 and the red area is the “fringe". The fraction of particles in the different
regions is shown as a percentage of the total amount of particles. The top panel shows
the integral of motion space occupancy at z = zmax (see text), the bottom panel at z = 0.
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The lower panel of Fig. 6.12 shows the integral of motion space occupancy today.
In contrast to the upper panel, the evolution of radial actions in a MW-size halo today
is on average significantly more adiabatic, with 83 per cent of particles inhabiting the
“linear" regime, as opposed to only 3.7 per cent that inhabit the “fringe". This implies
that at the current time, it is fair to assume that the ensemble average of radial actions is
conserved in a MW-size halo, as shown in the bottom panel of Fig. 6.12. The results
of our simple analysis confirm that the assumptions made by Pontzen and Governato
(2013) are well founded. Yet, the top panel suggests that the (mean) evolution of the
gravitational potential becomes gradually more impulsive the further we go back in
time. Since we know that cusps form immediately after the gravitational collapse of
the parent halo, this likely points to a link between the formation of the cusp and the
impulsive evolution of the gravitational potential. Fig. 6.1 shows that an impulsive
evolution leads to a net evolution of radial action distributions towards smaller actions.
A possible explanation for that may come from Eqs. (6.10) and (6.20). In fast evolving
potentials, infalling particles have lower energies and thus shorter “instantaneous radial
periods". Such infalling tracers may thus be “locked" into the regime in which ∆/Jr . 1
and Eq. (6.20) applies. Fig. 6.12 demonstrates that at a fixed radial action, the linear
oscillation amplitude (see also Eq. 6.20) is (on average) smaller for particles with smaller
energies. Comparison between the two panels also reveals that faster evolution of the
gravitational potential shifts the “linear” integral of motion space towards lower radial
actions and energies. At a fixed radial action, particles with smaller energies also have
smaller angular momenta. In very fast evolving potentials, this lock-in mechanism is
therefore most efficient for particles with low angular momenta. This way, impulsively
evolving potentials themselves would create populations of particles with small radial
actions and low angular momenta. These may be the “cusp particles" of Pontzen and
Governato (2013). However, since this is an impulsive/non-linear effect, a complete
understanding cannot be obtained using the diffusion formalism presented here. A first
step towards an overall better understanding will be to expand our formalism beyond the
analysis of tracers and to self-consistently evolve the radial action distribution and the
gravitational potential of an ensemble of gravitating particles at subsequent time-steps.
Finally, we note that diffusion formalism may be useful to improve the analysis
of tidal streams in the MW. Buist and Helmi (2015) have analyzed the evolution of
radial action distributions of tidal streams in a time-dependent Aquarius potential. In
tidal streams whose orbits are not adiabatic, they find an increased spread in radial
action between the stream particles when compared to the final distribution in a static
potential. In the bottom panel of Fig. (6.12), we find that ∼ 17% of DM particles today
inhabit a region in integral of motion space in which diffusion of radial actions due to
the time-dependence of the MW is a relevant phenomenon. Stars in tidal streams are
essentially tracers of the gravitational potential and thus our results suggest that the
observed increased spread in radial action is the result of a diffusion process in radial
action space caused by the time-dependence of the potential. This diffusion in radial
action space constitutes an additional baseline error source when using the clustering
of tidal streams in action space to constrain the potential of the Galaxy, as was done,
e.g, by Sanderson et al. (2015) and Sanderson et al. (2017). In particular, our results
suggest that the accuracy of the assumption that the true potential implies the most
tightly clustered radial action distribution depends on both the accretion history of the
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MW and the orbit of the tidal stream’s progenitor.
6.5.2 Cusp-core transformation in SIDM
Burger and Zavala (2019) looked at the evolution of a set of tracer particles with a
Gaussian distribution in radial action orbiting in the potential of a dwarf-sized DM
halo developing a constant density core in one of two different ways5, through elastic
self-scattering between the DM particles (SIDM) or through impulsive energy injections
into the system akin to supernova feedback. Fig. 7 in Burger and Zavala (2019) shows a
comparison of the final radial action distributions of the tracer particles in these two
reference scenarios, as well as a third baseline scenario in which the host halo retains its
cusp. From this figure, it is clear that N(Jr, t) at the end of the SIDM simulation, which
has a cusp-core transformation, is very close to the final distribution in the benchmark
simulation (without a cusp-core transformation). Presumably, the difference between
those two distributions can be explained by some small amount of diffusion in radial
action space. Hence, we expect that a large part of the E − Jr space area occupied
by particles orbiting in a SIDM halo belongs to the “linear" regime of radial action
evolution.
To test this hypothesis, we perform the analysis introduced in Section 6.3.3 in a
SIDM halo similar to the one used in Burger and Zavala (2019) following Eq. (6.41). The
only difference is that we re-run the SIDM simulation with a smaller self-interaction
cross section of σ/mχ = 1cm2 g−1. We save snapshots (simulation outputs) every
0.14Gyr and calculate the potential Ψ(r) by averaging the potential of tracer particles in
logarithmically spaced spherical shells. To obtain Ψ(r, t) we interpolate Ψ(r) between
snapshots. The scale factor itself is calculated according to Eq. (6.52). We calculate
α(r, t) numerically by interpolating the function log(Ψ)(log(r)) and calculating its
derivative at each (simulation) particle’s radius. Since the SIDM halo changes shape
we cannot neglect the time-dependence of α(r, t) and the derivative of the scale factor
at a given radius given by Eq. (6.55). α̇ and Ψ̇ are calculated numerically at each
particle’s position. We then calculate D̃(Jr,E ) from Eq. (6.41) as in Section 6.5.1, but
using Φ(r, t) of the SIDM halo. Core formation in a SIDM halo is a gradual process.
Initially, self-interactions are most efficient in the halo’s centre and cause a relatively
fast decrease of the central density. Subsequently, the forming core slowly thermalizes.
In this latter stage, due to the prior mass redistribution, the density is completely flat
(isothermal core) in the centre followed by a small region outside the inner core (but still
within the scale radius) where the density rises slightly above that of the original profile
(see e.g Vogelsberger et al. 2012, 2014). At the end of our simulation, the halo’s core
is fully thermalized and in a transient quasi steady state. Notably, including baryons
into the simulation can change the phenomenology of SIDM (see Santos-Santos et al.
2020 or Robles et al. 2017). We briefly note that there is an additional phase called
gravothermal collapse (e.g. Zavala et al. 2019 and Turner et al. 2020) in which the core
collapses to very large densities. However, this phase is only relevant for very large
cross sections.
Fig. 6.13 shows the evolution of the central part of the SIDM-halo’s density profile
5The halo used was a dwarf-sized halo which initially has a Hernquist density profile with mass M200 =
1.43×1010M; see Table 1 of Burger and Zavala (2019) for the relevant simulation parameters.
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t = 0 Gyr
t = 0.4 Gyr
t = 3.9 Gyr
Figure 6.13. Evolution of the density profile in the inner region of a dwarf-size SIDM
halo with σ/mχ = 1cm2g−1. Lines denote the halo density profile at different times.
The black solid line marks the density profile at the beginning of the simulation ,
whereas the orange and red dashed lines are the density profiles after 0.4Gyr and
3.9Gyr of simulation time respectively. Blue lines indicate the evolution in between
other snapshots. The gray shaded area denotes the resolution limit of the equivalent
CDM-only simulation (see Burger and Zavala 2019).
in our simulation. The black solid line is the initial density profile. In dashed orange
we show the density profile after 0.4Gyr and the red dashed line is the density profile
after 3.9Gyr. Blue lines denote snapshots between or after the ones highlighted in the
legend. The grey shaded area shows the resolution limit for CDM simulations (Power
et al. 2003). We note that SIDM profiles are usually converged to well within this
so-called Power radius (Vogelsberger et al., 2012; Rocha et al., 2013; Vogelsberger
et al., 2014). The orange density profile corresponds to a time during the initial stage
of core formation when the mass density in the innermost part of the halo decreases
rapidly. The red line, on the other hand, corresponds to a time at which the core is fully
formed. We have chosen those two times because they represent different stages of the
core formation process in a SIDM halo.
Fig. 6.14 shows the integral of motion space occupancy for the SIDM halo at
the times corresponding to the orange dashed line (0.4Gyr) and the red dashed line
(3.9Gyr) in Fig. 6.13. The areas in the plot correspond to the equivalent areas in Fig.
6.12. The change in gravitational potential due to core formation (induced by DM
self-interactions) causes an almost adiabatic evolution of radial action distributions
over the entire simulation time. In both panels of Fig. 6.14, more than 97 per cent of
DM particles are in the “linear" integral of motion space area and only around 1 per
cent inhabit the “fringe". As a consequence, we expect the radial action distribution of
tracer particles to be altered very little, if at all, by the change in gravitational potential
triggered by SIDM, provided that the numerical values of the self-interaction cross
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t = 3.9 Gyr
Figure 6.14. The E − Jr space occupancy in a dwarf-size halo forming a core due to
self-scattering between its DM particles. The different curves and areas are equivalent
to those in Fig. 6.12. The fraction of DM particles populating each area of integral of
motion space is shown as a percentage in the respective areas. The upper panel
corresponds to the orange dashed line in Fig. 6.13 (early-stage of core formation),
while the lower panel corresponds to the red dashed line in Fig. 6.13 (late-stage of core
formation).
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section lies within the range that is allowed by astrophysical constraints.
We remark that the statement that the evolution of radial action distributions in an
SIDM halo is expected to be linear and can be described by our diffusion formalism
applies only to kinematic tracers. For the DM particles themselves, SIDM-induced
elastic collisions are a different matter as the radial action of both collision partners
changes in a random fashion, since their post-collision orbits are entirely different from
the pre-collision orbits.
We apply the diffusion formalism presented in Sections 6.3 and 6.4 to describe the
evolution of a Gaussian radial action distribution comprised of 200006 tracer particles
orbiting in the core-forming SIDM halo. We use the approximations given by Eqs. (6.52)
and (6.55) for R(t) to calculate the drift and diffusion coefficients. In Appendix 6.9,
we demonstrate that the evolution of radial actions of kinematic tracers in a potential
with a time-dependent shape is accurately described by this approximate scale factor.
Since the rate at which the shape of the potential in Appendix 6.9 changes is larger than
the rate at which the potential of the SIDM halo changes, we conclude that we can use
Eqs. (6.52) and (6.55) to obtain accurate predictions of the evolution of N(Jr, t) in a
core-forming SIDM halo.
Fig. 6.15 shows the “measured" radial action distribution (black solid line) after
2.1Gyr of simulation time in the top panel and after 3.9Gyr in the bottom panel,
along with the result of the diffusion formalism (green dashed line) and the initial
distribution (red dotted line). Since the calculation of the drift and diffusion coefficients
involves numerical derivatives of time-dependent measured quantities, we take N(Jr, t)
at t = 0.4Gyr as the initial distribution in order to assure that the time-derivatives are
numerically stable. The result of the diffusion formalism is overall in good agreement
with the measured distribution in Fig. 6.15 (particularly in the early stages of core
formation; see upper panel). However, in the late stage of core formation (between
2.1Gyr and 3.9Gyr) the measured distribution gradually forms a slightly more extended
tail towards larger radial actions. This evolution, albeit not very sizeable, is not predicted
by our formalism. In fact, our diffusion formalism predicts hardly any evolution at all,
which might imply that this is a significant deviation. In Appendix 6.9, however, we
show that the amplitude of the oscillation of radial actions in a potential developing
a core is in general well approximated by our diffusion formalism. We thus surmise
that the small but gradually increasing mismatch between the measured radial action
and the result of the diffusion formalism is caused by numerical effects arising due to
the discrete sampling of the SIDM halo. In fact, since the DM simulation particles are
more massive than the tracers, individual close encounters between tracers and DM
simulation particles can occasionally lead to a small sudden increase in the tracer’s
energy, leading to a small increase in radial action as well.
Nonetheless, as we find in Appendix 6.9, a shape-changing host potential can
cause sizeable oscillations of the radial action values if the change in shape of the
potential occurs fast enough. The fact that our diffusion theory does not predict any
sizeable evolution of N(Jr, t) implies that the change of the shape of Ψ(r, t) is rather
slow between t = 0.4Gyr and t = 3.9Gyr. In Fig. 6.16, we look at the time evolution
6To enable us to derive smoother drift and diffusion coefficients, we have added 18000 tracers to the
original 2000 used in Burger and Zavala (2019). They are set up in exactly the same way as the initial 2000
tracers and thus obey the same Gaussian distribution.
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Figure 6.15. Radial action distribution of 20000 tracer particles after 2.1Gyr of
simulation time (top panel) and after 3.9Gyr of simulation time (bottom panel) in the
core-forming SIDM halo shown in Fig. 6.13. The black lines show the measured
distribution. The red dotted line is the initial distribution and the green dashed line
denotes the result of the diffusion formalism.
148
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Figure 6.16. Logarithmic slope α(r, t) of the potential of the SIDM halo in Fig 6.13 as
a function of radius at different times (upper panel) and change of the logarithmic slope
with respect to t = 0.4Gyr, also as a function of radius (lower panel). The times shown
match the ones in Fig. 6.15. The grey shaded area highlights the resolution limit as in
Fig. 6.13.
of the logarithmic slope α(r, t) of the SIDM halo’s potential as a function of radius. We
show the logarithmic slope of the potential at three different times, t = 0.4Gyr (solid
black line), t = 2.1Gyr (dashed orange line) and t = 3.9Gyr (dotted red line). In the
lower panel, we furthermore show the change of the logarithmic slope with respect to
t0 = 0.4Gyr, defined as
δα(r, t) = α(r, t)−α(r, t0). (6.69)
We find that the evolution of α(r, t), which directly affects the ratio Ṙ/R through the
time-derivative α̇(r, t), is most significant at earlier times and at smaller radii. In fact,
in Fig. 6.16 we show that most of the evolution in α(r, t) occurs between 0.4Gyr and
2.1Gyr. Afterwards, the shape of the potential is essentially constant, implying that
at that point the core is fully formed. Considering that Fig. 6.15 hardly shows any
evolution of both predicted and measured N(Jr, t) between t = 0.4Gyr and t = 2.1Gyr,
we conclude from Fig. 6.16 that there should not be any physical evolution afterwards
either. We take this as confirmation that the small observed drift in this time interval is
due to discreteness effects, i.e., it occurs because the sampled potential is not perfectly
smooth.
In conclusion, we find that SIDM with a cross section of σ/mχ = 1cm2g−1 causes
virtually no evolution in N(Jr, t) and can thus be considered a fully adiabatic process. In
a cosmological SIDM halo the impact of mass accretion on the radial action distribution
of tracers will thus far outweigh the impact of SIDM.
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6.6 Conclusion
Cosmological simulations of CDM yield concordant results on all resolved scales. An
example is the inner density profile of collapsed DM haloes, which is found to be
universal over 20 orders of magnitude in halo mass (Wang et al. 2020). Simulations of
the dynamics of virialized self-gravitating systems have also provided valuable insight
into the long-term evolution of such systems, modeling, for instance, the shapes of
observed galaxies or the formation of tidal streams in the galactic halo.
However, many of the results of N-body simulations have not yet been understood
from fundamental principles. An approach that is frequently used to model the secular
evolution of bound systems is Hamiltonian perturbation theory (e.g. Lynden-Bell and
Kalnajs, 1972; Tremaine and Weinberg, 1984). In this method, the (time-dependent)
Hamiltonian is written as a power series expansion in some small parameter ε and
the zero’th order term is a time-independent Hamiltonian that can be written in terms
of canonical action variables (see Eq. 6.1). Hamiltonian perturbation theory can be
formulated into a kinetic theory for the evolution of self-gravitating systems (Heyvaerts
2010), an approach that has proven quite successful in recent years (e.g. Fouvry et al.
2015). However, a crucial assumption behind Hamiltonian perturbation theory is that
actions are integrals of motion of the zero’th order term H0 and that they evolve very
slowly. The theory performs well for potentials in which these conditions are fulfilled,
but breaks once actions evolve significantly with time.
An alternative to Hamiltonian perturbation theory is to use statistical mechanics. His-
torically, however, deriving a thermodynamic model for the evolution of self-gravitating
systems has proven to be difficult for a variety of reasons. Negative specific heat and
non-ergodicity of gravitating systems forbid the use of canonical or grand canonical
ensembles. On top of that, Padmanabhan (1990) shows that in gravitating systems
the energy is not an extensive parameter, thus the system cannot be divided into non-
interacting macrocells and the laws of standard thermodynamics do not apply. Despite
these challenges, several attempts have been made to describe the evolution of self-
gravitating systems within the framework of statistical physics. Pontzen and Governato
(2013) attempted to derive the distribution function of a virialized CDM halo, using a
maximum entropy approach and the additional constraint that the ensemble average
of the DM particle’s actions be conserved. Their formalism accurately recovers the
distribution function of simulated haloes over several orders of magnitude, but does
not predict the centrally-divergent density cusps without adding a second, dynamically
decoupled particle population with low angular momenta.
Peñarrubia (2013) developed a coordinate transformation relating the equations of
motion in a frame with a time-dependent potential to the dynamics in a different frame
in which the potential is static. The integrals of motion in this new reference frame
expressed in the coordinates of the original frame are so-called dynamical invariants.
Subsequently, Peñarrubia (2015) developed a statistical theory for the diffusion in
energy space of a particle ensemble in the time-dependent potential based on those
dynamical invariants.
In this paper, we have developed a similar theory for the diffusion of particle
ensembles in radial action space. For now, our theory is restricted to spherically
symmetric potentials but we note that a modified theory that includes diffusion along
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resonant spatial directions can be obtained as discussed in Peñarrubia (2015). In our
theory, the diffusion is derived by treating the tracers as a microcanonical ensemble
and relating the drift and diffusion coefficients to the evolution of the radial actions of
individual tracers. This makes our approach fundamentally different from Hamiltonian
perturbation theory, in which perturbed systems do not depart strongly from a state of
dynamical equilibrium. To first order, we show that the time-evolution of the radial
action of a particle moving in a time-dependent spherical potential is given by an
oscillation around the invariant action, with an amplitude that is fully determined by
the phase space coordinates of the particle and the transformation between the static
and the time-dependent frames. Since actions are traditionally considered adiabatic
invariants, we can use the ratio between the amplitude of the linear oscillation and the
radial action to determine whether the evolution takes place in an adiabatic or impulsive
regime. We illustrate this theory with two examples i) an idealised Milky-Way (MW)
size galaxy with a time-dependent potential that grows according to the average mass
accretion history of MW-like ΛCDM haloes, and ii) the time-dependent potential that
of a dwarf-size self-interacting DM (SIDM) halo forming a constant density core. A
summary of our main methods and key results is as follows:
1. Calculating the linear variation of Jr.- The starting point is to find a numerical
(or approximate) solution to the differential equation for the scale factor R(t)
which defines the coordinate transformation introduced in Peñarrubia (2013). We
then write the action invariant J′r defined in the new time-independent reference
frame in terms of the phase space coordinates of the particle in the original frame.
Under the assumption that the potential evolves slowly, we make a first order
Taylor expansion of J′r in Ṙ/R (see Section 6.2.2). We find that to zero’th order,
the dynamical invariant J′r and the radial action Jr in the original reference frame
are the same. The first order correction to this equality is an oscillation with an
amplitude proportional to Ṙ/R – and thus to Φ̇/Φ – around Jr′ . This oscillation
happens in phase with the radial motion and is proportional to the radial period
of the particle’s orbit. We have here for the first time presented an analytical
calculation of the linear oscillation amplitude of radial actions in time-dependent
potentials (Eq. 6.20). As a numerical test of this linear model, we follow the orbits
of three tracer particles in a time-dependent analytic Kepler potential using the
N-body code AREPO (Springel, 2010) (see Section 6.2.3). In case the oscillation
amplitude is small compared to Jr itself our linear model provides an excellent fit
to the time-evolution of Jr (see top panel of Fig. 6.2). For orbits in the “fringe"
of the potential (E ≈ 0), such as the one shown on the bottom panel of Fig. 6.2,
the linear oscillation amplitude is of the order of Jr itself and the radial action’s
evolution becomes non-perturbative.
2. Formulating a diffusion formalism in radial action space. - Having calculated
the linear variation of Jr for individual particles in a time-dependent potential,
we then aim to statistically predict the evolution of the radial action distribution
N(Jr, t) of a particle ensemble. In Section 6.3.1, we show that if the time evolution
of the gravitational potential is sufficiently slow, N(Jr, t) is related to the invariant
distribution of dynamical action invariants N(J′r) through a diffusion equation.
The drift and diffusion coefficients C̃(Jr, t) and D̃(Jr, t) which appear in the
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diffusion equation are proportional to the ensemble average and the variance
of the first order Taylor correction, respectively. Having computed C̃(J′r, t) and
D̃(J′r, t), we can calculate N(Jr, t) from the invariant distribution N(J
′
r) through a
simple Gaussian convolution. We define a numerical criterion based on ˜D(Jr, t)
to determine whether the expected evolution of radial action distributions can be
described as a diffusion process. Dependent on the ratio between
√
D̃ and Jr we
define three different regions in integral of motion space:
• In the linear regime,
√
D̃ < 0.1Jr. We expect that the diffusion formal-
ism will provide a good prediction of the evolution of N(Jr, t) for particle
distributions inhabiting this area in phase space.
• In the transition regime, 0.1 <
√
D̃/Jr < 1 we expect (average) deviations
from linear evolution, and thus our expectation is that the diffusion formal-
ism will yield only rough results when applied to particle distributions in
this part of phase space.
• In the fringe,
√
D̃ > Jr, and thus we expect that the diffusion formalism
does not apply.
To confirm these predictions, we perform a set of 5 restricted simulations of 20000
tracer particles orbiting in the same time-dependent Kepler potential as the three
individual tracers before and covering different integral of motion space regions
(see Table 6.1 and Fig. 6.3 for the simulation parameters and the restrictions in
phase space). A theoretical calculation of the diffusion coefficients in energy-
action space agrees well with the coefficients measured from the initial tracer
distributions (see Figs. 6.3−6.6). For the “10-linear" simulation we show that
if the drift and diffusion coefficients are measured directly from the particle
distribution, the predictions of the diffusion formalism are in perfect agreement
with direct measurements of both the invariant distribution N(J′r) and N(Jr, t) at
the end of the simulation (see Figs. 6.7, 6.8). Moreover, we find that a theoretical
calculation of the diffusion coefficient yields equally sound results provided the
drift coefficient is negligible, i.e., for fully phase-mixed particle ensembles (see
Section 6.4.2 for a discussion). In general, we find that the agreement between the
measured distribution and the prediction of the diffusion formalism deteriorates
the larger the fraction of particles populates the “transition" region in integral of
motion space as opposed to the “linear" region (Section 6.4.3, Fig. 6.9). As a
consequence, the evolution of N(Jr, t) in the ‘200-transition" simulation is highly
non-linear and cannot be modelled as a diffusion process (see Section 6.4.4).
We attempt to explain the observed evolution using higher-order perturbation
theory (see Fig. 6.11 and Appendix 6.8) but we have to concede that while we
manage to obtain an improved understanding of the shortcomings of the first
order approximation, a full understanding of the non-linear evolution of N(Jr, t)
in the “fringe" remains beyond our reach. Phenomenologically, however, we
observe that on average, there is a clear trend for particles whose evolution is
non-linear to drift towards considerably smaller radial actions on the simulation
time-scale (see Figs. 6.1, 6.2, 6.10). In fact, particles whose actions are initially
so large that there is no “linear" integral of motion space available (see Fig. 6.3)
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tend to quickly drift towards values of Jr where the evolution becomes linear. We
conclude that fast changes in the gravitational potential occurring over a short
period of time can permanently alter the radial action distribution of particle
ensembles in a non-trivial way. This effect is particularly important if the fraction
of particles in the “fringe" area is significant while the change in gravitational
potential occurs.
3. Implications for halo mass accretion and cusp-core transformation. - Following
our arguments from Section 6.3.3 we can decide from the ratio
√
D̃/Jr whether
the evolution of a particle ensemble’s radial action distribution is linear, and hence
whether actions are approximately conserved on average. For illustration, we
analyze whether radial action distributions evolve linearly during the accretion
history of a MW-size halo and during the process of cusp-core transformation in
a dwarf-size SIDM halo.
Mass accretion in a MW-size halo
To assess whether actions evolve linearly during the mass accretion history
of a typical MW-size halo we calculate the relative accretion rate Ṁ/M as a
function of redshift from the mass-redshift relation reported in Boylan-Kolchin
et al. (2010) and determine the redshift zmax that maximizes dM/dz/M. We
then self-consistently sample the phase space coordinates of 106 particles from
the distribution function of a Hernquist halo with mass M(z) and a scale radius
rs(z) - both today and at zmax (see Section 6.5.1). Calculating D̃(Jr, t) for each
particle, we determine the fraction of particles inhabiting the “linear" part, the
“transition" part and the “fringe" of the available integral of motion space (see Fig.
6.12). We find that at the current time, the radial action distribution of particles
in a MW-size halo evolves rather linearly, with 83 per cent of particles being
in the “linear" regime of phase space. However, at z = zmax, we find that radial
actions could not be considered conserved quantities on average. In fact, with
18 per cent of particles inhabiting the “fringe" and another 41 per cent being in
the “transition" area in phase space, we expect a highly non-linear evolution on
average. Furthermore, we find that at z = zmax no linear integral of motion space
is available at the largest radial actions.
From our discussion of the Kepler case, we expect that the radial action distri-
butions of DM particles in haloes drift strongly towards smaller actions at early
times (high redshifts). This impulsive drift is likely related to the formation of
primordial cusps. At later times, our results support Pontzen and Governato
(2013)’s statement that the ensemble average of radial actions is approximately
conserved. We note, however, that there is a sparsely populated volume in phase
space where the evolution of radial actions is not completely linear, even at late
times. Our results suggest that the action distribution of tidal streams in Milky-
Way like galaxies is not invariant, and that the hierarchical growth of the host DM
halo necessarily causes diffusion and drift in radial actions. This may explain
the results of Buist and Helmi (2015), who show that streams in time-dependent
potentials have a systematically larger spread of radial actions than streams in
static potentials. Treating the evolution of radial actions as a diffusive process may
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thus be a way to improve the analysis of tidal streams in the MW and constrain
the time evolution of the Galaxy potential.
It is important to bear in mind that our diffusion formalism provides approximate
results. The most significant caveat of our theory is that we consider diffusion in
only one dimension. While this is sufficient to describe the impact of a global
time-dependence of the potential, we cannot model resonant diffusion that may
arise due to local perturbations caused by mergers, for instance. Taking these
effects into account requires modeling the diffusion in multiple dimensions (see
Peñarrubia 2019 for how this may be done). For now, our main achievement is
that by modeling the diffusion of radial action distributions in time-dependent
potentials we can successfully describe ensembles of tracer particles in potentials
whose rate of evolution lies between adiabatic and impulsive. Since we do
not resolve the effect of localized perturbations, the diffusion of stars in tidal
streams predicted by our formalism would constitute a lower limit to the observed
diffusion.
Cusp-core transformation in a dwarf-size SIDM halo
Finally, we use the analysis presented in Section 6.3.3 to investigate whether
cusp-core transformation in a dwarf-size SIDM halo leads to linear or non-linear
evolution of radial action distributions of tracer particles (see Section 6.5.2). We
re-run the SIDM simulation of table 1 in Burger and Zavala (2019), increasing the
number of tracers by a factor of ten and changing the self-scattering cross section
to σ/mχ = 1cm2g−1, a value which is around the current constraint on SIDM at
dwarf scales (Read et al., 2018). We take snapshots every 143Myr and closely
follow the orbits of the tracers at each time step. We use the same functional
form for the scale factor as for the MW-size halo above. However, we now take
the changing halo shape into account when calculating its time derivative. At
each snapshot, we calculate the fraction of DM particles in the “linear" and the
“transition" regime as well as the “fringe" by calculating D̃ and Jr for each particle.
The fraction of particles in the linear regime is never below 97 per cent (see Fig.
6.14) and we conclude that cusp-core transformation due to SIDM leads to a very
slow change in the halo’s potential, implying that the evolution of radial action
distributions of particles orbiting in the SIDM halo is adiabatic.
Our diffusion formalism predicts that N(Jr, t) remains essentially constant during
core formation. However, the measured radial action distribution gradually
develops a tail towards larger radial actions that extends beyond the prediction
made by the diffusion formalism (see Fig. 6.15). For that reason, we test in
Appendix 6.9 whether the use of the approximate scale factor R(t) is valid in
potentials with a time-dependent shape. Modeling core formation in a smooth
external potential rather than a live halo, and using the approximate scale factor,
we find the linear Taylor expansion of the time evolution of Jr to be in very good
agreement with the directly measured evolution. Furthermore, we show that
during the time in which the extended tail forms in the measured distribution
N(Jr, t), the shape of the potential is largely constant (see Fig. 6.16), implying
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that radial actions should be conserved during that time. This leads us to conclude
that the observed evolution of N(Jr, t) is caused by individual close encounters
between tracers and DM (simulation) particles, and is thus a numerical effect.
Therefore, we take the prediction of our diffusion formalism at face value and
deduce that core formation in dwarf-sized haloes due to SIDM with σ/mχ ∼
1cm2g−1 has no detectable impact on the radial actions of kinematic tracers. In
other words, it is fully adiabatic.
In summary, we have here for the first time analytically calculated the linear time
evolution of radial actions in time-dependent spherical potentials. Based on that, we
have developed a diffusion theory for radial action distributions of tracers in time-
dependent gravitational potentials. This diffusion theory relates the evolution of the
distribution N(Jr, t) to an invariant distribution N(J′r) in a frame which is related to the
time-dependent frame via a coordinate transformation defined by a scale factor. We
have demonstrated the validity of our formalism, and furthermore provided a discussion
of its limitations, by performing restricted N-body simulations of tracer particles with
different initial distributions in radial action and applying the diffusion formalism to
model how these distributions evolve with time. We have shown that the size of the
diffusion coefficient D̃(Jr, t) relative to the square of the radial action itself is a good
indicator for whether radial action distributions will evolve linearly or not, and thus
for whether the diffusion formalism we developed is applicable. We have furthermore
shown that highly non-linear evolution causes a drift of radial action distributions. We
have then applied our mechanism to two distinct cases of interest in astrophysics.
First we have argued that while the radial actions of DM particles in a MW-size
halo are likely conserved on average at late times, this was not the case shortly after
the gravitational collapse of these objects. At the current time, we expect the evolution
of radial action distributions of gravitational tracers to be mildly diffusive. Diffusion
becomes increasingly important at earlier times, and we predict a significant asymmetric
drift towards smaller radial actions for z & 2. The impulsive evolution of haloes at
very early times may be linked to the formation of primordial cusps, and taking into
account diffusion due to the time-dependence of the MW halo’s potential can potentially
improve the analysis of tidal streams. As a second application, we have demonstrated
that radial actions are conserved in core-forming dwarf-size SIDM haloes.
In future work, we aim to extend our diffusion theory into two dimensions to take
into account spatial resonances and deviations from spherical symmetry. Moreover,
applying our diffusion theory to massive particles instead of tracers is an important
future step towards developing a fully self-consistent statistical theory for the dynamical
evolution of self-gravitating systems
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6.7 Appendix A - Numerical calculation of the scale
factor
In this section we discuss how we calculate the scale factor R(t) numerically using
Eq. (6.9). We start by recalling that Eq. (6.9) has an analytic solution if the evolution is
adiabatic. In this case, we can neglect the term proportional to the second derivative of
the scale factor to have
R3F(Rr′, t)≈ F′(r′). (6.70)











or in terms of the ratio Ṙ/R, which is the relevant quantity in the linear expansion of the






This implies that up to first order, the scale factor only depends on time, and there is
no residual dependence on the orbital trajectory of individual tracer particles. In this
paper, however, we are interested in both the fully adiabatic regime and the regime in
which the evolution of radial actions is non-adiabatic. Thus, adopting Eq. (6.72) as the
scale factor for all tracer particles might be a bad approximation, in particular when
R/R̈ is of the order of the radial period squared. To avoid this issue, we solve Eq. (6.9)
numerically along the phase space trajectory of each particle, using a KDK leapfrog
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Figure 6.17. Confidence level regions of the distribution of Ṙ/R versus time, taken from
the “10-linear" simulation (see Table 6.1). The solid red line shows the median value,
the dark (light) red shaded region covers 68% (95%) CL of the distribution. The
analytic solution from Eq. (6.73) is shown as a solid black line.






= G(R(t),r(t), t). (6.75)
During the simulation, we record phase space coordinates at each time step, as well as
the simulation time. We evolve Eq. 6.75 between times t and t +∆t, where ∆t is the




























G(R(t +∆t),r(t +∆t), t +∆t)).
Since Eqs. (6.76−6.78) explicitly depend on the radius of the tracer at a given time,
there is now an orbit-dependent part that enters into the solution for R(t) (contrary to
Eqs. 6.72 and 6.73). We thus expect that the true values of R(t) will be distributed
around the analytic solution given by Eq. (6.72).
Fig. 6.17 shows the median of Ṙ/R versus time as a red solid line, calculated from
the "10-linear" case defined in table 6.1. The 68% (and 95%) confidence level regions
are shown as dark (and light) red shaded areas. The analytic approximate solution given
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by Eq. (6.73) is shown as a black solid line. Both the median and the analytic solution
lie well within the 68% confidence level. Overall, we find that the analytic solution is a
reasonable approximation for most particles. A small fraction of particles tends towards
significantly (50 per cent) larger values of Ṙ/R as time progresses, yet the median stays
close to the analytic solution at all times. This suggests that in the “10-linear" case,
which is the closest to being adiabatic, the analytic solution to Eq. (6.74), i.e. Eq. (6.73),
provides a good approximation of the true scale factor.
6.8 Appendix B - Higher order perturbation theory
The formalism presented in Sections 6.3 and 6.4 is based on linear perturbation the-
ory. Here we calculate the radial action evolution to higher orders in perturbation
theory, allowing for a slightly more accurate description of radial actions inhabiting the
“transition" area between the “linear" and “fringe" regimes.
Eq. (6.18) is a general expansion of the invariant radial action J′r, which equates
the difference between J′r and Jr to an infinite Taylor expansion. In Eq. (6.20) we
truncate this series to first order by assuming that the perturbations to the radial action
are sufficiently small on average. However, as we have seen throughout Section 6.4,
the linear prediction gradually deteriorates in the “transition" regime and is not valid in
the “fringe" of the potential. Hereafter, we calculate the second order expansion and
investigate how it changes the results of the diffusion formalism.
To calculate Jr to second order in perturbation theory, we first need to use the exact



























Since I is a true dynamical invariant, changing between coordinate systems and writing
I in terms of time-dependent quantities cannot result in I depending on phase space
variables. The integral in Eq. (6.80) is thus always defined solely in the static frame, but
we are allowed to write the constants and functions appearing in the integral as functions
of time-dependent quantities, as long as the integrand depends on the integration variable




RR̈r2 +R2Φ(r, t) (6.81)




R3R̈r′2 +R2Φ(Rr′, t) (6.82)
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If the potential is scale-free, this enables us to write the integrand of Eq. (6.80) in
terms of time-dependent quantities while still keeping all dependence on the integration
variable explicit and analytic. Note that to do so we have to use R̈ = 0 in Eq. (6.82) for
consistency, since we originally used this assumption in Eq. (6.9) to obtain scale factors
which do not depend on the phase-space trajectory of each particle.
In potentials that are not scale-free, the scale factor cannot, in general, be treated as
independent of the phase space trajectory. This implies that writing the potential in the
time-independent frame in terms of time-dependent quantities introduces an implicit
and thus non-analytic dependence on the integration variable (the radius) through the
scale factor. This does not alter the linear correction, provided we take the following
(adiabatic) limit.
The key assumption is that even if the potential is not scale-free, we can approximate
the scale factor as independent of the particle’s trajectory on time-scales which are
of the order of the dynamical time. This means that the scale factor, and hence the
potential, evolves slowly compared to the particle’s orbital period, which is exactly
how the adiabatic regime is usually defined. Mathematically, this means that since we
evaluate Eq. (6.79) at a fixed time and we treat R in Eq. (6.82) as dependent on time
only, we can treat R as a simple scalar when evaluating the integral 6.80.
To expand Eq. (6.80), we first introduce a few definitions. We define




as the square of the integrand in the static frame. Then we define the functions g′(I,L)
and h′(I,L) as the peri- and apocentre radii of particles with energy I and angular
momentum L, respectively. Next, we define








which is f = R2 f ′ with the energy and the potential written in terms of time-dependent
quantities. Here we have further introduced y = Ṙ/R and z = R̈/R as the variables upon
which the Taylor expansion will be made. Finally, we define g(E,L,y,z) and h(E,L,y,z)
as g = Rg′, h = Rh′, which reduce, respectively, to the peri- and apocenter radii in the
time-dependent frame when taking the limit y→ 0, z→ 0. Under the assumption that R
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Figure 6.18. Comparison between the first (T1) and second (T2) order Taylor
expansions (T1) in the "50-transition" case (see Table 6.1 and Section 6.4). The top
panel shows the invariant distribution calculated at t = 0. The black and red lines are
distributions measured directly by calculating J′r for each particle and binning the
results. The red line is calculated applying the second order Taylor expansion to
calculate J′r, whereas the black line is calculated using the first order expansion. The
green dashed line is the result of a Gaussian convolution, with drift and diffusion
coefficients calculated from the first order Taylor expansion. The blue dotted line is the
result of a convolution using the second order Taylor expansion. On the bottom panel,
we see the measured radial action distribution in the time-dependent frame in black,
calculated at t = 3Gyr. The result of the first (second) order diffusion formalism is
shown as a green dashed (blue dotted) line.
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We can then write to second order
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We note that in Eq. (6.91), we implicitly assume that R̈/R is of the same order as (Ṙ/R)2.
In the Kepler example, we can verify this and find from Eq. (6.72) that R̈/R = 2Ṙ/R in
the adiabatic limit.
In general, the integrals defining the coefficients A,B,C in Eq. (6.91), have to be
evaluated numerically, which is a complicated task, especially considering that all
we hope to achieve is a slightly better understanding of the evolution of radial action
distributions in the “transition" regime of Fig. 6.3. Fortunately, in the case of the Kepler




If we Taylor expand the invariant action up to the second order, we find


































From Eq. (6.94) we see that second order corrections become important at larger
energies, i.e., closer to the “fringe". Here we investigate the impact of including second
order corrections on the “50-transition" case of Section 6.4 (see Table 6.1).
In Fig. 6.18 we compare the results of the diffusion formalism for the “50-transition"
distribution when using first order coefficients (T1) and second order coefficients (T2).
The top panel compares the invariant distributions at the beginning of the simulation.
The “measured" curves refer to a direct measurement of the distributions, where in
order to measure the T1 (T2) distribution we have applied the first order (second order)
correction to the action of each individual particle. The “convolved" curves are the result
of applying the Gaussian convolution defined in Eq. (6.31), using drift and diffusion
coefficients obtained from the first or second order Taylor expansions. Overall, we
find that “T1 measured" and “T2 measured" look very similar when compared to each
other. The same is true for “T1 convolved" and “T2 convolved", implying that including
second order corrections does not improve the accuracy of our formalism.
The effect of including the second order coefficients is mainly to reduce (increase)
the tail at the lower (higher) end of the “measured" invariant distribution (top panel of
Fig. 6.18). This is to some extent expected, as the second order corrections all increase
the value of J′r (see Eq. 6.94). Comparing the “T1" curves to the “T2" curves, we find
no significant improvement of the match between the “measured" and the “convolved"
curves. Since the tails of the invariant distribution seem to be quite sensitive to the order
of the perturbative expansion, we expect higher orders to have a sizeable impact as well.
On the bottom panel of Fig. 6.18 we show the final result for the distribution of radial
actions in the time-dependent frame obtained from Eq. (6.32), using the distributions on
the left panel and drift and diffusion coefficients calculated at t = 3Gyr. Once more,
T1 (T2) refers to the first (second) order Taylor expansion. Evidently, the agreement
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between the measured distribution and the result of the diffusion formalism does not
improve significantly when using second order coefficients. The most obvious effect
is that the second order result has a slightly more extended tail towards larger radial
actions, which is, however, hardly significant. The tail on the lower action side is still
resolved quite well in both cases. Overall, the diffusion formalism’s prediction of the
evolution of the ‘50-transition" distribution does not improve when including second
order terms.
We conclude that the evolution of the “50-transition" distribution is is at least partly
non-perturbative and cannot be fully captured by the diffusion formalism derived in
Section 6.3. Nonetheless, the second order correction still represents a more accurate
approximation of the invariant action of individual particles inhabiting the transition
regime. We can thus use it to gain additional insight into the non-linear evolution of
N(Jr, t) in the “200-transition" simulation.
6.9 Appendix C - An approximate scale factor for
generic spherical potentials
For the case of scale-free power law potentials, Peñarrubia (2013) showed that in the
adiabatic limit, an approximate solution to Eq. (6.9) is given by Eq. (6.44). In Appendix
6.7, we compare this approximate scale factor to a distribution of numerically calculated
scale factors of a set of tracer particles orbiting in a time-dependent Kepler potential;
overall, we find a good agreement. For several applications of physical interest, it is
desirable to obtain an approximate scale factor for generic spherical potentials which
are not scale-free. Under certain assumptions, we can find an approximate solution to
Eq. (6.9) as we show in the following. If we assume that the force can be written as




where β (r) is a local power law index, we can find an approximate solution to Eq. (6.9)








where F(r, t) denotes the magnitude of the local time-dependent force. Peñarrubia
(2013) shows that Eq. (6.9) can also be integrated, leading to an equation that relates
the time-dependent potential to the constant potential in the time-independent frame.
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Figure 6.19. The top subpanels show the evolution of the radial action of two tracers in
a time-dependent Dehnen potential; see text for details. The black line denotes a direct
measurement of Jr. The dashed blue line, the solid red line, and the dashed orange line
indicate the first order Taylor expansion of Jr (Eq. (6.20), using different
approximations for the scale factor R(t) (Eqs. 6.96, 6.97 and 6.100). In the bottom
subpanels, we show the first order corrections ∆Jr corresponding to each of the three
scale factors.
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It is worth noting, however, that the potential Φ(r, t) is only defined up to an integration
constant. In most N-body codes, this constant is used to fix the limit of the potential at
large radii to Φ(r→ ∞, t) = 0. For the potentials of most self-gravitating systems, e.g.
Plummer, Hernquist or NFW potential, this implies Φ(r→ 0, t) = const, and thus a local
power law index of α(0, t) = 0, irrespective of the behaviour of the force. However,
to make Eq. (6.97) consistent with Eq. (6.96), we demand that α(0, t) = 1+β (0, t),
in order to match the case of scale-free potentials. We can recover this behaviour by
setting the integration constant to zero when calculating the potential, or equivalently,
by defining
Ψ(r, t) = Φ(r, t)−Φ(0, t). (6.99)














When calculating the first order correction term to the radial action in Eq. (6.20),
the relevant quantity is not the scale factor itself, but its normalized time derivative Ṙ/R.
For cusp-core transformation in a SIDM halo, which we discuss in Section 6.5.2, both
the time evolution of the enclosed mass at a given radius and the time-evolution of the
potential’s logarithmic slope can be significant. This can cause two potential problems.
Firstly, the approximate solutions (Eqs. 6.96, 6.97 and 6.100) are derived under the
assumption of constant local power law slopes, and it is thus not clear whether they will
hold in a potential with a time-dependent shape. Moreover, the time-dependence of
the power law slopes differs between Eqs. (6.96), (6.97) and (6.100), both due to the
impact of the integration constant on the power law index of the potential, and because
in generic spherical potentials, there is not a single one-to-one correspondence between
the power law indices of the force and the potential, i.e., α = 1+β is never true for all
radii in potentials that are not scale free.
Here we perform a short numerical test to determine whether we can use the
approximate scale factors introduced above to describe the evolution of potentials with
a time-dependent shape. We follow the orbits of tracers in the potential generated by a
time-dependent Dehnen density profile (Dehnen, 1993):
ρ(r, t) ∝ r−γ(t) (r+ rs)
γ(t)−4 (6.102)
We fix the normalization of the density profile by enforcing mass conservation. At each
point in time we normalize the density profile such that
M(< r200) = 1.43×1010M, (6.103)
where r200 = 50.1kpc. The scale radius rs is then fixed by setting c200 = 15. We model
the transition from a cuspy to a cored profile with the following time dependence for
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the power law slope:
γ(t) = 1− t
tmax
, (6.104)
where tmax = 4.3Gyr is the total simulation time. We then closely follow the orbits
of kinematic tracers and numerically calculate the radial action at each time-step (a
similar exercise as in Fig. 6.2). Additionally, we also calculate the first order Taylor
expansion of Jr defined in Eq. (6.20) using the scale factors R1, R2 and R3 defined above











































































where we have taken into account that the local power law slopes are time-dependent.
Fig. 6.19 shows the evolution of the radial action of two tracers, along with the
prediction of the first order Taylor expansion using each of the three scale factors.
Apart from some numerical issues that occur when calculating the radial action close
to the apo- and pericentre of the particle’s orbits, the evolution of Jr for both tracers is
accurately described by the Taylor expansion up to linear order, provided we either use
R1 (Eq. 6.96) or R3 (Eq. 6.100) as the scale factor. In both of these cases, the amplitude
and oscillation period of the radial actions are well described by the Taylor expansion.
Comparing the linear correction terms directly (lower subpanels of Fig. 6.19) reveals
that the corrections obtained when using R1 and R3 are almost identical. The result
of the Taylor approximation using R2, however, provides a rather bad description of
the evolution of Jr for both tracers. This confirms that the most important effect is the
shape evolution of the potential. Given that in the inner part of the potential, where
the impact of the modelled core formation is most substantial, there is a one-to-one
correspondence between the logarithmic slopes of R1 and R3, it is no surprise that they
yield very similar values for ∆Jr. R2 fails because the logarithmic slope is not related to
the radial dependence of the force in the innermost region of the potential.
Since there is no physical preference of one scale factor over the other, we conclude
that for the purpose of modeling core formation in a SIDM halo, as done in Section
6.5.2, both R1 and R3 can be used to obtain a valid approximation of the evolution of





This chapter is based on the following article:
SN-driven mechanism of cusp-core transformation: an appraisal
to appear in the Astrophysical Journal
Authors:
Jan D. Burger1 and Jesús Zavala1
1centre for Astrophysics and Cosmology, Science Institute, University of Iceland, Dunhagi 5, 107
Reykjavik, Iceland
We present and test an effective model for N-body simulations that aims at mim-
icking the impact of supernova (SN) feedback on the dark matter (DM) distribution
of isolated halos hosting dwarf galaxies. Although the model is physically decoupled
from the cosmological history of both the DM halo and the dwarf galaxy, it allows us
to study the impact of different macroscopic parameters such as galaxy concentration,
feedback energy and energy injection time in the process of SN-driven core formation
in a physically clear way. Using our effective model in a suite of N-body simulations
of an isolated halo with different SN feedback parameters, we find that whether or
not a DM core forms is determined by the total amount of SN feedback energy that is
transferred to the DM particles. At a fixed injected energy, the amount of transferred
energy is bigger – and the size of the DM core is larger – the faster the energy injection
occurs and the more compact the dwarf galaxy is. Analyzing the orbital evolution of
kinematic tracers, we demonstrate that a core forms through SN feedback only if the
energy injection is impulsive relative to the dynamical timescale of particles in the inner
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halo. However, there is no fundamental link between the total amount of injected energy
and the injection rate. Consequently, the presence of signatures of impulsive changes
of the gravitational potential is not a sufficient condition for dwarf-size halos to have
cored density profiles.
7.1 Introduction
The overall successful cold dark matter (CDM) paradigm of structure formation faces
potentially severe challenges on small, sub-galactic scales (see Bullock and Boylan-
Kolchin 2017 for a review), particularly in its comparison with the properties of the
population of satellites in the Milky Way (MW). For instance, inferred circular velocities
of the MW satellites are inconsistent with the properties of the subhalos found in MW-
like halos identified in dark matter only (DMO) CDM cosmological simulations; a
mismatch that is known as the too-big-to fail (TBTF) problem (Boylan-Kolchin et al.
2011, 2012). An updated (extended) version of the TBTF problem highlights that MW
satellites reside within DM subhalos with a distribution of circular velocity profiles that
is too diverse to be easily reconciled with the narrow distribution seen in (DMO) CDM
simulations (Zavala et al., 2019).
A second, possibly related, problem of the DMO CDM model is that it predicts halos
to have central density cusps, which is potentially in disagreement with observations
of some dwarf galaxies. This so-called cusp-core problem has been put forward e.g.
through observations of HI-rotation curves of field dwarfs (e.g. Moore 1994, de Blok
et al. 2008, Kuzio de Naray et al. 2008, Read et al. 2019) and through a kinematic
analysis of two stellar populations of different age in the dwarf spheroidal galaxies
Fornax and Sculptor (Walker and Peñarrubia, 2011). However, there is some debate
about whether these observations truly imply cored and isothermal DM density profiles.
For instance, Oman et al. (2019) argue that non-circular motion can lead to a large
diversity in rotation curves (and hence to a misleading inference of the presence of
a cusp or a core), depending on the observer’s line of sight (see also Santos-Santos
et al. 2020), while Genina et al. (2018) argue that the measurement by Walker and
Peñarrubia (2011) could potentially be flawed due to a violation of spherical symmetry
in Fornax and Sculptor. While the evidence of the presence of the ubiquity of cored
density profiles remains controversial, several mechanisms of cusp-core transformation
have been investigated. New DM physics can, for instance, potentially solve both
the TBTF and the cusp-core problem simultaneously (see Zavala and Frenk 2019 and
references therein). As the kinematics of dwarf galaxies are largely determined by
their DM content, DM candidates which deviate from the cold and collision-less CDM
hypothesis – and offer solutions to CDM’s small scale problems – should be considered
a feasible alternative to CDM, provided they manage to evade constraints derived from
observations on larger cosmological scales. One such candidate is self-interacting dark
matter (SIDM, Spergel and Steinhardt 2000, Yoshida et al. 2000, Vogelsberger et al.
2012, Davé et al. 2001, Colín et al. 2002, Rocha et al. 2013). In SIDM halos, elastic
scattering between individual DM particles causes a redistribution of energy from the
outer parts of the halo into its center, creating an isothermal core in a fully adiabatic
way. SIDM is a feasible DM candidate if the self-interaction cross section evades
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current astrophysical constraints (e.g. from elliptical galaxies Peter et al. 2013, clusters
Robertson et al. 2017, 2019, and dwarf galaxies Read et al. 2018).
Given that the potential CDM challenges at small scales are only strongly supported
from comparisons between observations and results of DMO simulations, the idea that
an adequate modelling of baryonic physics may provide a solution is appealing. In
particular, supernova feedback has been invoked to solve both the TBTF and cusp-core
problems. Navarro et al. (1996a) showed that the sudden removal of an external disk
potential can cause initially cuspy halos to form cores in DMO simulations. Gnedin and
Zhao (2002) repeated the experiment concluding that a single mass removal equivalent
to one entire galaxy is not sufficient to trigger the formation of isothermal cores despite
significantly reducing the inner halo density. A decade later, Pontzen and Governato
(2012) developed a model to explain core formation through SN feedback as observed
in modern hydrodynamical simulations. They show that repeated SN-driven outflows of
gas can cause halos to form a core, provided that the energy injection occurs much faster
than the typical dynamical timescale in the inner part of the halo. From observations,
there is some evidence that star formation histories in dwarf galaxies at the high mass
are indeed “bursty” (and the subsequent supernovae feedback cycles impulsive), i.e.,
they happen on timescales that are comparable to the dynamical time of the galaxy
(Kauffmann, 2014), but observations have yet to reach the time resolution needed to
resolve the starbust cycle on timescales smaller than the dynamical timescales of the
(low-mass) MW dwarf satellite population (Weisz et al., 2014). Based on Pontzen and
Governato (2012)’s idea of core formation through periodic SN-driven mass removal,
Garrison-Kimmel et al. (2013) slightly altered the model used by Navarro et al. (1996a)
and showed that SN feedback alone cannot solve the classical TBTF problem (not
taking into account ultra faint dwarfs). A general discussion of the coupling between
the cusp-core problem and the TBTF problem was presented in Peñarrubia et al. (2012),
where, most notably, the authors calculate the energy required to form a core as a
function of halo mass.
From hydrodynamical simulations, there is growing consensus that cores can form
as a result of episodic impulsive SN feedback, and that whether or not they do form
depends on the ratio of stellar mass to halo mass in a given halo (Di Cintio et al. 2014,
Tollet et al. 2016, Chan et al. 2015, Fitts et al. 2017, Lazar et al. 2020). In particular, the
universal finding is that there is a limited range of stellar to halo mass ratios for which
SN feedback is efficient at forming cores, corresponding for the most part to the mass
range of bright/massive dwarfs (see, e.g. Figure 2 of Lazar et al. 2020). Performing
high resolution hydrodynamic simulations of isolated halos, Read et al. (2016) find that
SN feedback can cause core formation even in ultra faint dwarfs if star formation is
sustained for long enough (see also Amorisco et al. 2014 for the relevant impact of star
formation histories on the plausibility of forming cores in MW satellites). The origin
of this disagreement is not entirely clear, but a possible reason may be that the baryon
fraction and/or star formation histories assumed in the controlled/isolated simulations
of Read et al. (2016) cannot be realized in a full (CDM) cosmological setting, or vice
versa, the latter assumptions are present in nature but cannot yet be obtained/modelled
in full (CDM) cosmological simulations. To date, the question of whether or not SN
feedback can cause core formation in ultra faint dwarfs remains a subject of debate (see
e.g. Genina et al. 2020, Wheeler et al. 2019, Orkney et al. 2021).
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Two commonly identified conditions for core formation in the hydrodynamical
simulations mentioned above are i) that the energy condition of Peñarrubia et al. (2012)
for cusp-core transformation must be fulfilled and ii) that the dwarf galaxies have
a sufficiently bursty star formation history, leading to gaseous outflows, and thus
fluctuations of the gravitational potential, on rather short timescales. However, Bose
et al. (2019a) bring attention to the fact that no cores are formed in dwarfs within the
AURIGA and APOSTLE simulations, despite their simulated dwarf galaxies’ bursty
star formation history. The solution, as presented in Benítez-Llambay et al. (2019), is
that whether or not cores form through SN feedback also depends on the numerical
value of the star formation threshold adopted in the simulations, a fact that had already
been discussed in Pontzen and Governato (2012). Benítez-Llambay et al. (2019) state
that larger star formation thresholds lead to higher gas densities in the inner halo,
eventually causing the gas to dominate the gravitational potential in the halo’s center.
As SN feedback couples to DM solely through the gravitational interaction between
DM and baryons, the impact of SN feedback is maximized if the contribution of gas
to the gravitational potential is significant, as SN feedback would then cause stronger
fluctuations in the potential. While Benítez-Llambay et al. (2019) find that there is a
range of star formation threshold values which corresponds to a “sweet spot” for core
formation, Dutton et al. (2020) argue that the final DM profiles of dwarf-sized halos
converge towards having an isothermal core for ever larger numerical star formation
thresholds, provided that the right softening length is chosen in the simulation.
Therefore, it appears that whether or not cores are formed in hydrodynamical
simulations of dwarf galaxies depends on three different macroscopic conditions:
• Is the injected feedback energy sufficient to transform a cuspy profile into a cored
one?
• Are the baryons sufficiently concentrated in the halo center prior to the first
starburst?
• Is the galaxy’s star formation history bursty enough to cause energy injection on
timescales smaller than the dynamical time in the halo center?
The answer to these questions depends on a complex regulation of different properties
in hydrodynamical simulations, which are ultimately limited by subgrid (unresolved)
physics, most notably, the (effective) star formation threshold and the implementation
of SN feedback itself (its local energy/momentum deposition in the surrounding gas
elements/particles). In this article, we follow the philosophy of Garrison-Kimmel et al.
(2013) and test the impact of changing these three properties directly in a controlled way
by introducing an effective model for SN feedback, consisting of an external potential
mimicking the gravitational pull of a galaxy, as well as a scheme to periodically
inject energy into the halo. In our scheme, the spatial distribution of “supernovae” is
determined by the mass distribution corresponding to the external potential and the time
over which energy is injected into the halo is free parameter. This simple model allows us
to separate the effects of the three key properties connected to core formation, enabling
a more transparent physical interpretation than in full hydrodynamical simulations.
In a suite of DMO simulations of an isolated DM halo with identical initial condi-
tions, we look at the effects of including three different (external) Plummer galaxies
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of equal mass but with different half-light radii, as well as three different exponential
disk galaxies, also of equal mass but with different half-light radii. We furthermore vary
the total injected energy, and the time over which the energy is injected. To analyze
whether our SN feedback scheme is adiabatic or impulsive compared to the dynamical
timescale in the center of the halo, we monitor the evolution of the phase space density
of an orbital family; a method that was first introduced in Burger and Zavala (2019).
This article is structured as follows. We present our effective model for supernova
feedback in Section 7.2. The simulations we ran to test our model are introduced
and discussed in Section 7.3. The main results are presented in Section 7.4 while
their implications are discussed in Section 7.5, along with a discussion of some of the
approximations made in our model. Finally, we summarize in Section 7.6.
7.2 Method
Our effective model of supernova feedback is built upon the one introduced in Burger
and Zavala (2019). Therein, supernova feedback was modelled as a periodic addition
and subsequent sudden removal of an external potential located at the halo’s center. We
modelled the external potential as a Hernquist (1990) sphere and thus, in a coordinate
system with origin at the halo’s center, including the extra potential amounts to an







where M(t) is a function defining the time-dependent mass corresponding to the external
potential and rs is the scale length of the Hernquist sphere. While this model serves the
purpose of approximating a very sudden central – star-burst like – injection of energy
into the halo, it is clear that it serves as a rather coarse approximation to the true effects
of SN feedback. Nonetheless, it is a time-efficient method to investigate kinematic
signatures of tracer particles in a halo which undergoes impulsive core formation -
without the need to perform full hydrodynamical simulations. In this article, we aim to
expand upon the Burger and Zavala (2019) method with two distinct goals. Firstly, we
would like to model the dependence of SN feedback on a set of three relevant parameters
that can be connected to both observations and hydrodynamical simulations: galaxy
size, total feedback energy, and the time over which the SN energy deposition occurs
(hereafter to be called injection time). Secondly, we attempt to couple the SN feedback
energy release to the energy budget that is actually available in a galaxy of the modelled
size.
In this Section we describe our improved method by first outlining how the external
potential is placed within the center of the halo. Then we present our implementation of
both a spherically symmetric external Plummer potential and the external potential gen-
erated by an axisymmetric flat exponential disk. Finally, we discuss our implementation
of SN feedback-like energy input and how we relate it to the total stellar mass and the
size of observed dwarf galaxies.
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7.2.1 Determination of the halo’s center of potential
To place our external, galaxy-mimicking, potential in such a way that its position is
consistent with the halo’s self-gravitating potential, we need to calculate the halo’s
center of potential at each time-step. We do this in an iterative manner using a shrinking
spheres method. As we are concerned with a single isolated halo in this work, our first
step takes into account all DM particles in the simulation1. In the first step, the location











where N is the number of DM particles in the halo, ri is each particle’s position vector,









where mi is the mass of the i’th DM particle. After calculating an initial estimate
of R, we repeat the calculation in Equation (7.2), limiting the sum to particles for
which |ri−Re|< rtarget, where Re is the center of potential estimated in the previous
step, and rtarget is a target radius which we decrease each iteration. In this paper we
use three values rtarget = 50h−1kpc, 5h−1kpc and0.5h−1kpc. The result of the last
iteration is then taken to be the halo’s center of potential. During the last iteration, we
also calculate the velocity of the halo’s center of potential in analogy to Equation 7.2,
restricting the sum as outlined above and replacing the particles’ position vectors with
their velocities. We note that the implementation of our effective model of SN feedback
does not require knowledge of the velocity of the halo’s center of potential. However,
we do use the velocity to place the halo’s center “at rest” when determining the phase
space distribution of tracer particles (see Section 7.4).
7.2.2 External potentials
In a more realistic setting, the total amount of energy injected and coupled to the DM
due to SN feedback depends on the amount and distribution of stellar mass within the
DM halo. This stellar mass, however, can also cause an adiabatic contraction of the DM
halo. When investigating core formation due to SN feedback, it is important to take this
effect into account, as it can counteract, at least in part, the cusp-core transformation
triggered by an impulsive energy injection. We model the net effect of a baryonic
component by including an external potential into the simulation, centered at the halo’s
center of potential. We examine two cases which are of importance in dwarf-sized
halos, a spherically symmetric Plummer potential (to mimic a bulge/spheroid) and the
potential of an axisymmetric, flat exponential disk.
1We note that the method can easily be extended to halos within a larger simulation that have been
identified by, for instance, a friends-of-friends algorithm.
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An external Plummer sphere
The gravitational effect of a spherically symmetric Plummer profile can be approximated





where MPl is the total mass of the galaxy modelled by the external potential and a is
the scale length of the Plummer sphere. To connect our model to observations of dwarf
galaxies, we note that the half-mass radius of the Plummer profile, which is r1/2 ∼ 1.3a,
can be compared to observed half-light radii.
An external axisymmetric flat disk
Including an analytic potential to model a disk galaxy is a somewhat more complicated
task. In fact, for a vertically extended disk, the calculation of the external acceleration
generated by the disk cannot be solved analytically. For that reason, we here model
the disk to be infinitely flat, in which case the Poisson equation can be solved up to
an integral and the vertical and radial force components can be calculated through
numerical differentiation of the potential generated by the disk. We further assume the
disk to be homogeneous and thus, the force generated by the disk has no azimuthal










with Md being the total mass of the disk, H its scale length and R is the polar (cylindrical)
radius. The total mass (volume) density is ρ(r) = Σ(R)δD(z), and thus we can solve









In Equation 7.6, J0(kR) is a Bessel function of the first kind. We evaluate Equation 7.6 at
the start of our simulations on a grid of (R,z) values after testing whether the integral is
converged by systematically varying the upper integration limit. During the simulation,
the potential at a given point in space can then be calculated through interpolation over
the values calculated at the grid points. The force at a certain point in space is then easily
obtained as the (directional) numerical derivative of this two-dimensional interpolated
potential.
7.2.3 Spatial distribution of supernova locations
In the model of Burger and Zavala (2019), the SN-driven outflow is located in the
centre of the halo and modelled as the sudden removal of a spherically symmetric
mass distribution. Here we develop this model further by implementing a probabilistic
way of assigning (fixed) positions to the superbubbles created by the outflow events
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across the modelled external potential (galaxy), mimicking the fact that supernovae
can occur wherever there are stars. In the following, we will occasionally refer to
individual explosions within our model as “supernovae”, implemented as outlined
below. To be precise, these individual explosions are to be interpreted as approximations
of superbubbles – regions devoid of gas that are created through a spatially concentrated
series of (actual) supernovae that follows a (local) episode of bursty star formation.
When determining the positions of individual “supernovae” we make the approximation
that they are more likely to occur in regions of larger stellar mass. In reality, the local
density of type II supernovae is strongly correlated with the local star formation rate
density. Our model cannot – by construction – capture local bursts in star formation.
However, we note that the star formation rate is on average larger in regions where the
gas is denser and since in our model “gas” density and “stellar” density have the same
functional form, this means that our way of assigning “supernova” locations is consistent
with the approximations made within our model. Assuming that the SN density follows
the stellar density implies that if we wish to distribute SN feedback probabilistically
across the mock galaxy - modeled by either an external Plummer sphere or an external
disk - then we can use the (normalized) differential mass profile associated with either
density profile as a probability density from which to sample the positions of individual
“supernovae”. For the Plummer sphere, this means that radii of explosion centers can be





Once the radius is calculated, we determine the exact position vector by randomly
selecting the angular position. In the case of a flat external disk, the enclosed mass





where τ is some numerical threshold. While we are working with the potential of a flat
disk, distributing all of the “supernovae” exactly within the x-y plane may lead to an
overestimate of the impact of SN feedback in disk galaxies. To prevent that, we assign
a vertical offset to each explosion center in a probabilistic manner. To that end, we
assume that in the vertical direction the mass is distributed according to a probability
density ∝ cosh(z/z0)−2, where z0 is a scale length. From a random number X ∈ (0,1),










The azimuthal angle is chosen at random from a uniform distribution. Using Equation
7.7 for a Plummer sphere, and Equations 7.8 and 7.9 for a disk, we can sample any
desired number of “supernova” locations. In the limit of a very large number of
“supernovae”, their cumulative spatial distribution will be closely related to the external
potentials introduced in Section 7.2.2 (for a Plummer sphere) and Section 7.2.2 (for a
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flat disk)2.
7.2.4 Implementation of SN feedback
In our model, “supernovae” occur simultaneously and with the same impact at all of the
positions determined as outlined in Section 7.2.3. At each SN location, we “cut a hole"
into the external potential, by essentially subtracting an external acceleration generated
by a Plummer sphere at each SN location. The masses of these Plummer profiles are
time-dependent and identical at each location. Thus, the net effect of our effective SN








)3/2 (r− rSNF,i). (7.10)
where rSNF,i denotes the position vector of the i’th SN, aSNF is a Plummer scale that
prevents exceedingly short time-steps for particles that get too close to a particular SN
and m(t) is the time-dependent mass of the Plummer profile used to model SN feedback.
In our model, we increase m(t) linearly over a fixed amount of time and then decrease it
linearly over a longer time. This process happens periodically throughout the simulation
and for each new period new SN positions are sampled as described in Section 7.2.3.
The energy release period P is a free input parameter, as well as the fraction of each
period during which m(t) increases until it reaches its maximum value ( fg). The number
of “supernovae” during each period, NSNF, is a further input parameter of our model.
The positions of individual “supernovae” are fixed during the energy release period P.
This constitutes a simplifying approximation since the positions of actual superbubbles
are time-dependent – due to the streaming motion of the surrounding gas. In principle,
assuming static “supernova” locations may introduce an additional degree of asymmetry
into the system, an effect that we aim to minimize by choosing a sufficiently large
number of “supernovae”, Nsnf, during each explosion cycle.
To connect the energy that is injected through our SN feedback model to the total
stellar mass modeled by the external Plummer/disk potential, we attempt to connect the
maximum value of m(t) to the model parameters in a self-consistent way. To estimate
the amount of energy that is injected into the interstellar medium through SN explosions




ξ (m? > 8M)ESNε. (7.11)
Equation 7.11 renders the available SN feedback energy as a function of the mean stellar
mass 〈m?〉, the fraction of stars with a mass larger than 8M, ξ (m? > 8M), the typical
energy of one supernova, ESN, and the effective coupling efficiency of SN feedback to
the interstellar medium, ε . In our model, the coupling efficiency is a free parameter.
For the other parameters in Equation 7.11, we follow Peñarrubia et al. (2012) and set
〈m?〉= 0.4M, ξ (m? > 8M) = 0.0037, and ESN = 1051erg, where the first two values
originate from using a Kroupa (2002) initial mass function, while ESN is the canonical




kinetic energy released in SN type II explosions (e.g. Utrobin, V. P. and Chugai, N. N.,
2011).
Equation 7.11 estimates the total energy that is returned to the interstellar medium
(ISM) by SN feedback. The total increase in the virial energy of the DM halo determines
how large the eventual formed core can be (see Peñarrubia et al. 2012). However, how
much of the energy that is injected into the interstellar medium couples to the DM is
still uncertain. In principle, the coupling efficiency between the energy injected by
supernovae and the DM, εDM, depends on many factors. Since this coupling is purely
gravitational, it can depend on the positions of individual superbubbles, their lifetime,
and the local DM density. Since we can measure the energy of individual DM particles
throughout the simulated time, we can approximately determine how εDM depends on
the various settings of our model. However, to choose sensible values for the parameters
of our effective SN feedback model, we need to obtain a reasonable a priori guess for
the total energy that is injected into the interstellar medium (Equation 7.11) by SN
feedback. To that end, we assume that the stellar mass M? within the external Plummer
(disk) baryonic potential is given by M? = f?MPl (M? = f?Md). If there are NP SN
feedback periods (cycles) during our simulation, the injected energy during each period
is ∆EP = ∆E/NP. The energy associated with each individual “superbubble” is then
equal to ESB = ∆EP/NSNF. We then identify this energy with the gravitational binding
energy of one of the Plummer spheres that we use to model superbubbles, and use this







We note that Equation 7.12 is an approximation that can only provide a rough order
of magnitude estimate for the energy injected by each one of the “supernovae”. The
central assumption is that the energy of the “supernovae” is equal to the gravitational
binding energy of the removed baryonic material of mass mmax, distributed following a
Plummer profile as implemented in our model. For this approximation to be (at least
approximately) applicable, the density associated with the removed material needs to be
significantly larger than the baryonic density in the surroundings. If this is not the case,
the gravitational interaction between the removed material and the surrounding mass
contributes significantly to the total energy budget, and the total injected energy will be
significantly larger than the nominal energy quoted in Equation 7.11. A way to achieve
that Equation 7.12 approximates the injected energy is if the local gas density within
the (fully formed) “superbubbles” is negative. While negative gas densities are clearly
unphysical, they are not a problem within our model as long as the surrounding DM
particles remain gravitationally bound at the end of each supernova cycle – otherwise
the DM halo would be artificially disrupted. It is thus advisable to choose NSNF in such
a way that the local gas density within fully formed “superbubbles” is negative without
unbinding the neighbouring DM particles. Once all of the model parameters are set,
we use Equation 7.12 to calculate the maximal mass mmax of the individual Plummer
spheres that mimic localized starbursts/outflows across the modeled galaxy. The mass
177
Chapter 7. Cusp-core transformation through supernova feedback
m(t) defined in Equation 7.10 is then given by
m(t) =
{
mmax tfgP t ≤ fgP
mmax P−tP(1− fg) t > fgP
, (7.13)
where t is the simulation time modulo the period P. Having fixed the external potential
of the Plummer (disk) galaxy, as well as the SN feedback associated with either of
those potentials, our effective model for SN feedback is now almost fully defined.
An explanation of how we determine the number of SN feedback periods from a
simulation’s parameter file will follow when we discuss the setups of our simulations.
Moreover, we discuss the energy that is actually injected into the DM halo, and how
it compares to the energy that is nominally injected into the ISM (defined as outlined
above), in Section 7.4.4.
A summary of the parameters defining the effective model for SN feedback, along
with a brief description of the role of each parameter, can be found in Table 7.1.
7.3 Simulations
Through a series of controlled simulations of an isolated dwarf-sized DM halo, we aim
to both test our effective model for SN feedback and investigate the impact of varying
three key parameters: ε , fg, as well as a (in the Plummer case) or H (in the disk case).
In this Section, we outline the steps taken to conduct this series of simulations. First, we
discuss how we obtain initial conditions of a halo in approximate dynamical equilibrium.
Then, we outline how we set up orbital families of tracer particles (akin to how it was
done in Burger and Zavala 2019) to track whether changes in the halo’s gravitational
potential are adiabatic or impulsive. Finally, we discuss the adopted model parameters
(see table 7.1) for each of the simulations in our simulation suite.
7.3.1 Initial conditions
For each of our initial conditions, we start by self-consistently sampling a live halo of
collision-less DM. We use Eddington (1916)’s formalism to construct a distribution
function for a NFW halo (Navarro et al., 1996b) with a DM mass of M200 = 1010h−1M
and an initial concentration of c200 = 13, where c200 = r200/rs, i.e., the ratio between the
halo’s virial radius and its scale radius; for definiteness we refer to virial quantities for the
halo properties corresponding to a virial radius r200 enclosing an average density equal
to 200 times the critical density of the Universe today. Beyond r200, we exponentially cut
off the density profile in order to avoid an infinitely massive halo. Having constructed
the distribution function, we draw radii from the analytic differential mass profile of
such a halo and then use a rejection sampling method to self-consistently sample the
DM particles’ velocities from the distribution function (assuming an isotropic velocity
dispersion tensor).
After self-consistently sampling position and velocity vectors of 107 DM particles,
we obtain an N-body representation of an isolated halo in approximate dynamical
equilibrium3. However, adding an external – Plummer or disk – potential will put the













































Figure 7.1. Construction of the (equilibrium) initial conditions for our simulations,
exemplified on the halo including a benchmark external Plummer (disk) potential on
the top (bottom) panel. The grey shaded area indicates the region affected by numerical
resolution. The black solid lines show the initial density profile of the simulated DM
particles, calculated in spherical shells around the halo’s center of potential. This
profile overlaps with an analytic NFW profile (green dashed lines) for radii smaller
than r200. The dotted orange lines show the (spherically averaged) density profile
equivalent to adding the external Plummer (disk) potential to the simulation. The red
dash-dotted lines show the contracted DM profiles after relaxing for 1h−1Gyr of
simulation time. These final profiles represent equilibrium configurations that are used
as initial conditions for subsequent simulations. To highlight the effect of the adiabatic
contraction, all profiles are multiplied by r2.
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system out of dynamical equilibrium. In order to start our simulations from controlled
initial conditions, we thus let the halo (plus external potential) evolve until the system
settles into a new state of dynamical equilibrium, using the code AREPO (Springel, 2010)
to calculate the self-gravity between the DM particles.
Since we want to investigate the impact of varying the concentration of the galaxy,
we perform several preparation runs – one for each variation of the external potential. For
illustration, we chose external potentials that are inspired by the properties of observed
MW satellites. In particular, we chose a benchmark setup for both the external Plummer
potential and the external exponential disk. The parameters of the benchmark Plummer
potential are inspired by observed properties of Fornax. Following McConnachie
(2012), Fornax has a stellar mass of 2×107M and a half-light radius of r1/2 = 0.7kpc.
Moreover, Yuan et al. (2016) show that while gas in Fornax is fully depleted today,
the gas mass in Fornax has been on the order of or slightly larger than its stellar mass
for a large part of its evolutionary history. With our benchmark Plummer model, we
approximate a Fornax-like dwarf by choosing the parameters MPl = 2× 107h−1M,
f? = 0.5, and a = 0.4h−1kpc (see Table 7.1 for an explanation). To investigate the
effect of a more (less) compact galaxy, we halve (double) the scale radius a. With
our benchmark disk model, we aim to roughly capture the gravitational effect of the
Small Magellanic Cloud (SMC). Hopkins et al. (2012) models an SMC-like galaxy as
a disk with a total baryonic mass of Md = 8.9×108M. The stellar disk has a scale
length of H = 0.7kpc. However, the gaseous component extends much further outwards
and is the dominant component in terms of mass (see Table 1 of Hopkins et al. 2012)
while our model does not allow for two different disks with different scale lengths.
Moreover, Hopkins et al. (2012) assumes a host halo mass which is significantly larger
than the mass of our fiducial DM halo. For these reasons, we chose to use slightly
different parameters in our benchmark SMC-like disk: Md = 4×108h−1M, f? = 0.15,
and H = 0.7h−1kpc. Aside from the benchmark model, we also investigate the effect
of having a more (less) compact disk by halving (doubling) the disk’s scale length.
All external potentials are static, meaning that they are added instantaneously at the
beginning of the preparation runs.
The initial conditions for our eventual simulations are the final snapshots of the
preparation runs conducted for a total time of 1h−1Gyr4, in which the DM particles
have had the time to respond to the addition of the external potential and settle into a
new dynamical equilibrium.
In Figure 7.1, we show the process of generating the initial conditions of our
simulations, exemplified on the two benchmark cases (Plummer on the top panel, disk
on the bottom panel). The grey shaded area indicates the radial range in which the
measured density profiles are not fully reliable, i.e. radii which are smaller than three
times the gravitational softening length of the simulation (Power et al., 2003). As
coloured lines we show the density profiles corresponding to the external potentials, as
well as the DM density profiles at different times, scaled by r2. The green dashed lines
and the black solid lines are the same across both panels. In green-dashed, we show
an analytic NFW profile with the target virial mass and concentration. In black, we
tions.
4For a NFW profile with c200 = 13, this corresponds to the orbital period of a particle on a circular orbit
with radius rcirc ≈ 7h−1kpc.
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show the halo’s initial DM density profile – before adding the external potential. Over
a large range of radii those two lines coincide, but at radii larger than r200 we see the
exponential cutoff included to have a numerical solution to Eddington’s equation. The
spherically averaged density profile corresponding to the added external Plummer (disk)
potential is shown as an orange dotted line on the top (right) bottom. Finally, the red
dash-dotted lines show the DM density profiles measured after letting the system (DM
halo plus external galactic potentials) relax for 1h−1Gyr. When adding the external
Plummer potential, we find that the final and the initial DM density profiles are almost
exactly identical: the relatively small additional mass causes no significant contraction
in the DM. In the case of an external disk potential, however, the mass of the galaxy
causes a significant contraction in the DM density profile. We thus anticipate that the
gravitational pull of the external disk can be of significant importance when it comes
to whether (and how quickly) the DM cusp can be restored after impulsive removal of
baryonic mass from the halo’s center. To ensure that the final, adiabatically contracted
DM density profile is fully determined by the structural parameters of the external
potential – and does not depend on the rate at which the external potential is added – we
have conducted one additional preparation run. In this run, instead of instantaneously
adding the benchmark external disk potential, the “mass” of the external disk is linearly
increased over 600h−1Myr, before we let the system relax for another 400h−1Myr. We
found no obvious differences between the final DM density profile in this additional
preparation run and the final DM density profile shown on the right panel of Figure 7.1.
7.3.2 Orbital Families and Explosion Times
In order to track whether the sizes of cores formed through SN feedback correlate with
how impulsive our implementation of SN feedback is, we set up orbital families as in
Burger and Zavala (2019) to investigate how they respond to the changes in potential.
Depending on whether the orbital family remains united or splits into several families
of orbits, we can tell whether the implemented SN feedback was adiabatic or impulsive.
To the initial conditions described in Section 7.3.1 for the Plummer spheres, we
add a family of orbits as described in Section 4.1 of Burger and Zavala (2019). We
sample 2000 tracers with pericenter radii of rperi = 0.5± 0.05h−1kpc and apocenter
radii of rapo = 2±0.05h−1kpc. Note that in a spherically symmetric potential, this is
equivalent to sampling orbits with similar energies and angular momenta. Since in a
fixed spherically symmetric potential the radial action is only a function of energy and
angular momentum, asking whether or not an orbital family of tracers remains united
(and thus whether the SN feedback is adiabatic or impulsive) is equivalent to asking
whether or not radial actions are conserved.
Setting up the orbital family works slightly differently for the initial conditions
corresponding to the three external disk potentials. Since these potentials are axisym-
metric, we have to restrict the orbits of the tracers to be within the plane of the disk.
Hence, instead of Φ(r) we now consider the in-plane potential Φ(R,0), and we initialize
all tracers in-plane and with no vertical velocity component (z = 0,vz = 0). We note,
however, that a slight deviation from cylindrical symmetry throughout the simulation
can cause perturbations to the orbits that may cause the orbital families to diffuse,
irrespective of whether these perturbations occur on adiabatic or impulsive timescales.
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Galaxy Parameter εDM fg a H
type impact h−1kpc h−1kpc
(1) (2) (3) (4) (5) (6)
adiabatic 0.01 0.33 0.8 -
Plummer benchmark 0.05 0.017 0.4 -
impulsive 0.4 0.0017 0.2 -
adiabatic 0.01 0.46 - 1.4
Disk benchmark 0.05 0.023 - 0.7
impulsive 0.4 0.0023 - 0.35
Table 7.2. Parameters that vary between simulations: amount of injected energy (εDM,
column 3), fraction of explosion cycle over which the energy is injected ( fg, column 4)
and concentration of the external potential (aPl for the Plummer sphere, column 5, and
H for the exponential disk, column 6). For each parameter, we investigate a benchmark
value, as well as a value that should cause a more adiabatic (impulsive) SN feedback.
With that in mind, we will see if signatures of impulsive SN feedback will still be
apparent in the case of an external disk potential, but we do not require that the orbital
family stay fully united in order to classify a particular setup of the effective model for
SN feedback as adiabatic.
In our simulation suite, we also aim to investigate the impact of changing the time
over which the energy from SN feedback is injected into the DM distribution. To enable
a comparison between the different external potentials, we express the injection times
as fixed fractions of the radial period of a particle which is part of the orbital family.












Setting up our simulations, we then chose growth fractions fg such that the mass m(t)
grows as outlined in Section 7.2.4 for a time which equals 1 per cent, 10 per cent, or
200 per cent of the radial period of a particle with pericenter radius rperi = 0.5h−1kpc
and apocenter radius rapo = 2h−1kpc.
7.3.3 Simulation Settings
Having generated all the required initial conditions, we now look to run a simulation
suite in order to test the effective model for SN feedback and to investigate how
changing the total energy input, the injection time, and the concentration of the external
potentials affects the final DM density profiles, as well as the orbital family. Table
7.2 shows the different numerical values that we adopt for the parameters regulating
energy input, injection time, and concentration. For each parameter, we define one
benchmark value, as well as one value which should make SN feedback more adiabatic
and one value which should make SN feedback more impulsive. We investigate each
possible combination of these parameters in order to determine which one of them
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causes larger cores in the DM profiles and whether core size relates directly to how
adiabatic / impulsive the change in gravitational potential induced by our effective
model for SN feedback is. This means that in total we run 33 = 27 simulations for each
of the two galaxy-like potentials.
All of the other model parameters (see Table 7.1) are fixed to benchmark values in
all simulations. Let us here briefly introduce and discuss their numerical values:
• MPl = 2×107 h−1M and Md = 4×108 h−1M as discussed in Section 7.3.1.
• f? is 0.5 and 0.15 for the Plummer sphere and disk, respectively. This choice is
to mimic the effect of a Fornax-like dwarf in the former case and an SMC-like
galaxy in the latter case (see Section 7.3.1).
• aSNF is set to 10h−1pc. This sets the scale of individual “superbubbles” to be
smaller than the gravitational softening in our simulation, assuring that the energy
injection is effectively point-like and thus that the local density contrast introduced
by the “superbubbles” is large (see relevant discussion in Section 7.2.4).
• z0 is always determined as 0.2H, in agreement with Hopkins et al. (2012).
• For definiteness, P is set to 0.6h−1Gyr in all simulations. From the period, we
can fix the number of explosion periods NP in all simulations. Before the first
wave of explosions, we wait for one period in order to monitor whether the orbital
family remains united in the absence of SN feedback. Additionally, we want the
system to relax at the end of the simulations, in order for the final DM density
profiles to not be affected directly by the gravitational impact of the explosion
centers. To that end, no explosions are implemented during the last 1h−1Gyr
of the simulations. We run all simulations for a total time of 4h−1Gyr, which
implies that the number of explosion cycles is NP = 3/0.6−1 = 4. SN feedback
is thus distributed over four explosion cycles of equal duration, with NSNF = 20
explosion centers during each cycle.
As stated in Section 7.3.1, we use the AREPO code to determine the self-gravity
and the time evolution of the isolated systems. For collisionless particles, AREPO uses
adaptive time-steps. The adopted time-step criterion is based on the softening lengths
of individual particles (see Equation 34 of Springel 2005). Gravitational forces between
different simulation particles are calculated using a hierarchical multipole expansion.
A relative cell opening criterion is used (see Equation 18 in Springel 2005). In all our
simulations and preparation runs, we choose softening lengths of 40h−1pc (1h−1pc)
for the DM (tracer) particles and an accuracy parameter for the cell opening criterion
α = 0.0005.
The calculation of each particle’s time-step is based on its total acceleration, taking
into account both self-gravity and the external forces generated by our effective model
of supernova feedback (see Section 7.2). In our model, the external accelerations can
change rapidly over a short time and as a consequence, the time-steps of particles that
are near a “supernova location” may occasionally be too long just before the “explosion",
and thus, their acceleration may not be updated fast enough. To verify that this does not
significantly affect our results, we have repeated one of our simulations (the Plummer
183
Chapter 7. Cusp-core transformation through supernova feedback
run with ε = 0.05, a = 0.2h−1kpc, and fg = 0.017), but this time fixing the time-step
of all DM particles to the minimum value reached in the run with adaptive time-steps.
We have found that both the size of the final core and the time evolution of the DM
density profile are in good agreement between the two simulations.
7.4 Results
First, we present examples of runs in which a core has formed and compare them to
cases in which the density profile remains cuspy. Subsequently, we discuss how the
symmetry of the system affects the kinematics of the orbital family of tracers. Then,
we compare the final profiles of all simulations to discuss the impact of changing
the nominal energy coupling, the injection time and the concentration of the external
potentials. Thereafter, we compare the effective change in energy of the DM particles to
the nominally injected energy (see Equations 7.11 and 7.12). Based on this comparison,
we discuss the accuracy of our a priori guess for the amount of energy that is injected
into the ISM (based on Equation 7.12), as well as how the (gravitational) coupling of the
injected energy to the DM depends on the energy injection time and the size and shape
of the external galaxy. Finally, we briefly discuss whether impulsive energy injection is
a necessary condition for core formation through SN feedback.
7.4.1 Cored vs. cuspy profiles
Here we compare the evolution of the DM density profiles, as well as the final phase
space distribution of the orbital family, between a simulation in which the DM halo
forms a core and a simulation in which it retains its cusp. We focus separately on the
cases of an external Plummer sphere and exponential disk.
Feedback from a Plummer sphere
In Figure 7.2, we compare the results of two different simulations including an external
Plummer potential, with differently regulated SN feedback. The upper two panels show
results of the simulation in which all of the parameters introduced in Table 7.2 lean
towards an adiabatic change in the potential. The left panel shows the evolution of
the DM density profile after each 1h−1Gyr of simulation time. The grey shaded area
denotes the range in which the initial DM profile cannot be considered stable according
to the Power et al. (2003) stability criterion. For radii that lie outside this range, however,
we hardly detect any evolution in the DM density profile. The halo retains its cusp
with our SN feedback model having no significant impact on the DM distribution. In
agreement with that, the final phase space distribution of the orbital family of tracers
(upper right panel) remains united by the end of the simulation. Relative to the initial
phase space distribution – which is distributed very closely around the black dashed line
– we detect a non-negligible diffusion of the orbital family, which is due to the fact that
the gravitational potential is in fact changing (slowly) with time. However, we see no
signatures of an impulsive change in the gravitational potential, i.e., neither does the
orbital family split up, nor do the orbits expand to larger radii on average (see Burger















































































































Figure 7.2. The results of two DMO simulations including an external Plummer sphere
potential are shown. In the left column, we show the measured DM density profiles at
different simulation times in intervals of 1h−1Gyr. The grey shaded area indicates the
region affected by numerical resolution. In the right column, we show the final phase
space density distribution of tracer particles that were initially set up as an orbital
family. The black dashed lines show the initial “central” phase space trajectory of the
orbital family. The upper panels correspond to the simulation in which ε = 0.01
(adiabatic), fg = 0.33 (adiabatic), and a = 0.8h−1kpc (adiabatic). The lower panels
correspond to the simulation with ε = 0.05 (benchmark), fg = 0.017 (benchmark), and
a = 0.2h−1kpc (impulsive).
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Figure 7.3. As Figure 7.2 but for an external disk potential. The upper panels
correspond to the simulation in which ε = 0.01 (adiabatic), fg = 0.46 (adiabatic), and
H = 1.4h−1kpc (adiabatic). The lower panels correspond to the simulation with
ε = 0.05 (benchmark), fg = 0.023 (benchmark), and H = 0.35h−1kpc (impulsive).
The lower panels of Figure 7.2 correspond to a simulation in which the Plummer
sphere is more compact (see Table 7.2), whereas the injection time and the amount
of injected energy assume their benchmark values. As we can see, the results of this
simulation are vastly different from those in the upper panel. In the lower left panel
we see how the halo forms a core of size ∼ 1h−1kpc already during the first explosion
cycle, and how it retains this core until the end of the simulation. The final phase space
distribution of the orbital family of tracers (lower right panel) shows clear signs of an
impulsive change in the gravitational potential. The orbital family has split up into
several shells and the radial range occupied by the tracers has expanded to significantly
larger radii compared to the initial distribution, which is roughly given by the black
dashed line. This implies that radial actions are not approximately conserved throughout
the simulation (as they are in the upper right panel).
Figure 7.2 suggests that there is a link between whether or not periodic SN feedback-
like energy injection is a feasible core formation mechanism and whether the induced
change in the central gravitational potential is adiabatic or impulsive.
186
7.4. Results
Feedback from an exponential disk
Figure 7.3 shows the same kind of comparison as Figure 7.2, but for an external disk
potential. In the upper panels we show the results of the simulation in which all of the
relevant parameters in Table 7.2 correspond to an adiabatic configuration. Just as in
the Plummer case, we hardly see any evolution in the DM density profile beyond the
resolved radii. The final phase space density of the orbital family (upper right panel)
does, however, exhibit a degree of orbital diffusion that clearly exceeds the diffusion
observed in the upper right panel of Figure 7.2. Still, the range of radii covered by
the tracers’ orbits does not expand much further than the original configuration, which
means that there is no net migration outward. We attribute the additional diffusion in
the orbital family to the additional challenges of preserving cylindrical symmetry. In
fact, the setup of the orbital family relies on a potential which has been measured in the
x− y plane. Thus, it should in theory be applicable only to particles whose orbits are
confined within the disk plane at all times. However, the slightest perturbation into the
vertical direction (notably, our implementation of SN feedback can introduce these) can
cause the tracers to obtain a non-zero vertical velocity. The tracers’ plane of motion
then changes, and the in-plane potential (measured as a function of polar radius) no
longer determines the tracers’ orbits. This deviation from cylindrical symmetry is thus
cause of an additional diffusion of the orbital family.
The lower panels of Figure 7.3, shows the case in which the disk scale length is
a factor of two smaller than the benchmark value whereas the injection time and the
amount of injected energy take their benchmark values. As in the lower panels of Figure
7.2, we can now observe the formation of a ∼ 1h−1kpc core in the DM halo by tracking
the evolution of its density profile. However, in this case it takes at least two explosion
cycles for the core to fully form, indicating that core formation is slightly less efficient
for this disk configuration than for the Plummer sphere case. Moreover, we observe
a clear difference between the “impulsive" simulation that includes the external disk
potential and the one including the external Plummer potential when looking at the
final phase space distribution of the tracers that were initially part of one orbital family.
While the range of radii covered by the tracers expands roughly by the same amount,
we do not observe any emergent shell-like patterns in phase space, i.e., a split into
several orbital families, in the simulation including an external disk potential. Instead,
we find that the final phase space distribution is essentially phase-mixed, indicating
that significant diffusion has occurred. As in the adiabatic case, we attribute this to the
growing impact of deviations from cylindrical symmetry that accumulate throughout
the simulation. We take a closer look at the role of symmetry in Section 7.4.2. We thus
conclude that while radial migration outwards is a clear signature of impulsive changes
to the underlying gravitational potential, shell-like structures, as seen in Figure 7.2,
are only relatively long-lived (and thus apparent at the end of our simulations) if the
potential’s underlying spatial symmetry is closely preserved as the potential changes.
7.4.2 The role of symmetry
The results of Sections 7.4.1 and 7.4.1 suggest that the symmetry of the external
“baryonic” potential – and in turn the distribution of individual “supernovae” – affects
the final phase space structure of orbital families. In particular, we find that impulsive
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Figure 7.4. Comparison of the evolution of the DM density profile (left column) and the
final phase space distribution of an orbital family of kinematic tracers (right column)
between two simulations with external potentials that correspond to identical enclosed
mass profiles. The top panels show results from the run including an external disk
potential with ε = 0.4 (impulsive), fg = 0.46 (adiabatic), and H = 0.35h−1kpc
(impulsive). The bottom panels show results from a simulation in which the “baryonic”
enclosed mass profile is idential, but generated by a spherically symmetric mass
distribution. The distribution of individual “supernovae” is sampled from the
spherically symmetric “baryonic” mass distribution. Notice that while an extended




SN feedback in simulations with a spherically symmetric external potential gives rise
to shell-like features in the phase space of kinematic tracers that initially belonged to
the same orbital family; these features are long-lived and remain evident at the end of
our simulations (see Figure 7.2). However, such long-lasting shell-like features are not
present at the end of our impulsive SN feedback simulations with a disk-like external
potential (see Figure 7.3).
In Section 7.4.1 we stated that this divergent behaviour of the kinematic tracers
can likely be explained by the difference in spatial symmetry. However, there is also
a significant mass difference between the Plummer spheres and the disks. To verify
that the decisive factor is symmetry – and not the mass of the external potential –
we performed an additional set of simulations. For this set, the setup of the external
potentials is such that the spherically averaged mass profiles associated with them are
















where Md is the total mass and H is the scale length of the equivalent disk potential.
The radii of individual “supernovae” are randomly sampled from the normalized mass
profile. Since the external potential is now spherically symmetric, the disk height
parameter is superfluous. All other parameters are kept as in Table 7.2.
Across simulations, we find that a spherically symmetric external potential induces a
qualitatively different contraction of the halos’ density profiles. While an axisymmetric
disk potential leads to shallower central slopes (see Figure 7.1), an equivalent spherically
symmetric potential gives rise to steeper density profiles of all simulated DM halos,
resulting in deeper potential wells, and thus, requiring more energy to unbind the cusps.
As a consequence, we find that in such (spherical) cases, no cores form in runs in which
ε = 0.01 or ε = 0.05. Only for the largest choice of the energy coupling parameter,
ε = 0.4, do cores form. This is the case we choose to make the comparison between
the axisymmetric and spherical potentials. The top row of Figure 7.4 shows results
from the run with an external disk potential, using the parameters ε = 0.4, fg = 0.46,
and H = 0.35h−1kpc. The bottom row shows results of the corresponding simulation
including a spherically symmetric external potential and a spherical distribution of
“supernovae”. In the left column, we show the evolution of the spherically averaged
DM density profiles, while the final phase space distribution of the orbital family of
kinematic tracers is shown in the right column. Although extended constant density
cores form in both cases, it is evident that core formation is slower in the spherically
symmetric case – a strong cusp-restoring contraction effect due to the external potential
can be observed after 1h−1Gyr. Nevertheless, the final core is somewhat larger in the
spherically symmetric case. The final phase space distribution of the kinematic tracers
is remarkably different between the two simulations. In the axysimmetric case, we
observe a considerable radial expansion on average, in line with the radial expansion
of the DM particles. Moreover, the final distribution in radial phase space is largely
featureless, i.e. completely phase-mixed. In the spherical case, the radial expansion is
accompanied by the emergence of prominent shell-like structures. We thus conclude
that the divergent behaviour of the kinematic tracers between Figures 7.2 and 7.3 is due
to the difference in spatial symmetry – and not due to the difference in the baryonic
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mass.
The reason for this difference is as follows. Initially, all particles are on orbits
defined by nearly identical actions (Jr in the case of a spherically symmetric external
potential and JR in the case of a disk), but with different orbital phases. As outlined in
Pontzen and Governato (2012) and Burger and Zavala (2019), a sudden change in the
gravitational potential causes a change in the energies of kinematic tracers that depends
on their respective orbital phases. Thus, impulsive mass removal, as in our effective
model of SN feedback, turns the original orbital family into a particle distribution
which is not phase-mixed. The shell-like features seen in the bottom right panel of
Figure 7.4 are signatures of early-stage phase mixing (see e.g. Binney and Tremaine
2008). As long as the underlying symmetry is preserved, i.e, Jr or JR are integrals of
motion for individual tracers, phase mixing progresses relatively slowly. Deviations
from spherical (or cylindrical) symmetry, however, can cause orbital diffusion along
resonant directions. As a result, actions associated with the broken symmetry are no
longer integrals of motion (see Pontzen et al. 2015) and phase mixing progresses much
faster5. As we mentioned in Section 7.4.1, the cylindrical symmetry in our runs with
an external disk potential is only exact in the x− y plane – and is easily broken by the
distribution of “supernovae” during a given explosion cycle. As a result, tracers acquire
non-zero vertical velocities and their plane of motion becomes tilted with respect to the
disk plane. At that point JR is no longer an integral of motion and resonant diffusion
can occur. Therefore, the divergent behaviour of the tracers in Figures 7.2, 7.3, and 7.4
is due to the difference in both the spatial symmetry of the external potential and the
spatial distribution of individual “supernovae”.
7.4.3 Net SN feedback impact on the inner DM distribution
Figure 7.5 shows a comparison of the results of all the simulations described in Table 7.2.
Following Santos-Santos et al. (2020, see also Oman et al. 2016b), we classify halo den-
sity profiles with a single number by their galaxy’s circular velocity curves through the
ratio vfid/vmax where vfid is the circular velocity at a radius rfid = 2(vmax/70kms−1)kpc
and vmax is the maximal circular velocity. As demonstrated in Santos-Santos et al.
(2020), smaller ratios between the two velocities correspond to more cored DM density
profiles. The value for a NFW profile is typically vfid/vmax ∼ 0.7. We note however that
there is no absolute correspondence between the ratio vfid/vmax and how cored the DM
halo’s density profile is since this ratio depends on halo concentration (for a fixed vmax),
and the precise shape of the profile (e.g. a Hernquist profile, albeit cuspy, has slightly
different values of vfid/vmax). More importantly, the baryonic galaxy can have a major
impact on this value in several ways: i) massive and concentrated galaxies contribute
significantly to the total circular velocity curve in the inner region and can contract the
DM halo, making it cuspier in the center (and thus increasing its contribution to the
circular velocity curve); ii) SN-driven outflows expel gas from the center and redis-
tribute the DM from the inside out, reducing the value of vfid/vmax, which is the focus
of this work. In our simulations, the mass of the external potential is the same across
all simulations of a given type (Plummer or disk) and thus, since the scale length of
5In such cases, these signatures can still be observed in the immediate aftermath of an impulsive energy
injection. However, observing them requires a more in-depth analysis (see Burger et. al., in prep.)
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Figure 7.5. A comparison showing the impact of SN feedback on the inner DM
distribution in all 27 simulations including an external Plummer and disk potential on
the top and bottom panels, respectively. The y−axis quantifies how cuspy/cored the
total matter density profile is, i.e., how fast the galaxy circular velocity curve rises,
depending on the SN feedback configuration. Lower values of vfid/vmax correspond to
more cored profiles. However, this ratio can also be altered by contraction of the halo
due to the external potential (prior to the first SN feedback cycle; see 7.1), an effect that
is of particular importance for the SMC-like galaxy (bottom panel). For that reason, we
plot the scale length of the external potentials on the x−axis. At fixed values of the
scale length, we can then make a relative comparison between the different SN
feedback configurations. Besides galaxy size, we also show how vfid/vmax depends on
total injected energy and energy injection time, using color-coded symbols as explained
in the legends. Across both panels, we find that injected energy and injection time
together largely determine whether the DM halo’s density profile changes or not. Still,
a residual impact of the galaxy’s concentration can also be observed.
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the galactic potential appears on the x−axis of Figure 7.5, all measured ratios vfid/vmax
with the same x−coordinate correspond to simulations with the same initial conditions.
Hence, while the value of vfid/vmax cannot tell us in absolute terms which DM halo is
more cored across all simulations, we can use the difference between measured values
of vfid/vmax with the same x−coordinate to establish which combination of parameters
in our SN feedback model (see Table 7.2) is more efficient at forming a core.
On the top panel of Figure 7.5, we show the results of the 27 simulations including
an external Plummer sphere. As can be seen in Figure 7.1, the mass of the Plummer
sphere chosen to mimic a Fornax-like dwarf galaxy is not large enough to cause a
significant contraction of the inner DM halo, allowing for an easy comparison of the
circular velocity curves between simulations. We can see that the measured final values
of vfid/vmax are very similar for all choices of a, as long as the injected energy is small
and the injection time is long, i.e., small ε and large fg (see Table 7.2). Thus, for this
combination of ε and fg (both assuming their “adiabatic” values) the halo essentially
retains its cusp for all choices of the galaxy’s concentration. The most important factor
in determining whether or not a core is formed is the amount of injected energy. In
fact, if the a priori energy coupling parameter is small (ε = 0.01), a (very small) core
is formed only if the galaxy is very concentrated and the injection time is quite short.
However, if the energy coupling is very large (ε = 0.4), cores are formed for virtually
every combination of the other two parameters. Injection time and concentration of the
galaxy play somewhat smaller roles, with injection time appearing to be slightly more
important: the core becomes more significant the shorter the injection time is and/or
the more concentrated the Plummer sphere is. We note that varying the injection time
between 1 per cent and 10 per cent of the orbital family’s radial period ( fg = 0.0017
and fg = 0.017, respectively) produces virtually no difference. This indicates that for an
intermediate value of the energy coupling parameter, the relevant timescale for energy
injection is roughly set by the orbital period of particles in the halo’s center (and not
much smaller than that), suggesting that although SN feedback needs to be impulsive
for a core to form, the requirement for the degree of impulsiveness (and thus for how
bursty star formation should be) is not that severe.
The bottom panel of Figure 7.5 shows the case of the external disk potential intro-
duced to mimic a SMC-like galaxy. From Figure 7.1 we know that this far more massive
external potential causes a significant contraction of the DM halo, which is reflected in
the values of vfid/vmax (compared to top panel of Figure 7.5). In fact, all of the measured
values lie above the value 0.7, the value for a typical unperturbed NFW halo. However,
it is obvious from Figure 7.3 that cores are formed in our simulations with a disk as long
as SN feedback is sufficiently energetic and impulsive. As we discussed at the beginning
of this subsection, the absolute values of vfid/vmax do not imply on their own whether a
halo is cored or not. We have explicitly verified that no cores form in the runs in which
ε = 0.01 and fg = 0.46. This implies that for a fixed value of H, we can take the blue
right-pointing triangle as a ’cuspy’ baseline and assess how cored the DM profile is for
the other simulations at the same H (but with different parameters regulating injected
energy and injection time). With that in mind, we observe very similar trends as the
ones for the Plummer sphere on the top panel of Figure 7.5. In general, however, the
final profiles are somewhat less cored on average for the SMC-like case than for the
Fornax-like case, relative to the baselines (blue right-pointing triangle). If cores form
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for a given combination of ε and H, the core size (significance) is again regulated by
how short the injection time is. The same is true for the disk’s scale length H, with more
significant cusp-core transformation (relative to the baseline) for more concentrated
disks.
7.4.4 Actual and nominal energy change
As shown in Section 7.4.3, the sizes of the final DM cores vary for a fixed value of
the nominal energy coupling parameter ε . Assuming that the final DM halos are in
dynamical equilibrium and fulfill the virial theorem, this implies that the total energy
that has been transferred to the DM particles in the halo is different between those
simulations (Peñarrubia et al. 2012). The effective coupling between SN feedback and
DM, εDM, is thus distinctly different from the nominal energy coupling ε defined in
Section 7.2.4.
In Figure 7.6 we show the energy that is actually injected into the DM halo for
the nine simulations with an external Plummer profile and a = 0.4h−1kpc on the top
panel and the nine simulations with an external disk potential and H = 0.35h−1kpc
on the bottom panel. The energies displayed correspond to the total energy of all DM
particles in the halo at a given time measured from snapshots taken every 200h−1Myr.
For orientation, we also show as horizontal lines final energies corresponding to several
values of the effective coupling parameter εDM, which we define as
εDM =
〈m?〉∆EDM
M?ξ (m? > 8M)ESN
, (7.16)
where ∆EDM is the increase in the DM halo’s total energy and all other quantities are as
in Equation 7.11. The values shown for εDM are 1.0 (solid black line), 0.4 (dashed black
line), 0.05, and 0.01 (thin dotted black lines). For individual runs, we can compare the
nominal energy coupling (to the ISM) ε with the actual, effective energy coupling εDM
at the end of the simulation.
In the Plummer case (top panel of Figure 7.6), we see that our effective model
underestimates the energy that is truly injected into the halo in all nine simulations. The
discrepancy between ε and εDM is particularly large for small nominal energy couplings
and decreases for larger values of ε . This is in line with our remarks in Section 7.2.4.
The approximation that the injected energy is given by the binding energy associated
with one of the Plummer spheres performs better if the local density contrast generated
by individual “supernovae” is large.
This picture is validated in the disk case (bottom panel of Figure 7.6), where the
agreement between nominal and actual injected energy is again better in the three simu-
lations in which the nominal energy coupling ε = 0.4. We can explain this behaviour
by recapitulating how we implement the energy injection in our effective model of SN
feedback. To fix the mass of an individual “superbubble”, we assume that the energy
that is required to unbind a Plummer sphere of said mass is given by Equation 7.12,
i.e., the gravitational binding energy of such a Plummer sphere in vacuum. However,
within the gravitational potential of the halo – and the external disk or Plummer poten-
tial – removing a Plummer sphere of mass mmax is equivalent to an energy injection
that is larger than just the binding energy given in Equation 7.12. This is because the
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Figure 7.6. The total energy (per unit mass) of DM partices in the halo as a function of
time in the nine simulations including an external Plummer sphere with a = 0.4h−1kpc
(top panel) and an external exponential disk with H = 0.35h−1kpc (bottom panel). The
colours of the lines refer to simulations with nominal energy couplings ε as indicated in
the legends above the panels. Solid coloured lines refer to the runs using the
benchmark value of fg, dashed (dotted) coloured lines to the runs using the adiabatic
(impulsive) values of these parameters (see Table 7.1). Black horizontal lines show the
final energies corresponding to “effective” energy couplings (εDM, see Equation 7.16)
of 1.0, 0.4, 0.05, and 0.01, respectively. The “effective” energy coupling is larger than
the nominal coupling in all simulations, suggesting that our order of magnitude
estimate for the injected energy systematically underestimates the actually injected
energy. Note that the summed energy of the DM particles is approximately stable
during the final 1h−1Gyr for almost all shown simulations, with the exception of the
three runs with the largest nominal energy coupling and an external Plummer potential
(red lines on the top panel).
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gravitational pull of the surrounding matter needs to be overcome as well. The relative
contribution of this extra energy injection, which is associated with the interaction with
the surrounding matter and unaccounted for in our model, is larger if the local density
contrast generated by the “superbubble” is small. As a consequence, the ratio between
εDM and ε is closer to unity in simulations with a larger nominal energy coupling, as can
be seen on both panels of Figure 7.6. In line with these considerations, similar trends
emerge when comparing between simulations with external Plummer (disk) potentials
of different sizes. The effective energy coupling is smaller in simulations with more
extended potentials since the ambient density in the surroundings of the “superbubbles”
is smaller.
A few further general statements can be made from Figure 7.6:
• The order of magnitude estimate of the total injected energy is roughly consistent
with the nominally injected energy with the maximum discrepancy being a factor
of a few in the Plummer case.
• In the disk case, the comparison between ε and εDM is complicated by some resid-
ual evolution in the total energy at the beginning of the simulation – particularly
for low nominal energy couplings.
• The qualitative scaling of the injected energy with the nominal energy injection
parameter is as intended, i.e., there are sizeable differences between the three
cases.
• In almost all simulations, the energy is relatively stable after 3h−1Gyr, i.e., when
the last SN cycle ends. An exception are the Plummer runs with ε = 0.4. The
residual fluctuation here is likely a numerical effect. Violent behaviour of particles
in the halo’s center can impede the accurate determination of the position and the
velocity of the halo’s center of potential.
• Gravitational coupling of energy to the DM particles is not perfect. This is
immediately evident from the fact that for ε = 0.05 and ε = 0.4, the increase in
energy of the DM particles is smaller if the energy is injected over a longer time.
Related to the last point, we notice that DM halos whose final density profiles are more
cored (see Figure 7.5) also have larger final energies (for the same external potential).
Given that the energy is – in most cases – stable after the last explosion cycle, we
can assume that the DM halos are once more in virial equilibrium at the end of the
simulation. The correlation between injected energy and final core size is therefore
expected (see Peñarrubia et al. 2012).
In summary, our formalism provides a reasonable (within a factor of a few) estimate
for the mass that needs to be removed by individual “supernovae” to match the nominally
injected energy (Equation 7.11). In most cases, the actual injected energy is somewhat
larger. The model can safely be used to test the impact of SN feedback of different
strengths. However, if knowledge of the exact amount of injected energy is required,
then the sum over the energies of the DM particles at the end of the simulation will have
to be manually compared to the equivalent sum at the beginning of the simulation.
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7.4.5 Core formation and impulsive energy injection
We have seen so far that core formation always coincides with at least one signature of
an impulsive change of the gravitational potential in the phase space plots of the orbital
family (radial expansion or formation of shells). We should note that while observing
these signatures is a necessary condition for core formation, it is not sufficient. For
instance, we observe shell-like structures in the Plummer sphere simulations with small
energy coupling if the energy injection time is short and a < 0.8h−1kpc, but this system
does not develop a significant core. This implies that the most important criterion for an
effective cusp-core transformation is whether or not the total injected energy is sufficient,
which is a requirement calculated in Peñarrubia et al. (2012). If there is enough SN
feedback energy deposition, then the significance of the core formed depends on how
impulsively the energy injection proceeds (see Figure 7.5). In light of that, perhaps the
most striking result of Figure 7.5 is that if the injected energy is large enough, cores
can form even if the injection time is of the order of a typical radial period in the halo’s
central region (red right-pointing triangles in Figure 7.5). If impulsive energy injection
is, as stated above, a prerequisite for core formation, then this implies that the rate at
which an injection of energy changes the gravitational potential must be fast enough to
be perceived as impulsive by a sizeable amount of particles in the halo’s center. Below,
we aim to provide a more detailed discussion of this in light of our results in Figure 7.5.
Burger et al. (2020) presented a theory for the diffusion of radial actions in time-
dependent spherical potentials. One key result is that radial actions Jr in slowly evolving
potentials can be written to first order as





≡ Jr′ +∆Jr, (7.17)
where Jr′ is a dynamical invariant (the radial action in a frame in which the potential
is time-independent), Pr(E,L) is a particle’s orbital period and Ṙ/R describes the rate
at which the gravitational potential changes. Another important result of Burger et al.
(2020) is that whether radial action distributions display adiabatic or impulsive evolution
can be roughly determined by the ratio
√
D̃/J, where D̃ is the diffusion coefficient of














where the brackets represent an ensemble average. The radial action distributions of
ensembles of tracer particles (such as the orbital families here) evolve adiabatically if√
D̃/Jr ≤ 0.1, but their evolution becomes increasingly non-linear as this ratio rises.
In Figure 7.7, we aim to link this measure of whether or not radial actions evolve
impulsively on average to the observed final DM density profiles in the simulations with
an external Plummer potential and fg = 0.33 (corresponing to the nominally adiabatic
energy injection; see Table 7.2). We show a bilinear interpolation of vfid/vmax as a
function of a and the logarithm of the energy coupling parameter, ε , using the nine
simulations corresponding to all the right-pointing triangles in the top panel of Figure
7.5. As we have shown earlier, the core becomes more significant with larger energy
coupling. To test how this relates to our above-introduced measure of how impulsive the
196
7.4. Results


























Figure 7.7. Bilinear interpolation of vfid/vmax (a measure of how cuspy/cored the total
density profile is; see Figure 7.5) as a function of the scale of the external Plummer
potential, a, and the logarithm of the energy coupling, log10 εDM. The interpolation is
done using the nine simulations including an external Plummer profile and with
fg = 0.33 (see Table 7.2). The lines correspond to a theoretical measure of how
impulsive SN feedback is as seen by the tracers comprising the orbital family. It
measures the amplitude at which the radial action of a typical tracer oscillates,
normalized by the action itself. Larger values correspond to particles whose actions
evolve more impulsively on average.
energy injection is, we calculate an estimate of
√
D̃/Jr for each of those nine simulations.




from Equation 7.18 for particles which
are part of the initial orbital family of tracers. To obtain a rough estimate of Ṙ/R, we
make use of Equations C6 and C13 in Burger et al. (2020), but assume here that the
change in the amplitude of the potential dominates over the change in its logarithmic
slope6. We estimate Ṙ/R at the pericenter radius of the orbital family, since the change





Ψ(r0, t0 + fgP)−Ψ(r0, t0)
fgPΨ(r0, t0)
, (7.19)
where r0 = 0.5h−1kpc, t0 is the time at which the first SN cycle starts, P is the explosion
cycle period (see Table 7.1), and α denotes the logarithmic slope of the shifted potential
Ψ, which is defined as Ψ(r, t) = Φ(r, t)−Φ(0,0).
Using Equations 7.18 and 7.19, we can estimate the typical diffusion coefficient D̃
for the orbital family of tracers in each of the simulations with fg = 0.33 (slow energy
6We note that this might not be a good approximation since the central slope of the gravitational potential
can change substantially during the energy injection. However, taking this effect into consideration would
require an in-depth analysis of individual DM particle’s orbits, which is beyond the scope of this paper. Hence,
the calculation of Ṙ/R presented here can be taken as a rough estimate.
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injection). From a bilinear interpolation of the values
√
D̃/Jr obtained from each of
those runs we calculate the contour lines shown in Figure 7.7. We find that larger
cores correspond to larger values of
√
D̃/Jr. More importantly, our estimate is that√
D̃/Jr ∼ 0.2 in the simulations with ε = 0.04. According to Burger et al. (2020), this
corresponds to the regime in which the evolution of radial action distributions transitions
from adiabatic to impulsive behaviour. In particular, it can in fact be impulsive for a
significant subset of particles, which would explain the signatures of impulsive energy
injection seen in the orbital family for these configurations in our simulations (see also
Figure 7.4).
7.5 Discussion
In this article, we have presented an effective model for SN feedback that can be
adopted in DMO simulations of isolated halos in order to quickly investigate the impact
of changing the total energy budget of SN feedback, the timescale over which the energy
is injected, and the spatial concentration of the baryonic matter within the DM halo. In
this Section we discuss some key elements and assumptions of our model. In particular,
we first focus on some strengths and weaknesses of our chosen galaxy models and of
how we determine the total SN feedback energy. We then discuss the differences in
the results we obtain depending on the concentration of the baryonic galaxy and on
how impulsive the energy deposition is. Eventually, we discuss the implications of
our results for how we can use kinematic tracers to detect the imprint of impulsive SN
feedback in dwarf galaxies.
7.5.1 Distribution of baryonic matter
All of our simulations are of a DM halo of mass M200 = 1010h−1M with an initial con-
centration of c200 = 13. The halo is initially set in approximate dynamical equilibrium,
having a NFW density profile for radii smaller than r200, and an exponential cutoff at
larger radii. In a first step, we add an external galactic potential to the halo and wait for
the halo to contract before applying our SN feedback model. The parameters defining
all of the six external potentials used in our work are listed in Table 7.2 and described in
Section 7.3.1. The benchmark cases have been chosen in order to approximate Fornax
(Plummer sphere) and the SMC (flat exponential disk).
The values of a and MPl in our benchmark Plummer sphere are inspired by measured
properties of Fornax reported in McConnachie (2012), as well as Fornax’s historic gas
content reported in Yuan et al. (2016). Moreover, the size of our halo corresponds to
roughly the measured size of Fornax’s host halo. It should be noted that our Plum-
mer model is spherically symmetric, and since Fornax is flattened (e.g. Genina et al.
2018), our model does not give a true representation of Fornax’s gravitational potential.
However, the contraction of the initial DM halo due to the baryonic mass estimated for
Fornax is negligible in all three configurations we explore. Critically for our purposes,
a spherically symmetric potential allows for a direct investigation of whether our imple-
mentation of SN feedback is impulsive or adiabatic by following the evolution of the
phase space distribution of an orbital family as presented in Burger and Zavala (2019).
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Our benchmark disk model has been chosen in order to approximate the SMC
following Hopkins et al. (2012), but scaling down the mass of the disk by a factor of
2, since our host halo is smaller in mass than the assumed SMC’s host halo by exactly
that factor. We note that due to the same reason the scale length of our benchmark
exponential disk potential should in principle be reduced as well. However, it is unclear
how to make this correction since the presence of a prominent gaseous component (far
more extended than the stellar disk) in a SMC-like galaxy complicates matters. In order
to not over-estimate the gravitational effect of the external disk, we chose to fix its scale
length to the value reported in Hopkins et al. (2012). Departures from this choice are
nevertheless considered when we discuss the impact of the scale length on how effective
SN feedback is at forming a core. We note that since our SMC-like system is simply a
scaled down version of the SMC and its host halo reported in Hopkins et al. (2012), its
stellar-to-halo mass ratio is somewhat inconsistent with observations (e.g. Moster et al.,
2010). We thus emphasize that our disk-galaxy models should be taken as a case study
of how the impact of SN feedback changes if the modelled dwarf galaxy is heavier (and
axisymmetric instead of spherically symmetric).
7.5.2 SN feedback energy deposition
The nominal SN feedback energy injected into the DM halo from each mock galaxy is
calculated from Equation 7.11, taken from Peñarrubia et al. (2012). This total energy
budget depends on the choice of the initial mass function and on the effective energy
coupling of SN feedback to DM (εDM). The latter remains a subject of debate with a
broad range of values between 0 and 1 effectively used across diverse SN feedback
implementations. In this work, we do not model εDM directly, but rather measure it at the
end of our simulations. To determine the mass of individual “supernovae”, we explore
the range of values between 0.01 and 0.4 for the nominal coupling of the SN feedback
energy to the ISM, i.e., the values that Peñarrubia et al. (2012) considered plausible (see
Section 7.4.4 for a discussion of our energy injection scheme and associated caveats).
We remark that the available energy for SN feedback depends linearly on the stellar
mass in the galaxy, whereas the energy required for cusp-core transformation depends
on the square of the DM halo mass. Thus, it is not surprising that Di Cintio et al. (2014),
Tollet et al. (2016), Chan et al. (2015), Fitts et al. (2017) and Lazar et al. (2020) find
that the inner slope of DM halos in hydrodynamic simulations is a function of the
stellar-to-halo mass ratio. In addition to Section 7.4.4, we here make a few further
remarks about how we implement the energy injection through SN feedback in our
effective model:
• Contrary to how SN feedback occurs in hydrodynamical simulations, the “super-
bubbles” in our model are stationary over 600h−1Myr. This is larger than the
typical orbital times at the relevant radii and may introduce artificial asymmetries
into the halo. This effect can be reduced by increasing NSNF, and thus creating,
on average, a more isotropic distribution of “supernovae”.
• Negative local “gas” densities can occur in the “superbubbles”. This is not an
issue within our model unless the associated acceleration becomes large enough
to disrupt the halo. In fact, a large density contrast is desirable, as it leads to a
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better agreement between the nominal and actual injected energy (see Section
7.4.4).
• The two points above represent opposing requirements for the parameter NSNF.
Having a better handle on the injected energy requires NSNF to be small, while
an increased symmetry is obtained for larger NSNF. We have checked for a few
benchmark simulations that varying NSNF by a factor of 2 up or down does not
significantly affect our results.
• Since our idealized simulations are initialized from halo properties today, we are
not modeling the cosmological history of halo assembly. Keeping this caveat
in mind, our analysis is more appropriate for dwarf galaxies with a fairly recent
dominant star formation activity, some of which have been associated to have
cored DM density profiles (Read et al., 2019).
• The very large cores that form for ε = 0.4 in the simulations with an external
Plummer potential and short injection time (red circles and left pointing triangles
in Figure 7.5) are fairly unphysical with SN feedback disrupting the halo’s
density profile out to radii of almost 10kpc. Simulations with this combination
of parameters have nevertheless provided valuable insight into the nature of the
SN-driven mechanism of cusp-core transformation.
• Finally, we briefly note that the parameters f? and ε are degenerate in our model.
We include f? as a parameter to facilitate a comparison of our results with
observations and simulation results in the literature and to relate the feedback
energy to the total stellar mass.
7.5.3 Impact of the concentration of baryons on SN feedback
We investigate the impact of how concentrated baryonic matter is within the halo in the
SN-driven mechanism of cusp-core transformation by varying the scale length a (H) of
the external Plummer (exponential disk) potential. The mass distribution corresponding
to those potentials directly determines the spatial distribution of explosion centers in
our SN feedback model (see Section 7.2.3).
In the case of the disk potential, our modelling has a couple of caveats, which
could lead to underestimating the SN feedback impact. The first one is that in order
to analytically calculate the potential, we assume the galaxy to be an infinitely flat
exponential disk (see Section 7.2.2). However, we distribute the locations of individual
“SN centers” in a more realistic way; they are not placed exactly in the disk plane but
follow a cosh−2 distribution in the vertical direction. This makes our implementation of
SN feedback slightly inconsistent with the calculation of the external potential, but we
accept this inaccuracy in the interest of distributing the “SN locations” more realistically.
The second reason we may underestimate the impact of SN feedback in the disk case
is that we do not differentiate between gas and stars in the baryonic disk. Modelling a
two-component disk potential with a more extended gaseous disk would thus reduce
the contraction of the DM halo (see Figure 7.1), while keeping the amount of injected
SN energy, as well as its spatial distribution, the same. These effects should lead to an
increased impact of SN feedback. However, as we mentioned above, the mass of our
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disk potential lies above the Moster et al. (2010) stellar-to-halo mass relation and thus
the calculated energy available for SN feedback is rather large. This over-estimate of
the SN feedback energy can potentially cancel some of the suppression effects outlined
above.
Irrespective of how well our results can be compared to observations of real dwarf
galaxies, a clear trend emerges when changing the scales of the external disk or Plummer
potential. In case of a nominal energy coupling ε = 0.05, this trend becomes particularly
obvious in Figure 7.5. The more concentrated the baryonic distribution is, the larger the
reduction in central DM density, provided the injection time is shorter than a typical
dynamical time. This result is in general agreement with the findings of Benítez-
Llambay et al. (2019) and Lazar et al. (2020). Namely, these works find that increasing
the star formation threshold in hydrodynamical simulations leads to denser and more
concentrated gas in the halo center, and subsequently to a more concentrated energy
injection into the halo, making SN feedback more efficient at forming DM cores. This
does not mean that an inversion of this trend, as reported in Benítez-Llambay et al.
(2019), can be disproved by our model. In our model, “gas” is removed from the
central halo instantaneously. In hydrodynamic simulations, gas can only be removed
from the center of the galaxy if the energy injected through SN feedback is sufficiently
large to overcome the gravitational pull of the combined potential of the DM and the
baryonic matter in the center. In the simulations of Benítez-Llambay et al. (2019),
this condition may not be fulfilled for very large star formation thresholds, due to the
concentrated accumulation of baryonic mass in the center of the galaxy. This would
explain the “sweet spot” range of star formation thresholds for core formation reported
by the authors. While we cannot conclude from our results whether cores can form in
very dense systems or not, we can make a different statement. If cores are formed in
these systems, then DM cusps are unlikely to be restored due to the gravitational pull
of gas that re-accumulates in the center of the galaxy. In other words, the DM cores
that are formed in our simulations are stable – even in the presence of a very centrally
concentrated “baryonic” potential.
7.5.4 Impulsiveness of SN feedback
There is an overall consensus in the literature that star formation needs to be “bursty”
for SN feedback to be efficient at forming a DM core. In this article, we find that
the most important criterion is the amount of energy that is deposited into the system
by SN feedback. Nonetheless, we find that the energy injection timescale plays an
important role as well, either in determining the core significance (for high energies,
ε ∼ 0.4), or whether or not a core is formed at all (for low energies, ε ∼ 0.05, see Figure
7.5). We find virtually no difference in our results (core significance and the presence
of signatures of impulsive SN feedback in the final phase space distribution of an
orbital family of tracers) between simulations with injection times that are ∼ 1% of the
dynamical time and injection times that are ∼ 10% of the dynamical time. The situation
changes significantly once the injection time becomes comparable to the dynamical
time. For small and medium energy couplings, DM cores do not form for such long
injection times and no signatures of impulsive SN feedback can be detected in the phase
space distribution of tracers. The case of a large nominal energy coupling (ε = 0.4) is
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different, both DM cores and their signatures in the phase space of orbits are present,
albeit reduced in significance. As explained in Section 7.4.5, the reason for this is that if
ε = 0.4, the change in the gravitational potential is substantial enough to be perceived
as impulsive by particles in the halo’s center, even if the SN feedback energy is injected
on a timescale comparable to the dynamical time.
Overall, we find that signatures of impulsive SN feedback can always be detected in
the phase space distribution of an orbital family of tracers if the DM halo has formed a
core. The reverse statement, however, is not true. If the energy coupling is rather low
(ε = 0.01) cores do not form (see Figure 7.5), yet we can see some signatures of an
impulsively changing gravitational potential imprinted in the phase space of the orbital
family, provided the energy is injected on timescales shorter than the dynamical time.
In general, we find that while these signatures are present, the net radial expansion and
diffusion of orbits is less significant for SN feedback that is not energetic enough to form
a core. Still, this raises the question of whether and how such kinematic signatures can
be used to differentiate between adiabatic and impulsive core formation, as suggested in
Burger and Zavala (2019). One possibility is to look at differences in age and metallicity
gradients of stars between a system that undergoes adiabatic core formation and one that
undergoes impulsive core formation. We are currently investigating this issue (Burger
et.al., in prep.) by means of a suite of hydrodynamical simulations of a single isolated
halo, including different star formation thresholds using the stellar feedback model
SMUGGLE (Marinacci et al., 2019) incorporated into AREPO (Springel, 2010).
7.6 Summary
We have presented a new effective model of SN-driven cusp-core transformation that can
be included in N-body simulations of isolated halos. Our model consists of two main
components, an external potential that approximates the distribution of baryons in a
dwarf galaxy, and a scheme to inject energy into the DM particle distribution in a manner
that is approximately consistent with the stellar distribution modelled by the external
potential. In a series of simulations, we have tested how the effect of SN feedback
depends on the baryonic concentration, the amount of injected SN feedback energy, and
the timescale on which this energy is injected into the halo. We have used simulations of
a dwarf-size halo to examine the cases of a Plummer potential (to mimic a Fornax-like
system) and a disk potential (to mimic a SMC-like system). We find that the most
important factor determining whether SN feedback can form cores in dwarf galaxies is
whether or not enough energy is available to transform the halo’s density profile. If the
available energy is close to maximal, cores form even if the SN injection time is longer
than the dynamical timescale in the halo center and/or baryons are concentrated or not.
If less energy is available, whether or not cores form depends on how fast the energy is
injected and on how concentrated the baryonic matter is within the halo. For minimal
values of the energy, cores cannot form. For a fixed amount of feedback energy, larger
cores form for faster injection times and more concentrated galaxies. Cores formed
in very concentrated galaxies are stable – adiabatic contraction due to the centrally
concentrated baryonic potential does not restore the cusp, even if no further supernovae
occur. Analyzing the phase space distribution of tracer particles, we find clear signatures
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of impulsive SN feedback in all simulations in which the DM halo develops a core.
However, we also find these signatures in a few simulations in which the halo’s density
profile remains cuspy as the amount of SN feedback energy is insufficient to trigger
core formation. The longevity and the appearance of those signatures are closely linked
to the spatial symmetry of the halo and the external potential.
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We present a suite of 16 high-resolution hydrodynamic simulations of an isolated
dwarf galaxy (gaseous and stellar disk plus a stellar bulge) within an initially cuspy
dark matter (DM) halo, including self-interactions between the DM particles (SIDM),
stochastic star formation and subsequent supernova feedback (SNF). SIDM momentum
transfer cross section and star formation threshold are varied between simulations.
The DM halo forms a constant density core of similar size and shape for several
combinations of those two parameters. Haloes with cores which are formed due to
SIDM (adiabatic cusp-core transformation) have velocity dispersion profiles which are
closer to isothermal than those of haloes with cores which are formed due to SNF in
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simulations with bursty star formation (impulsive cusp-core transformation). Impulsive
SNF can generate steep stellar age gradients and increase random motion in the gas at
the centre of the galaxy. Simulated galaxies in haloes with cores which were formed
adiabatically are spatially more extended, with stellar metallicity gradients that are
shallower (at late times) than those of galaxies in other simulations. Such observable
properties of the gas and the stars, which indicate either an adiabatic or an impulsive
evolution of the gravitational potential, may be used to determine whether observed
cores in DM haloes are formed through self-interactions between the DM particles or in
response to impulsive SNF.
8.1 Introduction
Precision measurements of the cosmic microwave background (Planck Collaboration
et al. 2020) reveal that the matter distribution in the early Universe was almost com-
pletely homogeneous, perturbed only by small density fluctuations. The ΛCDM con-
cordance model, in which ∼ 80 per cent of the matter content in the Universe consists
of collisionless, cold dark matter (CDM), successfully explains the growth of these
small fluctuations into the large scale structure we observe today (Springel et al. 2006).
Collisionless N-body simulations predict the hierarchical collapse of overdensities into
sheets, filaments, and eventually self-gravitating virialized dark matter (DM) haloes.
Galaxies, consisting of ordinary baryonic matter, are hosted by such DM haloes. Under
the assumption that the brightest observed galaxies are hosted by the most massive DM
haloes, the clustering and the abundance of observed galaxies are well explained by the
spatial distribution of DM haloes in large cosmological simulations (Frenk et al. 1988,
Kazantzidis et al. 2004, Conroy et al. 2006, Moster et al. 2010, Behroozi et al. 2013).
Moreover, the observed rotation curves of large spiral galaxies are well explained by
the combined mass of visible matter and DM (see e.g. van Albada et al. 1985).
On the scale of dwarf galaxies, however, the situation is far more uncertain. The
dynamical properties of some observed dwarf galaxies appear to be inconsistent with
predictions from collisionless N-body simulations in regards to the abundance and the
inner structure of low-mass CDM haloes. These mismatches between simulations and
theory are longstanding issues that have become known as the small-scale challenges
to ΛCDM (see Bullock and Boylan-Kolchin, 2017, for a review). To date, it remains
unclear whether these challenges are a manifestation of known but uncertain non-
gravitational baryonic physics, which is not present in DM only N-body simulations, or
whether a modification of the ΛCDM concordance cosmogony is needed to tackle them.
One of these challenges is the so-called cusp-core problem. Cosmological CDM
N-body simulations predict that the spherically-averaged density profiles of DM haloes
can be uniquely described by a single two-parameter fitting function, the so-called
Navarro-Frenk-White (NFW) profile (Navarro et al., 1996b, 1997). This universality
has been demonstrated over 20 orders of magnitude in halo mass (Wang et al., 2020).
Importantly, the spherically-averaged density of NFW haloes rises inversely proportional
with radius close to the halo’s centre; NFW haloes are cuspy. However, the observed
rotation curves of some dwarf Irregulars and Low Surface Brightness galaxies in the
field (e.g., Moore, 1994; de Blok et al., 2008; Kuzio de Naray et al., 2008; Read
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et al., 2019), and at least two Milky Way dwarf spheroidals (Fornax and Sculptor)
(Walker and Peñarrubia, 2011), are seemingly inconsistent with the assumption that
these galaxies are hosted by cuspy DM haloes. Instead, the slow-rising nature of their
rotation curves suggests that these galaxies may be hosted by DM haloes with extended
central cores of constant density. A potentially related issue is that some observations
suggest that the mass enclosed within the central kiloparsec of dwarf galaxies may
be overpredicted by collisionless CDM N-body simulations (Alam et al. 2002, Oman
et al. 2015). Currently, there is ongoing debate about whether measurements of the
HI-rotation curves of field dwarfs are interpreted correctly (e.g. Oman et al. 2019,
Santos-Santos et al. 2020), and whether strong deviations of spherical symmetry in the
dwarf spheroidals Fornax and Sculptor may have wrongfully led to the conclusion that
the inner density profiles of their host haloes are cored (Genina et al. 2018). However, it
is clear that if observations of slow-rising rotation curves in dwarf galaxies stand the
test of time, a non-gravitational physical mechanism that transforms central density
cusps into cores is needed to reconcile them with the success of ΛCDM on larger
scales. Several such mechanisms of cusp-core transformation have been proposed and
while some of them invoke baryonic physics to flatten out the central density profile
of dwarf-size haloes, others require abandoning ΛCDM for a different cosmogony that
resembles ΛCDM on large scales.
Among the mechanisms of cusp-core transformation that work within ΛCDM, the
most viable one is core formation induced by supernova (SN) feedback (Navarro et al.,
1996a; Gnedin and Zhao, 2002; Pontzen and Governato, 2012; Garrison-Kimmel et al.,
2013; Di Cintio et al., 2014; Tollet et al., 2016; Chan et al., 2015; Fitts et al., 2017; Lazar
et al., 2020; Burger and Zavala, 2021). Repeated energy injection from supernovae in
the dwarf galaxy can give rise to galactic-scale gas outflows, causing rapid fluctuations
of the enclosed baryonic mass, and hence of the total gravitational potential within
the inner DM halo. As shown in detail by Pontzen and Governato (2012), repeated
impulsive changes in the gravitational potential cause a net radial expansion of the
orbits of particles that move within. In the case of core formation induced by SNF, this
means that the strongly fluctuating gravitational potential causes a radial expansion
of the orbits of individual DM particles in the halo centre, thus flattening the central
density profile.
To be a feasible mechanism of cusp-core transformation, SNF needs to fulfill a
number of conditions. First and foremost, the total energy that is released by supernovae
has to be sufficient to unbind the DM halo’s central cusp (Peñarrubia et al., 2012). A
secondary condition is that SNF needs to be impulsive, i.e., SN-driven gas outflows
need to give rise to sizeable changes of the gravitational potential on timescales which
are shorter than the typical dynamical times of DM particles in the inner halo (Pontzen
and Governato, 2012; Burger and Zavala, 2021). From the observational side, there is
evidence that starbursts in bright dwarfs, and thus, their associated supernova cycles,
happen on timescales that are comparable to the typical dynamical times of those
galaxies (Kauffmann, 2014). However, observations still lack the time resolution
required to resolve starburst cycles on the smaller dynamical timescales of the low-mass
MW dwarf spheroidals (Weisz et al., 2014). In general, the more energy is injected
during a SNF cycle, the shorter the time is over which that energy is injected, and the
more concentrated the baryonic mass is to the centre of the DM halo (Burger and Zavala
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2021), the more efficient the CM cusp-core transformation will be. In hydrodynamic
simulations of galaxy formation, the implementations of SNF are calibrated to the
resulting structural properties of larger galaxies. Thus, the efficiency of SNF at flattening
the cusps of dwarf-size DM haloes is mainly determined by one model parameter, the gas
density threshold for star formation (Benítez-Llambay et al. 2019, Dutton et al. 2020).
Larger star formation thresholds lead to more bursty star formation, more concentrated
and impulsive feedback, and a stronger contribution of baryons to the central potential,
and hence to enhanced core formation (Bose et al., 2019a; Benítez-Llambay et al.,
2019).
Among the most viable mechanisms of cusp-core transformation that require
changes to the assumed cosmogony is one that was proposed specifically as a possible
solution to the cusp-core problem. It proposes that the DM is in fact not collisionless
but self-interacting (SIDM, Spergel and Steinhardt 2000, Yoshida et al. 2000, Davé
et al. 2001, Colín et al. 2002, Vogelsberger et al. 2012, Rocha et al. 2013, see Tulin
and Yu 2018 for a review). In SIDM, particles can exchange energy and momentum
through elastic scattering, causing an outside-in energy redistribution within the centre
of DM haloes, resulting in the formation of an isothermal core. The timescale on which
an initially cuspy SIDM halo forms a flat and isothermal core is roughly given by the
time it takes for each DM particle in the inner halo to scatter at least once (Vogelsberger
et al., 2012; Rocha et al., 2013). The strength of the self-interaction in SIDM models is
parametrized in terms the momentum transfer cross section per unit mass, σT/mχ . De-
pending on the specific SIDM model, σT/mχ can either be constant or dependent on the
relative velocity between the two scattering DM particles. SIDM is an efficient mecha-
nism of cusp-core transformation in dwarf-size haloes for σT/mχ & 1cm2g−1, whereas
SIDM haloes are virtually indistinguishable from CDM haloes if σT/mχ . 0.1cm2g−1
(Zavala et al. 2013). The most stringent and precise constraints on the self-interaction
cross section have been put on the scales of galaxy clusters (e.g. Robertson et al. 2017,
Robertson et al. 2019) and large elliptical galaxies (Peter et al. 2013), where observa-
tions require that σT/mchi . 1cm2g−1. On smaller scales, Read et al. (2018) concluded
that σT/mχ . 0.6cm2g−1, based on their findings that the central density profile of the
MW dwarf spheroidal galaxy Draco is cuspy. Moreover, based on a DM only analysis of
the updated too-big-to-fail problem, Zavala et al. (2019) concluded that SIDM models
with a constant cross section of σT/mχ ∼ 1cm2g−1 fail to explain the apparently large
central densities of the host haloes of the ultra-faint satellites of the MW (Errani et al.,
2018). It should be pointed out that the constraints on σT/mχ on the scale of dwarf
galaxies are affected by significantly larger systematic uncertainties than on the scales
of galaxy clusters or elliptical galaxies. Moreover, Zavala et al. (2019) demonstrate that
SIDM with a strongly velocity-dependent self-interaction cross section may provide a
natural explanation for the observed diversity in the rotation curves of the MW dwarf
spheroidals (see also Correa 2021). The strong dependence of the self-interaction cross
section on the typical DM velocities would create a bimodal distribution of rotation
curves in the MW satellites in which the heavier haloes have constant density cores
while the lighter haloes have undergone gravothermal collapse and have very steep cen-
tral cusps as a consequence . The same mechanism of gravothermal collapse might be
accelerated by tidal interactions in the environment of the MW leading to an agreement
between constant cross section SIDM models with σT/mχ ∼ 3cm2g−1 and the internal
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kinematics of MW satellites (e.g. Kahlhoefer et al. 2019; Sameie et al. 2020).
Burger and Zavala (2019) have shown that while both SNF and SIDM can transform
cusps into cores in dwarf-size haloes, the two mechanisms leave distinct signatures
in the dynamical properties of kinematic tracers. This difference is related to the
different timescales on which SNF and SIDM affect the gravitational potential. While
SNF is a viable mechanism for cusp-core transformation only if it causes strong and
impulsive fluctuations in the central potential, SIDM thermalizes the central region of
DM haloes on timescales which are comparable to or larger than the typical dynamical
timescales at distances of ∼ 1kpc from the centre of dwarf galaxies. In other words,
SIDM haloes form cores adiabatically, while SNF forms them impulsively. Stars,
which approximately act as tracers of the gravitational potential, respond differently to
impulsively changing potentials than they do to adiabatically changing potentials. In
particular, while the actions of tracers on regular orbits are conserved in adiabatically
evolving potentials (e.g. Binney and Tremaine 2008), this is not the case in impulsively
evolving potentials. Moreover, the orbits of tracers in adiabatically changing potentials
quickly adapt to the evolution of the potential, while an ensemble of tracer particles
can be put out of dynamical equilibrium in impulsively changing potentials. Hence, the
dynamical properties of the stars may differ considerably between i) dwarf galaxies
with cuspy haloes, ii) cored haloes with an adiabatic core formation history, and iii)
cored haloes with an impulsive core formation history.
In this article, we aim to identify such differences using 16 high-resolution hydro-
dynamical simulations of an isolated dwarf galaxy with global parameters resembling
the Small Magellanic Cloud (SMC) embedded within a live halo (similar to Hopkins
et al. 2012). Starting from idealized initial conditions, we simulate the evolution of the
system over roughly half a Hubble time using the moving-mesh code AREPO (Springel
2010) with the interstellar medium (ISM) and stellar evolution model "Stars and MUl-
tiphase Gas in GaLaxiEs" (SMUGGLE) introduced in (Marinacci et al. 2019) and the
Monte-Carlo code for self-interactions between DM particles described in Vogelsberger
et al. (2012). Core formation within colissionless dark matter haloes in SMUGGLE is
investigated in detail in Jahn et al., (in-prep).
All simulations start from identical initial conditions and are carried out using
different combinations of the momentum transfer cross section per unit mass σT/mχ
and the gas density threshold for star formation nth. We investigate which combinations
of those two parameters cause the DM halo hosting the SMC-analogue to form a
constant-density core, and for which parameter combinations the halo retains its initial
central cusp. Subsequently, we look for observable quantities that are characteristically
different between simulations in which the DM halo forms a core of similar size. In
other words, we look for ways in which we can break the degeneracy between SNF
and SIDM as cusp-core transformation mechanisms. To that end, we compare three
observable quantities, which are derived from the dynamical properties of either the
stars or the gas: i) the spatial extent of the visible galaxy, ii) the amount of random
motion in the line-of-sight gas velocity, and iii) the age and metallicity gradients of the
stars formed throughout the simulation.
This article is structured as follows. We describe the simulations and initial con-
ditions in Section 8.2, present our results in Section 8.3, and summarize our findings
in Section 8.4. In Appendix 8.5 we discuss several caveats that arise because of the
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stochastic nature of star formation.
8.2 Simulations
Our goal is to investigate core formation in dwarf-size DM haloes and how we can
differentiate between cores that have been formed adiabatically and cores that have been
formed impulsively. To that end, we perform a suite of 16 different hydrodynamical
simulations starting from the same idealized system. In the suite of 16 simulations,
we investigate the impact of different SNF models on the final DM density profile.
Specifically, we use the ISM and stellar feedback model SMUGGLE(Marinacci et al.,
2019) with four different values of the gas density threshold for star formation. We also
investigate how elastic self-scattering between DM particles affects the final DM density
profile, testing four different values of the momentum transfer self-scattering cross
section. In this Section, we briefly outline how the initial conditions of our simulations
are generated and how an orbital family of kinematic tracers is included into the initial
conditions. Then, we will discuss the ISM model used in our simulations, as well as the
algorithm employed to model DM self-scattering.
8.2.1 Initial conditions
We set up an isolated DM halo in dynamical equilibrium containing a baryonic galaxy
consisting of a stellar disk, a gaseous disk and a stellar bulge. The structural parameters
of our initial conditions are similar to the SMC-like galaxy presented in table 1 of
Hopkins et al. (2012).
The DM halo is modeled as a Hernquist sphere whose structural parameters are de-
fined by its circular velocity v200 at the virial radius r200 and its concentration parameter
c2001. Here, we use v200 = 36.3kms−1 and c200 = 18. The virial mass, radius and scale
length (M200, r200, and rs, respectively) can be derived from these two parameters.
The baryonic components are defined by their mass fractions, relative to the DM
halo mass, and by their density profiles. Both the stellar and gaseous disks combined
have a mass of 0.0445×M200 (84% of the disk mass is gas while the rest consists of
collisionless star particles). The stellar bulge consists fully of collisionless star particles
and makes up for a fraction of 0.005 of the total mass M200. The gas disk has an







with a scale length Hgas = 2.1kpc, where R is the cylindrical radius. As we are interested
in a late time dwarf galaxy, we consider a fully ionized gas composition. The gas is
initially isothermal with a temperature of 104 K, and has solar metallicity. The vertical
structure of the gaseous disk is initialized such that the gas is in hydrostatic equilibrium
(see Hernquist 1993 and Springel et al. 2005a).
1r200 is defined through the equation M200 = 200×4π/3ρcritr3200, where M200 is the halo’s virial mass,
ρcrit is the critical density of the Universe, and c200 = r200/r−2 is the halo concentration, with r−2 being the
radius at which the logarithmic slope of the halo’s density profile equals −2.
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The stellar disk also has an exponential surface density profile, but with a smaller









with a scale height z0 = 0.14kpc. The bulge is modelled as a Hernquist sphere with a
scale length A = 0.233kpc.
Due to the spherical symmetry of halo and bulge, we can make use of Eddington’s
equation (Eddington, 1916) to calculate the full distribution functions of both the halo
and bulge particles. The velocities of different particles are subsequently sampled
directly from the distribution function. However, due to the presence of the baryonic
disk, the total gravitational potential deviates from spherical symmetry. For definiteness,
we calculate the distribution function by performing Eddington’s integral along the
direction perpendicular to the plane of the disk and note that this procedure introduces a
small degree of inaccuracy.
For the stellar disk, we calculate the velocity dispersion tensor on a logarithmic
grid of R,z values using the Jeans equation in cylindrical coordinates and the streaming
velocity from the enclosed mass profile using the epicyclic approximation (see Springel
et al., 2005a, for details). The velocities of individual disk particles are then comprised
of the streaming velocity and an added random component which is calculated using a
local Maxwellian velocity distribution based on the calculated velocity dispersion tensor.
The velocities of individual gas cells in the gaseous disk are set to the gas’ streaming
velocities (calculated taking into account both gravity and the gas pressure gradient) at
the position of the respective cell.
We initially set up 1.2×107 DM particles, 4×105 gas cells, 8×104 collisionless
disk particles and 8×103 bulge particles. The mass of each particle is then approxi-
mately 1.3× 103M. The gravitational softening length is εg = 24pc for all particle
species.
Since the algorithm we use to set up our initial conditions relies on assuming
spherical symmetry to calculate the distribution functions of the bulge and the halo,
the resulting distribution of particles is not fully in dynamical equilibrium due to the
presence of the axisymmetric disk component. To remedy this, we evolve the system
for a time of 1Gyr, solving for the dynamical evolution of the gas and the collisionless
particles but disabling cooling processes and deactivating star formation and stellar
feedback. After letting the system relax for 1Gyr, we take the final snapshot as our new
initial conditions.
8.2.2 The stellar evolution model
We use the SMUGGLE stellar feedback and ISM model (Marinacci et al., 2019) for
the moving mesh code AREPO (Springel, 2010). We refer the reader to the original
paper for details about the model and its implementation. Here, we briefly review
two key components that are of key importance in our work, namely the stochastic
implementation of star formation and the implementation of SNF.
The formation of star particles proceeds stochastically and is based on the star
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ρ ≥ ρth , (8.3)
where Mgas is the gas mass in a given gas cell, tdyn is the dynamical time of the gas cell,
and ε is the star formation efficiency parameter, set to a value of 0.01 in all of our runs.
It is evident from Eq. (8.3) that star formation can only proceed if the gas density in a
given gas cell is larger than the threshold density ρth. This in itself is of key importance,
as it implies that changing this parameter can significantly impact the distribution of
gas densities throughout the simulation. In particular, increasing the threshold will lead
to more concentrated gas and therefore to more concentrated star formation. Apart from
the density criterion, gas cells are also required to be gravitationally bound, meaning
that they cannot overcome their self-gravity through gas motion and thermal energy. If
both of these criteria are fulfilled, a gas cell is stochastically converted into star particles
with a probability of p = 1− exp(−Ṁ?∆t/Mi), where Mi is the mass in the gas cell
i and ∆t here denotes a simulation time step. This probability is then compared to a
random number x in the interval (0,1) drawn from a uniform distribution. The gas cell
is converted into a star particle if p ≥ x. The formed star particles represent stellar
populations with a Chabrier (2001) initial mass function.
The implementation of SNF is explained in great detail in Section 2.3 of Marinacci
et al. (2019). The algorithm differentiates between type II supernovae and type Ia
supernovae. The total momentum injected into the ISM is boosted if the cooling radius,
the radius at which the SN remnant transitions from an adiabatic Sedov-Taylor phase
to a momentum conserving phase, cannot be resolved in the simulation. This is the
case for most simulations, given that the cooling radius is of the order of a few pc,
well below the scales that are resolved in galaxy formation simulations. The expected
values of ejected mass, energy, and the total number of supernovae are self-consistently
calculated at each time-step and for each star particle. Time steps are chosen such that
the expected number of supernovae is below one at essentially all times. A discrete
number of supernovae is then sampled from a Poisson distribution with the expected
number of supernovae as the distribution’s mean. Once the number of supernovae, the
ejected energy, momentum, mass, and metallicity have been determined, these quantities
are distributed over a fixed number of nearest neighbour gas cells. Fixing the number of






W (|ri− rs|,h), (8.4)
where ri is the position vector of the i’th neighbouring gas cell, rs is the star particle’s
position vector, and W is the cubic spline kernel. If the radius h determined in this way is
larger than RSB, the typical radius of a super bubble (∼ 1kpc), then the feedback energy
and momentum are distributed amongst cells within RSB, while mass and metallicity
are distributed amongst the Nngb nearest neighbours within the search radius h. If there
are Nngb nearest neighbouring gas cells within the super bubble radius, no distinction
is made. The SN ejecta are divided amongst cells using weights that are proportional
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to the solid angle covered by the cells as seen from the stellar particle’s position (see
Eq. (35) in Marinacci et al. 2019).
A key parameter of the model is nth, the number density threshold for star formation.
Together with the average mass per gas cell this determines the density threshold ρth in
Eq. (8.3). Its value is therefore directly related to how clustered the stellar populations
that form are, and hence, how clustered SNF is. A larger star formation threshold leads
to more bursty star formation, leading in turn to more energetic and impulsive SNF. We
thus expect nth to play a key role in determining whether SNF is effective at forming
cores in our simulations.
8.2.3 The SIDM algorithm
To model SIDM, we use the algorithm introduced in Vogelsberger et al. (2012) and
described in Section 2.2 therein. In this algorithm, the probability for scatter between
two DM particles i and j is given by
Pi j = mi
σT
mχ
vi jW (ri j,hi)∆ti, (8.5)
where mi is the i’th DM simulation particle’s mass, σT/mχ is the SIDM momentum
transfer cross section per unit mass, vi j is the relative velocity between particles i and
j, and ∆ti is the time step of particle i. The scattering probability is smoothed by the
cubic spline kernel W , whose arguments are the distance between particles i and j and
the smoothing length hi, denoting the radius of a sphere around simulation particle i
which contains a predetermined number of nearest neighbours. The total probability for
a scatter is given by a sum of the probabilities calculated according to Eq. (8.5) over all
the nearest neighbours and multiplied by 1/2. Whether and with which of the nearest
neighbours a scatter occurs in a given timestep is determined stochastically as outlined
in Vogelsberger et al. (2012). To model an elastic scatter, the two colliding particles are
assigned new velocities in a way that conserves both total momentum and total energy.
The total number of scattering events is regulated by σT/mχ ; if each DM simulation
particle in the halo centre takes part in ∼ 1 scattering event, the inner halo forms an
isothermal constant density core. The size of this core and the timescale at which it
forms depend on the strength of the interaction, and hence on the SIDM transfer cross
section.
8.2.4 Simulation suite parameter space
The focus of our work is whether or not cores are formed in dwarf-sized DM haloes
through either the adiabatic (SIDM) or the impulsive (SNF) mechanism, and if so, how
quickly they form. Moreover, we aim to find observables that can differentiate between
the two cusp-core transformation mechanisms. By changing the parameters of both
the star formation and stellar feedback model, and the SIDM algorithm, we are able to
regulate the relative importance of the impulsive and adiabatic processes, respectively,
in our simulations. As outlined above, the key parameter determining the impact of
DM self-interactions is the momentum transfer cross section σT/mχ , while the density
threshold for star formation nth determines how impulsive SNF is. Our simulation suite
consists of 16 simulations, for each of which we adopt a different combination of these
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two model parameters. We thus cover a four by four grid in parameter space, running
one simulation for each combination of σT/mχ = {0,0.1,1,10} (in units of cm2g−1)
and nth = {0.1,1,10,100} (in units of cm−3).
The numerical values of the other parameters of the star formation and stellar
feedback model are given in table 3 of Marinacci et al. (2019). For the SIDM algorithm,
we adopt Nngb = 32±5 for the nearest neighbour search.
8.3 Results
In this Section, we present the results of our simulations. We start by showing how the
numerical value of the star formation threshold affects the star formation history, both
in a CDM and in an SIDM halo. Then, we compare the evolution of the density and
velocity dispersion profiles of the DM halo for all 16 combinations of nth and σT/mχ .
Thereafter, we focus on several dynamical quantities that help to break the degeneracy
between simulations in which the final density profiles (and in turn the galaxy rotation
curves) look nearly identical. Our simulations are run for a total of 4Gyr. Most results
presented in this Section are derived from snapshots taken after 3Gyr, except for a
few relevant cases in which we present results for 4Gyr. We have verified that the
differences between simulations with different transfer cross sections and star formation
thresholds persist at later times.
8.3.1 Star formation histories
Across simulations, we find that the burstiness of star formation is regulated by the
star formation threshold nth. In Fig. 8.1, we show the star formation rates measured
in eight different simulations over a simulated time of 3 Gyr. The top panel shows the
star formation rates of all CDM simulations, while the bottom panel shows the star
formation rates of all SIDM simulations with σT/mχ = 1cm2g−1.
On the top panel, we find quasi-periodic bursty star formation cycles only in the
CDM simulation with nth = 100cm−3. In all other simulations, star formation decreases
monotonously after ∼ 300 Myr. We can identify a single star burst in the simulation
with nth = 10cm−3, after∼ 250 Myr. The star formation histories in the two simulations
with low star formation thresholds are smooth over the entire simulated time.
On the bottom panel, we find bursty star formation in both simulations with larger
star formation thresholds, i.e. for nth = 10cm−3 and for nth = 100cm−3. For nth =
10cm−3, bursty episodes of star formation start appearing after ∼ 1 Gyr. For nth =
100cm−3, on the other hand, we identify massive bursts of star formation only during
the first gigayear of simulated time. After a particularly strong burst, the star formation
rate drops significantly and does not recover. This drop is directly related to the strong
star burst before. The large number of supernovae that occur shortly after this star burst
drive a large amount of gas out of the galaxy, effectively shutting off star formation.
In the two simulations with lower star formation thresholds we once again observe a
smooth star formation history throughout the simulations, with a steadily decreasing
star formation rate as more of the gas is converted into stars.
Overall, we find that bursty star formation can only occur in simulations with
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Figure 8.1. Star formation history in two different haloes over 3 Gyr of simulated time.
On the top (bottom) panel we show the star formation rates in the simulations of the
CDM (SIDM, σT/mχ = 1cm2g−1) halo with four different star formation thresholds as
indicated. On average, larger star formation thresholds lead to burstier star formation,
independent of the self-interaction cross section. However, star formation can also shut
down in simulations with large star formation thresholds if gas is ejected from the
galaxy early on (see for instance the green line on the right panel).
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large star formation thresholds. For nth . 1cm−3, the star formation rate is smooth
and monotonously decreases with time. The larger the star formation threshold, the
burstier star formation can be. However, star formation also becomes more stochastic
in simulations with larger star formation thresholds. In particular, SNF following a
massive star burst can result in star formation being completely shut off, due to a large
amount of gas being removed from the galaxy in large-scale galactic winds.
8.3.2 Density profiles and final galaxy rotation curves
We find striking differences in the evolution of the density and velocity dispersion
profiles of the DM halo between simulations with different momentum transfer cross
sections and star formation thresholds. Fig. 8.2 compares their evolution (density
to the left, velocity dispersion to the right) for three different simulations. The top
panels correspond to the CDM run with ρth = 0.1cm−3, in the middle panels σT/mχ =
1cm2g−1 and ρth = 0.1cm−3, and in the bottom panels we show results of the CDM
run with ρth = 100cm−3. Several profiles are shown in each panel, calculated from
snapshots that are spaced apart by 1Gyr of simulation time as labelled in the legend.
The DM density and velocity dispersion profiles show almost no evolution in the
case in which both the star formation threshold and momentum transfer cross section
are small (upper panels). In fact, the DM halo remains cuspy down to the smallest
resolved radius. In the other two cases however, a constant density core forms in the
inner halo. For σT/mχ = 1cm2g−1 and nth = 0.1cm−3 (middle panels), a ∼ 1kpc core
forms quickly and is fully formed after ∼ 2Gyr. The corresponding velocity dispersion
profile is flat out to approximately the scale radius of the initial halo. Density and
velocity dispersion profiles of the CDM simulation with nth = 100cm−3 are displayed
in the bottom panels. After ∼ 3Gyr, the density profile closely resembles the SIDM
density profile shown in the middle panel. However, the cusp-core transformation occurs
more gradually and we see that the corresponding velocity dispersion profile is not yet
fully isothermal at the end of the simulation. Thus, while the timescales for impulsive
(SNF driven) and adiabatic (SIDM related) core formation are slightly different, the
resulting cored density profiles look remarkably similar. As a consequence, we cannot
differentiate between those two core formation scenarios by means of their final DM
density profiles.
Crucially, DM density profiles are not observed directly but instead reconstructed
from the measured rotation curves of observed galaxies. Santos-Santos et al. (2020)
introduced a method to categorize rotation curves by comparing the maximal circular
velocity vmax with the circular velocity vC at a fiducial radius rfid = 2(vmax/70km/s)kpc
(see also Oman et al. 2015). The authors state that a value of vC(rfid)/vmax ∼ 0.7
is typical for cuspy NFW haloes and that larger values correspond, on average, to
adiabatically contracted haloes, whereas smaller values correspond to cored haloes.
However, Santos-Santos et al. (2020) also mention that while this ratio is a useful
statistical measure to characterize rotation curves, it cannot be used to decide whether
individual DM density profiles are cored or cuspy. Burger and Zavala (2021) investigated
a system with similar distributions of dark and baryonic mass components as the one
simulated here. The authors find that the baryonic component dominates the rotation
curve at the fiducial radius, making it difficult to tell whether the DM density profile
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Figure 8.2. Evolution of density profile (left panels) and velocity dispersion profile
(right panels) of the DM halo in three different simulations. In the top row we show
results of a CDM run with ρth = 0.1cm−3, in the middle row σT/mχ = 1cm2g−1 and
ρth = 0.1cm−3 and in the bottom row we show results of a CDM run with
ρth = 100cm−3. We show spherically averaged profiles measured at the times indicated
in the legends. The grey area corresponds to the radial range in which the profile is not
converged according to the Power et al. (2003) criterion.
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Figure 8.3. We show two measures that characterize cored and cuspy DM haloes at the
characteristic radius of 0.5kpc in our simulations: the circular velocity profile relative
to its maximum value (upper panel), and the logarithmic slope of the velocity
dispersion profile. These are shown as a function of (logarithmic) star formation
threshold and (logarithmic) transfer cross section per unit mass. We adopt a value of
σT/mχ = 0.01cm2g−1 to represent CDM in this plot. The colour maps show bilinear
interpolations over all 16 simulations. The contour lines show degenerate curves in
parameter space along which vC(0.5kpc)/vmax (upper panel) or dσ/d lnr(0.5kpc)
(lower panel) assume the indicated values. The upper panel quantifies the (total) mass
deficit in the inner part of the halo, whereas the lower panel focuses directly on whether
the DM distribution in the inner halo is isothermal or not. Both panels correspond to
results after 3Gyr. The colour map is chosen such that white colour corresponds to the
CDM simulation with nth = 0.1cm−3 in which the DM halo remains cuspy (lower left
corner). Deviations from this benchmark value in either direction are then coloured in
red or blue as indicated by the colour bar.
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Figure 8.4. Same as upper panel of figure 8.3, but after 4Gyr of simulation time.
is cuspy or cored from the value of vfid/vmax. Thus, instead of vfid, we here calculate
the circular velocity at a smaller radius r = 0.5kpc since Fig. 8.2 suggests that cored
profiles start to differ strongly from cuspy ones at this radius for our simulations. We
therefore adopt vC(0.5kpc)/vmax as a measure for how cored or cuspy our simulated
DM halo is at a given time.
Fig. 8.3 shows vC(0.5kpc)/vmax (upper panel) and dσ/d lnr(0.5kpc) (lower panel)
as a function of (logarithmic) star formation threshold and (logarithmic) transfer cross
section per unit mass after 3Gyr of simulation time. The colour map is a bilinear
interpolation in the (logarithmic) parameter space between all 16 simulations (see
Section 8.2.4) and we have assigned a "self-interaction cross section" of 0.01cm2g−1
to the CDM runs to be able to include them in the Fig.2. Fig. 8.3 demonstrates that
there are curves in the σT/mχ - nth parameter space along which the measured values
of vC(0.5kpc)/vmax (or dσ/d lnr(0.5kpc)) are degenerate. Some of these curves are
highlighted by the contour lines. We have constructed all colour maps here such that
they refer to deviations from the CDM simulation with nth = 0.1cm−3, in which the
halo remains cuspy (see Fig. 8.2). Quantities measured for this benchmark simulation
are assigned white colour, while deviations into either direction are coloured blue or
red.
A couple of interesting trends emerge in the upper panel of Fig. 8.3. For low
star formation thresholds, the final mass distribution is solely determined by the self-
interaction cross section. Cross sections up to ∼ 0.1cm2g−1 are rather ineffective at
forming a core within a simulation time of ∼ 3Gyr. The most prominent cores are
formed at values & 1cm2g−1. However, for much larger cross sections an inversion of
2As mentioned above, CDM and SIDM are virtually indistinguishable for σT /mχ  0.1cm2g−1. We thus
expect no important differences between CDM runs and potential runs with σT /mχ = 0.01cm2g−1 and thus
assume that setting them equal is justified for the sake of presentation.In the remainder of the article, CDM




this effect occurs. In fact, for σT/mχ ∼ 10cm2g−1 we find that the final enclosed mass
within 0.5kpc is larger than in the baseline cuspy CDM case. This is due to the onset
of the gravothermal collapse phase (Balberg et al., 2002; Colín et al., 2002; Koda and
Shapiro, 2011; Pollack et al., 2015; Nishikawa et al., 2020).
When increasing the star formation threshold, we find that at some value between
10cm−3 and 100cm−3, the SNF mechanism becomes concentrated and impulsive
enough to form a core in the DM profile that is of roughly the same size as the largest
cores formed by SIDM. Combining a large star formation threshold with SIDM cross
sections that would by themselves lead to the formation of cores does not change the
value of vC(0.5kpc)/vmax by much. Hence, the measured rotation curves are truly
degenerate at this characteristic radius indicating that DM cores of similar size form all
across for cross sections around 1cm2g−1 (regardless of the star formation threshold)
and for smaller cross sections as long as the star formation thresholds is large enough.
On the other hand, if the SIDM transfer cross section per unit mass is large enough,
the effect of gravothermal collapse always outweighs the effect of SNF, meaning that
even at large star formation thresholds the circular velocity measured at the end of the
simulation is always larger than in the benchmark simulation.
The lower panel of Fig. 8.3 aims to provide a measure of the dynamical differences
between the 16 DM haloes after 3Gyr. We show the derivative dσ/d lnr at r = 0.5kpc,
interpolated across the parameter space shown in the figure. For fully isothermal cores
we expect values of dσ/d lnr ∼ 0. If we focus on the contour line in parameter space
along which we found cored halo profiles in the upper panel of Fig. 8.3, we see that
the behaviour of the velocity dispersion profiles to some degree breaks this degeneracy
between SIDM cores and SNF cores. SIDM cores are in general more isothermal than
their SNF counterparts. This is a generalization of the statement that SIDM and SNF
can lead to similar core sizes, but their DM components have a different dynamical
structure (see Burger and Zavala 2019), at least over the simulated time interval. While
the bottom panels of Fig. 8.2 suggests that the core in CDM run with impulsive star
formation becomes increasingly isothermal, we do not know whether a steady state
similar to the quasi-equilibrium state of cored SIDM haloes will eventually be reached3.
Throughout the simulations presented here, the dynamical structure of the DM haloes is
different for different core formation scenarios. Finally, we note that larger SIDM cross
sections can lead to slightly negative gradients in σ(r) at 0.5 kpc, indicating that the
velocity dispersion profiles are no longer fully isothermal after the onset of gravothermal
collapse.
In some of our simulations, the DM haloes continue to evolve after 3Gyr, and
thus the picture presented in Fig. 8.3 changes slightly. For illustration, we show
vC(0.5kpc)/vmax measured after 4Gyr as a function of σT/mχ and nth in Fig. 8.4. Two
trends are apparent when comparing Fig. 8.4 to the upper panel of Fig. 8.3. Firstly, the
SIDM haloes with σT/mχ = 0.1cm2g−1 are more cored after an extra 1 Gyr of evolution
since despite being a weak value for the self-interaction, it can still cause DM haloes to
form cores, on longer timescales. Secondly, the gravothermal collapse has progressed,
heavily altering the dynamical structure of SIDM haloes with σT/mχ = 10cm2g−1,
making them “cuspier” on average. The CDM runs do not change appreciably in
the additional 1Gyr, implying that residual evolution due to SNF occurs on longer
3We remark that no such steady state is found after 4 Gyr of simulated time either.
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timescales. Importantly, the degeneracy contours in parameter space along which haloes
with a flat constant density core are located very similarly in the upper panel of Fig. 8.3
and Fig. 8.4.
8.3.3 Galaxy sizes
The orbits of stars change in response to an evolving gravitational potential. However,
their response may differ depending on whether the change in the potential is adiabatic
or impulsive. Hence, the stellar mass distribution may differ between galaxies whose
host haloes have formed a core either through SNF or through self-interactions between
the DM particles.
Fig. 8.5 shows different measures of the size of the simulated galaxy (after 3Gyr)
as a function of star formation threshold and transfer cross section per unit mass. In
the upper panel we show the half mass radius, whereas in the lower panel we show the
quarter mass radius of the simulated galaxies. These radii are determined by calculating
the enclosed stellar mass in spherical shells around the halo’s centre of potential and
then determining (using nested intervals and gsl “akima" interpolation) the radius of the
spherical shell which contains half (a quarter of) the total stellar mass. When calculating
the stellar mass profile, we take into account all collisionless disc and bulge particles
(see Section 8.2.1, as well as newly formed “star" particles. The half mass (upper panel)
radius is usually taken as a characteristic scale of galaxies. Given the simulation setup
we have, in particular the values of the scale lengths for the gaseous and stellar discs
chosen for the initial conditions in our simulations (see Section 8.2.1), the half mass
radius ends up being larger than the typical DM core radius by a factor of ∼ 1.5 and is
therefore not ideal to analyse how core formation affects the stellar distribution. Hence,
we also look at the quarter mass radius (lower panel of Fig. 8.5), which probes exactly
the radial range of interest.
A few trends are similar across both panels of Fig. 8.5. At small SIDM cross
sections (σT/mχ ≤ 0.1cm2g−1), the star formation threshold hardly has any impact on
the final galaxy size. Another key trend that can be observed in both panels is that the
galaxy size contracts significantly in those simulations in which the self-interaction cross
section is large enough to trigger the gravothermal catastrophe. The most significant
contraction is observed for the case in which σT/mχ = 10cm2g−1 and nth = 10cm−3,
where the gravothermal collapse proceeds somewhat faster than in simulations with the
same self-interaction cross section and different star formation thresholds.
The most interesting feature of Fig. 8.5 appears only in the bottom panel. For
nth ≤ 1cm2g−1 the galaxy becomes more extended if σT/mχ ∼ 1cm2g−1, precisely
the case in which i) the DM density profile forms a core in an adiabatic way due to
SIDM and ii) SNF does not cause impulsive changes in the gravitational potential.
In simulations in which the DM halo adiabatically forms a core, the stellar tracers
follow the adiabatic evolution of the gravitational potential, resulting in a less bright and
more extended galaxy. Vogelsberger et al. (2014) performed SIDM simulations with
σT/mχ ∼ 1cm2g−1 with a baryonic physic implementation having effectively a low
star formation threshold. The authors find that the stellar distribution of their simulation
traces the evolution of the DM, forming a core that is related to the DM core (see Fig. 8
in Vogelsberger et al. (2014)), which is in very good agreement with the results we find
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Figure 8.5. The galaxy half (stellar) mass radius r1/2 (top panel) and quarter (stellar)
mass radius r1/4 (bottom panel) as a function of σT/mχ and nth, measured after 3Gyr.
As in Fig. 8.3, the parameter space shown is filled by interpolation across the 16
simulations in our suite. Contour lines indicate degeneracies (i.e. equal values of either
r1/2 or r1/4) in parameter space. Notice that the half mass radius in all cases is larger
than the typical core radius of ∼ 0.7kpc found in Fig. 8.2. Thus, core formation has a
much stronger effect on the quarter mass radius of the stars than on the half mass
radius.
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here.
The fact that with respect to the bechmark simulation, no global changes in the stellar
distribution are observed in simulations with impulsive SNF may indicate that impulsive
fluctuations in the gravitational potential prevent the stars from following the adiabatic
evolution of the DM component. Thus, even if the evolution of the DM is governed by
the effect of SIDM when the cross section is & 1cm2g−1, SNF remains an important
perturber to the dynamics of the stars. The galaxy sizes measured after 4Gyr are very
similar to the ones presented in Fig. 8.5. The only difference is a strong additional
spatial contraction of the galaxies in the simulations with σT/mχ = 10cm2g−1.
An important conclusion from Fig. 8.5 is that the spatial distribution of stars in
dwarf galaxies can break the degeneracy in the rotation curves of galaxies within haloes
with impulsive or adiabatic core formation histories (seen in Fig. 8.3). In order to use
observations of the structure and size of galaxies to determine whether their inferred
DM cores formed adiabatically or impulsively, it would be necessary to first establish
a statistical relation between the dynamical mass of the system, the core formation
mechanism and the average structure of the stellar distribution through an expanded
suite of simulations like the one presented here but in a full cosmological setting within
a large cosmic volume.
Inspired by the results of Burger and Zavala (2019), we now focus on the dynamical
properties of the stars and the gas as a more promising avenue to search for observable
and truly distinct signatures of either the adiabatic or impulsive cusp-core transformation
scenarios.
8.3.4 Line-of-sight gas dynamics
Impulsive injection of energy, momentum, and ejecta mass from supernovae into the
surrounding interstellar medium (ISM) causes random motion in the gas, perturbing its
circular streaming motion. Fig. 8.6 shows the ratio between the line-of-sight speed and
the line-of-sight rms (root mean squared) velocity of the gas in the CDM simulation in
which nth = 100cm−3 (bursty star formation), calculated at different times as indicated
in the legend. To calculate this ratio, we first determine the centre of potential from all
simulation particles with a shrinking spheres method and subsequently calculate the
total angular momentum vector from all particles which are part of the rotating disc (gas
cells, “disc" particles, and “star" particles). We then use the normalized total angular
momentum vector to rotate the galaxy into a coordinate system whose origin is the
centre of potential and whose vertical axis is aligned with the normalized total angular
momentum vector.
Afterwards, we calculate |v̄los|/σlos for an edge-on galaxy configuration. Since our
initial conditions were set up with an axisymmetric baryonic disc, we here assume that
our simulated discs remain axisymmetric by the end of the simulations. Without loss
of generality, we can then assume that the line of sight is aligned with the y-axis in
our new coordinate system.4 Averaged line-of-sight speed and velocity dispersion are
then calculated in logarithmic bins of cylindrical radius, with v̄los = v̄y and σlos = σvy .
Initially, the gas streams without any random motion, and thus the observed dispersion
in Fig. 8.6 is simply a consequence of the projection of the circular motion performed
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Figure 8.6. Evolution of the ratio of the average line-of-sight speed to the line-of sight
velocity dispersion as a function of cylindrical radius for the CDM simulation with
nth = 100cm−3 (bursty star formation). Different lines correspond to different times as
indicated in the legend.
by the gas into the line-of-sight direction. As the simulation progresses, successive
injection of momentum, energy and mass into the ISM causes additional random motion
in the gas, in particular near the centre of the galaxy. After 3Gyr, we see that the inner
value of |v̄los|/σlos has dropped below one. The effect of the reduction is particularly
significant at very small radii . 200pc.
If this increase in random gas motion is in fact a direct consequence of SNF, then
the different values of nth used in our simulation suite should lead to a systematic
difference in |v̄los|/σlos across simulations. In the upper (lower) panel of Fig. 8.7, we
show |v̄los|/σlos measured at a cylindrical radius of 0.2kpc from the centre of the galaxy
after 3Gyr (4Gyr) as a function of star formation threshold and SIDM transfer cross
section. Over large parts of the parameter space, the degree of random motion in the gas
close to the centre of the galaxy is nearly constant throughout the simulations. However,
in some cases with large star formation thresholds (impulsive SNF), the central value of
|v̄los|/σlos is reduced after 3Gyr (relative to the baseline cuspy CDM case with smooth
star formation), indicating an increase in random motion within the gas.
This increase in random motion is particularly strong for nth = 100cm−3 and
σT/mχ ≤ 0.1cm2g−1. The strength of this distinction between smooth and bursty
star formation (in CDM and SIDM with σT/mχ ≤ 1cm2g−1) is however quite de-
pendent on the simulation time. For instance, in the lower panel of Fig. 8.7, which
corresponds to t = 4Gyr, the difference across different star formation thresholds is
much smaller than in the upper panel. This implies that impulsive SNF can lead to a
significant increase in the random motion of the gas that is rather short lived. Thus,
while hypothetical observations of very chaotic gas motion in dwarf galaxies with cored
host haloes would hint at a recent impulsive starburst event, SNF cannot be ruled out as
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Figure 8.7. A measure of the relative impact of random motions over rotation: the ratio
|v̄los|/σlos, after 3Gyr (top panel) and 4Gyr (bottom panel). We show this ratio at a
cylindrical distance of 200pc from the centre of the galaxy as a function of the
parameters nth and σT/mχ . A tendency towards smaller ratios (i.e. larger random
motion) arises in simulations with cored haloes and bursty star formation
(nth ≥ 10cm−3), i.e., roughly within the contour line of value 1.2, which is roughly the
baseline cuspy CDM value with smooth star formation. The strength of this trend is
however transitory, being significantly stronger at 3Gyr (top panel) than at 4Gyr
(bottom panel). In the latter case, we find that random gas motion increases




the cause of a DM core if no such increased random motion is observed.
We notice as well that due to the increasing impact of the gravothermal collapse
phase on the central properties of the galactic system, there is a strong increase in random
gas motion in the simulations with σT/mχ = 10cm2g−1 by t = 4Gyr. Therefore, we
speculate that hypothetical observations of compact dwarf galaxies with very fast-rising
rotation curves and a large amount of random gas motion would be good targets to look
for the presence of haloes that have gravothermally collapsed due to very large SIDM
cross sections.
By comparing the lower panel of Fig. 8.5 with the results of Fig. 8.7 we can make
an interesting remark: while an average expansion of the central stellar distribution
appears to be a distinct signature of galaxies embedded in DM haloes with adiabatically
formed cores which are not significantly affected by SNF (r1/4 ∼ 0.7kpc in Fig. 8.5), a
significant increase in random motion of the gas in the centre of the galaxy can only be
observed in galaxies with cored host haloes if SNF is impulsive (right corner in both
panels of Fig. 8.7 relative to the CDM case with smooth star formation baseline in the
lower left corner).
8.3.5 Age and metallicity gradients
The stellar evolution module of SMUGGLE keeps track of several properties of in-
dividual star particles, among them, their formation time and metallicity. Fig. 8.8
shows projections of the phase space distribution of the stellar age and metallicity of
newly formed stars after 3Gyr in the benchmark CDM simulation with nth = 0.1cm−3
(smooth star formation). In the upper (lower) panels, we show the average stellar age
(metallicity) as a function of the phase space coordinates R and vR (left panels) and
z and vz (right panels). For presentation purposes, the data is averaged in 100× 100
equally spaced bins in phase space. The average stellar age appears to be approximately
independent of the cylindrical radius R (upper left panel of Fig. 8.8). However, older
stars seem to be on orbits with a relatively large vertical extent (upper right panel of Fig.
8.8). This hints at a slow migration of stars out of the disc plane over the course of the
simulation. In contrast, we observe a clear radial and vertical gradient in metallicity,
which has a straightforward physical explanation. As outlined in Section 8.2.2, metals
that are ejected by supernovae are distributed among the neighbouring gas cells. Since
the gas is initially densest in the centre of the galaxy, this is where most stars form
and hence where most supernovae happen. This larger supernova rate, leads to a more
metal-rich ISM in the inner galaxy and in turn to second generation stars with larger
metallicities than in the the outskirts of the galaxy, explaining the observed metallicity
gradient.
The stellar age and metallicity distributions shown in Fig. 8.8 are calculated after
3Gyr in the CDM simulation with smooth star formation in which the DM halo does
not form a core (see Fig. 8.2), i.e., the gravitational potential remains approximately
constant. On the other hand, in a halo with an evolving gravitational potential, (adiabatic
or impulsive) cusp-core transformation can alter the phase space distribution of the
stars in dwarf galaxies (Burger and Zavala, 2019). Thus, we surmise that the age and
metallicity distributions will look distinctly different in our simulations in which the
DM haloes’ final density profiles are cored.
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Figure 8.8. Average age (upper panels) and metallicity (lower panels) of stars formed
after 3Gyr in the CDM simulation with nth = 0.1cm−3 (smooth star formation) as a
function of phase space coordinates: cylindrical radius R and velocity vR (left panels),
vertical coordinate z and the vertical velocity vz (right panels). The data is averaged in
phase space bins. Black dotted vertical lines denote either the quarter mass radius
(R1/4, left column) or z1/4 (right column, see text).
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Figure 8.9. Different ratios characterizing age gradients and metallicity gradients in
our simulations as a function of star formation threshold and SIDM transfer cross
section, calculated after 3Gyr. In the upper left panel, we show the ratio between
average stellar ages in the outer and inner regions of the simulated galaxy across the
disc plane, where the quarter mass (cylindrical) radius (of the baryonic distribution) is
used as the boundary. The upper right panel shows a similar plot, but vertically,
perpendicular to the plane of the disc, with a boundary for inner and outer regions
given by z1/4 = 0.2R1/4 (see also Fig. 8.8). The lower panels are as the upper panels
but for stellar metallicities instead of ages. Since the quarter mass radius lies well
within the radial range which is strongly affected by core formation (see Fig. 8.2), these
ratios are a good probe of how adiabatic or impulsive core formation mechanisms
affect the stellar phase space distributions.
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Figure 8.10. Same as Fig. 8.9, but after 4Gyr of simulation time.
Figs. 8.9 and 8.10 compare the age and metallicity gradients measured after 3Gyr
and 4Gyr, respectively across the parameter space of the simulations. In order to facili-
tate a comparison between different values of σT/mχ and nth, we quantify the steepness
of the gradients by taking the age/metallicity ratios between stars with radial/vertical
distances from the centre of the galaxy which are larger than a certain characteristic
scale to those that are smaller than this scale. From Figs. 8.3 and 8.5, we know that the
enclosed mass within the baryonic quarter mass radius (r1/4) is a good proxy for whether
the DM halo is cored or cuspy, and thus, we choose this radius as the characteristic
scale that characterizes the age/metallicity gradients in Figs. 8.9 and 8.10. Since we
are interested in the gradients along the disc plane and perpendicular to it, we define
the characteristic cylindrical radius R1/4 = r1/4 at z = 0, and the characteristic vertical
scale z1/4 = 0.2R1/4 in line with the initial ratio between vertical and radial scale height
of the disc (see also Fig. 8.8).
The upper left panel of Fig. 8.9 shows the ratio between the average age of stars with
cylindrical radii larger than R1/4 and stars with radii smaller than R1/4 at t = 3Gyr. For
nth ≤ 1cm−3 this function is featureless, while at larger star formation thresholds, the
age gradient is positive and significantly larger than in the benchmark case for almost all
simulations, particularly for those with nth ≥ 10cm−3 (bursty star formation) in which
the DM halo forms a core. However, for nth = 100cm−3 and σT/mχ = 1cm2g−1, the
age gradient is reversed, becoming negative at the scale of the quarter mass radius:
tage(> R1/4)/tage(< R1/4). The general trend of simulations with larger star formation
thresholds having (on average) older stars in the outer parts of the galaxy than in the
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inner parts can be explained by the mechanism of impulsive SNF.
The rapid change in the gravitational potential caused by the supernova cycle
triggered in early starbursts that causes the formation of the DM core also results in an
outward migration of some of the stars that were present in the inner regions at the time.
The exception seen for the simulation with nth = 100cm−3 and σT/mχ = 1cm2g−1 is
likely caused by a massive starburst occurring just before t = 1Gyr (see Figs. 8.1 and
8.11), which leads to a SN-driven gas outflow that effectively shuts off star formation
for a long time. At later times, the supernova feedback mechanism is not energetic
enough to cause older stars to migrate into the outskirts of the galaxy. The net result
is that at the end of this simulation, the stellar population within R = R1/4 is older (on
average) than outside of it. The upper left panel of Fig. 8.10, showing the age ratio
after 4Gyr of simulation time, essentially confirms the same picture. However, given
the growing impact of the gravothermal collapse phase for large cross sections, the age
gradient is noticeably different (larger than one) than for smaller cross sections, even
for low star formation thresholds (non-impulsive supernova feedback).
The upper right panels of Figs. 8.9 and 8.10 show a similar ratio as in the upper
left panel, but in this case perpendicular to the plane of the disc instead of along it.
Displayed is the average age of stars with |z|> z1/4 divided by the average age of stars
with |z| < z1/4. At both times shown in Figs. 8.9 and 8.10, the age gradient in the
vertical direction (upper right panels) shows a very similar pattern as in the (cylindrical)
radial direction on the upper left panels.
The lower left panels of Figs. 8.9 and 8.10 show the ratio of average stellar metallic-
ities outside of R1/4 to average stellar metallicities within R1/4 after 3Gyr and 4Gyr,
respectively. After 3Gyr, this ratio is a mostly featureless constant across the parameter
space of the simulations, except for a slightly reduced metallicity gradient in the simu-
lation with σT/mχ = 1cm2g−1 and nth = 100cm−3, where star formation is strongly
reduced for a while and almost no stars with high metallicities are formed. The spatial
metallicity distribution is fairly even in this case, compared to the other simulations.
In general, metallicity gradients are negative, since the ISM is more metal-rich in the
centre of galaxies.
This is reflected in metallicity ratios (measured with respect to the quarter mass
radius) which are smaller than 1. In simulations with σT/mχ = 1cm2g−1, where the
DM halo forms an isothermal core due to DM self-interactions, the observed metallicity
gradients (along the cylindrical radial direction) are shallower than in other simulations.
This is particularly apparent at t = 4Gyr where a clear difference emerges between
simulations in which the DM haloes have formed cores adiabatically, and simulations
in which they have not. A potential explanation for this arises from Fig. 8.5. Galaxies
which are hosted by haloes with SIDM-induced cores have stellar distributions in which
the central density of stars is smaller (i.e. the galaxies are less compact) than in the other
simulated galaxies. Thus, the ejected metals from SNF are more evenly distributed
within a larger volume around the centre of the galaxy.
Finally, the lower right panel of Fig. 8.9 (Fig. 8.10) shows the ratio between the
average metallicity of stars with |z|> z1/4 and stars with |z|< z1/4 after 3Gyr (4Gyr).
As in the case of the age gradients in the upper right panels of Figs. 8.9 and 8.10, we
find that the metallicity gradients along the vertical direction track more or less closely
the trends and patterns of the (cylindrical) radial metallicity gradients (compare lower
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right to lower left panels of Figs. 8.9 and 8.10). Overall, however, the differences across
the parameter space in the vertical direction are not as pronounced as in the (cylindrical)
radial direction.
In summary, we can draw two conclusions. Very large stellar age gradients (to a
lesser extent tracked by metallicity gradients) are found in the simulations in which
supernova feedback is impulsive. Observing them in galaxies whose DM haloes have
cored density profiles does not rule out SIDM as the mechanism responsible for the
formation of the DM cores, but it suggests that supernova feedback is the dominant
mechanism of cusp-core transformation. If very small metallicity gradients were
ubiquitously observed in galaxies with cored host haloes, these haloes would likely have
formed their cores adiabatically, and thus SIDM would be preferred over supernova
feedback as a mechanism of cusp-core transformation.
8.4 Summary
We have explored under which conditions either SNF or SIDM are feasible mechanisms
of cusp-core transformation in the haloes of isolated dwarf galaxies. Particularly, we
focused on how the dynamical properties of gas and stars in dwarf galaxies might be
affected by either impulsive (SNF driven) or adiabatic (SIDM driven) core formation.
To that end, we performed a suite of 16 high-resolution hydrodynamical simulations,
evolved for 4 Gyr, of an idealized SMC-size galaxy embedded within a live DM halo
with an initially cuspy Hernquist density profile. Our simulations included both a
stellar evolution and feedback prescriptions using the SMUGGLE model (Marinacci
et al., 2019) and self-interactions between the DM particles (Vogelsberger et al., 2012),
all within the framework of the AREPO code (Springel, 2010). We present a detailed
description of core formation in SMUGGLE for CDM haloes in a companion paper
(Jahn et al., in-prep) and focus here on the comparison between dark matter cores
formed due to SNF versus due to dark matter self-interactions, all evolved with the
same SMUGGLE baryonic treatment.
Starting from identical initial conditions, each simulation was performed with a
different combination of SIDM momentum transfer cross section (σT/mχ ) and star
formation threshold (nth). These two parameters effectively control the efficiency of the
SIDM-driven and SNF-driven mechanisms of cusp-core transformation, respectively.
The values of these parameters were chosen in order to probe star formation regimes
from smooth (low nth) to bursty (high nth, see Fig. 8.1), as well as to probe the
regimes from collisionless DM (CDM; σT/mχ = 0) to strong self interactions as large
as 10cm2g−1. Our results indicate for which combinations of self-interaction cross
section and star formation threshold, the initially cuspy halo develops a O(1) kpc size
constant density core (see Fig. 8.3). In particular, we identified a degenerate line in
the σT/mχ −nth parameter space plane along which the final simulated DM haloes are
cored.
Moreover, we found that adiabatically formed cores (SIDM cores) tend to be fully
isothermal, while those formed through impulsive SNF are not, at least within the
timescales of our simulations. To be more precise, our results indicate that SIDM cores
fully thermalize significantly faster than those formed through SNF (see bottom panel
230
8.5. Appendix A - Caveats
of Fig. 8.3). SIDM haloes with σT/mχ ∼ 10cm2g−1 undergo gravothermal collapse
after ∼ 2.5 Gyr in our simulations. Their density profiles are cored for a short while
before they collapse and form very steep central density cusps (see Figs. 8.3 and 8.4).
To differentiate between SIDM and SNF as core formation mechanisms, we compare
several observable quantities between simulations. A few clear trends emerge. Galaxies
within cored host haloes form extended stellar distributions that follow the gravitational
potential of the host halo if i) the core was formed adiabatically through SIDM and
ii) star formation is smooth instead of bursty, i.e., SNF is not impulsive (Fig. 8.5).
Impulsive SNF can cause steep stellar age gradients (Figs. 8.9 and 8.10 and increased
random motion in the gas (Fig. 8.7). Ubiquitous observations of turbulent gas or steep
stellar age gradients within cored DM haloes would therefore suggest that impulsive
SNF has caused the cusp-core transformation.
On the other hand, the metallicity gradients of stars in dwarf-size SIDM haloes with
σT/mχ ∼ 1cm2g−1 are systematically shallower than the metallicity gradients of stars
in CDM haloes (Figs. 8.9 and 8.10). The dynamical properties of galaxies embedded in
haloes which have undergone gravothermal collapse are systematically different from
the dynamics of all other simulated galaxies.
The parameter space plots in our results are to be indicative of general trends, not
precise predictions due to the fact that our simulations are idealised to some extent. To
obtain an accurate quantitative understanding of the degeneracies/interplay between
SNF and SIDM cross section in the inner structure of dwarf-size haloes, as well as the
role of mergers, a comprehensive exploration of the (nth,σT/mχ) parameter space in a
full cosmological setting is required. Although such an undertaking is computationally
expensive, requiring large suites of cosmological simulations with sufficiently high
resolution, our idealized runs strongly suggest it would be fruitful, leading to detailed
predictions regarding the properties of the visible components (gas and stars) that are
truly distinct between these mechanisms of cusp-core transformation based on either
baryonic physics or new DM physics.
On the observational front, searching for the trends we have found in this work
could prove to be quite significant to understand how dwarf-size DM haloes develop
cores. For instance, if large age gradients were observed in most dwarf galaxies with
cored host haloes, SNF would likely be impulsive. This would strongly suggest that
SNF is the main mechanism that drives the cusp-core transformation in these galaxies.
Finally, studies of the dynamical properties of kinematic tracers (e.g. Burger and Zavala
2019) may reveal whether SNF is impulsive enough to be a feasible mechanism of
cusp-core transformation, provided we have a way of identifying orbital families of
stars in observational data.
8.5 Appendix A - Caveats
In this article, we have presented a suite of 16 high-resolution hydrodynamical simula-
tions of an isolated SMC-size dwarf galaxy in a live DM halo. Across simulations, we
have changed the star formation threshold nth, regulating the “burstiness” of star forma-
tion and hence the ability of SNF to drive large-scale gas outflows that rapidly change
the gravitational potential. Furthermore, we have tested the impact of self-interactions
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between the DM particles by changing the momentum transfer cross section per unit
mass across simulations. By exploring this two-dimensional parameter space, we can
study the two most viable mechanisms of core formation in DM haloes: adiabatic due to
the impact of SIDM, and impulsive due to supernova feedback. We have then searched
for differences in the distribution function of gas and stars across the simulations. In the
following, we briefly discuss some caveats of our analysis. In particular, we outline how
a different choice of initial conditions, and of the values of the gravitational softening
may impact our results. Moreover, we discuss how to interpret the results presented in
Section 8.3 in light of the fact that a single snapshot (time output) of each simulation in
our simulations suite corresponds to only a single possible realization of the evolved
distribution function.
8.5.1 Initial conditions
Since our simulations are not cosmological, the simulated halo has no cosmological
assembly history. In cosmological simulations, haloes and galaxies form from initial
conditions that are not arbitrary, but (statistically) fixed by the assumed cosmological
model and constrained on large scales by the observed perturbations in the cosmic
microwave background, which set the cosmic fractions of dark matter and baryons.
The relative amount of DM or baryons in a galaxy is thus a prediction of cosmological
simulations which is obtained from the full structure formation and evolution process,
coupled to the baryonic physics model, and not an initial condition. With our choice
of initial conditions, we aim to mimic an isolated virialized dynamical system that is
similar (in scale) to the Small Magellanic Cloud, with initial structural parameters as in
Hopkins et al. (2012).
With our choice of initial conditions, the structure of the halo and the galaxy, as
well as the relative amounts of DM, gas, and stars are fixed. Since the efficiency
of DM self-interactions as a mechanism of cusp-core transformation depends on the
density of DM in the central halo, whereas the efficiency of SNF depends on the relative
amount of baryonic matter in the central galaxy, our choice of initial conditions can
thus have a large impact on the efficiency of SIDM or SNF as mechanisms of cusp-
core transformation For that reason, our isolated simulations can make no definitive
quantitative statements about the exact properties (including formation timescales) of
DM cores formed through these mechanisms in realistic dwarf-size haloes formed in a
cosmological setting.
For SIDM, the observed core formation for σT/mχ ∼ 1cm2g−1 (see middle panels
of Fig. 8.2) is approximately in agreement with cosmological simulations of SIDM
haloes (see e.g. Vogelsberger et al. 2012 and Vogelsberger et al. 2014). We therefore
conclude that the predictions of our SIDM simulations, including the timescales for
core formation and the adiabatic nature od the cusp-core transformation, are reasonable.
For SNF, the situation is more complex. Most hydrodynamical cosmological sim-
ulations find that SNF can form cores only in the mass range of bright dwarfs (see
e.g. Lazar et al. 2020). However, Read et al. (2016) find, based on high-resolution
simulations of isolated haloes, that SNF can form cores event at the scale of ultra faint
galaxies. Crucially, it is unclear whether the results of cosmological simulations are
more correct in this regime or not. The baryon fractions assumed by Read et al. (2016)
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are rather large, and it is possible that they cannot be realized in haloes with a cosmo-
logical formation history. However, due to the high resolution of Read et al. (2016)’s
simulations, the effects of SNF can be modeled much more accurately than in large
cosmological simulations. using modern ISM and stellar feedback models. As far as our
initial conditions are concerned, it is worth mentioning that the assumed stellar mass of
our SMC-size system is at the upper end of what is allowed by abundance-matching
results for the stellar-to-halo mass relation (see e.g. Moster et al. 2010). In principle,
this may imply increased efficiency of SNF. However, our galaxy is also very extended,
and hence star formation is not very concentrated towards the centre of the halo, which
has an adverse effect on the core formation efficiency of SNF (Burger and Zavala 2021).
8.5.2 Gravitational softening and concentration of baryons
The choice of the gravitational softening length can significantly affect how DM haloes
respond to SNF with a large star formation threshold. Dutton et al. (2020) suggest
that for large star formation thresholds, small softening lengths need to be adopted in
order for SNF to efficiently transform cusps into cores. For collisionless simulations of
gravitationally self-bound haloes, Power et al. (2003) have conducted a convergence





where r200 is the halo’s virial radius and N200 is the number of DM simulation particles
contained within r200. For our simulated halo, this corresponds to εopt ∼ 50pc.
In hydrodynamical simulations, however, the choice of the force softening length
is less clear. Before running our final simulation suite, we tested different simulation
settings. In particular, we ran the CDM simulation with nth = 100cm−3 with different
choices for the gravitational softening length and found that the cusp-core transformation
does not occur for ε = εopt. Our final choice of ε = 24pc ∼ 0.5εopt is on the higher
end of the force softening lengths for which core formation does occur in the CDM run
with nth = 100cm−3. The reason for this dependence on the force softening is simple.
In runs with larger star formation thresholds, gas needs to be denser for stars to form.
Hence, larger gravitational forces need to be resolved on small scales, for which smaller
softening lengths are required.
Apart from the gravitational softening length, how baryonic matter is initially
distributed within the inner DM halo can also significantly change the impact of SNF
on the inner DM distribution. We performed a CDM test run with nth = 100cm−3 in
which we omitted the stellar bulge when setting up the initial conditions (see Section
8.2.1). In this simulation, significantly less stars formed compared to the simulation in
which the stellar bulge is included in the initial conditions. Moreover, star formation
was less concentrated towards the centre of the halo. As a consequence, the DM
density profile remained cuspy. In part, this is explained simply by the reduction in star
formation which inevitably means reduced SN activity. Additionally, SNF which is less
concentrated is less effective at forming cores (Burger and Zavala 2021).
The question then arises why the inclusion of the stellar bulge changes the picture
this much, despite it accounting for only half a per cent of the total baryonic mass in
the simulation. The answer must be that without it, the gradient of the gravitational
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potential in the inner halo is too shallow, since both the stellar and the gaseous disk are
very extended and have no appreciable density gradient towards the centre. Including
the very concentrated bulge generates a steeper gradient in the central potential, and
causes cooling gas to fall into the centre and reach the large densities required for star
formation.
We thus stress that our results should not be understood as absolute predictions.
Instead, our goal is to study in controlled/idealised simulations the (key) parameter space
of the two cusp-core transformation mechanisms: SNF and DM self-interaction, and
explore the similarities and differences between DM cores formed in these scenarios.
8.5.3 Interpreting our results
Most of our results are presented in the nth−σT/mχ parameter space, bilinearly inter-
polated from the 16 simulations in our suite with each interpolation point corresponding
to an estimate of the outcome of an actual simulation in that point in parameter space.
There is one significant caveat to this way of presentation which affects how our results
should be interpreted. We use hydrodynamical simulations to evolve the distribution
function of a self-gravitating system in time, starting from well-defined initial condi-
tions. Each snapshot which is taken at a later time corresponds to a single realization of
the distribution function at that time, when in reality an ensemble average of different
realizations would be required to determine the most likely evolved state of the system.
In DM-only simulations, this is not a very big issue since gravity is fully deter-
ministic in the sense that different DM-only simulations will produce essentially the
same results, above the (coarse-grained) scale resolved in the simulations. However, the
stellar evolution model used in the suite of hydrodynamical simulations presented in this
article is stochastic. In particular, star formation and supernovae are implemented as
probabilistic random processes (see Sections 8.2.2). Therefore, two simulations defined
by identical parameters and starting from the same initial condition are not guaranteed
to produce the same results. Instead, the evolved state of a system at a fixed time may
differ between such simulations. It is thus possible that some of the signatures presented
in Section 8.3 may be statistical outliers whose occurrence is related to the stochastic
implementation of star formation and supernova feedback.
Within our suite of 16 simulations, two of them yield results that are “peculiar”
when compared to the other simulations. The first one is the simulation in which
σT/mχ = 10cm2g−1 and nth = 10cm−3. Here, the onset of the gravothermal collapse
phase is triggered earlier than in the other simulations with the same self-interaction
cross section. As a result, essentially all observables that we consider in this article are
very different between this simulation and all other simulations, in particular after 4Gyr
of simulation time (see Fig. 8.4 for the rotation curve, the lower panel of Fig. 8.7 for
the gas random motion, and Fig. 8.10 for age and metallicity gradients). Particularly
striking are the steep age and metallicity gradients of the stars in this simulation.
The second simulation whose results are strikingly different from that of the other
runs is the one with σT/mχ = 1cm2g−1 and nth = 100cm−3. In particular, it is the only
simulation in which SNF is impulsive and the age gradient of stars in the simulated
galaxy is negative: on average, stars at larger radii are younger than at smaller radii.
This is a rather unexpected feature, since stars should form at all radii all the time and
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Figure 8.11. Star formation rate as function of time (star formation history) for
different simulations. On the top panel we show the star formation histories for all
SIDM simulations with σT/mχ = 10cm2g−1. The star formation thresholds are as
indicated in the legend. Notice the bursty star formation history of the simulation with
nth = 10cm−3, with four star burst events during the first gigayear. On the bottom
panel, we compare the star formation histories of two simulations with nth = 100cm−3.
The blue line corresponds to the CDM run, whereas the red line is the run with
σT/mχ = 1cm2g−1. Star formation in the latter is strongly suppressed at ∼ 0.9Gyr
after a strong series of starbursts.
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we expect that impulsive SNF causes a migration of older stars from the centre into the
outskirts of the galaxy, an expectation that is generally confirmed by the results of all
other simulations in which SNF is impulsive (see Figs. 8.9 and 8.10).
In Fig. 8.11, we attempt to explain the behaviour observed in those two simulations
by looking at their star formation histories. On the top panel, we compare the star
formation histories of all the simulations with very large SIDM momentum transfer
cross section (σT/mχ = 10cm2g−1. Interestingly, we find that star formation is very
bursty early on in the simulation with nth = 10cm−3. In particular, we can identify
four strong star burst events within the first gigayear of the simulation. Overall, star
formation in this run is even burstier than in the simulation with nth = 100cm−3. While
we do not know the exact reason for this behaviour, we argue that it implies that baryons
are very concentrated towards the centre of the galaxy in the beginning of the simulation.
The early gravothermal collapse observed in this simulation, along with all the “odd”
signatures outlined above, is thus likely the result of a complex interplay between
baryonic physics and DM self-interactions.
The bottom panel of Fig. 8.11 compares the star formation history of the CDM
simulation with nth = 100cm−3 (bursty star formation) to the SIDM simulation with
σT/mχ = 1cm2g−1 and nth = 100cm−3. We see that initially stars in the two simula-
tions form at a similar rate. After ∼ 700Myr however, the star formation histories start
to deviate significantly and at t ∼ 900Myr, there is a very large spike in the star forma-
tion rate of the SIDM simulation, followed by a sharp drop down to a steady, smooth,
and rather low rate. In the CDM case, on the other hand, star formation continues in
bursty cycles, with spikes that occur every ∼ 100Myr on average. The impulsive SNF
episodes following those spikes in star formation cause the migration of older stars into
the outskirts of the galaxy. Since they are absent in the SIDM simulation, no strong
stellar age gradient forms. Most likely, the large spike in SNF activity that followed the
large peak in star formation in the SIDM simulation has driven most of the gas out of
the centre of the galaxy. Subsequently, gas no longer accumulates in the centre of the
galaxy and star formation proceeds more or less smoothly at random locations in the
galaxy. Hence, the final stellar age gradients are significantly different from simulations
with similarly strong SNF mainly due to the very strong initial star formation activity, a
consequence of the stochastic implementation of the stellar evolution model.
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One of the most persevering small-scale challenges (Bullock and Boylan-Kolchin,
2017) to the collisionless cold dark matter (CDM) paradigm concerns the inner den-
sity profiles of DM haloes that host dwarf galaxies. Observational hints for constant
density cores (Moore, 1994; Kuzio de Naray et al., 2008; Read et al., 2019; Walker
and Peñarrubia, 2011; Oh et al., 2011, 2015) appear to be at odds with the ubiquitous
cusps predicted by CDM N-body simulations (Navarro et al., 1996b; Wang et al., 2020).
A potential way to flatten the central density profile of haloes is through strong and
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impulsive fluctuations in the gravitational potential caused by supernova-driven episodes
of gas removal (Navarro et al., 1996a; Pontzen and Governato, 2012; Di Cintio et al.,
2014; Benítez-Llambay et al., 2019; Lazar et al., 2020; Dutton et al., 2020; Burger and
Zavala, 2021). Although there is evidence of bursty star formation in dwarf galaxies
at the high mass end (Kauffmann, 2014), it is still uncertain if the duration of bursts is
sufficiently short in the intermediate and low mass end (Weisz et al., 2014; Emami et al.,
2019) to explain the formation of large cores within the CDM paradigm. Here we show
that the impulsive supernova cycles that follow episodes of bursty star formation leave
distinct features in the distribution function of stars: groups of stars with similar ages
and metallicities – which are associated with orbital families (Burger and Zavala, 2019;
Price-Whelan et al., 2021) – develop shells in phase space that are characteristic of the
initial stages of phase mixing (Binney and Tremaine, 2008; Dehnen and Read, 2011). If
cores are formed through supernova feedback, such features should be present in star-
forming dwarf galaxies with cored host haloes. On the other hand, the absence of such
features would hint at an adiabatic core formation mechanism, giving strong support for
deviations from CDM, for instance self-interacting DM (Spergel and Steinhardt, 2000;
Vogelsberger et al., 2012; Rocha et al., 2013; Tulin and Yu, 2018).
9.1 Main
To reconcile the success of the cold dark matter (CDM) paradigm at predicting the
properties of the large-scale structure of the Universe with observations on the scale
of low-mass galaxies suggesting the presence of cored DM density profiles (Moore,
1994; Kuzio de Naray et al., 2008; Read et al., 2019; Walker and Peñarrubia, 2011;
Oh et al., 2011, 2015), a physical mechanism is required to remove the central DM
cusps predicted by CDM N-body simulations (Navarro et al., 1996b; Wang et al.,
2020). Supernova feedback (SNF) is a cusp-core transformation mechanism whose
effectiveness depends on the stellar-to-halo mass ratio and on how bursty and spatially
concentrated star formation (SF) is within dwarf galaxies (Burger and Zavala, 2021).
For SNF to be effective, supernovae must occur in quasi-periodic cycles in which the
bulk of the energy injection happens on timescales that are shorter than the typical
dynamical time in the galaxy, i.e. impulsively (Pontzen and Governato, 2012). In
cosmological simulations, SNF is most efficient at forming cores on the scale of bright
dwarfs (Di Cintio et al., 2014; Benítez-Llambay et al., 2019; Lazar et al., 2020). The
relevant energy coupling occurs at the scales of the supernova remnant’s interaction
with the surrounding interstellar medium and such scales remain beyond the resolution
of most cosmological galactic-scale simulations. Because of this, how impulsive the
SNF mechanism is, and by extension how effective it is at forming cores, depends on
a single effective parameter set at the resolved scales in the simulations, the so-called
SF threshold nth, which gives the minimum density that gas needs to reach before it
is eligible to form stars (Dutton et al., 2020). Adopting larger values of nth results in
burstier SF (and more impulsive SNF) until eventually a threshold for core formation is
reached.
Another possible mechanism, in which cores are formed adiabatically, requires
abandoning the assumption that DM is completely collisionless. In self-interacting
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DM (SIDM), elastic scattering between DM particles redistributes energy outside-in
leading to the formation of a ∼ 1 kpc size DM core in dwarf-size haloes, provided
the self-interaction cross section is σT/mχ ∼ 1cm2g−1 on the scales of dwarf galaxies
(Vogelsberger et al., 2012; Peter et al., 2013; Kaplinghat et al., 2016). Such value of
the cross section also evades current constraints (Robertson et al., 2017, 2019; Read
et al., 2018), while for cross sections smaller by about an order of magnitude, SIDM is
indistinguishable from CDM (Zavala et al., 2013).
Below we present results of a suite of 16 high-resolution hydrodynamic simulations
of an isolated dwarf galaxy, with structural properties similar to those of the Small
Magellanic Cloud, embedded within a live DM halo. In each simulation, a different
combination of nth and σT/mχ is adopted. Hereafter, we focus on comparing the
results of two of these simulations with collisionless DM physics, namely the CDM
runs with nth = 0.1cm−3 (representative of smooth SF and thus adiabatic SNF) and
nth = 100cm−3 (representative of bursty SF and thus impulsive SNF). We discuss results
of other runs whenever relevant.
Projections of the gas distribution and the emitted stellar light after 3Gyr of simula-
tion time are shown in Figure 9.1 for both benchmark simulations. We observe a few
striking differences between the two runs, in particular towards the centre of the galaxies.
In the simulation with bursty SF, the central gas density is lower than in the immediate
surroundings due to a supernova-driven gas outflow extending out of the galactic disc,
which can be clearly appreciated as a nearly spherical bubble in the edge-on projection.
In contrast, in the simulation with smooth SF, the edge-on projection of the gas appears
rather regular and the face-on projection has no distinct features. Interesting differences
arise also in the stellar light projections shown in Figure 9.1. The face-on projections
shows that the central surface brightness is larger in the run with a larger SF threshold (a
central starburst is clearly apparent). The edge-on projection suggests also a difference
in galaxy morphology with the galaxy with smooth SF being essentially bulge-less
while the central starbursts have led to the development of a small bulge in the case
with bursty SF. These morphological differences are related to the SF threshold: a large
value of nth generates a bursty SF history and induces a significant scatter between
simulations due to the stochastic nature of the SF implementation, while a small value
of nth results in a smooth SF history with little variation across different simulations
(see Extended Data Figure 9.1).
Figure 9.2 shows the final DM density and velocity dispersion profiles of our two
benchmark runs plus a SIDM run with nth = 0.1cm−3 (smooth SF) and σT/mχ =
1cm2g−1. In the CDM run with smooth SF, the DM halo remains cuspy and in dy-
namical equilibrium. The inner density profile of the halo rises steeply towards the
centre and the velocity dispersion profile is bell-shaped, with a maximum at a radius of
∼ 2kpc. The DM haloes simulated in the other two runs have constant density cores,
which are remarkably similar, albeit the inner velocity dispersion profile of the SIDM
halo (with smooth SF) is flat/isothermal, while that of the CDM halo (with bursty SF)
is not fully isothermal, i.e., there is a residual non-zero slope in the central velocity
dispersion profile. This demonstrates that while both impulsive SNF and SIDM can
create similar kpc-size cores, their distinct nature ultimately affects the dynamics of the
DM particles differently (Burger and Zavala, 2019). Figure 9.1 suggests that impulsive
SNF also has a strong impact on the dynamical properties of gas and stars, creating
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unique features that are potentially observable as we show below.
A striking dynamical signature of impulsive SNF is presented in Figure 9.3, which
shows (for the benchmark CDM runs) the metallicity distribution and the mass-weighted
distribution function of mono-age stars which are 0.8−0.9Gyr old projected onto the
R−vR plane at the end of the simulation. For the simulation with smooth SF, we observe
a steady decrease of the average metallicity of stars with increasing cylindrical radius,
a natural consequence of the centrally concentrated star-forming gas. Statistically,
more stars form in environments with higher gas densities, i.e., towards the centre
of galaxies. Thus, the subsequent SNF cycles cause a metal enrichment of the ISM
that is larger in the central regions. Therefore, stars of subsequent generations (like
the ones shown in Figure 9.3 that form after ∼ 2.2Gyr of simulation time) acquire a
negative metallicity gradient. Moreover, the radial velocities of stars are rather small
in magnitude, vR ∼ 25kms−1 at most. A different picture emerges in the centre of
the galaxy for the bursty SF case. Instead of a monotonic stellar metallicity gradient,
a pattern of several shells in R− vR space emerges in the metallicity distribution –
and the mass-weighted distribution function – of stars with similar ages. The shells
are comprised of star particles with high metallicities, some of which move at radial
velocities of more than 50kms−1. These high metallicity shells intersect phase space
regions inhabited by more metal-poor star particles whose radial speeds are smaller
on average. Such features are transient for a given group of stars, but occur at various
times in the evolution, and are not unique to the CDM run with nth = 100cm−3; we find
them also in other simulations (both in CDM and SIDM) as long as nth ≥ 10cm−3 (see
e.g. Extended Data Figure 9.2). The exception are simulations in which no bursty SF
occurs (see Extended Data Figure 9.1).
To quantify the difference between the final stellar distributions in the bursty SF
case and in the smooth SF case, we estimate the likelihood of randomly finding, in the
smooth SF case, an overdensity similar to that associated with the clear shell in the
bursty SF simulation. We re-sample the smooth distribution (left column of Figure
9.3) 107 times, each time calculating the overdensity within the “shell region” of the
bursty SF simulation and the largest overdensity within a pre-defined signal region,
corresponding to the area in which we found shells in other simulations with bursty SF.
From the obtained overdensity distributions we estimate that the overdensity associated
with the shell shown in Figure 9.3 has a local (global) significance of more than 5σ
(3.3σ ) compared to the smooth SF case (see Extended Data Figure 9.5). These are
conservative estimates for the significance of the shell-like feature since they are based
on the stellar density distribution only and do not take into account information on
the metallicity of stars. Finding an overdensity of such amplitude, combined with the
observation that the overdensity consists mainly of high-metallicity stars, would be a
smoking gun signature of an impulsive SNF cycle following an episode of bursty SF.
Figure 9.4 shows the metallicity distributions and the mass-weighted distribution
functions of the same stars as in Figure 9.3, but projected into |x|− vy space to identify
how the shell-like features would appear in the line-of-sight phase space of galaxies
which are observed edge-on. In the featureless smooth SF case, the emerging distribution
of stars is U-shaped, with larger line-of-sight velocities at larger transverse distances (i.e.
tracking the rotation curve of the galaxy) and a monotonic decrease of metallicity with
distance. In the bursty SF case, we observe two isolated overdense clusters consisting
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mainly of high metallicity stars. The distance of those clusters to the centre of the
galaxy strongly suggests that they consist of the same stars as the shell in Figure
9.3 (see also Extended Data Figure 9.4). Those overdense high-metallicity regions
are thus a distinct (and potentially observable) feature of simulations with bursty star
formation (and impulsive SNF), while smooth star formation leads to smooth rotation
curves.
The shell-like features shown in Figure 9.3 (and Extended Data Figure 9.2) arise
in the immediate aftermath of starburst events (followed by impulsive episodes of SNF)
and are signatures of the first stages of phase mixing (Binney and Tremaine, 2008;
Dehnen and Read, 2011). Phase mixing is usually described as a process that gradually
smooths out the coarse-grained distribution function of particles which initially occupy
a narrow volume in phase space but have different integrals of motion (Dehnen and
Read, 2011). However, phase mixing can also occur in orbital families, sets of orbits
defined by similar integrals of motion, if at least one of those integrals of motion changes
discontinuously due to an impulsive change in the gravitational potential (Burger and
Zavala, 2019). Notably, an impulsive change in the potential changes the energy of a
particle by an amount that depends on its orbital phase (Pontzen and Governato, 2012;
Burger and Zavala, 2019) and can thus split an initially phase mixed orbital family. In
dynamical systems in which orbits are regular and stars act as dynamical tracers of the
gravitational potential, the average metallicity of stars can only depend on their actions
(Price-Whelan et al., 2021). Thus, we can approximate orbital families by groups of
stars with similar ages and metallicities. We find that in simulations with impulsive
SNF (following bursty SF), the energy distribution of such orbital families is wider than
in simulations with smooth SF. This widening is a result of episodic impulsive changes
in the potential, as has been shown using a toy model of an ideal orbital family of
kinematic tracers (Burger and Zavala, 2019) (see also Extended Data Figure 9.3). The
early-stage phase mixing observed here is thus a direct consequence of the SNF induced
widening of the energy distribution of orbital families that occurs in simulations with
bursty SF.
If shell-like features similar to the ones presented here are found in cored dwarf
galaxies, this implies that those haloes have experienced episodes of impulsive SNF,
establishing SNF as a feasible core formation mechanism. However, the absence of
such features in star-forming galaxies with cored host haloes would favour adiabatic
mechanisms of cusp-core transformation such as SIDM. In cosmological halos, we
expect additional diffusion caused by environmental effects to erase the shells within
∼ 1 dynamical time (Burger and Zavala, 2019) and thus the above conclusion cannot
be applied directly to quenched galaxies. Nevertheless, it is instructive to evaluate the
potential of detecting such signatures of bursty SF in the Milky Way satellites. Among
those, the best target for our analysis is Fornax (Walker et al., 2009; de Boer et al., 2012;
Rusakov et al., 2021), since it has been claimed to have a core (Walker and Peñarrubia,
2011) (albeit this remains controversial (Genina et al., 2018)) and information on line-
of-sight kinematics, metallicity (Walker et al., 2009), and age (de Boer et al., 2012) is
available for a sub-sample of its member stars. However, the ages of individual stars
carry uncertainties of ∼ 1 Gyr – too large to to conclusively define orbital families.
Moreover, the number of stars with available metallicity information is currently too low
in Fornax to find signatures of impulsive SNF that are sufficiently significant. Sampling
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the final stellar distribution of our CDM simulation with smooth SF (right column of
Figure 9.3) with a decreasing number of stars, we estimate that we require precise
age (with a resolution of around a dynamical timescale) and metallicity information
of O(104) stars to determine whether signatures of impulsive SNF are present at a 2σ
level. Ideal future targets to look for impulsive SNF signatures are star-forming field
dwarfs within the Local Group. Within the next decade, the Roman Space Telescope
will provide precise photometric data of individual stars in dwarf galaxies within the
Local Volume (Khan et al., 2018). Combined with spectroscopic data from the ground,
this will enable the precision needed to determine the ages, metallicities, and kinematics
of a sufficient number of stars to conclusively establish whether the characteristic shell-
like signatures of impulsive SNF presented here are ubiquitously present or absent.
The systematic absence of such signatures in isolated, star-forming field dwarfs would
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Figure 9.2. Adiabatic and impulsive cusp-core transformation: Spherically
averaged radial density (top panel) and velocity dispersion (bottom panel)
profiles of three different simulated dwarf-size haloes after 3Gyr of simulation
time. The solid blue (green dashed) lines correspond to the CDM simulation with
smooth (bursty) star formation The red dotted lines show the SIDM simulation with
smooth star formation and a self-interaction cross section σT/mχ = 1cm2g−1 as red
dotted lines. In CDM the cycles of energy injection by supernovae into the DM halo
need to happen impulsively (i.e., caused by bursty star formation) in order to generate a
core, while for relevant SIDM models the development of an adiabatic core is a natural
stage in DM haloes regardless of the influence of supernovae. Notice that the inner DM
cusp of a dwarf-size halo can be transformed into a nearly identical ∼ O(1) kpc size
core through both, an impulsive supernova feedback scenario, or an adiabatic SIDM
scenario.
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Figure 9.3. Average metallicity distribution (top panels) and mass-weighted
distribution function (bottom panels) of star particles calculated after 3Gyr of
simulation time for two different simulations, projected into the radial phase
space (R− vR). Star particles are subject to a cut in stellar age, only stars which are
0.8−0.9Gyr old are shown in these plots. The metallicities of the star particles are
averaged in 70×70 bins in R− vR space. The averaged stellar metallicity
(mass-weighted distribution function) is colour-coded according to the coulour scale to
the right of each panel. The mass-weighted distribution function is obtained using a
Gaussian kernel density estimate. For scale, we show a third of the escape velocity as a
function of radius as black dashed lines. The left (right) column corresponds to the
CDM simulation with smooth (bursty) star formation. Smooth star formation results in
a smooth metallicity gradient with the enriched/younger starts in the centre. Bursty star
formation results in an overall weaker gradient, along with the presence of a shell of
stars with high metallicity that intersects a low metallicity population at R∼ 2kpc. This
shell appears as a distinct overdense region in the mass-weighted distribution function.
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Figure 9.4. Average metallicity distribution (top panels) and mass-weighted
distribution function (bottom panels) of star particles calculated after 3Gyr of
simulation time for two different simulations, projected into |x|− vy space. The
same as figure 9.3 but along the disk plane: in the x direction spatially, and in the y
direction in velocity space. This gives an idea of the expected stellar kinematics
projected into the line-of-sight phase space. Notice how in the left panels (smooth star
formation), a smooth, but spread/scattered, rotation curve can be observed, while in the
right panels, features associated to the impulsive case (bursty star formation), are
apparent, albeit their structure is harder to discern (relative to the radial phase space
shown in figure 9.3, where these features are clear). In particular, two distinct
overdense clusters of high metallicity stars appear at |x| ∼ 2kpc in the impulsive
(bursty star formation) case.
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9.2 Methods
This Article is based on a suite of 16 hydrodynamic simulations of an isolated dwarf
galaxy in a live DM halo. Here we briefly outline how we set up the initial conditions,
run the simulations, and analyze the simulation results.
9.2.1 Initial conditions
We generate initial conditions of a self-gravitating system of a similar scale and global
properties as the Small Magellanic Cloud (Hopkins et al., 2012) at redshift zero with the
important distinction that our simulated system is isolated. The initial conditions consist
of four separate mass components: a spherically-symmetric DM halo with a Hernquist
(Hernquist, 1990) density profile, an exponential gas disc, an exponential “stellar” disc
consisting of collisionless particles, and a “stellar” bulge following a Hernquist profile,
also consisting of collisionless particles. We fix the structural parameters of the halo
through its circular velocity at the virial radius r200 and its concentration parameter
c2001. In all our simulations, v200 = 36.31kms−1 and c200 = 18. The corresponding
virial mass of the system is M200 ∼ 1.6× 1010M and we note that total halo mass,
virial radius, and scale radius are fully determined by specifying v200 and c200. The gas










where M∞ is the total mass of gas in the system, Hgas is a scale length, and R is the
polar radius in a coordinate system whose origin is at the centre of the galaxy and
whose vertical axis is normal to the galactic plane. The scale length of the gas disc
is Hgas = 2.1kpc. M∞ is fixed as follows: we assume that the gas and stellar discs
combined contain 4.45% of the total mass of the dynamical system and that gas makes
up for 84% of the disc mass. In turn, this also fixes the mass of the stellar disc. The
vertical structure of the gas disc is fixed by demanding that the gas is initially in
hydrostatic equilibrium. We assume that the pressure of the gas is given by the equation
of state of an isothermal ideal gas with a temperature of T = 104 K and that initially,
the gas mixture has solar metallicity, Z = 0.0127 (Asplund et al., 2009), and is fully
ionized. Under these conditions, and at a fixed polar radius R, the vertical structure of a











where ρ is the gas density, Φ is the total gravitational potential, P is the gas pressure, Γ
is the ratio of specific heats, and Σ = Σ(z) denotes the cumulative gas surface density.
1r200 is defined through the virial mass, M200 = 200×4π/3ρcritr3200 with ρcrit the critical density of the




Using an initial guess for ρ(R,0), we integrate equations 9.2 and 9.3 upwards from
the midplane and calculate ρ(R,z) and Σ(R,z) on a grid of (R,z) values. The initially
guessed value for ρ(R,0) is multiplied by a correction factor and the vertical integration
is repeated. The applied correction factor is the ratio between the known surface density
(equation 9.1) and the cumulative surface density at the largest z value on the grid,
Σ(R,zmax), as calculated from equation 9.3. This vertical integration procedure is
iterated five times. The surface density profile of the stellar disc has the same functional
form as that of the gas disc, i.e., equation 9.1, but with a scale length of H? = 0.7 kpc.









with a vertical scale height z0 = 0.14kpc. The star particles that make up the bulge are
distributed following a Hernquist profile with scale length A = 0.233kpc.
Since both the DM halo and the bulge are spherically symmetric, we can use
Eddington sampling to calculate their full distribution functions (Eddington, 1916).
Note, however, that due to the presence of the baryonic discs, the total gravitational
potential of the system, which appears in Eddington’s integral, is not fully spherically
symmetric. Therefore, we have to chose a preferred axis along which we evaluate the
integral. Here, we chose to evaluate Eddington’s integral along the vertical direction and
neglect the inaccuracy that is introduced by assuming isotropic distribution functions2.
Having calculated the distribution functions, we assign velocities to the halo and bulge
particles using a rejection sampling scheme.
The velocities of the disc particles are calculated in a different way. First we
calculate the streaming velocity and the velocity dispersion tensor on a logarithmic grid
of radial and vertical coordinates, using the Jeans equation in cylindrical coordinates
and the epicyclic approximation (Springel et al., 2005a; Hernquist, 1993). Individual
disc particles are then assigned velocities which are a sum of the streaming velocity at
the position of the particle and a random component sampled from a local Maxwellian
velocity distribution. The motion of gas cells is given by the local streaming velocity of
the gas. The streaming velocity field of the gas is calculated taking into account both
gravity and pressure gradient (Springel et al., 2005a).
Initially, our system consists of 1.2×107 DM particles, 4×105 gas cells, 8×104
disc particles, and 8×103 bulge particles. Each particle has an approximate mass of
1.3×103M. In a subsequent step, the system is enclosed within a cubic volume with
a side length of 100kpc, into which a grid of background gas cells with low density
and high temperature is introduced (Springel, 2010). In the same step, previously
constructed gas cells can be refined or de-refined if they contain a mass which is either
larger than twice the average mass of a gas cell or smaller than half the average mass of
a gas cell before introducing the background grid. Finally, since the resulting dynamical
equilibrium is incomplete, we evolve the system for 1Gyr in a simulation in which gas
cooling and star formation are turned off. We adopt the final output of this preparation
run as the relaxed initial conditions for our simulation suite.
2We later let the system relax into a steady state. Thus, it is not crucial that the dynamical equilibrium is
perfect at this stage.
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9.2.2 Simulations
We run all our 16 simulations using the code Arepo (Springel, 2010) which uses
a TreePM algorithm to calculate the gravitational forces, while the hydrodynamics
is solved on a moving mesh, using a quasi-Lagrangian scheme based on a Voronoi
tessellation. We use the SMUGGLE (Marinacci et al., 2019) stellar feedback model to
model gas cooling, star formation, stellar evolution, supernova feedback, and radiative
feedback. Self-interactions between DM particles are implemented using the Monte
Carlo approach described in Vogelsberger et.at. (2012) (Vogelsberger et al., 2012). Both
SMUGGLE and the SIDM modules incorporated in Arepo can be calibrated through
a number of parameters. Apart from the star formation threshold, all SMUGGLE
model parameters are fixed to the values reported in table 3 of the original code paper
(Marinacci et al., 2019). For the DM self-interactions, we adopt a fixed velocity-
independent transfer cross section that varies between simulations. The amount of
particles included in the nearest neighbour search for a scattering partner is set to
Nngb = 36±5. The model parameters that determine whether our modeled DM halo
forms a constant density core or not are the SF threshold nth and the self-interaction
cross section σT/mχ .
In SMUGGLE, gas cells are converted into star particles following a standard
probabilistic approach (Springel and Hernquist, 2003). The local star formation rate in
a given gas cell is
Ṁ? =
{




ρ ≥ ρth . (9.5)
where ε is an efficiency parameter which is set to 0.01 in line with observations of slow






is the free-fall time of the gas. Stars can only form in gas cells in which the gas density
is larger than ρth, which is calculated from the numerical number density threshold nth
and the mean molecular weight of the gas. Moreover, large densities are reached faster
in regions in which the potential well is deeper, i.e., towards the centre of galaxies. For
larger SF thresholds, the gas must accumulate until it reaches the density threshold to
become eligible for star formation, leading to more concentrated and more bursty SF,
both of which increases the efficiency of SNF at transforming DM cusps into cores
(Burger and Zavala, 2021).
In the stochastic SIDM model adopted here, the probability that a simulation particle
i scatters with one of its nearest neighbours j in a given timestep is proportional to
σT/mχ . Thus, the scattering rate increases if larger transfer cross sections are adopted.
An increased scattering rate increases the rate at which the inner DM halo thermalizes,
and thus reduces the time it takes to form the DM core. There is a relatively narrow
window for the value of σT/mχ to lead to fully isothermal cores in haloes today. If
the cross section is too small, σT/mχ < 0.1cm2g−1, only the innermost regions of the
halo thermalize leading to a halo structure that is nearly indistinguishable from CDM
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(Zavala et al., 2013; Rocha et al., 2013). On the other hand, adopting very large cross
sections, σT/mχ & 10cm2g−1, will trigger the gravothermal collapse phase of SIDM
(Balberg et al., 2002; Colín et al., 2002; Koda and Shapiro, 2011; Pollack et al., 2015;
Nishikawa et al., 2020), which eventually results in SIDM haloes that are even cuspier
than CDM haloes.
In our simulation suite, we adopt 4× 4 combinations of nth and σT/mχ . The SF
threshold takes values of nth = (0.1,1,10,100)cm−3, whereas for the SIDM transfer
cross sectionm we adopt values of σT/mχ = (0,0.1,1,10)cm2g−1.
In all our production runs we adopt a softening length ε = 24pc for all particle
species. In order to properly resolve the effects of supernova feedback in runs with large
SF thresholds (Dutton et al., 2020), this softening length is slightly smaller than the
optimal softening length for a system of this size (Power et al., 2003).
9.2.3 Post processing
The gas density projections and the stellar light projections shown in Figure 1 are
created as in Marinacci et.al. (2019) (Marinacci et al., 2019). The density projection
panels are obtained by integrating for each pixel of the image the total gas density along
the line of sight for a depth equal to the image side-length. The stellar light images
are generated using stellar population synthesis models coupled to a line-of-sight dust
extinction calculation assuming a constant dust-to-metals ratio.
Here we briefly discuss how we process simulation snapshots to create the remaining
figures. We start by calculating the centre of potential R and velocity V of the DM
system, using a shrinking spheres method. A first guess is obtained by summing over















where ri and vi are the position and the velocity vector of particle i and Φ is the
gravitational potential. In subsequent steps, the sums are restricted to DM particles
which are closer to the currently estimated centre of potential than a given threshold
radius rth. For instance, in step n+1, particles need to satisfy |r−Rn|< rth,n+1 to be
included in the sum. Here we use three iterations, with threshold radii of 50kpc, 5kpc,
and 0.5kpc. Once the final values of R and V have been calculated, we shift the phase
space coordinates of all particles and gas cells, defining a new coordinate system in
which the centre of potential of the system is at (0,0,0) and the system has no bulk
motion.
Subsequently, since we simulate the evolution of a rotationally supported galaxy, it
is convenient to perform a coordinate transformation such that the net rotation occurs
in the x− y plane of the new coordinate system. To that end, we calculate the total
angular momentum from all particles which are part of the rotating disc, i.e., the
collisionless disc particles and the formed star particles, as well as the gas cells. Since
individual simulation particles represent stellar populations and gas cells represent a
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extended volume of moving gas, we have to give a different weight to the angular
momenta of particles/gas-cells with different masses. Hence, we calculate the total
angular momentum as a mass-weighted sum of the angular momenta of all rotating
particles and gas cells. We then rotate the coordinates and velocities of all particles into
a coordinate system in which the vertical axis is aligned with the direction of the total
angular momentum vector. All figures presented here are constructed from dynamical
quantities measured in this coordinate system.
The density and velocity dispersion profiles shown in Figure 8.2 are calculated in
20 bins which are equally spaced in in logarithmic radius. Figures 9.3 and 9.4 and
Extended Data Figure 9.2 are subject to the age cuts stated in the respective captions.
The phase space binning adopted in Figure 9.3 and Extended Data Figure 9.2 is
as follows. We focus on the radial range (0kpc < R < 5kpc) and the radial velocity
range (−100kms−1 < vR < 100kms−1). To produce the two-dimensional colour plots
shown in the top row of Figure 9.3 and in Extended Data Figure 9.2, we divide the
R− vR plane into 70×70 bins which equidistantly cover the adopted ranges of radii
and radial velocities. The metallicity values shown in Figure 9.3 and Extended Data
Figure 9.2 are mass-weighted averages over all stellar particles within a given bin. The
two-dimensional colour plots in the top row of Figure 9.4 are constructed in the same
way, using the phase space coordinates |x| and vy instead of R and vR. To construct the
two-dimensional colour plots shown in the bottom rows of Figures 9.3 and 9.4 we have
used the scipy routine stats.gaussian_kde with a fixed scalar bandwidth of 0.07. The
escape velocities shown in Figure 9.3 and Extended Data Figure 9.2 are calculated




where the gravitational potential is calculated in the same 20 bins as the density profile
and the velocity dispersion profile. The energy distributions displayed in the middle and
right panel of Extended Data Figure 9.3 are obtained from the 150 most metal-rich
stellar particles of a given age in three different simulations as stated in the figure
caption. The energy of each stellar particle is comprised of its kinetic energy, which we
calculate using the shifted velocities, and its potential energy, which is calculated by
Arepo on the fly. In the left panel of Extended Data Figure 9.3 we show the energy
distribution of orbital families of kinematic tracers in a DM halo that has formed a core
either adiabatically or impulsively simulated using a spherically symmetric toy model
(Burger and Zavala, 2019). Similar to the energies of the stellar particles formed in the
hydrodynamic simulations presented here, the energies of the tracers are calculated in a
shifted coordinate system in which the centre of potential is at (0,0,0) and the system
has no bulk motion. However, since the simulated toy model systems are spherically
symmetric and isotropic, there is no net angular momentum and hence we do not need to
rotate into a different coordinate frame. Finally, we note that the SF histories shown in
Extended Data Figure 9.1 are calculated by SMUGGLE on the fly and that Extended
Data Figure 9.4 is created by simply plotting the phase space coordinates of all stars of




9.2.4 Determining the significance of the shell overdensity
We aim to obtain a conservative estimate for the significance of the overdense shell in
the CDM run with bursty SF (see right column of Figure 9.3). To that end, we define
the shell overdensity as the ratio between the mass contained within the rectangle in
phase space defined by [1.7 < R/kpc < 1.9125,−30 < vR/(kms−1)< 30] and the mass
contained within the rectangle [1.4875 < R/kpc < 1.7,−30 < vR/(kms−1)< 30] and
find that the overdensity ∆shell = 2.89 (see Extended Data Figure 9.5). We now look
to determine the likelihood for such an overdensity to arise as a random fluctuation
of the smooth SF distribution. To that end, we take the normalized cumulative radial
mass distribution, M̄(R), of the CDM run with smooth SF (left column of Figure 9.3)
as a target distribution for random sampling. We then re-sample this distribution a
total of 107 times, using the same total number of stars as in the original (simulated)
distribution. For each sampled distribution, we calculate the density ratio between the
same two rectangles as in the bursty SF case, defining the “local” overdensity. We also
look for “global” overdensities, i.e. the largest overdensities within a signal region,
Asignal, which is defined by [0.5 < R/kpc < 3,−30 < vR/(kms−1) < 30] (see middle
panel of Extended Data Figure 9.5) and corresponds to the phase space region in
which we found shell-like overdensities across all our runs with bursty SF. We look
for overdensities in this region by calculating the ratios between adjacent phase space
rectangles of the same size as above, and covering the same range of radial velocities.
We scan the radial range of Asignal in steps which are equal to the softening length
adopted in the simulations, i.e. the resolution limit. In the right panel of Extended
Data Figure 9.5, we present the resulting distribution of local (global) overdensities
as a blue (green) line. We also show the shell overdensity in red. We calculate the
local (global) significance from the number of sampled distributions in which the local
(global) overdensity ∆ < ∆shell by assuming that the local (global) overdensities follow
a Gaussian distribution. To determine the minimum number that is required for the
shell to have a global significance which is > 2σ we repeat the re-sampling procedure
several times, each time with a smaller number of (sampled) stars.
Data availability
Raw data were generated at the Garpur large-scale facility. Derived data supporting the
findings of this study are available from the corresponding author upon request.
Code availability
The script used to analyze the simulation snapshots is available from the corresponding
author upon reasonable request.
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Extended Data Figure 9.1. SF histories for 12 different simulations within CDM
and SIDM. Different panels correspond to simulations with different SF thresholds, nth,
according to the legend on the top of each panel. Within each panel, differently
coloured lines correspond to simulations with different DM self-interaction cross
sections as indicated in the figure legends. As the SF threshold is increased, SF bursts
become more prominent and episodic. After particularly intense bursts, the SF history
can diverge across simulations due to the stochastic nature of the SF implementation.
The benchmark runs of this Article are the CDM run with nth = 0.1cm−3 (blue line
upper left panel) and the CDM run with nth = 100cm−3 (blue line lower right panel).
The SIDM run used in Figure 8.2 has nth = 0.1cm−1 and σT/mχ = 1cm2g−1 (green
line upper left panel).
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Extended Data Figure 9.2. Radial phase space projections of the metallicity
distribution of star particles within a given age range formed in two different
simulations, calculated after different simulation times. The top panel corresponds
to the simulation with “mildly” bursty SF (nth = 10cm−3) and σT/mχ = 1cm2g−1 and
only shows stars which are 0.2−0.3Gyr old, calculated from a 2.4Gyr snapshot. The
bottom panel corresponds to the simulation with bursty SF (nth = 100cm−3) and
σT/mχ = 0.1cm2g−1 and only shows stars which are 0.3−0.4Gyr old, calculated
from a 2.4Gyr snapshot. Stellar metallicities are averaged in 70×70 bins in R− vR
space and the displayed average metallicity per bin is colour-coded as indicated to the
right of each panel. Shell-like features such as the ones presented here and in Figure
9.3 are found at different times across all simulations with bursty SF.
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0.8 Gyr < tage < 0.9 Gyr
Z > 0.02
E > −17000 km2s−2













Extended Data Figure 9.4. Shell-like signatures of early stage phase mixing caused
by impulsive SN feedback in two different projections. We show scatter plots of the
phase space coordinates of stars with ages in the range 0.8−0.9Gyr after 3Gyr of
simulation time in the CDM run with nth = 100cm−3. We show two different
projections of the phase space coordinates for all stars: (R,vR) (top panel) and (|x|,vy)
(right panel). The star particles selected by the cuts indicated in the left panel are
marked red, other star particles blue. We chose the indicated metallicity and specific
energy cuts to select the stars that make up the shell-like feature in radial phase space.
Notice that the clumps seen in the edge-on projection consist of those same star
particles.
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In this thesis, I have investigated what the kinematic properties of stars that orbit in a
virialized system – typically a galaxy contained within a DM halo – can tell us about
the evolutionary history of the system’s gravitational potential. The bulk part of the
work presented in this thesis has been focused on the cusp-core problem in dwarf
galaxies. We have compared how the kinematic properties of stellar tracers are affected
by two different core formation mechanisms – impulsive feedback from supernovae and
adiabatic redistribution of energy in the DM halo due to DM. Moreover, we have taken
a close look on how actions of particles evolve in potentials whose time evolution is
neither impulsive nor fully adiabatic. We have furthermore shown that the evolution of
the radial action distribution of a distribution of tracers orbiting within a time-dependent
spherical potential can be derived from the evolution of the action of an individual tracer
particle, by treating the tracer distribution as a microcanonical ensemble. There are
several interesting avenues for future research starting from the results presented here.
To provide an outline of potential follow-up work, we will here briefly review the key
results of the five articles presented in this thesis, along with ideas for future projects
that constitute a natural continuation of this work.
In Article 1 (chapter 5) we focused on the kinematic properties of stellar tracers in an
isolated, core forming, dwarf-sized DM halo. We modeled both adiabatic core formation
(through elastic self-scattering between the DM particles) and impulsive core formation
(through a sudden removal of an external potential, approximating the effect of SN
feedback in DMO simulations). We ran our simulations using a spherically symmetric
DM halo and demonstrated that radial actions of tracer particles are conserved only if
core formation is adiabatic. The most striking result concerned orbital families, sets
of kinematic tracers (stars) with similar integrals of motion, i.e. energy and angular
momentum. We found that orbital families remain united in potentials that evolve
adiabatically, while they split up into several distinct shells in potentials that evolve
impulsively. These shells appear even if the host potential is not spherically symmetric,
despite their lifetime being reduced to ∼ 1 dynamical time. Eventually, these shell-like
features are diluted / erased by phase mixing.
Two of the further articles presented in this thesis explicitly follow up on the work
presented in Article 1. In Article 3 (chapter 7), we took a closer look at the impulsive,
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SN feedback driven mechanism of core formation. We qualitatively confirmed an
earlier (analytic) result by Peñarrubia et al. (2012) that relates the difference between
a DM halo’s initial and its final density profile to the energy that has been injected by
supernovae. To that aim, we developed an effective model for SN feedback in DMO
simulations, in which both the gravitational pull of an external “baryonic” potential, and
stochastic SN feedback – with a distribution of “superbubbles” that is sampled from the
external distribution of baryons – are taken into account. Apart from confirming that the
energy injected by SN feedback is the deciding factor when it comes to whether a core
can form or not, we obtained two further, general results. Specifically, we demonstrated
that SN feedback is a more efficient cusp-core transformation mechanism if feedback is
more concentrated, provided the feedback energy injected into the interstellar medium
is sufficiently large to drive galactic scale winds. Finally, we showed that SN feedback
can be an effective core formation mechanism only if the associated change in the
total gravitational potential is impulsive. As a consequence, the shell-like features first
identified in Article 1 appear in the radially projected phase space distribution of tracers
in all simulations in which a core is formed and the external potential is spherically
symmetric. In simulations with an external disk potential, no such features are found
at the end of the simulation1. Finally, we found in Article 5 (chapter 9) that the shell-
like features discovered in Article 1 are recovered in hydrodynamic simulations of an
isolated, SMC-like galaxy in a live DM halo. Based on the premise that stars with similar
formation times and metallicities constitute orbital families (see also Price-Whelan et al.
2021), we demonstrated that transitory shell-like features appear in the radial projection
of the phase space distribution of stars with similar ages, despite the strong deviation
from spherical symmetry induced by the SMC-like disk galaxy. Consistent with our
findings in Article 3, whether or not such features appeared depended mainly on the
burstiness of the simulated star formation history, and in turn on the impulsiveness of
SN feedback. The (non-) observation of such shell-like features in the kinematic data
of stars in nearby dwarf galaxies would therefore strengthen (disfavour) SN feedback
as a core formation mechanism. Finally, we outlined the theoretical mechanism that
is behind the formation of these shells. According to Pontzen and Governato (2012),
impulsive changes in the gravitational potential change the energy of kinematic tracers
by an amount the depends on the tracers’ orbital phase. Thus, impulsive SN feedback
creates an energy spread in orbital families – and the phase space shells are simply
signatures of early stage phase mixing.
The work presented in Articles 1,3, and 5 is purely theoretical and based on numer-
ical simulations of isolated systems. Therefore, there are two obvious directions that
future research can take based on the results presented in these articles. Since we predict
transitory shell-like features in phase space as a universal signature of impulsive SN
feedback in dwarf galaxies, searching for those signatures in nearby, star-forming field
dwarfs will be a worthwhile effort. The non-detection of such features in star-forming
field dwarfs with a confirmed core would be a serious blow to the ΛCDM paradigm,
and therefore future efforts will be dedicated to searching those features. At the current
time, data on the kinematics, metallicities, and ages of individual stars in isolated dwarf
1They may appear as transitory features. However, as the discussion in this Article focused on the effect
of symmetry, we did not check this explicitly at that point, and instead presented a more comprehensive
discussion of the phase space shells – and how they may be observed – in Article 5.
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galaxies is still sparse. As an exercise, we looked for features associated with impulsive
SN feedback in the stellar phase space distribution of the MW dwarf spheroidal galaxy
Fornax. Fornax has been claimed to have a core (Peñarrubia et al. 2012) and the required
data is available for some of its member stars (Walker et al. 2009). However, Fornax
is far from being an ideal target for this analysis, since star formation was quenched
∼ 1Gyr ago Rusakov et al. (2021), and, being a MW satellite, it is subject to tidal forces
that can dilute signatures of impulsive SN feedback on rather short timescales, as we
demonstrated in Article 1. Fortunately, better data is around the corner. The Roman
Space telescope (Khan et al. 2018) will provide detailed photometric data for stars
within dwarf galaxies in the local volume, including field dwarfs as well as satellites
of the MW and M31. Combined with ground based telescopes, this will enable the
precise determination of the star formation history in these dwarf galaxies, as well as
the approximate ages of individual stars (de Boer et al. 2012, Rusakov et al. 2021).
Obtaining furthermore the kinematics of those stars with spectroscopic measurements
from ground based telescopes, we will be able to look for phase space shells in all
nearby dwarfs. Ideal targets are star-forming, isolated dwarf galaxies with claimed – or
confirmed – cores. Until these data become available, more theoretical work can be
done in the interest of a more comprehensive analysis. The results presented in Articles
1, 3, and 5 are derived from simulations of isolated systems. Since we are expecting data
from dwarf galaxies in the Local Group, an obvious step forward is to explore different
DM models and different implementations of SN feedback in a series of hydrodynamic
zoom simulations of a similar volume. The zoom volume will be chosen in such a
way that its global properties are similar to those of the Local Group. The DM models
used in such a suite of zoom simulations should be within current constraints. It is
therefore advisable to chose velocity-dependent cross sections when modeling SIDM,
as is done in several ETHOS models(Cyr-Racine et al. 2016). Such models can also
include deviations from the linear predictions of CDM, i.e. reduction of small scale
structure due to collisional – or free streaming – damping. The results of such a suite of
zoom simulations will allow for a better modeling – and quantification – of the shell-like
features of impulsive SN feedback and their appearance in different cosmologies.
Such a simulation suite will also be helpful to further investigate the results presented
in Article 4 (chapter 8). Therein, we looked at different properties of the gas and the
stars in 16 hydrodynamical simulations of an isolated, SMC-like system, each of them
with a different combination of the SIDM momentum transfer cross section and the gas
density threshold for star formation. Two results were particularly striking. We observed
an adiabatic expansion of galaxies in simulations with smooth star formation and SIDM
induced core formation. Moreover, we showed that impulsive SN feedback creates steep
stellar age gradients, both in CDM and in SIDM simulations. While these results are
conceptually very interesting, they do not constitute “smoking gun” signatures, such as
the phase space shells reported in Article 5. An extended study – preferably using the
above-mentioned suite of zoom simulations – is key in order to identify clear differences
between different DM models / SN feedback realizations within galaxies that resemble
dwarfs in the Local Group. Such an improved classification of, for instance, the age
gradients and the relative size of galaxies can then be used to differentiate between
models, using current and future observational data sets.
In Article 2 (chapter 6), we shifted the focus away from the study of dwarf galaxies.
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Instead, we here focused on the differences between adiabatic and impulsive evolution
of gravitational potentials in general. Radial actions are adiabatic invariants in evolving
spherical potentials, but they change discontinuously in impulsively evolving (spherical)
potentials. In Article 2, we demonstrated that the evolution of radial actions in mildly
time-dependent potentials is, to linear order, given by an oscillation around a constant
value, the amplitude of which is determined by the shape of the potential and the rate at
which it changes. For ensembles of kinematic tracers, we showed that the regime in
which the evolution of the actions of individual particles is oscillatory corresponds to a
“diffusive” regime; and we developed a statistical diffusion theory for the evolution of
radial action distributions of kinematic tracers in time-dependent spherical potentials.
Moreover, we demonstrated that an asymmetric drift towards lower radial actions occurs
in the impulsive, non-diffusive regime. We hypothesized that this asymmetric drift
may be related to the formation of cusps in collapsing CDM haloes, and argued that
the analysis of tidal streams in the MW (e.g. Buist and Helmi 2015) can be improved
by including the diffusion in radial action space that is related to the time-dependence
of the MW potential as a baseline systematic error. Currently, our diffusion theory is
limited to the analysis of tracers in spherical potentials. In the future, we will improve
on that by developing a theory for massive particles and extending the formalism into
two dimensions in integral-of-motion space. In this way, we will be able to model
resonant diffusion and quantify the importance of diffusion effects for the analysis
of tidal streams. Moreover, developing a theory for massive particles is an important
step in order to use our formalism to make stronger statements about the (presumed)
interconnection between the fast evolving potentials of recently collapsed DM haloes
and the formation of primordial density cusps.
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Appendix - TBTF and
alternatives to CDM
In Zavala et al. (2019)1, we took a closer look at how the modified version of TBTF
(right panel of figure 3.1) may be used to test predictions from alternative DM models.
Using DMO high resolution zoom simulations of a MW-like halo, we investigated how
well the circular velocity profiles of the most massive simulated subhaloes in different
cosmologies match the measured circular velocities of the MW’s dwarf satellites. We
find that:
• SIDM with σT/mχ = 1cm2g−1 is disfavoured by the data.
• Thermal relic WDM with mWDM = 2.3keV improves the number of matches
considerably. The measured circular velocities of 21/24 satellites are consistent
with the density profiles of the heaviest subhaloes
• ETHOS-4 (Cyr-Racine et al. 2016, Vogelsberger et al. 2016), a model with both
collisional damping at early times and self-scattering at late times, also increases
the number of matches between theory and data (19/24).
• In contrast to SIDM with σT/mχ = 1cm2g−1, SIDM with a strongly velocity-
dependent cross section can explain the circular velocities of the ultra-faints. The
velocity dependence of the cross section must be such that the heaviest subhaloes
undergo gravothermal collapse (Balberg et al. 2002, Colín et al. 2002, Koda and
Shapiro 2011, Pollack et al. 2015, Nishikawa et al. 2020), significantly increasing
their central densities, while lighter subhaloes form extended constant density
cores. This naturally creates a more diverse distribution of the subhaloes’ circular
velocity profiles and increases the number of matched data points compared to
CDM (19/24).
As all simulations are DMO, the effect of baryons is not taken into account. As we argue
in Zavala et al. (2019), baryons are likely to increase the diversity of the subhaloes’
11904.09998
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circular velocity profiles and may thus universally lead to a better match between theory
and data. However, baryonic effects are unlikely to increase the central densities of
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