We introduce full diffeomorphism-invariant Colombeau algebras with added ε-dependence in the basic space. This unites the full and special settings of the theory into one single framework. Using locality conditions we find the appropriate definition of point values in full Colombeau algebras and show that special generalized points suffice to characterize elements of full Colombeau algebras. Moreover, we specify sufficient conditions for the sheaf property to hold and give a definition of the sharp topology in this framework.
Introduction
Colombeau algebras are algebras of nonlinear generalized functions introduced by J. F. Colombeau [6, 7] in order to solve the problem of multiplication of distributions and hence circumvent the impossibility result of L. Schwartz [33] .
Contrary to the theory of distributions, where there is a generally accepted "canonical" definition of the space D 1 pΩq of distributions on an open subset Ω Ď R n on which any further studies are based, the theory of Colombeau algebras is -at least until now -open-ended in the sense that there is not one single "canonical" Colombeau algebra. Rather, one finds a family of constructions centered around the same principles but often only loosely related to each other. We give a short overview of the main representatives of this family in section 2. While in principle it is beneficial that one can choose a construction which is adapted to a particular problem at hand, the drawback of this situation consists in the fact that one often cannot formally transfer results obtained for one Colombeau algebra to a second; at best, one can hope to emulate them in the second setting (see for example [35, 21] for such a pair).
In this article we will for the first time combine several formative elements of different types of Colombeau algebras into one single conceptual frame:
• Representatives of generalized functions being nets of smooth functions indexed by ε P I :" p0, 1s; this can be seen as an extension of the sequential approach to distributions (see [25, 24] and [13, Section 1.
2.1])
. This is the key idea of special (sometimes called simplified) Colombeau algebras.
• Representatives of generalized functions being smooth mappings defined on the space DpΩq of test functions; this is the original approach of Colombeau [6] based on calculus on infinite-dimensional locally convex spaces as in [5] , nowadays customarily replaced by the convenient calculus of [18] . This provides the core concept for full Colombeau algebras.
• Employing smoothing operators and the corresponding approximation properties for the formulation of the quotient construction; this idea goes back to [10, 9] and was further developed in [27] .
• Introducing various locality properties for elements of the basic space in order for the quotient algebra to become a sheaf. This aspect having been manageable in an easy and natural way for the early versions of Colombeau algebras, it has not been dealt with systematically so far. However, this issue requires closer attention once smoothing operators get involved.
This will lead us to a natural construction of a Colombeau algebra G which will contain as subalgebras (at least on the level of the basic spaces) each of the following:
(i) G s (the special algebra [8] ),
(ii) G o (Colombeau's original algebra [6] ), (iii) G d (the diffeomorphism-invariant algebra [12] ), (iv) G f (the algebra obtained via the functional analytic approach [27] ).
We will exemplify the usefulness of G from several points of view: by discussing the sheaf property (section 6), point values (section 7) and the sharp topology (section 8) on it. The fact that these concepts naturally specialize to the subalgebras listed above underscores the universality of G.
History
The roots of algebras of nonlinear generalized functions trace back as far as to the constructions of H. König [17] . After subsequent contributions by E. E. Rosinger and J. Egorov, J. F. Colombeau presented his construction of an algebra G o of nonlinear generalized functions in [6] . Its basic space on an open subset Ω Ď R n is given by
which obviously allows for a canonical embedding of distributions. We understand smoothness on a locally convex space E in the sense of convenient calculus [18] . Moreover, C 8 pEq denotes the space of smooth complex-valued functions on E. In order to get rid of the inherent technical difficulties resulting from the dependence on calculus on infinite-dimensional locally convex spaces (which is necessary in order to talk of smooth functions on DpΩq), two alternatives to G o have been developed.
First, by incorporating the linear structure of R n into the testing procedure it is possible to base the construction of a Colombeau algebra G e pΩq (the "elementary" full Colombeau algebra [7] ) on the basic space E e pΩq :" tR : UpΩq Ñ C | Rpϕ, .q is smooth for all ϕ P pr 1 pUpΩqqu
where UpΩq is defined as tpϕ, xq P DpR n qˆΩ | supp ϕ`x Ď Ωu and pr 1 denotes projection on the first component.
Second, by basing the whole construction on the sequential approach to distributions one can view distributions and, consequently, generalized functions as nets of smooth functions on Ω and define their multiplication componentwise (w.r.t. ε). The usual Colombeau-type quotient construction then yields an algebra G s which is a suitable quotient of the basic space E s pΩq :" C 8 pΩq I .
The diffeomorphism-invariant full algebra G d was eventually obtained in [12] . Its basic space
already appears in the groundbreaking work of J. Jelínek [16] ; the isomorphism here is given by the exponential law [18, 3.12, p. 30] . While the form of E d pΩq emerges naturally and quickly, the question of the right testing procedure giving a diffeomorphism-invariant algebra exhibits considerable technical difficulties. The solution of this problem was achieved in several steps, each broadening the understanding of the whole construction. Note that G d gives rise to a corresponding Colombeau algebraĜ on manifolds [14] .
One of the key lessons to be learned from the development of diffeomorphism invariant Colombeau algebras and pointed out already in [16] came as the insight that smooth dependence of R on its parameter ϕ is an indispensable ingredient for the theory. Thus, in a sense, Colombeau's maneuver of eliminating infinite-dimensional calculus has to be dispensed with.
Each of the Colombeau algebras considered above relies on its own smoothing procedure for the embedding of distributions. In view of this not too satisfactory state of affairs, a need for unification was felt at many occasions. Surprisingly enough, the decisive idea in this respect originated from the development of a geometric theory of generalized functions allowing, in particular, for a covariant derivative. Rather than considering a fixed "regularization procedure" as in each of the algebras above, the new approach taken in [29] is based on introducing the entire space LpD 1 pΩq, C 8 pΩqq of "smoothing operators" as a new parameter domain into the definition of the basic space. By LpE, F q, we denote the space of linear continuous mappings from a locally convex space E to another locally convex space F , endowed with the topology of bounded convergence.
For G f , which incorporates this idea in the most simple setting (the local and scalar one), the general concept that embedding distributions amounts to regularizing them has been turned into a definition: the basic space
embodies all possible ways to regularize distributions (in a linear, continuous way). By means of the kernel theorem, the canonical isomorphism
[34, Théorème 3, p. 127] provides the link to the previously used formalisms, as will become clear from the following sections. Moreover, this point of view enables one to obtain diffeomorphism invariance very easily; in fact, the construction as a whole even generalizes to an algebra of nonlinear generalized tensor fields on manifolds having very desirable properties without having to hassle with the technicalities of [12] .
A policy adopted at one certain point of the above development is that of separating the basic definition from testing [13, Section 2.10]. Loosely speaking, testing consists of taking as "test object" an ε-dependent path φpεq in the domain of a representative R and analyzing the asymptotic behavior of Rpφpεqq as ε Ñ 0. In all of these constructions the appropriate choice of test objects has been the major issue. Note that in all instances except for the special algebra, neither R nor the elements of its domain depend on ε, which is what was meant by separating the basic definition from testing. Back then, this was a necessary policy to adopt in order to succeed in the next step towards a construction of a diffeomorphism invariant algebra. Presently, it seems favorable to relax this policy and examine its implications in hindsight. Consequently, in the next section we introduce a basic space which includes ε-dependence both in its domain and in its codomain.
Basic Spaces
Our construction of a Colombeau algebra on an open subset Ω Ď R n will be based on the basic space
Obviously, EpΩq originates from E f pΩq by (re-)introducing ε-dependence in both its domain and its codomain. As in [27] we call SOpΩq :" LpD 1 pΩq, C 8 pΩqq the space of smoothing operators and
SKpΩq :" C 8 pΩ, DpΩqq the space of smoothing kernels on Ω. These are isomorphic as locally convex spaces by L. Schwartz' kernel theorem, which conveniently allows one to switch between the operational viewpoint using smoothing operators on the one hand and the analytic viewpoint using smoothing kernels on the other hand. The correspondence between Φ P SOpΩq and ϕ P SKpΩq is given by
Φpuqpxq " xu, ϕpxqy pu P D 1 pΩq, x P Ωq ϕpxqpyq " Φ t pδ x qpyq " Φpδ y qpxq px, y P Ωq where Φ t is the transpose of Φ.
Locality in E f
If the full basic space E f pΩq introduced in [27] is used for the quotient construction the resulting algebra will fail to have the sheaf property. In some sense, E f pΩq is too large since for certain of its elements R, the value Rp ϕqpxq depends on values ϕpyq with y far away from x, a feature that may be viewed as R not respecting loci on Ω.
As a remedy, so-called locality conditions were introduced in [27] . Keeping only those elements of the basic space E f pΩq displaying favorable locality properties, the resulting quotient algebra in fact becomes a sheaf.
Locality conditions have the additional merit of allowing to recover the previously used basic spaces E o pΩq and E d pΩq as subspaces of E f pΩq.
In the following, we will recall these properties for the case of E f pΩq and extend the study to EpΩq in the next subsection.
As to germs of sheaves, we will employ the following notation: given a sheaf F of vector spaces on a topological space Ω and an open subset U Ď Ω, τ x : F pUq Ñ F x denotes the map assigning to a section on U its germ at x, where F x denotes the stalk of F at x.
Note that C 8 p , DpΩqq is a sheaf of vector spaces on Ω, hence for any ϕ P C 8 pΩ, DpΩqq the germ τ x ϕ at x P Ω is an element of the direct limit lim Ý ÑUPUx C 8 pU, DpΩqq, where U x is the filter of open neighborhoods of x.
Items (ii) and (iii) of the following Lemma provide reformulations of the condition of locality in [27, Def. 3, p. 419] . Item (iii), in particular, paves the way for generalizing it to the framework of the present article.
Then the following are equivalent:
ϕ| U " ψ| U ùñ Rp ϕq| U " Rp ψq| U ;
(ii) @x P Ω @ ϕ, ψ P SKpΩq:
(iii) @x P Ω @ ϕ, ψ P SKpΩq:
The proof is immediate. Defining locality by condition (iii) (rather than by (i) as in [27] ) not only gives a better match with the following scheme, but also is the appropriate form to use for Theorem 3 below.
• point-local if @x P Ω @ ϕ, ψ P SKpΩq:
ϕpxq " ψpxq ùñ Rp ϕqpxq " Rp ψqpxq,
• point-independent if @x, y P Ω @ ϕ, ψ P SKpΩq:
ϕpxq " ψpyq ùñ Rp ϕqpxq " Rp ψqpyq.
We have the strict implications point-independent ñ point-local ñ local.
Choosing tR P E f pΩq | R is localu as basic space guarantees that the resulting quotient algebra becomes a sheaf.
Moreover, one readily verifies that the following isomorphisms hold (see also Proposition 5 below):
As to the prominent space
however, there is no nice explicit representation of the above kind. Nevertheless, Peetre-like results can be obtained even in this nonlinear case as follows:
Theorem 3. A mapping R P E f pΩq is local in the sense of Definition 2 if and only if for every x P Ω and ϕ P SKpΩq the value Rp ϕqpxq depends on the 8-jet j 8 p ϕqpxq only, i.e., if for any x P Ω and ϕ, ψ P SKpΩq the equality pB The preceding theorem as well as a stronger form of it which essentially gives locally finite order can be found in [30] .
Locality in E
In the preceding subsection on E f pΩq, it was sufficient to handle three locality conditions, altogether. However, to exploit the full conceptual potential of EpΩq we will have to control a totality of 28 locality conditions or, rather, locality types. Therefore, it is indispensable on the one hand to set up a more comprehensive terminological apparatus. On the other hand, it is essential to develop a sufficiently clear intuitive picture of the nature of the locality conditions involved.
To begin with, we note that according to the exponential law elements of EpΩq can be regarded as complex-valued functions defined on triples pϕ, x, εq P SKpΩq IˆΩˆI which are smooth in pϕ, xq for fixed ε. Consequently, we will use freely either of Rpϕq ε pxq and Rpϕ, x, εq.
Triples pϕ, x, εq may be viewed as data to be fed into R P EpΩq, giving rise to Rpϕ, x, εq P C 8 pΩq I . The key strategy of our locality approach consists in classifying elements R of EpΩq according to the degree up to which the full content of pϕ, x, εq is actually used for determining the value Rpϕ, x, εq.
For example, if Rpϕ, x, εq " Spϕ ε pxqq for some S P C 8 pDpΩqq then R reacts to only a part of the content of pϕ, x, εq. We say that "R only depends on ϕ ε pxq"; in fact, ϕ ε pxq does not carry the full information contained in pϕ, x, εq since it is not possible to recover the latter from the former.
We illustrate and, at the same time, formalize this concept by considering the following toy model:
A function f : RˆR Ñ R is said to depend only on x`y if there exists g : R Ñ R such that f px, yq " gpx`yq. Defining ℓ : RˆR Ñ R by ℓ : px, yq Þ Ñ x`y, this property of f amounts to the fact that it factors according to f " g˝ℓ for a suitable g or, in other words, that f is the pullback of some g under ℓ. We express this by saying that f "is of locality type ℓ". More generally, we say that a function f : X Ñ Y is of locality type ℓ with ℓ : X Ñ X ℓ if f " g˝ℓ for a suitable g : X ℓ Ñ Y , for sets X, X ℓ , Y .
In particular, a locality type on SKpΩq IˆΩˆI is but a map ℓ : SKpΩq IˆΩÎ Ñ X ℓ . Intuitively, it is to be viewed as a compression procedure acting on the data pϕ, x, εq. The locality character of R is reflected in the corresponding locality type ℓ through which it factors: the stronger the data compression effected by ℓ, the less of the data is actually needed for determining the value of Rpϕ, x, εq.
Note that the present concept of locality not only refers to the locus x P Ω, but equally to the "loci" ϕ P SKpΩq I and ε P I. For instance, if R " ιu is the embedded image of a distribution u P D 1 pΩq (with ι as in (5) below) then Rpϕq ε pxq " xu, ϕ ε pxqy depends only on ϕ ε pxq P DpΩq but not (directly) on ε, on x or on ϕ. Similarly, if R " σf is the embedded image of a smooth function f P C 8 pΩq (with σ as in (4) below) then Rpϕq ε pxq " f pxq depends only on x, but not on ε or on ϕ.
Some of the most important locality types involve germs of ϕ at x P Ω. Thus we have to introduce one more piece of terminology along these lines. Given ϕ P C 8 pΩ, DpΩqq I -C 8 pΩ, DpΩq I q we can form its germ at x P Ω either separately for each fixed ε or uniformly in ε. The first case is given by τ x˝ϕ P pC 8 p , DpΩqq x q I , which is determined by giving for each ε an open neighborhood U ε of x and a smoothing kernel ϕ ε P C 8 pU ε , DpΩqq such that τ x pϕ ε q " τ x ϕ ε . For the second case, τ x ϕ P C 8 p , DpΩq I q x denotes the germ of ϕ P C 8 pΩ, DpΩq I q. It is also determined by pτ x ϕq ε " τ x ϕ ε yet this time there is one common neighborhood U of x such that each ϕ ε is an element of C 8 pU, DpΩqq.
Writing the stalks with respect to either of these versions as direct limits we have
Note that in terms of equivalence classes τ x ϕ is contained in τ x˝ϕ . Germs of type τ x˝ϕ will, however, play no role in our theory because locality types incorporating such germs do not appear to be invariant under derivatives (cf. Theorem 8). Moreover, we will refrain from investigating locality types involving jets here, although one could consider them and look for similar results as obtained in [30] .
Now we are ready to give the formal definition of locality types on SKpΩq
IΩˆI
. As motivated above, the reduction scheme of the full data pϕ, x, εq to the "reduced" data on which R P EpΩq actually depends will be encoded by suitable mappings ℓ : SKpΩq IˆΩˆI Ñ X ℓ .
Definition 4. Given any mapping ℓ " ℓpϕ, x, εq defined on SKpΩq
IˆΩˆI
taking values in a specific space X ℓ , a mapping R P EpΩq is called ℓ-local or of locality type ℓ if for all ϕ, ψ P SKpΩq I , x, y P Ω and ε, η P I the implication ℓpϕ, x, εq " ℓpψ, y, ηq ùñ Rpϕq ε pxq " Rpψq η pyq holds; or, equivalently, if R factors through ℓ according to
By E ℓ pΩq or ErℓspΩq we denote the subset of EpΩq consisting of ℓ-local elements.
Only a limited number of locality types will be relevant for us, all of them being given by certain natural maps as, e.g., projections or evaluation maps. More precisely, we assume from now on that the term giving the value ℓpϕ, x, εq is a triple whose components are taken from the corresponding one of the following lists (i), (ii), (iii):
(i) The ϕ-component is given by any of the terms ϕ, ϕ ε , τ x ϕ, τ x ϕ ε , ϕpxq, ϕ ε pxq or by ‹ .
(ii) The x-component is given by x or by ‹ .
(iii) The ε-component is given by ε or by ‹ .
In the preceding lists, ‹ denotes any fixed object whose nature does not matter. Regarding list (i), note that ϕ P SKpΩq
By ℓ ϕ , ℓ x and ℓ ε we denote the respective components of ℓpϕ, x, εq. For the sake of brevity, we omit ‹ from locality types other than p‹, ‹, ‹q whenever there is no danger of confusion. For example, we will write ϕpxq for pϕpxq, ‹, ‹q. The triple p‹, ‹, ‹q, finally, will be abbreviated simply by ‹. Formally, this gives 7¨2¨2 " 28 possible locality types. However,for ℓ ϕ P tτ x ϕ, τ x ϕ ε u the equation ℓpϕ, x, εq " ℓpψ, y, ηq always implies x " y, hence we do not have to consider locality types involving germs but with the xcomponent absent; this leaves us with 24 locality types which are depicted in Figure 1 . Therein, we have drawn an implication arrow from a locality type ℓ 1 to a locality type ℓ 2 if locality of type ℓ 1 implies locality of type ℓ 2 . In this case, ℓ 1 is said to be stronger than ℓ 2 , which we will also denote by ℓ 1 ľ ℓ 2 . Moreover, arrows between boxes are to be understood as a shorthand for the collection of arrows ℓ 1 ñ ℓ 2 where ℓ 1 is obtained from ℓ 2 by deleting one of its components. Note that all these implications are strict.
pϕpxq, εq pϕ ε pxq, εq
Figure 1: Locality types
Clearly, ErℓspΩq is an algebra for every ℓ and even a C 8 pΩq-module if ℓ x " x. The following proposition gives explicit representations for those spaces not involving germs of ϕ:
Proposition 5. Let ℓ be a locality type with ℓ ϕ P tϕ, ϕ ε , ϕpxq, ϕ ε pxq, ‹u. Then there is an algebra isomorphism
which is also a C 8 pΩq-module isomorphism if ℓ x " x. Here, F 1 pΩq is given by
and F 2 pΩq is given by
Proof. The codomain X ℓ of ℓ is given by
For each of the five instances of F 1 pΩq as above there is a canonical map
The respective values ofã on pε, xq are given by apε, xq (i.e.,ã " a in this case), apεq, apxq, a and 0 (in the order as listed in the proposition). We now define right inverses r :
rpaq " pã, x 0 , ε 0 q where x 0 P Ω and ε 0 P I are arbitrary but fixed. Given R P ErℓspΩq, we define the mapping r R : X ℓ Ñ C by r R :" R˝r. The function r R is smooth in pa, xq in cases (i), (ii) and smooth in a in cases (iii), (iv) because the injection a Þ Ñã is continuous, hence it defines a mapping r R P C 8 pF 1 pΩq, F 2 pΩqq. The assignment R Þ Ñ r R clearly is an algebra homomorphism and in case ℓ x " x it is also C 8 pΩq-linear.
R˝ℓ. Then R is smooth in pϕ, xq because ℓ ϕ (hence ℓ) is smooth, yielding R P ErℓspΩq.
The assignment r R Þ Ñ R is an algebra homomorphism and even C 8 pΩq-linear if ℓ x " x, and is inverse to the above assignment R Þ Ñ r R. Hence, we have established the desired isomorphism.
We list some familiar examples of basic spaces defined by locality conditions:
• Erpϕ ε pxq, xqspΩq -C 8 pDpΩq,
• Erϕ ε pxqspΩq -C 8 pDpΩqq " E o pΩq.
• Erpx, εqspΩq -
For the last isomorphism, we used that C 8 pt0u, Eq -E for any locally convex space E. These examples show how the traditional notation for the basic spaces of various Colombeau algebras fits into our setting. In particular, the above basic spaces are obtained as E ℓ pΩq if one sets ℓ to be f " pϕ ε , xq, d " pϕ ε pxq, xq, o " ϕ ε pxq or s " px, εq, respectively. In passing, we note that the isomorphisms envisaged in subsection 3.1 can be written, according to the (obvious slim-down of the) present terminology, as
Operations on the basic spaces
In this section we will examine pullbacks, derivatives as well as the presheaf property for the basic spaces ErℓspΩq with ℓ as specified after Definition 4. Suppose we are given a diffeomorphism µ :
Clearly the space LpD 1 pΩq, C 8 pΩqq is functorial, i.e., there is an induced pullback action along this diffeomorphism given by pµ˚Φqpuq :" µ˚pΦpµ˚uqq for Φ P LpD 1 pΩ 1 q, C 8 pΩ 1and u P D 1 pΩq. Because the pushforward of distributions is defined by xµ˚u, ϕy :" xu, pϕ˝µq¨|det Dµ|y (where Dµ is the Jacobian of µ), the smoothing kernel µ˚ ϕ corresponding to µ˚Φ is obtained as pµ˚ ϕqpxqpyq :" pµ˚Φqpδ y qpxq " µ˚pΦpµ˚δ y qqpxq " Φpµ˚δ y qpµpxqq " xµ˚δ y , ϕpµpxqqy " xδ y , p ϕpµpxqq˝µq¨|det Dµ|y " ϕpµpxqqpµpyqq¨|det Dµpyq| where ϕ corresponds to Φ. In other words, pµ˚ ϕqpxq " µ˚p ϕpµpxas was to be expected. As is usual, we set µ˚:" pµ´1q˚. Hence, we have the following definition.
1 Ď R n and R P EpΩ 1 q. Then the pullback of R along µ, denoted by µ˚R, is defined as the element of EpΩq given by pµ˚Rqpϕq ε :" µ˚pRpµ˚ϕq ε q with µ˚ϕ :" pµ˚ϕ ε q ε .
This pullback preserves locality:
1 be open subsets of R n and µ : Ω Ñ Ω 1 a diffeomorphism. Then the pullback µ˚: EpΩ 1 q Ñ EpΩq preserves all locality types of Figure 1 .
Proof. Let R P EpΩ 1 q be ℓ-local for some locality type ℓ and suppose that pϕ, x, εq and pψ, y, ηq are given such that ℓpϕ, x, εq " ℓpψ, y, ηq. We have to verify that ℓpµ˚ϕ, µpxq, εq " ℓpµ˚ψ, µpyq, ηq holds, which is clear for the xand ε-components. For the ϕ-component we handle each case separately.
Case ℓ ϕ " ϕ ε : ℓ ϕ pµ˚ϕ, µpxq, εq " pµ˚ϕq ε " µ˚pϕ ε q " µ˚pψ η q " pµ˚ψq η " ℓ ϕ pµ˚ψ, µpyq, ηq.
Case ℓ ϕ " τ x ϕ: note that x " y in this case. There exists U P U x such that ϕ| U " ψ| U , which implies pµ˚ϕq| µpU q " ppµ˚ϕ ε 1 q| µpUε 1 " ppµ˚˝ϕ ε 1μ´1 q| µpUε 1 " ppµ˚˝ψ ε 1˝µ´1q| µpUε 1 " ppµ˚ψ ε 1 q| µpUε 1 " pµ˚ψq| µpU q and hence τ µpxq pµ˚ϕq " τ µpxq pµ˚ψq.
Case ℓ ϕ " τ x ϕ ε : again, x equals y. There exists U P U x such that ϕ ε | U " ψ η | U and hence pµ˚ϕ ε q| µpU q " pµ˚ψ η q| µpU q , which means that τ µpxq pµ˚ϕq ε " τ µpxq pµ˚ψq η .
Case ℓ ϕ " ϕpxq: for all ε 1 we have pµ˚ϕq ε 1 pµpxqq " pµ˚˝ϕ ε 1˝µ´1q ε 1 pµpxqq " pµ˚˝ψ ε 1˝µ´1q ε 1 pµpyqq " pµ˚ψq ε 1 pµpyqq, hence pµ˚ϕqpµpxqq " pµ˚ψqpµpyqq.
Case ℓ ϕ " ϕ ε pxq: pµ˚ϕq ε pµpxqq " pµ˚˝ϕ ε˝µ´1 qpµpxqq " pµ˚˝ψ ημ´1 qpµpyqq " pµ˚ψq η pyq.
The case ℓ ϕ " ‹ is trivial.
For any two diffeomorphisms µ, ν which can be composed, the pullback of Definition 6 satisfies pµ˝νq˚" ν˚˝µ˚, id˚" id and E ℓ is in fact a functor.
Turning to derivatives, we recall from [27, 29] that there are two equally natural derivatives we can define on EpΩq, which are given as follows. First, by differentiating the pullback of R P EpΩq along the flow of a (complete) vector field X on Ω, we obtain the following formula for the geometric Lie derivative along X: 
Here, D X denotes either the usual directional derivative of a (vector-valued) function or of an n-form, accordingly.
The other possibility is to keep ϕ fixed and apply the derivative componentwise (w.r.t. ε) as in
While p D X is the derivative which commutes with the embedding of distributions, r D X is the appropriate choice to obtain a meaningful notion of covariant derivative (cf. [27, 29] ).
The following theorem expresses how locality types are preserved under these derivatives.
Theorem 8. Let ℓ be a locality type as in Figure 1 , X P C 8 pΩ, R n q a vector field on Ω and R P ErℓspΩq. Then
The proof is similar to that of [27, Theorem 25, p . 430], the added ε-variable being straightforward to handle. A similar statement as in (i) for the case of ℓ ϕ " τ x˝ϕ does not appear to be attainable because τ x˝ϕ " τ x˝ψ does not imply τ y˝ϕ " τ y˝ψ for y in a neighborhood of x.
Note that both derivatives satisfy the Leibniz rule and are equal on the space Erpx, εqspΩq.
Finally, we define a restriction operator for pτ x ϕ, x, εq-local elements of the basic space.
Theorem 9. Let U Ď Ω be open and R P Erpτ x ϕ, x, εqspUq. Then for each open subset V Ď U there exists a unique map R| V P Erpτ x ϕ, x, εqspV q such that for all W Ď V open, ψ P SKpV q I and ϕ P SKpUq I we have the implication
The map R Þ Ñ R| V is linear and preserves all locality types ℓ of Figure 1 with
Proof. We define a mapping r R : r F 1 Ñ r F 2 as follows: for any germ τ x ψ in r F 1 at some x P U, given by a representative ψ P C 8 pX, DpUq I q with X P U x , we set r Rpτ x ψq :" τ x pRpϕqq where ϕ P SKpUq I is chosen such that τ x ϕ " τ x ψ. For this purpose take any ρ P DpXq with ρ " 1 in an open neighborhood W of x and define ϕ as ρ¨ψ, extended to the whole of U by zero. Because R is pτ x ϕ, x, εq-local, r Rpτ x ψq is independent of the specific choice of ψ and ρ. In fact, suppose we are given another representative ψ 1 of τ x ψ, defined on an open neighborhood X 1 of x, and a function ρ 1 P DpX 1 q which is 1 on an open neighborhood W 1 of x. Then τ x pρψq " τ x pρ 1 ψ 1 q and hence τ x pRpρψqq " τ x pRpρ 1 ψ 1 qq. Hence, r R is well-defined. r R clearly preserves the base point x, i.e., r RppF 1 q x q Ď pF 2 q x . Moreover, it is continuous for the natural sheaf space topologies. In fact, a basis for the topology of r F 2 is given by sets of the form tτ x f : x P X 1 u with X 1 Ď U open and f P F 2 pX 1 q, and similarly for r F 1 . Suppose we are given such f and some germ τ x ψ in r F 1 with x P X 1 and ψ P F 1 pXq for some open neighborhood X of x in U such that r Rpτ x ψq " τ x f . With ρ and W as above we have r Rpτ y ψq " τ y pRpρ¨ψqq for all y P W and Rpρ¨ψq " f in a neighborhood of x. Hence, r Rpτ y ψq " τ y f for y in a neighborhood of x, which proves continuity of r R. Consequently, r R defines a sheaf morphism F 1 Ñ F 2 , i.e., a family of mappings R X : C 8 pX, DpUq I q Ñ C 8 pXq I (for X Ď U open) which are compatible with the restrictions of F 1 and F 2 [11, Section 1.6, p. 114]. We define R| V to be the restriction of R V to C 8 pV, DpV q I q Ď C 8 pV, DpUq I q. Clearly, R| V satisfies (2). The mapping R| V : C 8 pV, DpVI Ñ C 8 pV q I is smooth: given any x P V , choose ρ P DpV q which is 1 on an open neighborhood W of x. Then given c P For uniqueness, suppose any R 1 P Erpτ x ϕ, x, εqspV q satisfies R 1 pψq| W " Rpϕq| W whenever ψ P C 8 pV, DpVI and ϕ P C 8 pU, DpUqq I satisfying ψ| W " ϕ| W are given. For any x P V choose ρ and W as above. Then
holds, where ρ 1 , ρ 2 P DpV q are equal to 1 in a neighborhood of x and y, respectively. In case ℓ ϕ P tτ x ϕ, τ x ϕ ε u we have x " y and hence can assume that ρ 1 " ρ 2 , in which case equation (3) holds. If ℓ ϕ P tϕpxq, ϕ ε pxqu, (3) is clear, and if ℓ ϕ " ‹ then it holds trivially.
Finally, we show transitivity of this restriction operator. Suppose V 1 Ď V is open. Given any x P V 1 and ε P I, choose ρ P DpV 1 q Ď DpV q such that ρ " 1 on an open neighborhood of x. Then for ϕ P SKpV 1 q I we see that pR| V q| V 1 pϕq ε pxq " R| V pρϕq ε pxq " Rpρϕq ε pxq " R| V 1 pϕq ε pxq, which means that pR| V q| V 1 " R| V 1 .
Definition 10. Let U Ď Ω be open, ℓ ľ pτ x ϕ, x, εq and R P ErℓspUq. Then for any open subset V Ď U, the mapping R| V P ErℓspV q is called the restriction of R to V .
It is obvious that we cannot drop the assumption of pτ x ϕ, x, εq-locality for the definition of this restriction map.
The quotient construction
In this section we will perform the quotient construction on the basic spaces E ℓ pΩq which turns C 8 pΩq (viewed as a subspace of D 1 pΩq) into a subalgebra, provided ℓ ĺ pϕ ε pxq, xq or ℓ ĺ px, εq (see this section's last paragraph).
Moreover, we examine which locality type at least needs to be assumed in order to obtain a classical theorem which states that whenever a representative of a generalized function is known to be moderate, its negligibility can be tested for without resorting to derivatives.
As far as testing is concerned, for the definition of test objects we use only the minimal conditions which are necessary to obtain a Colombeau algebra with the sheaf property.
In
We denote the set of test objects on Ω by SpΩq. Similarly, ϕ is called a 0-test object if it satisfies these conditions with (i) and (iii) replaced by the following conditions:
The set of all 0-test objects on Ω is denoted by S 0 pΩq.
We say that a subset of SpΩq or of S 0 pΩq is uniform if the respective conditions hold uniformly for all its elements.
Clearly, S
0 pΩq is a vector space and SpΩq an affine space over S 0 pΩq. Defining the product of ϕ P S 0 pΩq and f P C 8 pΩq by pf ϕq ε pxq :" f pxq¨ϕ ε pxq, S 0 pΩq becomes a C 8 pΩq-module. We have the following definition of moderateness and negligibility for elements of EpΩq, where N 0 :" N Y t0u.
Definition 12. An element R P EpΩq is called moderate if @k P N 0 @p P csnpC 8 pΩqq @ϕ P SpΩq @ψ 1 , . . . , ψ k P S 0 pΩq DN P N :
The subset of all moderate elements of EpΩq is denoted by E M pΩq.
An element R P EpΩq is called negligible if @k P N 0 @p P csnpC 8 pΩqq @ϕ P SpΩq @ψ 1 , . . . , ψ k P S 0 pΩq @m P N :
The subset of all negligible elements of EpΩq is denoted by N pΩq.
By
There are the following canonical embeddings into subspaces of EpΩq:
Furthermore, for any fixed test object θ P SpΩq one can define an embedding
This is the embedding used for special algebras.
We now prove (cf. [29, Theorem 6.2, p. 203]) that in the above definition of moderateness and negligibility, if R is pϕ ε , x, εq-local the estimates can equivalently be taken uniformly for ϕ and ψ 1 , . . . , ψ k in uniform subsets of SpΩq and S 0 pΩq, respectively:
Lemma 13. Let R P EpΩq be pϕ ε , x, εq-local.
(i) The mapping R is moderate if and only if @k P N 0 @p P csnpC 8 pΩqq @A Ď SpΩq, B Ď S 0 pΩq uniform DN P N :
uniformly for ϕ P A and ψ 1 , . . . , ψ k P B.
(ii) The mapping R is negligible if and only if @k P N 0 @p P csnpC 8 pΩqq @A Ď SpΩq, B Ď S 0 pΩq uniform @m P N :
Proof. Assume that R is moderate but the condition in (i) does not hold. This means that there exist k P N 0 , p P csnpC 8 pΩqq and uniform subsets A Ď SpΩq and B Ď S 0 pΩq such that @N P N @C ą 0 @ε 0 P I Dη ă ε 0 Dϕ P A Dψ 1 , . . . , ψ k P B :
From this we obtain a strictly decreasing sequence pε n q n OE 0 and sequences pϕ n q n in A and pψ
Choose
Now for n ě maxpC, Nq and ε " ε n ă ε 0 this gives a contradiction to (6), hence the condition in (i) must hold. The case of negligibility is shown the same way.
The role of assuming pϕ ε , x, εq-locality in the preceding lemma is the following: to exploit the totality of conditions (6) by means of the composite test objects r ϕ and r ψ 1 , . . . , r ψ k , we need that
for all n; this relation, however, just results as a consequence of pϕ ε , x, εq-locality.
The use of uniform sets of (0-)test objects allows one to prove the following important result, which by now is classical in all Colombeau-type algebras of generalized functions: Theorem 14. Let R P E M pΩq be pϕ ε , x, εq-local. Then R is negligible if and only if @K Ď Ω compact @ϕ P SpΩq @m P N : sup
Proof. Assume R satisfies the negligibility test of Definition 12 for k " k 0 P N 0 . Testing for negligibility of R with k " k 0`1 , fix p P csnpC 8 pΩqq, ϕ P SpΩq, ψ 1 , . . . , ψ k 0`1 P S 0 pΩq and m P N. In order to estimate
we use the fact that for any ψ P S 0 pΩq and ε P I, by Taylor's formula [18, 5.12, p. 59] the expression d k 0 Rpϕ`ψqpψ 1 , . . . , ψ k 0 q ε equals
Because tϕ`sψ k 0`1 | s P r0, 1su is a uniform set of test objects, by moderateness of R there exists N P N such that sup sPr0,1s
Moreover, by assumption we have sup sPr0,1s
Setting ψ " ε m`N ψ k 0`1 above, we see that for any ε P p0, 1s we have
From this the estimate
follows. Inductively, we see that R is negligible already if the test of Definition 12 holds for k " 0.
Our claim hence is established if we can show the estimate
Similarly to the above, assume that R satisfies (7) for α " α 0 P N n 0 . Fix K, ϕ and m. This, together with moderateness of R, yields the existence of N P N such that both x pRpϕq ε qpxq| " Opε 2m`N q hold, where e i is the ith Euclidean basis vector of R n and L is a compact neighborhood of K with K Ď L˝. For small ε and x P K we have the expansion
We see that B α 0`ei x pRpϕq ε q " Opε m q on K follows, which gives (7) for all α P N 0 by induction and hence establishes the claim.
The notion of association is defined as follows:
Definition 15. Let R P EpΩq. We say that R is associated to 0 if @ϕ P SpΩq we have Rpϕq ε Ñ 0 in D 1 pΩq. In this case we write R « 0.
Note that every negligible element of EpΩq is associated to 0.
We finalize the quotient construction by following the scheme of [ (D4) N ℓ pΩq is a vector subspace of E ℓ pΩq.
(D5) There is a functorial assignment giving for each diffeomorphism µ : Ω Ñ Ω 1 a mapping µ˚: E ℓ pΩ 1 q Ñ E ℓ pΩq that extends the distributional pullback µ˚: D 1 pΩ 1 q Ñ D 1 pΩq via ι if ℓ ĺ ϕ ε pxq, via ι θ on the level of association if ℓ ĺ px, εq, and that extends the pullback µ˚: C 8 pΩ 1 q Ñ C 8 pΩq via σ if ℓ ĺ x. The map µ˚takes the form µ˚R " µ˚˝R˝µ˚, where the last mapping µ˚: SKpΩq I Ñ SKpΩ 1 q I depends functorially on µ.
The following then is immediately seen:
(ii) σpC 8 pΩqq Ď E M rxspΩq.
(iii) pι´σqpC 8 pΩqq Ď N rpϕ ε pxq, xqspΩq, ιpf gq´ιpf qιpgq P N rϕ ε pxqspΩq for all f, g P C 8 pΩq, pι θ´σ qpC 8 pΩqq Ď N rpx, εqspΩq.
(iv) ιpD 1 pΩqq X N rϕ ε pxqspΩq " t0u, ι θ pD 1 pΩqq X N rpx, εqspΩq " t0u.
(T6) The set of (0)-test objects is invariant under the action induced by µ.
(T7) µ˚preserves moderateness.
(T8) µ˚preserves negligibility.
The Colombeau algebra G ℓ pΩq then is defined as follows:
Summarizing these properties for the quotient, we have:
• G ℓ pΩq is an associative commutative algebra with unit, which contains D 1 pΩq as a linear subspace via ι if ℓ ĺ ϕ ε pxq and via ι θ if ℓ ĺ px, εq; it contains C 8 pΩq as a subalgebra via σ if ℓ ĺ x.
• For ℓ ĺ pϕ ε pxq, xq we have ι| C 8 pΩq " σ, for ℓ ĺ px, εq we have ι θ | C 8 pΩq " σ.
• G ℓ pΩq is a differential algebra with respect to p D X and, if it is invariant under r D X (as in Theorem 8), also with respect to r D X . The derivatives p D X extend the derivatives from D 1 pΩq if ℓ ĺ ϕ ε pxq and from C 8 pΩq if ℓ ĺ x, and the derivatives r D X extend the derivatives from D 1 pΩq on the level of association via ι if ℓ ĺ ϕ ε pxq and via ι θ if ℓ ĺ px, εq, and from C 8 pΩq via σ if ℓ ĺ x.
• Moreover, the construction is diffeomorphism invariant, i.e., the pullback µ˚: G ℓ pΩ 1 q Ñ G ℓ pΩq is well-defined; it is compatible with the classical pullback of distributions via ι if ℓ ĺ ϕ ε pxq, on the level of association via ι θ if ℓ ĺ px, εq, and compatible with the pullback of smooth functions via σ if ℓ ĺ x.
The sheaf property
The first step in obtaining the sheaf property of the quotient algebra G ℓ pΩq is to show that the space of test objects or, more precisely, a quotient of it is a sheaf. The definition of the restriction map for test objects essentially rests on the following result:
Lemma 16 . For any open subset V Ď R n there exists a mapping ρ V P C 8 pV, DpVand an open neighborhood X of the diagonal in VˆV such that ρ V pxqpyq " 1 for all px, yq in X.
Proof. Cover V by a locally finite family of open, relatively compact sets V i such that V i Ď V . For each i choose r i ą 0 such that V i`Br i p0q Ď V , where B r i p0q denotes the closed Euclidean ball of radius r i centered at the origin. Let pχ i q i be a partition of unity subordinate to pV i q i and fix a function f P C 8 pR n q satisfying f pyq " 1 for |y| ď 1{2 and f pyq " 0 for |y| ě 1. Define
It is clear that ρ V P C 8 pV, C 8 pV qq. In order to show that ρ V is smooth into DpV q, let x 0 P V and choose an open neighborhood W of x 0 in V and a finite set J such that W X supp χ i ‰ 0 implies i P J. Then, for any x P W and y P R n we have fˆy´x r i˙‰ 0 ùñˇˇˇˇy´x r iˇă 1 ùñ y P B r i pxq, hence supp ρ V pxq Ď K :" Ť iPJ pV i`Br i p0qq for all x P W , and K Ď V is compact. Since D K pV q has the topology induced by C 8 pV q, ρ V is smooth into DpV q. Moreover, if we set r " min iPJ r i {2 then ρ V pxqpyq " 1 for all x P W and y P B r pxq. Covering the diagonal by such sets, we obtain the claim.
The following notion is useful for handling properties of test objects which are given locally for small ε:
and ψ P SKpV q I we say
where U x pW q is the neighborhood filter of x in W . Instead of "ϕ " W ψ" we also say "ϕ " ψ on W ", and if W " U X V we simply write "ϕ " ψ".
As to the the preceding definition, ϕ ε pzq and ϕ ε pzq (for z P Z) have to be viewed as elements of the same space, say, of DpR n q; in fact, being equal they are even elements of DpU X V q.
On the set of all nets of smoothing kernels on open subsets of Ω containing W , " W amounts to a relation that clearly is reflexive, symmetric and transitive. More generally, for ϕ i P SKpU i q I (i " 1, 2, 3) we have the implication
We denote the class of ϕ P SKpUq I in SKpUq I {" U by rϕs. Moreover, we denote by S 1 pUq the vector space of all ϕ P SKpUq I satisfying only (iv) of Definition 11.
Lemma 18. Let U, V be open subsets of Ω with V Ď U and let ρ V P C 8 pV, DpVbe equal to 1 in a neighborhood of the diagonal in VˆV . Then the mapping r V : SKpUq Ñ SKpV q ϕ Þ Ñ ρ V¨ ϕ| V is linear and continuous. Applying it componentwise to elements ϕ, ψ of S 1 pUq, we obtain:
(v) the class of r V ϕ modulo " does not depend on the choice of ρ V .
Proof. Linearity and continuity are clear.
For (i) fix x 0 P V and an open neighborhood X of the diagonal in VˆV such that ρ V pxqpyq " 1 for all px, yq P X. As f : R 2n Ñ R 2n , px, yq Þ Ñ px, y´xq is a homeomorphism, f pXq is an open neighborhood of px 0 , 0q and hence contains an open set of the form W 1ˆBr p0q Q px 0 , 0q. Now tpx, yq : x P W 1 , y P B r pxqu " f´1pW 1ˆBr p0qq Ď X is an open neighborhood of px 0 , x 0 q and ρ V pxqpyq " 1 for all x P W 1 and y P B r pxq. By Definition 11 (iv) there is a neighborhood W 2 of x 0 in U and ε 0 ą 0 such that supp ϕ ε pxq Ď B r pxq for ε ă ε 0 and x P W 2 . Hence, for x P W 1 X W 2 and ε ă ε 0 we have pr V ϕq ε pxqpyq " ρ V pxqpyq¨ϕ ε pxqpyq " ϕ ε pxqpyq for all y.
(ii) follows directly from (i), (iii) is clear from r V ϕ " ϕ " ψ " r V ψ, (iv) from r W pr V ϕq " r V ϕ " ϕ " r W ϕ and (v) from (i).
According to Lemma 18, r V induces a map from S 1 pUq{" U to S 1 pV q{" V which -by (iv) -we are entitled to view as restriction map. Thus we can write rϕs| V :" rr V ϕs where the specific choice of ρ V in defining r V does not matter.
Note that for f P C 8 pUq and ϕ P SKpUq we have r V pf¨ ϕq " f | V¨rV ϕ. This means that U Þ Ñ S 1 pUq{" U is a presheaf of C 8 -modules on Ω. We have even more:
Proof. Let pU i q i be a family of open subsets of Ω and U their union. Suppose first that we are given ϕ P S 1 pUq such that rϕs| U i " 0 for all i. Then each x P U is contained in some U i and for any choice of ρ U i we can choose a neighborhood W 1 of x in U i and ε 1 ą 0 such that pρ U i ϕq ε | W 1 " 0 @ε ă ε 1 . Moreover, there is a neighborhood W 2 of x in U i and ε 2 ą 0 such that
Next, let a family pϕ i q i with ϕ i P S 1 pU i q be given such that rϕ i s| U i XU j " rϕ j s U i XU j for all i, j with U i X U j ‰ H. Let pχ i q i be a partition of unity subordinate to pU i q i and define ϕ P SKpUq I by ϕ ε :" ř i χ i¨ϕ i ε . In order to see that rϕs| U i " rϕ i s, fix x 0 P U i and choose an open neighborhood W of x 0 in U i and a finite index set J such that x 0 P U j for all j P J and ϕ ε pxq " ř jPJ χ j pxqϕ j ε pxq for x P W . Because each ϕ j ε equals ϕ i ε in a neighborhood of x 0 for small ε, the sum equals ϕ i ε in a neighborhood of x 0 for small ε, which gives the claim.
The following is easily seen. Lemma 20. Let pU i q i be a family of open subsets of Ω and U " Ť i U i . If an element ϕ P S 1 pUq satisfies any of the conditions (i), (i'), (ii), (iii) or (iii') of Definition 11 and ϕ " ψ P S 1 pUq then also ψ satisfies that condition.
Moreover, ϕ satisfies any of these conditions if and only if for each i, some representative of rϕs| U i satisfies it.
Corollary 21. U Þ Ñ S 0 pUq{" U is a sheaf of C 8 -modules on Ω and U Þ Ñ SpUq{" U is a sheaf of affine spaces over U Þ Ñ S 0 pUq{" U on Ω.
Lemma 22. Let U, V, W be open sets such that W Ď U X V ‰ H, and let ϕ P SpV q. Then there exists ψ P SpUq such that rψs| W " rϕs| W ; an analogous result holds for S 0 .
Proof. Choose an open neighborhood X of W such that X Ď U X V , any ψ 0 P SpUq and χ P C 8 pU X V q with supp χ Ď X and χ " 1 on W . Then χ¨rϕs| U XV`p 1´χqrψ 0 s| U XV is an element of SpU X V q whose restriction to pU XV qXpUzXq equals the restriction of ψ 0 to this set, hence by Corollary 21 there exists ψ P SpUq such that
Concerning the study of the sheaf property of the quotient, we first show that moderateness and negligibility localize. Since to this end, we have to consider restrictions R| U i of R P EpUq to open subsets U i of U, Theorem 9 sets the stage for pτ x ϕ ε , x, εq-locality to appear. Observe that for the quotient construction of section 5 as such, no locality assumptions were needed.
an open cover of U and R P EpUq be pτ x ϕ ε , x, εq-local. Then R is moderate or negligible if and only if all R| U i are.
Proof. In order to test R| U i we have to estimate the derivatives of
Hence, the expression to be estimated equals
k q ε pxq on this neighborhood for small ε, so moderateness and negligibility of R| U i are implied by the same property of R.
Conversely, in order to estimate the derivatives of d k Rpϕqpψ 1 , . . . , ψ k q ε pxq for k P N 0 , ϕ P SpUq, ψ 1 , . . . , ψ k P S 0 pUq and x in a compact subset K Ď U, we can assume without limitation of generality that K Ď U i for some i. Then, the expression to be estimated equals d
Consequently, restriction is well-defined on the quotient if the locality type ℓ is strong enough.
Theorem 24. Let ℓ be a locality type with ℓ ľ pτ x ϕ ε , x, εq. Then G ℓ is a sheaf of algebras on Ω.
Explicitly, the condition ℓ ľ pτ x ϕ ε , x, εq holds for all the locality types pτ x ϕ ε , x, εq, pϕ ε pxq, x, εq, pτ x ϕ ε , xq, pϕ ε pxq, xq " d, pϕ ε pxq, εq, ϕ ε pxq " 0, px, εq " s, x, ε and ‹.
Proof. Let U Ď Ω be open and pU i q i a covering of U by open sets. That an element of G ℓ pUq is uniquely determined by its restrictions to all subsets U i is contained in the statement of Theorem 23. So, suppose that we are given functions
We first consider the case where ℓ x " x. Choose a partition of unity pχ i q i on U subordinate to pU i q i and for each i a function ρ i P C 8 pU i , DpU ias in Lemma 16 which is equal to 1 on a neighborhood of the diagonal in U iˆUi . We define the mapping R : SKpUq
Clearly R is smooth and pτ x ϕ ε , x, εq-local. For moderateness of R we have to estimate derivatives with respect to x of d k Rpϕqpψ 1 , . . . , ψ k q ε pxq for k P N 0 , ϕ P SpUq, ψ 1 , . . . , ψ k P S 0 pUq and x in a compact subset K Ď U.
For any relatively compact neighborhood of K whose closure is contained in U there exists a finite index set such that for x in this neighborhood, the sum in (8) only has to be taken for i in this index set. By the Leibniz rule it then suffices to estimate derivatives of d k R i pρ i ϕqpρ i ψ 1 , . . . , ρ i ψ k q ε pxq for x in supp χ i X K. But this expression has moderate growth by assumption and Corollary 21.
Next, we show that R| U j´R j is negligible for all j. Fix ϕ P SpU j q for testing and a compact set K in U j . Using Lemma 22 we choose ψ P SpUq such that ϕ ε " ψ ε on a neighborhood of K for small ε. As above, there is a finite index set such that for x P K the sum in
runs only over this index set. Hence, by Theorem 14 it suffices to estimate R i pρ i ψq ε pxq´R j pϕq ε pxq for x in the compact subset supp
Let ρ P C 8 pU i X U j , DpU i X U jbe equal to 1 on a neighborhood of the diagonal in pU i X U j qˆpU i X U j q. Then for such x and small ε,
and the claim follows by assumption. Now R has the same locality type as the R i because ℓpϕ, x, εq " ℓpψ, y, ηq (with ℓ x " x) implies ℓpρ i ϕ, x, εq " ℓpρ i ψ, y, ηq for x P supp χ i .
Let us turn to the case where ℓ x " ‹ (which means that ℓ ϕ is either ϕ ε pxq or ‹). Now we choose a partition of unity pχ α q α on U such that each χ α has compact support contained in some U ipαq , and for each α we choose a function q α P DpU ipαsuch that q α " 1 on a neighborhood of supp χ α . Let M P LpDpR n q, R n q be the mapping defined by the vector-valued integral
Mpϕq :" ż y¨ϕpyq dy pϕ P DpR n qq.
We define R :
where the x i P U i are arbitrary but fixed points. Clearly, R is smooth and ℓ-local. In order to show that R is moderate we have to consider x-derivatives of the mapping
as above, with x in a compact subset K of U. For this we first note that the expression Mpϕ ε pxq`t 1 ψ 1,ε pxq`. . .`t k ψ k,ε pxqq is uniformly bounded for ε small, x in a compact set and t 1 , . . . , t k in a bounded neighborhood of 0 P R. Hence, there is a finite index set F such that
x in a neighborhood of K, small ε and t 1 , . . . , t k close to 0. Because
this implies that (10) is given by finitely many products of terms of the form
and
for some new choices of k and ψ 1 , . . . , ψ k . The terms of the form (11) can simply be estimated by a constant which is independent of ε, as is easily verified. The terms of the form (12) are given by
Because sup xPK |Mpϕ ε pxqq´x| Ñ 0 for ε Ñ 0 it suffices to estimate the partial derivatives of (13) for x in a compact neighborhood L of supp χ α X K such that L Ď U ipαq and q α " 1 on a neighborhood of L. Choose r ϕ P SpU ipαand r ψ 1 , . . . , r
from which moderateness follows.
For negligibility of R| U j´R j we proceed as before and fix ϕ P SpU j q and a compact subset K of U j for testing. Take ψ P SpUq such that ψ ε " ϕ ε on a relatively compact neighborhood of K for small ε. There is a finite index set such that for x P K the sum giving pR| U j´R j qpϕq ε pxq, i.e., ÿ α χ α pMpψ ε pxqqq¨pR ipαq pq α ψ ε pxqq´R j pϕ ε pxε px ipαq q, only has to be taken for α in this index set. It again suffices to estimate pR ipαq pq α ψ ε pxqq´R j pϕ ε pxε px ipαfor x in compact neighborhood L of K X supp χ α with L Ď U ipαq X U j , where L can be chosen such that ψ ε " ϕ ε on L and q α " 1 on a neighborhood of L. In this case, we have
with ρ P C 8 pU ipαq X U j , DpU ipαq X U jas above, and this expression satisfies the negligibility estimates by assumption.
It is clear that also in this case R has the same locality type as the R i .
Point values
Although a concept of point values for Schwartz distributions was introduced by S. Lowasiewicz in [22] , not every distribution needs to have a point value at every point and distributions are not uniquely determined by their point values in this sense. To the contrary, in Colombeau algebras there in fact is a concept of point values allowing for such a characterization. This concept was first introduced for the special algebra G s and its tempered variant [20] and later extended to the full Colombeau algebras G e [13] and G d [26] . In fact, point values can be defined in most other variants of Colombeau algebras, too (see, for example, [15, 23, 4] ).
In this section we are going to consider point values in the framework of the basic space EpΩq in conjunction with the locality conditions of section 3.
Beginning with a heuristic discussion, the representations of the basic spaces given by Proposition 5 at first sight suggest to define point evaluation mappings
in the obvious way by componentwise application of the canonical evaluation mappings C 8 pΩq IˆΩI Ñ C I and C 8 pΩqˆΩ Ñ C, respectively.
However, this turns out to be problematic at least in the case of the algebra G d pΩq " Grpϕ ε pxq, xqspΩq (cf. [26] for more details). In fact, defining the point value RpXq P C 8 pDpΩqq of R P E d pΩq -C 8 pDpΩq, C 8 pΩqq at the generalized point X P C 8 pDpΩq, Ωq by
RpXqpϕq :" RpϕqpXpϕqq pϕ P DpΩqq
as suggested by (15), one quickly sees that this is not well-defined on the quotient. In fact, by the definition of negligibility R is determined by its values Rpϕ ε pxqqpxq for test objects ϕ P SpΩq and x P Ω, but with (16) RpXq would need to be determined by the values Rpϕ ε pxqqpXpϕ ε pxof which we have no information because x ‰ Xpϕ ε pxqq. A workaround to this problem in the variant of G d of [12] consists in adding the x-variable to representatives of generalized points and numbers and using the translation operator T x : ϕ Þ Ñ ϕp.´xq on test functions in order to define RpXqpϕ, xq :" RpT Xpϕ,xq´x ϕqpXpϕ, xqq. One succeeds in giving a point value characterization for G d that way [26, Theorem 5.8] . However, both adding the x-variable for mere technical reasons and the use of translation -which is not available on manifolds -point to some structural shortcomings underlying that approach.
The reasons for all these difficulties become transparent from the vantage point of EpΩq, i.e., for F 1 pΩq " SKpΩq I in (14) , where no locality condition on EpΩq is assumed and point evaluation takes the following form:
It is a crucial fact that on the corresponding basic spaces C 8 pSKpΩq I , Ω I q of generalized points and C 8 pSKpΩq I , C I q of generalized numbers one can introduce locality conditions analogue to those of Definition 4 only via mappings defined on SKpΩq IˆI . This means that even if the elements of EpΩq which are for example pϕ ε pxq, xq-local can be represented as elements of C 8 pDpΩq, C 8 pΩqq, there is no locality condition on the corresponding space of generalized points such that it reduces to C 8 pDpΩqq; this reasoning invalidates the approach given by (14) and (15) . Instead, the generalized points at which elements of C 8 pDpΩq, C 8 pΩqq should be evaluated are given by X P C 8 pSKpΩq, Ωq, with RpXqp ϕq :" Rp ϕpXp ϕqqqpXp ϕqq being the correct form of point evaluation in G d . In hindsight, the construction of [26] only works because of the special form of the test objects used for G d in [12] but cannot be transferred to manifolds directly -our construction below, however, will also work for the manifold setting.
Summing up, while for generalized functions one can define locality mappings on pϕ, x, εq as in Definition 4, for generalized points and numbers we can only define them on pϕ, εq, which means that not the same simplifications of the basic space are possible for them.
After these preliminary considerations we now give the details. First, we have generalized numbers: Definition 25. We define
Elements of r C are called generalized numbers.
Note that the space of generalized numbers depends on Ω -while this might seem slightly disconcerting at first sight it is, in fact, completely natural if one regards generalized functions as regularized distributions where the regularization procedure depends on Ω; evaluating a regularized distribution at a point hence also has to incorporate this dependence in some way.
Next comes the definition of generalized points.
Definition 26.
Let Ω be an open subset of R n .
(i) By Ω M we denote the set of all X P C 8 pSKpΩq I , Ω I q such that @k P N 0 @ϕ P SpΩq, ψ 1 , . . . , ψ k P S 0 pΩq DN P N:
(ii) We introduce an equivalence relation on Ω M by writing X " Y if @k P N 0 @ϕ P SpΩq, ψ 1 , . . . , ψ k P S 0 pΩq @m P N:
(iii) We set r Ω :" Ω M {" and call its elements generalized points of Ω. The set of compactly supported generalized points is the set of all r X P r Ω which have a representative X such that DK Ď Ω compact @ϕ P SpΩq Dε 0 ą 0 @ε ă ε 0 : Xpϕq ε P K, and is denoted by r Ω c .
If X P r Ω has one representative satisfying the property of Definition 26 (iii), then it holds for every representative. Next, we define evaluation at generalized points.
Definition 27. Let R P EpΩq and X P C 8 pSKpΩq I , Ω I q. The point value of R at X is defined as the element RpXq of C 8 pSKpΩq I , C I q given by
Clearly, one can introduce locality conditions for generalized points and numbers analogous to the case of the basic space EpΩq. The details of this are completely parallel to those of section 3. Point evaluation preserves locality as follows:
Proposition 28. Let R P EpΩq be ℓ-local for some locality type ℓ with ℓ ϕ P tϕ, ϕ ε , ‹u and X P C 8 pSKpΩq I , Ω I q.
(ii) If ℓ x " x and X is pℓ ϕ , ℓ ε q-local then RpXq is pℓ ϕ , ℓ ε q-local.
Proof. Suppose we are given pairs pϕ, εq and pψ, ηq such that ℓ ϕ pϕ, εq " ℓ ϕ pψ, ηq and ℓ ε pϕ, εq " ℓ ε pψ, ηq. To show that RpXqpϕq ε " RpXqpψq η , i.e., Rpϕq ε pXpϕq ε q " Rpψq η pXpψq η q, we need to verify that ℓpϕ, Xpϕq ε , εq " ℓpψ, Xpψq η , ηq.
But this follows immediately from the assumptions in both cases.
Moreover, if one knows two pϕ ε , εq-local generalized numbers or points to be moderate their equivalence can be tested for without resorting to derivatives (cf. [28] ):
Proposition 29. A generalized point or generalized number which is pϕ ε , εq-local is moderate or negligible if and only if the respective tests of Definitions 25 and 26 hold uniformly for ϕ and ψ 1 , . . . , ψ k in uniform sets of (0-)test objects, respectively.
Moreover, a generalized point or generalized number which is pϕ ε , εq-local and moderate is negligible if and only if the respective tests of Definitions 25 and 26 hold for k " 0.
Proof. The proof is an almost verbatim copy of the proofs of Lemma 13 and Theorem 14.
Theorem 30. Let r R P GpΩq and r X P r Ω c be given. The point value r Rp r Xq of r R at r X, defined as the class of RpXq in r C for any representatives R of r R and X of r X, is a well-defined element of r C.
Proof. This can be seen by a straightforward application of the chain rule [18, 3.18, p. 33] , similarly to [19, 28] .
Finally, we come to the characterization of generalized functions by their values at generalized points.
Theorem 31.
A generalized function r R P GpΩq is zero if and only if one of the following conditions holds:
Rp r Xq " 0 for all generalized points r X P r Ω c rεs.
(ii) r Rp r Xq " 0 for all generalized points r X P r Ω c rϕ ε s.
(iii) r Rp r Xq " 0 for all generalized points r X P r Ω c .
Proof. That r R " 0 implies (iii) was already shown in Theorem 30, and (iii) trivially implies (i) and (ii).
In order to see that each of (i) and (ii) implies r R " 0 we assume to the contrary that a representative R of r R is not negligible. Then by Theorem 14 there exist m P N, ϕ P SpΩq, K Ď Ω compact, a sequence pε k q k with ε k ă 1{k and a sequence px k q k in K such that |Rpϕq ε k px k q| ą ε m k . As in [28] we can choose a compactly supported generalized point X 0 P C 8 pSKpΩq, Ωq which is moderate in the sense of Definition 26 (i) and such that X 0 pϕ ε k q " x k for infinitely many k. Defining X P C 8 pSKpΩq I , Ω I q by Xpϕq ε :" X 0 pϕ ε q, we see that X is ϕ ε -local and RpXqpϕq ε k " Rpϕq ε k px k q, hence RpXq is not negligible. This means that (ii) entails r R " 0.
Alternatively, we can define Xpϕq ε :" x k for ε k ď ε ă ε k´1 (with ε 0 :" 1) similar to the case of the special algebra [13, Theorem 1.2.46, p. 38]. Then X is ε-local and RpXq is not negligible, because again RpXqpϕq ε k " Rpϕq ε k px k q, so (i) implies r R " 0. [32] and adapted to the full algebra G e pΩq by J. Aragona, R. Fernandez and S. O. Juriaans [1] . In this section we give, for the first time, a definition of the sharp topology in the setting of full diffeomorphisminvariant algebras, i.e., on GpΩq and its subspaces. This topology induces the classical sharp topology on G s pΩq.
A 0-neighborhood subbase S Ω of the sharp topology on GpΩq is obtained from the definition of negligibility (Definition 12) by considering, for each fixed choice of k, p and m, the set W k,p,m of elements r R P GpΩq that have a representative R satisfying the growth estimate @ϕ P SpΩq @ψ 1 , . . . , ψ k P S 0 pΩq Dε 0 , C ą 0 @ε ă ε 0 : ppd k Rpϕqpψ 1 , . . . , ψ k q ε q ď Cε m .
The elements of W k,p,m can also be specified by a condition that is independent of the representative:
W k,p,m :" t r R P GpΩq | @R P r R @ϕ P SpΩq, ψ 1 , . . . , ψ k P S 0 pΩq @b ą 0
Dε 0 , C ą 0 @ε ă ε 0 : ppd k Rpϕqpψ 1 , . . . , ψ k q ε q ď Cpε m`εb q u.
Thus, we set
The set of all finite intersections of elements of S Ω is a filter base on GpΩq which we denote by B Ω .
As seen from Theorem 33 below, B Ω defines a topology on GpΩq and hence also on r C via the canonical embedding r C ãÑ GpΩq. The topology of r C can also be obtained by a filter subbase S similar to S Ω above, but with the seminorms p replaced by the absolute value:
S :" t V k,m | k P N 0 , m P N u, V k,m :" t r X P r C | DX P r X @ϕ P SpΩq @ψ 1 , . . . , ψ k P S 0 pΩq Dε 0 , C ą 0 @ε ă ε 0 :ˇˇd k Xpϕqpψ 1 , . . . , ψ k q εˇď Cε m u " t r X P r C | @X P r X @ϕ P SpΩq @ψ 1 , . . . , ψ k P S 0 pΩq @b ą 0
Dε 0 , C ą 0 @ε ă ε 0 :ˇˇd k Xpϕqpψ 1 , . . . , ψ k q εˇď Cpε m`εb q u.
Again, S gives rise to a filter base B on r C consisting of all finite intersections of elements of S.
Our main results on these sharp topologies on r C and GpΩq are as follows (cf. also [1] ): Theorem 32. (i) There is a unique topology τ on r C compatible with the additive group structure for which B is a neighborhood base at zero.
(ii) The topology τ is compatible with the ring structure of r C.
Proof. (1) For all X P r C and all V P S there exists W P B such that X¨W Ď V .
(2) For all V P S there exists W P B such that W¨W Ď V . This is easily verified by applying the Leibniz rule to the respective estimates.
Theorem 33. (i)
There is a unique topology τ Ω on GpΩq, the sharp topology, compatible with the additive group structure for which B Ω is a neighborhood base at zero.
(ii) The topology τ Ω is compatible with the r C-algebra structure of GpΩq.
(iii) The topology τ Ω induces, via the canonical embedding r C ãÑ GpΩq, the topology τ on r C.
(iv) On the special algebra Grpx, εqspΩq Ď GpΩq, τ Ω induces the usual sharp topology.
Proof. Again, (i) follows because´W k,p,m " W k,p,m " W k,p,m`Wk,p,m .
(ii) follows from [3, Ch. III, §6.6, p. 279] because the conditions for continuity of r CˆGpΩq Ñ GpΩq,
(1) @R P GpΩq @V P S Ω DU P B: U¨R Ď V , (2) @X P r C @V P S Ω DU P B Ω : X¨U Ď V , (3) @V P S Ω DW P B Ω DU P B: U¨W Ď V , and the conditions for continuity of GpΩqˆGpΩq Ñ GpΩq,
(1) @R P GpΩq @V P S Ω DW P B Ω : R¨W Ď V , (2) @V P S Ω DW P B Ω : W¨W Ď V , are easily verified.
(iii) and (iv) are evident from the definitions.
Conclusion
Let us summarize how the usual classical Colombeau algebras fit into the setting developed in this article:
(i) The special algebra G s pΩq corresponds to taking locality type ℓ " px, εq and fixing a single test object θ P SpΩq defining the embedding ι θ .
(ii) Colombeau's original algebra G o pΩq of [6] corresponds to the case ℓ " ϕ ε pxq. To recover G o pΩq in all detail would require the following (merely technical) adjustments of our construction:
(a) Introducing a graded space of test objects similar to the one used in G o pΩq, i.e., defining test objects of order q by demanding convergence of order ε q instead of ε m for all m.
(b) Adapting the definitions of moderateness and negligibility accordingly.
It is expected that the results of this article can equally be established taking into account these modifications.
(iii) The elementary algebra G e pΩq also fits into our scheme subject to the same modifications as specified in (ii); it would then be obtained by using only test objects given by convolution with scaled mollifiers having integral one and a certain number of vanishing moments, as well as dropping smooth dependence of R on ϕ when formulated in the C-formalism (cf. [13, Section 2.3.2]).
(iv) The diffeomorphism invariant algebra G d pΩq of [12] corresponds to the case ℓ " pϕ ε pxq, xq, again with a slight technical adaptation of test objects.
(v) The algebra G f pΩq of [27] corresponds to the case ℓ " pϕ ε , xq.
Our study of the quotient construction and the sheaf property shows that in practice only locality types ℓ ľ pτ x ϕ ε , x, εq are useful. The algebra Grpτ x ϕ ε , x, εqspΩq not only allows for all desirable properties of Colombeau algebras to be obtained, but even furnishes a true unification of the full and special settings of Colombeau algebras: while in principle the generality of full Colombeau algebras is available in it, one can always fix a test object θ and work with the embedding ι θ as in the special algebra. Moreover, one can project any generalized function to an element of the special algebra by the mapping π θ : Grpτ x ϕ ε , x, εqspΩq Ñ Grpx, εqspΩq " G s pΩq which is defined on representatives R P Erpτ x ϕ ε , x, εqspΩq by pπ θ Rq ε pxq :" Rpθq ε pxq.
This gives the possibility of specifying a preferred embedding (i.e., regularization procedure) for certain distributions also in the full setting, which is a useful property to have in concrete applications of the theory.
