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Introduction
Galaxy clusters are the largest bound structures in the universe. Typical
values of their mass are of order 1014 ÷ 1015M and their typical length
scale is ∼ 1 Mpc, although actual values can vary significantly from case to
case. As the name suggests, these structures are aggregations of galaxies,
in numbers that can vary from hundreds to thousands. However, it is now
commonly believed that the bulk of the visible mass of such objects is in the
form of ionized gas that fills the space between member galaxies, usually
referred to as intra-cluster medium (ICM). This gas component has typi-
cal temperatures of order 107 K and is for this reason visible in the X-ray
part of the spectrum. X-ray astronomy is indeed a very powerful tool for
investigating the structure of galaxy clusters: for example, by making the
assumption of hydrostatic equilibrium it is possible to infer the distribution
of mass inside a cluster from an observation of its X-ray emission. Under-
standing the physics of galaxy clusters would be a significant improvement
in our knowledge of the history of the Universe and, in particular, measur-
ing the mass distribution of such objects can be a very important tile in the
cosmological puzzle.
It is now widely accepted that the dominant mass component of clusters
of galaxies is in the form of non-baryonic matter, usually called dark matter
because of its transparency and lack of emission with respect to electromag-
netic radiation. While a direct detection of dark matter particles has not
yet been observed, there is convincing evidence for the presence of a non-
baryonic mass component in the Universe. The existence of dark matter
was inferred from a variety of tests, such as the study of rotation curves of
spiral galaxies or the analysis of the CMB (see [9] for a review).
Several models for the nature of dark matter have been proposed, on
the basis of which different scenarios for the evolution of our Universe were
derived. Among these, the most accredited is the so called Lambda-Cold
Dark Matter model (LCDM from now on), which is built on the assump-
tion that dark matter consists of heavy particles (∼ 100GeV) that interact
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only through weak and gravitational forces. According to this model, the
dense structures that populate the Universe today evolved with a bottom-
up process, from smaller clumps that merged into increasingly larger ones
and eventually formed galaxy clusters. The LCDM scenario can be tested
by investigating the mass distribution of clusters of galaxies. This is only
one of the reasons why there is growing interest in studying these objects:
whatever the real picture is, a systematic measurement of masses of galaxy
clusters at different redshifts can be of great help in understanding the pro-
cess of their formation and evolution and in putting constraints on important
model parameters.
Among the possible techniques to measure masses of galaxy clusters we
already mentioned the one based on the X-ray emission. Another well estab-
lished method consists in the study of the motion of member galaxies and
the use of virial theorem to gain information on the gravitational potential
inside the cluster. This was the method through which the Swiss astro-
physicist F. Zwicky showed the first evidence for the presence of invisible
matter in galaxy clusters (1937, [83]). However, this technique relies on the
assumption that clusters are in virial equilibrium, which might not be true
in general because their typical relaxation time is not much smaller than the
Hubble timescale, H−10 .
A more powerful way to probe the distribution of matter inside massive
objects is to take advantage of the gravitational lensing effect, which is the
phenomenon of the deflection of light by a gravitational field. As will be
shown later, the methods based on the lens effect are free from assumptions
on the dynamics of the system and can provide direct information on the
distribution of dark matter, because they are sensitive to the gravitational
pull of matter independently of its microscopic nature.
The idea that light can be subject to the gravitational force is not a
recent one: Newton himself conjectured that light rays trajectories might
be influenced by celestial bodies, and in 1804 the German astronomer Joann
Georg von Soldner calculated with the laws of classical mechanics the deflec-
tion angle of a light ray passing close to a massive object. Today we know
that the behaviour of light rays in a gravitational field can be correctly de-
scribed by the theory of General Relativity, and the deflection angle under
conditions of weak gravitational field is
α ' 4GM
c2r
, (1.1)
which is twice the value obtained by Soldner. The validity of (1.1) was
confirmed by several experiments. The most famous is the observation per-
formed by Sir Arthur Eddington and his collaborators during a total solar
eclipse in 1919, when they measured the shift of the apparent position of
stars in the proximity of the position of the Sun, providing the first exper-
imental test of General Relativity. Gravitational lensing can cause more
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striking phenomena than a simple shift in the image positions of stars. For
example, it is possible to have more than one image for a single source.
This can happen because the trajectories of light rays are space-time null
geodesics rather than straight lines, so it is possible for photons emitted
in different directions from a point source to reach the same observer after
having travelled through different regions of space. This effect is observed
in many astrophysical systems, in which in proximity to the line of sight be-
tween a light source and the observer there is an object sufficiently massive
so as to cause the production of multiple images. Such cases are labeled as
strong lensing systems, as opposed to weak lensing cases, in which the lens
objects only cause a distortion in the images of distant extended sources,
without the formation of multiple images.
Since the first identification of a multiple image system in 1979, the
field of gravitational lensing has had a rapid development and today there
exist a number of techniques which allow us to gain information on the
mass distribution of lens objects like galaxies or clusters of galaxies. In
this thesis we will focus on weak lensing-based methods, although the main
topic addressed here, the magnification effect is clearly not restricted to
the weak lensing limit. As will be shown in Chapter 2, in principle we
can reconstruct the projected mass density profile of a lens by measuring
the average image distortion of background galaxies. Unfortunately, such
a procedure can constrain only the shape of the projected mass density
distribution, leaving the total mass of the lens undetermined. This problem
was given the name of mass-sheet degeneracy and although many strategies
have been proposed to break it, no definitive solution has been found so far.
1.1 The Thesis
In this thesis we study a new approach to the problem of the mass-sheet
degeneracy, first proposed by Bertin & Lombardi (2006, [8]), which is based
on the measurement of the magnification of images of early type galaxies
situated behind lens galaxy clusters. The idea of using magnification in-
formation to break the mass-sheet degeneracy is not a new one (e.g. see
Broadhurst et al. 1995 [15], Bartelmann & Narayan 1995 [1]): magnifica-
tion is closely connected to the projected mass density and its determination
could help pinpoint the mass profile to the true value. Bertin & Lombardi
were the first to show that it is possible to measure the magnification of
background early-type galaxies by making use of the Fundamental Plane
relation.
The Fundamental Plane is an empirical scaling law which is equivalent to
the existence of a standard rod. In other words, from a Fundamental Plane
measurement of an early-type galaxy it is possible to infer its intrinsic size,
and by measuring its apparent size it is straightforward to obtain an estimate
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of the magnification induced by the lens. However, the Fundamental Plane
relation is characterized by a finite scatter, which should be properly taken
into account in the magnification estimates. Therefore, we expect several
of these measurements to be needed in order to put effective constraints on
the projected mass density of the lens.
A possible problem in the use of information from the magnification of
early-type galaxies for a measurement of the mass of a cluster might be the
presence of substructures in the lens. A concentrated mass clump located in
front of the image position of an early-type galaxy could in principle increase
significantly the magnification without influencing the overall properties of
the lens, and this could in turn lead to a biased estimate of the total mass.
In this Thesis we studied different aspects of the problem of how to use
Fundamental Plane measurements in the estimate of the mass of galaxy
clusters. Here we summarize the main results obtained:
• We studied the problem of how substructures in the lens affect the
magnification of background early-type galaxies. Numerical simula-
tions have been set up to quantify the relevance of the problem and
they revealed that for typical early-type galaxy sources the contribu-
tion of substructures to the magnification is not significant.
• We developed a method to break the mass-sheet degeneracy based
on the joint use of weak lensing observations and Fundamental Plane
measurements.
• The statistical properties of this mass measurement method were stud-
ied and an analytical expression for the estimated error on the deter-
mination of the mass was derived.
• The method was tested with numerical simulations, which confirmed
the validity of the results obtained analytically.
• We identified clusters with a redshift in the interval z ∼ 0.2÷ 0.4 and
mass higher than 1015M as the ideal candidates for an application
of the mass measurement method proposed.
The structure of this Thesis is the following. In Chapter 2 we report the
main results of gravitational lensing theory, giving particular emphasis on
weak lensing methods and the related problems. In the same Chapter the
elements of cosmology that are essential for the development of this The-
sis are presented. Chapter 3 is devoted to early-type galaxies and to the
technique proposed by Bertin & Lombardi for the measurement of the lens-
ing magnification through the observation of these objects. In Chapter 4
we discuss the problem of the effects of substructures on the magnification
of early-type galaxies. In Chapter 5 we present a new mass-measurement
method, based on fitting a model mass map obtained with weak lensing to
1.1. The Thesis 13
local magnification measurements obtained with Fundamental Plane obser-
vations. The statistical properties of the method are discussed. Chapter 6 is
dedicated to tests of the method on simulated data, through which we stud-
ied the effects of errors in the weak lensing analysis on the measurement of
the total mass. Conclusions are drawn in Chapter 7, where we also discuss
the ideal candidate for the application of the method proposed.
In this Thesis we will adopt the values ΩM = 0.3, ΩΛ = 0.7, H0 =
70 km s−1 Mpc−1.
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Chapter 2
Gravitational lensing and
cosmology
The first part of this Chapter is dedicated to the basic results of the lensing
theory. In section 2.1 the main elements of the physics of light rays in a grav-
itational field are presented, with the purpose of providing a robust basis
for the comprehension of the results that follow. In sections 2.2 and 2.3 the
equations that describe how images of astrophysical objects are modified by
intervening gravitational lenses are derived. Section 2.4 introduces the prin-
ciples of weak lensing and section 2.5 is dvoted to a particular weak lensing
reconstruction method that will be incorporated in the mass measurement
method developed in this Thesis. In section 2.6 we summarize the main
attempts carried out so far to break the mass-sheet degeneracy, showing the
limitations of the methods available today and providing evidence for the
need for the development of an improved technique to solve the problem.
In the remaining part of the Chapter we focus on the main character-
istics of galaxy clusters, as evidenced from observations (section 2.7) and
cosmological simulations (section 2.8).
2.1 Light rays in a gravitational field
2.1.1 A Thought Experiment: the free falling Elevator
The theory of General Relativity, which correctly describes the behavior of
light rays in a gravitational field, is based on the postulation of the Principle
of Equivalence, [80]:
at every space-time point in an arbitrary gravitational field it is
possible to choose a “locally inertial coordinate system” such that,
within a sufficiently small region of the point in question, the
laws of nature take the same form as in unaccelerated Cartesian
coordinate systems in the absence of gravitation.
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An elevator falling freely in a gravitational field is an example of a locally
inertial frame, since it can easily be shown that in such a frame of reference
the external gravitational forces are exactly canceled by equal and opposite
inertial forces, provided the size of the elevator is small with respect to
the typical length over which the gravitational field changes. Infinite other
locally inertial frames can be obtained by Lorentz transformations of the
above frame.
We can convince ourselves of the possibility of a deflection of a light ray
with the following thought experiment: consider an elevator starting from
rest and falling vertically towards the surface of the Earth. At the starting
time, a light ray is emitted horizontally into the elevator through a hole on
one of its sides (see Figure 2.1). According to the Equivalence Principle,
the laws of physics in the frame of reference of the elevator are the same of
an unaccelerated Cartesian frame with no gravitational field. In particular,
light rays travel on straight lines. Therefore, in the frame of the elevator
the light ray will propagate horizontally and eventually exit from a hole
placed at the same height of the entering one. Let us now consider the
same events as seen from the point of view of an observer at ground. The
light ray enters the elevator horizontally and leaves it from the second hole
at a later time. During this time interval, the elevator has experienced a
downward accelerated motion, therefore the light ray must have changed its
propagation direction with respect to its initial horizontal motion.
This simple thought experiment demonstrates that the trajectories of
light rays are deflected in the direction of the gravitational field of the Earth.
In the following subsection we will show more quantitative results on light
deflection, based on the equations of the General Theory of Relativity.
2.1.2 Fermat’s Principle and the deflection angle
The contents presented in this subsection are a summary of Chapters 3 and
4 of the book Gravitational Lenses by Schneider, Ehlers and Falco [64] and
we refer to it for a more detailed study.
By solving Maxwell’s equations in a gravitational field, it is found that
light rays can be described as null geodesics. A geodesic is a curve xα(λ)
of extremal spacetime distance. All objects falling freely in a gravitational
field follow geodesics. In addition, light rays satisfy the condition ds2 = 0
along their geodesics: all space-time events connected by a light ray are
separated by a null space-time interval. We can give a precise mathematical
description of the trajectory of a light ray in the following way. Let us define
the parameter λ so that at any event xα(λ) of its geodesic
dλ = νdt, (2.1)
where dt is the time interval measured by a local Lorentz observer and ν is
the frequency of the light ray measured by the same observer. The quantity
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Figure 2.1: The free falling elevator thought experiment. The elevator is initially
at rest. At the time in which the elevator starts to fall freely, a photon is let
horizontally through a hole on its side. In the rest frame of the elevator the photon
travels in a straight line and exits another hole placed at the same height of the
entering one. In the ground frame, the elevator has experienced a downward motion,
and therefore the trajectory of the photon will be deflected with respect to its initial
horizontal direction.
18 Chapter 2. Gravitational lensing and cosmology
dλ defined in this way is clearly Lorentz-invariant. With this choice of the
parameter λ, it can be shown that the null geodesic corresponding to this
light ray satisfies the following relation:
d2xα
dλ2
+ Γαβγ
dxβ
dλ
dxγ
dλ
= 0, (2.2)
where Γαβγ is the Christoffel Symbol, which can be calculated from derivatives
of the spacetime metric gαβ [52].
A null geodesic connecting a source event with an observer can be defined
in a equivalent way, by making use of the General Relativistic version of
Fermat’s principle, [64]:
Let S be an event (“source”) and l a timelike world line (“ob-
server”) in a spacetime (gαβ). Then a smooth null curve γ from
S to l is a light ray (null geodesic) if, and only if, its arrival time
τ on l is stationary under first-order variations of γ within the
set of smooth null curves from S to l.
It is useful to consider the case of a light ray propagating in a time-independent
quasi-Minkowskian metric:
ds2 =
(
1 +
2U
c2
)
c2dt2 −
(
1− 2U
c2
)
dl2, (2.3)
where U = U(xi) can be identified with the Newtonian gravitational po-
tential, under the condition U/c2  1. In this situation, the arrival time
for a null curve as measured by a stationary observer (i. e. with world-line
xi(t) = cst.) is
t ' 1
c
∫
γ˜
(
1− 2U
c2
)
dl. (2.4)
Thus, in this case Fermat’s Principle reduces to
δ
∫
γ˜
(
1− 2U
c2
)
dl = 0, (2.5)
that is formally identical to the classical version of the Principle if we intro-
duce the following effective index of refraction:
n ≡ 1− 2U
c2
. (2.6)
The trajectory of a light ray in a quasi-Minkowskian metric is therefore the
same it would follow in a medium with index of refraction n. By solving
the Euler-Lagrange equations relative to the variational principle (2.5) it is
possible to obtain the deflection angle for a light ray passing in the proximity
of a point mass M with impact parameter ξ:
αˆ ' −4GM
c2
ξ
|ξ|2 . (2.7)
2.1. Light rays in a gravitational field 19
Equation (2.7) is valid under the following condition:
αˆ 1. (2.8)
It is easy to note that the quasi-Minkowskian approximation U/c2  1
automatically implies α˜ 1, because the Newtonian gravitational potential
of a point mass M at distance ξ is −GM/ξ.
Since in practical applications we never deal with point masses, it is
natural to generalize (2.7) to extended objects. This can be easily done with
an additional assumption: the extent L of the deflecting mass in the direction
of the incoming ray must not exceed the typical length r⊥ over which the
transverse component of the gravitational field changes. In other words, the
deflection of the light ray while it passes through the mass distribution, α˜L,
must be sufficiently small so that the gravitational field strength over the
unperturbed ray differs negligibly from that on its actual path:
α˜L
∣∣∣∣∇⊥∇⊥U∇⊥U
∣∣∣∣−1 ≡ r⊥. (2.9)
This condition does not introduce further restrictions for spherical ob-
jects, but breaks down for mass distributions excessively elongated in the
direction of the trajectory of the light ray. We can convince ourselves that
this is the case if we realize that, for a spherical mass distribution of radius
R, the typical length scale of variation of the gravitational field is R, which
is equal to L by definition. Then, since we already assumed α˜ 1 the con-
dition (2.9) is automatically satisfied. The same is not true, for example, for
a cylinder with height parallel to the direction of propagation of the light
ray: in this case L corresponds to the height, while r⊥ is of the order of the
radius of the base.
If we now imagine the deflecting object as a collection of point masses,
the above thin lens approximation allows us to calculate the contributions
of these masses to the total deflection independently, because the deflec-
tion caused by the mass elements closer to the source do not influence the
behaviour of the light ray in the following parts of the object. The total
deflection angle can then be calculated as an integral over the whole mass
distribution, in which the only relevant quantities are the impact parameter
ξ relative to the unperturbed ray and the projected mass density Σ(ξ):
αˆ(ξ) =
4G
c2
∫
R2
(ξ − ξ′)Σ(ξ′)
|ξ − ξ′|2 d
2ξ′. (2.10)
It is now interesting to calculate the deflection angle for a few practical
cases, and check if the condition of small α˜ is satisfied. Let us consider for
example a light ray passing right above the surface of the Sun: the resulting
αˆ is
αˆ = −4GM
c2R
= 8.5 · 10−6rad = 1.75 arcsec. (2.11)
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The deflection caused by a 1012M spherical galaxy on a light ray passing
10 kpc from its center is instead α˜ ' 1.9 · 10−5 ' 3.9 arcsec. It is clear how
in both cases the deflection angle is very small. This should not come as a
surprise, because we already noted that (2.8) is equivalent to the condition
of quasi-Newtonian potential: we therefore expect (2.8) to be violated only
for relativistic objects such as Neutron Stars or Black Holes.
2.1.3 The conservation of surface brightness
In the previous subsection we briefly discussed the behaviour of light rays
in a weak gravitational field. It is now worth spending some words on the
propagation of extended light bundles in the cosmological context.
As a first step, it is useful to recall two important properties of ensembles
of particles. The first is the Lorentz invariance of the phase space volume
[52]:
The phase space volume V ooccupied by a given set of N identical
particles at a given event in spacetime is independent of the local
Lorentz frame in which it is measured.
The second is Liouville’s Theorem, an important result of statistical me-
chanics that is still valid in the context of general relativity:
The phase space volume V occupied by a given swarm of N parti-
cles is independent of location along the world line of the swarm
(see [52] for a proof). Equivalently, we can say that the phase space density
H ≡ N/V in the neighborhood of a particle of the swarm remains constant
along its geodesic. For photons it is more convenient to express this result in
terms of specific intensity Iν of radiation, defined as the radiative energy per
unit frequency flowing in a unit time through a unit area within a unit solid
angle around direction n , as measured in a specified local Lorentz frame:
Iν ≡ dE
dtdAdνdΩ
. (2.12)
It can be shown that the specific intensity Iν in the local Lorentz frame and
the density in phase space H are related in the following way:
H = Iν
h4ν3
. (2.13)
Thus, for a nearly monochromatic beam of photons Liouville’s Theorem
implies that the quantity Iν/ν
3, which is independent of the local Lorentz
frame in which it is measured, remains constant along the world line of
the beam. We can then consider two locally Lorentz observers at different
spacetime events along the world line of the beam of photons: if ν0, ν1 and
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Iν0 , Iν1 are respectively the frequency and specific intensity measured by the
two observers, the following equality will hold:
Iν0
ν30
=
Iν1
ν31
, (2.14)
or, in terms of the relative redshift z ≡ (ν1 − ν0)/ν0 between the observers,
Iν0 =
I(1+z)ν0
(1 + z)3
. (2.15)
Note that (2.15) is valid whichever the origin of the redshift is (kinematical,
gravitational or cosmological). This result will help us understand how grav-
itational lensing affects the photometric and spectroscopic characteristics of
images.
2.2 Basic lensing equations
2.2.1 Cosmology preliminaries
In deriving the results of the rest of this chapter, the standard model of
cosmology will be assumed to hold. The Universe is modeled as isotropic
and homogeneous on scales larger than ∼ 100 Mpc, under which conditions
a Robertson-Walker metric can be adopted:
ds2 = dt2 − a2(t) [dσ2 + S2k(σ)dΩ2] . (2.16)
Here a is a dimensionless scale factor, σ is the comoving physical distance
and Sk depends on the space curvature with the following definition
Sk(σ) =

A sin
( σ
A
)
if k = 1 ’closed’
σ if k = 0 ’flat’
A sinh
( σ
A
)
if k = −1 ’open’
(2.17)
where A is a scale length parameter. Recent observations are consistent
with a flat space metric (k = 0), although open or closed models with a high
value of the parameter A cannot be excluded, since all the three expressions
in (2.17) reduce to the flat case in the limit A σ. In any case, the results
derived in this chapter are valid for any Robertson-Walker metric, of which
the flat model is a particular case.
At this point it is useful to introduce a definition of distance that will
naturally enter the lensing problem. We define Dθ the Angular Diameter
Distance of a source of physical size d subtending an angle ∆θ in the sky as
Dθ ≡ d
∆θ
. (2.18)
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Unfortunately, in most situations we do not know the intrinsic size of a
source, and in any case the definition (2.18) seems to lose meaning for point
sources. However, if source and observer are stationary with respect to the
local cosmological flow (or Hubble flow) the Angular Diameter Distance can
be expressed in terms of the comoving distance σs of the observer and its
redshift zs:
Dθ = a(ts)Sk(σs) =
1
1 + zs
Sk(σs), (2.19)
where ts is the emission time of the light beam observed and the conven-
tion a(t0) = 1 was adopted. For comoving sources, σs and zs are related
through the Friedmann equation, and therefore the Angular diameter dis-
tance can be written as a function of the cosmological parameters. After
some calculations we obtain
σs =
c
H0
∫ zs
0
dz√
ΩΛ + Ωm(1 + z)3 + Ωr(1 + z)4 − (Ωtot − 1)(1 + z)2
.
(2.20)
Here H0 is the Hubble constant, Ωm, Ωr and ΩΛ are respectively the energy
densities in nonrelativistic matter, radiation and cosmological constant, in
units of the critical density ρc = 3H
2
0/(8piG), and Ωtot ≡ Ωm+Ωr +ΩΛ. For
a flat space metric (k = 0) the Friedmann equation implies Ωtot = 1 and the
last term in the square root in (2.20) vanishes.
2.2.2 The lens equation
It is now possible to introduce the fundamental result of gravitational lensing
theory, namely the lens equation (or ray-tracing equation), which relates the
position of a source with its image position. Let us define an optical axis,
passing through the (largely arbitrary) “center” of the lens, let then η be
the distance of the source with respect to the axis and ξ be the impact
parameter of the light beam. The lens equation reads
η =
Ds
Dd
ξ −Ddsαˆ(ξ), (2.21)
where αˆ is the deflection angle calculated as in (2.10), Dd and Ds are re-
spectively the angular diameter distances of the lens and the source relative
to the observer, and Dds is the angular diameter distance of the source with
respect to the lens (see Figure 2.2). This last quantity can be obtained from
(2.19), where the comoving distance σds between lens and source must be
calculated by letting the integral in (2.20) start from the redshift zd of the
lens.
Equation (2.21) is valid for comoving source, lens and observer, when
the thin lens approximation applies, and can be derived by making use of
Fermat’s principle in a Robertson-Walker metric.
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Figure 2.2: Sketch of a typical gravitational lens system. Credit: Bartelmann &
Schneider (2001, [3])
Often it can be convenient to express the lens equation in dimensionless
form. If we introduce a scale length ξ0 in the lens plane and a corresponding
length scale η0 ≡ ξ0Ds/Ds and then define the dimensionless vectors
x ≡ ξ/ξ0 and y ≡ η/η0, (2.22)
equation (2.21) can be rewritten as
y = x− DdDds
ξ0Ds
αˆ(xξ0). (2.23)
Of course one can put ξ0 = Dd so that x and y become position angles in the
sky, but in certain cases other choices for the length scale can be preferable.
The deflection angle can be scaled accordingly: let us introduce the critical
density Σcr:
Σcr ≡ c
2Ds
4piGDdDds
(2.24)
and the dimensionless surface mass density κ of the lens
κ(x) ≡ Σ(ξ0x)
Σcr
. (2.25)
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If we now define
α(x) ≡ 1
pi
∫
R2
κ(x′)
x− x′
|x− x′|2d
2x′ =
DdDds
ξ0Ds
αˆ(ξ0x), (2.26)
the lens equation becomes
y = x−α(ξ0x). (2.27)
Note that we could in principle have chosen a different definition for the
critical density Σcr. However, the particular form of (2.24) will turn out
to be a natural choice for the lensing problem. As will be shown later in
this chapter, lenses for which the surface mass density exceeds the critical
density at some point, usually called critical lenses, can produce images
qualitatively different from those of lenses that are everywhere subcritical.
Another useful quantity for the developement of the lensing formalism
is the deflection potential ψ, defined as
ψ(x) ≡ 1
pi
∫
R2
κ(x′) ln |x− x′|d2x′. (2.28)
It can be shown that the deflection angle α is the gradient with respect to
x of the above potential,
α =∇ψ, (2.29)
and the lens equation (2.27) can be expressed as a gradient as well:
y =∇
(
1
2
x2 − ψ(x)
)
. (2.30)
Moreover, the following relation between the Laplacian of the deflection
potential and the surface mass density κ holds:
∆ψ = 2κ. (2.31)
2.2.3 The Jacobian matrix
In principle, the ray trace equation (2.27) allows us to calculate the image
position of a point source located behind a massive deflecting object. In
view of a study of extended sources, it can be also interesting to study the
differential displacement of the images of neighboring points in the source
plane. This can be done by introducing the Jacobian matrix for (2.27):
Aij ≡ ∂yi
∂xj
. (2.32)
As a first result, from the above definition it follows that the size ratio
between a small area element in the image plane and its corresponding area
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element in the source plane is given by the magnification factor µ, defined
as
µ ≡ 1| detA| . (2.33)
The Jacobian matrix can also be expressed in terms of the deflection poten-
tial ψ. Combining (2.30) with the definition (2.32) we obtain
Aij = δij − ∂
2ψ
∂xi∂xj
, (2.34)
and if we define
γ1 ≡ 1
2
(
∂2ψ
∂x21
− ∂
2ψ
∂x22
)
, γ2 ≡ ∂
2ψ
∂x1∂x2
(2.35)
the matrix A can be written as
A =
(
1− κ− γ1 −γ2
−γ2 1− κ+ γ1
)
. (2.36)
γ1 and γ2 are the two components of the shear, which is usually expressed
in complex form as γ ≡ γ1 + iγ2. Note however that γ transforms as e2iϕ for
rotations of the coordinate frame and therefore is not a vector. The shear is
tightly related with the distorsion induced by the lens on background images,
as will be shown in section 2.4. With the above notation, the Jacobian
determinant reads
detA = (1− κ)2 − |γ|2. (2.37)
The notation used in (2.36) may lead to think of κ and γ as two indepen-
dent quantities. However, the shear γ is a function of the lensing potential
ψ, which in turn can be expressed as an integral function of the surface mass
density κ. Combining (2.28) with (2.35) we obtain [3]
γ(x) =
1
pi
∫
R2
D(x− x′)κ(x′)d2x′, (2.38)
where we introduced the complex kernel D as
D(x) ≡ − 1
(x1 − ix2)2 . (2.39)
2.2.4 Axisymmetric lenses
To better understand the implications of the lensing theory it is convenient
to restrict our analysis to simple cases. In particular, we will show here some
results valid for lenses with circular symmetry around some center x0, for
which Σ(x) = Σ(|x− x0|).
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Let us consider the deflection angle α: choosing the origin of the coor-
dinate system to be in the center x0, the expression (2.26) becomes
α =
1
pi
2
∫ x
0
κ(x′)x′dx′ ≡ m(x)
x
(2.40)
directed outwards from the center. The quantity m(x) is usually referred
to as the dimensionless mass within distance x from the center, although it
differs from the integral of κ over the circle of radius x by a factor pi. The
lens equation can be written in terms of this last quantity as
y = x− m(x)
x2
x. (2.41)
As we can see, for circularly symmetric lenses the light ray deflection is
determined only by the mass enclosed by the circle of radius equal to the
impact parameter.
Since A is symmetric (see (2.32)), it always has real eigenvalues. In the
axisymmetric case they are
λr = 1− dα(x)
dx
= 1− d
dx
(m
x
)
, (2.42)
λt = 1− α(x)
x
= 1− m
x2
, (2.43)
while the corresponding eigenvectors are directed radially and tangentially
with respect to the lens center. From the definition of the matrix A it follows
that the inverses of the two eigenvalues quantify the stretching of the image
in the radial and tangential direction respectively. Thus we expect images
that lie on points where one of the two eigenvalues vanish to be highly
elongated. Such points define the so-called critical curves, and the highly
stretched images that mark them are usually referred to as arcs or arclets.
For axisymmetric lenses the critical curves are circles with radius determined
by the condition λr = 0 or λt = 0.
In general, critical curves are mapped to corresponding curves in the
source plane, called caustics. We can see that by inserting the condition
λt = 0 in the lens equation (2.41) we obtain y = 0 as a solution. The
tangential critical curve is therefore mapped to a single point in the origin of
the source plane, and a source there will be viewed by the observer as a ring
in correspondence to the critical curve, an Einstein ring. This degeneracy
is a peculiarity of circularly symmetric lenses and will be removed by any
perturbation to the symmetry.
A quantity that is often used to quantify the strength of a lens is the
Einstein radius rE . For axisymmetric lenses it is defined as the radius of
the tangential critical curve. For a point mass M , the Einstein radius in
physical units reads
rE =
√
4GM
c2
DdDds
Ds
≡ αEDd, (2.44)
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while αE is the Einstein radius in angular units.
2.2.5 A lens model: the nonsingular isothermal sphere
As an example, we specialize the results obtained so far to a particular
case, which will be encountered frequently in the rest of this Thesis. Let
us introduce the nonsingular pseudo-isothermal sphere (NIS, from now on)
density profile
ρ(r) = ρ0
r2c
r2 + r2c
, (2.45)
which is a simple approximation of the density profile of a self-gravitating
regular isothermal sphere. Given the critical density Σcr, which depends only
on the source and lens redshifts, it is possible to calculate the dimensionless
surface mass density of a NIS lens. It is a natural choice to take rc as the
length scale ξ0 in the lens plane: defining x = r/rc we have
κ(x) = κs
1√
1 + x2
, (2.46)
where κs ≡ piρ0r2c/Σcr. The dimensionless mass m(x) for this lens is
mNIS(x) = 2κs(
√
1 + x2 − 1), (2.47)
and the deflection angle is
αNIS(x) = 2κs
√
1 + x2 − 1
x
. (2.48)
The lens equation therefore reads
y =
(
1− 2κs
√
1 + x2 − 1
x2
)
x (2.49)
For sufficiently high values of the central density κs and sufficiently small
values of x, the multiplicative factor in (2.49) can take negative values, while
it asymptotically approaches unity as x tends to infinity. This property
may have important consequences, which can be easily understood with the
following example. Let us study the lens equation in the horizontal direction
(this does not cause a loss of generality, due to the symmetry of the problem)
for two lenses: the first with κs = 0.5 and the second with κs = 2. In figures
2.3 and 2.4 we plot y1 versus x1 for the two cases.
As we can see, in the first case the lens mapping is injective while in the
second case it is not. This means that there can be more than one image
corresponding to a given source position. In particular, if we cut the graph
in Figure 2.4 with a horizontal line we see that sources for which |y1| is
sufficiently small produce three different images. The minimum value κ∗s
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Figure 2.3: Lens mapping for a NIS profile with κs = 0.5
Figure 2.4: Lens mapping for a NIS profile with κs = 2.0
of the central density for which multiple imaging occurs can be found by
imposing dy/dx = 0. The result for a NIS lens is κ∗s = 1. This is not
a coincidence: it can be proven that a sufficient (though not necessary)
condition for the production of multiple images is the existence of a point x¯
on the lens plane for which κ(x¯) > 1 [64].
Moreover, it can be shown that multiple imaging can occur if, and only if,
there is a point with detA < 0 (see [64] for a proof). This can be understood
by realizing that if detA(x) > 0 ∀x, the lens mapping is globally invertible
and the non-injectivity of the lens equation is therefore connected with the
existence of points where the determinant of A (or, equivalently, one of
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its eigenvalues) vanish. In other words, the possibility of multiple imaging
implies the existence of critical curves and vice versa. In particular, NIS
models with κs > 1 have both tangential and radial critical curves, while
those everywhere subcritical have none.
The quantity κ depends on the physical surface mass density Σ(r) as
well as on the critical density Σcr, which in turn depends on the redshifts
of the source and the lens. Hence, according to the previous discussion,
the same lens and source objects can produce qualitatively different lensing
phenomena if their distances relative to the observer are varied. In figures
2.5 and 2.6 we show how the critical density varies with source and lens
redshifts.
Figure 2.5: Critical density as a function of source redshift zs for fixed lens redshift
zd = 0.3, for a flat universe with Ωm = 0.3, in MKS units. For a comparison, the
mean surface mass density of a face-on 1011M spiral galaxy with radius 10 kpc is
Σ¯ = 0.66 Kg/m2.
2.3 Magnification effects
2.3.1 Flux enhancement
In subsection 2.2.3 we pointed out that the angular size of lensed images
increases by a factor µ = 1/|detA| with respect to the angular size in the
absence of lensing. Here we will show that the flux received from a lensed
source increases by the same factor.
Let us consider two situations: 1) a bundle of light rays emitted from a
source and reaching an observer without suffering the deflecting effect of any
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Figure 2.6: Critical density as a function of lens redshift zd for fixed source redshift
zs = 1.5, for a flat universe with Ωm = 0.3 in MKS units
mass concentration; 2) a bundle of light rays emitted from the same source
and reaching the same observer after being lensed by a massive object. In
subsection 2.1.3 we showed how the quantity Iν/ν
3 remains constant along
the world line of a photon beam. Thus, if we fix the specific intensity Iν
at some point along the beam, the specific intensity (at redshift-corrected
frequency) at any other point will be determined. In particular we can relate
the observed specific intensity Iν with the corresponding quantity measured
at the emission event in the frame of the source, I(1+z)ν , where z is the
redshift of the source. Equation (2.15) implies
I(i)ν =
I
(i)
(1+z)ν
(1 + z)3
, (2.50)
where the superscript i labels the two cases considered above. However,
if the physical deflection angle αˆ is small, and in any case for isotropic
sources, the specific intensity at the emission event will be the same for
both light beams, since it depends on the properties of the source object
only. Therefore I
(1)
ν = I
(2)
ν .
The interpretation of this result is simple: gravitational lensing preserves
surface brightness. Lensed images present the same isophotes as in the
absence of lensing, they are however enlarged by a factor µ. This implies
that the received specific flux, which is the integral over solid angle of the
specific intensity, will also be increased by the same factor µ.
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Another important thing to note is that spectra are not modified by
gravitational lensing: gravitational lenses are achromatic.
2.3.2 Number count effects
The number of background sources per solid angle is modified by gravita-
tional lensing in two ways. Flux magnification induced by lensing can allow
the observer to detect fainter sources, extending the sample of detectable
galaxies. On the other hand, if µ > 1 then an angular portion of the image
plane is mapped to a corresponding portion of the source plane which is µ
times smaller. It should be clear that this latter effect causes a dilution of
the background sources, since the number density of sources for unit solid
angle is lowered. The picture is complicated by the fact that µ depends on
the redshift of the source through the critical density Σcr which enters the
definition of κ and γ. In order to determine whether lensing magnification
increases or decreases the number of observable sources, a more quantitative
approach is needed.
Let us define n0(S0, z)dS0dz as the number of sources per unit solid angle
within flux dS0 of S0 and within redshift dz of z in the absence of lensing
and n(S, z)dSdz as the corresponding quantity when lensing magnification
is included. The dilution effect discussed above implies that
n(S)dS =
1
µ(z)
n0 (S0) dS0. (2.51)
Then, by noting that a lensed flux S corresponds to an intrinsic flux S0 =
S/µ and consequently dS = dS0/µ, it follows that
n(S, z) =
1
µ2(z)
n0
(
S
µ(z)
, z
)
. (2.52)
However, for our purposes we are more interested in studying the number
of sources with flux higher than a limiting value, which we indicate with the
notation n(> S). Integration of (2.52) gives
n(> S, z) =
1
µ(z)
n0
(
>
S
µ(z)
, z
)
. (2.53)
In order to proceed further, we model the unlensed number counts function
with a power law:
n0(> S) = kS
−αp0(z;S), (2.54)
where we introduced p0(z;S) as the redshift probability distribution of galax-
ies with flux > S. The exponent α depends on the band of the observation
[68] and is typically < 1. This approximation was shown to hold for a wide
range of fluxes.
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Let us now integrate (2.53) over redshift:
n(> S) =
∫ ∞
0
1
µ(z)
n0
(
>
S
µ(z)
, z
)
dz. (2.55)
If we make use of (2.54) we obtain
n(> S) = kS−α
∫ ∞
0
1
µ1−α(z)
p0(z;S/µ)dz (2.56)
which, in terms of the redshift-integrated unlensed number counts function
reads
n(> S) = n0(> S)
∫ ∞
0
1
µ1−α(z)
p0(z;S/µ)dz. (2.57)
If we knew the redshift distribution function p0, we could solve the integral
and find the ratio between the observed number counts function and the
intrinsic one. As an additional complication, the dependence of µ on the
redshift is nontrivial since detA, unlike κ and γ, does not scale with the crit-
ical density. To simplify the picture, Bartelmann & Schneider [3] proposed
the following argument:
For very faint flux thresholds the redshift distribution is likely to
be dominated by galaxies at relatively high redshift. For lenses
at fairly small redshift (say z . 0.3), we can approximate the
redshift-dependent magnification µ(z) by the magnification µ of
a fiducial source at infinity, in which case
n(> S)
n0(> S)
= µα−1. (2.58)
2.4 Weak lensing
So far we have discussed the way gravitational lensing acts in the process of
image formation. In this section we will start addressing the issue of how it
is possible to gain information on the lens objects from an analysis of lensed
images. In particular we concentrate on weak lensing, which is at the basis
of the mass measurement method developed in this Thesis.
Strictly speaking, the term weak lensing denotes a lensing event in which
the lens produces only small distorsions of the source images, condition that
occurs when the surface mass density of the lens is small with respect to the
critical density (κ . 0.1). More generally, weak lensing is usually referred
to diagnostic methods based on the study of lensing-induced distorsions
of extended images, with no restrictions on the strength of the lens. In
conformity with the literature, we will use the term weak lensing in this
latter sense.
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Bearing in mind this definition, let us examine the basic results of weak
lensing analysis techniques. The first thing to do in order to study image
distortions is to provide a mathematical quantification of image shapes. This
can be done in terms of a multipole expansion of the surface brightness I(x)
around the image center x¯:
x¯ ≡
∫
R2
xqI [I(x)] d
2x∫
R2
qI [I(x)] d
2x
(2.59)
Qij ≡
∫
R2
(xi − x¯i)(xj − x¯j)qI [I(x)] d2x∫
R2
qI [I(x)] d
2x
, (2.60)
where qI is a suitably chosen weight function. Next, the follwing complex
ellipticity parameter can be defined:
ε ≡ Q11 −Q22 + 2iQ12
Q11 +Q22 + 2
√
Q11Q22 −Q212
. (2.61)
Seitz & Schneider (1997, [65]) showed that the observed complex ellipticity
of a background galaxy relate to its intrinsic ellipticity εs in the following
way
ε =

εs + g
1 + g∗εs
if |g| < 1
1 + gεs∗
εs∗ + g∗
otherwise
, (2.62)
where g is the reduced shear, defined as
g ≡ γ
1− κ. (2.63)
From (2.37), the condition |g| = 1 implies detA = 0 and vice versa. Sim-
ilarly, it can be shown that the condition in (2.62) changes when crossing
critical curves (curves where the determinant of A vanishes).
If we knew the intrinsic ellipticity of a background source, it would be
straightforward to obtain the reduced shear g in correspondence to its image
position through the relation (2.62), once measured its observed ellipticity ε.
In particular, for a circular source εs = 0 and then the measured ellipticity
gives directly g or its inverse. However, the typical sources for weak lensing
studies are galaxies, which are intrinsically non-circular (think of an edge-
on spiral galaxy) and whose shape is not known in advance. Therefore, the
only way to extract information from ellipticity measurements is to make
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an assumption on the statistics of the intrinsic ellipticity distribution, and
to carry out such measurements on a large sample of background sources.
What is usually done is to assume that background galaxies have random
orientation. If this is the case then E(εs) = 0 and the expectation value of
the measured ellipticity at position x is
E(ε) =

g(x) if |g(x)| < 1
1
g∗(x)
otherwise
(2.64)
On the basis of this result, it should be clear that it is possible, in princi-
ple, to obtain an estimate of the reduced shear at some point by measuring
the ellipticity of a number of background galaxies sufficiently large to elim-
inate the noise due to the intrinsic ellipticity distribution. To be precise,
equation (2.64) is valid only for sources at the same redshift since g depends
on the source redshift through the critical density, but this complication
does not affect the applicability of this approach.
The details of how the reduced shear is recovered in practical situations
will be provided in section 2.5. We will now discuss briefly the problematics
connected with the photometric measurements that lie at the basis of weak
lensing studies.
2.4.1 Ellipticity measurements
Measuring image ellipticities is not so easy as definition (2.61) may sug-
gest. First of all, every photometric observation is contaminated by the
sky background noise, which in our case can alter the measurements of the
quadrupole moments (2.60). In principle, one can avoid sky contamination
by using a weight function qI that vanishes for surface brightnesses below
a limiting value Ith sufficiently higher than the sky brightness. In this way
the measurements of the quadrupole moments would be limited to a small
portion of the galaxy image. This could lead to a loss of information and,
more importantly, all small scale images are degraded by the Point Spread
Function (PSF) in a nontrivial way.
For observations from ground telescopes, there are two contributions to
the PSF: the atmosphere produces an approximately isotropic PSF, while
the telescope can in general contribute with an anisotropic component. The
effect of the atmospheric seeing is to smear out any ellipticity, while the
anisotropic instrumental PSF introduces an artificial ellipticity to galaxy
shapes. Both effects are stronger for smaller images.
On the other hand, in all weak lensing campaings it would be desirable
to measure the image distorsion for as many galaxies as possible, in order to
determine g with more precision. This need forces the observer to extend the
sample of background sources to a limiting flux as low as possible, including
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many images degraded by the effects described above. It should be clear
that in such cases it is not possible to measure ellipticities from a direct
application of the quadrupole moments as defined in (2.60).
The problem of finding a method to measure galaxy ellipticities in the
presence of a PSF and background noise is not a simple one. Nevertheless,
an effective solution was found by Kaiser, Squires and Broadhurst (1995,
[41], KSB from now on), whose method has been extensively used in most
weak lensing campaigns carried out so far. The KSB method is thought to
work in the weak distorsion regime, although it has been successfully used in
more general situations. The details of this technique are rather complicated
and would add but little to the general goal of this Thesis. Therefore we
avoid reporting them here.
More recently another technique was developed, based on the shapelets
formalism introduced by Refregier (2003, [58]) and, independently, by Bern-
stein & Jarvis (2002, [6]). Lensed images are decomposed into orthogonal
shape components, each providing independent estimates of the local shear.
Differently from the KSB method, the shapelets technique works well in any
lensing situation and, for this reason, is to be preferred in strong lensing
conditions. For further explanations about this method we refer to the pa-
per by Refregier & Bacon (2003, [60]). See also Bernstein & Jarvis (2002,
[6]) for a thorough discussion on the subject.
2.4.2 From the reduced shear to the density map
From (2.64) we have seen how by sampling the distortion field with enough
sources it is possible to obtain an estimate of the reduced shear g(x) over
the image plane. To be precise, in order to establish whether the measured
ellipticity is an estimate of g or of 1/g∗ the location of the critical curves
must be known. For the sake of simplicity, this will be assumed to be the
case.
Since the goal of weak lensing studies is to obtain a measure of the mass
distribution of the lens object, it would be desirable to recover κ from the
reduced shear g. Let us see how this is possible, following the arguments of
Kaiser & Squires (1993, [38]). Let us consider (2.38) and take its Fourier
transform. The convolution theorem gives
γˆ =
1
pi
Dˆκˆ (2.65)
The Fourier transform of the kernel D defined in (2.39) is [38]
Dˆ(k) = pi (k
2
1 − k22 + 2ik1k2)
|k|2 . (2.66)
Multiplying both sides of (2.65) with D∗ we obtain
κˆ(k) =
1
pi
γˆDˆ∗(k) for k 6= 0, (2.67)
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and the inverse Fourier transform, together with the convolution theorem,
gives
κ(x)− κ0 = 1
pi
∫
R2
D∗(x− x′)γ(x′)d2x′
=
1
pi
∫
R2
< [D∗(x− x′)γ(x′)] d2x′. (2.68)
If we now make the substitution γ = g(1− κ) we get:
κ(x)− κ0 = 1
pi
∫
R2
[1− κ(x′)]< [D∗(x− x′)g(x′)] d2x′. (2.69)
This is an integral equation for κ, which can be solved iteratively. However,
it can be seen that, if κ(x) is a solution to (2.69), the quantity κ′ defined by
the following transformation
κ′(x) = λκ(x) + (1− λ) (2.70)
is also a solution. We are thus faced with the impossibility of determining
the true value of the surface mass density profile κ(x) from measurements
of the reduced shear only. This indetermination goes under the name of
mass-sheet degeneracy, and can be better seen by noting that the reduced
shear itself does not change under the transformation (2.70). If we apply
the transformation (2.70) to (2.63) and (2.38) we find, after noting that the
integral of the kernel D over the whole R2 space vanishes, that the reduced
shear itself is unchanged.
The above derivation is a useful way to understand the connection between
the observed reduced shear and the underlying surface mass density of the
lens that modifies the images. Note however that in order to solve the inte-
gral equation (2.69) it is necessary to know the value of the reduced shear
over the whole R2 (∼ over the whole sky). This is a requirement that is im-
possible to meet in practical cases, because we always deal with finite fields
of view. Nevertheless a number of methods have been developed to over-
come this difficulty. These methods are referred to as finite-field inversion
techniques. In the following section we will present a particular finite-field
inversion technique developed by Seitz & Schneider (1997, [65]) that has
been successfully applied to a number of cases and that seems to be well
suited for the purposes of this Thesis.
2.5 A finite-field inversion method
We will now describe in more detail how the reduced shear can be estimated
from ellipticity measurements and how to invert the reduced shear map to
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obtain the surface mass density. This will first be done in the simplified
case in which the background galaxies are all at the same redshift. The
generalization to the case of background galaxies distributed in redshift will
be described in the next subsection.
2.5.1 Background galaxies at the same redshift
An essential point in many weak lensing methods is how to practically de-
fine the estimates of the reduced shear g from the observed image distorsion
signal. A standard procedure consists in defining a grid in the image plane
and, for each grid point, to take a weighted average of the complex elliptic-
ities, with a properly chosen weight function which in general may depend
on both the image position of the single galaxy and the position of the grid
point considered. If we call this weight function W , our estimate of the
reduced shear at the grid point xi,j is given by:
g(xi,j) =
Ng∑
k=1
εkW (xk,xi,j). (2.71)
The standard choice for the weight function is a gaussian
W (xk,xi,j) = C1 exp
{
−(xk − xi,j)
2
∆x2i,j
}
. (2.72)
The scale length ∆xi,j must be chosen to be sufficiently large to allow the
average to be taken on a significant number of background galaxies, in order
to reduce the noise associated with their intrinsic ellipticity distribution. At
the same time, if we take an excessively large value for ∆xi,j we can lose
significant information. A simple estimate of the accuracy in the measure-
ment of g with this procedure can be derived from the following reasoning:
if n is the number density of background galaxies (in units of x), then there
will be ∼ n∆x2i,j galaxies contributing to the average of the reduced shear
at the grid point {i, j}. If σε is the intrinsic ellipticity dispersion, then the
standard deviation of the mean ellipticity will be of order ∼ σε/
√
n∆x2i,j
and we expect our error in the determination of g to be of the same or-
der. Although ∆xi,j can in principle be chosen to vary from point to point,
Lombardi & Bertin (1998, [45]) demonstrated that the noise error in the
following determination of κ is minimized if we take the weight function W
to be a gaussian of constant scale length.
It is now worth spending a few words on the choice of the grid. The
distance between grid points should be optimized in relation to the scale
length of the weight function, ∆x: a grid too coarse will cause a loss of
information, because not all the galaxies will receive a significant weight in
the averaging process described by (2.71). On the other hand, an excessively
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fine grid will not improve our ability of recovering features of the lens, since
the estimates of g for neighboring grid points will be strongly correlated,
and no additional information will be provided. This will only result in an
increase of the computational efforts without any benefits.
Once the reduced shear field g(x) has been defined, it is possible to
address the problem of how to recover κ from g. The first thing to note is
how the gradient of the field κ is in relation with the derivatives of the shear
γ:
~∇κ =
(
γ1,1 + γ2,2
γ2,1 − γ1,2
)
. (2.73)
This equation can be obtained by taking the third derivatives of the deflec-
tion potential ψ. If we now insert g = γ(1−κ) into (2.73) we find after some
manipulations [39]
~∇K(~θ) = − 1
1− g21 − g22
(
1− g1 −g2
−g2 1 + g1
)(
g1,1 + g2,2
g2,1 − g1,2
)
≡ ~ug(~θ),
(2.74)
where
K ≡ ln[1− κ(~θ)]. (2.75)
This last result is equivalent to (2.69), but in this way we have a local
relation between g and the surface mass density κ. The derivatives of the
reduced shear can be obtained by finite differences and the quantity K can
then be determined up to an additive constant from integration of (2.74).
Again, our impossibility of determining the integration constant for K with
measurements of the reduced shear only is the mass-sheet degeneracy written
in another form.
2.5.2 Background galaxies distributed in redshift
If we allow for a distribution in redshift of the background galaxies, their
average ellipticity is no longer a direct estimate of the reduced shear g.
This is because the expectation value of the mean ellipticity depends on
the redshifts of the single galaxies. If we introduce the cosmological weight
function Z(zd, zs), defined as
Z(zd, zs) ≡ limz→∞Σcr(zd, z)
Σcr(zd, zs)
, (2.76)
then (2.64) is equivalent to
E [ε(zs)] = g(zs) =
γ(zs)
1− κ(zs) =
Z(zd, zs)γ(∞)
1− Z(zd, zs)κ(∞) , if |g(zs)| < 1. (2.77)
It should be evident that this expectation value changes with varying zs
even if the lens parameters κ and γ remain the same. This complicates the
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analysis in a nontrivial way. From now on we will drop the dependence of Z
on the lens redshift and adopt the notation κ ≡ κ(∞) and γ ≡ γ(∞), unless
stated differently.
Let us now define the probability pz(z)dz that an observed background
galaxy has a redshift between z and z + dz. It is worth noting that in
general the observed distribution will differ from the intrinsic one, since
magnified sources can be seen at higher redshifts than unlensed ones and the
magnification itself depends on the source redshift. Therefore, in principle
the redshift distribution function pz depends on the lens parameters κ and
γ. Nevertheless, we will make the assumption that the image and source
redshift distribution are the same, which is justifiable if the magnification
is small or if the redshift distribution depends weakly on the flux. In this
case, the expectation value for the average ellipticity is given by:
E(ε) =
∫
pz(z)E [ε(z)] dz =
∫
pz(z)
Z(z)γ
1− Z(z)κdz. (2.78)
Seitz & Schneider (1997, [65]) derived for (2.78) the following approximation,
which is accurate for κ . 0.6:
E(ε) =
〈Z〉 γ
1− 〈Z2〉〈Z〉 κ
, (2.79)
where 〈Zn〉 is the n-th moment of the cosmological weight function Z inte-
grated over redshift, which can be calculated from the redshift distribution
function pz(z):
〈Zn〉 ≡
∫ ∞
0
pz(z)Z
n(z)dz (2.80)
In the same paper an expression analogous to (2.74) is found that relates
the observed average ellipticity ε¯ to the surface mass density κ. With the
definitions
f ≡
〈
Z2
〉
〈Z〉2 , (2.81)
K(~θ) ≡ ln
(
1−
〈
Z2
〉
〈Z〉 κ(
~θ)
)
, (2.82)
and
V −1 ≡ 1
1− f2(ε21 + ε22)
(
1− fε¯1 −fε¯2
−fε¯2 1 + fε¯1
)
, (2.83)
Seitz & Schneider obtained:
~∇K(~θ) = V −1
(
ε¯1,1 + ε¯2,2
ε¯2,1 − ε¯1,2
)
≡ ~u(~θ). (2.84)
At this point, K can be calculated from integration of (2.84) and then the
surface mass density can be easily obtained. More details on the integration
procedure are given in subsection 6.1.2, where an application of the present
method to simulations is described.
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2.6 The mass-sheet degeneracy
The invariance of the reduced shear under the transformation (2.70) is a
major problem that affects all weak lensing studies. It should be clear that
with such an indetermination it is impossible to constrain the total mass of
the lens objects. In fact, the mass-sheet degeneracy is today viewed as the
most serious limitation of weak lensing techniques. In this section we give
a brief summary of the attempts carried out so far at trying to break the
mass-sheet degeneracy.
In principle, the mass-sheet degeneracy can be removed with the de-
termination of the absolute value of κ at a single point in the lens plane.
One can assume that the surface mass density vanishes at the boundaries
of the image, far from the lens, and impose that the average value of κ
along the sides of the field is zero. This was actually done in many weak
lensing campaigns (e.g. [20]). Nevertheless, this assumption requires the
field of view to be sufficiently large, which is not always possible. Moreover,
current structure formation models predict that many clusters of galaxies
have nonvanishing surface mass densities far from the lens center and with
such an assumption the total mass would be significantly underestimated.
Another possibility is setting κ = 0 at its minimum so that the mass density
is everywhere positive, which might seem a plausible assumption. However,
noise can produce negative values of κ and adjusting the overall density
profile on the basis of a noise feature may not be wise.
A possible solution to the problem can be the inclusion of magnification
information to weak lensing studies. If the value of the magnification µ and
the reduced shear g in a point in the lens plane are both known, the value
of κ can be obtained: substitution of (2.63) in (2.37) leads to
detA = (1− κ)2(1− |g|2), (2.85)
or equivalently
µ = |(1− κ)2(1− |g|2)|−1, (2.86)
which can be easily inverted to find κ. In this spirit Bartelmann & Narayan
(1995, [1]) proposed a mass reconstruction technique based on the estimation
of the magnification from measurements of the sizes of background galaxy
images, in combination with distorsion measurements. Although numeri-
cal simulations showed the reliability of this method, its efficiency depends
on our knowledge of the distribution of intrinsic sizes of galaxies, which is
difficult to constrain with sufficient accuracy.
Broadhurst et al. (1995, [15]) proposed a method based on the study of
the number counts of faint background galaxies for the determination of the
magnification through the effect discussed in subsection 2.3.2. Their tech-
nique was successfully used in a few cases of particularly massive clusters
([29], [70]). However, also for this method a detailed calibration of nontrivial
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model quantities, such as the number counts of unlensed sources, is essen-
tial. Moreover, the count process in the central regions of rich clusters is
made difficult by bright cluster members that hide the faintest background
galaxies.
More recently an alternative approach was studied by Bradac˘ et al.
(2004, [11]), based on the addition of source redshift information in weak
lensing studies. In general the individual redshifts of background galaxies
are difficult to obtain. On the other hand, two estimates of the reduced
shear field at two different source redshifts could be sufficient to remove the
mass-sheet degeneracy, as will be shown below. The reduced shear g de-
pends on the source redshift through the critical density Σcr(zd, zs), which
enters the definition of κ and γ. Recalling the definition of the cosmological
weight function Z(zd, zs) given in (2.76) we can write
g(x, zs) =
Z(zs)γ(x,∞)
1− Z(zs)κ(x,∞) , (2.87)
where κ(x,∞) and γ(x,∞) are referred to a source at infinite redshift. If the
reduced shear at position x for two different redshifts g(x, z
(1)
s ), g(x, z
(2)
s ) is
known, then (2.87) gives us a system of two equations that can be solved
for the two unknowns κ(x,∞) and γ(x,∞), thus removing the mass-sheet
degeneracy.
In practical cases the situation is more complicated, but it should be intu-
itive that different distorsion measurements at different known redshifts can
help gaining information on the absolute value of the surface mass density.
Individual redshifts of background galaxies can be obtained from multi-band
photometry, which can provide accurate photometric redshifht estimates (see
[5] for example). Numerical simulations showed how the method proposed
by Bradac˘ et al. can effectively break the mass-sheet degeneracy for critical
clusters, while for subcritical lenses it is not sufficient for obtaining a reliable
estimate of the total mass.
Critical clusters generally exhibit strong lensing features (arcs or multiple
images) that can provide additional information on the mass distribution of
the lens. Various attempts to combine strong and weak lensing tools have
been carried out so far (see e.g. [12], [17], [25]). However for subcritical
clusters no convincing solution to the problem of the mass-sheet degeneracy
has been found yet.
The method we address in this thesis is based on a fit of the mass map
reconstructed with weak lensing to magnification measurements and is out-
lined in Chapter 5. The details on the specific measurements we propose to
obtain will be presented in Chapter 3.
In the two following sections the basic elements of the cosmological frame-
work that are relevant for the purposes of this Thesis are presented. Section
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2.7 is dedicated to the objects we wish to study with the lensing technique
presented in this Thesis: clusters of galaxies. Particular stress will be posed
to the observational constraints on the mass distribution in clusters, which
is the only quantity to which gravitational lensing is sensitive. This is an
important point because we want to perform simulations to test the method
proposed in this Thesis and the more realistic the models we use for our sim-
ulations are, the more significant will be the results obtained. The problem
of the distribution of mass inside galaxy clusters has also been extensively
studied with numerical simulations. For this reason we will also present the
main results obtained with this latter means. This is the subject of section
2.8.
2.7 Clusters of galaxies
Here we present the main characteristics that come from observations of
galaxy clusters. Galaxy clusters are rather complex astrophysical objects.
The dominant mass component of these systems is believed to be nonbary-
onic dark matter. Current estimates suggest that dark matter can account
for ∼ 85% of the total mass (see e.g. [43]). Dark matter is only traceable
by indirect means, from studying its effects on the gravitational potential,
for example with gravitational lensing. Of the remaining mass the bulk is in
form of a hot (∼ 107 K) plasma, usually called intra-cluster medium (ICM).
The ICM is visible through its X-ray emission or in the millimeter band from
the effects of its interaction with CMB photons (Sunyaev-Zel’dovich effect).
A popular description of the plasma density is the following β-model [18]
ρg ∝ 1
[1 + (r/rc)2]3β/2
, (2.88)
which corresponds to an isothermal gas distribution in hydrostatic equilib-
rium in a King gravitational potential. This model provides a good approx-
imation of gas density profiles, although the actual distributions are seen to
depart from (2.88) at large distances from the center and near the core of
the cluster [79].
A significant, but not dominant, fraction of the total (baryonic + dark)
matter in clusters of galaxies is bound in individual member galaxies. How-
ever, the quantification of the fraction of the cluster mass in galaxies is a
nontrivial operation, which is made difficult by the fact that member galax-
ies are not always easily identifiable, despite being the most evident com-
ponent of clusters. This is because every cluster image is contaminated by
the presence of foreground and background field galaxies, which have to be
distinguished from member galaxies, those that are gravitationally bound to
the cluster. This can be done with redshift information or, when redshifts
are not available, color-magnitude relations can be used (see e.g. [67]). It
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was in fact recognized that cluster members populate a well defined strip
in color-magnitude diagrams, and this helps distinguish them against the
background. By the way, the identification of member galaxies is a relevant
issue also for weak lensing studies, in which only background galaxies must
be considered for the distorsion measurements.
Apart from the identification problem, the most viable means of mea-
suring masses of member galaxies is by measuring their luminosity and em-
ploying a model mass-to-light ratio (see e.g. [43]). However, this is a risky
process since it requires making assumptions on the stellar populations of
the galaxies.
According to the most accredited estimates, a small fraction (∼ 5%) of
a typical cluster mass is bound to individual member galaxies (e.g. see [23]
or Figure 6.1), although this value must be taken with caution given all the
uncertainties that affect the estimates on which it is based.
Another important issue is the definition of the spatial extent of clusters
of galaxies. Since there are no clear boundaries that separate them from the
surrounding environment there is a certain freedom in determining the size
and mass of such objects. The problem is similar to that of determining
which galaxies are effectively part of the cluster: objects that lie close to or
within the main body but are not bound to it should be excluded. However,
most of the mass of the cluster is dark and there is no direct way to tell
whether a dark mass distribution is gravitationally bound to a cluster or
not.
What is usually done is to introduce a virial radius rv, defined as the
radius of the sphere the mean density of which is v times the critical den-
sity ρc at the redshift of the cluster. A popular choice is to set v = 200
and define M200 as the mass enclosed by the sphere of radius r200 around
the center of the cluster. This definition is suggested by a result obtained
from an analytical treatment of the structure formation process. It can be
shown that a top-hat spherical overdensity (a sphere of constant density) in
a flat matter-dominated expanding universe reaches the virial equilibrium
(the statistical equilibrium between the potential and kinetic energy of its
constituents) with a mean density that is ∼ 178 times the critical density,
and similar values hold for different cosmological models [82].
However, this argument does not guarantee on the virial equilibrium of
a sphere enclosed by a radius rv. An isolated system is expected to reach
the virial equilibrium after some characteristic time teq. In the case of a
spherical halo of collisionless (∼ dark matter) particles, teq is of the order of
the collapse time of the sphere, tff [40]. For cluster-scale haloes tff is not
much smaller than the Hubble time H−10 , which in turn is of the order of the
typical age of galaxy clusters. This suggests that for some galaxy clusters,
those for which teq ∼ H−10 , the virial equilibrium may not have been reached
yet. In fact, many clusters of galaxies exibhit substructures or odd shapes,
clear signs that the they are not dynamically relaxed systems.
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From the above argument it should be clear that the quantity rv has not
a direct physical meaning for all systems. This is even more evident if we
realize that clusters are in general not spherical. However, r200 and M200
are often used as reference values to quantify the properties of observed
clusters. Measurements obtained with different techniques (dynamics, X-
ray or gravitational lensing) generally agree within a factor of 2 and give as
typical values r200 ∼ 1 Mpc and M200 ∼ 1014 ÷ 1015M.
More debated is the issue of the density profiles of clusters of galaxies.
Navarro Frenk & White (1997, [54], NFW from now on) showed on the basis
of dark matter-only numerical simulations that dark matter haloes tend to
reach equilibrium density profiles of the form
ρ(r) =
ρ0rc
r (1 + r/rc)
2 . (2.89)
The authors claimed this profile to be “universal”, in the sense that it applies
to any dark matter halo independently of its size, and therefore also to galaxy
clusters. The NFW profile indeed proved to fit well the observed density
profiles of many clusters (e.g. [21]), although often with a significantly
higher degree of concentration than predicted from simulations (see e.g.
[16]). In many cases however other models provide equally good fits to
density profiles. Other popular choices are the singular isothermal sphere
(SIS) profile, ρSIS ∝ r−2 or its nonsingular generalization (NIS) introduced
earlier in this chapter. The NFW and isothermal profiles are often not
distingushable on the basis of the available observational data (e.g. [20],
[66]), although in some other cases the observations are more consistent
with density distributions steeper than isothermal at large radii [42].
Particularly controversial is the problem of the cuspiness of the inner
profile. The NFW model behaves like ρ(r) ∝ r−1 at small radii, but some
observations reveal shallower profiles for some clusters (e.g. [61], [62], [55]).
This problem has little relevance for the purposes of this thesis and we
therefore do not discuss it further.
2.8 LCDM cosmology
The Lambda Cold Dark Matter scenario is today the most accredited cos-
mological model for the description of the history of structure formation in
our Universe. This model is based on several assumptions: dark matter is
made up of massive and collisionless particles that account for most of the
total mass of the Universe, the Universe has flat space geometry (Ωtot = 1),
there is a nonzero cosmological constant (ΩΛ 6= 0).
Under these assumptions, a number of studies on the process of struc-
ture formation have been performed, with the aid of N-body numerical sim-
ulations. Most of these investigations have been realized by studying the
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behaviour of dark matter particles only, in order to greatly reduce the com-
plexity of the problem. This is because processes like collisions, energy
dissipation and interaction with radiation, which must be taken into ac-
count when studying ordinary matter, can be ignored when dealing with
dark matter. This choice has been motivated by the evidence that dark
matter represents the bulk of the total mass of the Universe: if this is the
case, then it is reasonable to think that dark matter would dominate the
total gravitational potential, and that the baryons would follow dark matter
during the structure formation process.
These numerical simulations are carried out by using an input initial
density fluctuation spectrum suggested by observations of the CMB and
letting this density perturbation evolve in time. Due to the collisionless
nature of dark matter and to the fact that gravitational forces are long-range
and only attractive these density perturbations become rapidly nonlinear.
This explains why it is necessary to investigate this process with numerical
simulations.
The results of these simulations can be summarized as follows: dark mat-
ter assembles from small clumps into larger ones with a bottom-up process;
a significant fraction of these small-mass halos survive after the merging
process, and maintain their identity while gravitationally bound to a larger
halo. The problem of determining an accurate picture for this process is
a complex one, and dark matter simulations can only be the first step in
this task. To improve our knowledge in how these structures form, the role
of baryonic matter must be taken into account, since processes like dissipa-
tion and star formation, which are a characteristic of ordinary matter, are
likely to have played a crucial role in the histories of galaxies and clusters
of galaxies. This introduces a very high degree of complexity. Only recently
the first simulations concerning the interaction between dark and baryonic
matter were carried out.
A particularly debated issue that acquired growing importance after the
results of LCDM simulations were published is the problem of the abun-
dance of substructures. Dark matter only simulations predict that clusters
of galaxies are populated by a large number of dark matter haloes on a wide
range of of mass scales. The existence of such subhaloes in the abundances
predicted by these simulations has not been confirmed by observations. Of
course we observe substructures in galaxy clusters: these are the member
galaxies that populate the clusters. However, galaxies are substructures of
high mass and, on the other hand, there is no evidence for the existence of
large numbers of smaller halos of mass . 1010M. These small scale haloes
that we see in simulations could correspond to dwarf galaxies, which have
masses around that order of magnitude. However the observed abundances
of dwarf galaxies is far too low to match the predictions of simulations.
This problem was given the name of ”small-scale crisis”. On the basis of
this discrepancy one would be tempted to discard cold dark matter-only
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simulated models, as they do not match observations. However it could also
be that such substructures exist and that they remain dark because there
is no baryonic component that traces them. Recently Vegetti et al. (2009,
[78]) have showed evidence for the presence of a dark substructure with mass
∼ 109M hosted by an early-type galaxy and detected with strong lensing.
This is a first point in favour of numerical cosmological models. However,
at this point we are far from solving the problem of the lack of the presence
of small scale halos. It is still not clear if such halos are really absent or if
they exist and they are dark.
In this Thesis we will adopt a conservative approach. Since substructures
modify the lensing signal in a nontrivial way, we will take into account the
possibility that substructures are present in the abundances predicted by
the LCDM models. This aspect will be discussed in Chapter 4.
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Chapter 3
Early-type galaxies as probes
of lensing magnification
The subject of this chapter is a particular class of objects whose observable
properties change in a well defined way when viewed through a gravitational
lens: early-type galaxies. Early-type galaxies are observed to follow a scaling
law, in virtue of which they can be treated as ’standard rods’, because their
intrinsic size can be inferred independently of their apparent size, where the
latter is influenced by the lens effect. It is then clear that this property
could help to gain information on the magnification µ induced by lensing on
the image of an observed early-type galaxy. This in turn can help break the
mass-sheet degeneracy.
3.1 Main characteristics of early-type galaxies
According to the morphological classification of Sandage & Bedke (The
Carnegie Atlas of Galaxies, 1994, [63]), galaxies can be subdivided in four
main classes: elliptical, lenticular, spiral, and irregulars. Ellipticals (E) and
lenticulars (S0) make the broader group of early-type galaxies, while spirals
and irregulars are labeled as late-type galaxies. Elliptical galaxies generally
have smooth ellipsoidal shapes without structures. They typically have rel-
atively old stellar populations and only small amounts of interstellar gas.
Lenticular galaxies differ from ellipticals for the presence of a gaseous disk
component in addition to the main ellipsoidal halo. In the local universe,
about 30% of all galaxies are early-type [57]. The fraction of early-type with
respect to all galaxies is higher in the core of rich clusters than in the field
environment and decreases with increasing redshift. Below we will briefly
describe the principal characteristics of early-type galaxies that are relevant
to the problem studied in this Thesis.
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Figure 3.1: Elliptical galaxy M59. Combination of B, V, and R band ex-
posures from the 0.9m telescope of Kitt Peak National Observatory. Credit:
NOAO/AURA/NSF
Figure 3.2: Lenticular galaxy NGC 5866. Combination of F625W, F555W and
F435W exposures from Hubble ACS. Credit: NASA, ESA, and The Hubble Her-
itage Team (STScI/AURA)
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3.1.1 Photometry
Elliptical galaxies have fairly smooth and elliptical isophotes. To handle
the photometric properties of these objects it is useful to circularize each
isophote by introducing a radius r =
√
ab, where a and b are the major and
minor semi-axes of the elliptical isophote. In general, a circularized radius
can be defined by measuring the area A enclosed by each isophote and by
taking r =
√
A/pi. In either way the photometry of the galaxy is reduced
to a one-dimensional function, namely the luminosity profile I(r), defined
as the surface brightness of the isophote of circularized radius r. Elliptical
galaxies have surface brightness profiles that generally follow the r1/4 (de
Vaucouleurs) law:
I(r) = I0 exp
{
−7.67
(
r
re
)1/4}
. (3.1)
The spheroidal component of lenticular galaxies can also be well described
in the above terms. As stated earlier, these systems have an additional disk
component which is generally well described by an exponentially declining
luminosity profile.
Early-type galaxies have generally redder colors than their late-type
counterparts. This property is consistent with the absence of significant
recent star formation episodes, because blue massive stars would give a sig-
nificant contribution to the total luminosity.
3.1.2 Spectroscopy
Most early-type galaxies are characterized by the absence of emission lines.
This is additional evidence for the absence of star formation activity. The
properties of the stellar populations of early-type galaxies, such as age and
metallicity, can be inferred by studying their spectral features.
More importantly for the purposes of this Thesis, spectroscopy is also a
very useful means to study the kinematical properties of early-type galax-
ies. By analyzing the shift and broadening of absorption lines it is possible
to determine the line-of-sight velocity and velocity dispersion of the stel-
lar component of the galaxy. Bright early-type galaxies typically display
negligible net streaming motions. In the absence of streaming motions, the
observed spectrum is a convolution of an intrinsic stellar spectrum with a
broadening function determined by the velocity distribution of the individ-
ual stars, redshifted according to the bulk motion of the galaxy relative to
the observer. In such a case it is possible to measure a velocity dispersion,
defined as the width of this broadening function. The velocity dispersion
typically decreases with increasing distance from the center. The central
velocity dispersion is often introduced, usually defined as the integrated ve-
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locity dispersion inside an aperture of re/8. Typical values of the central
velocity dispersion are 150÷ 300 km/s.
3.2 The Fundamental Plane relation
The Fundamental Plane is a scaling law that applies to early-type galaxies
(ellipticals and S0s). It relates three well-defined observable quantities for
these objects:
• The effective radius, re, defined as the radius of the circularized isophote
that encloses half of the total luminosity of the galaxy. With the no-
tation re and Re we denote the effective radius expressed in angular
units and length units, respectively. The two are related through the
angular diameter distance Dθ of the galaxy: Re = Dθre.
• The effective surface brightness, usually called 〈SB〉e and expressed in
magnitudes per square arcsecond, defined as the mean surface bright-
ness inside re.
• The central velocity dispersion for the stellar component, σ0, defined as
the kinematic broadening of the spectrum integrated over an aperture
of re/8.
The problem of how these three quantities can be measured is addressed in
the next section. Given these definitions, the Fundamental Plane relation
reads
LogRe = αLog σ0 + β 〈SB〉e + γ, (3.2)
so that it defines a plane in the three-dimensional space generated by LogRe,
Log σ0 and 〈SB〉e. The existence of such a relation, which to some extent
corresponds to the Tully-Fisher relation for spiral galaxies, was first recog-
nized by Dressler et al. (1987, [28]) and Djorgovski & Davis (1987 [26]).
Their results have been extensively confirmed by a number of subsequent
studies on both field and cluster galaxies out to cosmological distances (see
Figure 3.3 for an example study). This relation is observed to hold within a
0.08 scatter on Log re, or 15% on re, rather independently on the position on
the FP plane [37] and increasing with increasing redshift [75]. It is still not
clear if the source of this scatter is totally intrinsic or if it can be reduced
by improving the observational precision.
The three coefficients that enter (3.2) are determined empirically and
depend on the waveband of observation. Measuring Re in kpc, σ0 in km/s
and 〈SB〉e in mag/arcsec2, the best fit FP coefficients in the rest frame B
band are α = 1.25, β = 0.32 and γ = −9.04, as found by Bender et al.
(1998, [4]) with data from Jørgensen et al. (1996, [37]) for a large sample
of early-type galaxies. The constant γ is not strictly constant but is instead
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observed to evolve with redshift, so that the early-type galaxy population at
each redshift has its own fundamental plane. The value of γ reported above
is defined for galaxies in the Coma cluster.
Figure 3.3: Fundamental Plane in Gunn r band for early-type galaxies of 10
clusters. Credit: Jørgensen et al. (1996, [37]).
The quantification of the variation of γ with redshift has been a de-
bated problem. For field galaxies there is a substantial agreement on the
value estimated by Treu et al. (2005, [75]): dγ/dz = 0.58+0.04−0.06. For cluster
galaxies there is evidence for a significantly slower evolution (see e.g. [81]),
so that the Fundamental Plane for cluster galaxies appears to differ from
that of field galaxies. The coefficients α and β instead show no significant
variation with redshift. For the purposes of this Thesis it is particularly
important to mention in which redshift interval the Fundamental Plane has
been investigated so far: until today the measurement of the Fundamental
Plane parameters for the most distant sample of objects has been carried
out by van der Wel et al. (2006, [77]), who examined eary-type galaxies up
to z ≈ 1.1.
It should be clear at this point that by measuring σ0 and 〈SB〉e for an
early-type galaxy it is possible to recover its effective radius with a 15%
accuracy by making use of the Fundamental Plane relation (3.2). As will be
shown in section 3.4 this interesting property is valid also when the image
is modified by gravitational lensing. For this reason early-type galaxies can
be considered as ‘standard rods’.
Note that (3.2) is defined in terms of intrinsic quantities, such as the
physical effective radius Re and the rest-frame effective surface brightness.
This is done to deal with quantities that are directly connected with the
intrinsic physical characteristics of the early-type galaxies considered. The
issue of the physical interpretation of the Fundamental Plane is still under
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investigation. In order to express the effective radius in length units, the
angular diameter distance of galaxies should be known, so that the physical
effective radius can be recovered from the observed angular effective radius
re. This depends on the cosmological model. Similarly, in order to derive the
effective surface brightness in the rest frame of the galaxies it is necessary
to apply the so-called k-correction to the observed surface brightness, so
that the effect of the cosmological redshift and dimming is removed. More
details on the issues related to the measurement of the Fundamental Plane
parameters from the observations are given in section 3.3.
3.2.1 Physical interpretation of the Fundamental Plane
Although in this Thesis the Fundamental Plane relation will only be used
for its empirical evidence, for completeness we briefly spend here a few
words to describe the possible physical interpretations of this relation. The
problem of finding which physical processes are at the origin of the existence
of the Fundamental Plane is still to be solved. The existence of this relation
suggests a tuning between dark and luminous matter distributions that is
probably due to the formation mechanism. This is because the photometric
parameters re and 〈SB〉e depend only on the stellar component while the
central velocity dispersion σ0 depends on the gravitational potential, which
is determined by the total (dark + baryonic) mass. To better understand
the physical meaning of the Fundamental Plane it is useful to express (3.2)
in terms of intrinsic physical quantities, such as luminosity and mass. For
this purpose an effective mass M can be introduced as
M ≡ σ0Re/G, (3.3)
whose definition is suggested by the virial theorem. If we introduce the
galaxy luminosity L in the band considered (3.2) becomes
L ∝Mα/5βR(10β−α−2)/5βe . (3.4)
From the observations we have 10β−α− 2 ≈ 0, so that there is only a mild
dependence of L on the effective radius and (3.4) can be reduced to a power
law relation between L and M :
L ∝Mη. (3.5)
Note that M is only an effective mass and not the total mass. If early-type
galaxies are homologous systems, then the total mass is proportional to M
and (3.5) can be interpreted as a true mass-luminosity relation. A more
general approach consists in assuming only a weak homology, allowing for
a change of the structural characteristics of early-type galaxies along the
Fundamental Plane, in which case the dependence of the total mass on the
luminosity is more complicated than (3.5) [7].
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The evolution of the coefficient γ with redshift can also have a physi-
cal interpretation. If we assume that α and β do not vary with redshift,
and there is empirical evidence for this conjecture, then we can express the
variation of the average effective M/L with redshift as
〈∆Log(M/L)〉 = − ∆γ
2.5β
(3.6)
(see [73] for a proof). On the basis of this result several studies have been
carried out with the aim of constraining the evolution of stellar populations
in early-type galaxies from the analysis of the evolution of the Fundamental
Plane with redshift.
3.3 Measuring the Fundamental Plane observables
3.3.1 Effective radius
In the previous section we introduced the effective radius in a given pho-
tometric band as the radius of the isophote that encloses half of the total
luminosity of the object in that band. This means that to measure the ef-
fective radius one should determine the total luminosity of the galaxy. The
measurement of the total luminosity is not a straightforward operation. At
large distances from the center the surface brightness of the galaxy becomes
comparable to the sky surface brightness and the signal-to-noise ratio be-
comes small, so that it is difficult to distinguish between the luminosity of
the galaxy and that of the background. This introduces a significant uncer-
tainty in the definition of the size of the object and of its total luminosity. In
practice, this problem is avoided by doing a fit of a model surface brightness
on the observed luminosity profile. In this way the behavior of the surface
brightness at large radii is assumed. A popular choice for the model surface
brightness is the De Vaucouleurs profile, defined in (3.1), which approxi-
mates well the luminosity profiles of most early-type galaxies. Note that the
numerical factor in the exponential term is chosen so that the integrated
surface brightness within re is exactly half of the total luminosity and then
the best fit parameter re is taken as the effective radius. Alternatively, one
can use Sersic profiles, which are a generalization of the de Vaucouleurs
profile:
I(r) = I0 exp
{
−b(n)
(
r
re
)1/n}
, (3.7)
where the numerical factor b(n) is also defined so that the parameter re is
the model effective radius.
The fitting procedure can provide an estimate of the effective radius
in the band of observation. However, the Fundamental Plane relation is
defined in terms of rest-frame quantities. Then it is necessary to determine
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the effective radius that would be observed in a specified band in the rest
frame of the galaxy. Note that if the observation band was exactly the
redshifted rest frame band then the observed effective radius would be equal
to the rest frame effective radius. However, in general these two quantities
have different values. If two different measurements of the effective radius
in two different observation bands were available, re,o1 and re,o2 , it would be
straightforward to infer the rest frame effective radius re,r. Assuming that
re changes smoothly with the central wavelength of the band considered, one
can interpolate or extrapolate in wavelength the rest frame effective radius
with the effective radii measured in two different wavebands, as suggested
by Treu et al. (1999, [72]). More precisely, if λo1 and λo2 are the central
wavelengths of the two observation bands and λr is the rest-frame band
central wavelength, the rest frame effective radius can be recovered in the
following way:
re,r = (re,o1(λo2 − (1 + z)λr) + re,o2((1 + z)λr − λo1))/(λo2 − λo1). (3.8)
3.3.2 Effective surface brightness
Once the effective radius has been measured, the effective surface brightness
can be determined from a measurement of the apparent magnitude of the
galaxy. This latter task can also be accomplished by fitting the observed
surface brightness distribution with a model luminosity profile. However,
in this case it is also necessary to correct the observed magnitude for dust
extinction. This is a well studied problem and there are standard procedures
to deal with this issue.
After having measured the apparent magnitude in the observation band
it is then necessary to convert it to a rest frame quantity. If we fix the rest
frame band for which we define the Fundamental Plane relation, the photons
that lie within that band in the rest frame of the galaxy will in general
be received in a redder band by the observer, because of the cosmological
redshift. In order to recover the rest frame magnitude this effect must be
removed.
The procedure though which this task is accomplished is usually called
k-correction. The apparent magnitude mr in a given rest frame band is
related to the apparent magnitude mo in a generally different observation
band through the following equation:
mr = ∆mro(z;Fλ) +mo, (3.9)
where
∆mro ≡ −2.5Log
[ ∫
Fλ(λ)Sr(λ)dλ∫
F stλ (λ)Sr(λ)dλ
]
+ 2.5Log
[∫
Fλ(λ)So(λ(1 + z))dλ∫
F stλ (λ)Sr(λ)dλ
]
,
(3.10)
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F stλ is the spectral flux density of a standard star, Sr and So are the filter
response functions of the rest frame and observation band respectively. In
principle, to calculate mr from (3.9) it is necessary to know the spectral flux
density of the galaxy in the wavelength band of the rest frame filter and
in that of the observation filter, corrected for redshift. The optimal choice
for the observation filter would be the redshifted rest frame filter, so that
the amount of data required to apply the k-correction would be minimized.
However, in typical observational campaigns a large number of galaxies are
observed, each with a different redshift, and it is impossible to use an op-
timal filter for each of them. Moreover, the wavelength range covered by
the spectroscopic observations do not always cover the wavelength range
necessary for a direct application of (3.10). A possible solution to this prob-
lem consists in approximating the spectrum of the galaxy with a spectrum
taken from a synthetic library that approximates the galaxy spectrum in the
observed wavelength range [72]. In this way we assume that the synthetic
spectrum provides a good description of the true spectrum also outside the
wavelength range covered by observations.
3.3.3 Central velocity dispersion
Of the three quantities that enter the Fundamental Plane the central velocity
dispersion is by far the most difficult to measure. Here we will first address
the issue of measuring velocity dispersions. The problem of obtaining the
central velocity dispersion will be discussed later.
In subsection 3.1.2 we defined the velocity dispersion at a fixed position
as the width of the kinematic broadening function that, convolved with the
intrinsic spectrum of the stellar component at rest, gives the observed spec-
trum. The aim of the observer is to recover the broadening function from
the observed spectrum. This task can be accomplished with the following
procedure [72]. A synthetic spectrum that is believed to approximate well
the intrinsic spectrum of the stellar component is taken from a library. The
synthetic spectrum is first convolved with an instrumental broadening func-
tion and then convolved with a kinematic broadening function, leaving the
redshift and the velocity dispersion as free parameters. Redshift and velocity
dispersion are then varied until the observed spectrum is reproduced.
This procedure provides a measurement of the velocity dispersion in-
tegrated over the resolution element of observation. The central velocity
dispersion σ0 is in turn defined as the integrated velocity dispersion within
an aperture re/8. Such an aperture can be resolved only for sufficiently
close sources. In general it is only possible to measure the integrated veloc-
ity dispersion over larger apertures, because of the finite resolution set by
the instrumentation and the atmospheric seeing. The problem of recovering
σ0 from a measurement of σ over a larger aperture is usually solved by as-
suming a model velocity dispersion profile σ(r). A popular choice is a power
56 Chapter 3. Early-type galaxies as probes of lensing magnification
law profile
σ(r) ∝
(
r
re
)d
, (3.11)
which is generally a good description of radially extended kinematic profiles
with −0.1 < d < 0. Since we are dealing with measurements integrated
on a finite aperture it is not possible to directly apply (3.11) to recover
the central velocity dispersion from the observed velocity dispersion. This is
because the spectroscopic signal is weighted by the relative brightness of the
zones within the aperture, so that the integrated velocity dispersion within
an aperture A is approximately given by [72]
σ2(A) =
∫
A
2pirσ2(r)I(r)dr, (3.12)
where I(r) is the luminosity profile, properly normalized. It then follows
that the observed velocity dispersion σobs integrated over an aperture A set
by the instrumentation is related to the central velocity dispersion as
σ20 = σ
2
obs
∫ re/8
0 2pirσ
2(r)I(r)dr∫
A 2pirσ
2(r)I(r)dr
≡ σ2obsB2(d). (3.13)
In this way the central velocity dispersion is expressed in terms of observable
quantities, with the only unknown being the exponent d of (3.11). In Treu
et al. (1999, [72]) a correcting factor B ≡ [B(−0.1) + B(0)]/2 was used,
and it was shown that for a de Vaucouleurs luminosity profile the estimated
error connected with that choice of B is ≈ 5%.
3.4 The FP seen through a lens
Let us now study how the Fundamental Plane changes under the effect of
a gravitational lens, following the arguments of Bertin & Lombardi (2006,
[8]), who first addressed this issue. As shown in subsection 2.3.1, gravita-
tional lensing preserves the surface brightness, so that the quantity 〈SB〉e
is lensing-invariant. The same is true for the central velocity dispersion σ0,
because gravitational lensing does not change spectra. The effective radius
is instead modified by a multiplicative factor µ1/2, since the area enclosed by
each isophote is magnified by a factor µ = |detA|−1. Therefore, we expect
the Fundamental Plane to be shifted in the following way:
LogRe = αLog σ0 + β 〈SB〉e + γ +
1
2
Logµ. (3.14)
Thus, by measuring Re, 〈SB〉e and σ0 it is possible to obtain the magni-
fication factor µ from (3.14). More precisely, we can measure 〈SB〉e and
σ0 and make use of the unlensed Fundamental Plane relation (3.2) to esti-
mate the intrinsic effective radius with a 15% accuracy. We indicate this
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estimate as R
(FP )
e and we then define the corresponding angular effective
radius r
(FP )
e = R
(FP )
e /Dθ, which can be determined once the redshift of the
galaxy is known. At the same time the observed angular effective radius
r
(obs)
e can be measured as well, and the magnification factor can then be
estimated as
µ =
(
r
(obs)
e
r
(FP )
e
)2
. (3.15)
Note that this procedure assumes that the redshift of the galaxy is
known, which is required to calculate the angular diameter distance and
to obtain re from Re. This does not introduce additional complexity to the
method: since a high signal to noise spectroscopic measurement is needed to
measure σ0, the same measurement can be used to infer the redshift of the
source with high accuracy. To calculate the angular diameter distance of the
source, it is necessary to assume a cosmological model, with the possibility
of introducing a source of bias in the procedure.
Are the estimates of µ described above influenced by our knowledge of
cosmology? The answer to this question is no. In fact, the observations that
led to the definition of the Fundamental Plane are angular measurements:
the FP in physical units is obtained after a cosmological model is adopted.
Then, while it is correct to say that R
(FP )
e might be a biased estimate of the
physical effective radius, the same is not true for r
(FP )
e , provided that we
assume the same cosmological model that was used in the definition of (3.2).
As a consequence, the assumed cosmology does not affect the estimate of
µ given from (3.15). This property comes from the fact that the evidence
for the Fundamental Plane relation is totally empirical and is based on the
direct observation of angular effective radii.
The accuracy on the estimate of the magnification (or of its inverse,
|detA|) through (3.15) is ∼ 30%. If, in addition, the value of the reduced
shear g at the image position of the galaxy is known, for example from
a weak lensing study, the surface mass density can be estimated as well.
Combining (3.15) with (2.33), (2.37) and (2.63) we obtain
κ(FP ) = 1− r
(FP )
e
r
(obs)
e
√
1
1− |g|2 if κ < 1. (3.16)
If we now make the simplifying assumption that the reduced shear measure-
ment is exact, we can calculate the uncertainty on this estimate of κ due to
the scatter of the Fundamental Plane only:
∆κ(FP ) = 0.15(1− κ). (3.17)
This result is referred to a single Fundamental Plane measurement. In prac-
tical applications we can think of doing such measurements on a number of
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background early-type galaxies, with the aim of statistically reducing the
uncertainty.
Since the ultimate aim of this work is to provide a means to measure
the absolute value of the surface mass density of a lens, we can ask how
many independent measurements of this kind are needed to constrain the
value of the surface mass density with desired accuracy, say 10%. Let us
then imagine a sheet of constant surface mass density κ and N independent
Fundamental Plane measurements. Assuming again that no error comes
from the determination of the reduced shear, the error on κ is
∆κ(FP ) =
1√
N
0.15(1− κ). (3.18)
In Figure 3.4 we plot the value of N for which ∆κ/κ = 0.10, as a function
of κ. With an arbitrarily large number of measurements it is in principle
Figure 3.4: Minimum number of independent Fundamental Plane measurements
necessary to constrain the surface mass density κ with 10% accuracy as a function
of κ.
possible to reach the desired precision for any value of κ However, Fun-
damental Plane measurements are not easy to perform, especially because
the determination of the central velocity dispersion requires long time ex-
posures to reach the desired signal-to-noise ratio for early-type galaxies at
intermediate or high redshift. A realistic number of Fundamental Plane
measurements that can be performed in a typical observational campaign is
∼ 20. In this situation, only a lens with κ > 0.25 can be well studied with
this technique. Although this result was obtained for the simple case of a
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sheet of constant surface mass density, we anticipate that a similar result
holds for general lenses, where κ must be replaced with the average surface
mass density within the field of view, as will be shown in section 5.2.
3.5 Practical applicability
Difficulties in carrying out the proposed measurement come not only from
the requirement of accurate FP measurements at high redshifts, but also
from the very possibility of finding a sufficient number of sources behind
the observed gravitational lens. The number of background galaxies within
a typical field of view is certainly high, but only a fraction (∼ 1/4) of
these are early-type galaxies. In addition, not all the observed early-type
galaxies are bright enough to allow for a precise measurement of the central
velocity dispersion σ0. On the other hand it would be desirable to know
the probability of finding a suitable source in a given portion of the sky,
to better understand when these Fundamental Plane measurements can be
practically used. In the previous subsection we argued that only sufficiently
massive lenses (κ > 0.2) can be probed with a relatively small number of
Fundamental Plane measurements. This would suggest to limit our study
to the inner portions (a few arcmin) of clusters, where the projected mass
density is higher. However, we may wonder whether a sufficient number
of observable background early-type galaxies in such a limited portion of
the sky. In the following, an estimate of the number density of observable
sources is given, according to the arguments of Bertin & Lombardi (2006,
[8]).
As van der Wel et al. (2005, [77]) proved, current 8 m-class telescopes
can provide high signal-to-noise spectra for early-type galaxies as faint as
21.5 mag in the SDSS z-band, through which the central velocity disper-
sion can be measured. This magnitude limit corresponds to approximately
21.7 mag in the F814W band (I814 from now on) [30]. According to the
number-magnitude counts of early-type galaxies obtained from HST deep
field imaging, we expect to find approximately 2 early-type galaxies per
square arcminute for which I814 < 21.7, [32]. However this number refers
to all early-type galaxies along the line of sight, while we are only inter-
ested in those who lie in the background with respect to a given lens. In
other words, we are only interested in the number of early-type galaxies
with redshift sufficiently high (say z > 0.5) to provide us with a significant
lensing signal. A precise estimate of the number density of such sources is
difficult to obtain and would require a knowledge of the luminosity func-
tion of early-type galaxies. For the purposes of this Thesis it is sufficient
to assume that, among all the early-type galaxies brighter than I814 = 21.7,
those with redshift higher than z = 0.5 are more numerous than those with
lower redshift. This assumption is qualitatively supported by a work of He
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& Zhang (1998, [34]), who built realistic models for the redshift distribution
of magnitude-limited samples of early-type galaxies that confirm the above
conjecture. For this reason it seems reasonable to estimate the number den-
sity of sources suitable for a Fundamental Plane measurement to be 1 ÷ 2
per square arcminute.
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Chapter 4
Substructure effects
In this Chapter we present a study of how strongly magnification measure-
ments on the images of early-type galaxies are sensitive to the presence of
substructure in clusters of galaxies. This is a crucial point because, depend-
ing on the answer to this question, we will understand if the information
obtained with these mesurements can be used in practice to break the mass-
sheet degeneracy in weak lensing studies. Substructures modify the lensing
signal in a nontrivial way and can complicate the interpretation of mag-
nification measurements. It is not clear how much substructure is present
in clusters of galaxies (see discussion in section 2.8 for a brief summary on
the subject). Here we will adopt a conservative approach and will take into
account the possibility that substructures are present in the abundances
predicted by LCDM models.
If we want to combine the information obtained from two different tools
we must first understand which physical properties these tools are sensitive
to. Weak lensing is a good tracer of the surface mass density averaged over
finite portions of the image plane, while it is not sensitive to small scale
variations of the projected mass distribution. This is because weak lensing
methods are based on the recover of the reduced shear g by averaging the
distorsion signal over a number of background galaxies over angular scales
of tens of arcseconds (see e.g. [47]). Therefore, they only provide smoothed
mass density profiles. If we want to break the mass-sheet degeneracy by
putting constraints on the surface mass density with magnification mea-
surements at some points in the image plane, for example with the method
described in Chapter 3, we must be sure that these magnification measure-
ments also reflect the properties of this smoothed mass profile. For the
purpose of constraining the total mass of the lens, which is one of the main
goals of weak lensing studies, the contribution from smaller clumps has the
same effect of noise.
If we were to discover that this magnification signal is strongly affected
by the presence of subclumps, then it would be more difficult to use this
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kind of measurement to gain insight into integrated quantities such as the
total mass or the averaged mass density profile. On the other hand, in that
case other possiblities would open since magnified early-type galaxies could
be used to unveil the presence of substructure in clusters of galaxies. This
is by no means a secondary goal, because the problem of the existence of
dark haloes in clusters of galaxies is a debated issue and is fundamental for
our understanding of the formation history of these objects.
Over the past several years a number of studies have explored the pos-
sibility of using magnification information to better constrain lens models.
Many of these attempts have met serious difficulties. In particular, in some
galaxy-galaxy strong lensing systems it has been noted that while it is rel-
atively easy to build smooth lens models that reproduce well the multiple
image positions of distant QSOs, the same models are unable to reproduce
the observed flux ratios of these images (e.g. see [49]). It is now common
belief that these flux ratio anomalies may be due to the presence of sub-
structures, and several attempts have been made at providing suitable lens
models that take substructure into account, such as those by Mao & Schnei-
der (1998 [49]), Metcalf & Madau (2001, [51]), Bradac˘ et al. (2002, [10])
Chiba et al. (2002, [19]). Their argument is supported by the following
reasoning: a substructure having an Einstein radius (see (2.44) for its defi-
nition) comparable to the angular size of the source’s light emitting region
can cause a significant change in its apparent size, while its position on the
lens plane can be little affected. This condition is relatively easy to obtain
for the case of a compact source such as a distant QSO being lensed by a
galaxy, in fact objects as massive as a typical globular cluster (∼ 106M)
can change appreciably the flux received from that kind of source, if properly
aligned.
However, the case studied in this thesis is quantitatively different from
the one described above, since the observed sources are early-type galaxies
with angular effective radii re are of order a few arcseconds. As an example,
we can consider the following system: an early-type galaxy having an effec-
tive radius Re = 5 kpc placed at redshift zs = 0.8 perfectly aligned with a
point mass m having redshift zd = 0.3. Then we can ask what value m must
have for us to observe a significant change in the appearance of the galaxy.
By imposing that the Einstein radius of the point mass (2.44) be a fraction λ
of the angular effecive radius of the galaxy, we obtain the following relation:
m ' 2.5 · 109
(
λ
0.1
)2
M. (4.1)
As it was anticipated in section 2.8, the current models for structure forma-
tion based on LCDM cosmology predict the existence of a large number of
dark matter haloes having mass of order 109M inside galaxies and clusters.
If this happens to be true, we should expect from (4.1) that our magnifica-
tion measurements are likely to be sensitive to the presence of substructure.
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However, the relevance of this effect depends on the chance of finding a
massive substructure along the light path of the image considered. Further-
more, relation (4.1) is only an approximation since it was obtained with
the definition of the Einstein radius for a point mass, which is clearly not a
realistic assumption. Compact objects deflect light rays more strongly than
their extended counterparts: remember that for a circular lens the deflec-
tion angle α at given distance x from the lens center is proportional to the
projected mass enclosed in the circle of radius x (2.40), and will therefore
change depending on the level of concentration of the lens.
It is clear now that a more detailed analysis of this problem can be carried
out only after a suitable model is chosen for our lens system, in which the
internal structure of subclumps is also taken into account. This will be
the subject of section 4.1. Once the lens model has been constructed, its
gravitational lensing effect on the images of background early-type galaxies
will be studied by running numerical simulations. Details on how these
simulations are developed and the results obtained are presented in sections
4.2 and 4.3.
In this chapter we will use the terms clump, halo, subclump, subhalo,
substructure synonymously to refer to mass concentrations inside a galaxy
cluster.
4.1 Modelling substructure in clusters of galaxies
4.1.1 Masses and spatial distribution of subclumps
N-body simulations of structure formation at cluster scales based on the
LCDM scenario have shown that the dark matter halos that survive after the
merging process described in the previous subsection can be approximately
described with a power-law mass function:
dN
dM
∝M−(1+α) (4.2)
with α ≈ 0.9÷ 1, as demonstrated for example in the papers by Tormen et
al. (1998, [69]), Ghigna et al. (2000, [31]), and De Lucia et al. (2004, [24]).
These dark matter subclumps are believed to account for a few percent of
the total mass of the cluster, as shown in the same simulations. Note that
the mass fraction in substructure is also dependent on the age of the cluster:
as a cluster evolves the subhaloes merge to the main halo until the whole
structure virializes and a small number of substructures is left.
Given these results, we will model clusters in a semi-analytic way: a
smooth mass density profile for the main halo is chosen; a distribution of
subclumps is randomly generated from the mass distribution given by (4.2),
with the total mass in substructures fixed; these subclumps are randomly
distributed with a spatial probability distribution proportional to the mass
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density of the main halo. More details about the practical realization of this
procedure are given in the next section. Numerical simulations have also
shown that more massive clumps tend to be located far from the cluster
center, where only small scale halos survive the merging process [69], [31].
Our choice of a uniform spatial distribution for the subclumps seems to
contrast with this last result. For simplicity we adopted this simplified
model, as appropriate for the kind of study we wish to perform.
4.1.2 Internal structure of subclumps
For the description of the internal structure of dark matter subhaloes we
follow the work of Metcalf & Madau (2001, [51]), who developed numerical
simulations to study the effects of subclumps in galaxies on the measured
lensing magnification of distant QSOs. In our work we extend the use of
their tools to galaxy clusters environments. Metcalf & Madau modeled
subclumps as truncated singular isothermal spheres (TSIS). The advantage
of using singular isothermal spheres is that their lensing properties can be
easily described analytically, while other models such as NFW are in general
much more complicated. On the other hand a singular isothermal sphere
has infinite mass. For this reason a truncation radius is introduced. For
a clump of mass m at radial distance R from the center of the main halo
the truncation radius is taken to be equal to the tidal raidus rt, which is
estimated as [51]
rt ' R
[
m
3M(R)
]1/3
, (4.3)
where M(R) is the mass of the main halo enclosed by the sphere of radius R.
The physical justification of this approximation comes from the assumption
that the forces responsible for the process of mass loss from small scale
clumps into larger ones are tidal forces. Tidal forces and dynamical friction
are in fact the main physical ingredients that enter the problem of structure
formation in dark matter-only environments. The latter phenomenon mostly
influences the orbits of dark satellites, which lose their energy and angular
momentum and eventually fall into the main halo and lose their identity
[69]. Tidal stripping instead acts mainly on the internal structure of clumps,
which is the physical property we are interested in modelling. Therefore it
seems reasonable to adopt a model based on the assumption that tidal forces
determine the internal structure of clumps. The result (4.3) can be found by
imposing that at rt tidal forces dominate over the gravitational attraction
of the subhalo under consideration. In other words, rt is the position of the
saddle-point of the total (effective) potential for the system of the clump
in circular orbit around the main halo. With this choice, if M(R) grows
less steeply than R3 (both SIS and NFW models have this property) then
clumps closer to the center tend to be more compact than those that lie far
from the center.
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Once the mass and truncation radius of the clump are fixed there is a
unique truncated singular isothermal sphere with those characteristics. In
particular, if we adopt the following notation for the density of a TSIS,
ρ(r) =

σ2v
2piGr2
if r < rt
0 elsewhere
, (4.4)
the parameter σv (often called the velocity dispersion) is given in terms of
the mass m of the clump by
σ2v =
Gm
2rt
=
Gm2/3
2R
[3M(R)]1/3 . (4.5)
4.2 Lensing simulations
4.2.1 General prescriptions
The aim of this study is to determine and quantify the differences between
the observed magnification of background early-type galaxies in the presence
of substructure in the lens relative to a smooth case with no substructure
at all. In particular, we wish to understand the error we introduce if we
interpret the magnification measurements as tracers of the smoothed mass
distribution of the lens. To do this we simulate images of background early-
type galaxies seen through a cluster with substructure and compare the
values of the magnification of these images with the magnification expected
if the mass in substructure were smoothed over the main halo.
The simulated clusters are generated with the procedure described in
the previous section. For the main halo we adopt a nonsingular isothermal
sphere (NIS, see 2.2.5 for a description). Subhaloes with a mass distribution
given by (4.2) and cumulative mass that accounts for a fraction f of the total
mass of the cluster are then added to this smooth component. Two problems
arise in the practical realization of this picture. First of all, a nonsingular
isothermal sphere has an infinite mass and it is not straightforward to define
a total mass for a cluster with a NIS mass distribution. As a consequence,
it is not clear which is the total mass to which the fraction f is referred to
and within which limiting distance from the center the substructures must
be generated. This problem is solved by introducing r200 (see 2.7 for its defi-
nition) as the truncation radius for the spatial distribution of substructures.
Then subclumps are generated for a mass equal to a fraction f of the mass
of the main halo enclosed by the sphere of radius r200. Secondly, a direct use
of (4.2) results in a very large number of clumps with very low mass. These
small clumps are not relevant for the lensing problem because they produce
negligible effects on the magnification of extended images such as those of
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early-type galaxies. Moreover, the inclusion of a large number of clumps
increases the computational effort required to run the simulations, so that
it is useful to introduce a cutoff on the lower range of possible masses. A
reasonable choice for this lower mass cutoff is a value mmin for which the
typical lensing deflection angle is only a small fraction of the angular size of
the source considered.
To test how the results of our simulations depend on the assumed internal
structure of clumps we also adopted an alternative (and unrealistic) internal
profile: we assumed clumps to be point masses. Let us consider two clumps
of equal mass m, one with a TSIS mass distribution truncated at rt, as
defined in (4.3), and the other being a point mass. Let us study the deflection
angle α produced by the two lenses. For an axisymmetric lens, the deflection
angle at distance r from the center depends only on the projected mass
enclosed by the circle of radius r (see (2.40)). Clearly, the TSIS clump will
produce a smaller deflection angle up to rt. For distances larger than rt the
two clumps will produce equal values of the deflection angle, as they both
act as if they were point masses located at the center.
In figure 4.1 we plot the deflection angle as a function of distance for
two such lenses. Which of the two will produce the stronger effect on the
observed magnification of an image located in the proximity? Note that
a constant value of the deflection angle over a portion of the image plane
would cause images to be uniformly shifted and not distorted at all, therefore
not changing the magnification. Magnification is affected when there is a
differential shift of different parts of an image. As can be seen in figure 4.1,
a point mass lens will always have a higher excursion of the value of the
deflection angle over a fixed distance in the image plane than an extended
lens of the same mass. In general, the effects on magnification produced by
a point mass will be higher than those produced by an extended lens of the
same mass. Therefore, if we study the problem of the magnification induced
by substructure by modelling substructure as point masses we can obtain
an upper limit on the effects of substructure on the magnification.
4.2.2 Practical realization
The first step in our study is to generate a lens model with the above ingre-
dients for the description of substructure. This was done in the following
way.
We decided to simulate the observed image of a circular early-type galaxy
with effective radius Re = 5 kpc at redshift zs = 0.8 being lensed by a NIS
cluster with substructures at redshift zd = 0.3. The parameters of the
NIS lens are taken from a fit of De Boni & Bertin (2008, [23]) on X-ray
observations of the Coma cluster. Adopting the notation
ρ(r) =
σ2v
2piG
1
r2 + r2c
(4.6)
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Figure 4.1: Deflection angle (in arbitrary units) as a function of distance from the
center for a point mass (dashed line) and a TSIS lens (continuous line) of the same
mass
they obtained rc = 88 kpc and σv = 1156 km/s.
We fix the mass fraction in substructure f and generate substructures
with the procedure described above, with a lower mass cutoff of mmin =
1010M. This value was chosen because the Einstein radii of point masses
less massive than mmin are smaller than 1 kpc, thus they can have only little
impact on the distortion of the images chosen for our study. Note that in
a situation in which all the substructures account for a fraction f of the
total mass of the cluster, those with mass greater than mmin will in general
account for a lower fraction f ′ of the total mass. A fraction f − f ′ will
consist of clumps with m < mmin. Since the lensing effect of these low mass
mass clumps is small we simulate them by adding a smooth component for
a fraction f − f ′ of the total mass. The clumps more massive than mmin
are then generated one at a time with probability distribution (4.2), until
the cumulative mass exceeds f ′M200. This procedure usually produces a
total mass in substructure larger than f ′M200 by a negligible amount. We
generated clusters with values of f equal to 0.05, 0.10 and 0.15. In these
three situations and with the adopted value of mmin the corresponding value
of f ′ is 0.029, 0.061 and 0.093 respectively.
We define a field of view of 4 arcmin x 4 arcmin centered on the main
halo. We then define a grid over the entire field of view. The resolution of
the grid is such that the observed effective radius for the early-type galaxy
sources in the absence of magnification is 10 grid cells long.
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At every grid point the lensing deflection angle is computed. The contri-
bution of the main halo is calculated from (2.48). The central surface mass
density is defined as κs ≡ σ2v(1 − f ′)/(2GΣcr), where the factor (1 − f ′) is
used so that the total mass (main halo + subclumps) equals that of the cho-
sen model. The contribution of the subclumps is calculated in the following
way: the clumps are first assumed to be point masses and the deflection
angle generated by each clump is calculated at every grid point. Then, only
for the clumps that lie within the field of view considered, the deflection
angle inside the circle of radius rt is corrected with the expression of the
deflection angle for a TSIS lens [51]:
αTSIS(x) =
m
piGrcrt

1
a
−
√
1
a2
− 1 + arctan
√
1
a2
− 1 if a > 1
1
a
if a < 1
(4.7)
where a ≡ xrc/rt, x ≡ r/rc and αTSIS is scaled according to (2.26). More
simply, a = r/rt. Note that there is a slight bias in this procedure: sub-
structures account for a fraction f of the total mass inside r200. On the
other hand the lensing effects are calculated for a nonsingular isothermal
sphere, which extends to infinity. Thus, a fraction f of the total mass of a
NIS lens is slightly higher than the same fraction f of the mass enclosed by
the sphere of radius r200. Nevertheless this difference is very small and does
not introduce a significant bias in our treatment.
Once the map of the deflection angle over the field of view is created,
images of early-type galaxies are generated with a uniform distribution on
the lens plane. This is in contrast with the analysis of subsection 2.3.2: the
probability of finding an image at a given position depends on the value
of the lensing magnification µ. On the other hand, for our analysis we
wish to generate images over the whole field of view and it is difficult to
define the area of the source plane that corresponds to a square in the
lens plane. Given the qualitative nature of this study we do not expect to
introduce a significant bias by using a uniform spatial distribution for the
image positions.
The method adopted to create images is the following: we randomly
generate the position of the center of the image in the lens plane. We
trace back the image position to the source position by making use of the
lens equation (2.27), where the deflection angle is calculated for a NIS lens
corresponding to a smoothed model for the cluster considered. This fixes
the position of the center of the source. The extent of the source is then
defined as the area enclosed by the circle of radius re around the center.
Then, once the source position is fixed, we construct the observed image.
We define a square in the image plane centered on the input value for the
image center. The size of this square is chosen so that the length of its
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sides are a few times the effective radius times the linear stretching (∼ µ1/2)
produced by the smooth component of the lens. In this way the observed
image is guaranteed to lie within this square. Note that in general the input
image center is different from the observed image center, which at this step
is yet to be determined. This is because the fixed quantity is the position in
the source plane, which was obtained after mapping the input image center
with a smoothed lens equation. Then, each pixel inside the square is mapped
to the source plane with the lens equation of the simulated cluster, where
the deflection angle was calculated with the procedure described above. If a
pixel is mapped inside the circle of radius re around the center of the source,
then it belongs to the observed image. The observed magnification is then
calculated as
µobs =
Nl2
pir2e
, (4.8)
where N is the number of grid points belonging to the image and l is the
side length of each pixel in arcseconds. Figure 4.2 is an example of image
construction with the present method.
Figure 4.2: Image construction for a circular source viewed through by a NIS lens
The rather complex procedure described above is necessary because while
it is relatively easy to map points of the image plane to the source plane,
the inverse operation is an almost impossible task, because it would require
to find a solution x to the lens equation y = x−α(x) where α is a sum of
hundreds of nonlinear equations, one for each subhalo. This procedure in-
troduces an error related to the pixelization of the definition of the observed
image. If we try to describe a circle of radius r with square pixels the error
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on the measured area A is
∆A
A
≈ 1√
2pi
(
l
r
)3/2
. (4.9)
In our simulations we selected the grid resolution so that re = 10l, thus
we expect an average error of order 1 ÷ 2% on the definition of the image
size. This error is even lower for magnified images because an increase in
size is equivalent to an increase of r in (4.9). This should be compared with
the ∼ 30% error expected for a measurement of the magnification of an
early-type galaxy with the use of the Fundamental Plane relation.
In addition, since we wish to compare the magnifications from a lens with
substructures and those from a smooth lens, the observed images in the case
of a smooth lens have also to be determined. This is done by mapping the
pixels in the image plane to the source plane with a deflection angle given
by a NIS lens that accounts for all the mass of the cluster, i.e. with κs =
σ2v/(2GΣcr). Then, for the images of a given source generated in the two
cases, the image center is defined as the center of mass over the image pixels.
At each image center the value µ0 of the magnification given by assuming
that all the mass is associated with a smooth NIS component is calculated.
In this way we can not only compare the magnification we would observe
in the two cases, but also the observed magnification with the theoretical
value of the magnification we would obtain if we knew the smoothed mass
density profile from other means (e.g. strong or weak lensing).
A small fraction of the simulated images display strong lensing features
(multiple images, arcs, or rings). This is made possible by the fact that the
deflection angle for a TSIS lens approaches a finite value as the distance
to the center approaches zero, as can be seen from (4.8), so that the lens
equation 0 = x−α(x) always has a nonzero solution (any straight line passing
through the origin of the axis in Figure 4.1 will intersect α(x) at some point,
which corresponds to a tangential critical curve). For such strongly lensed
images the observed magnification calculated with the above method is very
different from the magnification obtained with a smooth lens model. Such
events are rather rare (typically a few evey 1000 images). On the other hand,
if such situation would occurr in an actual observation it would be easily
recognized as a strong lensing feature. A highly distorted image, as an arc
is, would not be suitable for a Fundamental Plane measurement. Therefore
these images are removed from our analysis. At the same time we also cared
not to make an excessive use of this procedure, for the following reason.
The capability of a clump of a given mass to form arcs and multiple images
depends on its internal structure. In our model we assumed TSIS mass
profiles, but the real case is likely to be different from that. Then, if in our
simulation we observe an arc created by the presence of a massive subhalo
it could be that the same clump with a more realistic internal structure
would have not produced an arc but only a highly distorted image whose
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magnification could have been measured. For such images the value of the
observed magnification is likely to differ significantly from the value inferred
by assuming a smooth mass distribution. Thus by eliminating them from
the analysis we would bias the results towards a better accordance between
observed magnifications and smooth model magnifications. This problem
is more relevant in the simulations in which clumps are treated as point
masses, as they are more capable of producing arcs. On the other hand the
most significant departures of the observed magnifications from the smooth
case are for images in the proximity of the most massive (m > 1011M)
subclumps. These are galaxy-scale objects and it is unlikely that they exist
in dark form. In other words, such substructures are likely to be easily
identified by the presence of a luminous component. Therefore, for an image
that lies in the proximity of one such object we should immediately suspect
that part of the observed magnification is caused by the presence of this
substructure and we would be warned of the bias caused by interpreting this
data as tracer of the smooth component of the cluster. Moreover, a number
of gravitational lensing studies have been presented in which the lensing
contribution of individual galaxies was incorporated into the analysis (see
e.g. [53]). Therefore, the same thing could be done for images of early-type
galaxies close to cluster member galaxies, which is the situation discussed
here.
For further details on the problem of how to treat strongly lensed images
see the brief discussion in the captions of Figures 4.3 and 4.4.
Figure 4.3: Strongly lensed image in the proximity of a massive subhalo. Such
images are removed from our analysis. This is done only after making sure that
the arc feature would be recognizable in realistic observing conditions, i.e. that the
arc-like shape would not be smeared out by the atmospheric PSF. In this example
the larger arc is several arcseconds long and could be easily identified.
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Figure 4.4: Multiple image system. This image (and similar others) is not dis-
carded, since the shape of the image on the left is not so strongly distorted and in
general it may not be recognized as part of a multiple image system. In such cases
only the larger image is considered for the analysis. Its magnification is µ = 2.8,
almost twice the value of the expected magnification in the image center, as given
by the smooth model.
4.3 Results
We studied image magnifications with three realizations of simulated clus-
ters, with mass fraction in substructure f of 0.05, 0.10 and 0.15. For each
case we adopted two different models for the internal structures of the sub-
clumps: TSIS and point mass. For each case we generated Ns = 10000
sources with the procedure described above. For each source, we studied
the observed magnification with the presence of substructure, µsubs, and
the magnification that would be observed with a smooth mass distribu-
tion, µsmooth. Then for each image we calculated the expected value of the
magnification in the image center given by assuming a smooth model corre-
sponding to the same average mass distribution of the cluster, µ0. In tables
4.1 and 4.2 we report the differences between the measured values of these
three quantities. In particular, to check if there is a systematic shift of the
observed magnification towards higher or lower values with respect to the
expected magnification we introduce the average relative difference, defined
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f
∆µsmooth
µ
σsmooth
µ
∆µsubs
µ
σsubs
µ
Nrej
0.05 0.003 0.014 -0.008 0.05 8
0.10 0.004 0.013 0.009 0.07 17
0.15 -0.01 0.02 0.02 0.09 29
Table 4.1: Differences between observed and expected magnifications for three
cluster realizations. Clumps are modeled as TSISs. Each simulation run was per-
formed by generating 10000 images. Nrej is the number of strongly lensed images
that were rejected in each run.
f
∆µsmooth
µ
σsmooth
µ
∆µsubs
µ
σsubs
µ
Nrej
0.05 0.002 0.008 0.004 0.03 54
0.10 0.004 0.012 < 10−3 0.05 102
0.15 0.01 0.02 < 10−3 0.05 185
Table 4.2: Differences between observed and expected magnifications for three
cluster realizations. Clumps are modeled as point masses. Each simulation run
was performed by generating 10000 images. Nrej is the number of strongly lensed
images that were rejected in each run.
as
∆µsubs
µ
=
1
Ns
Ns∑
i=1
µsubs,i − µ0,i
µ0
. (4.10)
Then, to quantify the dispersion around the expected values of the magni-
fication, we also introduce the standard deviation:
σsubs =
√√√√ 1
Ns
Ns∑
i=1
(µsubs,i − µ0,i)2. (4.11)
The quantities ∆µsmooth/µ and σsmooth are defined in a similar manner. For
completeness we also record the number Nrej of rejected images in each
simulation run.
The comparison between µsmooth and µ0 represents a first check on the
validity of the method, since we expect the two quantities to be equal. The
average dispersion is less than 1%. This means that the simulation method
gives magnification measurements with this precision, in accordance with
our estimate obtained from (4.9).
The quantity that is most relevant for our study is the dispersion of ob-
served magnification around the expected value, σsubs. As expected, this
quantity increases with increasing mass fraction in substructure. However,
the values of this dispersion are somehow small. This is rather good news,
because it means that the magnification of early-type galaxies is more sen-
sitive to the smooth component of the mass distribution, which accounts
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for the bulk of the mass, and is therefore a quantity suited to constrain the
total mass of the lens.
The case of point mass substructures deserves further discussion. As
noted above, point masses are expected to produce higher discrepancies
between the observed magnification and µsmooth. From a first look at the
results of Tables 4.1 and 4.2 it seems that the opposite situation is realized.
However, in the simulation with point mass substructures the number of
strongly lensed images that is rejected is higher than in the TSIS case. This
means that a significant fraction of the sources whose images are rejected
in the point mass case would be included in the analysis if lensed by a
model with TSIS substructures. Presumably, the images of these sources
are magnified by substructures and they contribute significantly to the value
of the measured dispersion. This means that in the TSIS case the observed
higher value of the dispersion is determined by a small number (less than 1
in 100) of images, and by excluding them from the analysis we would obtain
a dispersion not larger than the one observed in the point mass simulation.
To check how the results obtained depend on the chosen value of the
cutoff mass mmin, we repeated the simulations by generating a new model
cluster with f = 0.05 and adopting a value of mmin an order of magnitude
smaller: mmin = 10
9M. The results we obtained are undistinguishable
from that relative to the realization with the higher value of mmin: this
means that substructures with mass lower than 1010M do not affect the
magnification of our model early-type galaxy, as was correctly assumed.
On the basis of these results we build confidence on the fact that the
magnification of early-type galaxies is little influenced by the presence of
substructure. Substructure seems to play a significant role in the image
formation only when present in large amounts, which is an unlikely scenario.
Current estimates of the mass fraction in substructure based on numerical
simulations give as typical values f . 0.10, [69], [31]. These results give
more significance to the technique of magnification measurement based on
the use of the Fundamental Plane relation, and set a solid base for the
adoption of the technique described in this Thesis for the purpose of solving
the problem of the mass-sheet degeneracy.
Given all the assumptions on which this method is based we take these
results only qualitatively. In any case, the definitive answer to this problem
can come only after observational tests are carried out, in which magni-
fication measurements are compared to lens models obtained with other
techniques.
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Combining weak lensing and
FP measurements
In this chapter we will present the strategy to obtain a direct measurement of
the surface mass density of a lens and consequently the technique developed
to break the mass-sheet degeneracy. The procedure we propose consists of
two successive steps. First, a weak lensing analysis of the galaxy cluster
must be carried out. This will lead to the determination of the surface mass
density profile up to transformations of the form
κ(~θ)→ κ′(~θ) = λκ(~θ) + 1− λ. (5.1)
Here, and throughout this Chapter, the notation ~θ will be used to indicate
the angular position on the image plane. For each possible value of the
parameter λ, there exists a corresponding lens model. Among these infinite
models we choose the one for which the accordance with the observations of
magnified early-type galaxies is best.
For simplicity, this method has been developed and tested for noncrit-
ical lenses only, although its generalization to the critical case is possible.
Therefore, from now on we will always assume κ(~x, zs = ∞) < 1, unless
stated differently. This is also the most interesting case, because it is for
subcritical lenses that the problem of the mass-sheet degeneracy is harder
to overcome.
In the next section the procedure proposed to solve the problem of the
mass-sheet degeneracy is described extensively. Later, the statistical prop-
erties of the results obtained with this method are discussed.
5.1 The method
The method we propose consists of two different steps. Each step requires
dedicated observations: a photometric study of the background galaxies to
recover the lensing distortion signal and Fundamental Plane measurements
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for a set of properly chosen early-type galaxies. Obviously, these observa-
tions do not have to be carried out in the same observation run, because
they are independent.
The study starts from a weak lensing analysis of the cluster, with the
related mass reconstruction. The main objective is to obtain the shape of
the projected mass distribution of a given cluster, leaving the scale of the
surface mass density undetermined because of the invariance transformation
(5.1). This first step can be carried out by means of the mass reconstruction
method of Seitz & Schneider (1997, [65]), described in section 2.5. The
advantage of this method lies in the fact that it is nonparametric, i.e. it does
not depend on assumptions on the particular form of the mass distribution.
The application of the method requires the specification of the lengthscale
∆x in the Gaussian weight function (2.72) for the definition of the estimator
of the reduced shear. This choice is made on the basis of the quality of
the available weak lensing data. Note that the higher the value of ∆x the
smoother the reconstructed mass distribution will be. In turn, too low values
of the smoothing length would result in the inclusion of noise features in the
reconstructed mass distribution.
Let us suppose for the moment that the surface mass density profile
reconstructed with this weak lensing technique is perfect, except for the
mass-sheet degeneracy. In other words, if κ0(~θ) is the profile obtained after
integrating (2.74) with an arbitrary value for the integration constant, we
suppose that there exists a value λ = λ∗ for which the quantity (1−λ)κ0(~θ)+
λ reproduces the true value of the surface mass density of the profile exactly:
(1− λ∗)κ0(~θ) + λ∗ = κtrue(~θ) (5.2)
The second step of the method described in this Chapter will allow us to
determine λ∗ among all the infinite possible values of the parameter λ.
Note that the mass-sheet degeneracy has the form (5.2) only if all the
sources are at the same redshift. In general, the invariance transformation
has a different form. By definition, an invariance transformation for κ is a
transformation that leaves the observable quantities unchanged. For weak
lensing the averaged ellipticity 〈ε〉 is observable. According to the approxi-
mation (2.79), the expectation value of this average ellipticity is
E(ε) =
〈Z〉 γ
1−
〈
Z2
〉
〈Z〉 κ
, (5.3)
where Z is the cosmological weight function defined in (2.76) and angled
brackets denote an integration over redshift, weighted by the the redshift
distribution of background galaxies, as defined in (2.80). In weak lensing
reconstructions we identify the measured value 〈ε〉 with the quantity E(ε).
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Then it can be shown that the transformation
κ(~θ)→ κ′(~θ) = λκ(~θ) + 〈Z〉〈Z2〉(1− λ) (5.4)
leaves E(ε) unchanged, and is therefore the mass-sheet degeneracy for the
general case of sources distributed in redshift.
For simplicity, we will first describe the method for the determination of
the parameter λ in the case in which all the sources are at the same redshift
z∗.
5.1.1 Observed galaxies at the same redshift
In the present subsection we will assume that both background galaxies
used for weak lensing study and early-type galaxies for which Fundamental
Plane measurements are performed are all at the same redshift z∗, and we
will adopt the notation κ ≡ κ(zs = z∗). Consistently, all the lensing-related
quantities will be assumed to be referred to the source redshift z∗.
Let us assume we performed Fundamental Plane measurements for NFP
background early-type galaxies in the field of view. From these measure-
ments it is possible to estimate the magnification of the images. From the
weak lensing study of the cluster, the value of the reduced shear g at each
image position has been recovered. The weak lensing reconstruction method
described in section 2.5 gives the measurement of the reduced shear at the
grid points. Then, it is possible to infer the value of g at each position in
the field of view by interpolating the values of g at neighboring grid points.
Thus, since both µ (or its inverse, | detA|) and g are known at each image
position of the observed early-type galaxies, it is possible to calculate the
surface mass density, as was noted in section 3.4. In fact, the surface mass
density can be expressed in terms of g and |detA| as
κ = 1−
√
|detA|
1− |g|2 . (5.5)
This last result can be found by combining (2.37) with the definition of g
(2.63) and is valid only if κ < 1. We recall that the lens was assumed to be
subcritical.
Let us denote with κ
(FP )
i the estimates of κ obtained from the com-
bination of Fundamental Plane measurements and weak lensing in corre-
spondence with the image positions ~θi of the observed early-type galaxies.
Among all the infinite possible mass reconstructions that are compatible
with the weak lensing data, spanned by the parameter λ in (5.1), we select
the value λˆ for which the following penalty function is minimized:
χ2 =
NFP∑
i=1
1
σ2i
∣∣∣λκ0(~θi) + 1− λ− κ(FP )i ∣∣∣2 , (5.6)
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where κ0(~θ) is the surface mass density distribution inferred from the weak
lensing reconstruction. In other words, we fit the model surface mass density
profile obtained from weak lensing to measured values of the surface mass
density. The condition of minimum-χ2 can be found by imposing ∂χ2/∂λ =
0. This results in a linear equation for the estimator λˆ which reads
λˆ =
NFP∑
i=1
1
σ2i
[κ0(~θi)− 1][κ(FP )i − 1]
NFP∑
i=1
1
σ2i
[κ0(~θi)− 1]2
. (5.7)
Particular care is required in the choice of the weights 1/σ2i that enter
this χ2 function. Generally, in minimum-χ2 approaches the values of σi
are taken to be proportional to the measurement errors of the quantity
over which the fit is performed. In the present case, the errors are on the
estimates of the surface mass density κ(FP ). In section 3.4 we showed that
the error on these estimates can be quantified as
∆κ(FP ) = 0.15(1− κ). (5.8)
This last result was obtained under the assumption that no error comes
from the determination of the reduced shear at the position of the early-
type galaxy considered. To proceed, we cannot take (5.8) directly for the
σi, because ∆κ
(FP ) depends on the true value of the surface mass density,
which is the quantity that we are trying to determine with the fit. One
would be tempted to define
σi = 0.15(1− κ(FP )). (5.9)
However, by doing so we would introduce a bias in the estimate of λ, for the
following reason. For simplicity, let us assume that we have a lens of constant
κ = κ¯ over the field of view and that the measurement fluctuations can give,
with equal probability, values of κ(FP ) higher or lower than κ¯. For the cases
in which the measurements give values κ(FP ) > κ¯ then (5.9) gives a higher
weight with respect to measurements in which the surface mass density is
underestimated. As a consequence, the fit would yield systematically higher
values for the surface mass density.
The solution we propose is an iteration procedure, seeded by the def-
inition of the weights on the basis of the model surface mass density κ0
obtained from weak lensing:
σi = 0.15[1− κ0(~θi)]. (5.10)
We can then minimize the χ2 function and obtain a new estimate of the
density map. If λ(0) is the value of the parameter λ obtained from the fit
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with (5.16), then this new model for the surface mass density will be given
by
κ1 = λ(0)κ0 + 1− λ(0). (5.11)
At this point we can update the weights to this new model by redefining
σi = 0.15[1−κ1(~θi)] and iterate the procedure. It can be shown that, in this
particular case, the iteration process gives λ(1) = 1 at the second iteration,
at which point the final solution is reached, since the model surface mass
density is no longer changed in any successive iteration. However, in the
general case of sources distributed in redshift the final solution is reached
only asymptotically and an iteration procedure in the strict sense of the
term is required. Moreover, it can also be shown that the final surface
mass density map provided by the fit is independent of the particular choice
of the initial surface mass density κ0 among the infinitely possible models
determined by the invariance transformation (5.1). This important property
holds also in the general case described below. Figure 5.1 outlines the basic
steps of the method.
Figure 5.1: The fitting process
5.1.2 Observed galaxies distributed in redshift
In all practical cases the galaxies we observe behind a lens have a distribu-
tion in redshift. This fact complicates the mathematical expressions of our
method, but the basic concepts will be shown to remain the same, so that
the picture is not modified qualitatively.
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For each early-type galaxy for which a Fundamental Plane measurement
is performed the redshift is known, since it can be determined from the
same spectroscopic measurement performed to determine the central velocity
dispersion σ0. The same is not true for the background galaxies used for the
weak lensing analysis, the individual redshifts of which are, in general, not
known. However, it is not necessary to know the individual redshifts of the
background galaxies to perform a weak lensing analysis. In fact the method
described in 2.5.2 requires only the probability distribution in redshift pz(z)
for these background galaxies to be known. To be more specific, a knowledge
of the first two moments of the cosmological weight function, 〈Zn〉, as defined
in (2.80), is sufficient. If the weak lensing measurements are performed in
different bands and color information is available, then these quantities can
be effectively measured.
Let us assume that we are indeed in this case: at this stage we can adopt
the weak lensing reconstruction method described in 2.5.2. This will give a
surface mass density map κ0(~θ, zs =∞) up to the invariance transformation
(5.4). In the present section and through the rest of this Thesis we will
adopt the notation κ ≡ κ(zs =∞).
At this point we can proceed to apply an improved version of the fitting
method described in the previous subsection. An important difference with
respect to the particular case studied previously is that in this general case
the reduced shear is no longer directly observable, but only the average
complex ellipticity is. This means that if we want to obtain an estimate
of κ we can no longer use (5.5), but a different expression that relates the
observable quantities, |detA(z)| and 〈ε〉, must be found. The Jacobian
determinant at the source redshift z is given by
detA(z) = [1− Z(z)κ]2 − Z2(z)|γ|2. (5.12)
By recalling (5.3) we can write
detA(z) = [1− Z(z)κ]2 − Z2(z) 〈Z〉2
(
1−
〈
Z2
〉
〈Z〉 κ
)2
|E(ε)|2. (5.13)
This is a quadratic equation for κ that can be readily inverted analytically.
However, the expression that gives κ in terms of |detA| and E(ε) is rather
complicated. The important thing to note is that it is then possible to use
(5.13) to obtain estimates κ(FP ) of the surface mass density in terms of the
measured value of |detA| and E(ε), which in turn can be identified with the
measured average ellipticity 〈ε〉.
Bearing in mind these differences with respect to the simplified case of
the previous subsection, the new χ2 function used to do the fit is defined as
χ2 =
NFP∑
i=1
1
σ2i
∣∣∣λκ0(~θi) + (1− λ) 〈Z〉 / 〈Z2〉− κ(FP )i ∣∣∣2 . (5.14)
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The definition of the weights must be modified as well. The error propa-
gation on (5.13) gives a complicated expression for the dispersion of κ(FP )
estimates:
∆κ = 0.15
(1− Ziκ)2 − Z
2
i
〈Z〉2
(
1−
〈
Z2
〉
〈Z〉 κ
)2
| 〈ε〉 |2(~θi)
Zi[(1− Ziκ)− Z2i
〈
Z2
〉
〈Z〉3
(
1−
〈
Z2
〉
〈Z〉 κ
)2
| 〈ε〉 |2(~θi)
(5.15)
where Zi ≡ Z(zi). This is the last ingredient necessary for the application
of the method to the general case.
The procedure is similar to the one described in the previous section: we
choose a model surface mass density map κ0(~θ) obtained from weak lensing
and use it to define the weights σi from (5.15). Then we minimize the χ
2
function, we use the new mass density map to update the weights and iterate
until λn ' 1 with the desired precision. At each step n, the estimator for
the parameter λn is given by
λˆn =
NFP∑
i=1
1
σ2i
[κ
(FP )
i − w][κn(~θi)− w]
NFP∑
i=1
1
σ2i
[κ0(~θi)− w]2
, (5.16)
where we defined
w ≡ 〈Z〉〈Z2〉 . (5.17)
The method converges quickly (see Figure 5.2 and related discussion)
and the final solution is found to be invariant under transformations of the
form (5.4) on the input surface mass density map κ0.
5.2 Statistical properties of the method
To understand the reliability of the method introduced to break the mass-
sheet degeneracy, it is necessary to study in detail the statistical properties
of the results obtained by the described procedure.
In the present section the weak lensing study will again be assumed to
provide a perfect reconstruction of the surface mass density map, except for
the mass-sheet degeneracy. Since the fit method is invariant under tranfor-
mations of the form (5.4) on the input density map κ0(~θ), we can also assume
without further restrictions that κ0(~θ) is the exact surface mass density of
the lens:
κ0(~θ) = κtrue(~θ) ≡ κ(~θ). (5.18)
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Figure 5.2: Convergence speed of the iterative fitting method. The values of
the model surface mass density κn at each iteration are compared with the final
mass model, κ∗. This last quantity is obtained by pushing the iterations up to the
limit of the accuracy of the calculator (10−16). The vertical axis represents the
quantity N2 ≡ {
∑ |κn(~θi) − κ∗(~θi)|2}1/2, where the summation is on NFP = 20
image positions corresponding to an equal number of simulated Fundamental Plane
measurements. The vertical axis is in logarithmic scale. Since the plot is clearly a
straight line, we can conclude that the convergence speed is exponential.
Bearing in mind these assumptions, we will study the statistical properties of
the estimator λˆ0. The results obtained will provide information on the error
in the determination of the mass density map κ1(~θ) after the first iteration.
Since the method converges quickly, there is little difference between κ1(~θ)
and the final density map, therefore we will consider the difference between
κ1 and the exact density map κ to evaluate errors. For simplicity we will
adopt the notation λ ≡ λ0.
5.2.1 Errors on λ
We first note that, under the above assumptions and if the probability distri-
butions for the estimates κ
(FP )
i are Gaussian with dispersion σi, the condi-
tion of χ2 minimization is equivalent to maximizing the Likelihood Function
L of our model. In other words, if λˆ is obtained from (5.16), then
L(λ̂, {κ(FP )i }) = max
λ
L(λ, {κ(FP )i }) ≡ max
λ
NFP∏
i=1
Pi(κ
(FP )
i , λ). (5.19)
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We can first study the expectation value of the estimator λˆ given the con-
ditions of a typical observational campaign:
E(λˆ) = E

NFP∑
i=1
1
σ2i
[κ
(FP )
i − w][κ(~θi)− w]
NFP∑
i=1
1
σ2i
[κ(~θi)− w]2

=
NFP∑
i=1
E {Ii} , (5.20)
where we defined
Ii
(
κ
(FP )
i , {~θj}, {zj}
)
≡
1
σ2i
[κ
(FP )
i − w][κ(~θi)− w]
NFP∑
j=1
1
σ2j
[κ(~θj)− w]2
. (5.21)
To proceed further, we need to specify the conditions of observation. To
better realize what these conditions can be, we can imagine two limiting
cases.
A) The observer fixes the field of observation and performs Fundamental
Plane measurements for all the images for which such measurements
are possible.
B) The observer fixes a region in the image plane and the number NFP of
Fundamental Plane measurements he wants to perform, then selects
arbitrarily NFP images among a large number of observable images
within the specified region.
In case A the number of observations NFP is a random variable with a
Poisson distribution and the image positions are randomly distributed. In
case B instead the observer plays an active role in determining the image
positions of the observed galaxies. For example, one might wish to sample
uniformly the field of observation and then avoid close pairs of images in
favor of more or less uniformly distributed images. In this way, the image
positions of the observed galaxies will be correlated.
In the present treatment we make the simplifying assumption that the
observer can fix the number of Fundamental Plane measurements NFP
within an arbitrarily chosen region of the image plane (which can differ
from the area over which the weak lensing analysis has been performed),
but he is not allowed to select arbitrarily certain images and discard others
(i.e. the number of observable early-type galaxies within the specified region
is exactly NFP ) and then the image positions are randomly distributed.
Under these assumptions, we can introduce a probability distribution in
image position, P~θ(
~θ), defined as the probability for a given observed early-
type galaxy to lie at position ~θ. P~θ(
~θ) will be different from zero only in
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the region of the image plane where the observer chooses to carry out the
Fundamental Plane measurements. In principle, the function P~θ(
~θ) in that
region will not be a constant but will depend on the characteristics of the
lens, because the number density of observable background sources decreases
with increasing lensing magnification, according to the effect described in
subsection 2.3.2.
Similarly, we can introduce the redshift probability distribution, Pz(z),
defined as the probability for a given observed galaxy to have redshift z.
Pz(z) depends on the observing conditions, on the luminosity function of
early-type galaxies at the redshifts of interest and on the object selection
criteria: for example one can decide to preferentially select galaxies redder
than a given threshold in order to restrict the analysis to galaxies with higher
redshift (and stronger lensing signal). In principle, Pz(z) depends also on
the image position, because in regions of high magnification it is possible to
observe sources that are more distant. However, we make the simplifying
assumption that Pz is a function only of redshift.
Given these definitions, we can write the quantities E{Ii} that enter
(5.20) as
E{Ii} =
∫ NFP∏
j=1
P~θ(
~θj)d~θj
∫ NFP∏
j=1
Pz(zj)dzj
∫
Pκ(κ
(FP )
i )dκ
(FP )
i Ii, (5.22)
where Pκ is the probability distribution for the estimates of κ from a Fun-
damental Plane measurement. Let us make the assumption that Pκ(κ
(FP )
i )
is a Gaussian function with dispersion σi, centered on the exact value of the
surface mass density:
Pκ
(
κ
(FP )
i , {κ, σi}
)
=
1√
2piσ2i
exp
{
−(κ
(FP )
i − κ(~θi))2
2σi
}
. (5.23)
The validity of this assumption will be discussed in subsection 5.2.3. At this
point we can perform the integration in dκ
(FP )
i in (5.22), which yelds
∫
dκ
(FP )
i Pκ(κ
(FP )
i )Ii =
1
σ2i
[κ(~θi)− w]2
NFP∑
j=1
1
σ2j
[κ(~θj)− w]2
, (5.24)
from which it easily follows that
E{λˆ} = 1. (5.25)
Since the input density map was assumed to be the exact surface mass
density of the lens (κ0(~θ) = κ(~θ)) , this result implies that the expectation
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value for the reconstructed surface mass density distribution is the exact
one: the estimator λˆ is not biased. Note that the choice of a Gaussian
function for Pκ is not essential, as the same result would have followed with
any probability distribution symmetric around κ. The Gaussian assumption
will be more useful later.
As a second step, we study the second moment of the probability dis-
tribution for λˆ, the variance: Var(λˆ) = E{λˆ2} − E2{λˆ}. The expression for
E{λˆ2} is rather complex,
E{λˆ2} =

[
NFP∑
i=1
1
σ2i
[κ
(FP )
i − w][κ(~θi)− w]
]2
[
NFP∑
i=1
1
σ2i
[κ(~θi)− w]2
]2

, (5.26)
and must be calculated by performing an integration similar to that of
(5.22). As we did before, we first integrate over κ
(FP )
i . Since the denom-
inator is independent of the estimates κ
(FP )
i , it can be taken out of the
integral. This allows us to study the numerator separately in this first step.
Let us consider the following multiple integral, necessary for the evaluation
of E{λˆ2}:
∫ NFP∏
i=1
dκ
(FP )
i Pκ(κ
(FP )
i )
[
NFP∑
i=1
1
σ2i
[κ
(FP )
i − w][κ(~θi)− w]
]2
≡ Eκ{[S]2}.
(5.27)
To simplify notation, we introduced Eκ to indicate the expectation value
with respect to the distribution of the estimates κ
(FP )
i only. In other words
it is the expectation value at ~θi and zi fixed. With S we indicate the sum
within the square brackets in (5.27)
Eκ{[S]2} = Eκ
{∑
i
1
σ4i
[κ
(FP )
i − w]2[κ(~θi)− w]2
}
+ (5.28)
+ Eκ
∑
i 6=j
1
σ2i σ
2
j
[κ
(FP )
i − w][κ(FP )j − w][κ(~θi)− w][κ(~θj)− w]
 .
Integration of the second term gives readily∑
i 6=j
1
σ2i σ
2
j
[κ(~θi)− w]2[κ(~θj)− w]2. (5.29)
For the first term, instead, it is necessary to calculate expressions of the form
Eκ{(κ(FP )i )2}. At this point, we make use of assumption (5.23) of Gaussian
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probability distributions for the κ
(FP )
i and write
Eκ{(κ(FP )i )2} = κ2(~θi) + σ2i , (5.30)
from which it follows that
Eκ
{
[κ
(FP )
i − w]2
}
= [κ(~θi)− w]2 + σ2i . (5.31)
Thus (5.28) becomes
Eκ{[S]2} =
∑
i
1
σ4i
[κ(~θi)− w]4 +
∑
i
1
σ2i
[κ(~θi)− w]2+
+
∑
i 6=j
1
σ2i σ
2
j
[κ0(~θi)− w]2[κ(~θj)− w]2. (5.32)
Grouping together the first and the third sum we can write
Eκ{[S]2} =
[∑
i
1
σ2i
[κ(~θi)− w]2
]2
+
∑
i
1
σ2i
[κ(~θi)− w]2. (5.33)
Now we can substitute this last result in (5.26) and finally obtain
E{λˆ2} = 1 + E

1∑
i
1
σ2i
[κ(~θi)− w]2
 . (5.34)
The variance of λˆ is then
Var(λˆ) = E{λˆ2} − E2{λˆ} =
〈
1
NFP∑
i
1
σ2i
[κ(~θi)− w]2
〉
, (5.35)
where the brackets indicate that the expression must be averaged over the
possible image positions and source redshifts.
We first note that in the limit of high NFP the variance has the typical
behavior ∼ 1/NFP . We have exactly Var(λˆ) ∝ 1/NFP in the case of a
uniform sheet of constant surface mass density, zero shear, and sources at
the same redshift, as in the example studied in section 3.4. We then study
how Var(λˆ) depends on the surface mass density of the lens, κ(~θ). For this
purpose, we focus on simple situations. First of all, we restrict our discussion
to the case with NFP = 1 and consider the quantity in brackets in (5.35):
J1 ≡ 11
σ21
[κ(~θ1)− w]2
(5.36)
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Then we study the case of a lens with a sheet of constant surface mass density
and no shear. The source redshift is taken to be zd = 0.8. The quantities
〈Z〉 and 〈Z2〉 that enter the definition of w in (5.17) are calculated from a
redshift distribution pz(z) ∝ z2 exp{−z/z0} with z0 = 2/3, as in [11]. In
this simple case J1 is constant over the lens plane and directly gives the
variance. Figure 5.3 illustrates the value of J1 as a function of different
values of the surface mass density. It can be seen that J1 increases with
increasing κ. This means that for lenses of higher mass the parameter λ can
be determined with less accuracy, at least in this situation. Of course, this
Figure 5.3: Value of the quantity J1, as defined in (5.36), as a function of κ for
lenses with uniform surface mass density and no shear
does not imply that the estimates of the total mass given by the method
are less accurate for more massive lenses, since it is not clear how errors
on λ propagate on the total mass M . This issue will be addressed later in
this section, but we anticipate here that for higher mass lenses it is easier
to break the mass-sheet degeneracy.
It is also interesting to consider as another reference model the case of a
Singular Isothermal Sphere (SIS). For such a lens, with mass density given
by ρ(r) ∝ r−2, we have |γ| = κ (see [64] for details). The dependence of
Var(λˆ) on the shear is hidden in the weigths σi, which are defined according
to (5.15). In Figure 5.4 we plot J1 as a function of κ for this situation. It is
important to note that the meaning of this last plot is slightly different from
that of the previous case. Figure 5.3 referred to how J1 (and the variance)
changes with different lenses of constant surface mass density. Figure 5.4
instead shows how J1 depends on the value of κ within a given lens or,
equivalently, how J1 depends on the image position of the observed early-
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type galaxy. Also in this case J1 increases with increasing κ. This result
Figure 5.4: Value of the quantity J1, as defined in (5.36), as a function of κ for a
given SIS lens
suggests that, for a given lens observed within a given field of view, it would
be preferable to perform Fundamental Plane measurements on images that
lie where the surface mass density is lower, as the expected dispersion on λ is
lower. However, it is important to recall the assumptions that underlie this
result. In particular, we are assuming that no error comes from the weak
lensing analysis. When this assumption is dropped the situation changes:
real cases are more complex and, as will be shown in the next Chapter, it is
not convenient to limit the Fundamental Plane measurements to particular
regions of the image plane.
At this point it is useful to summarize the results of the present study.
We made the assumption that the weak lensing reconstruction yields the
true mass density map, up to the invariance transformation. It was also
assumed that the input surface mass density profile is the exact one. This
is not an additional assumption since the final result of the fit method is
independent of the input density map used, among all the possible density
maps compatible with weak lensing data. Then we studied the expectation
value for the estimate of the parameter λ and its variance. The results are
calculated for one iteration only. In the following iterations the estimate of
the mass density map will adjust to a value slightly closer to the true one.
This means that the error on the estimated λ is somewhat overestimated.
However, since the method converges rapidly, this effect is negligible and
(5.35) can be effectively considered the true variance of the estimate of λ.
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5.2.2 Error on the total mass determination
We have just shown the basic results on the accuracy of the method in
determining the parameter λ. Now we will examine the problem of how an
indetermination on λ translates into errors on the estimated total mass M
of the lens. The total mass inside the field of view is given by the integral
of κ over the observed portion of the image plane Θ:
M = ΣcrDd
∫
Θ
κ(~θ)d2θ, (5.37)
where Dd is the angular diameter distance of the lens relative to the observer.
The surface mass density is subject to the invariance transformation (5.4).
The expectation value of the measured mass Mˆ is
E{Mˆ} = ΣcrDdE
{∫
Θ
[
λˆκ(~θ) + w(1− λˆ)
]
d2θ
}
(5.38)
= M E{λˆ}+ wΣcrDd
∫
Θ
d2θE{1− λˆ} (5.39)
= M, (5.40)
where we made use of (5.25). If the estimator for λ is not biased, then there
is also no bias on the estimate of the total mass.
Let us consider the variance of Mˆ . A straightforward calculation based
on equations (5.25) and (5.35) gives
Var(Mˆ) = E{Mˆ2} − E2{Mˆ} =
(
M − wΣcrDd
∫
Θ
d2θ
)2
Var(λˆ). (5.41)
By taking the square root of (5.41) and dividing it by M we obtain the
expected relative dispersion of Mˆ :
σ(Mˆ)
M
=
(
w
Mκ=1
M
− 1
)
σ(λˆ), (5.42)
where
Mκ=1 ≡ ΣcrDd
∫
Θ
d2θ (5.43)
is the mass inside the field of view for a lens with constant surface mass
density κ = 1 and σ(λˆ) is the square root of (5.35), namely the dispersion
of λˆ. As a last step we can write
σ(Mˆ)
M
=
(
w
1
κ¯
− 1
)
σ(λˆ), (5.44)
where κ¯ is the average surface mass density inside the field of view.
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Let us examine (5.44). The quantity w is typically larger than 1 (w =
1.24 in the example case studied above). The average surface mass density
κ¯ is smaller than unity, since the lens was assumed to be subcritical. For
increasing κ¯, the quantity in parentheses decreases. On the other hand, we
saw that σ(λˆ) increases with increasing lens mass, so it is not clear which
of the two tendencies dominates. However, in practical cases we deal with
values κ¯ . 0.5. It can be seen from Figure 5.3 that in such a range the
dependence of the variance (which is the square of the dispersion) on κ
is mild. Therefore we expect that the relative error on M decreases with
increasing mass in all practical cases, so that it is easier to constrain the
total mass of more massive lenses, as one would intuitively think.
As a confirmation to this conjecture, we can calculate σ(Mˆ)/M as a
function of the lens mass for simple lens models. For this purpose we consider
the case of a uniform sheet of constant κ analyzed with NFP Fundamental
Plane measurements all at the same redshift zs = 0.8. In Figure 5.5 the
value of σ(Mˆ)/M as a function of the surface mass density of the lens is
recorded, showing that the relative error on M decreases with increasing
lens mass.
Figure 5.5: σ(Mˆ)/M as a function of κ¯ for lenses of constant surface mass density,
for the case of 20 Fundamental Plane measurements at redshift zs = 0.8.
Another interesting aspect that can be studied is how the dispersion on
the estimate of the total mass depends on the shape of the surface mass
density distribution. In order to study this problem we can calculate the
value of σ(Mˆ) for different lens models of the same mean surface mass
density κ¯. For such models the only difference in the contribution to σ(Mˆ)
is given by the error in the determination of λ. For this purpose we consider
again the uniform sheet model, to be compared with the NIS lens model used
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for the simulations performed in Chapter 4. The mean surface mass density
within a field of view of 4x4 arcmin2 of this NIS lens model is κ¯ = 0.23. This
time the value of Var(λˆ) is calculated in the case of NFP = 20 Fundamental
Plane measurements at redshift zs = 0.8, with images uniformly distributed
in the lens plane. For the NIS case, it is required to perform integrals of the
kind of (5.22) to evaluate the average in (5.35). This is done numerically
with a Monte-Carlo approach. The results are the following:
uniform sheet :
σ(M)
M
= 0.21
NIS :
σ(M)
M
= 0.21.
(5.45)
The dispersion is practically the same in the two cases. This is clearly
a consequence of the mild dependence of σ(λˆ) on κ for the low values of
the mean surface mass density considered and means that, at least in this
example, the errors in the measurement of M are little influenced by the
shape of the density map, at fixed mass. Although this is an incomplete
test, it suggests that the principal factor that determines σ(M) is the mean
surface mass density κ¯, so that we can think the results plotted in Figure 5.5
to be approximately valid also for lenses with mass distributions different
from the simple case of a sheet of uniform density.
These results are important steps in the determination of the ideal lens
candidate for the application of the present mass measurement technique.
The results obtained so far indicate clearly that the decisive factor for the
success in the determination of the mass is the average surface mass density
within the field of view. Since the projected density generally decreases
outwards, this result also suggests that the present method is more efficient
for the determination of the mass enclosed in smaller fields of view. Little
role seems to be played by the particular shape of the mass distribution.
However, in the present treatment the effects of weak lensing have been
ignored. Since weak lensing reconstruction techniques tend to give smoothed
density maps, we should argue that lenses with large gradients in the surface
mass density are more difficult to treat, because the approximation of good
weak lensing reconstruction fails. The role of weak lensing effects will be
studied in detail in the next Chapter and the problem of determining the
ideal system for the application of this method will be discussed more deeply
in section 7.1.
5.2.3 The probability distribution of κ(FP )
As a last topic, we discuss in detail one of the assumptions made so far
in this treatment: the choice of a Gaussian probability distribution for the
estimates κ(FP ). Since the measurement of κ(FP ) involves the combination
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of different observable quantities, it is not immediate to establish to what
extent this assumption is realistic. The observables that enter κ(FP ) are
the average ellipticity 〈ε〉 and the Jacobian detA (or its inverse, the mag-
nification). The first can be obtained from a weak lensing study and the
second from a Fundamental Plane measurement. In particular, a Funda-
mental Plane measurement gives the ratio r
(FP )
e /r
(obs)
e between the effective
radius inferred by making use of the scaling law (3.2) and the observed ef-
fective radius of the early-type galaxy considered. Of these two quantities,
the first is by far the one with larger error, since it is affected by a 15%
scatter. If this scatter is Gaussian, then we expect also r
(FP )
e /r
(obs)
e to have
an approximately Gaussian distribution with 15% dispersion.
Let us see what this implies for the probability distribution of the mea-
surement of κ(FP ), based again on the assumption that the measurement
of 〈ε〉 has no error. The quantity κ(FP ) can be expressed in terms of the
measured detA by making use of (5.13). The inversion of (5.13) leads to an
equation of the form
κ(FP ) =
−b+√b2 + . . . detA
2a
. (5.46)
On the other hand, the estimate of the Jacobian is given by
detA =
(
r
(FP )
e
r
(obs)
e
)2
. (5.47)
Thus, errors on r
(FP )
e /r
(obs)
e propagate linearly to κ(FP ) because the square
root in (5.46) is counterbalanced by the square in (5.2.3). This implies that
the probability distribution of κ(FP ) is also Gaussian with dispersion given
by (5.15), which confirms the validity of assumption (5.23).
So far we have described a method for breaking the mass-sheet degener-
acy and studied its properties. This method is based on the fit of a model
surface mass density map on discrete estimates of κ. Note that similar
methods could be defined, based on the fit of different quantities such as the
magnification or the Jacobian determinant. However, the choice of fitting
the surface mass density directly has two merits. The first is that the re-
sulting equation that gives the estimator λˆ is linear. This has the advantage
that the statistical properties of the method can be studied rather easily.
Moreover, the statistical study can proceed further: for example, a method
to construct confidence intervals for the estimates of the total mass of the
lens can be easily developed. The second advantage of fitting κ rather than
detA or µ is that, as we have just shown, if the probability distribution of
r
(obs)
e is Gaussian then also Pκ(κ
(FP )) is approximately Gaussian; in turn,
this implies that the estimator Mˆ for the total mass of the lens is not biased.
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This is not true if we choose to fit the model mass density map on estimates
of detA, because the square in (5.2.3) distorts the probability distribution
introducing a bias.
94 Chapter 5. Combining weak lensing and FP measurements
95
Chapter 6
Testing the method
In the previous Chapter we discussed the problem of using Fundamental
Plane measurements to break the mass-sheet degeneracy, by presenting a
suitable fitting method and by studying its statistical properties. In prin-
ciple, the results obtained in section 5.2 allow us to predict the statistical
significance of the results obtained with the method in any lensing situation.
For example, from a knowledge of the true surface mass density map and
of the probability distribution in redshift for observable early-type galaxies,
it is possible to use (5.35) and (5.44) to calculate the expected error in the
determination of the total mass. This was done in (5.45) for model lenses.
In this way it is possible to determine for which lenses the above method
can be effective in breaking the mass-sheet degeneracy, or how many Funda-
mental Plane measurements are necessary to constrain the mass of a given
lens up to a given precision.
However, all the results shown so far have been obtained under the as-
sumption that weak lensing measurements are perfect, or at least very ac-
curate. At this point it is not clear how much this assumption influences
the results obtained. The goal of the study presented in this Chapter is to
shed light on this problem, in order to understand to what extent the results
obtained in section 5.2 also hold in situations more realistic than the ideal
case discussed in Chapter 5.
In principle, a study of the contribution of weak lensing errors can be
performed from a theoretical point of view, but this would require the treat-
ment of a number of problems. First of all, one should study how the
estimates of the reduced shear g are influenced by the intrinsic ellipticity
distribution of background galaxies and by the Poisson noise introduced by
the discrete nature of weak lensing measurements. Then one should also
consider how uncertainties on g translate into errors in the reconstructed
mass density map. These aspects have been already treated analytically by
Lombardi & Bertin (1998, [44], [45]). These results should be incorporated
in the treatment of section 5.2, to take into account the possibility that the
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model mass map κ0(~θ) differs from the exact one. This would require an
additional integration in (5.22), by introducing a probability distribution
PWL(κ0, {κ}) to quantify the accordance between the mass model obtained
with weak lensing and the true mass distribution. The related analysis is
bound to be highly complicated and it is not guaranteed that analytical
expressions equivalent to (5.35) or (5.44) can be found in this general case.
Fortunately, the applicability of the method to practical cases can be
tested by performing numerical simulations, in which realistic conditions
can be reproduced. In this Thesis this latter approach is used: we take
a model cluster lens, apply the mass measurement technique to synthetic
weak lensing and magnification data simulated for this model and then we
analyze the results obtained. In particular, we compare the dispersion on
the measurement of the mass obtained in these simulations, σsim, with the
dispersion expected by considering the effects of Fundamental Plane mea-
surements only, σFP , obtained from (5.44). If σsim will be significantly
higher than σFP , then it means that the weak lensing analysis can intro-
duce important error sources for the measurement of the mass. Conversely,
if the final result will not differ substantially from σFP it means that weak
lensing errors do not play an important role and that the theoretical treat-
ment of section 5.2 can find applications in practical cases.
Before facing the problem in full it is interesting to study how the errors
in the weak lensing analysis alone influence the estimates of the total mass
of the lens. In other words, we wish to clarify what is the typical error
in the estimate of M in the hypotetical case of perfect Fundamental Plane
measurements. This situation is simulated first and a realistic case in its
full aspects is studied later.
In section 6.1 the various ingredients on which these simulations are
built are described, together with the assumptions made in the procedure,
while the results are presented in section 6.2. In section 6.3 the results are
discussed and conclusions are drawn on the problem of the importance of
weak lensing errors.
6.1 Simulations
The strategy of the present treatment is the following. We simulate weak
lensing observations and Fundamental Plane measurements and apply the
method described in the previous Chapter to the simulated data. In the
present section we will describe how the simulations used to test the method
have been set up. In subsection 6.1.1 the choice of the model cluster is pre-
sented and discussed. In subsection 6.1.2 we describe the procedure adopted
to simulate weak lensing data and in subsection 6.1.3 the same is done for
the Fundamental Plane measurements.
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6.1.1 The lens model
The model adopted to describe the lens is a Nonsingular Isothermal Sphere
(NIS). This choice is dictated by the fact that the fitting method was devel-
oped for subcritical lenses only and, as shown in subsection 2.2.5, subcritical
NIS lenses can be constructed, provided that the central surface mass den-
sity is sufficiently low. Other popular lens models, such as NFW or SIS,
do not have this property as they have critical curves for any value of the
parameters that describe them.
The choice of a smooth model for the lens is suggested by the results
of the analysis described in Chapter 4 on the effects of substructures on
the magnification of the images of early-type galaxies. As shown there,
substructures in realistic amounts cause little effect on the magnification.
For example, we saw that with a mass fraction in substructure f = 0.10
the dispersion of the observed magnification relative to the one predicted
by an equivalent smooth model is ∼ 7% or less (see 4.3 for a discussion).
This value must be compared with the ∼ 30% dispersion of a measurement
of the magnification with the Fundamental Plane method. Since these two
error sources are independent, the resulting dispersion can be calculated by
quadrature sum:
σtot =
√
σ2FP + σ
2
subs =
√
0.302 + 0.072 = 0.31. (6.1)
This yields a total dispersion only slightly larger than that relative to the
measurement error only. Therefore, it is reasonable to ignore the problem
of substructures in the present study.
The parameters of the NIS model chosen for the test of the method
are those used to construct the lens model for the simulations performed
in Chapter 4. There we took the model parameters from a study by De
Boni & Bertin (2008, [23]), who considered the available X-ray data for
the Coma cluster and determined the separate contribution of dark and
baryonic matter to its overall mass distribution. For the construction of
the lens model we adopt the results relative to the dark matter distribution
only, since dark matter is well the dominant mass component. Figure 6.1
reports the mass profiles for the various mass components of the Coma
cluster resulting from the study of De Boni & Bertin.
The dimensionless surface mass density distribution of a NIS lens as a
function of the two parameters σv and rc is given by (2.46):
κ(x) = κs
1√
1 + x2
, (6.2)
with
κs =
σ2v
2GΣcr
, (6.3)
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Figure 6.1: (Left) Mass profiles for the NIS model for Coma. The thin short-dashed
line is the mass MG(r) associated with the galaxies; the thick short-dashed line is
the mass MX(r) associated with the ICM; the thick long-dashed-line is the actual
mass MactualDM (r) associated with the dark matter; the thick solid line is the total
mass profile Mtot(r). On the vertical axis the mass is expressed in units of 10
14M.
(Right) Galaxy fraction fG(r) (thin dashed line), gas fraction fgas(r) (thin solid
line), and visible mass fraction fG(r) + fgas(r) (thick solid line) for the same NIS
model for Coma. The figure is based on a Hubble constant H0 = 70 km/s Mpc
−1.
Source: De Boni & Bertin (2008, [23]).
where x = r/rc and r is the projected physical distance from the lens center.
A dimensionless distance x corresponds to an angle in the sky given by
~θ = xrc/Dd, where Dd is the angular diameter distance of the lens relative
to the observer. De Boni & Bertin found the following best fit parameters
for the description of the dark matter halo as a NIS model: rc = 88 kpc and
σv = 1156 km/s. In their work, they also fit observations to a NFW model.
The two model mass profiles were found to be undistinguishable with the
available data, which spanned a radial range of ∼ 500 kpc. In Figure 6.2 the
mass profiles resulting from the two different fits are plotted.
For our simulations we decided, as in Chapter 4, to put the lens at
redshift zd = 0.3, differently from the real case of the Coma cluster. This
is done because the Coma cluster is too close to the Earth and the lensing
signal it produces on background sources is too low, because the critical
density Σcr is too high (see Figure 2.6 for a check on how Σcr changes with
the redshift of the lens).
6.1.2 Weak lensing data
The first part of the simulation to be performed is the weak lensing analysis.
This is done in the following way.
A square field of view of l arcmin side is defined, centered on the lens
center; a number density n arcmin−2 of background galaxies is fixed; Ng =
l2n background galaxies are generated with uniform spatial distribution in
the lens plane (magnification effects on the spatial distribution of images
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Figure 6.2: Mass profiles for the NIS model and the NFW profile for Coma.
The thick short-dashed line is the mass MX(r) associated with the ICM; the thick
long-dashed-line (NIS model) and the thin long-dashed line (NFW) are the mass
MDM (r) associated with the dark matter; the thick solid line (RIS model) and the
thin solid line (NFW) are the total mass profile Mtot(r). On the vertical axis the
mass is expressed in units of 1014M. Source: De Boni & Bertin (2008, [23]).
are neglected).
Each galaxy is assigned a redshift, taken from the following distribution:
pz(z) ∝ z2e−z/z0 , (6.4)
with z0 = 2/3, as suggested by Brainerd et al. (1996, [14]). This is a
standard choice for weak lensing simulations. The redshift distribution is
truncated at redshifts lower than zd and higher than z = 5. This choice
is made so that only galaxies that can be effectively used in a realistic
weak lensing study are generated. Therefore, we do not allow for errors
caused by the inclusion of foreground galaxies. Foreground galaxies are not
lensed and, if included in the definition of the averaged ellipticity, add only
noise. However, since there are standard methods to distinguish between
foreground and background galaxies, we consider errors connected with this
problem to be insignificant.
Each background galaxy is then assigned an intrinsic ellipticity drawn
from a truncated Gaussian distribution:
Pεs(ε
s) =
1
2piσ2ε [1− exp (−1/2σ2ε)]
exp {−|εs|2/2σ2ε}. (6.5)
This is also a standard choice for weak lensing simulations (e.g. see [2], [65],
[11]) based on studies of the ellipticity distribution for unlensed background
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galaxies. For each background galaxy the actual ellipticity ε is calculated
from (2.62), where g = g(~θ, z) is the reduced shear at the image position and
redshift of the galaxy considered. In our simulations we chose σε = 0.25,
which is a typical value.
The quantity ε thus calculated is not yet the observed ellipticity. Mea-
surement errors must be taken into account. The measured ellipticity εm is
obtained as
εm = ε+ εerr, (6.6)
where εerr is a random error generated from a Gaussian distribution with
dispersion σerr. Note that, while |ε| < 1 by construction, the same is not
true for εm. In fact, the available techniques for the measurement of a galaxy
ellipticity can yield values of |εm| larger than unity. Such measurements are
difficult to interpret, because the actual ellipticity of an image cannot have
modulus higher than unity. However, this happens only for highly elongated
images, when |εs| or |g| are close to 1. Such cases are rare (typically a few
per 1000 galaxies), because the lens model adopted for the simulation is
subcritical. When |εm| > 1 for some galaxy in our simulation, the ellipticity
of the galaxy is taken to be ε = exp {i arg (εm)}. The dispersion relative to
the measurement errors is taken to be σerr = 0.1, as done in [11].
After the measured ellipticity for each background galaxy has been se-
cured, it is possible to apply the weak lensing reconstruction method de-
scribed in section 2.5. This method starts with the definition of a grid on
the image plane. Then a scale length ∆x is chosen for the definition of the
average ellipticity at each grid point through (2.72). We defined ∆x so that,
by measuring it in arcminutes, we have n∆x2 ∼ 12. In this way the expected
error on the estimate of 〈ε〉 at each grid point is ∼ σε/
√
12 ' 0.07.
Then, after the average ellipticity at every grid point is recovered, the
weak lensing reconstruction proceeds with the inversion of the 〈ε〉 map with
the method of Seitz & Schneider, as described in 2.5.2. For this purpose it is
necessary to calculate the moments 〈Z〉 and 〈Z2〉 of the redshift probability
distribution, as defined in (2.80), which in our simulation are assumed to
be known exactly. Then, it is possible to calculate the field ~u(~θ) given by
(2.84). The required spatial first derivatives of the average ellipticity field are
computed by taking finite differences with a second order centered scheme.
Once the field ~u(~θ) has been defined on the grid points, the following
step is the integration of equation (2.84):
~∇K = ~u(~θ), (6.7)
from which the quantity K(~θ) ≡ ln [1− κ(~θ)/w] can be recovered up to an
integration constant K0. Among all possible methods to perform this inte-
gration, for the present work we choose the technique developed by Lom-
bardi & Bertin (1999, [46]), which is based on the spectral decomposition
of K as a truncated cosine series. This method is straightforward and gives
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the possibility of using FFT algorithms, which greatly reduce the necessary
computational time with respect to other methods. We refer to [46] for fur-
ther explanations and details. The code for this integration procedure was
kindly provided by Marco Lombardi.
Once the quantity K is recovered it is possible to obtain the estimated
surface mass density map κ0(~θ), which is promptly given by
κ0(~θ) = w(e
K(~θ)+K0 − 1). (6.8)
Note that a variation of the integration constant K0 corresponds to a trans-
formation of the kind (5.4) for κ0: this is again the mass-sheet degeneracy.
At this point a first density map obtained from weak lensing data alone
is available. Figure 6.3 shows an example of a simulated weak lensing re-
construction, in comparison with the true density profile of the model lens.
The reconstructed density map is smoother, since the excursion between the
values of κ at the center and the boundary is significantly lower than the
real case.
While the approximation (2.79) was stated to be valid for κ . 0.6,
the surface mass density at the center of the lens model is close to unity
(κs = 0.9, to be specific). However, since the condition κ . 0.6 fails only in
a limited portion of the image plane, it is not a critical factor for the success
of the reconstruction.
Figure 6.3: (Left) Dimensionless surface mass density map of the lens model
used in the simulations. The platescale is l = 4 arcmin. (Right) Weak lensing
reconstruction with n = 70 arcmin−2. The total mass of this reconstructed model
is equal to the correct value of the lens mass within the field of view.
6.1.3 Fundamental Plane measurements
After the weak lensing reconstruction, which provides a model density map
κ0(~θ) up to the invariance transformation (5.4), the simulation proceeds
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with the generation of NFP early-type galaxies and the related Fundamental
Plane measurements. This is done as follows.
The position of each galaxy is generated randomly with a uniform distri-
bution in the image plane (again, the effects of magnification in the spatial
probability distribution of images are not considered). Each galaxy is then
assigned a redshift between 0.5 and 1.0. The upper limit reflects the red-
shift limit reached by the Fundamental Plane measurements carried out so
far in real observational campaigns. The lower limit instead is set because
the lensing signal for sources too close to the lens is too low. In fact, for
such sources the critical density is too high (see Figure 2.5 for an illustra-
tion of how the critical density Σcr depends on the source redshift), and
a high critical density results in low values of κ(zs) (and consequently of
the magnification) at the source redshift zs considered. Therefore, galax-
ies with redshift too close to the lens redshift should be excluded in actual
observational campaigns. One would thus wish to know the redshift of the
candidate early-type galaxies before carrying out the Fundamental Plane
measurements. For the purpose, one can use the photometric measurements
obtained previously for the weak lensing study to get a first estimate of
the redshifts of these early-type galaxies, provided that color information is
available.
The simulation also requires a specification of the shape of the redshift
distribution of the observed early-type galaxies, Pz(z). This quantity de-
pends on the intrinsic luminosity function of early-type galaxies, which in
general varies with redshift, and also on the object selection procedure.
Given these uncertainties, for our simulations we adopted a uniform dis-
tribution to reduce the computational effort required by the simulations.
It is also assumed that no error is introduced in the determination of the
individual redshifts.
For each early-type galaxy, the quantity
√|detA| = r(FP )e /r(obs)e is then
generated from a Gaussian distribution with 15% dispersion, centered on
the true value given by the model.
At this point the simulation ends and the data analysis process begins.
The procedure adopted is exactly that described in the previous Chapter
and for this reason will not be discussed here. Once a surface mass density
map defined on a grid has been obtained, the total mass enclosed within
the field of view is determined by approximating the surface mass density
in each grid element with a constant value given by the average of κ on its
four neighboring grid points and then by summing over all the grid elements.
Given the prescriptions described above, the method has been tested in
different conditions of the weak lensing data. In particular, a statistics of
the results of the procedure is built with three values of the number density
of background galaxies: n = 30, 50, 70. These are typical values of n in the
weak lensing campaigns carried out so far. Although n = 70 may seem to be
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rather high, there are a few cases in which such number density is reached
[48].
The plate-scale is fixed to a value l = 4 arcmin and the number of Fun-
damental Plane measurements is NFP = 20. This choice corresponds to a
number density of observed early-type galaxies of 1.25 arcmin−2, which is
compatible with the estimates of the number density of observable sources
provided in section 3.5.
Under these conditions, the expected mean error on the measurement
of the total mass within the field of view can be estimated from (5.44) by
performing the integrations necessary for the evaluation of the expression
in (5.35). The integrals are calculated numerically with a Monte-Carlo ap-
proach. The resulting expected relative dispersion on the measurement of
M in this situation is
σFP (Mˆ)
M
= 0.21. (6.9)
This value refers to the errors introduced by the Fundamental Plane mea-
surements only. The goal of the present simulations is to compare this result
with the dispersion obtained in a realistic measurement, in which the effects
of the weak lensing technique are also considered. In the following section
the results of the simulations are presented.
6.2 Results
To better quantify the effects of weak lensing, the simulations have first been
performed in the hypothetical case of perfect magnification measurements
(κ
(FP )
i = κ(
~θi)), from which we obtained an estimate of the dispersion in
the measurement of the total mass introduced by weak lensing errors only.
The results of the simulations relative to this particular case are presented
in subsection 6.2.1, while in subsection 6.2.2 we report those obtained in a
more realistic situation, in which the simulated magnification measurements
have a 30% dispersion.
6.2.1 Weak lensing effects
Let us consider a mass density map κWL(~θ) obtained from weak lensing
and transformed with (5.4) to reproduce the exact value of the lens mass
within the field of view. Since weak lensing reconstructions typically pro-
duce smoothed density maps we expect that κWL(~θ) underestimates the
surface mass density in the central parts of the lens while in the outer parts
it is higher than the true value. This is indeed what is observed in the sim-
ulations: in Figure 6.4 we plot the difference κWL(~θ)− κ(~θ) for an example
case of weak lensing reconstruction. This property has some consequences on
the process of fitting the density map to Fundamental Plane measurements.
Since the expectation value of κ(FP ) is approximately the true surface mass
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density, measurements in the center will tend to give estimates κ(FP ) higher
than κWL(~θ) and therefore will bias the measurement of the total mass to-
wards higher values (remember that κWL(~θ) was defined as the density map
that corresponds to the correct value of the mass). In contrast, Fundamental
Plane measurements in parts of the lens plane where κWL− κ > 0 will tend
to bias the mass towards lower values. Thus, if we distribute the sources
uniformly we expect that this potential source of bias can be overcome sta-
tistically.
Figure 6.4: Contour plot of the difference κWL(~θ) − κ(~θ), where κ(~θ) is the true
surface mass density of the lens and κWL(~θ) is a weak lensing reconstruction of
the lens yelding the same total mass. It can be clearly seen that in the central
region the reconstructed profile underestimates the surface mass density, while in
a significant region of the image plane the opposite case occurs.
To be specific, the errors on the reconstructed mass density profile are
not the only way in which the measurement of the total mass is influenced
by weak lensing errors. Remember that the estimates κ(FP ) of the surface
mass density are obtained from Fundamental Plane measurements and esti-
mates of the average image distorsion. For this reason it is not correct to say
that the expectation value of κ(FP ) is κ, but we can safely assume that the
expectation value for the measurement of |detA| is the correct value. Then
we can compare the map |detAWL(~θ)| of the Jacobian determinant given by
the reconstructed model κWL(~θ) with the true map |detA(~θ)|. Figure 6.5
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illustrates the quantity | detAWL| − | detA| for the same example of recon-
struction used in Figure 6.4. Here we can definitely state that Fundamental
Plane measurements performed in zones where |detAWL| < | detA| would
tend to yield higher values of the total mass and vice versa. Since the plots
of Figures 6.4 and 6.5 are very similar we can say that to first order the
contribution of weak lensing errors to the estimate of the total mass can be
studied by considering the discrepancy between the reconstructed surface
mass density map and the real one.
Figure 6.5: Contour plot of the difference |detAWL(~θ)| − |detA(~θ)|, where
|detA(~θ)| is the true Jacobian determinant of the lens and detAWL(~θ) is the same
quantity for the same weak lensing reconstruction as in Figure 6.4, which yields the
correct value of the total mass of the lens. It can be clearly seen that in the central
region the reconstructed profile overestimates the determinant (underestimates the
magnification).
To clarify these effects, we first run simulations with NFP = 1, to study
the case of a single perfect measurement. Then the case NFP = 20 will be
simulated. We expect that with a larger number of magnification measure-
ments the total mass can be better constrained.
For each value of the number density n of background galaxies, N = 1000
106 Chapter 6. Testing the method
n (arcmin−2)
∆M
M
σ(M)
M
30 0.010 0.32
50 0.002 0.26
70 -0.007 0.23
Table 6.1: Mean error and mean dispersion around the average (in units of M)
in the measurement of the total mass for 1000 simulation runs with three different
values of n and NFP = 1.
n (arcmin−2)
∆M
M
σ(M)
M
30 0.010 0.069
50 0.008 0.060
70 0.006 0.055
Table 6.2: Mean error and mean dispersion around the average (in units of M)
in the measurement of the total mass for 1000 simulation runs with three different
values of n and NFP = 20.
simulation runs are performed. In each case, the mean error
∆M =
1
N
N∑
i=1
Mi −M (6.10)
and the average dispersion around the mean
σWL(M) ≡
√√√√ N∑
i=1
(Mi − M¯)2 (6.11)
are calculated. In Tables 6.1 and 6.2 the results of these simulations are
reported. As expected, the error in the determination of the total mass de-
creases as the number density of background galaxies is increased. However,
the dependence of σ(M) on n is mild: this means that the number den-
sity of background galaxies is not a critical factor in the effectiveness of the
method. It can also be seen that with a single magnification measurement
the total mass is poorly constrained, as expected.
Another significant result is that there is practically no bias in the esti-
mate of the total mass (∆M/M ' 0): this is more evident from the data
relative to a single magnification measurement.
For comparison, the same simulations were repeated by adopting differ-
ent choices for the smothing scale ∆x. In Table 6.3 and 6.4 we show the
results for ∆x =
√
8/n arcmin and
√
16/n arcmin respectively, in the case
NFP = 1. As can be seen, there is little difference from the case studied
previously (∆x =
√
12/n arcmin). The fact that the effectiveness of the
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n (arcmin−2)
∆M
M
σ(M)
M
30 0.022 0.33
50 -0.002 0.27
70 0.001 0.26
Table 6.3: Same as Table 6.1, but with a different value of the smoothing length:
∆x =
√
8/n arcmin
n (arcmin−2)
∆M
M
σ(M)
M
30 0.002 0.31
50 0.003 0.26
70 0.019 0.27
Table 6.4: Same as Table 6.1, but with a different value of the smoothing length:
∆x =
√
16/n arcmin
method is little influenced by a quantity (∆x) that is chosen arbitrarily can
be viewed as a positive result.
6.2.2 The realistic case
Finally we report the results of the simulations performed in the most gen-
eral case, in which realistic conditions for both the weak lensing and the
Fundamental Plane measurements are simulated. In particular, the Fun-
damental Plane measurements are artificially scattered around the correct
values with the procedure described in subsection 6.1.3. Also in this case
the simulations are performed for n = 30, 50, 70 arcmin−2, with a smooth-
ing length ∆x =
√
12/n arcmin and NFP = 20. In Table 6.5 the results
relative to 1000 runs are reported. In Figure 6.6 the distribution of the
measurements of M in the case n = 50 is reported in a histogram. The
values of σ(M)/M obtained in these simulations should be compared with
the value 0.21 obtained in (6.9). That value referred to the hypothetical case
of perfect weak lensing reconstructions. On the other hand, in the previous
subsection we estimated the errors due to weak lensing only. In this general
case we expect the dispersion to be not much different from the quadrature
sum of the dispersions in these two ideal cases:
σ2exp = σ
2
WL + σ
2
FP . (6.12)
The values of σexp are also reported in table 6.5: they are indeed close to
the measured values of the dispersion.
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n (arcmin−2)
∆M
M
σ(M)
M
σexp(M)/M
30 0.015 0.22 0.22
50 0.003 0.22 0.22
70 0.011 0.21 0.22
Table 6.5: Test with realistic conditions for both weak lensing and Fundamental
Plane measurements (15% scatter on r
(FP )
e /r
(obs)
e ). The mean error and mean dis-
persion around the average (in units of M) in the measurement of the total mass
for 1000 simulation runs with three different values of n and NFP = 20 are re-
ported. The fourth column is the value σexp of the expected dispersion given by
the quadrature sum of the dispersions relative to the Fundamental Plane measure-
ments (estimated from (5.44) and given in (6.9)) and weak lensing (obtained from
simulations) alone.
Figure 6.6: Distribution of the measured mass (in units of M) for 1000 simulation
runs in the case n = 50.
6.3 Discussion
In this Chapter we examined the role of weak lensing errors in the accuracy of
the determination of the total mass of a cluster. The results obtained in this
test, although limited to a single lens model, are encouraging. In particular,
we have seen in subsection 6.2.1 that the scatter in the measurement of the
total mass introduced by errors in the weak lensing analysis can be kept
under control with a sufficient number of Fundamental Plane measurements
uniformly distributed in the image plane.
On the basis of the present study we can extend the analysis on the best
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lens candidates for a practical application of the present method which we
begun in the last part of Chapter 5 (which will be summarized in section
7.1). There it was argued that the shape of the mass distribution played
little role in determining the rate of success in the measurement of the
total mass. In this Chapter we tested the validity of this last statement on
the basis of the results of the simulations performed. For this purpose, it
must be noted that the NIS model used in this test presents a rather large
excursion in κ over the field of view and its weak lensing reconstructions are
in general remarkably smoothed (see Figure 6.3). Nevertheless, the errors in
the measurement of the total mass that result from this discrepancy between
the true and the reconstructed density maps are limited to a few percent
(see Table 6.2). The degree of precision of a weak lensing reconstruction
clearly depends on the shape of the lens that we are studying: small scale
features are difficult to recover in a weak lensing analysis and for this reason
the more cuspy a lens is the less accurately it can be reproduced. However,
since we have seen that weak lensing errors introduce a rather small scatter
on the measured total mass, we can build confidence on the fact that the
shape of the mass distribution is not a critical factor in determining the rate
of success of the mass measurement method proposed in this Thesis. This
is an important result since it means that the method can be applied to a
variety of practical cases.
Another important point is that weak lensing errors do not appear to
introduce biases in the estimate of the total mass. This result is clearly a
consequence of the assumption of a uniform spatial distribution for the Fun-
damental Plane measurements (see discussion in 6.2.1). This assumption is
an approximation: magnification effects can modify the spatial probability
distribution, typically in favor of zones of lower surface mass density. More-
over, it might be difficult to perform measurements in the central regions
of a cluster because these typically display a significant concentration of
bright member galaxies that can saturate the image. Nevertheless, if we are
able to pick a sufficient number early-type galaxies more or less uniformly
distributed in the field of view there are good chances for the final measure-
ment of the mass to be unbiased. This is a great advantage of the present
technique.
For comparison, we can consider the case in which strong lensing in-
formation is available and is used to break the mass-sheet degeneracy (see
section 2.6). Strong lensing features are typically limited to the central re-
gions of clusters. Then, since the surface mass density in the central parts of
a cluster obtained from weak lensing is typically underestimated, the inclu-
sion of strong lensing data might lead to higher estimates of the total mass.
With the present method this effect can be kept under control.
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Chapter 7
Conclusions
In this Thesis we presented a new lensing-based method for the measurement
of the mass of galaxy clusters. This method relies on the joint use of weak
lensing data and magnification information, where the latter is obtained
from Fundamental Plane measurements on background early-type galaxies.
The use of this technique for the measurement of the magnification has been
proposed only recently [8] but still awaits observational implementation.
An analytical expression for the expected dispersion in the measurement
of the mass with this method was derived in section 5.2. From this result we
learned that the most important quantity on which the effectiveness of the
method depends is the mean surface mass density within the field of view of
observation, κ¯, while little role seems to be played by the shape of the mass
distribution.
In this Thesis the relevance of two possible error sources was studied:
substructures and weak lensing reconstruction errors. Substructures can
contribute to the magnification signal in a nontrivial way, so that the mag-
nification of an early-type galaxy could not represent the lensing signal of
the bulk of the mass, which is the quantity we want to trace. Thus substruc-
tures, if not identified, can lead to a misinterpretation of the magnification
information and to potential biases in the measurement of the total mass.
This possibility has been ruled out in this Thesis: numerical simulations
based on a reliable model for substructure in a cluster showed that the devi-
ation of the size magnification of early-type galaxies from that expected from
a smooth lens are typically a few percent (see section 4.3), to be compared
with the ∼ 30% error on the measured magnification of a single Funda-
mental Plane measurement. In fact, early-type galaxies are rather extended
sources and only the more massive substructures can produce a significant
magnification signal over the angular scale of the observed images.
Additional uncertainties in the measurement of the mass can be intro-
duced by errors in the weak lensing analysis. Weak lensing is a very powerful
tool to infer the mass distribution of galaxy clusters. Being based on sta-
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tistical measurements, it is accurate only on average. More precisely, the
density maps we can obtain with weak lensing are smoothed: they typi-
cally underestimate the density in the central regions and redistribute the
mass in larger apertures. The discrepancies between weak lensing recon-
structions and the real mass distribution of a cluster can lead to biases in
the measurement of the total mass when fitted to local measurements of
the magnification. The relevance of this effect was studied with the aid of
numerical simulations. These simulations showed that weak lensing errors
can be kept under control provided that 1) we perform a sufficient number
of magnification measurements (& 20) and 2) these magnification measure-
ments are uniformly distributed on the image plane.
This last result is an important point in favor of this method. One might
think that it would be easier to break the mass-sheet degeneracy with a few
very precise measurements of the surface mass density or the magnification.
However, this approach can lead to significant biases if, for example, the
data are localized in a limited portion of the image plane, as is the case with
strong lensing. Conversely, Fundamental Plane measurements give estimates
of the magnification with a rather large dispersion but early-type galaxies
are relatively common objects, so that it should be feasible to probe the
surface mass density of a cluster with several of these observations covering
the whole field of observation.
Since this study has been done for the purpose of measuring masses of
clusters of galaxies, at this point we can discuss which are the best lens
candidates for an application of the present technique, based on the results
obtained so far. This will be the subject of the next section, while in 7.2 we
discuss possible further developements of the work.
7.1 The ideal lens candidate
An important limit to the applicability of this method is the difficulty in
performing Fundamental Plane measurements, since they require a signifi-
cant amount of telescope time. A realistic number of Fundamental Plane
measurements that can be performed in an observational campaign is ∼ 20.
Given this fact, we can fix NFP = 20 and discuss which systems are best
analyzed with this number of magnification measurements.
One of the most important factors in determining whether a cluster
can be realistically studied with our technique or not is its distance (or,
equivalently, its redshift). The redshift must be be sufficiently high for the
critical density to be low enough, since a low critical density means higher
values of κ (and typically higher magnification) for a given physical surface
mass density. On the other hand, the redshift must also be sufficiently low
so that it is possible to find an acceptable number of early-type galaxies
behind it for which Fundamental Plane measurements can be performed
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(this statement will be better justified below). The current observational
capabilities and the lack of a calibration of the Fundamental Plane relation at
high redshifts set z ∼ 1 as the highest redshift for which these measurements
can be performed today.
Bearing this in mind, we plot in Figure 7.1 the value of the critical
density as a function of source redshift for three different values of the lens
redshift. It can be seen that with a lens redshift zd = 0.1 the resulting
critical density is significantly higher than in the other cases at the source
redshifts of interest and for this reason this case should be discarded. At
the opposite end, for a lens redshift zd = 0.4 the critical density is indeed
the smallest for source redshifts higher than ∼ 0.8, but the range of source
redshifts for which the critical density is significantly small is limited to
zs > 0.6, and it restricts rapidly for increasing zd. On the basis of these
simple considerations we conclude that a suitable redshift range for our lens
cluster is zd ∼ 0.2÷0.4. A thorough analysis of the problem would require a
detailed knowledge of the redshift distribution of the observable early-type
galaxies.
Figure 7.1: Critical density (in Kg ·m−2) as a function of source redshift for three
different values of the lens redshift: zd = 0.1, 0.2, 0.4.
Then we can ask which intrinsic physical characteristics a cluster should
have to be efficiently probed with Fundamental Plane measurements. In
Chapter 5 it was shown that the decisive factor that determines the ac-
curacy of a mass measurement with the fitting method introduced in this
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Thesis is the average surface mass density within the field of observation. In
particular, by making use of (5.44) it can be shown that if we want to obtain
an estimate of the mass with a 20% precision or better with NFP = 20 Fun-
damental Plane measurements with uniform distribution in redshift between
z = 0.5 and z = 1.0, the lens should have κ¯ & 0.25 (referred to a source at
infinite redshift).
Clearly, the quantity κ¯ depends on the mass distribution of the lens but
also on the extent of the field of observation, which is set by the observer.
How critical is the choice of this latter quantity for determining a value
κ¯ = 0.25? Let us consider an axisymmetric lens. For geometrical reasons,
the mean surface mass density within a given field of view of such a lens will
be dominated by the value of κ at the outer parts of the field, where this
last quantity drops rapidly with increasing distance from the center. In fact,
for a SIS cluster with velocity dispersion σv, the value of the mean surface
mass density κ¯ within a circle of angular radius θ is given by
κ¯(θ) =
σ2v
GΣcrDd
1
θ
. (7.1)
For a lens redshift zd = 0.3 and a typical value σv = 1000 km/s, we have
κ¯ = 0.25 for an aperture θ ∼ 1.8 arcmin. Note also that for a NFW halo
the dependence of κ¯(θ) on θ is even steeper, because the mass density of a
NFW profile drops like r−3 at large distances from the center (see (2.89)).
Then, on the basis of these considerations we conclude that to apply our
fitting method successfully, we must restrict the analysis to the inner (∼ a
few arcminutes) regions of clusters. Otherwise, if we wish to probe larger
scales we should increase the number of Fundamental Plane observations
NFP .
Then we should ask what is the smallest angular area within which we
can realistically find 20 background early-type galaxies suitable for the kind
of observations we wish to perform. A conservative estimate of the number
density of observable early-type galaxies is n ∼ 1 arcmin−2 (see sect. 3.5 for
a discussion), which means that we need a field of view of 20 arcmin2 for
our purpose.
At this point we can study what is the minimum mass a cluster should
have in order to have a mean surface mass density κ¯ = 0.25 within a circle of
area A = 20 arcmin2 (and radius θ∗ =
√
20/pi ' 2.5 arcmin). Fixing again
the lens redshift zd = 0.3, this value of the surface mass density within
the circle corresponds to a value of the enclosed projected mass equal to
Menc = 5.6 · 1014M. Let us now consider a realistic cluster model and
check to which total mass this value corresponds to. For this purpose we
can take a NFW profile, which fits reasonably well the observed density
profiles of most clusters (see 2.7 for a brief discussion). The physical density
of a NFW halo as a function of distance from the center can be described
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in terms of two parameters and is given by (2.89):
ρ(r) = ρ0
rc
r(1 + r/rc)2
. (7.2)
Here the free parameters are ρ0 and rs, but we can make different equivalent
choices. For example, we can take one parameter to be the virial mass M200,
defined as the mass or the sphere (of radius r200) the mean density of which
is 200 times the critical density of the universe ρc(z) at the redshift of the
halo. M200 can be identified with the total mass of the cluster (see 2.7
and related discussion). The other free parameter usually considered is the
concentration parameter, c, defined as the ratio between the virial radius
r200 and the scale radius rs:
c =
r200
rs
. (7.3)
Typical values of c obtained from observations are c ∼ 8 ÷ 15 [16]. Let us
fix c = 10 and let M200 vary until the mean surface mass density within the
circle of radius θ∗ reaches the value κ¯ = 0.25. After some calculations we
obtain
M∗200 = 1.1 · 1015M, (7.4)
and similar values hold for different values of the concentration parameter c
(by the vay, this is very close to the value ofM200 of the lens model considered
in Chapters 4 and 6). M∗200 is the minimum mass a NFW cluster should
have in order to satisfy κ¯ ≥ 0.25 within a circle of area A = 20 arcmin2 in the
sky. In that case the mass of the cluster within the circle can be measured
with a 20% precision or better with 20 Fundamental Plane measurements
and a weak lensing analysis.
If we want to improve our sensitivity, we must either increase the number
of Fundamental Plane measurements for fixed aperture or choose a smaller
aperture for fixed NFP . In this latter way we can restrict the analysis to the
denser parts of the cluster, increasing the value of κ¯, so that we can obtain
a more precise measurement of the mass enclosed within a smaller radius.
In any of these cases, a higher number density of sources is needed, which
cannot be obtained without an improvement of the observational capabili-
ties. This shows that the number density of observable sources is indeed a
key factor and explains why the lens redshift should not be too high.
On the basis of this discussion, we conclude that the value of M∗200 given
by (7.4) is an estimate of the minimum mass a cluster should have to allow for
a mass measurement with the present method. It is a high value, but there
are indeed many clusters that have observed values of M200 higher than this
threshold. Well-studied examples are A1689, A1703, A370, RX J1347-11
(see [16] for a review). All these systems display strong lensing features that
allow for a good estimate of the mass distribution in the inner (θ < 1 arcmin)
regions of the clusters. One might think that the availability of strong
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lensing data would rule out the need for other observations in such clusters.
Nevertheless, a great benefit would come from the addition of Fundamental
Plane measurements as they could provide important constraints on the
mass profiles within a radius ∼ 3 times larger.
7.2 Future prospects
A possible development of the present study can be the generalization of the
method to critical lenses, which would open many possibilities. First of all,
the method could be tested on a variety of model cases different from the
NIS lens considered in this work, in order to obtain more robust results on
its reliability. An interesting possibility is the application of the technique
to synthetic clusters obtained from cosmological N body simulations. In this
way the results we would obtain would be free from many of the assumptions
adopted in the present treatment such as spherical symmetry and absence of
substructures (although, as shown in Chapter 4, substructures are unlikely
to produce significant effects). More importantly, since the present method
appears to be applicable only to high mass clusters, which typically display
strong lensing features, a generalization of the method to critical lenses
would increase significantly the number of systems that can be studied with
this technique.
Another possible development is the setup of a method to fit weak lens-
ing data and magnification measurements simultaneously. In this way we
could optimize the amount of information we can extract from the data: in
other words, the magnification measurements could also be used to better
constrain the shape of the density map. An example of such a method was
developed by Bartelmann et al. (1996, [2]). Their method is based on a fit
of the lensing potential ψ, in terms of which both the magnification and the
reduced shear can be expressed, on distorsion and magnification measure-
ments. However, we do not think that in our situation the adoption of such
a method or a similar one would improve significantly the accuracy of the
final results: weak lensing reconstructions are typically performed with the
analysis of a number of images of order 103, each one providing an estimate
of the reduced shear with an accuracy ∼ 0.3. The addition of a few mag-
nification measurements with a 30% accuracy would improve the quality of
the reconstruction only by modest amounts.
An issue that deserves further study is the problem of the estimate of the
number density n of early-type galaxies that are suitable for the application
of the fitting method. This problem has been addressed in section 3.5 by
referring to a study of flux limited number counts of early-type galaxies.
However, the number counts can vary between field and cluster environment,
so that the integrated number counts may not be representative of the typical
situation encountered in lensing studies. For this reason it would be useful
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to determine what is the number density of background early-type galaxies
in field environment only. We expect this number to be lower than the
estimate provided in this work, but it would be interesting to quantify by
how much.
The applicability of the present technique can also be assessed better
by including information on the redshift distribution of early-type galaxies
within a limiting magnitude or, equivalently, on the luminosity function of
early-type galaxies at the redshifts of interest. Such knowledge would help
recover the redshift probability distribution Pz(z) for observable early-type
galaxies, i.e. the probability for a given source of that kind to be at redshift
z. With this information we would obtain a more reliable estimate of the
expected uncertainty on the measured value of the mass M in a typical
situation and the expected number density of suitable sources.
In any case, the present study, and in particular the treatment of Chap-
ter 5, can find useful applications also in different situations. There are other
ways to obtain measurements of the lensing magnification, which can then
combined with a weak lensing analysis to obtain a reliable estimate of the
mass of a lens. One possibility could be the observation of standard candles,
for which the intrinsic luminosity can be determined independently of the ob-
served, magnified, luminosity. For example, various studies have addressed
the possibility of measuring the magnification of lensed type Ia supernovae
(see e.g. [35], [33], [56]) and recently Jo¨nsson et al. (2010, [36]) performed
such measurements for a sample of these systems. Spiral galaxies can also
be treated as standard candles with the aid of the Tully-Fisher relation [76],
which relates the maximum rotational velocity with the absolute luminosity.
Magnification information from Type Ia supernovae or spiral galaxies can
be easily included in a study of the kind proposed in this Thesis. In fact, the
treatment can be extended to other magnification measurements with rela-
tively little effort. Therefore, this study represents a solid basis with which
the effectiveness of lensing mass measurements methods based on the joint
use of weak lensing and local magnification measurements can be studied.
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