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連続制御と確率インパルス制御を持つ混合確率制御問題に対する
数値計算アルゴリズム
NUMERICAL ALGORITHMS FOR MIXED STOCHASTIC CONTROL PROBLEMS WITH CONTINUOUS





In this study, we propose three numerical algorithms to solve mixed stochastic control prob-
lems with continuous control and stochastic impulse control. In general, it is difficult to analyt-
ically solve mixed stochastic control problems. Here based on the algorithm, which is adaptable
for only stochastic impulse control problems, given in Feng and Muthraman (2010), we pro-
pose iterative algorithms which are applicable even if there is no boundary condition for the state
space. When continuous control is added to stochastic impulse control problems, a nonlinear
term appears in Hamilton-Jacobi-Bellman equation. In our two proposed algorithms, we replace
the nonlinear term by its piecewise linear approximation function or the previous associated cost
function obtained in the iteration scheme. Moreover we propose an improved algorithm, written
in Øksendal and Sulem (2006), to be able to apply the algorithm without boundary conditions for
the state space. Finally, we show some numerical results obtained by each algorithm and compare
those results.

























時,介入境界 (d,u),介入結果 (D, U)が時間によらない 4点で
得られると考えられる. このときインパルス制御の介入幅は,









は,例えば [2]でされている. しかし [2]では，連続制御と確
率インパルス制御の混合制御問題の最適解は, 6 つの制約条
件の式を満たす必要があるのに対して,介入境界 (d,u),介入





























dXt = (µ + καt)dt + σdWt, (1)
介入がある時,
Xτi = Xτi− + ξi
とし, X0 = x とする．ただし，µ, κ は実数，σ は正の定数，
Wt はブラウン運動とする．為替レートの制御としてとらえ
ると，Xt は対数為替レート，τiは i番目の介入時刻, ξiは i番
目の介入幅（負の向きへの介入は ξi は負の値となる），, µ
は期待成長率，σはボラティリティ，xは初期対数為替レー







(α,T, ξ) = (αt; τ0, τ1, · · · , τn, · · · ; ξ0, ξ1, · · · , ξn, · · · )
α は連続制御を表す. (T, ξ) は確率インパルス制御を表し，




J(x;α,T, ξ) = E
[ ∫ ∞
0













f (x, α) = (x − ρ)2 + cα2
とする. ρは対数為替レートのターゲットレートを表し, cは
正の定数とする．











K + kξ,　 (ξ > 0のとき)
min(K, L), (ξ = 0のとき）　
L − lξ,　 (ξ < 0のとき)
とする. この時, λ,K, L, k, l ∈ (0,∞), c ∈ [0,∞), ρを実数とす
る.



























Lαv(x) + f (x, α) ≥ 0,
Qv(x) − v(x) ≥ 0,




σ2v′′(x) + (µ + κα)v′(x) − λv(x),
Qv(x) = inf
ξ







関数と考えると，infα{Lαv(x) + f (x, α)}を達成する最適な α
は,










+ µv′(x) − λv(x) + (x − ρ)2 = 0 (4)











果 (D, U) が [2] と同様に時間によらない 4 点で表されると
想定する. ただし，d < D < U < uとする．この時，τは dも
しくは uに制御過程 Xt が達した時刻として与えられる．ま
た，ξ < 0の時の介入境界は uとなり,介入結果は U となる.
つまり，ξ = U − u となる．ξ > 0 の時の介入境界は d とな
り,介入結果は Dとなる. つまり，ξ = D − d となる．
(4) 値関数の特徴づけ
d, u を上下の介入境界, D, U はそれぞれ対応する結果と
した．このとき, 介入するかを決定するための条件を決め
るために, (2) 式の左辺の右側の式で, 介入のある場合の式
Qv(d) − v(d) = 0と ξ = D − d（同様に u, U も）より，
v(x)＝ v(D) + K ＋ k(D − x), ∀x ≤ d (5)





















似する方法を提案する. ここでは, (4)式の 2乗の項を図１の
ように三点 (x = ψ, 0, ω)で接線を考え,非線形項を区分的に
線形に近似する．
図 1二次関数の近似の様子
　非線形項を区分的に線形に近似した微分方程式を L˜v(x) = 0
とする．この時, 二次関数と三接線近似の際の接点の中で 0
以外の接点のうち,左側の接点の x 座標を ψとし,右側の接





2v′′(x) − κ24c (2ψv′(x) − ψ2)





+µv′(x) − λv(x) + (x − ρ)2　




2v′′(x) − κ24c (2ωv′(x) − ω2)
+µv′(x) − λv(x) + (x − ρ)2　
(v′(x) ≥ ω2のとき)
(7)






は，x ∈ (d, 0)に対する v′(x)の像の中点となる時の大きい側
の xの値を ψとする. また x ∈ (0, u)に対する v′(x)の像の中







1. 初期境界 d0 < D0 < U0 < u0 を設定する.
2. HJB 方程式から連続制御項をなくした 12σ2v′′(x) +
µv′(x)− λv(x)+ (x−ρ)2 = 0と (5)d0 , (6)u0 を解き v0(x)
を得る．ここで，式番号の右下の添え字はそれぞれ
d = d0，u = u0 とした各式を用いるという意味である．
n = 0とする.
3. 次のように dn+1, un+1 を得る．
dn+1 = inf {y ∈ [dn,Dn) : ∀r ∈ [dn, y), v′n(r) + k ≥ 0},
un+1 = sup {y ∈ (Un, un] : ∀r ∈ (y, un], v′n(r) − l ≤ 0}.
4. vn(x) を用いて非線形項を区分的に線形に近似するの
に使用する近似点（x = ψn+1, 0, ωn+1）を決定する.
5. dn+1 < Dn < Un < un+1 に対して，vn(x) を (7) 式の場
合分けに用いて, L˜v(x) = 0 (x ∈ (dn+1, un+1)), (5)dn+1 ,
(6)un+1 を解き v¯n(x)を得る．
6. 次のように Dn+1, Un+1 を得る．
Dn+1 = arg min
x∈(dn+1 ,un+1)
{v¯n(x) + kx} ,
Un+1 = arg min
x∈(dn+1 ,un+1)
{v¯n(x) − lx} .
7. v¯n(x) を用いて非線形項を区分的に線形に近似するの
に使用する近似点 (x = ψ¯n+1, 0, ω¯n+1)を決定する.
8. dn+1 < Dn+1 < Un+1 < un+1 に対して, v¯n(x) を (7) 式の
場合分けに用いて, L˜v(x) = 0 (x ∈ (dn+1, un+1)), (5)dn+1 ,
(6)un+1 を解き vn+1(x)を得る．










なる. そこで 2 つ目のアルゴリズムでは, 逐次計算における
1つ前の対応するのコスト関数で求めた連続制御を用いるこ
とで非線形項に対処するアルゴリズムを提案する. 　
1. 初期境界 d0 < D0 < U0 < u0 を設定する.
2. HJB 方程式から連続制御項をなくした 12σ2v′′(x) +
µv′(x)− λv(x)+ (x−ρ)2 = 0と (5)d0 , (6)u0 を解き v0(x)
を得る．n = 0とする.
3. 次のように dn+1, un+1 を得る．
dn+1 = inf {y ∈ [dn,Dn) : ∀r ∈ [dn, y), v′n(r) + k ≥ 0},
un+1 = sup {y ∈ (Un, un] : ∀r ∈ (y, un], v′n(r) − l ≤ 0}.
4. dn+1 < Dn < Un < un+1 に対して，vn(x) を用いて αn+1
を求め, L¯αn+1v(x) = 0 (x ∈ (dn+1, un+1)), (5)dn+1 , (6)un+1 を
解き v¯n(x)を得る．
5. 次のように Dn+1, Un+1 を得る．
Dn+1 = arg min
x∈(dn+1 ,un+1)
{v¯n(x) + kx} ,
Un+1 = arg min
x∈(dn+1 ,un+1)
{v¯n(x) − lx} .
6. dn+1 < Dn+1 < Un+1 < un+1 に対して，v¯n(x) を用い
て α¯n+1 を求め, L¯α¯n+1v(x) = 0 (x ∈ (dn+1, un+1)), (5)dn+1 ,
(6)un+1 を解き vn+1(x)を得る．
7. n = n + 1とし，3に戻る．












1. 初期境界 d0 < D0 < U0 < u0 を設定する.
2. HJB 方程式から連続制御項をなくした 12σ2v′′(x) +
µv′(x)− λv(x)+ (x−ρ)2 = 0と (5)d0 , (6)u0 を解き v0(x)
を得る．n = 0とする






4. 介入幅 ξxn+1 を
ξxn+1 ∈ Argmin
ξ
{vn(x + ξ) +G(ξ)} (8)
で更新する．
5. 行使境界を
Tn+1 = {x ∈ R;Lαxn+1vn(x) + f (x, αxn+1)　









{ Lαxn+1vn(x) + f (x, αxn+1) x ∈ R\Tn+1,
vn(x + ξxn+1) +G(ξ
x
n+1) x ∈ Tn+1
とする.




















































たと考えられる. 近似点を固定した時，ψ = −0.06 より小さ














近似点 3点 5点 7点
u 0.2182 0.2168 0.2173
U 0.07383 0.07371 0.07411
D −0.02847 −0.02712 −0.02877
d −0.1829 −0.1864 −0.1860
表 4各最適な介入幅の比較（3点，5点，7点）






















るかを考察する. 初期の連続領域の中点 (u0 − d0)/2 に軸が
来るようにした二次関数に，スケールを変換するためのパラ
メータ υ2 をかけた二次関数 v0(x) = υ2(x − (u0 − d0)/2)2 を利








初期関数 インパルス制御 υ=0.1 υ=0.01
u 0.2105 0.2093 0.2102
U 0.06805 0.06717 0.06705
D −0.03983 −0.04042 −0.04134
d −0.1966 −0.1967 −0.1988
表 6初期関数を変化させた時の各最適な介入幅の比較
D − d u − U
インパルス制御 0.1567 0.1425
二次関数 υ=0.1 0.1563 0.1421
二次関数 υ=0.01 0.1574 0.1432



























n を 200 から 1000 まで変化させた時の数値実験結果は，






n 200 400 600 800 1000
u 0.280 0.285 0.290 0.294 0.295
U 0.0550 0.0675 0.0783 0.0863 0.0890
D 0.0450 0.0675 0.0675 0.0663 0.0750
d -0.225 -0.215 -0.213 -0.216 -0.212
表 8刻み数 nを変化させた時の各最適な介入幅の比較






刻み数 n によって値関数（図 6），連続制御（図 7），確
率インパルス制御（表 7,表 8）などに大きな違いは見られな
い．しかし，当然のことではあるが, n を大きくした時は計
算時間がかかる. 図 7より,介入境界付近でアルゴリズム 1, 2





















D − d u − U
アルゴリズム 3 0.270 0.225


















アルゴリズム 1 2 3
u 0.2183 0.2105 0.2800
U 0.07380 0.0681 0.05500
D -0.02850 -0.03982 0.04500
d -0.1829 -0.1966 -0.2250
表 12各アルゴリズムの最適な介入幅の比較
D − d u − U
アルゴリズム 1 0.1545 0.1444
アルゴリズム 2 0.1567 0.1425
アルゴリズム 3 0.2700 0.2745
図 10より,アルゴリズム 1, 2の結果は近いものの,アルゴ
リズム 2の値関数の結果が一番小さくなり,アルゴリズム 3






同様の違いがみられる．表 11,表 12により,アルゴリズム 1,
2 の境界と介入幅はほとんど同じ値になった. 本パラメータ
















せたアルゴリズムを提案した. アルゴリズム 1, 2では，比較
的近い結果が得られたが，アルゴリズム 3は少し異なる結果
となった．紀要には記載していないが，本論では σ, K, Lな
どのパラメータを変化させ結果も記載している.
　今後の課題としては，本研究では,ランニングコスト f (x, α)
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