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Методичні вказівки розроблені на підставі робочої програми кредитного 
модуля «Сучасні операційні системи» та призначені для якісної організації 
самостійної роботи студентів при вивченні кредитного модуля, підвищення 
свідомості студентів у навчанні і поліпшення результатів навчання. 
 
1. МЕТА І ЗАВДАННЯ КРЕДИТНОГО МОДУЛЯ 
 
Відповідно до робочого навчального плану кредитний модуль «Сучасні 
операційні системи» викладається студентам першого року підготовки ОКР 
«спеціаліст» спеціальностей 7.05010301 та 7.05010302 у другому навчальному 
семестрі. 
Метою кредитного модуля є вивчення та практичне засвоєння методів 
роботи з багатозадачними операційними системами, на базі яких функціонує 
велика кількість комп'ютерів в мережі Інтернет, а також набуття студентами 
практичних вмінь і навичок створення програмних систем “клієнт-сервер”. 
Процес вивчення кредитного модуля спрямований на формування у 
студентів наступних загальнокультурних і професійних здатностей: 
− базові знання науково-методичних основ в галузі інформатики й сучасних 
інформаційних технологій; уміння застосовувати їх під час розробки та 
інтеграції інформаційних продуктів (КЗН.03); 
− здатність до аналізу та синтезу науково-технічної, природничо-наукової 
та загальнонаукової інформації (КІ.03); 
− ґрунтовна підготовка в області програмування, володіння алгоритмічним 
мисленням, методами програмної інженерії для реалізації програмного 
забезпечення з урахуванням вимог до його якості, надійності, виробничих 
характеристик (КЗП.02); 
− здатність враховувати особливості та використовувати засоби 




Згідно з вимогами програми навчальної дисципліни студенти після 
засвоєння кредитного модуля мають продемонструвати такі результати навчання: 
знання: 
− принципи побудови, склад, структуру та функції сучасних 
багатозадачних операційних систем; 
− консольні та графічні інтерфейси сучасних ОС; 
− основні системні виклики (функції) сучасних ОС, які застосовуються при 
роботі з файлами (каталогами) та процесами (потоками), засоби 
синхронізації взаємодіючих процесів (потоків), що виконуються 
паралельно; 
− механізми й інтерфейси введення-виведення інформації та взаємодії з 
периферійними пристроями, які реалізовані в сучасних багатозадачних 
операційних системах, механізми й інтерфейси керування оперативною і 
віртуальною пам'яттю в сучасних ОС; 
− принципи та протоколи взаємодії основних мережних служб мережі 
Інтернет. 
уміння: 
− встановлювати, налаштовувати та обслуговувати системне та прикладне 
програмне забезпечення; 
− конфігурувати всі основні служби, що існують в сучасних ОС, керувати 
доступом користувачів до системи, налагоджувати мережні з’єднання; 
− розробляти локальне та мережне програмне забезпечення, яке функціонує 
за технологією “клієнт-сервер. 
досвід: 
− використання засобів міжпроцесної взаємодії при розробці складних 
програмних комплексів. 
Матеріал кредитного модуля базується на дисциплінах «Системне 
програмування», «Комп'ютерні мережі».  
Компетенції, отримані студентами в процесі вивчення цього кредитного 
модуля, застосовуються ними у дипломному проектуванні. 
5 
 
2. СТРУКТУРА КРЕДИТНОГО МОДУЛЯ 
 
Розподіл навчальних годин кредитного модуля за видами навчальних занять 
здійснюється відповідно до робочих планів напряму підготовки 6.050103 
«Програмна інженерія» спеціальностей 7.05010301 «Програмне забезпечення 
систем», 7.05010302 «Інженерія програмного забезпечення». 
 
Всього 
Розподіл навчального часу 









3 90 36 18 36 залік 
 
3. КАЛЕНДАРНО-ТЕМАТИЧНИЙ ПЛАН 
 
Тиждень Зміст навчальної роботи 
Рекомендований 
час СРС 
1 Лекція 1. 
Історія, структура, функції операційних систем. 
Історія створення ОС, огляд апаратного 
забезпечення комп’ютера, основні поняття ОС. 
1 
2 Лекція 2. 
Взаємодія операційної системи з користувачем. 
Системні виклики та бібліотечні функції. 
Класифікація ОС. 
1 
3 Лекція 3. 
Концепція процесу. Потоки. 
Модель процесу. Створення та завершення процесу. 
Ієрархія процесів. Стани процесу. Моделювання 
багатозадачного режиму роботи. Застосування 
потоків. Два різновиди реалізації потоків. 
Перетворення однопоточної програми в 
багатопоточну. 
Лабораторна робота 1. 
Керування роботою багатозадачної програми за 
допомогою сигналів. Створення власного 
обробника сигналів. 
2 
4 Лекція 4. 
Взаємодія процесів (потоків). 




Тиждень Зміст навчальної роботи 
Рекомендований 
час СРС 
повідомлень, поштові скриньки, розділювана 
пам’ять. 
Лабораторна робота 2. 
Створення системи “клієнт-сервер” з 
використанням неіменованих та іменованих 
каналів. Дослідження обмежень, які накладають на 
канали. 
5 Лекція 5. 
Синхронізація процесів (потоків). 
Критичні області. Взаємні виключення та умовні 
змінні. Призупинення та активізація. Блокування 
читання-запису. Семафори. Монітори Хоара. 
Бар’єри. 
2 
6 Лекція 6. 
Тупики та боротьба з ними. 
Поняття про взаємне блокування (тупик). 
Виявлення тупиків та запобігання їх появі. 
Відновлення роботи після виявлення тупика. 
Лабораторна робота 3. 
Створення багатопоточної програми. Дослідження 
трьох механізмів синхронізації потоків: взаємних 
виключень, блокувань читання-запису та умовних 
змінних. 
2 
7 Лекція 7. 
Планування процесів (потоків). 
Вступ до планування. Політика та механізми. 
Лабораторна робота 4. 
Синхронізація процесів за допомогою семафорів. 
Реалізація схеми “виробник-споживач”. 
2 
8 Лекція 8. 
Керування пам’яттю. 
Адресні простори. Віртуальна пам’ять. Алгоритми 
заміщення сторінок пам’яті. Системи зі 
сторінковою організацією пам’яті. 
1 
9 Лекція 9. 
Файлові системи. 
Файли та каталоги. Реалізація та керування 
файловою системою. Приклади файлових систем. 
1 
10 Лекція 10. 
Керування введенням-виведенням. 
Основи побудови пристроїв введення-виведення. 
Принципи створення програмного забезпечення 




Тиждень Зміст навчальної роботи 
Рекомендований 
час СРС 
Пристрої інтерфейсу користувача: клавіатура, 
миша, монітор. 
11 Лекція 11. 
Багатопроцесорні та багатомашинні комп’ютери. 
Апаратне забезпечення. Планування роботи. 
Віртуальні машини. Гіпервізори. 
1 
12 Лекція 12. 
Розподілені та Grid-системи. 
Мережні протоколи та служби. Сполучне програмне 
забезпечення на основі взаємодії, файлової системи, 
документа, об’єкта. Принципи роботи Grid-систем. 
Лабораторна робота 5. 
Створення програми-клієнта однієї з мережних 
служб Інтернет. 
1 
13 Лекція 13. 
Механізми захисту. Аутентифікація. Засоби 
захисту. 
Зовнішні загрози, які потребують запровадження 
додаткових заходів безпеки. Домени захисту. 
Списки керування доступом. Захист мережі з 
допомогою брандмауерів. 
2 
14 Лекція 14. 
Проблеми проектування. Розробка інтерфейсу. 
Керування проектом. 
Мета та завдання проектування. Методика розробки 
та реалізації ОС. Оптимізація ОС. 
2 
15 Лекція 15. 
Огляд ОС Linux. 
Історія розробки UNIX-подібних ОС. Архітектура 
ядра. Оболонки та утиліти ОС Linux. Процеси та 
потоки. Керування пам’яттю. 
Лабораторна робота 6. 
Вивчення методики роботи з оболонкою bash в ОС 
Linux. Налагодження середовища користувача. 
1 
16 Лекція 16. 
Додаткові відомості про ОС Linux. 
Підсистема введення-виведення. Файлова 
підсистема. Безпека в ОС Linux. 
1 
17 Лекція 17. 
Огляд ОС Windows 7. 
Історія розробки Windows 7. Архітектура ОС. 
Оболонки та утиліти ОС Windows 7. Процеси та 




Тиждень Зміст навчальної роботи 
Рекомендований 
час СРС 
Модульна контрольна робота. 4 
Лекція 18. 
Додаткові відомості про ОС Windows 7. 
Підсистема введення-виведення. Файлова 
підсистема. Безпека в ОС Windows 7. 
Лабораторна робота 7. 
Створення власного сценарію реєстрації в ОС 
Windows 7. Встановлення змінних оточення. 
Отримання списку користувачів у системі. Запуск 





4. КОНТРОЛЬНІ РОБОТИ 
 
В кінці семестру проводиться модульна контрольна робота (МКР) за 
матеріалами всіх тем кредитного модуля у письмовій формі. 
Метою проведення контрольної роботи є: 
 перевірка якості засвоєння поточного навчального матеріалу аудиторних 
занять та самостійної роботи студентів з рекомендованою літературою;  
 виявлення студентів з недостатнім рівнем засвоєння навчального матеріалу, 
з'ясування причин їх відставання та надання їм необхідної допомоги для 
підвищення успішності. 
МКР містить два теоретичні та два практичні завдання. 
Теоретичні питання: 
1. Історія створення ОС UNIX, опис можливостей, огляд архітектури ядра. 
2. Системні виклики та бібліотечні функції, обробка помилок. Змінна errno, 
функції strerror та perror. 
3. Джерела стандартів, граничні значення системних змінних, функції sysconf, 
pathconf і fpathconf. Елементарні системні типи даних. 




5. Дескриптори файлів, спільний доступ до файлів, таблиця дескрипторів 
процесу, таблиця файлів ядра, таблиця індексів. Атомарність операцій 
введення-виведення. Функції pread та pwrite. 
6. Огляд функцій dup, dup2, sync, fsync, fdatasync, fcntl, ioctl. 
7. Робота з індексами. Функції stat, fstat, lstat. Типи файлів. Спеціальні файли 
пристроїв. Старший та молодший номери пристроїв. Права доступу до 
файлів. Часові характеристики файлів. Зміна прав доступу до файлу 
(chmod). 
8. Зміна індивідуального та групового власників файлу. Команди chown та 
chgrp. Зміна ідентифікатора користувача (групи) на час виконання 
програми. Функція setuid (setgid). 
9. Жорсткі та символічні посилання на файли. Функції link, unlink, rename, 
symlink, readlink. Чому жорсткі посилання можуть розташовуватися тільки в 
тому самому розділі диска, де розташований файл, а символічні – де 
завгодно? 
10. Внутрішня організація файлів. Огляд побудови файлових систем UNIX-
подібних ОС. Один з підходів до реалізації індексних дескрипторів. 
11. Логічна структура каталогів. Опишіть алгоритм перетворення повного імені 
файлу в індекс. 
12. Робота з каталогами. Функції mkdir, rmdir, opendir, readdir, closedir. Опишіть 
основні поля структури dirent. 
13. Переміщення файловою системою. Функції chdir, fchdir, getcwd, chroot. 
14. Оточення процесу. Передача аргументів з командного рядка та змінних 
оточення функції main. Функції створення та завершення роботи процесу. 
15. Оброблювачі виходу. Функція atexit. 
16. Динамічний розподіл пам’яті. Функції malloc, calloc, realloc, free. 
17. Функції для роботи зі змінними оточення (getenv, putenv, setenv, unsetenv). 
18. Функції для визначення та встановлення обмежень на використання 
системних ресурсів процесами (getrlimit та setrlimit). 
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19. Ідентифікатори процесу. Створення нових процесів за допомогою функції 
fork. Виклик інших програм за допомогою функцій сім’ї exec. 
Синхронізація продовження виконання процесу з моментом завершення 
роботи свого нащадка (функції сім’ї wait). 
20. Спільне використання файлів. Зміна ідентифікаторів користувача та групи. 
Ідентифікація користувача. Часові характеристики процесу. 
21. Функція system. 
22. Вхід до UNIX-систем. Взаємовідносини між процесами. 
23. Структура облікового запису користувача (файл /etc/passwd). 
24. Структура облікового запису групи (файл /etc/group). 
25. Концепція сигналів. Надсилання та обробка сигналів процесами. Функції 
signal та sigaction. 
26. Надійні та ненадійні сигнали. Перервані системні виклики. Набори 
сигналів. 
27. Процеси, потоки та загальний доступ до інформації. Живучість об’єктів 
IPC. Дія команд fork, exec і exit на об’єкти IPC. 
28. Неіменовані канали (pipe), функції popen і pclose. 
29. Іменовані канали (FIFO). Деякі властивості каналів. 
30. Послідовні та паралельні сервери. Обмеження при використанні каналів. 
31. Концепція потоків та їх ідентифікація. Створення потоку та завершення 
його роботи. 
32. Синхронізація дій потоків за допомогою взаємних виключень, блокувань 
читання-запису та умовних змінних. 
33. Приклад простої програми “клієнт-сервер”. Трирівнева модель мережної 
взаємодії в UNIX-подібних ОС функції socket, bind, listen, connect, accept, 
getsockname. 
34. Огляд протоколів TCP та UDP. Номери портів. Використання протоколів 
прикладними програмами в мережі Інтернет. 
35. Складові частини мережної адреси IPv4. Огляд функцій перетворення адрес.  
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36. Використання гнізд для взаємодії процесів. Типи гнізд. Cтруктури даних, 
які використовують при створенні мережних програм. Опишіть основні 
поля структури sockaddr_in, яку використовують при мережній взаємодії 
процесів. 
37. Паралельні сервери. Лічильник посилань дескриптора гнізда. 
38. Огляд можливостей оболонки (генерація імен файлів, перенаправлення 
введення-виведення, конвеєрна обробка, встановлення змінних оточення). 
39. Отримання відомостей про конфігурацію операційної системи за 
допомогою функцій sysconf, pathconf і fpathconf. 
40. Порівняльний аналіз введення-виведення низького та високого рівнів. 
Дослідження впливу буферизації на продуктивність роботи. 
41. Створення програми-демона. Керування її реакцією на сигнали. 
42. Створення системи “клієнт-сервер” з використанням неіменованих та 
іменованих каналів. Дослідження обмежень, які накладають на канали. 
43. Створення багатопоточної програми. Дослідження трьох механізмів 
синхронізації потоків: взаємних виключень, умовних змінних, блокувань 
читання-запису. 
44. Створення програми-клієнта однієї з мережних служб Інтернет. 
45. Створення паралельного сервера за одним з можливих варіантів побудови 
та оцінка ефективності його функціонування. 
Практичні завдання:  
1. За вказаною IP-адресою та маскою підмережі обчислити номер мережі. 
2. За вказаною IP-адресою та маскою підмережі обчислити широкомовну 
адресу мережі. 
3. Організація отримала від Інтернет-провайдера блок мережних адрес у 
вигляді: початкова_адреса/маска_мережі. Знайдіть максимальну кількість 
IP-адрес, яка може бути надана мережним пристроям. 
4. Організація отримала від Інтернет-провайдера блок мережних адрес у 
вигляді: початкова_адреса/маска_мережі. Знайдіть максимальну кількість 
підмереж, яка може бути створена. 
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Виконання студентами завдань модульної контрольної роботи оцінюється 
згідно з положенням про рейтингову систему оцінювання. 
 
5. ОЦІНЮВАННЯ РЕЗУЛЬТАТІВ НАВЧАННЯ 
 
Розмір шкали рейтингових оцінок – 100 балів. Оцінка з дисципліни 
виставляється за рейтинговою системою з подальшим переведенням до 
традиційної 4-бальної. 
Загальна рейтингова оцінка студента після завершення семестру 
складається з балів, отриманих за: 
 виконання та захист лабораторних робіт; 




 кількість лабораторних занять згідно з робочою програмою – 7; 
 максимальна кількість балів на лабораторних заняттях rЛР=76; 
 внесок окремих лабораторних робіт до семестрового рейтингу студента  
подано у таблиці; 
 рейтингові бали кожної роботи складаються з балів за виконання роботи (від 2 
до 6), балів за оформлення протоколу роботи (від 2 до 3) і балів за здачу 
роботи (від 2 до 6). 
 
Номер лабораторної роботи Внесок до семестрового рейтингу, балів 
1.  6 
2.  6 
3.  10 
4.  12 
5.  12 
6.  15 






Критерії оцінювання виконання та захисту лабораторних робіт: 
 
 якщо студент виконав роботу, але не відповів на контрольні запитання до неї, 
то за роботу нараховується 50% від максимальної кількості балів; 
 якщо робота виконана невчасно, то знімається 10–30% від максимальної 
кількості балів (кількість процентів залежить від терміну запізнення); 
 якщо студент виконав роботу не самостійно та не розбирається в коді 
програми, то бали за роботу не нараховуються; 
 якщо в програмі не витримані основні правила створення програмних 
продуктів (модульність, дружній інтерфейс, наявність коментарів тощо) 
знімається по 5% від максимальної кількості балів за кожний з цих недоліків. 
 
Модульна контрольна робота (МКР): 
 
 тема МКР “Принципи побудови сучасних операційних систем Linux і 
Windows 7”; 
 МКР містить два теоретичні та два практичні завдання; 
 максимальна кількість балів за написання МКР rМКР=24, в тому числі за 
теоретичне завдання – 8 балів, за практичне завдання – 4 бали; 
 термін проведення МКР – 17-й тиждень семестру. 
 
Критерії оцінювання написання МКР: 
 
 якщо на питання подані повні та чітко аргументовані відповіді, контрольна 
робота виконана охайно, з дотриманням основних правил оформлення, то 
виставляється 90-100% від максимальної кількості балів; 
 якщо методика виконання запропонованого завдання вірна, але допущені 
непринципові помилки у теоретичному описі або чисельних розрахунках, то 
виставляється 75-90% від максимальної кількості балів; 
 від 50% до 75% від максимальної кількості балів нараховується, якщо 
методика виконання завдання в основному вірна, але допущені деякі з 
наступних помилок: помилки у поданні вихідних даних, не обґрунтовані 
теоретичні рішення, є принципові помилки у чисельних розрахунках; 
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 менше  50% від максимальної кількості  балів нараховується, якщо завдання 
не виконане або студент припустився грубих помилок при його виконанні. 
 
Умови позитивної проміжної атестації 
 
Поточні індивідуальні рейтинги студентів періодично доводяться 
викладачем до студентів безпосередньо або через старосту групи.  
Поточна атестація студентів базується на поточній рейтинговій оцінці. 
Умовою позитивної атестації є значення поточного рейтингу студента не менше 
50% від максимально можливого на час атестації. 
Для отримання позитивної оцінки з першої проміжної атестації рейтинг 
студента повинен бути не менше, ніж 17 балів (за умови, що за 8 тижнів семестру 
згідно з календарним планом контрольних заходів студент може отримати 
максимум 34 бали). 
Для отримання позитивної оцінки з другої проміжної атестації рейтинг 
студента повинен бути не менше, ніж 38 балів (за умови, що за 14 тижнів 
семестру згідно з календарним планом контрольних заходів студент може 
отримати максимум 76 балів). 
 
Семестрова атестація (залік) 
 
Умови допуску студента до заліку: 
 виконання всіх обов’язкових видів робіт, передбачених робочою навчальною 
програмою; 
 студент отримує залік, якщо сума балів, набраних протягом семестру, не 
менша 60. 
 
Розрахунок шкали (R) рейтингу:   
Сума вагових балів контрольних заходів протягом семестру складає: 
R= rЛР +rМКР=76+24=100 балів 
Таким чином, рейтингова шкала з кредитного модуля складає 100 балів.  
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Необхідною умовою отримання заліку є стартовий рейтинг rС, що 
дорівнює 0,4*100=40 балів. 
Студенти, які набрали протягом семестру рейтинг з кредитного модуля 
0,4R≤rС<0,6R, зобов’язані виконувати залікову контрольну роботу (пройти 
співбесіду). 
Перелік питань, що виносяться на залік. 
1. Архітектура сучасних програмних засобів. Навести приклади системного 
програмного забезпечення. 
2. Архітектура сучасних програмних засобів. Навести приклади 
інструментального програмного забезпечення. 
3. Архітектура сучасних програмних засобів. Навести приклади прикладного 
програмного забезпечення. 
4. Визначення операційної системи. ОС як віртуальна машина. 
5. Визначення операційної системи. ОС як програма для керування ресурсами. 
6. Класифікація ОС залежно від особливостей алгоритмів керування 
процесором. 
7. Класифікація ОС залежно від особливостей апаратних платформ. 
8. Класифікація ОС залежно від областей використання. 
9. Структура мережних ОС. Підходи до побудови мережних ОС. 
10. ОС для однорангових мереж і для мереж з виділеним сервером. 
11. Визначення завдання (процесу). Основні функції підсистеми керування 
процесами. 
12. Стани процесу. Контекст і дескриптор процесу. 
13. Алгоритми планування процесів. Алгоритми, що витісняють, і що не 
витісняють. 
14. Основні функції підсистеми керування пам'яттю. Типи адрес. 
15. Класифікація методів керування пам'яттю. 
16. Розподіл пам'яті фіксованими розділами. 
17. Розподіл пам'яті динамічними розділами. 
18. Розподіл пам'яті переміщуваними розділами. 
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19. Поняття віртуальної пам'яті. 
20. Сегментний розподіл пам'яті. 
21. Сторінковий розподіл пам'яті. 
22. Свопінг. 
23. Принцип кешування даних. 
24. Фізична організація пристроїв введення/виведення. 
25. Основні принципи організації програмного забезпечення 
введення/виведення. 
 
Відповідність між рейтинговими оцінками, оцінками ECTS та 
традиційними наведена в таблиці. 
 










(відмінне виконання лише з незначною 
кількістю помилок) 
85–94 B Дуже добре 






(загалом вірне виконання з певною 
кількістю несуттєвих помилок) 
65–74 D Задовільно 











(з можливістю повторного складання) 
0–29 Не допущений F Незадовільно 
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