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We consider a general model of a heterogeneous polymer chain
fluctuating in the proximity of an interface between two selective sol-
vents. The heterogeneous character of the model comes from the fact
that the monomer units interact with the solvents and with the inter-
face according to some charges that they carry. The charges repeat
themselves along the chain in a periodic fashion. The main question
concerning this model is whether the polymer remains tightly close
to the interface, a phenomenon called localization, or whether there
is a marked preference for one of the two solvents, thus yielding a
delocalization phenomenon.
In this paper, we present an approach that yields sharp estimates
for the partition function of the model in all regimes (localized, delo-
calized and critical). This, in turn, makes possible a precise pathwise
description of the polymer measure, obtaining the full scaling limits
of the model. A key point is the closeness of the polymer measure to
suitable Markov renewal processes, Markov renewal theory being one
of the central mathematical tools of our analysis.
1. Introduction and main results.
1.1. Two motivating models. Let S := {Sn}n=0,1,... be a random walk,
S0 = 0 and Sn =
∑n
j=1Xj , with i.i.d. symmetric increments taking values in
{−1,0,+1}. Hence the law of the walk is identified by p := P(X1 = 1) =
P(X1 = −1) and we assume that p ∈ (0,1/2). The case p = 1/2 can be
treated in an analogous way, but requires some notational care because of the
periodicity of the walk. We also consider a sequence ω := {ωn}n∈N={1,2,...}
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of real numbers with the property that ωn = ωn+T for some T ∈ N and for
every n, denoting by T (ω) the minimal value of T .
Consider the following two families of modifications of the law of the walk,
both indexed by a parameter N ∈N:
Pinning and wetting models. For λ≥ 0, consider the probability measure
PN,ω defined by
dPN,ω
dP
(S)∝ exp
(
λ
N∑
n=1
ωn1{Sn=0}
)
.(1.1)
The walk receives a pinning reward, which may be negative or positive, each
time it visits the origin. By considering the directed walk viewpoint, that is,
{(n,Sn)}n, one may interpret this model in terms of a directed linear chain
receiving an energetic contribution when it touches an interface. The main
question is whether for large N the typical paths of PN,ω are attracted or
repelled by the interface.
There is an extensive literature on periodic pinning and wetting models,
the majority of which is restricted to the T = 2 case, for example, [13, 25];
see [15] for further discussion and references.
Copolymer near a selective interface. In much the same way, we intro-
duce
dPN,ω
dP
(S)∝ exp
(
λ
N∑
n=1
ωn sign(Sn)
)
,(1.2)
where if Sn = 0, we set sign(Sn) := sign(Sn−1)1{Sn−1 6=0}. This convention
for defining sign(0), to be kept throughout the paper, simply means that
sign(Sn) = +1,0,−1 according to whether the bond joining Sn−1 and Sn
lies above, on or below the x-axis.
Also in this case, we take a directed walk viewpoint and PN,ω then may
be interpreted as a polymeric chain in which the monomer units, the bonds
of the walk, are charged. An interface, the x-axis, separates two solvents, say
oil above and water below. Positively charged monomers are hydrophobic
and negatively charged ones are instead hydrophilic. In this case, one expects
competition between three possible scenarios: polymer preferring water, pre-
ferring oil or undecided between the two and choosing to fluctuate in the
proximity of the interface.
We select [23, 27] from the physical literature on periodic copolymers,
keeping in mind, however, plays that periodic copolymer modeling plays a
central role in applied chemistry and material science.
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1.2. A general model. We point out that the models presented in Section
1.1 are particular examples of the polymer measure with Hamiltonian
HN (S) =
∑
i=±1
N∑
n=1
ω(i)n 1{sign(Sn)=i} +
N∑
n=1
ω(0)n 1{Sn=0}
(1.3)
+
N∑
n=1
ω˜(0)n 1{sign(Sn)=0},
where ω(±1), ω(0) and ω˜(0) are periodic sequences of real numbers. Observe
that by our convention on sign(0), the last term provides an energetic contri-
bution (of pinning/depinning type) to the bonds lying on the interface. We
use the shorthand ω for the four periodic sequences appearing in (1.3) and
will use T = T (ω) to denote the smallest common period of the sequences.
We will refer to ω as to the charges of our system.
Besides being a natural model, generalizing and interpolating between
pinning and copolymer models, the general model we consider is one which
has been considered on several occasions (see, e.g., [28] and references therein).
Starting from the Hamiltonian (1.3), for a = c (constrained) or a = f
(free), we introduce the polymer measure PaN,ω on Z
N, defined by
dPaN,ω
dP
(S) =
exp(HN (S))
Z˜aN,ω
(1{a=f} + 1{a=c}1{SN=0}),(1.4)
where Z˜aN,ω :=E[exp(HN )(1{a=f}+1{a=c}1{SN=0})] is the partition function,
that is, the normalization constant. Observe that the polymer measure PaN,ω
is invariant under the joint transformation S→−S, ω(+1) → ω(−1), hence,
by symmetry, we may (and will) assume that
hω :=
1
T (ω)
T (ω)∑
n=1
(ω(+)n − ω(−)n )≥ 0.(1.5)
We also set S := Z/(TZ) and for β ∈ S, we equivalently write [n] = β or n ∈ β.
Notice that the charges ωn are functions of [n], so that we can write ω[n] :=
ωn.
1.3. The free energy viewpoint. The standard statistical mechanics ap-
proach naturally leads to a consideration of the free energy of the model,
that is, the limit as N →∞ of (1/N) log Z˜aN,ω. It is, however, practical to
observe that we can add to the Hamiltonian HN a term which is constant
with respect to S without changing the polymer measure. Namely, if we set
H′N (S) :=HN (S)−
N∑
n=1
ω(+1)n ,
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which amounts to sending ω
(+1)
n → 0, ω(−1)n → (ω(−1)n − ω(+1)n ) and ω˜(0)n →
(ω˜
(0)
n − ω(+1)n ), then we can write
dPaN,ω
dP
(S) =
exp(H′N (S))
ZaN,ω
(1{a=f} + 1{a=c}1{SN=0}),(1.6)
where ZaN,ω is a new partition function given by
ZaN,ω =E[exp(H′N )(1{a=f} + 1{a=c}1{SN=0})] = Z˜aN,ω · e−
∑N
n=1
ω
(+1)
n .(1.7)
At this point, we define the free energy:
fω := lim
N→∞
1
N
logZcN,ω.(1.8)
A proof of the existence of such a limit involves standard superadditive
arguments, as well as the fact that the superscript c could be changed to f
without changing the result (see, e.g., [15], but a complete proof, without
the use of super-additivity, is given below).
The principle that the free energy contains the crucial information on the
large N behavior of the system is certainly not violated in this context. In
order to clarify this point, let us first observe that fω ≥ 0 for every ω. This
follows by observing that the energetic contribution to the trajectories that
stay positive and come back to zero for the first time at epoch N is just
ω
(0)
N , hence, by (1.7),
1
N
logZcN,ω ≥
ω
(0)
N
N
+
1
N
logP(Sn > 0, n= 1, . . . ,N − 1, SN = 0)
(1.9)
N→∞−→ 0,
where we have simply used the fact that the distribution of the first return
to zero of S is subexponential [see (2.2) for a much sharper estimate]. This
suggests a natural dichotomy and, inspired by (1.9), we give the following
definition.
Definition 1.1. The polymer chain defined by (1.4) is said to be
• localized if fω > 0;
• delocalized if fω = 0.
A priori, one is certainly not totally convinced by such a definition. Local-
ization, as well as delocalization, should be given in terms of path properties
of the process: it is quite clear that the energy H′N (S) of trajectories S which
do not come back very often (i.e., not in a positively recurrent fashion) to
the interface will either be negative or o(N), but this is far from being a
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convincing statement of localization. An analogous observation can be made
for delocalized polymer chains.
Nonetheless, with a few exceptions, much of the literature focuses on free
energy estimates. For example, in [5], one can find the analysis of the free
energy of a subset of the class of models we are considering here, and in
Section 1.7 of the same work, it is argued that some (weak) path statements
of localization and delocalization can be extracted from the free energy. We
will return to a review of the existing literature after we have stated our
main results, but at this point, we anticipate that our program is going well
beyond free energy estimates.
One of the main results in [5] is a formula for fω, obtained via large de-
viations arguments. We will not give the precise expression now (the reader
can find it in Section 3.2 below), but we point out that this formula is proved
here using arguments that are more elementary and, at the same time, these
arguments yield much stronger estimates. More precisely, there exists a pos-
itive parameter δω , given explicitly and analyzed in detail in Section 2.1,
that determines the precise asymptotic behavior of the partition function
(the link between δω and fω will be immediately after the statement).
Theorem 1.2 (Sharp asymptotic estimates). Fix η ∈ S and consider the
asymptotic behavior of ZcN,ω as N →∞ along [N ] = η. Then:
(1) if δω < 1 then ZcN,ω ∼C<ω,η/N3/2;
(2) if δω = 1 then ZcN,ω ∼C=ω,η/N1/2;
(3) if δω > 1 then fω > 0 and Z
c
N,ω ∼C>ω,η exp(fωN),
where the quantities fω, C
>
ω,η, C
<
ω,η and C
=
ω,η are given explicitly in Section 3.
Of course, by aN ∼ bN we mean aN/bN → 1. We note that Theorem 1.2
implies the existence of the limit in (1.8) and that fω = 0 exactly when
δω ≤ 1, but we stress that in our arguments, we do not rely on (1.8) to
define fω . We also point out that analogous asymptotic estimates can be
obtained for the free partition function; see Proposition 3.2.
It is rather natural to think that from such precise estimates one can
extract detailed information on the limit behaviors of the system. This is
correct. Notably, we can consider:
(1) infinite volume limits, that is, weak limits of PaN,ω as a measure on R
N;
(2) scaling limits, that is, limits in law of the process S, suitably rescaled,
under PaN,ω.
Here, we will focus only on (2); the case (1) is considered in [7].
A word of explanation is in order concerning the fact that there appear
to be two types of delocalized polymer chains: those with δω = 1 and those
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with δω < 1. As we will see, these two cases exhibit substantially different
path behavior (even if both display distinctive features of delocalized paths,
notably a vanishing density of visits at the interface). As will be made clear,
in the case δω < 1, the system is strictly delocalized in the sense that a small
perturbation in the charges leaves δω < 1 (as a matter of fact, for charges
of a fixed period, the mapping ω 7→ δω is continuous), while δω is rather a
borderline, or critical, case.
1.4. The scaling limits. The main results of this paper concern the dif-
fusive rescaling of the polymer measure PaN,ω . More precisely, let us define
the map XN :RN 7→C([0,1]):
XNt (x) =
x⌊Nt⌋
σN1/2
+ (Nt− ⌊Nt⌋)x⌊Nt⌋+1 − x⌊Nt⌋
σN1/2
, t ∈ [0,1],
where ⌊·⌋ denotes the integer part of · and σ2 := 2p is the variance of X1
under the original random walk measure P. Notice that XNt (x) is nothing
but the linear interpolation of {x⌊Nt⌋/(σ
√
N)}t∈(NN)∩[0,1]. For a= f, c we set
QaN,ω :=P
a
N,ω ◦ (XN )−1.
Then QaN,ω is a measure on C([0,1]), the space of continuous real-valued
functions defined on the interval [0,1], and we want to study the behavior
as N →∞ of this sequence of measures.
We start by fixing notation for the following standard processes:
• the Brownian motion {Bτ}τ∈[0,1];
• the Brownian bridge {βτ}τ∈[0,1] between 0 and 0;
• the Brownian motion conditioned to stay nonnegative on [0,1] or, more
precisely, the Brownian meander {mτ}τ∈[0,1] (cf. [26]) and its modification
by a random flip {m(p)τ }τ∈[0,1], defined as m(p) = σm, where P(σ = 1) =
1− P(σ =−1) = p ∈ [0,1] and (m,σ) are independent;
• the Brownian bridge conditioned to stay nonnegative on [0,1] or, more
precisely, the normalized Brownian excursion {eτ}τ∈[0,1], also known as
the Bessel bridge of dimension 3 between 0 and 0; see [26]. For p ∈ [0,1],
{e(p)τ }τ∈[0,1] is the flipped excursion defined in analogy with m(p);
• the skew Brownian motion {B(p)τ }τ∈[0,1] and the skew Brownian bridge
{β(p)τ }τ∈[0,1] of parameter p (cf. [26]) the definitions of which are recalled
in Remark 1.5 below.
We introduce a final process, labeled by two parameters p, q ∈ [0,1]: con-
sider a random variable U 7→ [0,1] with the arcsine law P(U ≤ t) = 2π arcsin
√
t
and processes β(p),m(q) as defined above, with (U,β(p),m(q)) an independent
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triple. We then denote by {B(p,q)τ }τ∈[0,1] the process defined by
B(p,q)τ :=

√
Uβ
(p)
τ/U , if τ ≤U ,√
1−Um(q)(τ−U)/(1−U), if τ > U .
(1.10)
We then have the following theorem, which is the main result of this paper
(see Figure 1).
Theorem 1.3 (Scaling limits). For every η ∈ S, if N →∞ along [N ] = η,
then the sequence of measures {QaN,ω} on C([0,1]) converges weakly. More
precisely:
(1) for δω < 1 (strictly delocalized regime), QcN,ω converges to the law
of e(p
c
ω,η) and QfN,ω converges to the law of m
(pfω,η) for some parameters
paω,η ∈ [0,1], a= f, c;
(2) for δω = 1 (critical regime), QcN,ω converges to the law of β
(pω) and
QfN,ω converges to the law of B
(pω ,qω,η) for some parameters pω,qω,η ∈ [0,1];
(3) for δω > 1 (localized regime), QaN,ω converges, as N →∞, to the mea-
sure concentrated on the constant function taking the value zero (no need of
the restriction [N ] = η).
The exact values of the parameters paω,η , pω and qω,η are given in (5.5),
(5.7), (5.17) and (5.19). See also Remarks 5.3, 5.4, 5.7 and 5.8.
Remark 1.4. It is natural to wonder why the results for δω ≤ 1 may
depend on [N ] ∈ S. First, we stress that only in very particular cases is there
effectively a dependence on η and we characterize these instances precisely;
see Section 2.3. In particular, there is no dependence on [N ] for the two
motivating models (pinning and copolymer) described in Section 1.1 and,
more generally, if hω > 0. However, this dependence on the boundary con-
dition phenomenon is not a pathology, but rather a sign of the presence of
first-order phase transitions in this class of models. Nonetheless, the phe-
nomenon is somewhat surprising since the model is one-dimensional. This
issue, which is naturally clarified when dealing with the infinite volume limit
of the model, is treated in [7].
Remark 1.5 (Skew Brownian motion). We recall that B(p) (resp. β(p))
is a process such that |B(p)|= |B| (resp. |β(p)|= |β|) in distribution, but in
which the sign of each excursion is chosen to be +1 (resp. −1) with probabil-
ity p (resp. 1−p) instead of 1/2. Observe that for p= 1, we have B(1) = |B|,
β(1) = |β|, m(1) =m and e(1) = e in distribution. Moreover, B(1/2) =B and
β(1/2) = β in distribution. Notice also that the process B(p,q) differs from
the p-skew Brownian motion B(p) only for the last excursion in [0,1], whose
sign is +1 with probability q instead of p.
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Fig. 1. A schematic view of the scaling limits for the constrained endpoint case. While in
the localized regime (top image), on a large scale, the polymer cannot be distinguished from
the interface, in the strictly delocalized regime (bottom image) the visits to the interface
are few and are all close to the endpoints (the sign of the excursion is obtained by flipping
one biased coin). In between, there is the critical case: the zeros of the limiting process
coincide with the zeros of a Brownian bridge, as found for the homogeneous wetting case
[6, 9, 17], but this time, the signs of the excursions vary and they are chosen by flipping
independent biased coin. Of course, this suggests that the trajectories in the localized case
should be analyzed without rescaling (this is done in [7]).
1.5. Motivations and a survey of the literature. From an applied view-
point, the interest in periodic models of the type we consider appears to be
at least twofold:
(1) On one hand, periodic models are often (e.g., [13, 23]) motivated as
caricatures of the quenched disordered models, like those in which the
charges are a typical realization of a sequence of independent random
variables (e.g., [1, 4, 15, 28] and references therein). In this respect, pe-
riodic models may be viewed as weakly inhomogeneous, and the approx-
imation of strongly inhomogeneous quenched models by periodic ones,
in the limit of large period, gives rise to very interesting and challeng-
ing questions. We believe that if the precise description of the periodic
case that we have obtained in this work highlights the limitations of pe-
riodic modeling for strongly inhomogeneous systems (cf., in particular,
the anomalous decay of quenched partition functions along subsequences
pointed out in [16], Section 4 and our Theorem 1.2), it is at the same
time an essential step toward understanding the large period limit, and
A RENEWAL THEORY APPROACH TO PERIODIC POLYMER MODELS 9
the method we use in this paper may allow a generalization that yields
information on this limit.
(2) On the other hand, as mentioned above, periodic models are absolutely
natural and of direct relevance in applications, for example, when dealing
with molecularly engineered polymers; [24, 27] provide a sample of the
theoretical physics literature, but the applied literature is extremely
vast.
From a mathematical standpoint, our work may be viewed as a further
step in the direction of:
(a) extending to the periodic setting precise path estimates obtained for
homogeneous models;
(b) clarifying the link between the free energy characterization and the path
characterization of the different regimes.
With reference to (a), we point out the novelty with respect to the work on
homogeneous models [6, 9, 17, 23]. Although the basic role of renewal theory
techniques in obtaining the crucial estimates has already been emphasized
in [6, 9], we stress that the underlying key renewal processes that appear in
our inhomogeneous context are not standard renewals, but rather Markov
renewal processes (cf. [2]). Understanding the algebraic structure leading to
this type of renewal is one of the central points of our work; see Section 3.1.
We also point out that the Markov renewal processes appearing in the
critical regime have step distributions with infinite mean. Even for ordinary
renewal process, the exact asymptotic behavior of the Green function in the
infinite mean case has been a long-standing problem (cf. [14] and [20]) solved
only recently by Doney in [10]. The extension of this result to the framework
of Markov renewal theory (that we consider here in the case of a finite-
state modulating chain) presents some additional problems (see Remark 3.1
and Appendix A) and, to our knowledge, has not been considered in the
literature. In Section 5, we also give an extension to our Markov renewal
setting of the beautiful theory of convergence of regenerative sets developed
in [12].
A final observation is that, as in [6], the estimates we obtain here are
really sharp in all regimes and our method goes well beyond the case of
random walks with jumps ±1 and 0, to which we restrict our attention for
the sake of conciseness.
With reference to (b), we point out that in the models we consider, there
is a variety of delocalized path behaviors which are not captured by the free
energy. This is suggestive also in view of progressing in the understanding
of the delocalized phase in the quenched models [16].
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1.6. Outline of the paper. The remainder of the paper is organized as
follows.
• In Section 2, we define the basic parameter δω and analyze the dependence
of our results on the boundary condition [N ] = η.
• In Section 3, we clarify the connection with Markov renewal theory and
obtain the asymptotic behavior of ZcN,ω and Z
f
N,ω, proving Theorem 1.2.
• In Section 4, we present a basic splitting of the polymer measure into
zero level set and excursions and discuss the importance of the partition
function.
• In Section 5, we compute the scaling limits of PaN,ω , proving Theorem 1.3.
• Finally, the appendices contain the proofs of some technical results.
2. A closer look at the main results.
2.1. The order parameter δω. A remarkable feature of our results (see
Theorem 1.2 and Theorem 1.3) is the fact that the properties of the poly-
mer measure are essentially encoded in a single parameter δω that can be
regarded as the order parameter of our models. This subsection is devoted
to defining this parameter, but we first need some preliminary notation.
We start with the law of the first return to zero of the original walk:
τ1 := inf{n > 0 :Sn = 0}, K(n) :=P(τ1 = n).(2.1)
It is a classical result [11], Chapter XII.7 that
∃ lim
n→∞
n3/2K(n) =: cK ∈ (0,∞).(2.2)
The key observation is that by the T -periodicity of the charges ω and by
the definition (1.5) of hω , we can define an S× S matrix Σα,β by means of
the following relation:
n2∑
n=n1+1
(ω(−1)n − ω(+1)n ) =−(n2 − n1)hω +Σ[n1],[n2].(2.3)
We have thus decomposed the above sum into a drift term and a fluctuating
term, where the latter has the remarkable property of depending on n1
and n2 only through their equivalence classes [n1] and [n2] in S. We can now
define three basic objects:
• for α,β ∈ S and ℓ ∈N, we set
Φωα,β(ℓ) :=

ω
(0)
β + (ω˜
(0)
β − ω(+1)β ),
if ℓ= 1, ℓ ∈ β −α,
ω
(0)
β + log[
1
2(1 + exp(−ℓhω +Σα,β))],
if ℓ > 1, ℓ ∈ β −α,
0, otherwise;
(2.4)
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• for x ∈N, we introduce the S× S matrix Mωα,β(x) defined by
Mωα,β(x) := e
Φω
α,β
(x)K(x)1(x∈β−α);(2.5)
• summing the entries of Mω over x, we obtain an S× S matrix that we
call Bω:
Bωα,β :=
∑
x∈N
Mωα,β(x).(2.6)
The meaning of these quantities will become clear in the next subsection.
For now we stress that they are explicit functions of the charges ω and of
the law of the underlying random walk (to ease notation, the ω-dependence
of these quantities will often be dropped).
Observe that Bα,β is a finite-dimensional matrix with positive entries,
hence the Perron–Frobenius theorem (see, e.g., [2]) implies that Bα,β has
a unique real positive eigenvalue (called the Perron–Frobenius eigenvalue)
with the property that it is a simple root of the characteristic polynomial
and that it coincides with the spectral radius of the matrix. This is exactly
our order parameter:
δω := Perron–Frobenius eigenvalue of Bω.(2.7)
2.2. A random walk excursions viewpoint. In this subsection, we are go-
ing to see that the quantities defined in (2.4) and (2.5) emerge in a natural
way from the algebraic structure of the constrained partition function ZcN,ω.
Let us reconsider our Hamiltonian (1.3): its specificity is due to the fact that
it can be decomposed in an efficient way by considering the return times to
the origin of S. More precisely, we define
τ0 = 0, τj+1 = inf{n > τj :Sn = 0}
for j ∈N and we set ιN = sup{k : τk ≤N}. We also set Tj = τj − τj−1 and of
course {Tj}j=1,2,... is, under P, an i.i.d. sequence. By conditioning on τ and
integrating on the up–down symmetry of the random walk excursions, one
easily obtains the following expression for the constrained partition function:
ZcN,ω =E
[
ιN∏
j=1
exp(Φω[τj−1],[τj](τj − τj−1)); τιN =N
]
(2.8)
=
N∑
k=1
∑
t0,...,tk∈N
0=:t0<t1<···<tk :=N
k∏
j=1
Mω[tj−1],[tj ](tj − tj−1)
where we have used the quantities introduced in (2.4) and (2.5). This formula
shows in particular that the partition function ZcN,ω is a function of the
entries of Mω.
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We stress that the algebraic form of (2.8) is of crucial importance. It will
be analyzed in detail and exploited in Section 3 and will be the key to the
proof of Theorem 1.2.
2.3. The regime ω ∈ P. In this subsection, we look more closely at the
dependence of our main result (Theorem 1.3) on the boundary condition
[N ] = η. It is convenient to introduce the subset P of charges defined by
P := {ω : δω ≤ 1, hω = 0,∃α,β :Σα,β 6= 0},(2.9)
where we recall that hω and Σα,β have been defined respectively in (1.5)
and (2.3).
The basic observation is that if ω /∈ P , the constants pcω,η , pfω,η , pω and
qω,η actually have no dependence on η and all take the same value, namely
1 if hω > 0 and 1/2 if hω = 0 (see Remarks 5.3, 5.4, 5.7 and 5.8). The results
in Theorem 1.3 for δω ≤ 1 may then be strengthened in the following way:
Proposition 2.1. If ω /∈ P, then the sequence of measures {QaN,ω} on
C([0,1]) converges weakly as N →∞. In particular, setting pω := 1 if hω > 0
and pω :=
1
2 if hω = 0:
(1) for δω < 1 (strictly delocalized regime), QfN,ω converges to the law of
m(pω) and QcN,ω converges to the law of e
(pω);
(2) for δω = 1 (critical regime), QfN,ω converges to the law of B
(pω) and
QcN,ω converges to the law of β
(pω).
This stronger form of the scaling limits holds, in particular, for the two
motivating models of Section 1.1, the pinning and the copolymer models,
for which ω never belongs to P . This is clear for the pinning case, where,
by definition, Σ ≡ 0, while the copolymer model with hω = 0 always has
δω > 1, as we will prove in Appendix B. However, we stress that there do
exist charges ω (necessarily belonging to P) for which there is indeed a
dependence on [N ] = η in the delocalized and critical scaling limits. This
interesting phenomenon may be understood in statistical mechanics terms
and is analyzed in detail in [7].
3. Sharp asymptotic behavior for the partition function. In this section,
we are going to derive the precise asymptotic behavior of ZcN,ω and Z
f
N,ω,
in particular, proving Theorem 1.2. The key observation is that the study
of the partition function for the models we are considering can be seen as
part of the framework of the theory of Markov renewal processes; see [2],
Chapter VII.4.
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3.1. A link with Markov renewal theory. The starting point of our analy-
sis is equation (2.8). Let us call a function N×S×S∋ (x,α,β) 7→ Fα,β(x)≥ 0
a kernel. For fixed x∈N, F
·,·(x) is an S×S matrix with nonnegative entries.
Given two kernels F and G, we define their convolution F ∗G as the kernel
defined by
(F ∗G)α,β(x) :=
∑
y∈N
∑
γ∈S
Fα,γ(y)Gγ,β(x−y) =
∑
y∈N
[F (y) ·G(x−y)]α,β ,(3.1)
where · denotes matrix product. Then, since, by construction, Mα,β(x) = 0
if [x] 6= β − α, we can write (2.8) in the following way:
ZcN,ω =
N∑
k=1
∑
t1,...,tk∈N
0<t1<···<tk:=N
[M(t1) · . . . ·M(N − tk−1)]0,[N ]
(3.2)
=
∞∑
k=1
[M∗k][0],[N ](N),
where F ∗n denotes the n-fold convolution of a kernel F with itself (the
n= 0 case is, by definition, [F ∗0]α,β(x) := 1(β=α)1(x=0)). In view of (3.2), we
introduce the kernel
Zα,β(n) :=
∞∑
k=1
[M∗k]α,β(n)(3.3)
so that ZcN,ω = Z[0],[N ](N) and, more generally, ZcN−k,θkω =Z[k],[N ](N − k),
k ≤N , where we have introduced the shift operator for k ∈N,
θk :R
S 7→RS, (θkζ)β := ζ[k]+β, β ∈ S.
Our goal is to determine the asymptotic behavior as N →∞ of the kernel
Zα,β(N) and hence of the partition function ZcN,ω. To this end, we introduce
an important transformation of the kernel M that exploits the algebraic
structure of (3.3): we suppose that δω ≥ 1 (the case δω < 1 requires a different
procedure) and set for b≥ 0 (cf. [2], Theorem 4.6)
Abα,β(x) :=Mα,β(x)e
−bx.
Let us denote by ∆(b) the Perron–Frobenius eigenvalue of the matrix∑
xA
b
α,β(x). As the entries of this matrix are analytic and nonincreasing
functions of b, ∆(b) is analytic and nonincreasing too, hence strictly decreas-
ing, because ∆(0) = δω ≥ 1 and ∆(∞) = 0. Therefore, there exists a single
value fω ≥ 0 such that ∆(fω) = 1 and we denote by {ζα}α, {ξα}α the Perron–
Frobenius left and right eigenvectors of
∑
xA
fω
α,β(x), chosen to have (strictly)
positive components and normalized in such a way that
∑
α ζαξα = 1 (the
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remaining degree of freedom in the normalization is immaterial). We then
set
Γα,β(x) :=Mα,β(x)e
−fωx ξβ
ξα
(3.4)
and observe that we can rewrite (3.2) as
Zα,β(n) = exp(Fωn)ξα
ξβ
Uα,β(n) where Uα,β(n) :=
∞∑
k=1
[Γ∗k]α,β(n).(3.5)
The kernel Uα,β(n) has a basic probabilistic interpretation that we now
describe. Notice first that by construction, we have
∑
β,x Γα,β(x) = 1, that
is, Γ is a semi-Markov kernel (cf. [2]). We can then define a Markov chain
{(Jk, Tk)} on S×N by
P[(Jk+1, Tk+1) = (β,x)|(Jk , Tk) = (α,y)] = Γα,β(x)(3.6)
and we denote by Pα the law of {(Jk, Tk)} with starting point J0 = α (the
value of T0 plays no role). The probabilistic meaning of Uα,β(x) is then given
by
Uα,β(n) =
∞∑
k=1
Pα(T1 + · · ·+ Tk = n,Jk = β).(3.7)
We point out that the process {τk}k≥0 defined by τ0 := 0 and τk := T1+ · · ·+
Tk under the law Pα is what is called a (discrete) Markov renewal process (cf.
[2]). This provides a generalization of classical renewal processes since the
increments {Tk} are not i.i.d. but rather are governed by the process {Jk}
in the way prescribed by (3.6). The process {Jk} is called the modulating
chain and it is indeed a genuine Markov chain on S, with transition kernel∑
x∈NΓα,β(x), while in general, the process {Tk} is not a Markov chain. One
can view τ = {τn} as a (random) subset of N. More generally, it is convenient
to introduce the subset
τβ :=
⋃
k≥0:Jk=β
{τk}, β ∈ S,(3.8)
so that equation (3.7) can be rewritten as
Uα,β(n) = Pα(n ∈ τβ).(3.9)
This shows that the kernel Uα,β(n) is really an extension of the Green func-
tion of a classical renewal process. In analogy with the classical case, the
asymptotic behavior of Uα,β(n) is sharply linked to the asymptotic behavior
of the kernel Γ, that is, of M . To this end, we notice that our setting is a
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heavy-tailed one. More precisely, for every α,β ∈ S, by (2.2), (2.5) and (2.4),
we have
lim
x→∞
[x]=β−α
x3/2Mα,β(x)
(3.10)
= Lα,β :=
 cK
1
2 (1 + exp(Σα,β)) exp(ω
(0)
β ), if hω = 0,
cK
1
2 exp(ω
(0)
β ), if hω > 0.
The rest of this section is devoted to determining the asymptotic behavior
of Uα,β(n) and hence of Zα,β(n), in particular, proving Theorem 1.2. For
convenience, we consider the three regimes separately.
3.2. The localized regime (δω > 1). If δω > 1 then necessarily fω > 0.
Notice that
∑
x Γα,β(x)> 0, so that in particular the modulating chain {Jk}
is irreducible. The unique invariant measure {να}α is easily seen to be equal
to {ζαξα}α.
Let us compute the mean µ of the semi-Markov kernel Γ:
µ :=
∑
α,β∈S
∑
x∈N
xναΓα,β(x) =
∑
α,β∈S
∑
x∈N
xe−fωxζαMα,β(x)ξβ
=−∂∆
∂b
∣∣∣∣
b=fω
∈ (0,∞)
(for the last equality, see, e.g., [5], Lemma 2.1). We can then apply the
Markov renewal theorem (cf. [2], Theorem VII.4.3) which in our periodic
setting gives
∃ lim
x→∞
[x]=β−α
Uα,β(x) = T
νβ
µ
.(3.11)
By (3.5), we then obtain the desired asymptotic behavior:
Zα,β(x)∼ ξαζβ T
µ
exp(fωx), x→∞, [x] = β −α,(3.12)
and for α = [0] and β = η, we have proven part (3) of Theorem 1.2, with
C>ω,η = ξ0ζηT/µ.
3.3. The critical case (δω = 1). In this case, fω = 0 and equation (3.4)
reduces to
Γα,β(x) =Mα,β(x)
ξβ
ξα
.(3.13)
The random set τβ introduced in (3.8) can be written as the union τβ =⋃
k≥0{τβk }, where the points {τβk }k≥0 are taken in increasing order, and we
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set T βk := τ
β
k+1 − τβk for k ≥ 0. Notice that the increments {T βk } correspond
to sums of the variables {Ti} between the visits of the chain {Jk} to the
state β: for instance, we have
T β1 = Tκ+1 + · · ·+ Tℓ,
κ := inf{k ≥ 0 :Jk = β}, ℓ := inf{k > κ :Jk = β}.
Equation (3.6) then yields that {T βk }k≥0 is an independent sequence un-
der Pα and that for k ≥ 1, the variables T βk have the same distribution
qβ(n) := Pα(T
β
1 = n) that does not depend on α. In general, the variable T
β
0
has a different law, q(α;β)(n) := Pα(T
β
0 = n).
These considerations yield the following crucial observation: for fixed α
and β, the process {τβk }k≥0 under Pα is a (delayed) classical renewal process,
with typical step distribution qβ(·) and initial step distribution q(α;β)(·). By
(3.9), Uα,β(n) is nothing but the Green function (or renewal mass function)
of this process; more explicitly, we can write
Uα,β(x) =
(
q(α;β) ∗
∞∑
n=0
(qβ)∗n
)
(x).(3.14)
Of course, q(α;β) plays no role in the asymptotic behavior of Uα,β(x). The key
point is rather the precise asymptotic behavior of qβ(x) as x→∞, x ∈ [0],
which is given by
qβ(x)∼ cβ
x3/2
where cβ :=
1
ζβξβ
∑
α,γ
ζαLα,γξγ > 0,(3.15)
as is proved in detail in Appendix A. The asymptotic behavior of (3.14) then
follows by a result of Doney (cf. [10], Theorem B):
Uα,β(x)∼ T
2
2πcβ
1√
x
, x→∞, [x] = β − α(3.16)
(the factor T 2 is due to our periodic setting). Combining equations (3.5),
(3.15) and (3.16), we finally get the asymptotic behavior of Zα,β(x):
Zα,β(x)∼ T
2
2π
ξαζβ∑
γ,γ′ ζγLγ,γ′ξγ′
1√
x
, x→∞, [x] = β −α.(3.17)
Taking α= [0] and β = η, we have the proof of part (2) of Theorem 1.2.
Remark 3.1. We point out that formula (3.15) is quite nontrivial. First,
the asymptotic behavior x−3/2 of the law of the variables T β1 is the same as
that of the Ti, although T
β
1 is the sum of a random number of the nonin-
dependent variables (Ti). Second, the computation of the prefactor cβ is by
no means an obvious task (we stress that the precise value of cβ is crucial
in the proof of Proposition 5.5 below).
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3.4. The strictly delocalized case (δω < 1). We prove that the asymptotic
behavior of Zα,β(x) when δω < 1 is given by
Zα,β(x)∼ ([(1−B)−1L(1−B)−1]α,β) 1
x3/2
,
(3.18)
x→∞, [x] = β −α,
where the matrices L and B have been defined in (3.10) and (2.6). In par-
ticular, taking α = [0] and β = η, (3.18) proves part (1) of Theorem 1.2
with
C<ω,η := [(1−B)−1L(1−B)−1]0,η.
To start with, it is easily checked by induction that for every n ∈N,∑
x∈N
[M∗n]α,β(x) = [B
n]α,β.(3.19)
Next, we claim that, by (3.10), for every α,β ∈ S,
∃ lim
x→∞
[x]=β−α
x3/2[M∗k]α,β(x) =
k−1∑
i=0
[Bi ·L ·B(k−1)−i]α,β .(3.20)
We proceed by induction on k. The k = 1 case is just equation (3.10) and
we have that
M∗(n+1)(x) =
x/2∑
y=1
(M(y) ·M∗n(x− y) +M(x− y) ·M∗n(y))
(strictly speaking this formula is true only when x is even, however the odd x
case is analogous). By the induction hypothesis, equation (3.20) holds for
every k ≤ n and, in particular, this implies that {x3/2[M∗k]α,β(x)}x∈N is
a bounded sequence. Therefore, we can apply the dominated convergence
theorem and using (3.19), we get
∃ lim
x→∞
[x]=β−α
x3/2[M∗(n+1)]α,β(x)
=
∑
γ
(
Bα,γ
n−1∑
i=0
[Bi ·L ·B(n−1)−i]γ,β +Lα,γ [B∗n]γ,β
)
=
n∑
i=0
[Bi ·L ·Bn−i]α,β .
Our purpose is to apply the asymptotic result (3.20) to the terms of (3.5)
and we need a bound to apply the dominated convergence theorem. We are
going to show that
x3/2[M∗k]α,β(x)≤Ck3[Bk]α,β(3.21)
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for some positive constant C and for all α,β ∈ S and x,k ∈ N. We again
proceed by induction: for the k = 1 case, thanks to (3.10), it is possible to
find C such that (3.21) holds (this fixes C once and for all). Now, assuming
that (3.21) holds for all k < n, we show that it also does for k = n (we
suppose, for simplicity, that n= 2m is even, the odd n case being analogous).
We then have (also assuming that x is even, for simplicity)
x3/2[M∗2m]α,β(x)
= 2
x/2∑
y=1
∑
γ∈S
[M∗m]α,γ(y)x
3/2[M∗m]γ,β(x− y)
≤ 2 · 23/2Cm3
x/2∑
y=1
∑
γ∈S
[M∗m]α,γ(y)[B
m]γ,β ≤C(2m)3[B2m]α,β,
where we have applied (3.19), and (3.21) is proved.
The r.h.s. of (3.21) is summable in k because the matrix B has spectral
radius δω < 1. We can thus apply the dominated convergence theorem to
(3.5) using (3.20) and we obtain (3.18) by
lim
x→∞
[x]=β−α
x3/2Zα,β(x) =
∞∑
k=1
k−1∑
i=0
[Bi ·L ·B(k−1)−i]α,β
= [(1−B)−1 ·L · (1−B)−1]α,β.
This concludes the proof of Theorem 1.3.
3.5. The free partition function. We now want to compute the asymp-
totic behavior of the free partition function. In particular, we have the fol-
lowing:
Proposition 3.2 (Sharp asymptotic estimates, free case). As N →∞,
[N ] = η, we have:
(1) for δω < 1 (strictly delocalized regime), Z fN,ω ∼C<,fω,η/N1/2;
(2) for δω = 1 (critical regime), Z fN,ω ∼C=,fω,η ;
(3) for δω > 1 (localized regime), Z fN,ω ∼C>,fω,η exp(fωN),
where C>,fω,η , C
<,f
ω,η and C
=,f
ω,η are explicit positive constants, depending on ω
and η.
Proof. Conditioning on the last zero of S before epoch N , we have the
useful formula
Z fN,ω =
N∑
t=0
Zct,ωP (N − t) exp(Φ˜[t],[N ](N − t)),(3.22)
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where P (n) :=P(τ1 > n) =
∑∞
k=n+1K(k) and
Φ˜α,β(ℓ) := log[
1
2(1 + exp(−ℓhω +Σα,β))]1(ℓ>1)1(ℓ∈β−α),(3.23)
which differs from Φ in not having the terms of interaction with the interface
[cf. (2.4)].
Since the asymptotic behavior of P (ℓ) exp(Φ˜α,β(ℓ)) will be also needed,
we set
L˜α,β := lim
ℓ→∞,ℓ∈β−α
√
ℓP (ℓ)eΦ˜α,β (ℓ)
(3.24)
=
{
cK(1 + exp(Σα,β)), if hω = 0,
cK , if hω > 0,
as it follows easily from (3.23) and from the fact that P (ℓ)∼ 2cK/
√
ℓ as ℓ→
∞. For the rest of the proof, we consider the different regimes separately.
The strictly delocalized case. Notice that
N1/2Z fN−k,θkω =
N−k∑
t=0
Z[k],[t+k](t)N1/2P (N − k− t) exp(Φ˜[t+k],[N ](N − k− t)).
By (3.24), we then obtain
∃ lim
N→∞
N∈η
N1/2Z fN−k,θkω =
∞∑
t=0
Z[k],[t+k](t)L˜[t+k],η = [(1−B)−1L˜][k],η(3.25)
since
∞∑
t=0
Zα,γ(t) =
∞∑
t=0
∞∑
k=0
M∗kα,γ(t) =
∞∑
k=0
B∗kα,γ = [(I −B)−1]α,γ .(3.26)
The critical case. For N ∈ η and k ≤N ,
Z fN−k,θkω =
∑
γ
N−k∑
t=0
Z[k],γ(t)P (N − k− t) exp(Φ˜γ,η(N − k− t)).
By the previous results and using (3.24), we obtain that for every k ∈N,
∃ lim
N→∞,N∈η
Z fN−k,θkω = ξ[k]
T
2π
〈ζ, L˜
·,η〉
〈ζ,Lξ〉
∫ 1
0
dt
t1/2(1− t)1/2
(3.27)
= ξ[k]
T
2
〈ζ, L˜
·,η〉
〈ζ,Lξ〉 ,
where we denote the canonical scalar product in RS by 〈·, ·〉:
〈ϕ,ψ〉 :=
∑
α∈S
ϕαψα, ϕ,ψ ∈RS.
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The localized case. By (3.22),
e−fωNZ fN−k,θkω
= e−fωN
N−k∑
t=0
Z[k],[N−t](N − k− t)P (t) exp(Φ˜[N−t],[N ](t))
= e−fωk
∑
γ∈S
N−k∑
t=0
e−fωtP (t)[exp(Φ˜γ,[N ](t))e
−fω(N−k−t)Z[k],γ(N − k− t)].
Since, by (3.12), the expression in brackets converges as N →∞ and N ∈
[t] + γ, we obtain
∃ lim
N→∞
N∈η
e−fωNZ fN−k,θkω = ξ[k]e
−fωk
(
T
µ
∑
γ∈S
∞∑
t=0
e−fωtP (t) exp(Φ˜γ,η(t))ζγ
)
.
Observe that the term in parentheses is just a function of η. 
4. A preliminary analysis of the polymer measure. In this section, we
give some preliminary material which will be used in Section 5 for the proof
of the scaling limits of our models. We are going to show that the core of
the polymer measure is encoded in its zero level set and that the law of
the latter is expressible in terms of the partition function. This explains the
crucial importance of the partition function for the study of PaN,ω.
We start by giving a very useful decomposition of PaN,ω . The intuitive
idea is that a path (Sn)n≤N can be split into two main ingredients:
• the family (τk)k=0,1,... of returns to zero of S (defined in Section 2.2);
• the family of excursions from zero (Si+τk−1 : 0≤ i≤ τk − τk−1)k=1,2,....
Moreover, since each excursion can be either positive or negative, it is also
useful to separately consider the signs of the excursions σk := sign(Sτk−1+1)
and the absolute values (ek(i) := |Si+τk−1 | : i= 0, . . . , τk−τk−1). Observe that
these are trivial for an excursion with length 1: in fact, if τk = τk−1+1, then
σk = 0 and ek(0) = ek(1) = 0.
Let us first consider the returns (τk)k≤ιN under P
a
N,ω, where we recall the
definition ιN = sup{k : τk ≤N}. The law of this process can be viewed as a
probability measure paN,ω on the class of subsets of {1, . . . ,N}: indeed, for
A⊆ {1, . . . ,N}, writing
A= {t1, . . . , t|A|}, 0 =: t0 < t1 < · · ·< t|A| ≤N,(4.1)
we can set
paN,ω(A) :=P
a
N,ω(τi = ti, i≤ ιN ).(4.2)
From the definition (1.6) of PaN,ω and from the strong Markov property of
P, we then have the following basic lemma:
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Lemma 4.1. With the notation of (4.1), for A ⊆ {1, . . . ,N} if a = c,
then pcN,ω(A) 6= 0 if and only if t|A| =N and, in this case,
pcN,ω(A) =
1
ZcN,ω
|A|∏
i=1
M[ti−1],[ti](ti − ti−1),(4.3)
while for a= f,
pfN,ω(A) =
1
Z fN,ω
[ |A|∏
i=1
M[ti−1],[ti](ti − ti−1)
]
(4.4)
× P (N − t|A|) exp(Φ˜[t|A|],[N ](N − t|A|)).
Thus the law of the zero level set is explicitly given in terms of the kernel
Mα,β(n) and the partition function Z
a
N,ω. The following two lemmas [that
again follow from definition (1.6)] show that, conditionally on the zero level
set, the signs are independent and the excursions are just the excursions of
the unperturbed random walk S under P. This shows that the zero level set
is indeed the core of the polymer measure PaN,ω .
Lemma 4.2. Conditionally on {ιN , (τj)j≤ιN }, under PaN,ω, the signs
(σk)k≤ιN+1 form an independent family. For k ≤ ιN , the conditional law
of σk is specified as follows:
• if τk = 1+ τk−1, then σk = 0;
• if τk > 1 + τk−1, then σk can take the two values ±1, with
P
a
N,ω(σk =+1|ιN , (τj)j≤ιN ) =
1
1+ exp{−(τk − τk−1)hω +Σ[τk−1],[τk]}
.(4.5)
For a= f, when τιN <N , there is a last incomplete excursion in the inter-
val {0, . . . ,N}, whose sign σιN+1 is also specified by (4.5), provided we set
τιN+1 :=N .
Lemma 4.3. Conditionally on {ιN , (τj)j≤ιN , (σj)j≤ιN+1}, the excursions
(ek(·))k≤ιN+1 form an independent family under PaN,ω. For k ≤ ιN , the
conditional law of ek(·) on the event {τk−1 = ℓ0, τk = ℓ1} is specified for
f = (fi)i=0,...,ℓ1−ℓ0 by
P
a
N,ω(ek(·) = f |ιN , (τj)j≤ιN , (σj)j≤ιN+1)
=P(Si = fi : i= 0, . . . , ℓ1 − ℓ0|Si > 0 : i= 1, . . . , ℓ1 − ℓ0 − 1,(4.6)
Sℓ1−ℓ0 = 0).
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For a= f, when τιN <N , the conditional law on the event {τιN = ℓ < N} of
the last incomplete excursion eιN+1(·) is specified for f = (fi)i=0,...,N−ℓ by
P
a
N,ω(eιN+1(·) = f |ιN , (τj)j≤ιN , (σj)j≤ιN+1)
(4.7)
=P(Si = fi : i= 0, . . . ,N − ℓ|Si > 0 : i= 1, . . . ,N − ℓ).
We stress that Lemmas 4.1, 4.2 and 4.3 fully characterize the polymer
measure PaN,ω . It is worth stressing that, conditionally on (τk)k∈N, the joint
distribution of (σj , ej)j≤ιN does not depend on N . In this sense, all the N -
dependence is contained in the law paN,ω of the zero level set. This fact will
be exploited in the next section.
5. Proof of Theorem 1.3 and Proposition 2.1. In this section, we show
that the measures PaN,ω converge under Brownian rescaling, proving The-
orem 1.3 and Proposition 2.1. The results and proofs closely follow those
of [9] and we shall refer to this paper for several technical lemmas; for the
tightness of (QaN,ω)N∈N in C([0,1]), we refer to [8].
Lemma 5.1. For any ω and a = c, f, the sequence (QaN,ω)N∈N is tight
in C([0,1]).
Hereafter, we separately consider the three regimes δω > 1, δω < 1 and
δω = 1.
5.1. The localized regime (δω > 1). We prove point (3) of Theorem 1.3.
By Lemma 5.1, it is enough to prove that PaN,ω(|XNt |> ε)→ 0 for all ε > 0
and t ∈ [0,1] and one can obtain this estimate explicitly. We point out,
however, that in this regime, one can avoid using the compactness lemma
and can obtain a stronger result by elementary means: observe that for any
k,n ∈N such that n > 1 and k+ n≤N , we have
P
a
N,ω(Sk = Sk+n = 0, Sk+i 6= 0 for i= 1, . . . , n− 1)
(5.1)
≤ 1/2(1 + exp(
∑n
i=1(ω
(−1)
k+i − ω(+1)k+i )))
Zcn,θkω
=: K̂k(n),
and that this holds both for a = c and a = f. Inequality (5.1) is obtained
by using the Markov property of S both in the numerator and the de-
nominator of the expression (1.6) defining PaN,ω(·) after having bounded
ZaN,ω from below by inserting the event Sk = Sk+n = 0. Of course,
limn→∞(1/n) log K̂k(n) =−fω uniformly in k [notice that K̂k+T (n) = K̂k(n)].
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Therefore, if we fix ε > 0, by the union bound, we obtain (recalling that {τj}j
and ιN were defined in Section 2.2), for some c > 0,
P
a
N,ω
(
max
j=1,2,...,ιN
τj − τj−1 > (1 + ε) logN/fω
)
≤
∑
k≤N−(1+ε) logN/fω
∑
n>(1+ε) logN/fω
K̂k(n)
≤N
∑
n>(1+ε) logN/fω
max
k=0,...,T−1
K̂k(n)
≤ c
N ε
.
Let us start with the constrained case. Notice that PcN,ω(dS)-a.s. we have
τιN =N and hence maxj≤ιN τj−τj−1 ≥maxn=1,...,N |Sn|, since |Sn+1−Sn| ≤
1. We then immediately obtain that for any C > 1/fω,
lim
N→∞
P
c
N,ω
(
max
n=1,...,N
|Sn|>C logN
)
= 0,(5.2)
which is, of course, a much stronger statement than the scaling limit of point
(3) of Theorem 1.3. If we instead consider the measure PfN,ω , the length of
the last excursion must also be taken into account; however, an argument
very close to the one used in (5.1) also yields that the last excursion is
exponentially bounded (with the same exponent) and the proof of point (3)
of Theorem 1.3 is complete.
5.2. The strictly delocalized regime (δω < 1). We prove point (1) of The-
orem 1.3 and Proposition 2.1. We set, for t ∈ {1, . . . ,N},
Dt := inf{k = 1, . . . ,N :k > t,Sk = 0},
Gt := sup{k = 1, . . . ,N :k ≤ t, Sk = 0}.
The following result shows that in the strictly delocalized regime, as N →∞,
the visits to zero under PaN,ω tend to be very few and concentrated at a finite
distance from the origin if a= f and from 0 or N if a= c.
Lemma 5.2. If δω < 1, there exists a constant C > 0 such that for all
L> 0,
lim sup
N→∞
[PfN,ω(GN ≥ L) +PcN,ω(GN/2 ≥L) +PcN,ω(DN/2 ≤N −L)]
≤CL−1/2.
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Proof. We consider, for example, PcN,ω(GN/2 ≥ L). Using Lemma 4.1
to compute this probability, recalling definition (3.5) of the kernel Zα,β(n)
and using (3.18), we obtain
P
c
N,ω(GN/2 ≥ L) =
⌊N/2⌋∑
x=L
Z0,[x](x)
N∑
z=⌊N/2⌋+1
M[x],[z](z − x)Z[z],[N ](N − z)
Z0,[N ](N)
≤ C1N3/2
⌊N/2⌋∑
x=L
x−3/2
N∑
z=⌊N/2⌋+1
(z − x)−3/2(N + 1− z)−3/2
≤ C2L−1/2
for some positive constants C1 and C2, and the proof is complete. 
The signs. Since the zeros are concentrated near the boundary, to com-
plete the proof it is enough to argue as in the proof of Theorem 9 in [9].
More precisely, by Lemma 5.2, for large N , the typical paths of PaN,ω are
essentially made up of one big excursion whose absolute value converges in
law to the Brownian excursion {et}t∈[0,1] for a= c and to the Brownian me-
ander {mt}t∈[0,1] for a= f by standard invariance principles (cf. [18] and [3]).
Therefore, to complete the proof, we only have to show the existence the
limit (as N →∞ along [N ] = η) of the probability that the process (away
from {0,1}) lives in the upper half-plane. In the general case, we have dif-
ferent limits, depending on the sequence [N ] = η and on a = f, c, while if
ω /∈ P , all such limits coincide.
We start with the constrained case. Given Lemma 5.2, it is sufficient to
show that
∃ lim
N→∞
N∈η
P
c
N,ω(SN/2 > 0) =: p
c
ω,η.(5.3)
Formula (5.3) follows from the fact that
P
c
N,ω(SN/2 > 0)
=
∑
α,β∈S
∑
x<N/2
∑
y>N/2
Z0,α(x)ρ+α,β(y − x)Mα,β(y − x)Zβ,[N ](N − y)
Z0,[N ](N)
,
where for all z ∈N and α,β ∈ S, we set
ρ+α,β(z) :=
1
1 + exp(−zhω +Σα,β) ;(5.4)
see (4.5). By the dominated convergence theorem and by (3.10) and (3.26),
we get
∃ lim
N→∞
N∈η
N3/2
∑
x<N/2
∑
y>N/2
Z0,α(x)ρ+α,β(y− x)Mα,β(y − x)Zβ,η(N − y)
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= [(1−B)−1]0,αcK 12 exp(ω
(0)
β )[(1−B)−1]β,η.
By (3.18), it then follows that (5.3) holds true with
pcω,η :=
∑
α,β[(1−B)−1]0,αcK(1/2) exp(ω(0)β )[(1−B)−1]β,η
[(1−B)−1L(1−B)−1]0,η .(5.5)
Remark 5.3. Observe that by (3.10):
• if hω > 0, then in (5.5), the denominator is equal to the numerator, so
that pcω,η = 1 for all η;
• if hω = 0 and Σ≡ 0, then in (5.5), the denominator is equal to twice the
numerator, so that pcω,η = 1/2 for all η;
• in the remaining case, that is, if ω ∈ P , then in general, pcω,η depends on η.
Let us now consider the free case. This time, it is sufficient to show that
∃ lim
N→∞
N∈η
P
f
N,ω(SN > 0) =: p
f
ω,η.(5.6)
However, we can write
P
f
N,ω(SN > 0) =
∑
α
∑
x<N
Z0,α(x) · (1/2)P (N − k)
Z fN,ω
and by using (3.22), (3.26) and (3.24), we obtain that (5.6) holds with
p
f
ω,η =
∑
α[(1−B)−1]0,αcK
[(1−B)−1L˜]0,η
.(5.7)
Remark 5.4. Again, observe that by (3.24):
• if hω > 0, then in (5.7), the denominator is equal to the numerator and
pfω,η = 1 for all η;
• if hω = 0 and Σ≡ 0, then in (5.7), the denominator is equal to twice the
numerator, so that pfω,η = 1/2 for all η;
• in the remaining case, that is, if ω ∈P , the in general, pfω,η depends on η
and is different from pcω,η.
The proof of point (1) of Theorem 1.3 and Proposition 2.1 is then con-
cluded.
5.3. The critical regime (δω = 1). We prove point (2) of Theorem 1.3 and
Proposition 2.1. As in the previous section, we first determine the asymptotic
behavior of the zero level set and then pass to the study of the signs of the
excursions.
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The zero level set. We introduce the random closed subset AaN of [0,1]
describing the zero set of the polymer of size N rescaled by a factor 1/N :
P(AaN =A/N) = paN,ω(A), A⊆ {0, . . . ,N};
recall (4.2). Let us denote by F the class of all closed subsets of R+ :=
[0,+∞). We are going to impose on F a topological and measurable struc-
ture so that we can view the law of AaN as a probability measure on F and
can study the weak convergence of AaN .
We endow F with the topology of Matheron (cf. [21] and [12], Section 3)
which is a metrizable topology. To define it, we associate to a closed subset
F ⊆ R+ the compact nonempty subset F˜ of the interval [0, π/2] defined by
F˜ := arctan(F ∪ {+∞}). The metric ρ(·, ·) we introduce on F is then
ρ(F,F ′) :=max
{
sup
t∈F˜
d(t, F˜ ′), sup
t′∈F˜ ′
d(t′, F˜ )
}
, F,F ′ ∈ F ,(5.8)
where d(s,A) := inf{|t− s|, t ∈A} is the standard distance between a point
and a set. The r.h.s. of (5.8) is the so-called Hausdorff metric between the
compact nonempty sets F˜ , F˜ ′.
Thus, by definition, a sequence {Fn}n ⊂F converges to F ∈ F if and only
if ρ(Fn, F )→ 0. This is equivalent to requiring that for each open set G and
each compact K ⊂R+,
F ∩G 6=∅ =⇒ Fn ∩G 6=∅ eventually,
(5.9)
F ∩K =∅ =⇒ Fn ∩K =∅ eventually.
Another necessary and sufficient condition for Fn → F is that d(t,Fn)→
d(t,F ) for every t ∈R+.
This topology makes F a separable and compact metric space [21], Theo-
rem 1-2-1, in particular, a Polish space. Endowing F with the Borel σ-field,
we have that the space M1(F) of probability measures on F is compact
with the topology of weak convergence.
The crucial result is the convergence in distribution as N →∞ of the
random set AaN toward the zero set of a Brownian motion for a= f or of a
Brownian bridge for a= c.
Proposition 5.5. If δω = 1, then as N →∞,
AfN =⇒ {t ∈ [0,1] :B(t) = 0},(5.10)
AcN =⇒ {t ∈ [0,1] :β(t) = 0}.(5.11)
The proof of Proposition 5.5 is achieved by comparing the law of AfN and
AcN with the law of a random set RN defined as follows. With the notation
introduced in Section 3.1, we introduce the rescaled random set RN :
RN := range{τi/N, i≥ 0}= τ/N ⊂R+
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under P[0]. Notice that for any A= {t1, . . . , t|A|} ⊂ {1, . . . ,N}, we have (set-
ting t0 := 0)
P[0](τ ∩ {1, . . . ,N}=A)
(5.12)
=
[ |A|∏
i=1
M[ti−1],[ti](ti − ti−1)
]
Qt|A|(N − t|A|)
ξ[t|A|]
ξ[0]
,
where Qα(t) :=
∑
β
∑∞
s=t+1Γα,β(s).
The key step in proving Proposition 5.5 is given by the following lemma
whose proof uses the theory of regenerative sets and their connection with
subordinators; see [12].
Lemma 5.6. The random set RN converges in distribution to {t≥ 0 :B(t) =
0}.
Proof. Recalling the definition (3.8) of τβ , we introduce the random
set
RβN := range{τk/N :k ≥ 0, Jk = β}= τβ/N, β ∈ S,
under P[0]. Notice that RN =
⋃
βRβN . We divide the rest of the proof into
two steps.
Step 1. This is the main step: we prove that the law of RβN converges to
the law of {t≥ 0 :B(t) = 0}. For this, we follow the proof of Lemma 5 in [9].
Let {P (t)}t≥0 be a Poisson process with rate γ > 0, independent of (T βi )i≥0.
Then σt = [T
β
1 + · · ·+ T βP (t)]/N is a nondecreasing right-continuous process
with independent stationary increments and σ0 = 0, that is, σ = (σt)t≥0 is
a subordinator. By the standard theory of Le´vy processes, the law of σ is
characterized by the Laplace transform of its one-time distributions,
E[exp(−λσt)] = exp(−tφN (λ)), λ≥ 0, t≥ 0,
for a suitable function φN : [0,∞) 7→ [0,∞), called the Le´vy exponent, which
has a canonical representation, the Le´vy–Khinchine formula (see, e.g., (1.15)
in [12]):
φN (λ) =
∫
(0,∞)
(1− e−λs)γP(T β1 /N ∈ ds) = γ
∞∑
n=1
(1− exp(−λn/N))qβ(n).
We denote the closed range {σt : t≥ 0} of the subordinator σ by R̂βN . Then,
following [12], R̂βN is a regenerative set. Moreover, RβN = T β0 /N + R̂βN .
Notice now that the law of the regenerative set R̂βN is invariant under
the change of time scale σt −→ σct for c > 0 and, in particular, independent
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of γ > 0. Since φN −→ cφN under this change of scale, we can fix γ = γN
such that φN (1) = 1 and this will hereafter be implicitly assumed. Then, by
Proposition (1.14) of [12], the law of R̂βN is uniquely determined by φN .
The asymptotic behavior of qβ given in (3.15) easily yields φN (λ) →
λ1/2 =: ΦBM (λ) as N →∞. It is now a matter of applying the result in
[12] Section 3, to obtain that R̂βN converges in law to the regenerative set
corresponding to ΦBM . However, by direct computation, one obtains that
the latter is nothing but the zero level set of a Brownian motion, therefore
R̂βN ⇒ {t ∈ [0,1] :B(t) = 0}. From the fact that T β0 /N → 0 a.s., the same
weak convergence for RβN follows immediately.
Step 2. Notice that RN =
⋃
βRβN is the union of nonindependent sets.
Therefore, although we know that eachRβN converges in law to {t≥ 0 :B(t) =
0}, it is not trivial that RN converges to the same limit. We start by showing
that for every positive t≥ 0, the distance between the first point in RαN after
t and the first point in RβN after t converges to zero in probability. More
precisely, for any closed set F ⊂ [0,∞), we set
dt(F ) := inf(F ∩ (t,∞))(5.13)
and we claim that for all α,β ∈ S and t ≥ 0, |dt(RαN ) − dt(RβN )| → 0 in
probability.
Recalling (3.14) and the notation introduced there, we can write, for all
ǫ > 0,
P[0](dt(RαN )≥ dt(RβN ) + ǫ)
=
∑
γ
⌊Nt⌋∑
y=0
U0,γ(y)
∞∑
z=⌊Nt⌋−y+1
q(γ;β)(z)
∞∑
w=⌊Nǫ⌋
q(β;α)(w).
Arguing as in the proof of (3.15), it is easy to obtain the bound q(β;α)(w)≤
C1w
−3/2 and by (3.16), we have U0,γ(y) ≤ C2y−1/2, with C1,C2 positive
constants. Therefore,
P[0](dt(RαN )≥ dt(RβN ) + ǫ)
≤ C3
N1/2
(∫ t/T
0
dy
∫ ∞
(t−y)/T
dz
∫ ∞
ǫ/T
dw
1
y1/2z3/2w3/2
)
for some positive constant C3, having used the convergence of the Riemann
sums to the corresponding integral. The same computations can be per-
formed where α is exchanged with β, hence the claim is proved.
Now, notice that dt(RN ) = minα∈S dt(RαN ) and since S is a finite set,
we also have that |dt(RN )− dt(RβN )| → 0 in probability for any fixed β ∈ S.
Since we already know thatRβN converges weakly to the law of {t≥ 0 :B(t) =
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0}, the analogous statement for RN follows by standard arguments. More
precisely, let us look at (RN ,RβN ) as a random element of the space F ×F :
by the compactness of F , it suffices to take any convergent subsequence
(Rkn ,Rβkn)⇒ (B,C) and show that P(B 6= C) = 0. However, we can write
{B 6= C}=
⋃
t∈Q+
⋃
n∈N
{|dt(B)− dt(C)|> 1/n}
by the right-continuity of t 7→ dt and, by the portmanteau theorem, we have
P[0](|dt(B)− dt(C)|> 1/n)≤ lim sup
N→∞
P[0](|dt(RN )− dt(RβN )|> 1/n) = 0
because |dt(RN )− dt(RβN )| → 0 in probability. 
Proof of Proposition 5.5: equation (5.11). First, we compute
the Radon–Nikodym derivative f cN of the law of AcN ∩ [0,1/2] with re-
spect to the law of R1/2N :=RN ∩ [0,1/2], using (4.3) and (5.12). For F =
{t1/N, . . . , tk/N} ⊂ [0,1/2] with 0 =: t0 < t1 < · · · < tk integer values, the
value of f cN at R1/2N = F depends only on g1/2(F ) and is given by
f cN (g1/2(F )) = f
c
N (tk/N) =
∑N
n=N/2M[tk],[n](n− tk)Z[n],[N ](N − n)
Z0,[N ](N)Q[tk ](N/2− tk)
ξ0
ξ[tk]
,
where for any closed set F ⊂ [0,∞), we set
gt(F ) := sup(F ∩ [0, t]).(5.14)
By (3.17), for all ε > 0 and uniformly in g ∈ [0,1/2− ε],
f cN (g)∼
[Lξ][Ng](T
2/(2π))(ζ[N ]/〈ζ,Lξ〉)T−1
∫ 1/2
0 y
−1/2(1− y− g)−3/2 dy
(T 2/(2π))(ξ0ζ[N ]〈ζ,Lξ〉)T−1([Lξ][Ng]/ξ[Ng])2(1/2− g)−1/2
× ξ0
ξ[Ng]
=
√
1/2
1− g =: r(g).
If Ψ is a bounded continuous functional on F such that Ψ(F ) = Ψ(F ∩
[0,1/2]) for all F ∈ F , then setting ZB := {t ∈ [0,1] :B(t) = 0} and Zβ :=
{t ∈ [0,1] :β(t) = 0}, we get
E[Ψ(Zβ)] = E[Ψ(ZB)r(g1/2(ZB))];
see formula (49) in [9]. By Lemma 5.6 and the asymptotic behavior of f cN ,
we obtain
E[Ψ(AcN )] = E[Ψ(R1/2N )f cN (g1/2(R1/2N ))] N→∞−→ E[Ψ(ZB)r(g1/2(ZB))]
= E[Ψ(Zβ)],
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that is, AcN ∩ [0,1/2] converges to Zβ ∩ [0,1/2]. Notice now that the distri-
bution of the random set {1− t : t ∈ AcN ∩ [1/2,1]} under PcN,ω is the same
as the distribution of AcN ∩ [0,1/2] under PcN,ω , where ω[i] := ω[N−i]. There-
fore, we obtain that AcN ∩ [1/2,1] converges to Zβ ∩ [0,1/2] and the proof is
complete.
Proof of Proposition 5.5: equation (5.10). By conditioning on
the last zero, from (4.3) and (4.4), we see that if Ψ is a bounded continuous
functional on F , then
E[Ψ(AfN )] =
N∑
k=0
E
[
Ψ
(
k
N
Ack
)] Zck,ω
Z fN,ω
P (N − k) exp(Φ˜[k],[N ](N − k)).
We denote by βt a Brownian bridge over the interval [0, t], that is, a Brow-
nian motion over [0, t] conditioned to be 0 at time t, and we set Zβt := {s ∈
[0, t] :βt(s) = 0} d= tZβ . By (5.11), it follows that if k/N → t, then the ran-
dom set kNAck converges in distribution to Zβt . Then, applying (3.17) and
(3.27), we obtain, as N →∞ along [N ] = η,
E[Ψ(Ack)] =
N∑
k=0
∑
γ
1(k∈γ)E
[
Ψ
(
k
N
Ack
)]
Zck,ω
Z fN,ω
P (N − k) exp(Φ˜γ,η(N − k))
−→
∫ 1
0
E[Ψ(Zβt)]
1
πt1/2(1− t)1/2 dt
×
∑
γ
1
T
T 2
2
ξ0ζγ
〈ζ,Lξ〉
L˜γ,η
ξ0(T/2)〈ζ, L˜·,η〉/〈ζ,Lξ〉
= E[Ψ(ZB)].
Since the result does not depend on the subsequence [N ] = η, we have indeed
proven that AfN converges in distribution to ZB . 
The signs. In order to conclude the proof of point (2) of Theorem 1.3 and
Proposition 2.1 in the critical case (δω = 1), we closely follow the proof given
in Section 8 of [9]. Having already proven the convergence of the zero level
set, we only have to paste the excursions (recall Lemmas 4.2 and 4.3). The
weak convergence under diffusive rescaling of ek(·) for k ≤ ιN toward the
Brownian excursion e(·) and of the last excursion eιN+1(·) for a= f toward
the Brownian meander m(·) has been proven in [18] and [3], respectively. It
then only remains to focus on the signs.
We start with the constrained case: we are going to show that for all
t ∈ (0,1),
∃ lim
N→∞
P
c
N,ω(S⌊tN⌋ > 0) =: pω,(5.15)
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and that the limit is independent of t. We point out that we should actually
fix the extremities of the excursion embracing t, that is, we should rather
prove that
lim
N→∞
P
c
N,ω(S⌊tN⌋ > 0|G⌊tN⌋/N ∈ (a− ε, a),D⌊tN⌋/N ∈ (b, b+ ε))
(5.16)
= pω,
for a < t < b and ε > 0 (recall the definitions of Gt andDt in Section 5.2), but
in order to lighten the exposition, we will stick to (5.15), since proving (5.16)
requires only minor changes.
We have, recalling (5.4),
P
c
N,ω(S⌊tN⌋ > 0)
=
∑
α,β
∑
x<⌊tN⌋
∑
y>⌊tN⌋
Z0,α(x)ρ+α,β(y − x)Mα,β(y − x)Zβ,[N ](N − y)
Z0,[N ](N)
.
By the dominated convergence theorem and by (3.17),
∃ lim
N→∞
N∈η
N1/2
∑
x<⌊tN⌋
∑
y>⌊tN⌋
Z0,α(x)ρ+α,β(y − x)Mα,β(y − x)Zβ,η(N − y)
=
1
T 2
∫ t
0
dx
∫ 1
t
dy [x(y − x)3(1− y)]1/2
(
T 2
2π
)2 ξ0ζαξβζη
〈ζ,Lξ〉2 cK
1
2
exp(ω
(0)
β );
see (3.10). We obtain that (5.15) holds with
pω :=
∑
α,β ζαcK(1/2) exp(ω
(0)
β )ξβ
〈ζ,Lξ〉 .(5.17)
Remark 5.7. Observe the following. By (3.10):
• if hω > 0, then in (5.17), the denominator is equal to the numerator so
that pω = 1;
• if hω = 0, and Σ≡ 0 then in (5.17), the denominator is equal to twice the
numerator so that pω = 1/2.
Let us now consider the free case. We are going to show that for all
t ∈ (0,1],
lim
N→∞
[N ]=η
P
f
N,ω(S⌊tN⌋ > 0) =
(
1− 2arcsin
√
t
π
)
pω +
2arcsin
√
t
π
qω,η
(5.18)
=: pfω,η(t),
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where pω is the same as above [see (5.17)], while qω,η is defined in (5.19) be-
low. We again stress that we should actually fix the values ofG⌊tN⌋ andD⌊tN⌋
as in (5.16), proving that the limiting probability is either pω or qω,η accord-
ing to whether D⌊tN⌋ ≤N or D⌊tN⌋ >N , but this will be clear from the steps
below. Formula (5.18) follows from the fact that
P
f
N,ω(S⌊tN⌋ > 0)
=
∑
α,β
∑
x<⌊tN⌋
∑
y>⌊tN⌋
Z0,α(x)ρ+α,β(y − x)Mα,β(y − x)Z fN−y,θ[y]ω
Z fN,ω
+
∑
α
∑
x<⌊tN⌋
Z0,α(x)ρ+α,[N ](N − x)P (N − x) exp(Φ˜[x],[N ](N − x))
Z fN,ω
.
Letting N →∞ with [N ] = η, by (3.27), the first term in the r.h.s. converges
to ∫ t
0
dx
x1/2
∫ 1
t
dy
(y − x)3/2
∑
α,β
1
T 2
T 2ξ0ζα
2π〈ζ,Lξ〉
× cK 1
2
exp(ω
(0)
β )
ξβ(T/2)〈ζ, L˜·,η〉
〈ζ,Lξ〉 ·
〈ζ,Lξ〉
ξ0(T/2)〈ζ, L˜·,η〉
=
(
1− 2arcsin
√
t
π
)
· pω,
while the second term converges to∫ t
0
dx
x1/2(1− x)1/2
1
T
∑
α
T 2ξ0ζα
2π〈ζ,Lξ〉cK ·
〈ζ,Lξ〉
ξ0(T/2)〈ζ, L˜·,η〉
=
2arcsin
√
t
π
· cK
∑
γ ζγ
〈ζ, L˜
·,η〉
.
Therefore, we obtain (5.18) with
qω,η =
cK
∑
γ ζγ
〈ζ, L˜
·,η〉
.(5.19)
Remark 5.8. We observe that, by (3.24):
• if hω > 0, or if hω = 0 and Σ≡ 0, then pfω,η(t) = qω,η = pω for all t and η;
• in the remaining case, that is, if ω ∈ P , in general, pfω,η(t) depends on t
and η.
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Now that we have proven the convergence of the probabilities of the signs
of the excursion, in order to conclude the proof of point (2) of Theorem 1.3
and Proposition 2.1, it is enough to use the excursion theory of Brownian
motion. For the details, we refer to the proof of Theorem 11 in [9]. 
APPENDIX A: AN ASYMPTOTIC RESULT
In this appendix we will to prove that equation (3.15) holds true, but we
first need some preliminary notation and results.
Given an irreducible T ×T matrix Qα,β with nonnegative entries [22], its
Perron–Frobenius eigenvalue (= spectral radius) will be denoted by Z= Z(Q)
and the corresponding left and right eigenvectors (with any normalization)
will be denoted by {ζα},{ξα}. We recall that ζα, ξα > 0. Being a simple root
of the characteristic polynomial, Z(Q) is an analytic function of the entries
of Q, and
∂Z
∂Qα,β
=
ζαξβ
〈ζ, ξ〉 .(A.1)
Hence, Z(Q) is a strictly increasing function of each of the entries of Q.
Now, let Q denote the transition matrix of an irreducible, positive recur-
rent Markov chain and let us introduce the matrix Q(γ) and the vector δ(γ),
defined by
[Q(γ)]α,β :=Qα,β1(β 6=γ), [δ
(γ)]α := 1(α=γ).
By monotonicity, Z(Q(γ))< Z(Q) = 1 for all γ. We can then define the geo-
metric series
(1−Q(γ))−1 :=
∞∑
k=0
(Q(γ))k.
The interesting point is that, for every fixed γ, the vector α 7→ [(1−Q(γ))−1]γ,α
is (a multiple of) the left Perron–Frobenius eigenvector of the matrix Q.
Similarly, the vector α 7→ [(1 − Q(γ))−1 · Q]α,γ is (a multiple of) the right
Perron–Frobenius eigenvector of Q. More precisely, we have
[(1−Q(γ))−1]γ,α =
να
νγ
, [(1−Q(γ))−1 ·Q]α,γ = 1,(A.2)
where {να}α is the unique invariant law of the chain, that is,
∑
α ναQα,β = νβ
and
∑
α να = 1. Equation (A.2) can be proven by exploiting its probabilistic
interpretation in terms of the expected number of visits to state α before
the first return to site γ; see [2], Section I.3.
Next we turn to our main problem. We recall, for convenience, the nota-
tion introduced in Sections 3.1 and 3.3. The process {τk}k≥0 where τ0 = 0
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and τk = T1+ · · ·+Tk is a Markov renewal process associated with the semi-
Markov kernel Γα,γ(n) [defined in (3.13)] and {Jk}k≥0 is its modulating
chain. We denote by Pβ the law of {(Jk, τk)}k≥0 with starting point J0 = β
and we set ℓ := inf{k > 0 :Jk = β}. qβ(x) then denotes the law of τℓ under
Pβ and we want to determine its asymptotic behavior.
We anticipate that the notation is necessarily quite involved, but the basic
idea is simple. By the periodic structure of the kernel Γ, it follows that qβ(x)
is zero if [x] 6= 0. On the other hand, when [x] = [0], by summing over the
possible values of the index ℓ and using equation (3.6), we obtain
qβ(x) = Pβ(τ1 = x,J1 = β)
+
∞∑
k=1
Pβ(Ji 6= β : 1≤ i≤ k,Jk+1 = β, τk+1 = x)(A.3)
=
∞∑
k=0
((Γ(β))∗k ∗ Γ)β,β(x),
where we have introduced the kernel Γ
(β)
α,γ(x) := Γα,γ(x)1(γ 6=β) that gives
the law of the steps with index k < ℓ. Looking at (A.3), we set V
(β)
α,γ (x) :=∑∞
k=0((Γ
(β))∗k)α,γ(x) and we can write
qβ(x) = (V (β) ∗ Γ)β,β(x) =
∑
γ∈S
x−1∑
y=0
V
(β)
β,γ (y)Γγ,β(x− y).(A.4)
The asymptotic behavior of qβ(x) can be extracted from the above expres-
sion. To this end, we need to know both the asymptotic behavior as n→∞
and the sum over n ∈ N of the two kernels Γγ,β(n) and V (β)β,γ (n) appearing
in the r.h.s.
• By (3.13) and (3.10), as n→∞ along [n] = β − γ we have
Γγ,β(n)∼ L̂γ,β
n3/2
, where L̂γ,β := Lγ,β
ξβ
ξγ
.(A.5)
Moreover, the sum over n ∈N gives∑
n∈N
Γγ,β(n) =Bγ,β
ξβ
ξγ
=: B̂γ,β.(A.6)
• For the asymptotic behavior of the kernel V (β) :=∑∞k=0(Γ(β))∗k, we can
apply the theory developed in Section 3.4 for the case δω < 1 because the
matrix
∑
x∈NΓ
(β)
α,γ(x) is just [B̂(β)]α,γ by (A.6) (we recall the convention
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[Q(β)]α,γ := Qα,γ1(γ 6=β) for any matrix Q) which has Perron–Frobenius
eigenvalue strictly smaller than 1. Since
Γ(β)α,γ(n)∼
[L̂(β)]α,γ
n3/2
, n→∞, [n] = γ −α,
we can apply (3.18) to obtain the asymptotic behavior as n→∞, [n] =
α− γ:
V (β)α,γ (n)∼ ([(1− B̂(β))−1L̂(β)(1− B̂(β))−1]α,γ)
1
n3/2
.(A.7)
On the other hand, for the sum over n ∈N, an analog of (3.19) yields
∑
n∈N
V (β)α,γ (n) =
∞∑
k=0
[(B̂(β))k]α,γ = [(1− B̂(β))−1]α,γ .(A.8)
As equations (A.5) and (A.7) show, both kernels V (β) and Γ have an
n−3/2 tail. From (A.4), it then follows that as x→∞ along [x] = 0,
qβ(x)∼
∑
γ∈S
{(∑
n∈N
V
(β)
β,γ (n)
)
Γγ,β(x) + V
(β)
β,γ (x)
(∑
n∈N
Γγ,β(n)
)}
.
It now suffices to apply (A.8), (A.5), (A.7) and (A.6) to see that, indeed,
qβ(x) ∼ cβ/x3/2 as x→∞ along [x] = 0, where the positive constant cβ is
given by
cβ = [(1− B̂(β))−1 · L̂]β,β + [(1− B̂(β))−1 · L̂(β) · (1− B̂(β))−1 · B̂]β,β.
Using the fact that [(1− B̂(β))−1 ·B̂]β,β = 1, which follows from (A.2) applied
to the matrix Q= B̂, we can rewrite the above expression as
cβ = [(1− B̂(β))−1 · L̂ · (1− B̂(β))−1 · B̂]β,β =
1
νβ
∑
α,γ∈S
ναL̂α,γ ,
where {να}α is the invariant measure of the matrix B̂ and the second equal-
ity again follows from (A.2). However, from (A.6) it is easily seen that
{να}= {ζαξα} and recalling the definition (A.5) of L̂, we finally obtain the
expression for cβ given in equation (3.15):
cβ =
1
ζβξβ
∑
α,γ
ζαLα,γξγ .(A.9)
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APPENDIX B: A LOCALIZATION ARGUMENT
Let us give a proof that for the copolymer near a selective interface model,
described in Section 1.1, the charge ω never belongs to P [see (2.9) for the
definition of P ]. More precisely, we will show that if hω = 0 and Σ 6≡ 0,
then δω > 1. That is, the periodic copolymer with zero-mean, nontrivial
charges is always localized. As a matter of fact, this is an immediate con-
sequence of the estimates on the critical line obtained in [5]. However, we
want to give here an explicit proof, both because it is more direct and be-
cause the model studied in [5] is built over the simple random walk measure,
corresponding to p= 1/2 with the language of Section 1, while we consider
the case p < 1/2.
We recall that, by (A.1), the Perron–Frobenius eigenvalue Z(Q) of an
irreducible matrix Q is increasing in the entries of Q. We also point out a
result proved by Kingman [19]: if the matrix Q = Q(t) is a function of a
real parameter t such that all the entries Qα,β(t) are log-convex functions
of t [i.e., t 7→ logQα,β(t) is convex for all α,β], then t 7→ Z(Q(t)) is also a
log-convex function of t.
Next, we come to the copolymer near a selective interface model: with ref-
erence to the general Hamiltonian (1.3), we are assuming that ω
(0)
n = ω˜
(0)
n = 0
and hω = 0 [where hω was defined in (1.5)]. In this case, the integrated
Hamiltonian Φα,β(ℓ) [see (2.4)] is given by
Φα,β(ℓ) =
{
0, if ℓ= 1 or ℓ /∈ β − α,
log[12(1 + exp(Σα,β))], if ℓ > 1 and ℓ ∈ β −α.
We recall that the law of the first return to zero of the original walk is
denoted by K(·) [see (2.1)] and we introduce the function q : S→R+ defined
by
q(γ) :=
∑
x∈N,[x]=γ
K(x)
[notice that
∑
γ q(γ) = 1]. The matrix Bα,β defined by (2.6) then becomes
Bα,β =

1
2(1 + exp(Σα,β))q(β −α),
if β − α 6= [1],
K(1) + 12(1 + exp(Σα,α+[1])) · (q([1])−K(1)),
if β − α= [1].
(B.1)
By (2.7), to prove localization, we must show that the Perron–Frobenius
eigenvalue of the matrix (Bα,β) is strictly greater than 1, that is, Z(B)> 1.
Applying the elementary convexity inequality (1 + exp(x))/2≥ exp(x/2) to
(B.1), we get
Bα,β ≥ B˜α,β :=

exp(Σα,β/2)q(β −α)
if β −α 6= [1],
K(1) + exp(Σα,α+[1]/2) · (q([1])−K(1))
if β −α= [1].
(B.2)
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By hypothesis, Σα0,β0 6= 0 for some α0, β0, therefore the inequality above
is strict for α = α0, β = β0. We have already observed that the Perron–
Frobenius eigenvalue is a strictly increasing function of the entries of the
matrix, hence Z(B)> Z(B˜). Therefore, it only remains to show that Z(B˜)≥ 1
and the proof will be complete.
Again, an elementary convexity inequality applied to the second line
of (B.2) yields
B˜α,β ≥ B̂α,β := exp(c(β − α)Σα,β/2) · q(β − α),(B.3)
where
c(γ) :=

1, if γ 6= [1],
q([1])−K(1)
q([1])
, if γ = [1].
We will prove that Z(B̂) ≥ 1. Observe that by setting vα := Σ[0],α, we can
write
Σα,β =Σ[0],β −Σ[0],α = vβ − vα.
We then make a similarity transformation via the matrix Lα,β := exp(vβ/2)1(β=α) ,
getting
Cα,β := [L · B̂ ·L−1]α,β = exp((c(β −α)− 1)Σα,β/2) · q(β − α)
= exp(dΣα,α+[1]1(β−α=1)) · q(β − α),
where we have introduced the constant d := −K(1)/(2q([1])). Of course,
Z(B̂) = Z(C). Also, notice that by the very definition of Σα,β , we have
Σα,α+[1] = ω
(−1)
α+[1]−ω
(+1)
α+[1], hence the hypothesis hω = 0 yields
∑
α∈S(Σα,α+[1]) =
0.
Thus we are finally left with the task of showing that Z(C) ≥ 1, where
Cα,β is an S× S matrix of the form
Cα,β = exp(wα1(β−α=1)) · q(β − α), where
∑
α
wα = 0,
∑
γ
q(γ) = 1.
To this end, we introduce an interpolation matrix
Cα,β(t) := exp(t ·wα1(β−α=1)) · q(β − α),
defined for t ∈R, and notice that C(1) =C. Let us denote by η(t) := Z(C(t))
the Perron–Frobenius eigenvalue of C(t). As the entries of C(t) are log-
convex functions of t, it follows that η(t) is also log-convex, therefore in
particular, convex. Moreover, η(0) = 1 [the matrix C(0) is bistochastic] and
using (A.1), one easily checks that ddtη(t)|t=0 = 0. Since, clearly, η(t)≥ 0 for
all t ∈R, by convexity, it follows that, indeed, η(t)≥ 1 for all t ∈R and the
proof is complete.
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