In both methods, cell junctions are manually located at the first time point and tracked in a fully automated way for the remainder of the video. Using these methods, we have generated the first quantitative description of ventral epidermal cell movements and shape changes during epidermal enclosure.
Recently, several automated or semi-automated nuclei tracking algorithms [1] [2] [3] that allow quantitative analysis of nuclear positions in the nematode Caenorhabditis elegans have been developed. However, nuclear positions do not provide direct information on cell shape, size, or cellular contacts. Thus, a major remaining challenge is to segment and track cell surfaces or contacts in 3-D space over time.
Here, we focus on epidermal epithelial cells in embryos of C. elegans. Like all epithelial cells, C. elegans epidermal cells display apical-basal cell polarity, such that the apical surface faces outwards from the embryo and the basal surface contacts an internal basal lamina. Epithelial cells are tightly connected by adhesive cell-cell junctions, one component of which is the protein DLG-1. When visualized from the apical or basal orientation, each cell appears outlined by a ring of DLG-1 at the apical or subapical level [see Fig. 1 ]. In this paper, we refer to cell boundaries or perimeters as defined by the localization of subapical junctional markers such as DLG-1.
Over the past decade, numerous automated or semiautomated algorithms for cell boundary segmentation in two or three dimensions (2D or 3D) have been developed. Active contours [4] , [5] , watersheds [5] , [6] , gradient-curvature driven flow [7] , and subjective surface techniques [8] have been used to segment membranes in 2-D images. For 3-D images, active surfaces [9] , watersheds [10] , [11] , gradient-curvature driven flow [7] , subjective surface techniques [12] , and polygon model fitting combined with image thresholding [13] have been used to segment cell surfaces. Most of the algorithms require labeling of the entire cell surface to construct cellular shape. Watershed methods, gradient curvature driven flow, and subjective surface techniques require detection of seed points that are enclosed by continuous surfaces. A region from the seed point is expanded until the growing region meets neighbor regions from other seed points or the region reaches the limit of the object. In contrast, labeling of subapical junctions in the C. elegans embryo does not provide information on the entire cell surface or even all points of cell-cell contact, precluding use of many of the seedpoint-based methods.
An additional challenge in the C. elegans data is that the junctions of individual cells are not confined to a 2-D focal plane. In imaging data where the overall curvature of the sample is small with respect to the region of interest, projection of the 3-D data to a 2-D plane allows segmentation of cells in a 'quasi-2D' setting, as used in several studies of Drosophila epithelial junctions [14] [15] [16] [17] [18] . However, the high degree of curvature of the C. elegans embryo and cells makes a simple 2-D projection challenging. We, therefore, needed to develop new methods to track cell boundaries in highly curved 3-D movies.
In this paper, we present two related methods to segment epithelial junctions in 3-D movies. Both methods are based on the fundamental concept of active contours or snakes [19] . A snake is a curve controlled by internal elasticity and image forces that pull the curve towards object contours. We generate initial contours for epithelial junctions manually at the first time point and then track the junctions with snakes guided by scaleinvariant feature transform (SIFT) [20] flow in 2-D (projection approach) and 3-D (volumetric approach) space. A preliminary version of this study is in [21] .
The contributions of this paper are in several areas. First, this paper presents the first algorithm that provides fully automated tracking (following initialization in the first frame) of epithelial junctions in highly curved 3-D datasets over time. Second, we develop algorithmic innovations in the use of a nonintersecting force (NIF) for snakes which improves tracking of narrow cells. We also demonstrate the use of SIFT flow in 2-D and 3-D cell tracking. A third contribution is in evaluation methods, since we apply mean absolute deviation to compare cell contours, and we provide a comparison of projection and volumetric approaches to cell tracking and feature extraction. In the biological domain, computational modeling of epithelial cell shape changes in other organisms such as Drosophila has led to numerous insights into mechanisms of tissue morphogenesis, and has relied heavily on automatic analysis of cell boundaries and shapes [17] , [22] , [23] . Our study provides a first step towards similar computational analysis of C. elegans embryonic epidermal enclosure, including precise measurements of displacement and changes in cell perimeter, surface area, and compactness.
II. DATA ACQUISITION
Fluorescently-labeled C. elegans embryos were recorded by time lapse 4-D microscopy with confocal laser scanning microscopes. The subapical junctions of epidermal cells on the embryo surface were marked with the transgene xnIs17 [24] , which expresses green fluorescent protein (GFP) fused to the DLG-1 protein. 
III. METHODS
Our goal was to develop tools for quantitative analysis of epithelial cell shape changes in 3-D samples such as the C. elegans embryo, and we begin with the development of algorithms for tracking cell junctions over time. In this study, we image DLG-1::GFP-labeled junctions of epidermal cells on the ventral embryo surface [see Fig. 1 ]. The images of junctions in our 4-D movies are often low and variable intensity, resulting in incomplete contours. These incomplete contours can be completed using snakes [19] . A snake is a curve that moves towards object outlines controlled by internal forces such as elasticity and rigidity as well as by image forces such as edges of objects in the image. The missing signals can be completed by using internal forces that make the contour smooth. In the original active contour model [19] developed for 2-D datasets, the snake was represented by a set of n points v i = (x i , y i ), i = 1, . . . , n. To detect epithelial junctions in the 3-D stack, we extended the snake to three dimensions represented by a set of n points v i = (x i , y i , z i ), i = 1, . . . , n. The contour deforms to minimize the energy functional
E internal represents the internal energy of the contour due to the bending, E image represents the image forces, and E con denotes the external constraint forces. The internal energy of the contour is written as
(2) where we define v 0 = v n and v n +1 = v 1 . The first term will have a large value if there is a gap in the curve (i.e., two successive points are spaced far apart). The weighting factors α and β control the relative penalty of stretching and bending. A large value of α will increase the internal energy as the contour stretches. A small value of α will make the contour less sensitive to the amount of stretch. The second term makes the contour smooth by reducing contour oscillations. The second term will have a large value if the contour is bending sharply. E image represents the image force and is defined as
where w line and w edge are weighting factors. The first term is the image intensity itself, which pushes the snake to align with the brightest nearby pixels. The second term (edge attraction) uses image gradients and pushes the snake to be attracted to image edges. In the volumetric approach (described in detail below), to determine the weighting factors, we tested values of α and β equal to 0. 05, and w edge of 2 as yielding the best result. E con denotes the external constraint forces; E con can be used to guide the contour towards or away from specific features. In our study, a NIF was used as an external constraint as described in Section III-C.
We compared two related approaches based on snakes to track epithelial junctions. The projection approach uses 2-D maximum intensity projection images [last column in Fig. 1 ] to segment cell boundaries. The resulting 2-D boundaries are back projected into 3-D space. The volumetric approach uses the original 3-D image z-stack instead of a 2-D maximum projection. The projection approach is computationally simple and requires less user effort to generate initial contours. Working on the 3-D stack requires more computation and more user effort to generate initial contours; however, the volumetric approach reduces errors introduced by the projection process.
The tracking process is presented in Fig. 2 . All processes are fully described in Sections III and IV. Our contour tracking software, ContourTracker4D, is implemented in MATLAB (MathWorks, Natick, MA, USA) and is available as an open source project at Sourceforge (https://sourceforge.net/projects/ contourtracker4d/). 
A. Initial Cell Boundary Collection
In either the projection or volumetric approaches, the initial positions of the cell boundaries must be defined by the user. Users manually define key points on the initial contour, as described below. Snakes are then applied to refine the contour defined by the key points. Both the projection and volumetric approaches do not need any further user input after this initial contour generation, and will track all cell boundaries automatically until the end of the video sequence. These steps will be described in more detail below.
1) Projection Approach:
In the projection approach, we use 2-D maximum intensity projection images to track contours. After projecting the maximum pixel intensity of the top half of the stack (slices 1 to 17), some key points along the boundary of each cell are manually selected [see Fig. 3 (a)] and are connected into a closed contour by low pass interpolation [see Fig. 3(b) ]. In Fig. 3(a) , eight points are manually selected. Seven-ten points are enough to generate the initial contour for most cells except for the large cell hyp7 (18 + 19) [to the right of the example cell in Fig. 3(a) ]. We use the interp function in MATLAB to perform low-pass interpolation for each dimension separately; the interpolated contours have ten times as many points as the selected key points. Finally, we refine these interpolated cell boundaries using snakes [see Fig. 3(c) ]. This approach quickly generates initial cell boundaries at the first time point with minimal curation.
2) Volumetric Approach: The original z-stack derived from LSM confocal data has lower z resolution than xy resolution. We therefore first render each z-stack isometric by applying linear interpolation along the z axis. The initial contours are identified manually with a visualization tool that displays each z slice, allowing the user to select sequential points on the contour. In the display, adjacent z slices are superimposed on the current z slice, which makes it possible to see both the small junction segments in the current slice as well as their continuations in the neighboring slices. For display purposes only, the tool connects the selected key points with a straight line and displays the connection in the 3-D stack whenever new points are added. Due to the higher number of degrees of freedom, about twice as many points are used to generate the initial contour as in the projection approach. After collecting key points for each cell, we apply low pass interpolation as in Section III.A.1 to obtain a contour based on points uniformly distributed at five pixel intervals. We then apply snakes to refine the interpolated points. Identical sampling processes are applied at the subsequent time instants during tracking to obtain uniformly distributed points.
B. Tracking
Given a cell boundary at a certain time, we aim to track its location to the next time. Optical flow [25] is a feature matching technique that computes motion patterns of two consecutive images under the assumption of small displacement. In such methods, optical flow is computed for the video data and then is used to estimate object movement. For example, given an object point (x, y) at time t with optical flow (u, v), one can estimate the same object point at time t + 1 will be at (x + u, y + v). Although optical flow works reasonably well for most of the cell junctions tracked here, some cell boundaries move too much between successive time points for optical flow to work. To handle these large displacements, we need to use a more distinctive image feature representation instead of raw pixel values to provide more information. SIFT [20] is a popular image feature representation in computer vision and image processing. SIFT features [26] encode image gradient orientations around each point of interest, and therefore provide more general and robust structural information. SIFT flow replaces raw pixel values with SIFT features, and then performs a modified optical flow algorithm based on those SIFT features.
In the projection approach, we use 2-D SIFT to track x and y components in the 2-D projection image. In the volumetric approach, due to the large number of voxels in our datasets, computing 3-D SIFT and matching between two consecutive frames is too complex. So for the volumetric approach, we still begin with 2-D SIFT in the 2-D projection image to track x and y components. After tracking x and y components, the corresponding z values are taken to be the actual z values which are saved for every (x, y) point in the 2-D projection image when the 2-D maximum intensity projection was applied. Due to the errors introduced by projection, we compare z values at the previous frame with the tracked z value at the current frame. If the difference between the two values is larger than a threshold (20 pixels), we use the z value at the previous frame instead of the tracked z value.
C. Boundary Refinement
Although SIFT flow provides improved tracking results over using optical flow, the tracked contour might still miss subtle details of contours. We apply snakes to align the tracked contours with true cell boundaries. Snakes also can produce incorrect segmentation results where contours are close together. We define self-crossing as occurring when the boundary of one side of a cell crosses or touches the boundary of the other side [left image in Fig. 4(a) ]. We, therefore, added a NIF [see Fig. 4(a) ] as an external constraint to avoid self-crossings in both the projection and volumetric approaches.
1) Projection Approach:
We add a NIF to snakes as an external constraint to prevent self-crossing:
where w NIF is a weighting factor. Fig. 4(a) shows the process to generate E NIF . After filling the inside of the tracked contours, we apply a thinning operation to generate the skeleton. To avoid branches on the ends of the skeleton, we shrink the skeleton from all its end points until only two end points are left. Then, we grow out the two remaining end points along the unpruned skeleton by repeating a dilation operation to obtain the longest end-to-end path [27] . We then apply a Gaussian filter (size: 10 × 10 pixels, standard deviation: three pixels) on the skeleton image. E NIF is normalized by the maximum value of the filtered skeleton image. Pixels close to the center line have stronger NIF than pixels far from the center line. To determine w NIF , after selecting weight factors in (2) and (3), we tested values of w NIF equal to 0.1, 0.2, . . . , 0.9, 1, and chose w NIF = 0.3. When we apply snakes with a NIF, we solve the minimization of (1) using techniques of variational calculus described in [19] . The coefficients of the Euler-Lagrange equations are formed as Fig. 4(b) ]. We then apply a 3-D Gaussian filter (size: 7 × 7 × 7 pixels, standard deviation: 1.5 pixels) on the 3-D skeleton. E NIF is normalized by the maximum value of the smoothed image. To determine w NIF , we tested values of w NIF equal to 0.1, 0.2, . . . , 0.9, 1, and chose w NIF = 0.5.
When we minimize (1), variational calculus in Section III-C1 is extended to 3-D space. Additionally, a greedy algorithm [28] option is available due to the complexity of variational calculus in 3-D space. Each point of each snake is moved within a small neighborhood (3 × 3 × 3) to the point which minimizes the energy function. In the neighborhood, all energy terms are normalized by the largest value separately. The energy function is computed for the current point and its new location will be the point that has the smallest value in its neighborhood. We repeat this operation until no more points are moved. This approach is computationally simple. If the initial contours are close to the epithelial junctions, this greedy algorithm produces results comparable to those from variational calculus. If the initial contours are far from the epithelial junctions, the greedy algorithm can cause more errors. We will compare the results from variational calculus and the greedy algorithm in Section IV.
D. 3-D Global Shape Reconstruction
To compute biological features in 3-D space, we reconstruct cells' apical surfaces on the embryo surface. The projection approach does the cell tracking in the 2-D projection image, but we then need to reconstruct the 3-D embryo surface at each time instant in the video. Since the original data only has scattered points on the embryo surface, we need to model the 3-D embryo surface at each time instant. We first extract contours of the embryo surface for each slice as shown in Fig. 5(a) . The union of the set of contours can be considered as a point cloud of the 3-D embryo surface. We use the gridfit function [29] written in MAT-LAB to fit a smooth surface to the extracted point cloud. The estimated surface is shown in Fig. 5(b) . The estimated embryo shape allows us to estimate surface areas and cell perimeters.
After the surface reconstruction, the contour points in 2D are back projected on the reconstructed surface. We use the top half of the stack to reconstruct the top half of the embryo. The reconstructed surface has a one-to-one mapping for every pixel in the 2-D images [29] . After back projection, we can then have estimated 3-D locations of each contour as shown in Fig. 5(c) .
Cell surface areas and cell contour lengths can then be computed using these 3-D locations.
In the volumetric approach, unlike contour lengths, which can be computed directly from the 3-D contour points, cell apical surface areas require interpolation of the cell surface enclosed by the cell contour. We use the gridfit function on points of all cell contours without extracting the global contours of the embryo surface for each z slice.
IV. TRACKING EVALUATION
To evaluate and compare the tracking results of our algorithms, we need to generate ground truth. After generating ground truth, we analyze the tracking algorithm performance by calculating the mean absolute distance (MAD) [30] between the segmentation result and ground truth.
A. Generation of Ground Truth
We use a manual correction tool to generate ground truth at each time instant from the tracked cell contours [see Fig. 6 ]. After selecting the contour that we want to correct [left image in Fig. 6 ], we select multiple sequential points on the desired contour [middle image in Fig. 6 ]. The first point and the last point should be correct points of the segmented contour before the correction. When the first point and the last point are manually selected by clicking, the points might not be on the segmented contour, in which case the algorithm moves them to the closest point on the segmented contour. Then, an open ended snake is applied on the multiple sequential points to correct the contour [right image in Fig. 6 ].
At the first time instant, we generate 3-D ground truth through the initial cell boundary collection described in Section III-A2. Generating an initial cell boundary for a single cell takes approximately 2 min including the processing time for contour refinement via snakes. The generation of 24 initial contours takes approximately 40 min of user time; the snake processing time for 24 contours takes 4-5 min with a Six-Core Intel Xeon 2.8 GHz CPU. Compute time could be significantly reduced by using C instead of MATLAB. At the next time instant, the contours at the previous time instant are tracked via SIFT and refined via snakes with the volumetric approach. The average processing time of SIFT and snakes for 24 contours per frame is 5 min 15 s. After tracking and refining contours, we check 24 contours visually and correct wrong contours. On average, we corrected 9.5 out of 24 contours (39%) in each frame; however, it should be noted that only a small part of each contour required correction. The average time for the visual check and manual correction per frame is 13 min. The 3-D ground truth without the z component is considered to be 2-D ground truth and is used to check the tracking performance of the projection approach. When it comes to computation of biologically relevant features in Section V, we consider 3-D ground truth to be the most accurate ground truth, and compare the features from both the projection and volumetric approaches against those from 3-D ground truth.
B. Comparison of Tracking Methods
We analyze the tracking algorithm performance by calculating the MAD [30] between the segmentation result and ground truth. In [30] , a metric to measure the distance e(A, B) between two contours A = {a 1 , a 2 , . . . , a n } and B = {b 1 
In [30] , these distances are computed for all the points on the two curves and averaged to yield the MAD between two contours:
We compute the MAD in units of pixels between the ground truth and the segmentation result for each frame.
We compare the tracking performances of the volumetric approach, the projection approach, and the 3-D back projection approach. A total of 24 contours on the ventral side are used to evaluate the algorithms. In Fig. 7 , all tracking algorithms are initialized with ground truth at time 0 and are then allowed to proceed in fully automatic forward tracking mode with no manual correction. Figs. 7(a) and (b) show MAD with the volumetric approach. Comparing snakes with variational calculus, NIF, and SIFT flow, we find that MADs of most contours are less than three pixels distance except for six contours that have MAD from 3-6.5 [see Fig. 7 
V. BIOLOGICAL FEATURE COMPUTATION AND RESULTS
To analyze the dynamics of epidermal ventral enclosure, we focused on epidermal cells that eventually make up the ventral side [see Fig. 9 ]. The ventral epidermis comprises a network of 24 cells each demarcated by lines of DLG-1::GFP that merge at cell-cell interfaces within the epithelium. We define the zero time in 4-D videos as the stage when the leading epidermal cells (hyp7 cells [18] [19] have just fused into a single cell hyp7 (18) (19) . About 30 min later, the entire embryo begins to rotate and elongate. When epidermal cells move left or right after the embryonic rotation, epithelial junctions may not be imaged clearly due to the lower resolution in the z direction. Because our projection approach is based on a 2-D projection of the top half of the image stack, it is not possible to segment cells on the left or right sides (i.e., the lateral seam epidermis). The volumetric approach could allow tracking of lateral cells with sufficiently high pixel intensities, however due to the lower z resolution the junctional signals were not clear enough for efficient segmentation. We, therefore, restricted our analysis to the ventral epidermis. We compare features from 3-D ground truth and features from the projection and volumetric approaches, which are fully automated after generating initial contours. An important goal was to determine how well the automated projection and volumetric tracking methods performed, with reference to our 3-D ground truth data. Below, we compare the performance of the two methods in terms of their depiction of quantitative trends in cell perimeter, apical surface area, and cell movement. 
A. Cell Perimeter
The cell boundary length or perimeter as defined by DLG-1::GFP provides one indication of the change in cell size over time. We measured cell perimeters in three datasets (three embryos) using the ground truth, the volumetric approach, and the projection approach. Comparing the ground truth and the projection approach in the same embryo [left image in Fig. 10(a) , showing left side cells only], it is apparent that the projection approach underestimates cell perimeter when contours are spread over many z slices (e.g., the P cells). The volumetric approach and the ground truth show similar cell perimeter except for hyp (18) (19) , G2, and hyp11 [see Fig. 10(a) ]. These outlier cells have incorrect segmentation results due to their low pixel intensities or narrow cell width. Fig. 11 shows the segmentation errors of the narrow part of the G2 contour. The G2 contour increases by expanding the narrow part [first row in Fig. 11] . The projection and volumetric approaches do not produce correct segmentation results for the expanded contour because the snakes do not allow cell configurations in which the cells have long, narrow shapes unless they are initialized close to that configuration [second row in Fig. 11 ]. Nevertheless, using either approach, it is apparent that all ventral epidermal cells increase in perimeter during enclosure: ground truth shows overall a 9.4% increase (84 μm from 887.2 μm at t = 0) in total perimeter of 24 cells on the embryo in Fig. 9 and the volumetric and projection approaches show overall 2.8% (25.2 μm from 877.2 μm at FIG. 9 t = 0) and 6.7% (48.9 μm from 731.1 μm at t = 0) increases, respectively, in Table I . For the average of all three embryos, ground truth, the volumetric approach, and the projection approach show overall 8.8% (78.4 μm from 891.3 μm at t = 0), 3.8% (33.7 μm from 891.3 μm at t = 0), and 8.2% (62.7 μm from 729.4 μm at t = 0) increases in cell perimeter, respectively.
To analyze the relative change in perimeter for individual cells, we normalized cell perimeters to the cell perimeter at t = 0. Most cells showed an increase in relative perimeter under either the volumetric or projection approaches, agreeing with ground truth [see Fig. 10(b) ]. However, certain cells such as G2 show an increase in perimeter in ground truth but a decrease in the projection or volumetric approaches. This discrepancy arises due to errors in segmentation of the narrow part of the G2 contour [see Fig. 11 ]. Although the projection and volumetric approaches have segmentation errors on a small number of cells, when examined across all cells, both approaches have high correlation coefficients for cell perimeters (0.93-0.99) with ground truth. To better visualize trends in the data, we plotted perimeters of four selected cells which are the leftmost cell (hyp6(V)), two middle cells (G2, P5/6L), and the rightmost cell (hyp11) [see Fig. 12 ]. Volumetric and projection approaches do not show an increase in cell perimeter for G2. The other three perimeters show similar trends between ground truth and volumetric and projection approaches.
We applied a Wilcoxon matched pairs test on the normalized cell perimeters to determine whether the three methods (ground truth, volumetric approach, and projection approach) are significantly different or not. We normalized 24 cell perimeters at the last time point to the perimeters at t = 0. We used three embryos and applied a Wilcoxon matched pairs test on 72 (=24 × 3) data points. P values between ground truth and volumetric approach and between ground truth and projection approach were less than 0.0001, and the P value between volumetric and projection approaches was 0.0483. The three different methods showed significant differences on the normalized cell perimeter. Both volumetric and projection approaches underestimated the normalized cell perimeters.
To compare the two approaches and derive an overall description of changes in cell perimeter, we averaged cell perimeter Overall, junctional contours increase by 10%-20% during ventral epidermal enclosure, consistent with the epidermal cells spreading, and increasing in apical surface area as they spread over substrate cells [left image in Fig. 10(c) ]. The increase in cell perimeter for G2/W and hyp11 is higher than average [left image in Fig. 10(c) ], likely reflecting the small size of these cells at the beginning of the video sequence. Comparing the two approaches and the ground truth, the projection approach [right image in Fig. 10(c) ] yields better similarity to the ground truth [left image in Fig. 10(c) ] than the volumetric approach [middle image in Fig. 10(c) ]. The projection approach also yields slightly higher estimates for cell perimeter increases for P cells than the ground truth. Such discrepancies likely reflect the contribution of the z-axis to the cell perimeter (at t = 0).
B. Apical Surface Area
In the volumetric approach, we estimate apical surface area using cumulative patch areas based on the 3-D estimated surface and projected cell contour in 2-D space. We first extract the cell contour mask in the 2-D projection image. On the integer grid, there are square patches that have 1 pixel height and width. If all four points of each patch are inside the mask, we back project the patch on the reconstructed surface in Section III-D. We calculate each projected patch area by adding the areas of two triangles on the patch, and estimate apical surface area by summing all areas of the back projected patches. We calculated ground truth surface area with the identical method.
We computed apical surface areas from the three datasets and compared our two approaches and ground truth. The volumetric and projection approaches gave more consistent estimates of surface area [see Fig. 13(a) ] compared to estimation of cell perimeter [see Fig. 10 ]. The greater consistency between the two methods is because our surface area measurement is less sensitive to errors in segmentation (e.g., G2) [see Fig. 11 ]. Errors in segmentation of the narrow part lead to large differences in the estimate of cell perimeter, but not large differences in the estimate of surface area. When we plotted the trends in surface area for four individual cells, we found that surface area shows more similar trends between ground truth and both methods [see at t = 0) increases in surface area. In contrast, the projection approach estimates a 10%-30% higher increase in surface area for P cells. This discrepancy results from the underestimation of initial surface area by the projection approach when cells are spread over multiple z slices. We applied a Wilcoxon matched pairs test on the normalized surface areas of 72 data points (=24 contours × 3 embryos) to check the statistical significance of differences for three methods. P values between ground truth and volumetric approach, between ground truth and projection approach, and between volumetric and projection approaches were 0.1568, 0.1677, and 0.5625, respectively. P values showed that the differences were not statistically significant.
We next compared the consistency of the projection and volumetric approaches between different datasets. Cell surface areas display a correlation coefficient of 0.96-0.99 between embryos, whether the projection or volumetric approach is used. Left and right cells of a pair also show correlations of 0.9-0.98. Overall, surface area estimates are more highly correlated than cell perimeter because of the higher sensitivity of cell perimeter to errors in segmentation of narrow cells. therefore reflects a change in shape from elongated to round. Similarly, ventral pocket cells hyp7 (20) (21) and P1-P4 increase in apical surface area by 30%-40% yet display only a 10% increase in junctional length; this disproportionate increase in area reflects a change in shape as well as an increase in cell perimeter. To quantitatively analyze trends in cell shape, we calculated a measure of compactness, i.e., the circularity factor [see Fig. 15 ]. The circularity factor is defined as Circularity = 4π × Surface area Cell perimeter 2 .
The circularity factor ranges within 0-1, where 1 is a circle. . When we plotted the trends in circularity for four cells, we found that the three approaches show similar trends except for G2 [see Fig. 16 ]. The volumetric and projection approaches do not show a decrease in circularity for G2 due to segmentation error [see Fig. 11 ]. During enclosure, hyp6, hyp7 (20) (21) increase in circularity, as do P1-4, while the ratio for other cells decreases. This reflects the large changes in shape of the anterior epidermis as it spreads anteriorly to enclose the head; in contrast, the major movement of the ventral pocket is a migration of the medial edges towards the midline, making the cells more elongated.
C. Estimation of Cell Movements from Contour Centers
As an alternative means to visualize epidermal cell movements, we tracked the centers of the cell contours [see Fig. 17 ]. We averaged displacements over embryos to obtain overall movement in each axis and in three dimensions. All cells show anterior movement (x axis); the anterior movement of hyp6 and hyp7 during enclosure of the head is clearly seen [see Fig. 17(b) ]. Cell centers in the mid-body (P3-P8) undergo minimal x displacements (less than 1 μm), whereas cells between the midbody and posterior show significant anterior movement. Cell displacement in the y axis [see Fig. 17(c) ] clearly reveals the midline convergence of the ventral pocket during enclosure. Displacement in the z axis is largely a result of the embryonic rotation from left to right [see Fig. 17(d) ]. When displacement in three dimensions is summed, the leading cells stand out as undergoing the most change in position, even though at this point they have completed their ventralward migrations. This underscores previous observations that leading cells undergo a second major phase of anterior migration during enclosure of the head [3] , [31] .
VI. CONCLUSIONS
Our goal is to rapidly and accurately track cell junctions in 4-D movies to allow quantitative analyses of cell shape change and movements. We have presented novel algorithms for tracking of epidermal cell junctions in C. elegans embryos. We use manual initialization followed by fully automatic membrane tracking to achieve accurate and efficient segmentation of epidermal membranes over time. The segmentation performance evaluated by the MAD between ground truth and segmented contours assesses the accuracy of our algorithms. The errors introduced by automatic analysis generally only compromise our goal for a small number of cells that are either extremely thin in terms of apical surface, or extend across many z planes. As this is a small number of cells known to be problematic, they can be prioritized for manual curation; the vast majority of cells are well tracked.
Our quantitative analysis has been restricted to epidermal cells on one side of the embryo. Our current datasets have insufficient image SNR in the z slices farthest from the objective (dorsal surface in these video sequences), and lower resolution along the z direction. The low image SNR prevents us from analyzing cells on the bottom of the image stack. Epidermal junctions of lateral cells are also less clear due to the reduced z resolution. Although membrane segmentation is feasible on some lateral cells with high pixel intensities, our volumetric algorithms are not able to segment most lateral cells. Emerging microscopy methods such as Bessel sheet imaging, iSPIM or SIM [32] [33] [34] may allow collection of 4-D videos with the improved SNR and z-resolution necessary for segmentation of epidermal junctions throughout the epidermis.
Our algorithms have not dealt with fusion or division of cells. The number of epidermal cells during the period of ventral enclosure imaged here does not change. In later epidermal development, a large number of additional fusions occur that would require manual curation or new algorithms. A further challenge would be to track division of epidermal cells.
Our algorithms enable quantitative analysis of epidermal morphology and movement in C. elegans. The projection approach requires less initialization and computation than the volumetric approach. The projection approach shows similar length and surface area measurements to the volumetric approach except for cells that are widely spread over z slices. The volumetric approach with depth information produces better descriptions of cell junctions, although the volumetric approach needs more time-consuming initialization. Both methods generate robust segmentation results with less user effort than manual tracking. In conclusion, our tracking algorithms have produced the first quantitative descriptions of cellular shape during C. elegans epidermal enclosure. In combination with tracking of cell nuclei, these tools should assist in developing quantitative descriptions of embryonic morphogenetic processes as an essential step towards modeling of forces and cellular mechanisms.
