Abstract. This paper establishes automatic extensions for local regularized semigroups and local regularized cosine functions in a certain sense and applies the results to abstract Cauchy problems.
Introduction
Let X be a complex Banach space and let A be a closed linear operator on X. Many physical problems may be modelled as a first or second order abstract Cauchy problem: u (t) = Au(t) (0 ≤ t ≤ τ); u(0) = x (ACP 1, τ) or u (t) = Au(t) (−τ ≤ t ≤ τ); u(0) = x (ACP 2, τ).
The first or second order abstract Cauchy problem is well-posed if A generates a strongly continuous semigroup or cosine function. Then (ACP 1, τ) or (ACP 2, τ) has a unique mild solution for all initial data x that extends to a global solution, or equivalently, τ may be chosen to be ∞. For ill-posed abstract Cauchy problems, the distinction between local and global solutions becomes quite significant. For any given τ > 0, it is not hard to construct an operator A for which (ACP 1, τ) or (ACP 2, τ) has a unique mild solution for all x ∈ D(A) but (ACP 1, nτ) or (ACP 2, nτ) has no nontrivial solution for every n > 1 (see examples in [T-O] , [H-Hu] , [S] and Section 4 of this paper).
In this paper, for C a bounded injective operator on X, we show that if (ACP 1, τ) (resp. (ACP 2, τ)) has a unique mild solution for x ∈ Im(C), then for any n ∈ N , (ACP 1, nτ) (resp. (ACP 2, nτ)) has a unique mild solution for all x ∈ Im(C n ) (resp. for all x, y ∈ Im(C n )). By choosing C ≡ (λ − A) −k for λ ∈ ρ(A), this generalizes the result in [A-El-K] .
To reach our target, we first study the automatic extensions of local regularized semigroups and local regularized cosine functions in a sense similar to that appearing in [A-El-K], then we consider their applications to both (ACP 1, nτ) and (ACP 2, nτ). We also characterize those local regularized semigroups and local regularized cosine functions that can be extended to global ones (see [G] ). The approach applied in this paper seems to be more natural, direct and general than the approach applied in [A-El-K] .
As regards the theory of local regularized semigroups and local regularized cosine functions, we refer the reader to the references [T-O] , [S] and [H-Hu] .
The first author of this paper would like to gratefully acknowledge Ralph deLaubenfels for many helpful discussions.
In addition to the complex Banach space X, we use B(X) to denote the algebra of all bounded linear operators on X. C ∈ B(X) is injective and A is closed on X. For a linear operator S, D(S), Im (S) are the domain and image of S, respectively. ρ(S), σ(S) are the resolvent set and spectrum of S, respectively.
Given τ > 0, n ∈ N and x ∈ X. Consider the first order abstract Cauchy problem (ACP 1, nτ). By a mild solution of (ACP 1, nτ) we mean a map t →
(ACP 1, nτ) is said to be C n -well-posed, if it has a unique mild solution u n ∈ C([0, nτ], X) for every x ∈ Im(C n ). In addition to (ACP 1, nτ), we shall also consider the second order abstract Cauchy problem (ACP 2, nτ). Let x, y ∈ X. By a mild solution of (ACP 2, nτ)
(ACP 2, nτ) is said to be C n -well-posed, if it has a unique mild solution u n ∈ C([−nτ, nτ ], X) for every pair of x, y ∈ Im(C n ). In Section 2, we study the automatic extension of local regularized semigroups and their applications to (ACP 1, nτ). In Section 3, we consider the automatic extension of local regularized cosine functions and their applications to (ACP 2, nτ). It is surprising that all local regularized semigroups and all local regularized cosine functions can be extended in our weaker sense without any additional conditions. In Section 4, we offer several examples to illustrate the main results obtained in Sections 2 and 3.
Extension of local C-regularized semigroups
The following definition can be found in [T-O] .
Definition 2.1. Assume C ∈ B(X) is injective and τ > 0. A strongly continuous family {W (t)} t∈ [0,τ ] of bounded operators is a local C-regularized semigroup if
is nondegenerate, its generator A is defined to be the following operator: A local C-regularized semigroup {W (t)} t∈ [0,τ ] , satisfying (i), (ii) of Definition 2.3 and W (t)A ⊆ AW (t) for t ∈ [0, τ], is said to be a local C-regularized semigroup for A.
It has been proved in [dL 3-S-Wa, Proposition 2.9, Proposition 2.6 (2)] that a global C-regularized semigroup for A is uniquely determined by A and that if a global C-regularized semigroup is generated by A, then it is for A. It is routine to verify that these facts remain true for the local case. Hence, instead of the term: a local C-regularized semigroup for A, we will say the local C-regularized semigroup for A.
The following lemma for local C-regularized semigroups is similar to the global case (see Theorem 3.3] ) and plays an important role in this section. 
We define the family {W n (t)} t∈[0,nτ ] of bounded operators by induction in n ∈ N . Assume the family {W n−1 (t)} t∈[0,(n−1)τ ] has already been defined. Now define
The following corollary is an immediate consequence of the definition of W n (·).
Corollary 2.5. For every
A and (a) is true for some n − 1 with n > 1. First assume t ∈ [0, (n − 1)τ ]. Then
From Corollary 2.5 and Lemma 2.4,
Here we note that these references are for global regularized semigroups, but the same proof applies to the local case. By induction in n, it is easy to show that A = C −n AC n for every n ∈ N . This, together with (2.1) and (2.2), asserts that A is the generator of {W n (t)} t∈ [0,nτ ] by the above references again.
It is easy to see that if W (t) ≤ M for t ∈ [0, τ] and some M > 0, then W n (t) ≤ M n for all t ∈ [0, nτ] and n ∈ N. The following corollary is an easy consequence of Theorem 2.6 and Lemma 2.4. Corollary 2.7. Assume A is closed and CA ⊆ AC. Then the following are equivalent.
(
and
When one of the equivalent conditions (a), (b) or (c) is true, denote the global extension of {W
The following hold for n = 1.
is strongly continuous for t ∈ [0, nτ]. Now assume (1) and (2) are true for some n ∈ N . Set t = nτ in (1) to find
n . From the definition, we have
Thus, (2), together with the hypotheses in (b), implies that
Then W 0 (·) is well defined and strongly continuous on [0, nτ] for every n ∈ N , hence on [0, ∞). (2.1) and (2.2) give us
From Lemma 2.4 and the inclusion
is also by its definition and Theorem 2.6.
The equivalence of (a) and (b) in Corollary 2.8 was proved in [G, Theorem 1 .1] by a more complicated method without assuming the strong continuity of
n−1 on [0, τ], which seems to be needed.
Corollary 2.9. Assume A is closed, ρ(A) is nonempty, r ∈ ρ(A) and k ∈ N . Then the following are equivalent.
It is worthwhile to mention that [A-El-K, Theorem 4.1] is a consequence of Corollary 2.9. This corollary is also guaranteeing mild solutions of (ACP 1, nτ) for all x ∈ D(A nk ) and all n ∈ N, when there are mild solutions of (ACP 1, τ) for all x ∈ D(A k ). The following proposition seems to be interesting. 
and the uniqueness of the solutions of (ACP 1, nτ), we have
W n+m (t)x is thus mk-th continuously differentiable for t ∈ [0, nτ] and (2.3) follows.
The following interesting remark was suggested by the referee.
Remark 2.11. In addition to the extension of local C-regularized semigroups defined on closed interval [0, τ], it is also necessary to consider the extension of local Cregularized semigroups defined on the interval [0, τ) (see Example 4.2). Assume that {W 1 (t)} t∈[0,τ ) is such a local C-regularized semigroup and that its extension {W n (t)} t∈[0,nτ ) has been defined and is a local C n -regularized semigroup. Now define
where s is chosen so that s ∈ [(n − 1)τ, nτ] and t − s < τ. We have to show that W 1 (t−s)W n (t−s) is independent of s ∈ [(n−1)τ, nτ). Let s ∈ [(n−1)τ, nτ) be such that t − s < τ and s < s. Since s − s < τ, we have
and hence
This implies
It is routine to verify that {W n+1 (t)} t∈[0,(n+1)τ ) is a local C n+1 -regularized semigroup, and if {W 1 (t)} t∈[0,τ ) is for (resp. generated by) A, then {W n+1 (t)} t∈[0,(n+1)τ ) is also for every n ∈ N .
Extension of local C-regularized cosine functions
The extension of local C-regularized cosine functions is similar to that of local C-regularized semigroups except for some minor differences. We give the details for completeness. Definition 3.1. Assume C ∈ B(X) is injective and τ > 0. A strongly continuous family
, only when x = 0. If {C(t)} t∈ [−τ,τ ] is nondegenerate, the generator A of {C(t)} t∈ [τ,τ ] is defined to be the following operator:
The following lemma is a version of [W-Wa, Propoition 2.2].
Lemma 3.2. The local C-regularized cosine function {C(t)} t∈[−τ,τ ] is nondegenerate if and only if C is injective.
Similar to Definition 2.3, we introduce the following. Definition 3.3. Assume A is closed, C ∈ B(X) is injective and τ > 0. A strongly continuous family {C(t)} t∈ [−τ,τ ] of bounded operators is a local second-order mild C-existence family for A if
, is called a local C-regularized cosine function for A. Since [W-Wa, Theorem 2.6 (1), Corollary 2.8] remain true for our local case, if {C(t)} t∈[−τ,τ ] is generated by A, then it is for A and, instead of the term: a local C-regularized cosine function for A, we may say the local C-regularized cosine function for A.
The following lemma for local C-regularized cosine functions is similar to the global case (see Theorem 3.4] ) and plays an important role in this section. 
Let {C(t)} t∈ [−τ,τ ] be a local C-regularized cosine function. Denote C 1 (t) ≡ C(t). As with section 2, assume the family {C n−1 (t)} t∈[−(n−1)τ,(n−1)τ ] of bounded operators has been defined for some n > 1. Now define
The following corollary is also an immediate consequence of the definition of C n (·).
Corollary 3.5. For each n ∈ N , {C n (t)} t∈ [−nτ,nτ ] is strongly continuous,
Theorem 3.6. Assume A is closed, C is injective and {C(t)} t∈ [−τ,τ ] is a local C-regularized cosine function. Then the following hold. τ ] is for (resp. generated by) A, then {C n (t)} t∈ [−nτ,nτ ] is also for every n ∈ N .
Proof.
is for A and (a) is true for some n − 1 with n > 1. First assume t ∈ [0, (n − 1)τ ]. Then
From C n (t) = C n (−t) for t ∈ [−nτ, 0], (3.1) and (3.2) remain true for all t ∈ [−nτ, nτ ]. Corollary 3.5 and Lemma 3.4 imply that {C n (t)} t∈ [−nτ,nτ ] is the local C n -regularized cosine function for A. By Lemma 3.2, Corollary 3.5 and an argument identical to that of Theorem 2.6, it follows that if {C(t)} t∈[−τ,τ ] is generated by A, then {C n (t)} t∈ [−nτ,nτ ] is also for every n ∈ N .
Corollary 3.7. Assume A is closed, CA ⊆ AC and τ > 0. Then the following are equivalent.
Corollary 3.8. Assume A is closed, C ∈ B(X) is injective and {C(t)} t∈ [−τ,τ ] is a local C-regularized cosine function. Then the following are equivalent.
(a) {C(t)} t∈ [−τ,τ ] can be extended to a global C-regularized cosine function. [−τ,τ ] by {C 0 (t)} t∈(−∞,∞) . If {C(t)} t∈ [−τ,τ ] is for (resp. generated by) A, then {C 0 (t)} t∈(−∞,∞) is also.
When one of the equivalent conditions (a), (b) or (c) holds, denote the global extension of {C(t)} t∈
Proof. (a) =⇒ (b). Clear.
(b) =⇒ (c). To prove (c), it suffices to prove the following.
(1) Both C n ((n − 1)τ ), C n (nτ ) are homogeneous polynomials of C 1 (τ ) and C of degree n.
(1) and (2) hold for n = 1. Now assume they are true for some n ∈ N . By definition,
(1) is thus true for n replaced by n + 1. From (1) and (b), we have
(2), which holds by our inductive hypothesis, gives us that (4) Im(C n (2nτ − t)) ⊆ Im(C n−1 ) and C −(n−1) C n (2nτ − t) is strongly continuous for t ∈ [nτ, (n + 1)τ], since for this case we have (2nτ − t) ∈ [(n − 1)τ, nτ].
The definition, together with (2), (3) and (4), implies that Im(C n+1 (t)) ⊆ Im(C n ) and C −n C n+1 (t) is strongly continuous for t ∈ [0, (n + 1)τ]. (2) holds for every n ∈ N . (c) is proved.
(c) =⇒ (a). Assume {C 1 (t)} t∈ [−τ,τ ] is for A. Set C 0 (t) ≡ C −(n−1) C n (t) for t ∈ [−nτ, nτ ] and n ∈ N to yield
by (3.1) and (3.2). Thus, {C 0 (t)} t∈R is the global extension of {C 1 (t)} t∈ [−τ,τ ] . If the latter is for (resp. generated by) A, then the former is also by its definition and Theorem 3.6.
It is worthwhile to mention that for regularized cosine functions, we have results similar to Corollaries 2.9, 2.10 and Remark 2.11. Since all of these are easily verified, we omit the details.
Examples
In this last section we present several examples. The following Example 4.1 was suggested by the referee.
Example 4.1. (a) Let {e
−tA } t≥0 be a strongly continuous semigroup generated by −A. Let C ≡ e −τ A , where τ > 0 is given. Then
defines a local C-regularized semigroup generated by A. The local C n -regularized semigroup W n (t) ≡ e (t−nτ )A is the extension of W (·) to t ∈ [0, nτ] for n ∈ N. (b) Let A, C and τ be as in (a). Then
defines a local C-regularized cosine function generated by A 2 . The local C nregularized cosine function
is the extension of C(·) to t ∈ [−nτ, nτ ] for n ∈ N. (a) is interesting because it focuses on reversibility of solutions of abstract Cauchy problems of the first order. It implies that if the following abstract Cauchy problem
has a unique exponentially bounded mild solution for every x ∈ X, then it has a unique mild solution on [−nτ, nτ ] for every x ∈ Im(e −nτ A ) with n ∈ N .
Example 4.2. (a) Let
A be a (possibly unbounded) scalar type operator on the Banach space X and let K(·) be the resolution of the identity for A. Then
is bounded and injective, and
defines the local C-regularized semigroup {W (t)} t∈[0,τ ) generated by A. If λ → Re(λ) is not essentially bounded on σ(A) with respect to the vector measure K(·), then {W (t)} t∈[0,τ ) cannot be extended to t ≥ τ . However, Remark 2.11 implies that
[Re(λ)] n e λ(t−nτ ) K( dλ) (t ∈ [0, nτ)
defines a local C n -regularized semigroup {W n (t)} t∈[0,nτ ) generated by A. (b) Let τ, A and K(·) be as in (a). Then
Reλ[e λ(t−τ ) + e −λ(t+τ ) ]K( dλ) (t ∈ (−τ, τ))
defines a local C-regularized cosine function {C(t)} t∈(−τ,τ ) generated by A 2 and
n [e λ(t−nτ ) + e −λ(t+nτ ) ]K( dλ) (t ∈ (−nτ, nτ )) and defines a local C n -regularized cosine function also generated by A 2 . Open question. Do there exist functional calculi to characterize local regularized semigroups and regularized cosine functions (proposed by Ralph deLaubenfels in his letter)?
