Abstract-In this article, a formalism for a specific temporal data mining task (the discovery of rules, inferred from databases of events having a temporal dimension), is defined. The formalism, based on first-order temporal logic, is then extended to include the concept of temporal granularity. Based on this theoretical framework, a detailed study is made to investigate the formal relationships between the interpretation of the same event in linear time structures with different granularities.
I. INTRODUCTION The domain of temporal data mining focuses on the discovery of causal relationships among events that are ordered in time and may be causally related. The contributions in this domain encompass the discovery of temporal rule, of sequences and of patterns.
Although there is a rich bibliography concerning formalism for temporal databases, there are very few articles on this topic for temporal data mining. In [1] , [2] general frameworks for temporal mining are proposed, but usually the researches on causal and temporal rules are more concentrated on the methodological/algorithmic aspect, and less on the theoretical aspect. Based on a methodology for temporal rule extraction, described in [3] , we proposed in [4] an innovative formalism based on first-order temporal logic, which permits an abstract view on temporal rules. The formalism is developed around a time model for which the events are those that describe system evolution (event-based temporal logics). But the real systems are systems whose components have dynamic behavior regulated by very different (even by orders of magnitude) time granularities. Analyzing such systems (hereinafter granular systems) means to approach theories, methodologies, and techniques that make use of granules (or groups, classes, clusters of a universe) in the process of problem solving. Granular computing (the label which covers these approaches) is essential to human problem solving, and hence has a very significant impact on the design and implementation of intelligent systems. By focusing on different levels of granularities, one can obtain various levels of knowledge, as well as inherent knowledge structure [5] [6] [7] .
Despite the widespread recognition of its relevance in the fields of formal specifications, knowledge representation and temporal databases, there is a lack of a systematic framework for time granularity. Hobbs [8] proposed a formal characterization of the general notion of granularity, but gives no special attention to time granularity. Clifford et al. [9] provide a set-theoretic formalization of time granularity, but they do not attempt to relate the truth value of assertions to time Kilian Stoffel University of Neuchatel, Switzerland Email: kilian.stoffel@unine.ch granularity. Extensions to existing languages for formal specifications, knowledge representation and temporal databases that do support a limited concept of time granularity are proposed in [10] and [11] . Finally, Bettini et al. [12] provide a formal framework for expressing data mining tasks involving time granularities and investigate the formal relationships among event structures having temporal constraints. The purpose of this paper is to extend our formalism to include the concept of time granularity. We define the process for which a given structure of time granules 1a (called temporal type) induces a first-order linear time structure M,, on the basic (or absolute) linear time structure M. The major change for the temporal logic based on M,, is at the semantic level:
for a formula p, the interpretation do not assign a meaning of truth (one of the values {true, false}), but a degree of truth (a real value from [0,1]). Consequently, we can give an answer to the following question: if the temporal type M is finer than temporal type v, what is the relationship between the interpretations of the same formula p in the linear time structures M,, and M,. We also study the variation process for the set of satisfiable events during the transition between two time structures with different granularity. By an extension at the syntactic and semantic level we define a mechanism of aggregation for events, that reflects the following intuitive phenomenon: in a coarser world, not all events inherited from a finer world are satisfied, but in exchange there are new events which become satisfiable.
The rest of the paper is structured as follows. In the next section, the first-order temporal logic formalism is extensively described (the main terms and concepts). The definitions and the theorems concerning the extension of the formalism towards a temporal granular logic are presented in Section 3 and the last section summarizes our work.
II. THE FORMALISM OF TEMPORAL RULES
Time is ubiquitous in information systems, but the mode of representation/perception varies in function of the purpose of the analysis [13] . Firstly In the framework of linear temporal logic, the set of symbols is divided into two classes, the class of global symbols and the class of local symbols. Intuitively, a global symbol w has the same interpretation in each state, i.e. IS(w) = I,, (w) = I(w), for all s, s' E S; the interpretation of a local symbol may vary, depending on the state at which is evaluated. The formalism of temporal rules assumes that all function symbols (including constants) and all relational symbols are global, whereas the predicate symbols and variable symbols are local. Consequently, as the temporal atoms, constraint formulae, temporal rules and the corresponding templates are expressed using the predicate symbol E or the variable symbols yi, the meaning of truth for these formulae depend on the state at which they are evaluated. Given a first order time structure M and a formula p, we denote the instant i (or equivalently, the state si) for which I,i (p) = true by i p P, i.e. at time instant i the formula p is true. Therefore, i = E(ti,... t,1) means that at time i an event with the name 1(t1) and characterized by the global features 1(t2),. . . ,I(tn) occurs However, to ensure that this general interpretation is well defined, the linear time structure must present some property of consistency. Practically, this means that if we take any sufficiently large subset of time instants, the conclusions we may infer from this subset are sufficiently close from those inferred from the entire set of time instants. Therefore, DEFINITION 5 Given L and a linear time structure M, we say that M is a consistent time structure for L if for every formula p, the limit supp(p) = lim n-1#A exists, where # nPo means "cardinality" and A = {i = 1..n i 1= p}. The notation supp(p) denotes the support (of truth) ofp. Now we define the general interpretation for an n-ary predicate symbol P as: DEFINITION 6 Given L and a consistent linear time structure M for L, the general interpretation IG for an n-ary predicate P is a function Dn -_ [0,1], such that, for each n-tuple of terms {ti X... tn}, IG (P(tl, -tn)) = supp(P(ti X X tn) 
III. THE GRANULARITY MODEL
We start with the concept of a temporal type to formalize the notion of time granularities, as described in [14] . DEFINITION (1)) and, hence, it is a partial order. Therefore, there exists a unique least upper bound of the set of all temporal types, denoted by ULT, and a unique greatest lower bound, denoted by pI. Moreover, a temporal type system having an infinite index is a lattice with respect to the finer-than relationship (see [14] ). Concerning the groupsinto relationship, it also satisfies the properties of a partial order (reflexivity, transitivity and antisymmetry), but generally ,u'4 v not imply IL < v or viceversa. Consider now A = T = N. If we impose to any temporal type IL the restrictions Vi E N, 0 < #(i) < oo (2) ViEN,W '(i)#0
(3) then it can be proven that the condition (1) is a consequence of the restriction (2) and that the restriction (3) is a sufficient condition for the equivalence of the relationships finer-than and groups-into, according to the following lemma: LEMMA 1 If ,i and v are temporal types on (N, N) which satisfy the conditions (2) and (3) (shortly, are of type g1), then ,u < v*== --, < v. Moreover, the temporal type L (i) = i is greatest lower bond for the set g1.
If M = (S, x, I) is a first-order linear time structure, then let the absolute time A be given by the sequence x, by identifying the time moment i with the state si (on the ith position in the sequence). If ,t is a temporal type from 51, then the temporal granule p1(i) may be identified with the set {sj E S j E It,(i)}. A(i) (P) = IG(I,(i)) (P) = SUPP(P, MM(i)) (4) This interpretation is extended to any temporal formula in L according to 
where Ni is the subset ofN which satisfies v(i) = UjEN /(j) and p is a temporal free formula in L. But the significance of Theorem 1 is revealed in a particular context. Firstly, let G2 be the subset of Gi, obtained when the condition (2) is replaced by the stronger condition (2'), #,u(i) = c,1, where cJ,C N. If P,V c E2 and ,u < v, it can be shown that #Ni = cv,Vi e N and so the relation (7) becomes
Generally speaking, consider three worlds, W1, W2 and W3 -defined as sets of granules of information -where W1 is finer than W2 which is finer than W3. Suppose also that the conversion between granules from two different worlds is given by a constant factor. If the independent part of information in each granule is transferred from W1 to W2 and then the world W1 is "lost", the theorem 1 in the form (8) affirm that is possible to transfer the independent information from W2 to W3 and to obtain the same result as for the transfer from W1 to W3. EXAMPLE 1: Consider a linear time structure M (here, the world W1) and a temporal free formula p such that, for the first six time moments, we have i l= p for i E {1, 3,5, 6}. Let be ft,v E g2, ,lb i v, with ft(i) = {2i -1,2i} and
According to the definition 13, I,(,) (p) = 0.5, I(2)(P) = 0.5, 1,43)(z) = 1, whereas I>(l)(p) = 0.66. If the linear time structure M is "lost", the temporal types p and v are "lost" too (we don't know the absolute time A given by M). But if we know the induced time structure My (world W2) and the relation between ,u and v, we can deduce the time structure M, (world W3) completely. As example, according to (8) ,
The theorem 1 is not effective for temporal formulae (which can be seen as the dependent part of the information from a temporal granule). In this case we will show that the interpretation, in the coarser world, of a temporal formula with a given time window is linked with the interpretation, in the finer world, of a similar formula but having a larger time window. Indeed, if we define the operator zOOmk as All the deduction process made until now was conducted to obtain an answer to the following question: how the degree of truth of a formula p is changing if we pass from a linear time structure with a given granularity to a coarser one. And we proved that we can give a well-defined method if we impose some restrictions on the temporal types which induce 1'these time structures. But there is another phenomenon which follows the process of transition between two real worlds with different time granularities: new kinds of events appear, some kinds of events disappear. DEFINITION IV. CONCLUSIONS The theoretical framework we proposed, based on firstorder temporal logic, permits to define the main notions used in temporal data mining (event, temporal rule, constraint) in a formal way. The concept of a consistent linear time structure allows us to introduce the notions of of support and of confidence, expressing the two similar concepts used in data mining.
Starting from the inherent behavior of temporal systems -the events and their interactions are determined, mainly, by the temporal scale -we extended the capability of our formalism to "capture" the concept of time granularity. To keep an unitary viewpoint of the meaning of the same formula at different scales of time, we changed the usual definition of the interpretation IV for a predicate symbol in the frame of a temporal granular logic: it return the degree of truth (a real value between zero and one) and not only the meaning of truth (true orfalse).
The consequence of the definition for I0 is formalized in theorem 1: only the independent information (here, the temporal free formulae) may be transferred without lost between worlds with different granularities. Concerning the temporal rules (scale dependent information), we proved that the interpretation of a rule in a coarser world is linked with the interpretation of a similar rule in a finer world, obtained by applying the operator zoomk on the initial temporal rule.
We defined also a mechanism to aggregate events of the same type, that reflects the following intuitive phenomenon: in a coarser world, not all events inherited from a finer world are satisfied, but in exchange there are new events which become satisfiable. To achieve this we extended the syntax and the semantics of L by allowing "family" of function symbols and by adding two new operatois.
In our opinion, the logical next step in our work consists in adding a probabilistic dimension to the formalism. Preliminary results confirm that this approach allows a unified framework for the initial formalism and its granular extension, framework in which many of the concept definitions become consequences of a fundamental stochastic structure.
