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Abstract
The dynamics on a chaotic attractor can be quite heterogeneous,
in some regions being unstable in more directions than in other re-
gions. When trajectories wander between these regions, the dynamics
is complicated. We say an invariant set A is hetero-chaotic if A has a
dense trajectory and for at least 2 values of k, the set of k-unstable
periodic points is dense in A.
While we believe it is common for attractors to be hetero-chaotic,
only one example has been proved to be hetero-chaotic. Here we
present two more examples. Our examples have one dense set of pe-
riodic points whose orbits are 1D (1-dimensionally) unstable and an-
other where they are 2D unstable. They are also ergodic with respect
to Lebesgue measure.
1 Introduction
We introduce two low-dimensional maps as paradigms, including one that is
perhaps the simplest possible example of a hetero-chaotic attractor for which
the map has an inverse. It is based on the well-known baker map. See Figs. 2
and 3 and Eqs. 1 and 2.
We say a chaotic attractor (with a trajectory that is dense in the attrac-
tor) is heterogeneous when arbitrarily close to each point of the attractor
there are different periodic points with different numbers of unstable dimen-
sions, and then we refer to the dynamics of such an attractor as hetero-
chaos. Here we present the second example to be hetero-chaotic, and it is
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Figure 1: The homogeneous chaotic baker maps “2D-B” and “3D-
B” in [0, 1]2 and [0, 1]3. First panel: The standard, i.e. 2D, baker map
is defined by splitting the square into p equal-sized vertical rectangles where
p = 3 here. Here they are denoted by A,B, and C. We call these sets
“symbol sets”. The square is mapped to the square, with x 7→ τ(x) where
we can say τ(x) ≈ 3x mod 1, but more precisely, τ is given in Eq. 1; we use
the same approximate notation when we write below that x 7→ 2x mod 1.
Each vertical rectangle on the left maps to a different horizontal rectangle on
the right, each stretched in the horizontal direction and shrunken vertically.
The assignment of which maps to which has been chosen arbitrarily but the
assignment is fixed. This map has homogeneous chaos with one “unstable”
direction, a concept that will be defined later. The images are denoted by
primes ′ so for example A maps onto A′. Second panel: We provide a 3D
version by slicing a unit cube [0, 1]3 into four equal-sized shoe-box shaped
boxes as shown. The cube [0, 1]3 is mapped to itself, using x 7→ 2x mod 1 and
z 7→ 2z mod 1 so each shoe box is expanded to a pizza box the width of the
cube. The assignment of which shoe box maps to which pizza box has been
chosen arbitrarily but the assignment is fixed. This map has homogeneous
chaos with two unstable directions. We say this map is 2D unstable because
it is unstable in both the X and Z directions and stable in the Y direction.
See Sec. 3 for definitions.
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Figure 2: Example “2D-HC”: Our 2D Hetero-chaos baker map
F (x, z). The figure shows a three-piece version of the baker map. We divide
0 ≤ x < 1 into three intervals, L = [0, 1/3),M = [1/3, 2/3), and R = [2/3, 1],
and divide the square into 3 tall rectangles A,D,and B ∪C, whose bases are
L,M, and R. The map F is defined as follows: For x ∈ L, z 7→ z/2. For
x ∈ M, z 7→ z/2 + 1/2. For x ∈ R, z 7→ 2z mod 1. And then x 7→ 3x mod 1.
Hence F expands each rectangle horizontally to full width as shown. The
region R1 = A ∪ D is contracted vertically. The region R2 = B ∪ C is ex-
panded in both coordinates so that the images of B and C each covers the
entire square. Hence R1 and R2 are regions of one- and two-dimensional
instability. While Fig. 1 is one-to-one almost everywhere, this map is not.
This is corrected in Fig. 3 by raising the dimension of the space.
Figure 3: Example “3D-HC”: An invertible volume-preserving 3D
version of 2D-HC in Fig. 2. Here the X-Z plane plays the role of X-Z in
Fig. 2 and the Y coordinate has been added. Here [0, 1]3 is partitioned into
four regions A, B, C, and D and for all four, F maps x 7→ τ(x) = 3x mod 1,
and each is mapped into a region of the same volume. Both B and C expand
in two directions and contracting in one, both having 1
6
the volume of [0, 1]3.
A and D each have volume 1
3
and expand in only the X direction. Note
that the Y coordinate shrinks for all four regions. We note that F−1 is also
volume preserving and has many of the features of F . For F−1, y 7→ σ(y),
independent of x and z. The first branch of σ has slope 3
2
while the other
two branches have slope 6, thereby preserving volume. Eqs. 1 and 2.
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the first example that does not also have quasiperiodicity. Our example is
piece-wise linear while the previous example [1] is real analytic.
Baker maps. For contrast we begin with a map with quite homogeneous
dynamics, the well-known “baker map”, which we denote by 2D-B shown in
the first panel of Fig. 1. It was defined in 1933 by Seidel [2]. The map is
defined by dividing the square into p equal vertical strip. Seidel used p = 10.
We use p = 3 though p = 2 is most common in the literature. Each strip is
mapped to a horizontal strips by squeezing it vertically by the factor p and
stretching it horizontally by the same factor. The resulting horizontal strips
are laid out covering the square [0, 1]2. We also show a three-dimensional
version, 3D-B in the second panel of Fig. 1. There, the unstable dimension
is 2 and in particular is constant. The baker maps here are area or volume
preserving and are one-to-one almost everywhere.
All periodic orbits of 3D-B are “2D unstable”. In such cases when all
periodic points have the same number of unstable dimensions, we call the
chaos homogeneous. See Sec. 3 for definitions of 1D and 2D unstable for
our maps.
The earliest use of the map name “baker” that we have found appears
in the 1956 Lectures on Ergodic Theory by Halmos [3]. He writes that the
actions of the map are reminiscent of the kneading of dough and writes that
it is “sometimes called the baker’s transformation”.
Our hetero-chaotic baker maps. The baker maps in Fig. 1 have
homogeneous chaos, but we here modify them to be hetero-chaotic. Here we
call two such modified maps 2D-HC and 3D-HC in Figs. 2 and 3 respectively
– as prototypes for understanding attractors with far higher dimension. The
map for 3D-HC is defined as follows.
τ(x) :=


3x for x ∈
[
0, 1
3
)
3x− 1 for x ∈
[
1
3
, 2
3
)
3x− 2 for x ∈
[
2
3
, 1
] (1)
F ((x, y, z)) :=


(
τ(x), 2
3
y, z/2
)
on A(
τ(x), 2
3
+ 1
6
y, 2z
)
on B(
τ(x), 5
6
+ 1
6
y,−1 + 2z
)
on C(
τ(x), 2
3
y, 1
2
+ 1
2
z
)
on D
(2)
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where
A :=
[
0, 1
3
)
× [0, 1]× [0, 1] ;
B :=
[
1
3
, 2
3
)
× [0, 1]× [0, 1] ;
C :=
[
2
3
, 1
]
× [0, 1]×
[
0, 1
2
)
;
D :=
[
2
3
, 1
]
× [0, 1]×
[
1
2
, 1
]
.
The examples (with slight changes) and some of the results in this paper
have been announced without proof in [4]. That paper also has numerical
studies of these and other related maps.
Theorem 1.1. The 2D-HC and 3D-HC maps are hetero-chaotic.
Perhaps the proof would be easy if this map was a “subshift of finite
type” on A,B,C,D, but it is not, as we show in Sec. 8.
The 3D-HC case is proved in three steps which are outlined below.
(1) Periodic points of F that are 2D unstable and 1D stable are dense in
[0, 1]3, (Thm. 4.1).
(2) We apply Thm. 4.1 to F−1 (which requires small modifications in the
proof) and conclude that the periodic points of F−1 that are 2D unsta-
ble and 1D stable are dense. Each of those orbits is 1D unstable and
2D stable for F , so periodic points for F that are 1D unstable and 2D
stable are dense in [0, 1]3, (Cor. 4.4).
(3) The map is ergodic with respect to uniform (Lebesgue) measure (Thm.
5.1), and as a corollary we obtain that for almost every initial condition,
the corresponding trajectory is dense in [0, 1]3, Cor. 5.2.
Hence 3D-HC attractor, unit cube [0, 1]3, is hetero-chaotic.
As we discuss in Sec. 6, any trajectory (xn, yn, zn)n∈N of 3D-HC has a
projection (xn, zn)n∈N that is a trajectory of 2D-HC. Each dense trajectory
maps onto a dense trajectory, and periodic onto periodic (preserving the
unstable directions). Hence the 2D-HC attractor, the square [0, 1]2, is hetero-
chaotic.
Related literature. For area-contracting (“skinny”) and area-expanding
(“fat”) 2D-baker maps, see [5] and [6], respectively.
The first examples of a (robust) invariant set containing periodic orbits
with different unstable dimension values were given by [7, 8] in four and
three dimensions, respectively. “Robust” means the property persists under
all sufficiently small perturbations. These papers are part of a program to
find a collection of types of dynamical systems that together form a dense set
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in the space of all smooth maps or flows. One type under consideration was
the set of hyperbolic dynamical systems. These are homogeneous. The fact
that the examples in [7, 8] are robust means that examples like these must
be in that collection and that hyperbolic systems are not dense. Later those
ideas were extended using the notions of “blenders” and “hetero-dimensional
cycles” (see [9] and references therein). That literature generally shows little
interest in whether their invariant sets are attractors. We focus on attractors
in part because they are some of the most interesting dynamical objects for
scientists.
2 Homogeneous regions Rk and “index sets”
in hetero-chaotic dynamics
Let Rk denote the region of phase space in which the dynamics (specifically,
the map’s Jacobian) is k-dimensionally unstable; see e.g. Fig. 4. We require
that for any finite time trajectory (F n(p))N0 in Rk, DF
N(p) must have k
unstable directions. We call #k the largest invariant set that lies wholly in
Rk the index-k set. For 3D-HC, R1 := A ∪D and R2 := B ∪ C. The index
sets #1 ⊂ R1 and #2 ⊂ R2 for 3D-HC are shown in Fig. 4. The set that is
green in the figure is a subset of the following.
#2,1 : = {p : F
n(p)→ #1 as n→ +∞ and F
n(p)→ #2 as n→ −∞},
#1,2 : = {p : F
n(p)→ #2 as n→ +∞ and F
n(p)→ #1 as n→ −∞}.
Index sets can be quite big (i.e. the fractal dimension can be > 1) as Figs.
4 illustrates. For other examples of index sets see also Figs. 4 and 6 in [4].
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Figure 4: Index sets for 3D-HC The 1D unstable index set #1 shown in
red lies in the plane y = 0. The 2D unstable index set #2 shown in blue lies
in the plane x = 1. All are shown in the cube partitioned according to the
symbol sets of F−1. The green arrows show the stable directions of #1 and
#2 and the red arrows show their unstable directions. See the text for the
green hetero-clinic sets #1,2 (a straight line segment) and #2,1 (the product
of two crudely drawn Cantor sets and a straight line segment).
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3 Proving that a map has periodic points
We begin with a well known technique for proving existence of periodic points
for the baker map, 3D-B. It illustrates what is needed for our heterogeneous
3D-HC case.
Boxes and symbol sets and their maps. Throughout this paper we
deal with intervals that are usually half-open, written [a, b), but the reader
should understand that if b = 1, the interval is actually [a, 1]. An example is
that each symbol set is the product of such “half-open intervals except when
the right end is 1”. Rather than introduce a special notation for this, we
leave it to the reader.
We will say a set B is a “box” when it is the Cartesian product of 3
non-empty half-open intervals of the form [a, b) ⊂ [0, 1]. We use subscript
X, Y, Z to denote the projection of a box onto the axes. Hence
B = BX ×BY ×BZ.
For the 3D examples that we call 3D-B and 3D-HC, we will refer to the
boxes A,B,C, and D as symbol sets for F .
On each symbol set X, the map F in 3D-B and 3D-HC is affine in each
coordinate and so can be written
(x, y, z) 7→ (cX + dXx, cY + dY y, cZ + dZz), (3)
where the three c and d depend on the symbol set X, and dX , dY , and dZ are
positive and 6= 1. See in particular Eqs. 1,2. For p ∈ [0, 1]3 or when x ∈ [0, 1]
is the X coordinate of p, we may write for example
dZ(p) or dZ(x). (4)
The above p or x indicates which dZ value to apply. In Fig. 3 dZ(x) =
1
2
for
x ∈ [0, 2/3) and otherwise dZ(x) = 2.
Both F and the inverse map F−1 have different symbol sets. For 3D-B
and 3D-HC and for each symbol set X of F , the inverse map F−1 is affine in
each coordinate on the box X′ := F (X), and X′ is a symbol set for F−1.
Stable and unstable directions. For 3D-B and 3D-HC, we have dX >
1 in Eq. 3 for every symbol set, and so we say the map F is unstable in
the X direction or equivalently X is an unstable direction.
We say that F is stable in the Y direction for both maps since dY < 1
for every symbol set.
For 3D-B the Z direction is also unstable (dZ > 1 for all symbol sets)
while for 3D-HC we have dZ =
1
2
< 1 on A and D while dZ = 2 on B and C.
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Figure 5: An interior brick B expands in X and Z directions and
contracts in Y. This figure shows an idea behind the proof for the existence
of a 2D-unstable periodic orbit in [0, 1]3, which we apply to the 3D-B and
3D-HC maps. The box B ⊂ [0, 1]3 is chosen so that it is an interior brick.
That means (1) the image Bk := F k(B) for some k > 0 is a box (outlined
in blue) extending across the cube in the X − Z plane; (2) the pre-image
B−j := F−j(B) for some j ≥ 0 is a box (red) extending vertically across the
cube in the Y direction; (3) F−j and F k are continuous on B; and (4) the
closure of the intersection B−j ∩ Bk is in the interior of the cube. It follows
that B−j ∩Bk contains a periodic point p of period j+ k. Its image F j(p) is
in B and is also a periodic point of period j + k. So B has a periodic point.
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Stability of a periodic point. A point p0 is a periodic point with
period N (not necessarily its minimal period) if FN(p0) = p0.Writing pm =
Fm(p0), let d
m
Z denote the value of dZ for the symbol set that pm is in. Let
χZ = Π
N−1
m=0 d
m
Z . If χZ > 1 we say the periodic orbit is unstable in the
Z direction and if χZ < 1 we say it is stable. We also say the point p0
is unstable or stable if its periodic orbit is unstable or stable, respectively.
(When χZ = 1 we might say it is neutrally stable.)
The corresponding definitions for X and Y can be made for our 3D-B
and 3D-HC examples and X is (always) an unstable direction for F and Y is
(always) a stable direction for F , so all 3D-B periodic orbits are 2D unstable.
An orbit that is stable in some coordinate for F is unstable for the inverse
map F−1, and unstable becomes stable. Hence a periodic orbit that is 2D
unstable for F , that is, unstable in both X and Z directions, is 2D stable
for F−1, a fact we will use later.
Notice that F−1 is 1D unstable for 3D-B since it has only one unstable
direction, namely Y, while the other two are stable.
Definition of a (j,k)-brick. Here we describe a basic building block
shown in Fig. 5 for proofs that a 3D map F has a 2D unstable periodic
point, whose orbit is unstable in the X and Z directions and stable in the Y
direction. This method works for 3D-B in Fig. 1 and can also be made to
work for 3D-HC (Fig. 3).
First some notation.
Let j, k ∈ N where N denotes the non-negative integers. Assume k > 0.
Let Wj,k be the set of integers {−j, · · · , k − 1}.
For any interval J write |J | for the length of J .
For a box B and m ∈ Wj,k ∪ {k}, write B
m := Fm(B). We will choose
B so that Bm is in a symbol set for each m ∈ Wj,k, but B
k will not be in
a symbol set. We say a box B is a (j,k)-brick Bj,k if B
m is a subset of a
symbol set for each m ∈ Wj,k, and
BkX = [0, 1], (5)
B−jY = [0, 1], (6)
BkZ = [0, 1]; (7)
and
|B−jX | < 1; |B
k
Y | < 1; |B
−j
Z | < 1. (8)
If the closure of all three of those, B−jX , B
k
Y , B
−j
Z are in (0, 1), then we say
the (j, k)-brick is an interior brick.
Below we do not assume there is an interior (j, k)-brick, but if one exists,
then it must contain a periodic point.
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Proposition 3.1. Let F be the map of 3D-B or 3D-HC. Let j ≥ 0, k > 0.
Each interior (j, k)-brick contains a periodic point q such that Fj+k(q) = q.
Furthermore q is 2D unstable and 1D stable.
Proof. Because of the form of B := Bj,k(a, b, c), each B
m with m ∈ Wj,k is
in a symbol set. On each symbol set F is an affine map of each coordinate
Eq. 3, so Fm|B is a composition of such maps and also has the form Eq. 3.
The interior (j, k)-brick constraints guarantee that the map F j+k : B−j →
Bk is an affine map of the form Eq. 3 where dX , dZ > 1 and dY < 1. For the
X coordinate, an interval (B−jX ) that is a proper subset in the interior of [0, 1]
is mapped continuously onto [0, 1) or onto [0, 1] so it has a periodic point of
period j + k. The same is true for the Z coordinate. For Y the situation
holds instead for F−1. In each case there is a unique periodic point, which
we denote x−j ∈ B
−j
X , y−j ∈ B
−j
Y , and z−j ∈ B
−j
Z .
Then q := (x−j , y−j, z−j) ∈ B
−j is a fixed point of F j+k and also a period
j + k point of F .
Then q0 := F
−j(q) ∈ B is on the same periodic orbit of F as q so q0 also
a fixed point for F j+k; i.e., F j+k(q) = q.
The assumption that B is an interior brick guarantees that these periodic
points are in the interior of their domain intervals and q is in the interior of
B−j .
Constructing bricks for 3D-B. We can construct bricks as follows.
Let j, k ∈ N, k > 0 and a, b, c ∈ N and a, c ≤ 2k − 1 and b ≤ 4j − 1. All
(j, k)-bricks are boxes of the following form.
B := Bj,k(a, b, c) :=
[
a
2k
,
a+ 1
2k
)
×
[
b
4j
,
b+ 1
4j
)
×
[
c
2k
,
c+ 1
2k
)
.
Furthermore B := Bj,k(a, b, c) is an interior brick if
a, b, c > 0 and
a+ 1
2k
,
b+ 1
4j
,
c+ 1
2k
< 1,
which means that B and its edges are in the interior of the cube.
Notice that for k > 1, such bricks map onto bricks,
F (Bj,k(a, b, c)) = F (Bj+1,k−1(a
′, b′, c′)),
for some integers a′, b′, c′.
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Fig. 5 shows how a brick B := Bj,k(a, b, c) maps. There are a
′, b′, c′ ∈ N
for which
Bk := F k(Bj,k(a, b, c)) = Bj+k,0(0, b
′, 0)
= [0, 1]×
[
b′
4j+k
,
b′ + 1
4j+k
)
× [0, 1] ,
B−j := F−j(Bj,k(a, b, c)) = B0,j+k(a
′, 0, c′)
=
[
a′
2j+k
,
a′ + 1
2j+k
)
× [0, 1]×
[
c′
2j+k
,
c′ + 1
2j+k
)
.
It follows that the bricks can be made arbitrarily small, containing any
point in the interior of [0, 1]3, so the periodic points of 3D-B are dense.
In the next section, we construct bricks for 3D-HC.
4 Proving that 3D-HC has dense sets of 1D
and 2D unstable periodic points
The main difficulty for proving that the 3D-HC map in Fig. 3, has a dense
set of periodic points is showing that there is an interior brick in every open
subset of [0, 1]3. Then Prop. 3.1 can be applied. The following theorem
establishes one part of Thm. 1.1.
Theorem 4.1. For the 3D-HC map, each open set U ⊂ [0, 1]3 contains a
2D-unstable periodic point.
Note that we will also apply this result to F−1, which requires only slight
changes in the proof. See Cor. 4.4.
There are some important properties that we will use for the 3D-HC map
F . For almost every p ∈ [0, 1]3 and for every m ∈ Z, Fm is continuous at p.
We call such a point regular.
In this section, let p be regular and let pm := F
m(p) for m ∈ Z.
Constructing bricks for 3D-HC. Given a point p ∈ [0, 1]3 and j, k ∈
N, k > 0, we ask what a (j, k)-brick Bj,k(p) that contains p must satisfy.
Write B = Bj,k(p) and again B
m := Fm(B) and B = BX × BY × BZ . We
will construct BX , BY and BZ .
For many choices of p and j and k, there is no (j, k)-brick. Now we explain
how we can choose them so that a brick exists.
Definition of biased p. Recall dZ ≡
1
2
on A ∪ D (i.e., when x ∈ [0, 2
3
))
and ≡ 2 for 3D-HC elsewhere (on B∪C) where dZ is given in Eqs. 3,4. Define
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Φm(p) := Π
m
n=0 dZ(pn). We say that p = p0 is biased when Φm(p) → ∞ as
m → ∞. We note that a typical trajectory has more of the iterates pn in
A ∪D than in B∪C so a biased p is not typical. The set of biased p is none
the less dense in [0, 1]3. For j ≥ 0 and k > 0, we say (j, k) is a biased pair
if
Φk(p) > Φm(p) when − j ≤ m < k. (9)
Proposition 4.2. Assume that p is biased. For j ∈ N, there are infinitely
many k > 0 for which (j, k) is a biased pair.
We leave the proof to the reader.
Proposition 4.3. Let p be regular and biased and let (j, k) be a biased pair.
There is a box B containing p that is a (j, k)-brick for 3D-HC.
Proof. The proof is by a construction which proceeds below.
Constructing a (j, k)-brick containing a biased p ∈ [0, 1]3. Let
p ∈ [0, 1]3 be regular and biased. Assume (j, k) is a biased pair.
The following must be satisfied for B to be a (j, k)-brick.
(Psym) The intervals BX , BY , BZ are chosen so that B
m is a subset of a symbol
set for all m ∈ Wj,k. If B
m did not lie in a symbol set, Bm would
intersect two or more and some coordinate BX , BY , or BZ would cross
an edge of a symbol set. We make sure that cannot happen.
(PX) Choose BX = [
a
3k
, a+1
3k
) where a ∈ N is chosen so that pX ∈ BX .
Applying Fm to B causes the length of the first coordinate to increase
by 3m. Hence BkX = [0, 1], satisfying Eq. 5. It follows that
|B−jX | = 3
−j−k < 1, (10)
So the first part of Ineq. 8 is satisfied.
Symbol sets and Bm
X
. We have chosen BX so that (Psym) will be
satisfied. For each symbol set X, its X coordinate interval XX is [0,
1
3
), [1
3
, 2
3
),
or [2
3
, 1]. Then from Eq. 1, the map τ restricted to one of these intervals is
continuous. More generally, form ∈ Wj,k, τ
m restricted to BmX is continuous.
For comparison with (PY ) below, we note that the end points
a
3k−m
, a+1
3k−m
of
BmX form ∈ Wj,k can be characterized as “consecutive end points of intervals
on which τk−m is continuous”.
(PY ) The interval [b0, b1) := BY must be chosen so that b0, b1 are consecutive
endpoints of an interval on which σj is continuous so σj([b0, b1)) = [0, 1)
or [0, 1].
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See its graph in Fig. 3. Then
B−jY = [0, 1). (11)
Since each iterate of F contracts Y lengths by either 1
6
or 2
3
, it follows
that
|BkY | ≤
(
2
3
)j+k
< 1. (12)
Hence the second part of Ineq. 8 is satisfied.
Symbol sets and Bm
Y
. For each symbol set X, XY = [0, 1], so there is
no boundary plane {y = constant ∈ (0, 1)} on the edge of a symbol set.
(PZ) We set
BkZ = [0, 1]. (13)
Choose BmZ so that |B
m+1
Z |/|B
m
Z| = dZ(pm) for m ∈ Wj,k. Since (j, k)
is a biased pair, Ineq. 9 implies
|BmZ | < |B
k
Z | = 1 for m ∈ Wj,k. (14)
Thus the third part of Ineq. 8 is satisfied.
Symbol sets and Bm
Z
. For each symbol set the Z coordinate map has
one of the following forms z 7→ z
2
on A; z 7→ 1
2
+ z
2
on D; z 7→ 2z mod 1 on B
and C. These maps each map each interval of the form J(c, N) := [ c
2N
, c+1
2N
) ⊂
[0, 1] to an interval of the same form with different N and possibly different
c. Hence the inverse does the same. By Ineq. 14, |BmZ| < 1 for m ∈ Wj,k.
No such interval with N > 0 contains 1
2
in its interior. Hence all BmZ for
m ∈ Wj,k are subsets of either [0,
1
2
) or [1
2
, 1] and so cannot cross a symbol
set boundary.
Hence we have produced the (j, k)-brick and shown that for m ∈ Wj,k,
Bm is in a symbol set.
Proof of Thm. 4.1. Choose a biased p in the open set U . Choosing
j and then k so that (j, k) is a biased pair, there exists a (j, k)-brick B :=
Bj,k(p). The brick can be made arbitrarily small by choosing j large (making
|BY | ≤ (
2
3
)j small) and then choosing k as large as needed (Prop. 4.2), making
|BX | and |BZ | as small as desired, so that B ⊂ U .
By Prop. 3.1, there is a 2D unstable periodic point in B and therefore in
U .
To prove the 3D-HC map is hetero-chaotic, we must also show that the
periodic points that are 1D unstable are dense (and that there is a dense
trajectory – as we will see in Cor. 5.2).
14
Figure 6: A Leaf for the ergodicity proof. Let p ∈ [0, 1]3 have X co-
ordinate x. The red figure Lp (which can also be written Lx) on the left
is a unit square of points that have the same X coordinate as p. Its image
F (Lp) ⊂ LF (p) (i.e., ⊂ Lτ(x)) is shown on the right.
Corollary 4.4. For the 3D-HC map [0, 1]3 has a dense set of periodic points
that are 1D unstable.
Proof. We apply Thm. 4.1 to the map F−1. The map F−1 has symbol
sets X′ := F (X) where X are the symbol sets of F . The maps τ and σ reverse
roles and the proof goes through without other changes.
The proof is obtained by applying Thm. 4.1 to F−1, which therefore has
a dense set of periodic points that are 2D unstable and 1D stable. Such a
point is also periodic for F but it is 1D unstable and 2D stable for F . Hence
F has a dense set of periodic points that are 1D unstable.
5 Ergodicity
The existence of a dense trajectory could be proved using not one brick but an
infinite collection of coexisting bricks. Instead of this topological approach,
we will use an ergodic theory argument.
In outline, such a topological proof goes as follows. Choose a dense set
ps ∈ [0, 1]
3 for s ∈ N. We have used B above for the box containing p.
Thus for s ∈ N, we write sB for a brick containing ps, and assume sB is a
(js, ks)-brick. Assume ps and sB are chosen so sB are interior bricks. Then
forward image F ks(sB) of sB intersects the backward image F
−js+1(s+1B) of
the next brick s+1B. Let CN ⊂ 0B be the points that have a trajectory
passing through sB for all s = 1, · · · , N . Then CN can be shown to be
a (non-empty) box. Because sB are interior bricks, it can be shown that
C∞ := ∩N∈N CN is non-empty. This argument requires some care since the
sets CN are not compact. Futhermore we can assume that sB have been
chosen so that the diameter of the brick sB goes to 0 as s → ∞. It follows
that for any point q ∈ C∞ and any s ∈ N, F
n(q) ∈ sB for some n ∈ N. It
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also follows that that trajectory is dense in [0, 1]3.
Instead we obtain the fact as a consequence of ergodicity of F (Thm. 5.1).
In fact ergodicity of F implies that almost all initial conditions yield trajec-
tories that are dense in the cube (Cor. 5.2) of ergodicity.
Let F : E → E be a map on a space E (either [0, 1]2 or [0, 1]3 here) and
let µ be a measure (Lebesgue measure here) so that µ(E) = 1.
Let φ be a continuous function on E. For any initial point p let the
“trajectory average” be
φˆ(p) := lim
m→∞
1
m
m∑
n=1
φ(F n(p)),
a function that is always integrable, by an ergodic theorem.
The map F is ergodic if for each continuous function φ, the trajectory
average φˆ is “essentially” constant; that is, φˆ(p) is constant except for p in a
set of measure zero.
In this section, let F be the 3D-HC map in Fig. 3, and let µ be Lebesgue
measure on E = [0, 1]3.
Theorem 5.1. The 3D-HC map F is ergodic.
Leaf. Let Lx be the set of points p ∈ E whose X coordinate is x. Lx is
called a leaf. Notice that F (Lx) ⊂ Lτ(x). See Fig. 6.
Binary and trinary intervals. We say that ZNc is a binary interval
(with coefficients c, N) if
ZNc =
[
c
2N
,
c+ 1
2N
)
, (15)
where c, N ∈ N and 0 ≤ c < 2N ; that is, its endpoints are binary fractions.
We say that JNc is a trinary interval (with coefficients c, N) if
JNc =
[
c
3N
,
c+ 1
3N
)
, (16)
where c, N ∈ N and 0 ≤ c < 3N ; that is, its endpoints are trinary fractions.
Proof of Thm. 5.1. The proof will reduce the question of ergodicity of
F , which is defined almost everywhere on E = [0, 1]3 to the question of
ergodicity of the map τ(x) = 3x mod 1. See in Fig. 3. Let φ : E → R be
continuous. Thus it is uniformly continuous on E. We will show that the
trajectory average φˆ is constant on Lx for a.e. x, which will imply ergodicity
of F .
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Claim 1. For each x0 ∈ [0, 1] write Y0 := Z0 := [0, 1] so that Lx0 =
{x0} × Y0 × Z0. Write xn := τ
n(x0).
We claim that Ln := F n(Lx0) is a rectangle that can be written as
Ln = {xn} × Yn × Zn, (17)
where Yn and Zn are intervals for Y and Z coordinates, respectively, and fur-
thermore that Zn is a binary interval. This is not completely trivial because
F is not always continuous on leaves for x ∈ [2
3
, 1]. It is proved by induction.
Suppose Eqn. 17 is true and Zn is binary. If L
n is in a symbol set for F ,
then it is easy to check that Ln+1 is also of this type. Notice here that |Zn+1|
is either half or twice |Zn|. There is one case where L
n is not in a symbol
set. That happens when x ≥ 2
3
and Zn = [0, 1]. In that case Zn+1 = [0, 1].
The claim is thus proved.
Claim 2: |Yn| → 0 as n → ∞. Each application of F contracts |Yn| by
a factor of either 2
3
or 1
6
, i.e. by at least 2
3
on each leaf. Hence the claim is
true.
Claim 3: For almost every x0 ∈ [0, 1), |Zn| → 0 as n→∞. Write x0 = qX
as a base 3 number, where q ∈ Lx0 . If the k
th digit of x0 is bk ∈ {0, 1, 2},
then F k−1(q) ∈ A,D,B ∪ C for bk = 0, 1, 2, respectively. For a.e. x0, the
digits 0, 1, 2 are equally likely (with respect to Lebesgue measure), so most
of its iterates xn := τ
n(x0) are in [0,
2
3
), which is where dZ(xn) =
1
2
. It is 2
elsewhere. See Eq. 4. Hence for almost every x0,
Πn−1j=0 dZ(xn)→ 0 as n→∞. (18)
We have |Zn+1|/|Zn| = dZ(xn), except that in the case where dZ(xn) = 2 and
|Zn| = 1; then |Zn+1| = 1. Since |Z0| = 1 and by the arguments in the Claim
2, |Zn+1|/|Zn| ≤ dZ(xn), it follows that
|Zn| ≤ Π
n−1
j=0 dZ(xn)→ 0 as n→∞, (19)
proving the claim.
Claim 4: For a.e. x0 ∈ [0, 1], φˆ is constant on Lx0 . Let p, q ∈ Lx0 . Then
F n(p), F n(q) ∈ Ln = F n(Lx0) ⊂ Lxn . By Claims 2 and 3, |F
n(p)−F n(q)| →
0 as n→∞. Since φ is uniformly continuous,
∣∣∣∣∣
1
m
m∑
n=1
φ(F n(p))−
1
m
m∑
n=1
φ(F n(q))
∣∣∣∣∣→ 0 as m→∞.
|Zn| → 0 as n → ∞. Hence φˆ is constant on Lx0 for almost all x0, proving
the claim.
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Reducing the problem to dimension one. For any continuous φ :
[0, 1]3 → R, let ψ : [0, 1] → R be defined by ψ(x) := φˆ((x, y, z)), where we
know that φˆ((x, y, z)) is independent of y and z by Claim 4.
Claim 5: For each continuous φ, ψ is almost everywhere constant. When
proved, this claim finishes the proof since then φˆ is almost everywhere con-
stant for every φ.
For any continuous φ : [0, 1]3 →R, φˆ is invariant under F ; that is for a.e.
p ∈ [0, 1]3,
φˆ(p) = φˆ(F (p)), (20)
since the trajectory average is independent of which point on the trajectory
is the start of the average. Eq. 20 implies τ is also invariant, i.e.,
ψ(x) = ψ(τ(x)) = ψ(τn(x)) for all n ∈ N. (21)
The first equality above is true because if p is chosen so that x = pX , then
ψ(x) = φˆ(p) = φˆ(F (p)) = ψ(τ(x)). The second equality follows by induction
on n.
Since φˆ is integrable, so is ψ. Let C :=
∫ 1
0
ψ(x)dx, the average of ψ on
[0, 1].
Let JNc be a trinary interval with coefficients c, N . Then τ
N is continuous
and has derivative 3N on JNc , and τ
N maps JNc linearly onto [0, 1) or [0, 1].
For s ∈ JNc , then τ
N(s) = 3N(s− c
3N
). Using τN to make a linear change of
variables, we get
C =
1
|JNc |
∫
JNc
ψ(s)ds = 3N
∫
JNc
ψ(s)ds. (22)
In other words, the average value of ψ on each trinary interval is C. But
every interval [0, x) for x ∈ [0, 1] is the finite or countable union of disjoint
trinary intervals. Hence the average value of ψ on (0, x) is C. That is∫ x
0
ψ = Cx. (23)
That implies ψ(x) = C for almost every x ∈ [0, 1], proving the claim and the
theorem.
To prove that 3D-HC is hetero-chaotic, we need to prove the map is
transitive; that is, there is a trajectory (F n(p))n∈N whose points constitute a
dense set in the cube. A well known corollary of ergodicity says the following.
Corollary 5.2. If F is ergodic with respect to Lebesgue measure on [0, 1]3,
then for almost every initial point p, the trajectory (F n(p))n∈N is dense in
[0, 1]3.
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6 Proving that 2D-HC is hetero-chaotic
Project the cube [0, 1]3 to the square [0, 1]2 given by (x, y, z) 7→ (x, z). Notice
that under this projection trajectories on [0, 1]3 map to trajectories on the
square. Also dense sets on the cube will map to dense sets on the square.
Hence there is a trajectory of 2D-HC that is dense. A periodic orbit that is
unstable in the X and Z directions projects to one that is unstable in the X
and Z directions. So because the 2D-unstable periodic points are unstable
in the X and Z directions, their projections are 2D unstable periodic points
in the square. So they are dense. Similarly the 1D-unstable periodic points
(unstable in the X direction) are dense in the cube so their projections are
dense in the square.
7 Lyapunov numbers for 3D-HC
The 3D-HC map is volume preserving and we prove it is ergodic so a typical
trajectory spends 1
3
of the time in A and in D and in B ∪ C. Furthermore
the Jacobian DF is a diagonal matrix that is constant on each of A,B,C,
and D. For example in the Z coordinate the map is either contracting by
a factor of 2 or expanding by a factor of 2. Further that expansion occurs
on B ∪ C which has volume 1
3
. Since the invariant measure is Lebesgue
measure, typical trajectories have 2
3
of their iterates in A ∪ D and the rest
in B∪C. Hence the Lyapunov number (the geometric mean of expansion or
contraction) in the Z coordinate is 1
2
2/3
× 21/3 = 2−1/3, which is denoted LZ .
The three Lyapunov numbers for Fig. 3 are
LX = 3; (24)
LY =
(
2
3
)2/3
×
(
1
6
)1/3
=
1
3
21/3 ∼ 0.42; (25)
LZ =
(
1
2
)2/3
× 21/3 = 2−1/3 ∼ 0.79. (26)
Note that since the map is volume preserving the product of the three num-
bers must be and is 1. The logs of these three numbers are the Lyapunov
exponents of F .
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8 Our hetero-chaotic maps are not subshifts
of finite type
Our HC maps have 4 symbols, A,B,C,D, and we add M where M can be
either B or C. Each trajectory pn+1 = F (pn) has a corresponding set of
symbols Sn. If we consider all trajectories, we can ask what symbol sequences
are possible.
We say that the process is a subshift of finite type if what symbols
can occur depends only on a fixed number of previous symbols. That is not
the case for 3D-HC as the following shows.
Assume F is the map of either 2D-HC or 3D-HC. Let j, k > 0. The map
in A shrinks the Z coordinate, z 7→ z
2
. Also BZ = [0,
1
2
) while CZ = [
1
2
, 1].
Given the finite-length symbol sequence of j consecutive A’s, the Z coordinate
shrinks to [0, 2−j) and if it is followed by k consecutive M’s, it expands by 2k,
though it cannot expand beyond [0, 1]. The symbol C can only be applied
when the Z range includes some of [1
2
, 1]. Hence if k < j, then all M must be
B. If k = j + 1, the first j M’s must be B’s but the final M can be either B
or C.
Hence what symbols can occur for 2D-HC or 3D-HC can depend on ar-
bitrarily many previous symbols. Thus the maps are not subshifts of finite
type.
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