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Chapter 1
Introduction
Nowadays it is widely accepted that quantum chromodynamics (QCD) is the cor-
rect theory describing the interactions between quarks and gluons. However, the
line connecting experiments to a satisfying theory was not straight at all, it tooks
several decades and the efforts of many physicists to arrive to a clear understanding
of strong interactions.
In the early sixties, the growing zoo of particles and resonances coming from
high energy physics experiments focused the efforts of many scientists to investi-
gate the underlying structure of hadrons. Indeed one would hardly expect that all
the resonances found in these experiments correspond to fundamental degrees of
freedom of the theory. A first step toward this direction was done by Gell-Mann
in 1964. In analogy with the SU(2) isospin symmetry introduced by Heisenberg
in 1932, he realized that a SU(3) flavor symmetry could organize all the known
particles according to their charges and spin, following the octect and decuplet
representations of the group. The word quark was then introduced to label the
fundamental representation of the SU(3) flavor group.
A few years later e− − p+ collisions at SLAC added new insight. From deep
inelastic scattering results Feynman realized that the existence of point-like con-
stituents inside the proton, which he called partons, could explain the measured
cross sections, compatible at high exchanged momentum with those of almost free
point-like particles (Bjorken scaling). Shortly after it was realized that these par-
tons where strictly reletad with the quarks introduced by Gell-Mann.
At that time it was postulated the existence of three such quarks, the up,
down and strange (now we know that other three quarks exist, the charm, bottom
and top) with quantum numbers assigned to explain hadron phenomenology: the
electric charges were fixed at qu =
2
3e, qd = qs = −13e, strangeness at 0 and isospin
at 1/2 (−1/2) for the u (d), while strangeness −1 and isospin 0 for the s.
However, to explain the newly discovered ∆++ resonance it was soon realized
the necessity to introduce a new quantum number. Indeed the quark model predicts
5
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the ∆++ resonance to be a composite state made up of three quarks, uuu, with
identical spin, flavour and symmetric spatial wave function. To preserve Pauli
exclusion principle it was introduced a new quantum number, called color, which
appears in three different states. Since no measurement succeded to observe it
directly, color was postulated to be confined into hadrons, in such a way that only
color singlet states are allowed to exist in Nature.
The encoding of all these features into a well defined quantum field theory took
a few years. In 1973 the idea that strong interactions could be described using a
non-abelian Yang-Mills theory was proposed for the first time independently by
Pati and Salam, Fritzsch, Gell-Mann and Leutwyler, and Weinberg. They used
the idea of local gauge symmetry, already applied succesfully in quantum elecro-
dynamics (QED) which is based on the abelian group U(1), to construct a new
theory invariant under the non-abelian group SU(3). In this theory gauge fields
are defined in the adjoint representation of the algebra and carry color charges,
leading to new vertex terms in the action. Indeed, besides the interactions with
matter fields, gauge fields can self-interact leading to deep differences with respect
to QED, where no gauge self interactions are present. In the same year Gross,
Wilczek [1], Politzer [2] and ’t Hooft discovered the phenomenon of asymptotic
freedom in non-abelian theories, which predicts the vanishing of the coupling con-
stant for asymptotically high energies, and the absence of the Landau pole problem
in this kind of theories. Thanks to this property the perturbative expansion can
be performed at high energies where one can compute amplitudes and cross sec-
tions, leading to predictions in very good agreement with deep inelastic scattering
experiments. The theory to describe strong interactions was finally settled.
However, problems rised in the low energy region of strong interactions, where
the coupling constant assumes large values, meaning that physics cannot be han-
dled anymore in a perturbative way. One needs different approaches to investigate
strong interactions in this regime.
An effort in this direction was made by Wilson [3]: he proposed a formulation of
QCD over a discretized space-time, a lattice, introducing a natural regularization
of the theory and opening the possibility to carry out numerical calculations in
the non-perturbative regime. Starting from the path integral formulation of a field
theory in Euclidean time one can write the expectation value of a given observable
O as:
〈O〉 =
∫
Dφ(x)e−SE [φ(x)]O[φ(x)]∫
Dφ(x)e−SE [φ(x)]
(1.1)
where the two integrals in this formula are defined over all possible configurations
of the fields φ(x), while SE [φ(x)] is the Euclidean action evaluated on the field
configuration. In a finite and discretized space-time, the integrals above are well
defined and a one can perform a numerical evaluation. As we will discuss in the fol-
7lowing, using Monte Carlo algorithm one can compute numerically these integrals
and investigate the non perturbative regime of QCD.
To understand the importance of solving quantum chromodynamics at low
energies let us consider some open questions of strong interactions in this regime.
A still unsolved issue in the theory is the (literally) one million dollars problem of
color confinement, which refers to the fact that quarks always group in color singlet
states, no free color states have been observed experimentally. Even if we have
nowdays a general picture of color confinement, an exact mathematical solution is
still lacking.
Another relevant issue of the theory in this range of energies is chiral symmetry
breaking. In the limit of massless quarks, the QCD action is symmetric under
the global transformation SU(3)V ⊗ SU(3)A ⊗U(1)V ⊗U(1)A1 acting on fermion
fields. If this symmetry is realized a` la Wigner-Weyl, both the vacuum state and the
action must be invariant under this group, and this must be reflected in the hadron
states observed in experiments. In particular we should observe for each hadron a
paired partner with identical quantum numbers but opposite parity, however this
degeneracy is not observed in Nature, which means that this symmetry must be
realized in a different way. It is well known that chiral symmetry is a spontaneously
broken symmetry since the vacuum state of QCD is not invariant under the whole
chiral group. The subgroup SU(3)V ⊗ SU(3)A is broken following the pattern
SU(3)V ⊗ SU(3)A → SU(3)V , while the U(1)A part is broken due to a quantum
anomaly. The 8 generators of the broken SU(3)A part lead to 8 Nambu-Goldstone
bosons, which are massless in the ideal case of zero quark mass, while they acquire
a small mass in real QCD, where chiral symmetry has an explicit breaking term
coming from the quark masses. Also in this case, a complete non perturbative
description of this phenomenon is still missing.
One can study color confinement and chiral symmetry breaking also moving to
finite temperature, where the properties of QCD depends also on thermal ex-
citations. As we will discuss later in this thesis, theoretical and Lattice QCD
computations predict the existence of a transition region from a confined chi-
rally broken phase to a deconfined chirally symmetric phase, also called Quark
Gluon Plasma (QGP). This transition is predicted at temperatures near the QCD
scale, ΛQCD ' 200 MeV, beyond which a new phase of matter is expected, where
hadrons cannot be considered anymore as effective degrees of freedom, and where
quarks and gluons are no more confined.
This transition can occur at least in two phenomenological conditions: during
1We use this notation even if SU(3)A is not a well defined subgroup, since it is possible to
obtain a vectorial transformation from the composition of two elements of SU(3)A. Instead is
true that SU(3)V × SU(3)A is equivalent to SU(3)L × SU(3)R, where SU(3)L and SU(3)R are
exact subgroups
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the early stages of the Universe and during the first phase of heavy ion collisions.2
In both these cases the energy densities of quarks and gluons are high enough to
overcome the confining potential inside hadrons.
The properties of this transition will have important consequences in the evo-
lution of the early Universe, when matter cooled down from the plasma phase to
the ordinary hadronic phase. Depending on the order of this transition, the matter
in the Universe could have experienced bubbles formation (first order transition),
or fluctuations with long range correlation (second order transition) or a smooth
change of its properties (crossover). The existence and the properties of this transi-
tion have been deeply investigated in recent years using Lattice QCD simulations,
where the critical temperatures for the chiral symmetry breaking and deconfine-
ment transitions can be identified using proper order parameters (respectively the
chiral condensate and the Polyakov loop). Lattice results predict the existence of
a unique transition temperature near T ' 155 MeV, which is not a real phase
transition but a smooth crossover3.
Given the importance of the QGP phase for the evolution of the early Universe,
a large experimental program have been carried out in the last decades in several
laboratories, where the properties of this new phase of matter have been explored
in controlled conditions. In these experiments heavy ions (like Pb at LHC, or Au
at RHIC) are accelerated to relativistic velocities and collided inside dedicated
detectors, reaching extremely high energy densities, for example up to 5GeV
fm3
at
RHIC facilities [4], which is well above the critical energy expected to reach the
crossover transiton.
Like in the high temperature limit also at high density quarks are expected to
move towars the asymtotically free limit, so also in this case one expects to find a
critical value of the baryon density above which the system deconfines to a plasma
phase. In statistical physics, one can introduce a chemical potential µ to control the
average number of particles in the system. Adding a baryon chemical potential µB
we can modifiy the density of the system and study the behavior of strongly inter-
acting matter in the T−µB plane. In Fig.1.1 we report a graphical rappresentation
of the phase diagram of QCD in this plane. The lines in the diagram rapresent the
transition between different phases of matter, the continuous line represents a first
order transition, while the dashed one corresponds to a crossover. Between the two
it is expected the existence of a critical point with a second order phase transi-
tion. Even if charming, this is only a theoretical picture of the complex structure
of the QCD phase diagram. Indeed the only theoretically well-established part of
2Actually a third phenomenological situation where quarks deconfined from hadrons is ex-
pected in the core of massive neutron stars, where the transition happens at high quark densities
instead that at high temperatures. See the following discussion.
3Even if no critical behavior is associated with it, in the following we will refer to the rapid
change of properties as the “transition”.
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Figure 1.1: Phase diagram of QCD. The continuous line represents a first order
phase transition, while dashed line is an analytic crossover. The dot corresponds
to a critical point with a second order phase transition.
this diagram is at µB = 0 which have been extensively investigated by Lattice
QCD simulations, while all the other parts in this picture are not based on first
principles. Indeed, as we will discuss in the next Chapters, lattice simulations at
finite µB are affected by the so called sign problem, which hinders simulations at
µB 6= 0. There are several lattice approaches which can be used to investigate QCD
at small chemical potentials, where small means µT  1, like the Taylor expansion
method [5, 6, 7, 8], reweighting techniques [9, 10] or using an imaginary chemical
potential and perform an analytic continuation on the final observables to real
chemical potential [11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23]. In this thesis
we will use this last method to study how the critical temperature depends on the
baryon chemical potential, in particular we determine the curvature of the critical
line, defined as:
Tc(µB)
Tc
= 1− κ
(
µB
Tc
)2
+O(µ4B) (1.2)
where κ is the curvature. This quantity can be compared with the analog curvature
of the chemical freeze-out curve in heavy ion experiments, which is related to the
last point of chemical equilibrium in the expansion of the plasma.
Confinement, chiral symmetry breaking and the QCD phase diagram can all
be modified introducing a new factor: magnetic fields. One of the purpose of this
thesis will be to show how such fields enter into the dynamics of QCD and how
the properties of the theory are modified. To be relevant for strong interactions, B
must be on the same scale of ΛQCD ' 200MeV, which means more than 1015 times
the usual magnetic fields we experience on Earth in our everyday life. There are
some cases in Nature when magnetic fields can reach such extremely high values.
During the first Cosmological stages magnetic fields up to 1016 T are predicted at
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Figure 1.2: Scheme of a non central heavy ion collision. The specator fragments
generate the magnetic field in the central almond-shaped region, where the nuclei
collided and formed the deconfined firball.
the electroweak phase transition [24, 25]. Also, in compact astrophysical objects,
like in some neutron stars called magnetars, the magnetic field created by the
rotation of the body can produce fields of the order of 1010 T on the surface of the
star, even higher in the core [26]. Finally in heavy ion experiments, for off-central
collisions, magnetic fields up to 1015 T are expected to be produced for a very
short amount of time, of the order of 1fmc [27, 28, 29, 30, 31]. In these collisions
magnetic fields are created mostly by the spectator fragments of the ions, i.e. the
non-colliding parts of the nuclei, which can be seen as two currents lying in the
reaction plane, see Fig.1.2. The generated field is localized in the central almond
shaped region, where the colliding parts of the ions deconfine to form the QGP
fireball.
Since these magnetic fields are comparable with the typical scale of QCD, one
expects that they might influence significantly the properties of the theory, both
at zero and at non-zero temperatures. From the theoretical point of view, the B
field can be seen as another parameter to probe the structure of the QCD vacuum
and of the QCD phase diagram, adding a new axis in the T − µ plane described
above. For a very comprehensive collection of results regarding strongly interacting
matter in an external magnetic field see [32].
There is a vast literature on the effects of magnetic fields on the chiral properties
of the theory, in particular it is nowdays well estabilished the so called magnetic
catalysis of the chiral condensate in the QCD vacuum, where chiral symmetry
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breaking is enhanced by magnetic fields [33, 34, 35]. This phenomenon is predicted
by effective low energy models of QCD and is related to the dimensional reduction
experienced by charged particles in strong external magnetic fields, due to the
formation of Landau levels, which indeed freeze the spatial degrees of freedom in
the directions perpendicular to B.
At finite temperatures it has been predicted by Lattice calculations that a
magnetic background modifies chiral symmetry breaking in the opposite way near
the transition temperature Tc, where the chiral condensate decreases after the in-
troduction of external magnetic fields [37, 38, 39]. This behavior, known as inverse
magnetic catalysis, was originally in disagreement with model computations [40]
and previous lattice results [41, 42], however it is nowdays well estabilished even
if a clear understanding of this mechanism is still missing.
To understand how external magnetic backgrounds modify the property of
QCD a critical role can be played by gauge fields. Indeed, even if B couples only
to electrically charged fields (the quarks in our case), one has to consider that
also gluon dynamics is modified. This can be seen perturbatively as a loop effect
induced by the modification of the quark propagator. At the non-perturbative
level, the modification of gluon dynamics can lead to several unexpected effects,
like strong anisotropy in the gauge observables [35, 43, 44, 45, 46, 47]. In this
thesis we will discuss how magnetic fields modify the confinig potential between
two static quarks, leading to sizable spatial anisotropy, which can have relevant
effects in the heavy mesons spectra [48].
Finally, the equation of state of strongly interacting matter will be influenced
by strong magnetic fields, which add new contributions to the free energy density.
This is particularly important in heavy ion collisions, where the evolution of the
QGP fireball strongly depends on the initial conditions, and in particular on the
pressure of the initial state, when magnetic fields can modify the equation of state.
In this thesis we present a Lattice QCD technique we developed to measure the
magnetic susceptibility of strongly interacting matter [49, 50], both in the confined
and in the deconfined phase. The magnetic susceptibility is releted to the first
correction induced by magnetic fields to the free energy density, therefore its precise
determination can be relevant for the phenomenology of heavy ion collisions.
1.1 Structure and overview
As we discussed, there are still many open questions in the non perturbative regime
of strong interactions which can be approached using Lattice QCD. In particular,
we discussed how the properties of the theory can be modified by the presence of
external backgrounds, and how this can impact the phenomenology of heavy ion
collisions and the evolution of our Universe.
12 CHAPTER 1. INTRODUCTION
In this thesis we will present the results of our research activity on the modifica-
tions of QCD induced by external backgrounds. We considered strong interations
in uniform abelian backgrounds, defined in such a way to introduce an imaginary
chemical potential in the QCD action, and in uniform magnetic fields. We will
discuss how these external backgrounds modify the properties of QCD, in partic-
ular how the critical temperature depends on such abelian backgrounds, and how
magnetic fields can change the equation of state of strong interaction and how they
lead to anisotropy in the gauge observables.
In Chapter 2 we discuss the formulation of QCD and its discretization on a
finite Euclidean space-time lattice. We describe the procedures required to obtain
the continuum theory and to recover the infinite volume limit. We present the
details of the discretization of both gauge and fermion actions, in particular for the
gauge sector we describe the standard Wilson plaquette action and the tree level
Symanzik improved action, which has been adopted in Chapters 3, 4, 5. For the
fermionic part of the action we discuss the no-go theorem by Nielsen–Ninomiya
and the Wilson and the Kogut-Susskind discretizations of fermions. We discuss
the rooting trick which combined with the Kogut-Susskind formulation allows to
study QCD with an arbitrary number of flavours. Furthermore we present the
fermion action improvement proposed by Peardon and Morningstar [65], called
stout smearing, which we adopted in Chapters 3, 4, 5. We present the general
ideas behind the Monte Carlo algorithm we used in our simulations, the Rational
Hybrid Monte Carlo (RHMC). We discuss the sign problem in Lattice QCD and
how one can study strong interactions in the presence of small baryon chemical
potentials. Finally, we describe how we can include external electromagnetic fields
on the lattice.
In Chapter 3 we discussion the QCD phase diagram, in particular we present
the results for the computation of the curvature of the critical line κ defined in
Eq.1.2. We review the sign problem and how it can be tackled in a limited region
of µB using immaginary chemical potentials. We discuss our continuum extrap-
olation and the different procedures we used to evaluate the sistematics of our
determination. A comparison with measurements by other groups is presented at
the end.
In Chapter 4 we present the modification induced by magnetic fields to the
equation of state of strongly interacting matter. We introduce our method to com-
pute the magnetic susceptibility in Lattice QCD and discuss the continuum ex-
trapolated results both for the confined and deconfined phase. We also compute
the modification induced by magnetic fields on the pressure and we present our
estimate for the non-leading terms.
In Chapter 5 we finally discuss how external fields modify the quark-antiquark
confining potential, in particular we consider the static limit of infinitely massive
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quarks. We show that the fields expected in heavy ion collisions and during the
early cosmological stages can induce strong anisotropy in the confining potential,
leading to significant modifications in the string tension.
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Chapter 2
Quantum chromo dynamics on
the Lattice
Before presenting the details of how we discretize QCD on a lattice space-time,
let us briefly discuss why it is necessary to define a new approach to handle non
perturbative physics. Let us consider the formulation of a free field theory for the
generic fields φi(x), described by the Lagrangian L0:
L0[φi(x), ∂µφi(x)] = φi(x)Kijφj(x) (2.1)
where in the r.h.s. we use the compact notation Kij to express the mass and kinetic
terms which will depend on the rappresentation of the fields φi (scalar, fermionic
or vectorial). The path integral formulation of this theory can be solved exactly
and all propagators can be computed:
G1...m1...n = 〈0|φ1(x1)...φn(xm)|0〉 ∀n,m (2.2)
where |0〉 stands for the free vacuum state. To introduce interactions in this the-
ory we add new terms LI to Eq. 2.1, where the interactions among fields are
controlled by the constants gi, called coupling constants, which tune the strenght
of interactions and are generally fixed by Nature itself.
To compute the propagators in the new interacting theory
L = L0 + LI (2.3)
one needs to perform the perturbative expansion, where interactions are considered
as small variations from the free motion and one can perform a Taylor expansion
over the couplings. This procedure gives rise to a perturbative series which is well
defined only if g  1, i.e. only if the interactions can be quantitatively considered
as small perturbations of the free case.
15
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A succesfull example of the perturbative approach is represented by quantum
electrodynamics. In Minkowski space-time, the QED Lagrangian is given by:
LQED(x) = ψ¯(x)(iγµ∂µ −m)ψ(x)− 1
4
Fµν(x)Fµν(x)− eγµAµ(x)ψ¯(x)ψ(x) (2.4)
where the first two terms describe the kinetic and mass terms of the fermion fileds,
ψ¯, ψ, while the third term is the photon kinetic term, where Fµν = ∂µAν − ∂νAµ
and Aµ is the gauge field. Finally, the last term in Eq.2.4 describes the interaction
among ψ¯, ψ,Aµ (here and in the following we use the Feynman notation /∂ = γµ∂µ,
summation over Dirac indices and Einstein notations are meant). The interactions
are tuned by the coupling e, whose value is fixed to:
αe =
e2
~c
=
1
137
 1 (2.5)
Therefore perturbation theory in this case is well justified, and indeed the results of
QED computations give spectacular agreement with experiments, with a precision
up to the sixth decimal.
In QCD the strong coupling constant gs have been experimentally fixed to
larger values, where the perturbative approach is no more justified. Because of
renormalization, coupling constants are not real constants, indeed they depend on
the energy scale of the interactions (in this sense we talk about runnnig couplings).
For energies around 100GeV for gs one observes:
αs =
g2s
~c
∼ 0.1 (2.6)
The dependence of the running coupling gR(µ) on the energy scale can be calcu-
lated using the renormalization group equations, which lead to the definition of
the β-function:
β(µ) = µ
dgR(µ)
dµ
(2.7)
where β(µ) describes the variation rate of gR(µ) in terms of the energy scale µ, in
particular the sign of the β-function will tell us the asymptotic property of gR(µ)
for large values of µ.
In the QED case the β-function sign turns out to be positive, leading to a
theory with a decreasing coupling at low energies, while for increasing transfer
momentum the function αe(µ) increases its value until it reaches a pole at:
µL = mee
3pi
α ≈ me10560 , (2.8)
which is called the Landau pole. This means that perturbation theory is well de-
fined for energies well below the value in Eq.(2.8), but since this value is so far
17
Figure 2.1: Measurement of αs, plotted against the momentum scale Q at which
the measurement was made [51].
from energies actually reachable by experiments, predictions from perturbative
expansions are in very good agreement with experimental data.
Instead in QCD the β-function has the opposite behavior: gs vanishes for high
transfer momentum and increases in the low energy range. This result was first
obtained by Gross, Wilczek [1] and Politzer [2], from which they evinced that
the theory recovers the free limit for asymptotically high energies. Thanks to this
property, called asymtotic freedom, the perturbative approach is well justified in
the high energy range, but for low energies a non perturbative approach is required.
Following the original papers [1, 2], we arrive to the explicit expression for the
QCD β-function up to the 2-loop expansion:
β(µ) = −b0(gRs )3 − b1(gRs )5 +O
(
(gRs )
7
)
, (2.9)
where both b0 and b1 are renormalization scheme independent, they depend only
on the number of colors (Nc) and flavors (Nf ) of the theory:
b0 =
1
(4pi)2
(11Nc − 2Nf )
3
, (2.10)
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b1 =
1
(4pi)2
[
34N2c
3
− 2Nf
(
5
3
Nc +
N2c − 1
2Nc
)]
. (2.11)
Using the physical values Nf = 6 and Nc = 3, it is easy to see that Eq. 2.9
has a negative sign. One can evaluate the energy scale dependence of gRs using the
definition of the β-function Eq. 2.7 and the perturbative result Eq. 2.9, obtaining
(at 1-loop):
gRs (µ)
2 =
1
b0ln
(
µ
ΛQCD
)2 (2.12)
where ΛQCD ∼ 200MeV is the mass scale of QCD. By convention, to express the
value of αs(µ) ≡ gs(µ)
2
~c one considers for the renormalization scale the mass of the
neutral weak boson Z0: mz = 91.19 GeV in the minimal subtraction scheme. As
shown in Figure 2.1 experiments give a value αM¯Ss (mz) ∼ 0.12.
It’s now clear that if we are interested in studying QCD in the MeV-scale
of energies, where color confinement and spontaneous chiral symmetry breaking
are expected, perturbation theory cannot be used. We need to define a different
approach to compute the integrals in Eq. 1.1. As we will show in the following,
the lattice formulation of QCD allows to compute such integrals without using the
perturbative expansion.
2.1 Lattice QCD
Before discussing the lattice approach to strong interactions let us briefly review
the formulation of the theory in the continuum. QCD is a non abelian gauge
theory based on a SU(Nc) group, where Nc = 3 is the number of color charges.
Quarks (antiquarks) live in the fundamental (antifundamental) representation of
the group, 3 (3¯), and are described by the fermion fields ψa (ψ¯a), while gluons
live in the adjoint representation of SU(Nc), Aµ = A
a
µTa where Ta are the eight
generators of the SU(Nc) group and define the Lie algebra (in the following we
will use the Gell Mann base with the normalization Tr(T aT b) = δab/2).
The Lagrangian density of the theory is defined by:
LQCD(x) = −1
2
Tr(Gµν(x)G
µν)(x) +
Nf∑
f=1
ψ¯f (x)(i/∂ + g0 /A(x)−mf0)ψf (x) (2.13)
where the trace is over the color group indices, mf0 and g0 are the bare param-
eters of the theory, respectively the quark masses and the coupling constant. The
kinetic term of gauge fields is expressed in terms of the tensor:
Gµν = G
a
µνTa =
1
ig0
[Dµ, Dν ] = ∂µAν − ∂νAµ + ig0[Aµ, Aν ] (2.14)
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Eq. 2.13 is invariant under the following local gauge transformations:
ψ(x)→ Ω(x)ψ(x) (2.15)
ψ¯(x)→ ψ¯(x)Ω(x)−1 (2.16)
Aµ(x)→ Ω(x)Aµ(x)Ω(x)−1 − i
g0
∂µΩ(x)
−1 (2.17)
where Ω(x) = eiω
a(x)Ta is an element of the group SU(3). The invariance under
these transformation is a fundamental property of the theory and must be pre-
served when we define the lattice QCD action, as we will discuss in the next two
sections.
Let us introduce the Lattice formulation of QCD presenting the general ideas
behind this approach. Starting from the path integral formulation of QCD, we
introduce the discretization of space-time as a natural regularization of the theory,
then we show how we can define a thermal theory starting from the Euclidean
formulation and how we can recover the continuoum limit.
2.1.1 Lattice approach
In the path integral formulation of QCD we generally deal with integrals of the
following type:
〈O〉 =
∫
DψDψ¯DAµO[ψ, ψ¯, Aµ]eiS[ψ,ψ¯,Aµ]∫
DψDψ¯DAµeiS[ψ,ψ¯,Aµ]
(2.18)
where O is a generic observable and the integration measures Dψ, Dψ¯ and DAµ
are functional measures running over respectively ψ, ψ¯ and Aµ field configurations.
To compute numerically these integrals one needs a natural definition of these
integration measures, in particular we need a finite number of degrees of freedom.
This can be achieved considering field configurations defined over a finite and
discretized space-time.
This corresponds to introduce IR regulators, the lattice sizes Lx, Ly, Lz, Lt, and
a UV cutoff, the lattice spacing (generically indicated as a), which fixes the small-
est distance between two consecutive lattice sites, and consequently the largest
momentum to 2pi/a. Along spatial directions we use periodic boundary conditions
for all fields to reduce finite size effects. Thanks to this discretization we obtain
a well defined interpretation of the functional integral, where the number of inte-
gration variables is finite and suitable for numerical computations. However, the
discretization of space-time is more than a simple trick to perform numerical cal-
culations: it introduces a natural regularization of the theory, with a fixed cutoff
in momentum space which depends on the lattice spacing a. The bare parameters
of the discretized theory will depend on this UV cutoff, and when we perform
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the continuum limit a → 0 the bare parameters of the theory will vary in order
to keep physical quantities fixed. In this sense, Lattice QCD provide a natural
regularization of strong interactions.
2.1.2 Statistical theory
If we now consider the Euclidean formulation of the theory, the integral in Eq.
2.18 can be rewritten as:
〈O〉 =
∫
DψDψ¯DAµO[ψ, ψ¯, Aµ]e−SE [ψ,ψ¯,Aµ]∫
DψDψ¯DAµe−SE [ψ,ψ¯,Aµ]
(2.19)
where we performed a Wick rotation over time t → it and where SE is the Eu-
clidean action of QCD. It is possible to match the system described by Eq. 2.19
with a statistical system with partition function given by:
Z =
∫
DψDψ¯DAµe
−SE [ψ,ψ¯,Aµ] (2.20)
Then the expectation value in Eq. 2.19 is read as the mean value of the O operator
over a statistical system with probability distribution:1
P [ψ, ψ¯, Aµ] =
e−SE [ψ,ψ¯,Aµ]∫
DψDψ¯DAµe−SE [ψ,ψ¯,Aµ]
. (2.21)
Clearly the expression above can be interpreted as a probability distribution only if
SE is real and bounded from below. While these conditions are generally satisfied,
we will discuss later one particular case when these assumptions are not met. Eq.
2.21 is the key relation used in Monte Carlo simulations to evaluate these type of
integrals.
Moreover, in the Eucledean formulation one can show that a field theory defined
over a space time with finite temporal extent, N4a, describes a thermodynamical
system in equilibrium at finite temperature. After fixing periodic (antiperiodic)
boundary conditions for bosonic (fermion) fields, one can show that
kBT =
~
N4a
(2.22)
where kB is the Stefan-Boltzman constant. Therefore it is possible to change the
equilibrium temperature of the thermodynamical system tuning the lattice param-
eters N4 and a.
1As will be discussed in the following sections, to obtain a well defined probability distribution
we integrate over the fermion degrees of freedom, then Eq. 2.21 is replaced by Eq. 2.83.
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2.1.3 Monte Carlo
Even if finite, the number of degrees of freedom of the discretized system is still
very large, of the order of 108 for typical lattices used nowdays. Clearly a direct
computation over this huge number of variables is not feasible, the only way to
solve numerically these integrals are statistical techniques, in particulare the use
of Monte Carlo methods based on importance sampling.
Importance sampling means that instead of randomly select fields in configura-
tion space we generate them according to the probability distribution Eq. 2.21. In
this way we do not waste time considering the large number of fields configurations
with large action, which give a negligible contribution to the final integral.
After we extract N field configurations we measure the observable O over these
sample. The arithmetical average of the measurements Oi, where i = 1, ..., N , can
be used to estimate the expectation value in Eq. 2.19:
〈O〉 = O¯ +O(
√
1
N
) where O¯ = 1
N
N∑
i=1
Oi (2.23)
Other methods to numerically compute these integrals (like the Cavalieri-
Simpson or the rectangules methods) lead to numerical errors of the orderO
(
N−1/D
)
,
where D is the number of integration variables. Since in our case D is as large as
108, Monte Carlo is clearly the optimal choice.
The way we generate the set of N fields configurations is clearly a central aspect
of the computation, in particular we must define a procedure which allow us to
sample these configurations according to the desired probability distribution. Let
us call generically {C1, ..., CN} the set of N fields configurations. If all the element
of the set are generated one after the other according to a stocastic process with
transition probability P (Ci → Cj) = Pij from the element Ci to Cj , and if the
generic element Cn depends only on the previous one Cn−1, then the process is
called Markovian and the “temporal” ordered set of configurations {Cτ1 , ..., CτN }
define a Markov chain. One can show that if the Markovian process respects a
series of conditions (aperiodicity, positivity and irreducibility [66]) the following
limit exist:
lim
N→∞
P
(N)
ij =
∑
Pii1Pi1i2 ...PiN−1j = P
eq
j (2.24)
which is called the equilibrium probability distribution for the configuration Cj .
This distribution is independent from the starting configuration Ci and has the
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following properties:
P eqi > 0 ∀i (2.25)∑
i
P eqi = 1 (2.26)
P eqj =
∑
i
P eqi Pij (2.27)
With the same assumptions of aperiodicity, positivity and irreducibility it also
follows that the ensemble average Eq. 2.19 can be approximated with the “time”
average
〈O〉 = 1
N
N∑
i
P eqi O(Ci) (2.28)
with statistical error O
(
1√
N
)
. As a final step we have to chose the transition prob-
abilities Pij of the Markov chain in order to sample configuration space according
to the equilibrium probability Eq. 2.21. It can be shown [66] that requiring the
detailed balance for the transition probabilities:
e−S(Ci)Pij = e−S(Cj)Pji ∀i, j (2.29)
leads to the desired equilibrium probability:
P eqi =
e−S(Ci)∑
i e
−S(Ci) (2.30)
We conclude with a final remark: since the element Cn in the chain depends on
the previous element Cn−1, Markov process leads to autocorrelations in the chain.
It is important to reduce this autocorrelation time as much as possibible in the
algorithm.
2.1.4 Continuum limit
As we said in the previous section, the discretization of QCD on a lattice space-
time defines a natural regularization of the theory with a finite cutoff, which cures
divergent integrals and allows to compute numerically the path integral. The re-
moval of this cutoff corresponds to performing the continuum limit a → 0, which
is clearly a fundamental step to compute physical quantities. As we will show in
the next sections, the discretized QCD action does not depend directly on the lat-
tice spacing a, so this limit cannot be performed naively. Instead the dependence
on the cutoff is controlled by the dimensionless parameters of the theory, in our
case the coupling constant g0 and the mass combination mˆ0 = m0a. Since these
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parameters depends on a, we can tune their values to fix the lattice spacing.
The existence of the continuum limit a → 0 implies that our system will un-
dergo a second order phase transition in this limit. Let us discuss this point in
more details. Suppose that a continuum limit exists for our lattice theory, the
largest correlation length in the system will be determined by the lowest mass,
and because of the relation ξˆ = 1mˆ =
1
am , since the physical mass m must be
finite, the mass measured in lattice units mˆ will vanish in the continuum limit,
which implies that the correlation length ξˆ measured in lattice units must diverge
in the continuum. Hence, the continuum limit is reached for those values of the
parameters where the statistical system exibits a second order phase transition.
This result is expected since a diverging correlation length is the only way for the
system to loose information about the underlying lattice structure, being ξˆ the
only relevant length scale.
Let us now consider an observable Θ with mass dimension dΘ. We call Θˆ the
corresponding lattice quantity, which is what we effectively measure in simulations.
This observable on the lattice will depend on the parameters of our model, which
we assume here to be restricted only to the coupling g0. This means:
Θ(g0, a) = a
−dΘΘˆ(g0) (2.31)
The existence of a continuum limit implies that, for a→ 0, we must have:
Θ(g0(a), a)
a→0−→ Θphys. (2.32)
where Θphys. is the physical value of the observable. From this relation we can
derive the desired functional dependence between the parameter g0 and the lattice
spacing a. If we know Θphys., for sufficiently small lattice spacing we can fix the
left hand side of Eq. 2.31 to its physical value and invert this relation, obtaining:
a(g0) =
(
Θˆ(g0)
Θphys.
) 1
dΘ
(2.33)
Since we are interested in a functional dependence a(g0) which does not depend
on the details of Θ, if we consider a different quantity Θ′ with dimension dΘ′ and
repeating the previous procedure, we require that the ratio:
a(g0)
a′(g0)
∝
(
Θˆ(g0)
) 1
dΘ(
Θˆ′(g0)
) 1
dΘ′
. (2.34)
must be independent of g0. The region in parameter space where this is realized is
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called scaling region, here we can define anambiguously the function a(g0).
This can be shown using the renormalization group approach. As we said be-
fore, the renormalization procedure introduces a mass scale µ where we calcu-
late the renormalized quantities, like the renormalized coupling constant gR. On
the lattice the renormalized quantities will depend also on the lattice spacing a:
gR = gR(g0(a), aµ). Since the renormalized coupling does not depend on a, it
follows that:
0 =
dgR
da
=
∂gR
∂g0
∂g0
∂a
+
∂gR
∂(aµ)
∂(aµ)
∂a
, (2.35)
which leads to the equation:
a
∂g0
∂a
= −µ
∂gR
∂µ
∂gR
∂g0
. (2.36)
where we recognize the β-function defined in Eq. 2.7.
The renormalized coupling gR can be written in powers of the bare coupling
g0:
gR = g0 + cg
3
0 +O(g50) (2.37)
so from the last two equations we get:
a
∂g0
∂a
= b0g
3
0 + b1g
5
0 +O(g70) , (2.38)
where b0 and b1 are the same factors which appear in the second loop expansion
of the QCD β-function defined in Eq. 2.10 and Eq. 2.11 respectively.
Solving this equation we get the following functional dependence:
a(g0) =
1
ΛL
e
− 1
2b0g
2
0 (b0g
2
0)
− b1
2b20
(
1 +O(g20)
)
, (2.39)
where ΛL is a constant introduced in the integration procedure, which depends
on the action under analysis. This functional behavior does not dependent on the
renormalization scheme used, so we can say that a(g0) will decrease as we reduce
the bare coupling, going asymptotically to zero when we perform the limit g0 → 0.
This means that the continuum limit is realized for g0 = 0.
When we perform simulations we can check whether we are effectivly moving to
the continuum limit looking at the observables, whether they are correctly scaling
as we change g0. For example:
Θˆ(g0) =
Θphys.
ΛdΘL
e
− dΘ
2b0g
2
0 (b0g
2
0)
− b1dΘ
2b20 (2.40)
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Given the value of the physical quantity Ophys, one can determine the value of the
scale ΛL from the lattice computation of the dimensionless ratio
Θphys.
Λ
dΘ
L
.
One important observation is that sending to zero the lattice spacing means
reducing to zero the physical volume, with a rate of reduction of the order a4.
Therefore, we have to increase the number of sites along each direction of our lattice
while we decrease the value of g0 in order to keep fixed the physical extensions:
Lµ = aNµ . (2.41)
Clearly the exact continuum limit cannot be reached, since it will require an infinite
numbers of lattice sites (and an infinit number of integration variables in Eq. 2.19).
However we can make a series of simulations at different values of a, approaching
the a = 0 limit while keeping the same physical volume, and then extrapolate the
observables to the limit a = 0. This kind of procedures are called scale analysis
and have to take into account of possible finite size effects.
Usually, in QCD we can identify as a good condition for the continuum limit
the following relation:
a ξQCD = (ΛQCD)−1 ' 1fm (2.42)
where ΛQCD ' 200 MeV is the typical energy scale in QCD. On the other hand, to
avoid finite size effects we have to request that our spatial extensions are greater
than ξQCD:
aNs  ξQCD (2.43)
Once we have fixed the dimensions of our lattice as described above, we search for
the values of the parameters such that these two conditions are respected.
2.2 Gauge fields on the lattice
After having presented the general aspects of QCD and Monte Carlo methods, we
will discuss in details how we discretize Eq. 2.13 on the lattice. There are infinite
possible discretizations of QCD which recover the original continuum theory when
the lattice cutoff a is removed. Here we will present only the actions used in our
works, which will be used in Chapers 3, 4, 5.
In this section we present the discretization of the pure gauge part of the action
Sg =
∫
d4x
1
4
GaµνG
a
µν (2.44)
which was introduced by Wilson [3].
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2.2.1 Wilson action
As we said, the set of transformations Eq. 2.15 defines the local gauge symmetry of
the QCD action. Given the importance of local gauge symmetry, we want to define
a lattice theory which preserves this symmetry. When we discretize the action Eq.
2.44 we can decide wheter to define the fields Aµ(x) on lattice sites or to define
them along the interconnections between sites. One can prove that in the first
way the discretized theory violates local gauge symmetry, while in the latter case
one obtains a correct gauge invariant formulation. We defines the smallest parallel
transports on the lattice:
Uµ(n) = e
ig0
∫ a(n+µˆ)
an dxµAµ ' eiag0Aµ(n) (2.45)
which are usually called link variables. While Aµ(x) are defined on the algebra of
SU(3), the link variables are elements of the group. They tranform under local
gauge symmetry as:
Uµ(x)→ Ω(x)Uµ(x)Ω−1(x+ aµˆ) (2.46)
where Ωµ(x) is an element of the SU(3) group and µˆ is the versor along the µ
direction. The parallel transport in the opposite direction can be written as follow:
U †µ(x) = U−µ(x+ aµˆ) (2.47)
These terms implement the color connections on the lattice, therefore defining the
fermion fields on the lattice sites, the following quantity is gauge invariant:
ψ¯(x)Uµ(x)ψ(x+aµˆ)→ ψ¯Ω−1(x)Ω(x)Uµ(x)Ω−1(x+aµˆ)Ω(x+aµˆ)ψ(x+aµˆ) (2.48)
which will be used to construct the covariant derivative on the lattice in the fermion
action.
These link variables can be combined to construct a discretized version of the
gauge action Eq. 2.44. Let us consider the plaquette, which is the product of four
link variables arranged in a closed 1× 1 loop;
Πµν(x) = Uµ(x)Uν(x+ aµˆ)U
†
µ(x+ aνˆ)U
†
ν (x) (2.49)
The trace over color indices of this operator is a gauge invariant quantity and one
can easly show that the following action:
SDg =
2Nc
g0
∑
n
∑
µ<ν
(
1− 1
Nc
Re(Tr((Πµν(n)))
)
(2.50)
recover the continuum expression Eq. 2.44 in the limit a → 0. To see it, let us
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write explicitly the plaquette operator in terms of the Aµ(n) fields:
Πµν(n)→ eigaAµ(n)eigaAν(n+µˆ)e−igaAµ(n+νˆ)e−igaAν(n) (2.51)
then we perform a Taylor expansion of the Aη(n+ σˆ) terms and we use the Baker-
Campbell-Hausdorff relation:
eAeB = eA+B+
1
2
[A,B]+··· (2.52)
to obtain
Πµν(n)
a→0−→eiga2(∂µAν(n)−∂νAµ(n))−g2a2[Aµ(n),Aν(n)]+O(a3) = (2.53)
=eiga
2Gµν+O(a3) . (2.54)
It is then straightforward to obtain Eq. 2.44 from Eq. 2.50.
In the following we will use the compact notation:
β =
2Nc
g0
(2.55)
for the prefactor in Eq. 2.50, where Nc = 3 in QCD.
With this simple discretized action we can calcultate on the lattice the pure
gauge theory, which is equivalent to QCD in the limit of infinitly massive quarks
(also known as quenched case). The path integral in this case will be:
〈O〉 =
∫
DUO[U ]e−SDg [U ]∫
DUe−SDg [U ]
(2.56)
where DU is called the Haar measure and is the gauge invariant measure over the
SU(3) group manifold.
2.2.2 Tree level Symanzik improved gauge action
Eq. 2.50 is only one of the possible Yang-Mills action discretization, with cutoff
effects of the order of O(a2). However, one can try to improve the convergence
to the continuum adding further terms to the action, so that the leading cutoff
dependent terms have higher power in a.
This is the idea behind the tree level Symanzik improved action [68, 69], where
we introduce a new term obtained from the 1×2 loops, Π1×2µν .We can combine this
operator with the ordinary plaquette in this way:
SSymg
∑
n
β
3
(∑
µν
Re(Tr(c0Π
1×1
µν (n) + c1Π
1×2
µν (n)))
)
(2.57)
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where c0 = 5/2 and c1 = −1/12 are tuned to delete O(a2) corrections while
preserving the correct continuum limit. Eq. 2.57 approaches the pure gauge action
in the continuum with corrections of order O(a4).
The results discussed in Chapters 3, 4, 5 have been obtained using this action.
2.3 Fermions on the lattice
While gauge action can be discretized in a quite staightforward way on the lattice,
fermions are notoriously trickier, leading to several difficuties in the discretiza-
tion of the Dirac action. Let us start our discussion introducing a few ingredients
necessary for the forthcoming subsections. In the continuum, the Dirac action in
Euclidean space-time is defined by:
SE =
∫
d4xψ¯f (x)(/∂ +mf )ψf (x) (2.58)
where ψ¯ and ψ are Grassman variables satisfying the following rules:
{ηi, ηj} = 0; ∂ηi
∂ηj
= δij ;
∫
dηi = 0;
∫
ηidηj = δij (2.59)
for a generic Grassman number η.
Since when we move to the lattice formulation we use only dimensionless quan-
tities, we need to define the lattice fermion fields, ψˆ = a3/2ψ and ˆ¯ψ = a3/2ψ¯, and
the lattice mass term mˆ = am. The discretization of Eq. 2.58 must be written in
terms of these new fields and parameter:
SDE =
ˆ¯ψ(n)Mn,mψˆ(m) (2.60)
where Mn,m is a proper bilinear which depends on the particular discretization
adopted. Since numerically it is not clear how to deal with Grassman variables,
usually one integrates out all the fermionic degrees of freedom in the path integral,
obtaining the following expression:∫
D ˆ¯ψDψˆe−
ˆ¯ψMψˆ = Ndet(M) , (2.61)
where N is a numerical factor which is irrelevant in the computation of expecation
values. Therefore the QCD partition function is given by:
Z =
∫
DUe−SG[U ] det(M) (2.62)
where we are left with the integration over the link variables and the task to
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evaluate the determinant of the fermion bilinear M .
Given these preliminaries, let us discuss how to write down the fermion bilinear
M , or in other words how to discretize the Dirac action on the lattice. We first
consider a naive approach, where we use the symmetric discrete derivative2:
∂ˆSµ ψˆf (n) =
1
2a
(
ψˆf (n+ µˆ)− ψˆf (n− µˆ)
)
(2.63)
The Dirac action can be written in the following way:
SDE =
∑
n
[
ˆ¯ψf (n)mˆf ψˆf +
1
2
∑
µ
ˆ¯ψ(n)γEµ (ψˆ(n+ µˆ)− ψˆ(n− µˆ)i)
]
(2.64)
where γE are the Euclidean γ matricies. If we compute the free fermion propagator
on the lattice with this action:
〈ψˆ(n) ˆ¯ψ(m)〉 =
∫
DψˆD ˆ¯ψe−SDE ψˆ(n) ˆ¯ψ(m)∫
DψˆD ˆ¯ψe−SDE
, (2.65)
using the Berezin rule to intregrate over the Grassman variables ψ¯ and ψ [52],
we find that in the continuum limit there are 16 degenerate propagating quarks
instead of one. This comes out from the pole structure of the propagator in the
lattice Brillouin zone −pi/a ≤ pµ ≤ pi/a: the 15 unphysical terms, which are called
doublers, are pure lattice artifacts coming from the ultraviolet regions pµ = ±pi/a.
This problem is known as the fermion doubling, because for each direction
of the lattice the number of fermionic families doubles. This is a consequence of
the way we implemented on the lattice the fermion derivative, in particular the
decoupling of even and odd sites in Eq. 2.63 along each direction generates the 16
degenerate fermionic families. Due to the linearity of the kinetic term in the Dirac
action, we cannot avoid this decoupling of even/odd sites and at the same time
requiring an anti-hermitian derivative.
A more general statement have been proved by Nielsen and Ninomiya [53],
which discovered the so called no-go theorem: it is not possible to define a dis-
cretized fermionic action on the lattice which avoids doublers and respects the
following properties:
• hermiticity;
• locality;
• translational invariance;
2We require that the derivative operator on the lattice is anti-hermitian as the continuum
operator ∂µ. It is easy to see that the symmetric derivative is the only possible choice
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• chirality.
One can get rid of doublers only relaxing at least one of these properties.
There are several discretization approaches which try to circumvent the dou-
bling problem reducing the original chiral symmetry of the Dirac action, which
is defined for N degenerate massive quarks as U(1)V ⊗ SU(N)V , enlaged to
U(1)V ⊗ U(1)A ⊗ SU(N)V ⊗ SU(N)A in the chiral limit m → 0, where these
symmetries are defined by the set of transformations:
U(1)V : ψ(x) −→ eiαψ(x) ; ψ¯(x) −→ e−iαψ¯(x) ; (2.66)
U(1)A : ψ(x) −→ eiγ5βψ(x) ; ψ¯(x) −→ ψ¯(x)e−iγ5β ; (2.67)
SU(N)V : ψ(x) −→ eiωaTaψ(x) ; ψ¯(x) −→ ψ¯(x)e−iωaTa ; (2.68)
SU(N)A : ψ(x) −→ eiθaTaγ5ψ(x) ; ψ¯(x) −→ e−iθaTaγ5ψ¯(x) ; (2.69)
with γ5 = γ1γ2γ3γ4 and Ta labels the generators of the SU(Nf ) group in the
fundamental representation.
In the following we review two common approaches, the Wilson fermions and
the staggered fermions formulations. We will also describe a possible improvement
for these formulations, which have been used in Chapters 3, 4, 5.
2.3.1 Wilson fermions
In the Wilson approach we add to the naive discretization Eq. 2.64 a new term
which explicitly violates chiral symmetry and which vanishes in the continuum
limit a→ 0:
ra
∫
d4ψ(x)2ψ = ra5
∑
n
ψˆ(n)
∧
2 ψˆ(n) = ra5
∑
n
∂ˆFµ ψˆ(n)∂ˆ
F
µ ψˆ(n) (2.70)
where r is a positive and dimensionless parameter, 2 is the Laplacean while ∂Fµ is
the foreward derivative3:
∂ˆFµ ψˆ(n) =
1
a
(
ψˆ(n+ µˆ)− ψˆ(n)
)
(2.71)
The introduction of this new term changes the 2-point fermion correlation function
due to a redefinition of the mass term for the propagating modes:
M(p) = m+
2r
a
∑
µ
sin2
(pµa
2
)
(2.72)
In Eq. 2.72 M(p) approaches m for a→ 0 in the infrared region p 1a , while
3One can define likewise a backward derivative, which leads to the same results
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for the ultraviolet modes, p → ±pia , M(p) diverges as we perform the continuum
limit, so the unphysical modes do not propagate anymore for a → 0. However,
adding the term Eq. 2.70 we lose completly chiral symmetry for a 6= 0, even for
mˆ = 0.
2.3.2 Staggered fermions
In the naive discretization Eq. 2.64 we have seen that the use of the symmetric
derivative leads to a Brillouin zone, −pi/a ≤ pµ ≤ pi/a, where the UV edges
pµ = ±pi/a give rise to the unwanted doublers.
In the approach made by Kogut-Susskin one tries to avoid this condition re-
ducing the Brillouin zone artificially, doubling the effective lattice spacing of the
propagating fields and thus halvening the Brillouin zone. This can be done by
spreading, or staggering, the fermionic degrees of freedom over the lattice, allocat-
ing them such as to double the effective lattice spacing. If we consider a lattice
space-time with even number of dimension d, each lattice site contains 2d/2 Grass-
man variables, which corresponds to the number of Dirac indices. We can rearrange
them in order to have only one Grassman variable for site, thus within a hypercube
of unit size we can place 2d degrees of freedom, which requires 2d/2 fermion fields
to cover the whole lattice and increase by a factor 2 the effective lattice spacing
between the same degrees of freedom.
In our case we have d = 4, which means that with staggered fermions we can
discretize at least 4 families of fermions. This method can be implemented with a
suitable change of variables:
ψ(n) = T (n)χ(n); ψ¯(n) = χ¯(n)T †(n) (2.73)
where we introduced the 2d/2 × 2d/2 matrices T (n), which are chosen such as to
diagonalize the Dirac indices:
T †(n)γEµ T (n+ aµˆ) = ηµ(n)1 (2.74)
where the c-number ηµ(n) are called staggered phases and are the only remnants
of the Euclidean γE matrices:
ηµ(n) = (−1)n0+n1+...+nν−1 , η0(n) = 1 (2.75)
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Given this transformation, the staggered action is defined by:
Sstagg =
∑
n
[
amχ¯χ(n) +
1
2
∑
µ
ηµ(n)(χ¯(n)Uµ(n)χ(n+ aµˆ)
− χ¯(n)U †mu(n− aµˆ)χ(n− aµˆ)
]
= χ¯(n)M staggn,m χ(m) (2.76)
This action describes Nf = 4 degenerate quarks (we reduced by a factor 4 the orig-
inal doubling problem) and preservs part of the original chiral symmetry Eq. 2.66,
which is reduced to the subgroup U(1)V ⊗U(1)A. This is clearly an advantage over
Wilson fermions, which makes staggered fermions a good candidate to study chiral
symmetry on the lattice, with the drawback that we are forced to study Nf = 4
fermion families on the lattice.
2.3.3 Rooting
The staggered formulation allow us to reduce the doubling problem from 16 degen-
erate states down to 4. However, since we are interested in the possibility to choose
the number of degenerate quarks in our discretized action, we need a procedure to
introduce a single flavour at a time. As we said, in the path integral we need to
integrate over the Grassman variables, producing the determinant of the fermion
matrix detM . For example, if we have an action describing a staggered fermion on
a 4-dimensional lattice, we can write the associated partition function in this way:
Z(4)stagg = detM stagg (2.77)
where M stagg is the fermion bilinear defined in Eq. 2.76. If we consider a theory
describing 4 mass degenerate staggered fermion fields, it should correspond to
the theory with the full doubling problem. Hence we can express the partition
function of the system with 4 staggered fermions in terms of the fourth power of
the staggered determinant
Z(16)stagg =
(
Z(4)stagg
)4
=
(
detM stagg
)4
(2.78)
From this relation, we can postulate that also the partition function Z
(4)
stagg is
given by the fourth power of a single staggered family Z
(1)
stagg:
Z
(1)
stagg =
(
Z
(4)
stagg
) 1
4
= (detM)
1
4 (2.79)
From this assumption it follows that if we want to put on the lattice Nf non-
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degenerate fermions, we can use the rooted staggered fermions:
Z
Nf
stagg =
Nf∏
j=1
(detM(mj))
1
4 . (2.80)
Because of the analyticity of the forth root, each symmetry which is present in the
staggered theory will be present also in the rooted formulation, in particular we
preserve the original chiral properties. It looks like we have found a way to solve
the doubling problem keeping part of the chiral symmetry in the discretized action.
However, with rooting we lost the locality of the action: since (detM)
1
4 = detM
1
4 ,
using Eq. 2.61 in the opposite direction to exponentiate the rooted matrix , we
have a dependence on the matrix operator M
1
4 in the exponent. Performing a
Taylor expansion, it is easy to see that this operator couples fields defined in sites
which are arbitrarily far away.
We conclude observing that there are still no solid arguments to prove this
procedure, rooting has an intuitive validity but is not formally demonstrated,
and in the literature there are several works questioning the validity of this ap-
proach [71, 72]. On the other hand, there is not any clear evidence showing the
non-validity of this procedure, that constitutes a very efficient way to study a sin-
gle fermion family on the lattice, preserving (partially) chiral symmetry. This will
be the procedure adopted in our simulation.
2.3.4 Stout smearing improvement
As we said in the previous subsection, without rooting the staggered discretization
defines on a d = 4 lattice Nf = 4 flavours of quarks. These four fermion species are
usually called tastes, and they do not have the same masses. Because of this SU(4)
flavor symmetry breaking, the continuum hadronic states will have unphysical
multiplets, corresponding to the multiplets of the discretized action. Indeed, taste
symmetry violation in the staggered formulation splits the masses of hadron states
in the discretized action, leading to possible sistematic errors in the computations.
A possible strategy to reduce the splitting of hadronic states in the discretized
action is the so called stout smearing procedure [65]. The idea behind it is to elim-
inate the UV noise from the gauge fields replacing the links Uµ in the staggered
action by an appropriately defined average of the surrounding links. This smooth-
ing procedure can be repeated several times in order to increase the reduction of
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the gauge noise. The action becomes:
Sstout =
∑
n
[
amχ¯χ(n) +
1
2
∑
µ
ηµ(n)(χ¯(n)U
(l)
µ (n)χ(n+ aµˆ)
− χ¯(n)U (l)†m u(n− aµˆ)χ(n− aµˆ)
]
(2.81)
where (l) labels the number of time we iterate the procedure. This recursive pro-
cedure is formulated by the following expressions:
C
(n)
i;µ =
∑
µ6=µ
ρµν
(
U
(n)
i; ν U
(n)
i+νˆ;µU
(n)†
i+νˆ; ν + U
(n)†
i−νˆ; νU
(n)
i−νˆ;µU
(n)
i−νˆ+µˆ; ν
)
,
Ξ
(n)
i;µ = U
(n)
i;µC
(n)†
i;µ − C(n)i;µU (n)†i;µ ,
Q
(n)
i;µ =
i
2
Ξ
(n)
i;µ −
i
2Nc
Tr
(
Ξ
(n)
i;µ
)
,
U
(n+1)
i;µ = exp
(
iQ
(n)
i;µ
)
U
(n)
i;µ ,
(2.82)
where U
(0)
µ are the original link variables.
This procedure is known to reduce taste splitting effects in the continuum [54],
and have been used in the simulation discussed in Chapters 3, 4 and 5 where we
set ρµν = 0.15δµν and we used two levels (l = 2) of stout smearing.
2.4 RHMC algorithm
Let us go back to the computation of expectation values like Eq. 2.19. As we said,
to solve these kind of integrals we need Monte Carlo methods where we generate
field configurations according to importance sampling. Since it is hard to handle
numerically the Grassman variables ψ, ψ¯ in the path integral, we have to rewrite
the probability distribution Eq. 2.21 integrating over fermion fields as done in
Eq. 2.61, obtaining:
P [U ] =
det Me−SG[U ]∫
DUdet(M)e−SG[U ]
, (2.83)
where the discretized gauge action is expressed in terms of the gauge links U , which
are left as the only integration variables, and where M is a huge sparse matrix.
Clearly a direct computation of the determinant det(M) is not feasible, however
one can exploit the Berezin rules of integration to rewrite the integral above.
We introduce by hand a new set of complex valued pseudo-fermions fields, φ,
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which can be used to rewrite the determinant as:
det(M) =
∫
DφDφ∗e−φ
∗(M†M)−1φ (2.84)
This allows us to rewrite the path integral avoiding the fermion determinant,
which is replaced by an additional term in the action and by a new set of integration
variables [55].
To generate new configurations of link variables U according to Eq. 2.83 the
idea is to perform a global update starting from an initial configuration, modifying
the link variables according to some molecular dynamics (MD) equation of motion
for an arbitrary time period. To define this MD equation of motion we introduce
a new field Hµ(n) of traceless anti-hermitian matrices, defined as the conjugate
momentum of the link variable Uµ(n), and respecting the following equation:
∂
∂t
Uµ(n) = iHµ(n)Uµ(n) (2.85)
This define the equation of motion we need for the update procedure, the
solution of this differential equation is an SU(3) matrix for all time t > 0.
We add to the action a “kinetic” term for the momenta, 12Tr(H
2), and rewrite
the probability distribution as:
P [U,H, φ] =
e−SG[U ]−φ
∗(M†M)−1φ− 1
2
Tr(H2)∫
DUDHDφe−SG[U ]−φ∗(M†M)−1φ−
1
2
Tr(H2)
(2.86)
where the Hµ(n) fields will vary during the molecular dynamics time according to
some equations of motion, obtained imposing the conservation of the total energy
during the molucular evolution [55].
Given these ingredients we can define the hybrid Monte Carlo procedure:
1. Extract the fields Hµ(n) according to the Gaussian probability distribution
e−
1
2
Tr(H)2
2. Extract the pseudofermion fields φ and φ∗ with an heat-bath algorithm ac-
cording to the probability distributiom:
e−φ
∗(M†M)−1φ
To do this one can extract a normally distributed variable R and then com-
pute φ according to the equation:
φ = M †R
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3. Integrate numerically the MD equations of motion, using for example a
leapfrog algorithm or the Omelyan integrator [56, 57]. This integration must
be reversible in order to preserve the detailed balance Eq. 2.29.
4. Because the integration procedures of the MD equations have numerical er-
rors, the action during molecular dynamic time will vary, even if a constant
action is imposed. To recover the numerical error in the computation of the
new configuration, we perform a Metropolis accept/reject step based on the
action difference at the end and at the beginning of the fields evolution:
• Extract a random number λ ∈ [0, 1] and compute the action difference
∆S = S[U ] − S[U ′], where U ′ are the updated links at the end of the
molecular dynamic evolution, U are the starting links;
• if ∆S ≤ 0 then U ′ is accepted;
• else if e−∆S > λ accept U ′ as well;
• otherwise reject U ′ and restart from the original U links.
Now if we want to apply this procedure to the rooted staggered fermions, for
example for Nf = 1 staggered fermions, we have to exponentiate the fourth root
of the fermion matrix:
P [U,H, φ] =
e−SG[U ]−φ
∗(M†M)−1/4φ− 1
2
Tr(H2)∫
DUDHDφe−SG[U ]−φ∗(M†M)−1/4φ−
1
2
Tr(H2)
(2.87)
The exact evaluation of det(M)−1/4 is clearly a difficul task, which however
can be circumvented using a rational approximation approach [58]:
det(M)−1/4 ≈ c0 +
N∑
j=1
cj(M
†M + pj)−1 (2.88)
where the parameters c0, cj and pj are choosen in order to guarantee a good
approximation in the interval [λmin;λmax], where λmin and λmax are the smallest
and largest eigenvalues of the matrix M †M . This approximation allows to replace
the inverse of the fourth root with a sum of terms constructed from the inverse of
the shifted matrix M †M , which is easier to evaluate.
This procedure defineis the rational hybrid Monte Carlo (RHMC) algorithm,
which has been used in all our simulations.
2.5 Chemical potential
Lattice QCD allows us to investigate strongly interacting matter in the low energy
regime, where many relevant phenomena take place, like color confinement and
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chiral symmetry breaking. However, if we compare lattice calculations with the
results coming from heavy ion collisions, we must take into account the matter-
antimatter asymmetry of the initial states.
In statistical physics we can control the density of quarks using the grand
canonical approach, where we include the term µN , where µ is the particle chemical
potential and N is the number of particles in the system. Since the quark number
is associated to the charge of a conserved U(1) global symmetry of the Dirac
action, we can define N in the Euclidean formulation from the spatial integral of
the Noether current:
N =
∫
d3xψ¯(x)γ4ψ(x) (2.89)
where we integrate the temporal component of the conserved current Jµ = ψ¯(x)γµψ(x).
One can try a naive implementation of the chemical potential in Lattice QCD in-
troducing an additional term in the Dirac action, as one does in statistical physics,
coupling µ with the current temporal component J4 = ψ¯(x)γ4ψ(x). However this
simple approach leads to additional terms in the energy density which diverge in
the continuum limit [67]. A more subtle procedure is required.
One can introduce the chemical potential in the discretized fermionic action
modifying the quarks hopping terms along the temporal direction, performing a
multiplication of the propagation forward in time by a factor eaµ (in lattice units),
while the propagations backward in time are multiplied by e−aµ. In this way we
favor (disfavor) the forward (backward) time propagation of particles, viceversa
for the antiparticles, which is exactly the desired particle–antiparticle asymmetry.
In the continuum limit this is equivalent to introduce a uniform abelian vector
with A4 = µ/ig and to multiply the temporal SU(3) links by this abelian phase.
For the Nf = 1 staggered action one obtains:
Sstagg(µ) =
1
2
∑
n
[ 3∑
ν=1
ην(n)(χ¯(n)Uν(n)χ(n+ aνˆ)− χˆ(n+ aνˆU †ν (n)χ(n))
+ η4(n)
(
χ¯(n)U4(n)e
aµχ(n+ a4ˆ)− χ¯(n+ a4ˆU †4(n)e−aµχ(n)
)]
+ amˆ
∑
n
χ¯(n)χ(n) (2.90)
Since the fermion determinant in the path integral can be expanded in terms of
closed loops [66], the factors e±aµ cancel whenever the loops close without wrap-
ping the temporal dimension. The only contributions of the chemical potential to
the fermion determinant come from the loop winding nw times the time direction,
bringing a factor (e±aµ)nwNt . This implies that instead of multiplying all the tem-
poral links U4(n) for the U(1) phase e
±aµ one can moltiply only the links on a
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single time slice by a factor e±aµ·Nt = eµ/T . This procedure is clearly easier to
implement and brings exactly the same contributions in the fermion determinant
as the implementation in Eq. 2.90.
This discussion can be easily extended for more flavors, using different poten-
tials for the different quark species. This will be relevant when studying heavy
ion collisions, where the initial condition of zero strangeness requires a tuning of
the chemical potentials. In Chapter 3 we will discuss different implementations for
Nf = 2 + 1 using µu = µd = µs and µu = µd with µs = 0.
2.5.1 The sign problem
One important property of the fermion matrix is the so called γ5 − hermiticity,
which states:
M † = γ5Mγ5 (2.91)
where M is the fermion matrix as defined in Eq. 2.60. Using the anticommuting
relation {γ5, γµ} = 0 and γ25 = 0 one can easly show that both the Wilson and
the staggered actions respect Eq. 2.91. Because of this property it follows that
the spectrum of M is either real or formed by complex conjugated pairs, which
means that detM is real, which is a necessary condition to have a well defined
probability distribution in our Monte Carlo simulations Eq 2.83, as we discussed
in the previous sections.
If we introduce a finite real chemical potential in the action following the
procedure defined above, it turns out that we loose the γ5 − hermiticity of the
Dirac matrix, and consequently the determinant of M becomes complex. Indeed,
for any µ ∈ C one has:
γ5M(µ)γ5 = M
†(−µ∗) (2.92)
which gives Eq. 2.91 for µ = 0. If we try to use the complex determinant detM(µ),
with µ ∈ R, one can use the real part of it to weight the configurations in the hy-
brid Monte Carlo algorithm, however, since Re det(M)s−Sg will oscillate assuming
positive and negative values, we waste importance sampling in our algorithm. This
is the so called sign problem of Lattice QCD4. In the last years several approaches
have been proposed to overcome the sign problem, however all of them are defined
only in the neighbourhood of µ = 0, so we still cannot access the property of QCD
for µ/T ≥ 1, which is closer to the conditions found in compact astrophysical
objects and in low energy heavy ion collisions.
A possible approach is the reweighting method, where one generates configura-
tions using a fermionic action with zero chemical potential, assigning new weights
to the extracted configurations in order to describe a finite chemical potential
4The same problem arises in other circumstances, for example when we introduce a θ-term in
the QCD Lagrangian, or if we try to add elecric background fields in the simulation.
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ensemble [9, 10]. This method requires the computation of the fermionic deter-
minant to perform the reweighting, thus becomes computationally expensive for
large lattices. Moreover, since we do not generate configuration according to the
real probability distribution of interest, importance sampling hinder the possibil-
ity to explore regions in µ far from the µ = 0 case. A second approach relies on
a Taylor expansion around µ = 0, thus once again we generate configurations at
µ = 0 and then compute the derivatives of observables with respect of µ at zero
chemical potential.
Looking back at Eq. 2.92 we see that if we use purely immaginary chemical
potential, µ = iµI with µI ∈ R, the γ5 − hermiticity relation still holds, therefore
we have a properly defined probability distribution in our Monte Carlo simulations.
We can generate configurations at finite immaginary chemical potentials and then
analitically continue the results to real chemical potentials. We are able to perform
this operation if the aren’t any non-analyticity in the chemical potential complex
plain, which is true for µ/T  1, since here a first order transition is met (the so
called Roberge-Weiss transition [122]). In the following chapter we will present our
results for the computation of the critical temperature curvature, obtained using
the analytic continuation from purely imaginary chemical potentials.
2.6 Electromagnetic fields
The study of the magnetic field effects in strongly interacting matter have been
pursued in recent years both in model computations and in Lattice QCD calcu-
lations. Beside theoretical interests for magnetic effects in QCD, there are several
phenomenogical situations in which magnetic fields with energies close to the QCD
scale, eB ' m2pi, are generated in the presence of strongly interacting matter (see
the Introduction). Therefore a detailed study of magnetic effects in QCD is relevant
to understand the dynamics of many physical systems, like heavy ion collisions or
the first cosmological stages.
Magnetic fields have been shown to induce an enhancement of chiral symmetry
breaking in the QCD vacuum (magnetic catalysis) [59, 60], as well as a decrease
of the chiral condensate near the crossover deconfinement temperature (inverse
magnetic catalysis) [37, 38, 39]. Even if magnetic fields couples directly only with
fermion fields, several gauge observables are modified by the presence of external
magnetic backgrounds, which leads to relevant anisotropy [46, 47, 62]. Finally, if we
consider a strongly interacting thermal medium, the thermodynamical properties
of the system will be influenced by the presence of such fields [49, 50, 63, 61]. In this
thesis a large part of the presented results will be dedicated to this reaserch topic:
in the following chapters we present recent progress obtained in these regards.
In this section we discuss the implementation of magnetic fields in our lat-
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tice QCD simulations and we describe a few details relevant for the forthcoming
chapters.
2.6.1 Magnetic fields on the lattice
In the continuum theory we can introduce external electromagnetic fields through
the Dirac operator, where we can add in the covariant derivative the U(1) fields
aµ, decoupled from the SU(3) fields:
Dµψ = (∂µ1 + igA
a
µT
a + iqaµ1)ψ , (2.93)
where the identity matrices 1 are defined over color indices.
One can easily introduce these abelian fields in the discretized QCD action
following the same strategy adopted for the SU(3) fields Aaµ. We can exponentiate
the fields aµ and define the new abelian phases:
uµ(n) = e
iq
∫ a(n+µˆ)
an dxµaµ ' eieqaµ(n) , (2.94)
defined once again on the lattice links. Then the modification of the discrete co-
variant derivative is simply obtained multiplying the SU(3) links by the new U(1)
phases:
Dˆµψˆ =
1
2a
(
Uµ(n)uµ(n)ψˆ(n+ µˆ)− U †µ(n− µˆ)u∗µ(n− µˆ)ψˆ(n− µˆ)
)
(2.95)
where we can interpret uµ(n) as the abelian phases aquired by fermions of charge
q hopping from one site to the other [32].
We will present first the details of the magnetic field implementation on the
lattice, then in the next subsection we will discuss the electric case, where the
aforementioned sign problem emerges once again.
Let us consider the rooted staggered fermion discretization with two degenerate
quarks with different charges, for instance the u ad d quarks, in the presence of
a constant and uniform magnetic background field. The partition function will be
given by:
Z(T,B) ≡
∫
D[U ]e−Sg detM
1
4 [B, qu] detM
1
4 [B, qd] (2.96)
where Sg is the gauge action for the SU(3) sector, while M [B, q] is:
Mi,j [B, q] = amδi,j+
1
2
4∑
ν=1
ην(i) (uν(B, q)(i) Uν(i)δi,j−νˆ
− u∗ν(B, q)(i− νˆ) U †ν (i− νˆ)δi,j+νˆ
)
2.6. ELECTROMAGNETIC FIELDS 41
Figure 2.2: 2d surface with periodic boundary conditions along the directions or-
thogonal to the magnetic field B = Bzˆ. In red we draw the cosed path of the
particle, enclosing the area A in Eq. 2.99
where u(Q, q) are the abelian links corresponding to the magnetic field, i, j refer
to the lattice sites and ηi,ν are the staggered phases. We set the two quark charges
to the u and d values, respectively qu =
2
3 |e| and qd = −13 |e|. To express the gauge
potential aµ in Eq. 2.94 we have to fix a gauge, which can be for example the
Landau gauge, defined by ∂µa
µ = 0. If we are interested in a uniform magnetic
field along a fixed direction, we can choose from the possible prescriptions in this
gauge the following choice:
ax = 0 ay = Bx az = 0 at = 0 , (2.97)
which gives a constant and uniform magnetic field in the zˆ direction, B = Bzˆ.
From this choice we obtain the phases:
uy(B, q)(n) = e
ia2qB nx ; uµ(B, q)(n) = 1 for µ = x, z, t , (2.98)
where nx is the site index along the x direction.
As we said, in numerical simulations we must have a finite number of lattice
sites in order to compute the path integral, which means we must use a discretized
space-time with finite extentions. To reduce finite size effecs it is known that pe-
riodic boundary conditions for all fields must be imposed along spatial directions.
Furthermore, if we want to define a thermal theory, we impose periodic (antiperi-
odic) boundary conditions along the Euclidean time direction for gauge (fermion)
fields. With these conditions, the 2-dimensional spatial planes will be isomorphic
to the torus T 2, which is a closed surface. From the Maxwell equation ∇ ·B = 0,
it follows that we cannot have a non-zero magnetic flux φ through the torus sur-
face unless we decide to introduce a Dirac string, thus we cannot have a uniform
magnetic field in a fixed direction in the torus.
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At the quantum level, when a particle moves in a space with a vector potential
aµ(x) 6= 0, the wave function acquires an Aharonov-Bohm phase. Let us consider
the phase acquired along a closed path lying on the x − y plane, in the presence
of a uniform magnetic field B = Bzˆ. We call A the area enclosed by this path, so
from the Stokes theorem we have:∮
aµdxµ = AB (2.99)
Since the x−y plane is actullay a closed surface on the torus, we can also consider
the complementary region of area lxly −A, which gives:∮
aµdxµ = (A− lxly)B . (2.100)
The use of boundary conditions leads to an ambiguity in the definition the
enclosed area. One can solve this ambiguity at the level of gauge fields admitting
the existence of discontinuities in aµ somewhere on the torus, which is equivalent
to put on the torus a series of patches corresponding to different gauge choices.
However, the only physically relevant thing is that the particle does not perceive
this ambiguity, i.e. the phase factor picked up by the wave funtion along the closed
path must be well defined and unique, which implies:
eiqBA = eiqB(A−lxly) , (2.101)
This equation leads to a quantization condition for the magnetic field:
qB =
2pib
lxly
(2.102)
where b ∈ Z (with a similar argument one can derive the Dirac quantization of
the magnetic monopole charges, with a sphere instead of the torus [85]). The
quantization rule can be set using the smallest unit charge in our theory, which is
qd = −13 |e| in our case:
|e|B = 6pib
lxly
=
6pib
a2NxNy
(2.103)
where Nx and Ny are respectively the number of sites along the x and y directions.
The smoothness of the background field across the boundary and the gauge
invariance of the fermionic action are guaranteed if appropriate boundary condi-
tions for fermion fields are taken along the x direction [86], which are equivalent
to a modification of the U(1) gauge links defined in Eq. 2.98:
ux(B, q)(n)|nx=Lx = e−i a
2qNxB ny . (2.104)
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With this choice the flux across each plaquette is equal to a2qB, as one expects in
the presence of an uniform magnetic field B orthogonal to the surface, except for
the plaquette at the corner, (nx, ny) = (Nx, Ny), where the flux is a
2qB(1−NxNy).
The first term is the usual flux across a single plaquette, while the second is exactly
minus the total flux over the whole x−y plane, meaning that the Maxwell equation
∇ ·B = 0 is globally respected. Therefore, we have introduced a singular plaquette
which cancels the total flux over the closed surface T 2, which is the discretized
analog of the continuum Dirac string [85].
The key point is that this second singular contribution will not be visible by any
particle with charge multiple of qd = e/3, if and only if the quantization condition
Eq. 2.102 is respected. If we decide to violate explicitly the quantization of B
then the particles will not percive a uniform field anymore, instead they will feel a
constant field plus an additional contribution, concentrated in a single plaquette,
which comes from the Dirac string. The violation of the quantization condition
Eq. 2.102 will be the starting point of the method presented in Chapter 4, which
we used to measure finite free energy differences with external B fields.
Boundary conditions reduce the available field values on the lattice due to the
quantization condition, another restriction comes from the presence of a finite lat-
tice spacing: the existence of a minimum closed path on the lattice, the plaquette,
puts a lower bound to the possibles magnetic fluxes:
eiqa
2B = e
i 2pib
NxNy (2.105)
It is evident from (2.105) that at fixed lattice spacing we cannot distinguish mag-
netic fields where qa2B differs by multiples of 2pi. It follows that we can define a
sort of first Brillouin zone for the magnetic field:
− pi
a2
< qB <
pi
a2
, (2.106)
and we expect that physical quantities measured on the lattice must be periodic
in qB with period 2pi
a2
, which is an unphysical effect due to the lattice structure.
Therefore we must use B values far away from the edge values in (2.106).
The introduction of a magnetic background on the lattice breaks explicitly
rotational symmetry (obviously) and translational invariance. In [86] it is shown
how the introduction of a magnetic field on a continuus torus breaks translational
symmetry, due to the non-trivial phases acquired by particles winding around one
of the torus directions. There is only one residual invariace, which corresponds to
shifts which are integer multiples of
a˜x =
2pi
qBNy
=
Nx
b
a˜y =
2pi
qBNx
=
Ny
b
. (2.107)
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On the lattice we have to take into account also the effect caused by a finite
lattice spacing, which further reduce this residual group. For a particle on a lattice
with magnetic fields, translational invariance is reduced to shifts which are multi-
ples of both a and a˜x,y, which means we have translational invariance only for b
multiple of Nx,y.
2.6.2 Electric fields on the lattice
Until now we have only discussed the introduction of magnetic background fields on
the lattice. If we want to introduce electric fields, the procedure described above
gives rise to the sign problem, in analogy to the introduction of the chemical
potential described in the previous section.
Consider a constant electric E = Ezˆ in Minkowski space, which can be given,
for example, by the vector potential: ax = ay = az = 0, at = −Ez. After con-
tinuation to Euclidean space-time we find t → −iτ and At → iA4, so the vector
potential becomes purely imaginary, which means that the Euclidean Dirac oper-
ator is no more anti-hermitian and with a complex spectrum. This implies that
det(M) becomes complex and numerical simulations are hindered. Again we can
approach the sign problem using the methods described to study QCD in the
presence of finite chemical potentials, for instance one can introduce an imaginary
electric field E = iEI instead of a real one, and then exploit analytic continuation.
An imaginary electric field can be introduced in our lattice simulations using the
following phases:
ut(EI , q)(n) = e
ia2qEI nz ;
uz(EI , q)(n)|nz=Lz = e−i a
2qLzEI nt ,
uµ(EI , q)(n) = 1 for µ = x, y, ,
(2.108)
which gives an imaginary electric field along the z-direction.
Chapter 3
Curvature of the critical line
The exploration of the QCD phase diagram described in the Introduction is the ob-
ject of intense studies both for the theoretical and the experimental communities.
Collider facilities have nowadays a wide beam tunability, which allows to explore
several values of baryon chemical potentials µB. The comparison between the chem-
ical freeze-out line observed in experiments [105, 106, 107, 108, 109, 110, 111, 112],
corresponding to the last point of inelastic collisions, and the pseudo-critical line
studied in Lattice QCD, corresponding to the chiral symmetry breaking, is one
of the main issue. In general the chemical freeze-out curve is known to take place
after re-hadronization, which means that the pseudo-critical line lies above the
freeze-out in the T − µB plane. However, since chemical equilibrium is expected
to be reached shortly after re-hadronization, the two lines may lie close to each
other.
Lattice QCD simulations can provide many information on the non-perturbative
behavior of strongly interacting matter at the chiral trasition, which is located at
Tc ' 150 MeV for µB = 0 [90]. Unfortunately, numerical simulations can not be
performed at finite chemical potential due to the sign problem. As we said in Sec-
tion 2.5.1 various techniques have been proposed in the last years to circumvent
this problem, all of which are valid only for small chemical potentials, µT  1
Using the symmetry under charge conjugation at µB = 0 and assuming analyt-
icity for small chemical potential, one can write the pseudo-critical line dependence
on µB as:
Tc(µB)
Tc
= 1− κ
(
µB
Tc
)2
+ O(µ4B) , (3.1)
where the coefficient κ in equation defines the curvature of the pseudo-critical
line Tc(µB). In the last years many measurements of κ have been proposed in the
literature using different methods: Taylor expansion techniques [5, 6, 7, 8], analytic
continuation from imaginary chemical potentials [11, 12, 13, 14, 15, 16, 17, 18, 19,
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20, 21, 22, 23], reweighting techniques [9, 10] and reconstruction of the canonical
partition function [115, 116].
There is not a perfect agreement within all these determinations, in particular
the determinations from analytic continuation [21, 22, 23] are generally larger than
the previous estimates obtained by the Taylor expansion method [6, 7, 8].
In [22, 23] we performed numerical simulations adopting the improved stout
staggered discretization described in Sec. 2.3.4 with Nf = 2 + 1 quarks at the
physical point and the Symazik tree level improved gauge action described in
Sec. 2.2.2. We used four values of the lattice spacing, ranging from 0.0989 fm to
0.2173 fm, in order to perform a continuum extrapolation of our results. To obtain
an estimate of the systematic errors affecting our estrapolation we tried different
procedures to fit the results and to compute the continuum limit. Finally we tried
different values of the chemical potentials, using the different combinations µu = µd
with µs = 0 and µu = µd = µs, to study the dependence of κ on the initial strange
chemical potential.
Our final estimate for the curvature is κ = 0.0135(20), to be compared with
previous determinations obtained by Taylor expansion [6, 7, 8], reporting κ ∼
0.006. In the following sections we will discuss the numerical setup used in our
simulations, the observables used to measure the crossover temperature Tc(µ) and
the different procedure we used to perform the continuum extrapolations.
3.1 Numerical setup
We considered a lattice discretization of Nf = 2+1 QCD in the presence of purely
imaginary quark chemical potentials, where the Euclidean partition function is
given by:
Z =
∫
DU e−SSymg
∏
f=u, d, s
det
(
Mfst[U, µf,I ]
)1/4
(3.2)
where SSymg is the tree level improved Symanzik gauge action defined in Eq. 2.57,
while the fermion matrix Mfst is defined by:
(Mfst)i, ji = amfδi, j +
4∑
ν=1
ηi; ν
2
[
eiaµf,Iδν,4U
(2)
i; ν δi,j−νˆ − e−iaµf,Iδν,4U (2)†i−νˆ; νδi,j+νˆ
]
.
(3.3)
which is built up in terms of the two times stout-smeared links U
(2)
i; ν defined in
Sec. 2.3.4, with an isotropic smearing parameter ρ = 0.15. To introduce the imagi-
nary chemical potentials µf = iµf,I we used the procedure described in Chapter 2,
multiplying the temporal SU(3) links by the abelian phases e±iaµf,I .
The temperature of the system is given by T = 1/(Nta), therefore at fixed
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Nt a(fm) β amu/d ams
6 0.2173(4) 3.55 0.003636 0.1020
8 0.1535(3) 3.67 0.002270 0.0639
10 0.1249(3) 3.75 0.001787 0.0503
12 0.0989(2) 3.85 0.001399 0.0394
Table 3.1: Simulation parameters, chosen according to Refs. [91, 118, 96] and cor-
responding to a physical pion mass. The systematic error on a is about 2% [91].
Nt, T is changed by varying the value of the bare coupling constant β, which
in turn changes the lattice spacing a. The bare quark masses mu,d,s are rescaled
accordingly, in order to move on a line of constant physics with mpi ' 135 MeV
and ms/ml = 28.15. This line is determined by a spline interpolation of the values
reported in Refs. [91, 118, 96].
Four different sets of lattice spacings, corresponding to Nt = 6, 8, 10, 12, have
been explored in order to extrapolate our results to the continuum limit. The
simulation parameters used are reported in Tab. 3.1.
3.1.1 Setup of chemical potentials
The imaginary quark chemical potentials introduced in the partition function µf =
iµf,I , µf,I ∈ R, with f = u, d, s, are related to the chemical potentials coupled to
the conserved charges of the QCD action, i.e. the baryon number B, the electric
charge Q and the strangeness S. These relations are expressed by the following
formulas:
µu = µB/3 + 2µQ/3
µd = µB/3− µQ/3 (3.4)
µs = µB/3− µQ/3− µS .
Since we want to compare our determination of κ for the critical line with the
freeze-out curvature from heavy ion experiments, we investigate the critical tem-
perature depedence on the baryon chemical potential (which is given by µB =
µu + 2µd), in a setup of chemical potentials which is as close as possible to the
thermal equilibrium conditions created in heavy ion collisions. Therefore we re-
quire S = 0 and Q = rB, where r is the number of protons divided by the number
of nucleons of the colliding ions, r ≡ Z/A ≈ 0.4 typically.
These requirements can be translated into relations between µB, µS and µQ,
which at the lowest order in µB read µQ ' q1(T )µB and µS ' s1(T )µB, the
coefficients q1(T ) and s1(T ) being related to derivatives of the free energy den-
sity [119, 120]. Let us consider as an example the strangeness neutrality condition:
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in a gas of non-interacting fermions it would imply µs = 0 but in QCD, due to in-
teractions, the mixed derivatives of the free energy density with respect to µs and
µu, µd are non-vanishing, so that one needs a non-zero µs to ensure S = 0. Present
lattice investigations [119, 120] show that, for T ∼ 155 MeV, the constraints on
charge and strangeness imply s1 ' 0.25 and q1 ' −0.025. With a precision of a few
percent, around the transition at vanishing density, we thus have µl ≡ µu = µd,
µl ' µB/3 and µs ' µl/4.
Our determination of the curvature κ has been obtained setting µs = 0, which
is close to the conditions described above. To quantify the impact of µs, we consider
also the case µs = µl, in order to obtain an estimate about the effect of a non-
zero µs in a range which covers the equilibrium conditions created in heavy ion
collisions.
3.1.2 Physical observables, renormalization and the determina-
tion of Tc
Since the chiral transition is not a real phase transition but instead an analytic
crossover, the localization of the pseudo-critical line depends on the observable we
use to measure it. However, since the chiral symmetry restoration is the leading
phenomenon around Tc, with the light chiral condensates 〈ψ¯u,dψu,d〉 becoming
exact order parameters in limit mu,d → 0, we decide to use the chiral properties
of the system to monitor the position of Tc(µB).
The chiral condensate of the flavor f is defined by:
〈ψ¯ψ〉f = T
V
∂ logZ
∂mf
, (3.5)
where V is the spatial volume. In our simulations the two light quarks are degener-
ate, ml ≡ mu = md, and it is convenient to introduce the light quark condensate:
〈ψ¯ψ〉l = T
V
∂ logZ
∂ml
= 〈u¯u〉+ 〈d¯d〉 . (3.6)
Notice that this observable is affected by both additive and multiplicative renor-
malizations. We consider two different renormalization prescriptions, in order to
determine whether any systematic effect related to this choice affects the determi-
nation of κ. The first one [121] is
〈ψ¯ψ〉r(1)(T ) ≡
[
〈ψ¯ψ〉l − 2mlms 〈s¯s〉
]
(T )[
〈ψ¯ψ〉l − 2mlms 〈s¯s〉
]
(T = 0)
, (3.7)
where ms is the bare strange quark mass; in this way the leading mass dependent
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contribution is subtracted, while one takes care of the multiplicative renormaliza-
tion by dividing by the same quantity at T = 0. A second prescription is given
by [7]
〈ψ¯ψ〉r(2) =
ml
m4pi
(〈ψ¯ψ〉l − 〈ψ¯ψ〉l(T = 0)) . (3.8)
In this case the zero T subtraction eliminates additive divergences while multipli-
cation by the bare quark mass ml takes care of multiplicative ones.
The behavior of both condensates will be monitored to locate Tc. In particular,
since in the presence of a true phase transition the slope of the condensate as a
function of T diverges at Tc, we will look for the point of maximum slope, i.e. the
inflection point. Other possible prescriptions have been used in the licterature to
locate the transition from the chiral condensate. In the following sections we will
report a comparison with these prescriptions [22].
A less ambiguous probe is provided by the chiral susceptibility χψ¯ψ, which is
itself divergent at Tc in the presence of a true transition: in this case the introduc-
tion of relevant parameters (finite mass or finite volume) smooths the divergence,
however looking for the maximum of χψ¯ψ remains a well defined and univoque
prescription for locating the pseudo-critical temperature Tc. On the lattice, the
light chiral susceptibility is given by (Ml is the Dirac operator corresponding to a
single light flavor)
χψ¯ψ =
∂〈ψ¯ψ〉l
∂ml
= χdiscψ¯ψ + χ
conn
ψ¯ψ (3.9)
χdiscψ¯ψ ≡
T
V
(
Nl
4
)2 [〈(TrM−1l )2〉 − 〈TrM−1l 〉2] (3.10)
χconnψ¯ψ ≡ −
T
V
Nl
4
〈TrM−2l 〉 . (3.11)
where Nl = 2 is the number of degenerate light quarks. The renormalization is
performed by first subtracting the T = 0 contribution, to remove the additive
renormalization, then multiplying the result by the square of the bare light quark
mass, to cancel the multiplicative one [91]:
χrψ¯ψ = m
2
l
[
χψ¯ψ(T )− χψ¯ψ(T = 0)
]
. (3.12)
3.1.3 Analytic continuation from imaginary chemical potentials
The physical observables relevant to our study will be monitored as a function of
T for fixed values of the dimensionless ratio θl = Im(µl)/T . In this way we shall
be able to locate Tc for a set of values of θl, so as to determine the dependence
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Tc(θl) to the leading order
Tc(θl)
Tc(0)
= 1 +Rθ2l +O(θ
4
l ) , (3.13)
where we have assumed Tc(θl) to be an analytic function of θl, at least for small
values of it. This assumption is consistent with numerical data and is at the basis
of the method of analytic continuation. Comparing with Eq. (3.1) one has, at the
leading order in µ2B, κ = R/9.
3.2 Numerical Results
We have performed simulations on lattices with Nt = 6, 8, 10 and 12 and different
choices of T and of the chemical potentials. To obtain our determination of κ we
considered only lattices with fixed aspect ratio Ls/Nt = 4. Indeed we verified on
our coarsest lattice spacing that this ratio guarantees the absence of significant
finite size effects, as we will discuss later.
Four different values of chemical potentials have been considered for Nt =
10, 12, corresponding to µs = 0 and Im(µl)/(piT ) = 0, 0.20, 0.24 and 0.275. A
larger set has been considered for Nt = 8, in which case we performed simulations
also at µs 6= 0, in order to provide more information about systematics related to
the choice of µs/µl and to the truncation of the Taylor expansion in Eq. (3.13).
For Nt = 6 we considered instead only three values of light chemical potentials,
corresponding to Im(µl)/(piT ) = 0, 0.24, 0.275, with µs = 0.
For each setup of chemical potentials we have explored O(10) different temper-
atures around Tc(θl). The Rational Hybrid Monte-Carlo algorithm [123, 124, 125]
has been used to sample gauge configurations according to Eq. (5.1), each single
run consisting of 2-5 K trajectories of unit length in molecular dynamics time,
with higher statistics around the transition.
Traces appearing in the definition of chiral quantities (see, e.g., Eqs. (3.10) and
(3.11)) have been computed by noisy estimators, using 8 random vectors for each
flavor. A jackknife analysis has been exploited to determine the statistical errors.
To perform the renormalization described in Sec. 3.1, one needs to compute
observables also at T = 0 and at the same values of the bare parameters, i.e. at the
same ultraviolet (UV) cutoff. For that reason we have performed simulations on
larger lattices (going from 324 up to 484), where we increased the lattice volume
as we decreased the value of the lattice spacing, in order to keep finite size effects
under control. Performing simulations with these lattices for all the cutoff values
used at finite T would require a large computational cost. Since the observables
are very smooth in β in this low range of temperatures, due to the absence of tran-
sitions, we performed a relatively coarse sampling of the β interval 3.5− 3.95, but
3.2. NUMERICAL RESULTS 51
130 140 150 160 170 180 190 200 210
T [MeV]
0
0.02
0.04
0.06
0.08
0.1
χr
ψ− ψ
 
/ m
pi4
µl,I /(piT) = 0
µl,I /(piT) = 0.20
µl,I /(piT) = 0.24
µl,I /(piT) = 0.275
130 140 150 160 170 180 190 200 210
T [MeV]
0
0.02
0.04
0.06
0.08
0.1
0.12
χr
ψ− ψ
 
/ m
pi4
µl,I /(piT) = 0
µl,I /(piT) = 0.20
µl,I /(piT) = 0.24
µl,I /(piT) = 0.275
130 140 150 160 170 180 190 200 210
T [MeV]
0
0.2
0.4
0.6
0.8
〈ψ_
ψ〉
(1)r
µl,I /(piT) = 0
µl,I /(piT) = 0.20
µl,I /(piT) = 0.24
µl,I /(piT) = 0.275
140 150 160 170 180 190 200
T [MeV]
0
0.2
0.4
0.6
0.8
〈ψ_
ψ〉
(1)r
µl,I /(piT) = 0
µl,I /(piT) = 0.20
µl,I /(piT) = 0.24
µl,I /(piT) = 0.275
130 140 150 160 170 180 190 200 210
T [MeV]
-0.4
-0.3
-0.2
-0.1
〈ψ_
ψ〉
(2)r
µl,I /(piT) = 0
µl,I /(piT) = 0.20
µl,I /(piT) = 0.24
µl,I /(piT) = 0.275
130 140 150 160 170 180 190 200
T [MeV]
-0.4
-0.35
-0.3
-0.25
-0.2
-0.15
-0.1
〈ψ_
ψ〉
(2)r
µl,I /(piT) = 0
µl,I /(piT) = 0.20
µl,I /(piT) = 0.24
µl,I /(piT) = 0.275
Figure 3.1: Renormalized susceptibility and chiral condensates for the 403 × 10
(left column) and 483 × 12 lattices (right column).
enough to permit a reliable interpolation. We adopted a cubic spline interpolation
for the condensate and a linear fit for the susceptibility [22].
In order to determine the inflection point of the renormalized chiral condensate,
we have performed a best fit to our data according to
〈ψ¯ψ〉r(T ) = A1 +B1 arctan (C1(T − Tc)) , (3.14)
which involves the independent parameters A1, B1, C1 and Tc. Instead, for the
determination of the peak of the renormalized susceptibility, we have performed a
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Lattice
µl,I
piT
µs,I
piT Tc(ψ¯ψ(1)) Tc(ψ¯ψ(2)) Tc(χ
r)
163 × 6 0.00 0.00 148.2(3) 148.4(4) 150.7(4)
163 × 6 0.20 0.00 155.0(4) 155.1(5) 157.0(4)
163 × 6 0.24 0.00 158.9(4) 159.1(4) 160.0(4)
163 × 6 0.275 0.00 161.2(4) 161.5(4) 162.7(4)
243 × 6 0.00 0.00 149.0(6) 149.0(6) 151.6(5)
243 × 6 0.24 0.00 160.8(7) 160.7(5) 162.0(5)
243 × 6 0.275 0.00 164.1(4) 164.3(5) 165.9(4)
323 × 6 0.00 0.00 149.1(7) 149.4(4) 152.0(4)
323 × 6 0.24 0.00 160.2(3) 160.4(2) 162.7(4)
323 × 6 0.275 0.00 163.4(3) 163.5(3) 165.5(4)
323 × 8 0.00 0.00 154.2(4) 154.5(4) 155.6(7)
323 × 8 0.10 0.00 155.4(7) 155.2(8) 157.2(7)
323 × 8 0.15 0.00 159.5(9) 158.9(9) 160.2(5)
323 × 8 0.20 0.00 162.9(8) 163.0(6) 163.0(6)
323 × 8 0.24 0.00 165.0(5) 164.8(5) 165.8(8)
323 × 8 0.275 0.00 169.5(9) 168.6(7) 169.8(7)
323 × 8 0.30 0.00 172.4(9) 171.8(9) 172.8(8)
323 × 8 0.10 0.10 157.1(8) 157.0(8) 158.5(7)
323 × 8 0.15 0.15 159.2(9) 158.8(8) 160.1(8)
323 × 8 0.20 0.20 163.9(6) 163.7(6) 165.3(9)
323 × 8 0.24 0.24 169.4(7) 168.6(6) 169.6(7)
323 × 8 0.275 0.275 175.4(6) 174.4(7) 177.0(8)
403 × 10 0.00 0.00 154.5(1.5) 154.3(1.5) 155.1(7)
403 × 10 0.20 0.00 163.0(7) 163.0(8) 162.5(7)
403 × 10 0.24 0.00 166.8(8) 167.1(7) 166.2(1.0)
403 × 10 0.275 0.00 170.8(8) 171.2(8) 169.6(8)
483 × 12 0.00 0.00 154.5(1.0) 155.5(1.3) 154.7(7)
483 × 12 0.20 0.00 163.2(1.2) 165.0(1.5) 161.9(7)
483 × 12 0.24 0.00 165.2(1.1) 166.2(1.0) 166.2(1.0)
483 × 12 0.275 0.00 167.8(1.2) 168.7(9) 167.9(9)
Table 3.2: Critical values of T obtained from the renormalized chiral susceptibility
and from the renormalized chiral condensates. Errors do not take into account the
uncertainty on the physical scale, which is of the order of 2-3 % [91, 118, 96].
best fit according to a Lorentzian function
χrψ¯ψ =
A2
B22 + (T − Tc)2
. (3.15)
Both functions are found to well describe respective data points around Tc. In both
cases, statistical errors on the fitted parameters have been estimated by means of
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Figure 3.2: Renormalized chiral condensates 〈ψ¯ψ〉r(1) and susceptibility for the Nt =
6 lattices at different aspect ratios.
a bootstrap analysis, while systematic uncertainties have been estimated either
by varying the range of fitted points around Tc or by choosing an alternative
fitting function (e.g., a hyperbolic tangent for the condensate or a parabola for its
susceptibility). Statistical and systematic1 errors are both included in the collection
of determinations of Tc for the various combinations of lattice sizes and chemical
potentials in Table 3.2.
In Fig 3.2 we report our results for χr
ψ¯ψ
and 〈ψ¯ψ〉r(1), measured on our largest
lattice spacing a = 0.2173 fm for two different spatial volumes, Ls = 24, 32, to-
gether with some best fits according to Eqs. (3.14) and (3.15). As we can see from
Fig 3.2 and from the Tc values reported in Table 3.2 for Nt = 6, finite size ef-
fects are well under control for aspect ratio 4, which is in good agreement, for our
statistical precision, with the results from aspect ratio 5˜.3.
In Fig. 3.1 we report results obtained for χr
ψ¯ψ
, 〈ψ¯ψ〉r(1) and 〈ψ¯ψ〉r(2) on our
two smallest lattice spacings Nt = 10, 12. In the following we will perform the
continuum limit using two different methods, in order to check for systematic
effects.
3.2.1 Continuum limit for µs = 0 - First method
In order to extract the curvature of the critical line, we have performed a best
fit to the values of Tc(µl,I), obtained for each lattice size and setup of chemical
potentials, according to the function
Tc(µl,I) = Tc(0)
(
1 + 9κ
(
µl,I
Tc(µl,I)
)2
+O(µ4l,I)
)
. (3.16)
1We do not report the systematic error on the determination of the physical scale, which is
of the order of 2-3 % [91, 118, 96] and, being related to an overall scale determination, does not
affect the ratio of pseudocritical temperatures entering the determination of κ, see Eqs. (3.1) and
(3.13).
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Figure 3.3: Critical lines for the 403 × 10 lattice (top) and for the 483 × 12 one
(bottom).
For all sets of chemical potentials explored for µs = 0, the inclusion of quartic
corrections has not been necessary: a more detailed discussion about the stability
of the fit as the range of chemical potentials is changed is reported in Sec. 3.2.4.
In Fig. 3.3 we report an example of such quadratic fits to the critical tem-
peratures obtained for Nt = 10, 12 and for the various explored observables. A
complete collection of results is reported in Table 3.3.
In a range of temperatures around Tc, the UV cutoff a
−1 is approximately pro-
portional to Nt. Therefore, assuming corrections proportional to a
2, we extracted,
from the curvatures obtained for different values of Nt, continuum extrapolated
results according to the ansatz
κ(Nt) = κcont + const./N
2
t . (3.17)
Results are shown in Fig. 3.4, where we also report the extrapolated continuum
values, which are κcont(〈ψ¯ψ〉r(1)) = 0.0134(13), κcont(〈ψ¯ψ〉r(2)) = 0.0127(14) and
κcont(χ
r
ψ¯ψ
) = 0.0132(10).
3.2.2 Continuum limit for µs = 0 - Second method
Results of the previous section show that the continuum extrapolation of κ is
quite smooth, with a good agreement between the results obtained with different
Lattice κ(ψ¯ψ(1)) κ(ψ¯ψ(2)) κ(χ
r)
243 × 6 0.0150(7) 0.00152(7) 0.0140(7)
323 × 8 0.0142(7) 0.0135(7) 0.0134(9)
403 × 10 0.0157(17) 0.0164(16) 0.0139(10)
483 × 12 0.0130(15) 0.0123(17) 0.0131(11)
Table 3.3: Curvatures obtained at fixed Nt from different observables.
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Figure 3.4: Continuum limit of the curvatures extracted at fixed Nt (data have
been slightly shifted in the horizontal direction to improve readability).
observables and different renormalization prescriptions.
Nevertheless, it is useful to explore different ways of performing the continuum
limit, in order to check for the overall consistency of the procedure. In the pre-
vious section we first determined the value of κ at each single value of Nt, then
extrapolated these results to Nt → ∞ to obtain κcont. A different procedure is
to first extrapolate the critical temperatures to Nt → ∞ (for fixed values of the
dimensionless ratio µl,I/T ) and then to extract the value of κcont by using the
continuum extrapolated critical temperatures.
To implement the second procedure we have performed, separately for each
µl,I/T , a best fit to the values obtained for the renormalized condensates and
for the renormalized chiral susceptibility on different values of Nt, according to
modified versions of Eqs. (3.14) and (3.15). Since the cut-off dependence is more
pronounced for such quantities, we have excluded Nt = 6 data, thus using only
Nt = 8, 10, 12.
In detail, in the case of the renormalized susceptibility, each fit parameter
appearing in Eq. (3.15) has been given an additional Nt dependence, for instance
Tc(Nt) = Tc(Nt = ∞) + const/N2t . Results for the extrapolated quantities are
reported in the upper plot in Fig. 3.5 where, for the sake of clarity, we report
only the cases µl,I = 0 and µl,I/(piT ) = 0.275. In the case of the renormalized
condensates, instead, due to the larger number of parameters which are present in
Eq. (3.14), we could obtain fits which are stable against the variation of the fitted
range by adding an Nt-dependence to just two parameters, in particular Tc and
C1. Results are shown in the middle and lower plot of Fig. 3.5.
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Figure 3.5: Continuum limit for the renormalized susceptibility and the renormal-
ized chiral condensates.
Such fits provide estimates for the continuum extrapolated pseudo-critical tem-
peratures, reported in Table 3.4 and in Fig. 3.6. Such values coincide, within er-
rors, with the continuum pseudo-critical temperatures that one could obtain by
directly fitting results reported in Table 3.2. A best fit to the extrapolated tem-
peratures according to Eq. (3.16), with only the quadratic term included, pro-
vides κcont(〈ψ¯ψ〉r(1)) = 0.0145(11), κcont(〈ψ¯ψ〉r(2)) = 0.0138(10) and κcont(χrψ¯ψ) =
0.0131(12), which are consistent with those found previously.
µl,I/(piT ) Tc(ψ¯ψ(1)) Tc(ψ¯ψ(2)) Tc(χ
r)
0.00 154.7(8) 156.5(8) 154.4(8)
0.20 163.9(8) 165.0(7) 161.0(1.1)
0.24 166.9(9) 168.5(7) 165.8(1.0)
0.275 169.7(8) 170.8(7) 167.3(1.1)
Table 3.4: Continuum extrapolated critical temperatures for the various µl,I values.
3.2.3 Strength of the transition as a function of µB
The width and the height of the chiral susceptibility peak, which can be obtained
respectively from B2 and A2/B
2
2 in Eq. (3.15), are directly related to the strength
of the chiral pseudo-transition. Therefore, we have the possibility to monitor the
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Figure 3.6: Critical lines obtained by using the continuum extrapolated renormal-
ized chiral susceptibility and the continuum extrapolated chiral condensates.
dependence of such strength on the baryon chemical potential and, having per-
formed a continuum extrapolation for χr
ψ¯ψ
, we can do that directly on continuum
extrapolated quantities.
If a critical endpoint exists, along the pseudo-critical line, for relatively small
values of real µB, we might expect a visible dependence of the strength parame-
ters also for small values of imaginary µB. The width and the height would tend
respectively to zero and infinity approaching, e.g., a critical endpoint in the Z2
universality class.
To that purpose, in Fig. 3.7 we plot the continuum extrapolated width B2 and
height A2/B
2
2 as a function of µl,I . No apparent change of either quantity can be
appreciated, hence no dependence of the strength as a function of µB.
Of course, that does not exclude the presence of a critical endpoint at real
µB: the critical region could be small enough, or the endpoint location far enough
from µB = 0, so that no influence is visible for small, imaginary µB. For in-
stance, for µs = 0, a Roberge-Weiss [122] like endpoint is expected along the
pseudo-critical line at imaginary chemical potential, for µl,I/(piT ) ∼ 0.45 (see Ap-
pendix A). Fig. 3.7 shows that also this endpoint has no apparent influence on the
strength of the transition in the explored range.
3.2.4 Inclusion of µs 6= 0 and systematics of analytic continuation
In order to study the systematic error in the determination of κ by analytic con-
tinuation due to the truncation of the Taylor series in Eq. (3.16) and to the chosen
range of chemical potentials, we have performed numerical simulations for a large
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Figure 3.7: Peak values (×100) and widths of the continuum extrapolated renor-
malized chiral susceptibility.
range of imaginary chemical potentials, including also the case µs = µl. Further,
this will also tell us what is the impact of our effective ignorance about the actual
value of µs corresponding to the thermal equilibrium conditions. We are going to
discuss in detail only the determination of the pseudo-critical temperature from the
renormalized chiral susceptibility, however we stress that similar conclusions are
reached when one considers the renormalized chiral condensate. The correspond-
ing pseudo-critical temperatures, taken from Table 3.2, are reported in Fig. 3.8 for
µs = 0 and for µs = µl.
We first tried a quadratic fit in µl,I : remembering the defintion θl = µl,I/T , we
used
Tc(θl) = Tc(0)(1 + 9κ θ
2
l ) (3.18)
and several fits have been performed by changing each time the maximum value
µ
(max)
l,I included in the fit. Reasonable best fits are obtained in all cases, apart from
the fit to the whole µs = µl range, which yields a reduced χ˜
2 ∼ 2.4 and indicates
the need for quartic corrections in this case. Results obtained for κ are shown in
Fig. 3.9: for µs = 0, the fitted value of κ is perfectly stable as the range of chemical
potentials is changed. Instead, for µs = µl, the value of κ clearly depends on the
fitted range of chemical potentials: it is larger as the range is extended and becomes
compatible, within errors, with that obtained for µs = 0 as the range is decreased.
This behavior is consistent with the presence of significant quartic corrections in
this case. That may be related to the different structures of the phase diagrams for
imaginary chemical potential that one has in the two cases (this issue is discussed
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Figure 3.8: Critical lines for the 323× 8 lattices in the two different setups: µs = 0
and µs = µl.
in detail in Appendix A).
We then tried a best fit to a function including quartic corrections,
Tc(θl) = Tc(0)(1 + 9κ θ
2
l + bθ
4
l ) , (3.19)
to the whole range of chemical potentials explored in both cases. The corresponding
results obtained for κ are reported in Fig. 3.9 as well. While for µs = 0 the value is
perfectly compatible with the one obtained without including quartic corrections
(indeed, in this case one obtains b = 0 within errors), for µs = µl we observe a
significant change, bringing κ in good agreement with the µs = 0 case. A similar
conclusion is reached when a common fit to both sets of data (i.e. with a common
value for Tc(0)) is performed, as shown in the right panel of Fig. 3.9 and in Fig. 3.8.
We conclude that, for µs = 0, no evidence of quartic corrections is found in the
whole explored range. As a consequence, the extracted κ is stable against variations
of the fitted range and we can exclude the presence of significant systematic cor-
rections, related to the procedure of analytic continuation, affecting the continuum
extrapolated determination of κ that we have provided.
In the case µs = µl, larger values of κ are obtained when quartic corrections are
neglected, however κ becomes compatible with that obtained for µs = 0 when such
corrections are included, or when the fitted range of chemical potentials is small
enough. We conclude that κ is not affected by the inclusion of µs, at least within
present errors, which however are larger than for the µs = 0 case. In particular, a
fair estimate in this case is κ(µs = µl) = 0.013(3).
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Figure 3.9: Stability analysis of the fit to extract the κ value for the 32× 8 lattice.
Empty symbols correspond to purely quadratic fit while filled symbols also take
into account the quartic correction; red circles represents the µs = µl data, black
squares the µs = 0 ones. The right panel shows the result of a combined fit (i.e.
fixing a common value for Tc(0)) to both data sets when a quartic correction is used
for the µs = µl data: the open (filled) triangle corresponds to µs = 0 (µs = µl).
3.3 Conclusions
In the present study, we have performed numerical simulations on lattices with
Nt = 6, 8, 10, 12 and aspect ratio 4, using a wide range of chemical potentials for
Nt = 8, using both µs = 0 and µs = µl. That has permitted us to obtain continuum
extrapolated results and to better estimate possible systematics related to analytic
continuation.
Regarding the case µs = 0, we have obtained continuum extrapolated values of
κ from different observables (chiral susceptibility and the chiral condensate with
two different renormalization prescriptions) and by two different extrapolation
procedures (extrapolating κcont from κ(Nt) or extracting κcont from continuum
extrapolated temperatures), obtaining consistent estimates in all cases. Moreover,
the analysis performed on Nt = 8 has permitted us to state that systematic effects,
connected to the range of chemical potentials chosen to extract the curvature, are
not significant, within present errors. Regarding finite size effects, our results at
Nt = 6 show that they are negligible within the present precision on lattices with
aspect ratio 4. Taking into account the obtained results and possible residual con-
tributions from the systematic effects mentioned above, we quote κ = 0.0135(15)
as our final continuum estimate for the case µs = 0. That confirms, even after
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β Lattice χψ¯ψ 〈ψ¯ψ〉 − 2(ml/ms)〈s¯s〉 〈ψ¯ψ〉/2
3.50 324 1.97(4) 0.07999(11) 0.04403(5)
3.55 324 1.97(5) 0.05680(13) 0.03164(7)
3.60 324 2.05(6) 0.03912(14) 0.02211(7)
3.65 324 1.82(3) 0.02633(2) 0.01518(9)
3.70 324 1.80(3) 0.01804(3) 0.01064(2)
3.65 484 1.74(7) 0.02638(4) 0.01521(2)
3.75 484 1.61(5) 0.01232(5) 0.00749(2)
3.85 484 1.47(4) 0.00614(2) 0.00401(1)
3.95 484 1.37(3) 0.00331(2) 0.00237(1)
Table 3.5: Determination of the observables at T = 0 (on the 324 and 484 lattices)
needed to perform the renormalizations discussed in Section 3.1. Data are in lattice
units.
continuum extrapolation, a discrepancy with previous determinations obtained by
Taylor expansion [6, 7, 8], reporting κ ∼ 0.006.
Regarding the case µs = µl, we found evidence for the presence of quartic
contributions in the dependence of Tc on the imaginary µB in this case and when
such contributions are taken into account, or when the range of fitted chemical
potentials around µB = 0 is small enough, the curvature becomes compatible,
even if within larger errors, with that obtained for µs = 0. That means that
also for the equilibrium conditions created in heavy ion collisions, corresponding
to µs ∼ 0.25µl around Tc, one does not expect significant deviations from the
results obtained for µs = 0: a prudential estimate for the curvature in this case
is κ = 0.0135(20). That is obtained based on the estimate for µs = 0, with an
increased error determined on the basis of the uncertainty that we have for the
curvature extracted at µs = µl.
Finally, the analysis of the continuum extrapolated peak of the chiral suscepti-
bility as a function of imaginary µB shows no significant variations of the strength
of the transition, which could be associated with a possible nearby critical endpoint
present along the pseudo-critical line.
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Chapter 4
Magnetic Properties of the
QCD medium
As we already discussed, a new phase of matter is expected for temperatures above
the QCD scale, ΛQCD, where quarks and gluons deconfine to form the so called
quark gluon plasma (QGP). As for ordinary materials, one can be interested in
studying the response of the strongly interacting matter to external elecromagnetic
probes. In particular, it is of phenomenological interest to determine the change
of the medium properties crossing the transition, which can be a relevant input
for off-central heavy ion collisions or for the evolution of the early Universe. Some
natural questions one can ask are: how does the medium react to external magnetic
fields? Is it linear at least for small fields? Is it diamagnetic or paramagnetic? Does
the response change crossing the deconfinement transition? What is the behavior
for large fields?
Despite the clear cut nature of these questions, well defined answers were still
missing. These problems are related in particular to the study of the free energy
in the presence of external magnetic background fields, and to the computation
of the magnetic contribution to the equation of state. This will give us a clear
indication whether the medium has a diamagnetic or paramagnetic response.
The lattice approach to this problem, which at first sight looks quite straight-
forward, is affected by technical difficulties related to how magnetic fields are
introduced on the lattice. As we discussed in Chapter 2, due to the use of toroidal
geometry, magnetic fields must respect the quantization relation Eq. 2.102, hinder-
ing the possibility to directly measure free energy derivatives with respect to B. In
recent years some lattice approaches were proposed to study partial contribution of
the magnetic response, like the spin component of the magnetic susceptibility [64]
or the magnetization of the QCD vacuum [62]. In [49] we proposed a new method
to access the full magnetic susceptibility of the strongly interacting matter, where
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we computed finite free energy differences instead of free energy derivatives. In [49]
we used full Nf = 2 QCD simulations with pion masses larger than physical ones
and unimproved gauge actions. We repeated our investigation in a subsequent pa-
per [50], where we used physical quark masses with Nf = 2 + 1 stout-improved
staggered quarks and a gauge Symanzik improved action. In [50] we also performed
a continuum extrapolation of our results for the magnetic susceptibility, in a range
of temperatures extended well above and beyond the transition crossover.
In both studies we provided evidences for a paramagnetic behavior of the QCD
medium for the whole range of temperatures, with a weak response below Tc and
a sharp increase of the magnetic susceptibility at the crossover transition. We also
determined higher order magnetic contributions to the free energy for a wide range
of temperatures, which could be relevant for the determination of the equation of
state in the early Universe, where large fields, eB ' 1 GeV2, are expected.
In the following sections we will discuss the method we used and our results,
performing when possible comparisons with the Hadron Resonance Gas (HRG)
model previsions for the magnetic response of hadronic matter.
4.1 The methods
To determine the dependence of the free energy density f of QCD on external
uniform magnetic fields, one needs to compute the derivatives of f with respect to
B, like the magnetization (first derivative) or the susceptibility (second derivative).
However, in the lattice regularization taking such derivatives is non trivial due to
the field quantization Eq. (2.102). In the last years many approaches have been
proposed to circumvent this problem [49, 50, 62, 63, 61], here we discuss the method
we presented in [49, 50], which allows the computation of the B-dependent part
of f :
∆f(B, T ) = −T
V
log
(
Z(B, T, V )
Z(0, T, V )
)
(4.1)
where Z = exp(−F/T ) is the partition function of the system and V is the spatial
volume. A direct computation of the ratio of the two partition functions, even if well
defined and feasible, is computationally demanding [93]. Our idea is to compute
the finite free energy differences f(b2)− f(b1), where b1, b2 ∈ Z are the magnetic
quanta, by integrating the derivative of a suitable extension of the function f(b),
where we explicitly break the quantization condition Eq. (2.102) and we consider
real values of b [49, 50]:
f(b2)− f(b1) =
∫ b2
b1
∂f(b)
∂b
db . (4.2)
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The operation is well defined as long as the interpolating function f(b) is continuous
and differentiable, and reduces the computation of the two partition functions
ratio to the determination of a standard observable, ∂f/∂b. This observable has
no direct relation with the magnetization of the original theory, even for integer
values of b, since it is just the derivative of the interpolating function. In practice,
f(b) corresponds to any distribution of magnetic field which interpolates between
quantized values. As we discussed in Chapter 2, the quantization relation of the
magnetic field rises when we require a homogeneuos magnetic field through the
whole lattice, which violates explicitly the Maxwell relation ∇ · B = 0 due to
the spatial periodic boundary conditions. However, if we give up the homogeneity
condition, one can in principle introduce whatever distribution of the magnetic
field, with the only requirement that the Maxwell equation is not violated, i.e. that
the total flux of eB through the lattice is set to zero. In our method, the magnetic
field will be uniform over the whole lattice apart from a single plaquette, pierced
by a sort of Dirac string which brings the excess flux away. For integer values of b
the charged particles will not feel the singular contribution coming from the string,
while for non-integer b the magnetic background will be non-uniform due to this
string term. Clearly one must verify that the final result, f(b2) − f(b1), does no
depend on the particular interpolation choice, in [49] we explicitly verified that
adopting two different prescriptions.
We used this method to determine the magnetic contributions to the equation
of state of the strongly interacting matter for a wide range of temperatures, both in
the confined and in the deconfined phase. In particular, we obtained a continuum
determination of the magnetic susceptibility of QCD and a preliminary calculation
of the next two higher order terms at finite lattice spacing.
4.1.1 Renormalization
The free energy density in the presence of magnetic fields suffers of an additive UV
diverging contribution, which rises from a O(B2) term in the vacuum state. This
diverging contribution is due to the renortmalization of the electric charge, and
will affect our computations. A possible prescription to avoid this diverging term is
to subtract the vacuum contribution (i.e. T = 0) from the free energy density [49]:
∆fR(B, T ) = ∆f(B, T )−∆f(B, 0) , (4.3)
where it is assumed that both terms on the right hand side are computed at the
same lattice spacing value. No further divergences are present in Eq. (4.3), since
B-dependent divergences cannot depend also on T , apart from possible finite terms
which vanish in the continuum limit (see, e.g., the discussion in Refs. [37, 62]).
The small field behavior of ∆fR will give access to the magnetic response of
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the medium. Indeed, once vacuum contributions have been subtracted, one has the
relation
∆fR = −
∫
M · dB , (4.4)
where M is the magnetization of medium. Assuming that the medium is linear,
homogeneous and isotropic, one has M = χ˜B/µ0, where χ˜ is the magnetic sus-
ceptibility in SI units, so that
∆fR = − χ˜
µ0
∫
B · dB = − χ˜
2µ0
B2 . (4.5)
4.1.2 QED quenching
The field B appearing in Eq. (4.5) is the total field acting on the medium. In our
numerical setup, the dynamics of electromagnetic fields will be quenched, so that
there is no backreaction from the medium itself, i.e. the magnetization M does not
change the value of the magnetic field. Therefore, B coincides with the applied
external field. While that does not introduce any systematic uncertainty in the
determination of χ˜, one should consider that the actual change in the free energy
density of a real medium will be different. Indeed, if we introduce the auxiliary
field H = B/µ0 −M, which is generated by external currents only, then
∆fR = −µ0χ(1 + χ)
2
H2
where χ is the other standard definition of magnetic susceptibility, M = χH
(χ = χ˜/(1 − χ˜)). A simple comparison of the two expressions shows that the
backreaction of the medium leads to a change of ∆fR by a factor 1/(1 − χ˜)2.
However, we will show a posteriori that this correction is negligible, due to the
fact that χ˜ turns out to satisfy χ˜ 1.
4.2 Numerical setup
Let us start our discussion with the computation of the magnetic susceptibility
and the modification of the QCD equation of state induced by eB. For our in-
vestigations we used two different lattice setup: in the first one we performed an
exploratory study of Nf = 2 QCD with unphysical values of the pion mass [49],
while in the second study we simulated Nf = 2 + 1 quark flavors at the physical
point and with the improved discretized action [50]. The improvements in this
second study concern both the gauge and the fermion part of the action, with the
aim to reduce the discretization artefacts in the theory and to improve the conver-
gence to the continuum limit. For the gluon part, we used the tree level improved
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Ls a(fm) β amu/d ams
24 0.2173(4) 3.55 0.003636 0.1020
32 0.1535(3) 3.67 0.002270 0.0639
40 0.1249(3) 3.75 0.001787 0.0503
Table 4.1: Simulation parameters. The bare coupling β and the quark masses
amu/d and ams are chosen according to what reported in Ref. [91, 118, 96], and
correspond to a physical pion mass. The errors reported for the lattice spacing
are the statistical ones, the systematical error is estimated to be about 2% (see
Ref. [91]).
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Figure 4.1: M computed on 244 and 243 × 4 lattices, with a ' 0.2173 fm. The
continuous lines correspond to third order spline interpolations.
Symanzik action, while for the fermion part we used the stout link smearing im-
provement. In the following we will focus on the results from the study [50], where
we also perfomed the continuum extrapolation of our results.
The euclidean partition function of the discretized theory in the presence of a
magnetic field is expressed by
Z(B) =
∫
DU e−SSymg
∏
f=u, d, s
det (Mfst[B])
1/4 (4.6)
where DU is the functional integration over the non-abelian SU(3) link variables,
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SSymg is the Symanzik gauge action and Mfst[B] is the stout fermion matrix:
(Dfst)i, j = amfδi, j +
4∑
ν=1
ηi; ν
2
(
ufi; νU
(2)
i; ν δi,j−νˆ
− uf∗i−νˆ; νU (2)†i−νˆ; νδi,j+νˆ
)
(4.7)
No integration is performed over the U(1) link variables, i.e. the electromagnetic
degrees of freedom are quenched.
For the implementation of the magnetic background, we proceeded following
the procedure described in Chapter 2, with a slightly different choice for the U(1)
phases with respect to Eqs. 2.98-2.104: we shifted the singular plaquette with the
extra flux from the corner of the x − y plane to the middle point of the plain,
(Nx/2, Ny/2):
ufi; y = e
ia2qfB(ix−LxΘ(ix−Lx/2)), (4.8)
ufi;x|ix=Lx/2 = e
−ia2qfLxB(iy−LyΘ(iy−Ly/2) (4.9)
with ufi;µ = 1 elsewhere. Here Θ(x) is the Heaviside step function. With this choice
the variation and the magnitude of the phases is minimized, leading to a significant
improvement of the signal to noise ratio. We fixed our choice for the free energy
density interpolation between quantized values of the magnetic field keeping the
particular form of the U(1) phases in equations above, also for non-integer values
of b.
We performed simulations at the physical value of the pion mass, mpi ∼ 135
MeV, using the bare parameters β, amu,d and ams (ms/mu,d is fixed to the physical
value 28.15) taken from Ref. [118, 96] and reported in Table 4.1, which correspond
to a line of constant physics at three different values of the lattice spacing a.
The number of lattice sites in the spatial direction has been chosen so as to
maintain a spatial extent Ls ' 5 fm for all values of a. At fixed bare parameters,
the temperature of the system has been changed by varying the temporal extent
of the lattice; we explored the temperature range T ∼ 90 − 400 MeV, while our
reference T = 0 symmetric lattices, used to subtract the vacuum contribution,
correspond to temperatures below 40 MeV. The fact that the subtraction point
is at a low but finite T does not introduce any appreciable systematics, due to
the rapid convergence to zero of the susceptibility in the low T region (see next
section).
Finally, the integrand appearing in Eq. (4.2), ∂f/∂b, has the following expres-
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Figure 4.2: f(b) − f(b − 1) computed for the same parameter sets as in Fig. 4.1,
together with best fits according to Eq. (4.11). Two further, properly rescaled data
points are reported from a 163 × 4 lattice.
sion:
M ≡ a4∂f
∂b
=
1
4LtL3s
∑
f=u, d, s
〈
Tr
{∂Mfst
∂b
Mfst
−1}〉
, (4.10)
where Ls and Lt are the spatial and temporal extents of the lattice, measured
in lattice spacing units. This observable has been measured over a few hundred
thermalized trajectories for each parameter set and for each value of b, adopting a
noisy estimator and averaging over 40 different Z2 random vectors for each single
measure.
4.3 Magnetic susceptibility
In Fig. 4.1 we report an example of the determination of the observable M , defined
in Eq. (4.10), for the largest lattice spacing adopted and for two different lattice
sizes, 243× 4 (T = 227 MeV) and 243× 24 (T ≈ 0 MeV). The oscillations between
successive quanta can be understood considering how we introduce the magnetic
field on the lattice. As we said, in our simulations we deal with a magnetic field
which is uniform over the whole lattice except for a singular plaquette with an
additional flux contribution, which does not influence the dynamics of the system
if the quantization condition Eq. (2.102) is respected. Because we break explicitly
this quantization condition due to our choice for the free energy interpolation,
the presence of the extra flux becomes visible to the particles in the system: the
two harmonics in M are associable with the d, s and u quark contributions, which
70 CHAPTER 4. MAGNETIC PROPERTIES OF THE QCD MEDIUM
feel the extra flux differently due to the different electric charges. The range of
explored values of b spans the first 5 quanta of magnetic field and for each quantum
we have determined M on a grid of 16 equally spaced points. Such a grid turns
out to be fine enough to allow a reliable integration of M . Concerning the possible
systematic uncertainties related to the particular choice of this grid points, it turns
out that the integration procedure is extremely stable over the modification of the
number of points, with variations well below statistical fluctuations (see appendix
of Ref. [49]).
The integrals of M over each quantum return the elementary finite differences
a4(f(b)− f(b− 1)). Such quantities are more convenient than the whole difference
∆f(b) = f(b) − f(0), since they can be determined independently of each other
(one does not need to perform the whole integration from 0 to b) and have therefore
independent statistical errors, thus allowing to exploit standard fit procedures for
uncorrelated data.
The finite differences corresponding to the data in Fig. 4.1 are reported in
Fig. 4.2. We also report, after proper rescaling, data obtained on a smaller 163× 4
lattice and at the same value of the lattice spacing, which show the absence of
significant finite size effects. Assuming that a4∆f(b) ≡ c2 b2 + O(b4) holds for
integer b, then
a4 (f(b)− f(b− 1)) ' c2 (2b− 1) . (4.11)
Data in Fig. 4.2 are well reproduced by such behavior in the whole explored range
of fields. To check the stability of our fit, we tried to add a quartic term to the free
energy: ∆f(b) = c2b
2+c4b
4. We found, within errors, the same value of c2 obtained
by the simple quadratic fit, and c4 compatible with zero. It is interesting to notice
that this implies that strongly interacting matter behaves like a material with a
linear response, at least for magnetic fields up to eB ∼ 0.1 GeV2, corresponding
to the highest field in the figure. Good linear fits are obtained in similar ranges of
eB for all explored values of a and T .
The difference of the two slopes, c2R = c2(Lt = 4)− c2(Lt = 24), finally yields
the renormalized free energy a4∆fR = c2Rb
2 +O(b4). The determination of χ˜ just
requires a conversion into physical units for ∆fR and b, according to Eq. 2.102.
The result is
χ˜ = −|e|
2µ0c
18~pi2
L4s c2R , (4.12)
in SI units (~ and c have been reintroduced explicitly), while in natural units it
reads:
χˆ = −L
4
s c2R
18pi2
. (4.13)
Our results are displayed in Fig. 4.3, we see that the approach to the continuum
limit is very rapid and no significant differences are observed among data computed
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Figure 4.3: Susceptibility (SI units) as a function of T , for different values of the
lattice spacing.
at different values of the UV cutoff. Results are in qualitative agreement with
those of Ref. [49], obtained as we previously said for Nf = 2 with unphysical
quark masses, see Fig. 4.4. Quantitative differences can be explained in part by
the presence of the strange quark (which however gives a contribution to the
total signal which is not larger than 1/6, see later), and in part by the different
pion mass: indeed, an increasing behavior of χ˜ with decreasing mpi was already
observed in Ref. [49], where we simulated three different values of the pion mass,
mpi ' 480, 275, 195 MeV.
In Fig. 4.5 we report a comparison with other existing lattice determinations
of χ˜ for Nf = 2 + 1 QCD. The results of Ref. [63], which have been obtained
by the same lattice discretization of Nf = 2 + 1 QCD but exploiting a different
method, are in quantitative agreement with ours. Agreement is found also with
results reported in Ref. [61], apart from a limited region below the transition, see
Fig. 4.5.
It is interesting to try disentangling the contributions to the magnetic sus-
ceptibility coming from the different flavors. The observable that we integrate
to reconstruct the free energy is naturally written as the sum of three different
contributions, M = Mu + Md + Ms, see Eq. (4.10), and it is therefore straight-
forward to perform the analysis for the three different pieces in order to rewrite 1
χ˜ = χ˜u + χ˜d + χ˜s. In Fig.4.6 we show the flavor ratios χ˜d/χ˜u and χ˜s/χ˜u, which
are reported in Fig. 4.6. The former is in nice agreement, over the whole range
1Notice that the separation into different flavor contributions is not exact, because of the
mixings coming from quark loop contributions.
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Figure 4.4: Comparison of the results obtained for Nf = 2+1 QCD at the physical
point with those for Nf = 2, mpi = 480 MeV [49].
50 100 150 200 250 300 350 400 450
T [MeV]
0
0.001
0.002
0.003
0.004
0.005
χ~
a=0.2173 fm, L
s
=24
a=0.1535 fm, L
s
=32
a=0.1249 fm, L
s
=40
Levkova and DeTar
Bali et al.
Figure 4.5: Comparison of our results with those from Ref. [61] (Levkova and
DeTar) and Ref. [63] (Bali et al.).
of explored temperatures, with a leading order perturbative expectation based on
the squared charge ratio, (qd/qu)
2 = 0.25. The latter, instead, seems to approach
the same ratio from below in the high-T limit: this is expected, since the thermal
excitation of strange degrees of freedom is relatively suppressed because of the
higher quark mass.
The strongly interacting matter is thus paramagnetic in the temperature range
100 − 400 MeV, with a magnetic susceptibility which steeply rises crossing the
deconfinement transition, which is located around 150−160 MeV. Our data permit
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Figure 4.6: Ratios of the flavor contributions to the magnetic susceptibility as
a function of T . No distinction is made in this figure for data corresponding to
different lattice spacings. Data for χ˜s/χ˜u have been shifted by 5 MeV along the T
axis to improve readability.
to better specify the behavior of the magnetic susceptibility both in the low- and
in the high-T region, and in particular around Tc. In particular the magnetic
susceptibility is non-zero and positive, even if relatively smaller, also below Tc,
and seems to vanish, within errors, for T as low as 100 MeV.
It is interesting to notice that data in the low T region can be fitted by a
simple ansatz χ˜ = A exp(−M/T ), obtaining 2, for T < 170 MeV, M = 870± 260
MeV, hence in the correct ballpark of the lightest hadrons carrying a non-trivial
magnetic moment (starting from the ρ mesons), which are naturally expected to
bring the major contribution to the magnetic susceptibility in the hadronic phase.
Therefore, this result seems in line with a HRG model expectation; however, a
direct comparison with the HRG prediction of Ref. [97] is more easily performed
in terms of the magnetic contribution to the pressure of the system, which will be
presented in the forthcoming Section.
Let us now discuss the behavior of the magnetic susceptibility in the high
temperature limit. Our data show an increasing behavior over the whole explored
range of temperatures, which however seems to flatten at the highest values of
T . It is interesting, in this respect, to compare our results with the lowest order
perturbative prediction in the regime of asymptotically high temperatures. Based
2In order to check for possible systematic effects related to the choice of the zero temperature
subtraction point, which in our case is set to T = 40 MeV, we have tried to repeat the fit by
a function χ˜ = A (exp(−M/T ) − exp(−M/T0)) with T0 = 40 MeV, but no differences, within
numerical precision, have been appreciable, as expected from the fact that the fit returns M  T0.
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on the results of Ref. [95], in the high temperature limit the magnetic susceptibility
is given by (in natural units):
χ(T ) =
∑
f
Ncq
2
f
6pi2
log
(
T
mf
)
, (4.14)
where mf and qf are the quark mass and the quark electric charge in units of
|e| and Nc = 3 is the number of colors. From the physical point of view, even if
the average magnetization of each single particle vanishes in the high temperature
limit, because of thermal disorder, the increase in the total density of thermally
excited particles and antiparticles compensates that, leading to a logarithmically
diverging susceptibility.
It is not reasonable to expect that our data can be described by the free fermion
result, however it is interesting to notice that χ˜(T ) values in the temperature
region 170 . T . 400 can be nicely fitted by a logarithmic behavior, although
the coefficient is different from the perturbative one3(see Fig. 4.7 for a direct
comparison of the perturbative estimate with our results).
Regarding the continuum limit of our results, the density of our data points
does not permit a parametrization independent continuum extrapolation and re-
quires instead to fix a definite ansatz for the behavior of χ˜. Therefore, we tried
to fit our data for the susceptibility in the whole temperature range by a function
which reproduces the previously mentioned behaviors in the different regimes:
χ˜(T ) =
{
A exp(−M/T ) T ≤ T˜
A′ log(T/M ′) T > T˜
(4.16)
with a continuous and differentiable matching at the temperature T˜ , which gives
the constraints
A′ = AM exp(−M/T˜ )/T˜ M ′ = T˜ exp(−T˜ /M) . (4.17)
3Actually, to perform a proper comparison between lattice results and perturbative QCD
calculations, one should consider the following expression for the magnetic susceptibility [36]:
χ(T ) = 2b1 log
(
T
ΛH
)
(4.15)
where ΛH is a non-perturbative parameter required to set the renormalization scale, while b1 is
the QED β-function coefficient, which includes the free term plus QCD corrections. This equa-
tion arises from the expression of the additive divergence in the free energy density, where the eB
dependent term in the interacting case has the form: −b1(eB)2 log(µa), where µ is the renormal-
ization scale. To obtain Eq. 4.15 one has to require that at high temperatures T replaces 1/a and
that at T = 0 the free energy at order O((eB)2) is determined only by the QED β-function. This
χ(T ) perturbative expression is much more in agreement with lattice results, even at relatively
low temperatures, T ' 200 MeV [36].
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Figure 4.7: Continuum limit of the susceptibility (SI units) as a function of T :
dashed lines are the fit result for the finite lattice spacing behaviours, the con-
tinuum extrapolation and its error are indicated by the shaded region. The inset
shows a comparison with the perturbative result.
Although we cannot neglect lattice artefacts (a fit to the whole data would give
χ2/d.o.f ' 21.5/11) our data are not dense and precise enough to extract the
lattice spacing dependence of all the parameters. We explicitly verified that the
two sets of fit parameters
• {T˜ , A,M0,M2} with M = M0 + a2M2
• {T˜ , A0, A2,M} with A = A0 + a2A2
give equivalent results for the continuum extrapolation (with χ2/d.o.f ' 7/10).
The value of T˜ turns out to be compatible with the transition temperature,
T˜ = 160(10) MeV. One should stress that the errors reported for the continuum
extrapolated values do not take into account the possible systematic error con-
nected to the particular parametrization chosen for the extrapolation itself. That
could explain, in particular, the suppression of error bars in the low temperature
region, where the parametrization is exponentially suppressed, while we do not
expect such effect to be significant in the high temperature region.
4.4 Equation of State
Let us discuss the effect of the magnetic field on the equation of state of the system.
Since we are dealing with a system with zero chemical potential, µ = 0, the pressure
is given by P = −f , so the change in the pressure of the system due to magnetic
76 CHAPTER 4. MAGNETIC PROPERTIES OF THE QCD MEDIUM
150 200 250
T [MeV]
0
0.1
0.2
0.3
0.4
0.5
0.6
∆P
(B
)/P
(B
=0
)
eB=0.2GeV2
eB=0.1GeV2
Figure 4.8: Magnetic contribution to the pressure of strongly interacting matter,
normalized to the pressure at zero magnetic field, as a function of temperature
and for two sample values of the magnetic field. In figure we show two cases
corresponding to two values of magnetic fields in the range expected during heavy
ion collisions at LHC.
fields is easily obtained as ∆P (B) = −∆fR = 12 χˆ(eB)2 which is plotted in Fig. 4.8
as a function of T for two different values of eB (we make use of our continuum
extrapolated determination), normalized by the pressure at B = 0 (data for the
latter quantity have been taken from Ref. [96]). We notice that the introduction of
the magnetic field leads to a relative increase of the pressure, specially around the
phase transition where it is in the range of 10-40% for the typical fields produced in
heavy ion collisions at LHC, eB = (0.1− 0.2) GeV2. Instead in the high-T regime
the relative increase rapidly approaches zero, as expected since the pressure at
B = 0 diverges like T 4.
Finally, in Fig. 4.9, we compare, for a couple of values of B, ∆P (B) ' −∆fR =
1
2 χ˜B
2, computed from our continuum extrapolated susceptibility, with the (all or-
ders) HRG prediction for the same quantity, after subtraction of vacuum contribu-
tions, extracted from the results reported in Ref. [97]. A few differences are clearly
visible: the HRG model predicts a slightly diamagnetic behavior for low enough
T , where the contribution from pions, which is indeed diamagnetic, dominates.
For larger temperatures or fields, instead, the contribution of higher spin hadrons
becomes overwhelming and the free energy behavior becomes paramagnetic. Our
lattice results do not confirm this possible weak diamagnetic behavior for small
temperatures and fields. However, for T . 100 MeV our current precision is not
fine enough to exclude such behavior. A first indication from the lattice of a pos-
sible diamagnetic behavior at low temperatures can be found in [94]. It would be
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Figure 4.9: Magnetic contribution to the pressure of strongly interacting matter,
derived from our continuum extrapolated determination of the magnetic suscepti-
bility, compared to the HRG prediction [97] for two different values of eB.
interesting, in the future, to further investigate this issue.
4.5 Higher order terms
As we previously said, we found that the strongly interacting matter has a linear
magnetic response for fields up to eB . 0.1 GeV2. However, as we mentioned at
the beginning of this Chapter, during the early stages of the Universe magnetic
fields up to eB ≈ 1 GeV2 are expected to have been produced. To determine the
changes in the pressure induced by such fields, a computation of the nonlinear
magnetic terms in the free energy is required. We can expand the free energy
dependence on the magnetic field including also the higher order terms:
f(b, T ) = f(0, T ) +
∞∑
n=1
1
(2n)!
c2n(T )b
2n (4.18)
where the expansion is written in terms of the magnetic quantum b and where
the coefficients c2n can be fitted directly from our lattice calculations. The same
expansion can be written in terms of the physical field eB:
f(eB, T ) = f(0, T )−
∞∑
n=1
1
(2n)!
χˆ2n(T )(eB)
2n (4.19)
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Figure 4.10: Finite free energy density differences f(b) − f(b − 1) for different
ranges of magnetic fields. We considered the range of intermediate fields, b . 15
i.e. eB . 0.5 GeV2, and a the range of large fields, 10 . b . 25, i.e. 0.3 GeV2 .
eB . 0.8 GeV2
Nt b
4 3,4,6,9,12,15,18,21,24
6 3,4,6,9,11,12,13,15,18,21,24
8 3,4,6,9,12,15,18,21
10 3,4,6,9,12,15,18,21
14 2,3,4,5,6,9,12,15
32 2,3,4,5,6,9,12,15,18,21,24
Table 4.2: Magnetic quanta explored at our different temporal extentions. We
remember that to determine the energy difference, f(b)−f(b−1), for each quantum
in this table we performed simulations over a grid of equally spaced points, using
real values of b.
from which we obtain the relation between the lattice coefficients c2n and the
physical response functions χˆ2n (in natural units):
χˆ2n = −c2n
(
L2s
6pi
)2n ( a
~c
)4(n−1)
n = 1, 2, ... (4.20)
Once again we have to cure the diverging terms in the free energy density. One
can proceed as for the small field case, where we subtracted to f(B, T ) the O(B2)
diverging terms coming from the vacuum free energy, otherwise one can subtract
all the vacuum magnetic contributions, i.e. χˆr2n = χˆ2n(T ) − χˆ2n(0), which gives
us information about the thermal medium alone. However, since the only vacuum
diverging term which depends on B is of the order O(B2), in the following we will
use the first prescription, which does not require any subtraction for the higher
order coefficients.
We performed a preliminary computation of χˆ4 and χˆ6 using our intermedi-
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ate value of the lattice spacing, a = 0.1535 fm, for several temperatures, Nt =
4, 6, 8, 10, 14, 32. Again we used lattices with Ls ' 5 fm and magnetic quanta up
to b = 24, corresponding to eB ' 0.8 GeV2 (see Tab. 4.2). Since we use consecu-
tive quanta to compute the finite free energy differences, f(b) − f(b − 1), we can
explore large values of the magnetic fields without covering all the intermediate
values of b, thus with a relatively modest computational cost.
When we fit f(b) − f(b − 1) over the whole range of b using the expression
in Eq. 4.18, we do not obtain good χ2s for all our temperatures. Indeed, as we
move to low temperatures, the functional form in Eq. 4.18 fails to describe our
data. A key point to understand this behavior is to consider the limit of strong
fields, eB  T 2, where one can compute perturbatively the magnetic contribution
to the free energy. Indeed, one can show that in this regime the leading magnetic
correction to f comes from the vacuum polarization [95], which is given by:
∆flarge(B) =
(eB)2
24pi2
log
(
eB
m2
)
(4.21)
where m is the mass of the lightest particles in the system.
Since we are interested in computing χˆ4 and χˆ6, we selected a range of fields far
enough from this asymptotic limit, where we fitted our data according to Eq. 4.18.
It turns out that for b ≤ 15, corresponding to eB . 0.5 GeV2, the expansion in
Eq. 4.18 correctly descibes our data, giving good χ2 for almost all temperatures,
with the exception of our smallest value, Nt = 32. Instead, for larger values of the
magnetic field, we used a different functional form inspired by the asymptotical
results Eq. 4.21:
f(b, T ) = α˜(T )b2log(b) + β˜(T )b2 + γ˜(T )b (4.22)
corresponding in physical units to:
f(eB, T ) = α(T )(eB)2log(
eB
0.03GeV2
) + β(T )(eB)2 + γ(T )eB. (4.23)
The expression above succeded to describe our data in the range of fields 10 . b .
25, however, one cannot relate the values of the coefficients extracted from our fits
to the values expected from the perturbative computations, since we are still far
from the asymptotic limit of large fields.
We report the results of our fits in Tab. 4.3 and 4.4 respectively for the “small”
and the large range of fields. The data are shown together with the fits in Fig. 4.10.
In future studies one should extend this preliminary investigation to other values
of the lattice spacing, in order to extrapolate these coefficients to the continuum
limit.
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T [MeV] χˆ4 [GeV
−4] χˆ6 [GeV−8] χ2
320.847 0.03(3) 0(2) 0.32
213.898 0.11(4) -1(3) 0.66
160.423 0.41(7) -12(6) 0.88
128.339 0.74(10) -37(9) 0.79
91.6705 0.48(7) -16(6) 1.48
40.1059 0.62(6) -25(5) 2.40
Table 4.3: χˆ4 and χˆ6 computed fitting our data with b ≤ 16, using Eq 4.18
T [MeV] α(T ) β(T ) γ(T )[GeV−2] χ2
320.847 -0.0043(7) 0.036(3) -0.16(4) 1.33
213.898 -0.0088(8) 0.062(3) -0.27(4) 0.69
160.423 -0.008(3) 0.06(1) -0.1(1) 0.29
128.339 -0.015(5) 0.09(2) -0.5(2) 0.12
40.1059 -0.013(2) 0.085(7) -0.32(9) 0.55
Table 4.4: Values of the coefficinets in Eq. 4.21 obtained fitting our data in the
range of fields 10 ≤ b ≤ 25.
4.6 Conclusions
We have investigated the magnetic properties of strongly interacting matter at
thermal equilibrium. The study has been based on a lattice discretization of Nf =
2 + 1 QCD with physical quark masses: we have considered 3 different values of
the lattice spacing and verified the absence of significant discretization effects.
We have exploited the method developed in Ref. [49], which is based on a direct
computation of the free energy density as a function of a uniform external magnetic
background.
We find that the strongly interacting medium is paramagnetic, both below and
above the deconfinement transition, with a magnetic susceptibility whose order of
magnitude is comparable, within the explored range of temperatures, with those
of well known strong paramagnetic materials, like liquid oxygen. Moreover, data
for the free energy density show that strongly interacting matter behaves like a
medium with a linear response, at least for magnetic fields up to eB ∼ 0.1 GeV2,
which is the order of magnitude of the typical fields produced in non-central heavy
ion collisions at the LHC; we stress that this behavior is non trivial, since such
fields cannot be considered as small, when compared to the typical QCD scale (0.1
GeV2 ∼ 5m2pi).
The magnetic susceptibility is relatively smaller in the confined phase, and com-
patible with zero within present errors for temperatures T . 100 MeV. It steeply
rises across the deconfinement transition, while in the high T regime present data,
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which go up to 400 MeV, are compatible with a diverging logarithmic behavior,
which is predicted by a 1-loop calculation of the free energy density.
Notice that the weak diamagnetism, which would be expected at low tempera-
tures and fields based on a pion gas approximation, and which is indeed predicted
by HRG computations [97] (see also Ref. [98]), is not confirmed by our lattice data,
even if present uncertainties still leave room for it for T ∼ 100 MeV.
When compared to the pressure of the standard thermal medium, one sees
that the introduction of an external magnetic field leads to a relative pressure
increase which rapidly converges to zero in the high-T phase, while instead it gets
larger around the phase transition, where it is in the range 10-40% for eB 0.1-0.2
GeV2, i.e. for the typical fields produced in heavy-ion collisions. Such contribution
becomes rapidly larger and of O(1) as the magnetic field increases, so that models
for the cosmological QCD phase transition should necessarily take it into account.
We have computed the contributions to the magnetic susceptibility coming
from the different flavors: the d contribution is approximately 1/4 of the u contri-
bution, as expected on a charge counting basis, over the whole range of explored
temperatures; the s contribution is slightly smaller than the one of the d flavor,
but tends to approach it in the high-T limit.
Finally, we presented a preliminary computation of the non-linear corrections
induced in the free energy density for fields in the range eB ≤ 0.5 GeV2, which
may be of cosmological interest.
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Chapter 5
Anisotropic QQ¯ potential
As we already discussed in the previous chapter, external magnetic fields can induce
relevant modifications in the gluon dynamics, even if they couple only to quarks. At
the perturbative level such modifications can be seen as effective interactions due
to quark loop effects. In the non-perturbative regime magnetic fields can lead to
drammatic consequences, like the magnetic catalysis of the chiral condensate in the
vacuum state of QCD, which has been shown to be generated both from a fermionic
part (valence contribution) and from a purely gluonic part (sea contribution) [42].
Also at finite temperature magnetic fields affects chiral symmetry breaking, leading
to the so called inverse catalysis of the condensate near the crossover. While a clear
understanding of this mechanism is still missing, relations with the modification of
gauge dynamics in the presence of magnetic fields has been found in lattice studies
[38].
Since the introduction of a magnetic fields along a given direction violates
explicitly the initial rotational invariance of the system, this symmetry breaking
should be reflected also in the system, leading eventually to anisotropies in the
gauge observables. In many model computation the emergence of anisotropies have
been predicted in the presence of extreme magnetic fields [35, 43, 44, 45], also in
previous lattice studies signals of anisotropy have been observed in the average
plaquettes taken in different planes [39].
The static quark antiquark potential, VQQ¯(r), is a purely gauge observable
which is relevant for heavy meson phenomenology. On the lattice VQQ¯(r) can be
easily measured with proper ratios of Wilson loops, and one can ask whether this
quantity shows anisotropies in the presence of external fields. In [47] we looked at
the expectation values of Wilson loops adding magnetic background fileds and we
found relevant modifications to the VQQ¯ potential induced by such fields. We used
Nf = 2 + 1 staggered quarks at the physical point, using the stout smearing and
the Symanzik improved gauge action desribed in Chapter 2.
We recently added to our study presented in [47] a new set of data at finer
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Figure 5.1: Wilson loop combination defined in Eq. (5.2) for |~n| = 3 as a function
of nt and for several values of the APE smearing level (SM). The simulation was
performed on the 324 lattice at |e|B = 0.97 GeV2.
lattice spacing, which enabled us to perform a continuum extrapolation of our
results, confirming a significant anisotropy of the potential also in the continuum
theory, for field magnitudes expected in heavy ion collisions. In the following we
will present the method adopted in [47] and the results of our investigation.
5.1 The method
We used the Euclidean partition function:
Z =
∫
DU e−SSymg
∏
f=u, d, s
det
(
Mfst[U, qfQ]
)1/4
(5.1)
where SSymg is the tree level improved Symanzik gauge action defined in Eq. 2.57,
while the fermion matrix Mfst is the same defined in Eq. 4.7
The external magnetic background is introduced adding the U(1) phases Eqs.
(2.98)-(2.104) in the Dirac operator, which define a magnetic field in the zˆ direc-
tion.
We performed simulations at the physical value of the pion mass, mpi ∼ 135
MeV, and four different values of the lattice spacing a, using the bare parameters
reported in Table 5.1. We explored symmetric, zero temperature lattices, with the
number of sites per direction (L) tuned to maintain La ' 5 fm. The Rational
Hybrid Monte-Carlo (RHMC) algorithm was used to sample gauge configurations,
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with statistics ranging, for each value of B, from O(104) to O(103) molecular
dynamics (MD) time units, going from the coarsest to the finest lattice.
In order to determine the spin-averaged potential between a static QQ pair,
separated by a distance ~R, we considered the large time behavior of the average
rectangular Wilson loop W (~R, T ), where T is the time extension of the loop.
Usually, based on space-time isotropy, one averages over all directions of ~R; on the
contrary, apart from the B = 0 case, we considered separately the averages over
different directions, thus leaving room to the possibility that V (~R) may not be a
central potential.
Going to a lattice notation, in which ~n and nt denote the dimensionless spatial
and temporal sides of the loop, the potential can be obtained as
aV (a~n) = lim
nt→∞
log
( 〈W (a~n, ant)〉
〈W (a~n, a(nt + 1))〉
)
. (5.2)
In practice, one plots the right-hand side as a function of nt and looks for a stable
plateau at large times, from which the potential can be extracted by a fit to a
constant function. In the next sections we will present the case when ~n is parallel
or orthogonal to ~B, and the case when ~n has a different angle with respect to ~B.
For this last configuration we did not extrapolate our results to the continuum
limit, instead we performed just a preliminary investigation of the full angular
dependence of the potential with respect to the magnetic field.
In order to reduce the UV noise in the gauge fields, we applied two iterative
smoothing algorithms over the gauge configurations before measuring the Wilson
loops. We applied one step of HYP smearing [99] for temporal links, with smearing
parameters corresponding to the so-called HYP2-action of Ref. [100], and NSM
steps of APE-smearing [101] for spatial links, with smearing parameter αAPE =
0.25. Both of these algorithms reduce the fluctuations at the scale of the lattice
spacing by averaging the link variables with the neighbouring links.
Since APE-smearing treats all spatial directions symmetrically, it is important
to check that possible anisotropies be not washed out by this noise reduction
technique. We studied, for a few cases, the dependence of results on the number of
L a(fm) β amu/d ams b
24 0.2173(4) 3.55 0.003636 0.1020 0,12,16,24,32,40
32 0.1535(3) 3.67 0.002270 0.0639 0,12,16,24,32,40
40 0.1249(3) 3.75 0.001787 0.0503 0,8,12,16,24,32,40
48 0.0989(2) 3.85 0.001399 0.0394 0,8,16,24,32,64
Table 5.1: Simulation parameters, chosen according to Refs. [91, 118, 96] and cor-
responding to a physical pion mass. The systematic error on a is about 2% [91].
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Figure 5.2: QQ−potential both for |e|B = 0 and for |e|B = 0.7 GeV2 on the 404
lattice.
smearing steps and, having checked that it is not significant (see next section), we
fixed NSM = 24. The statistical errors on the right-hand side of Eq. (5.2), as well
as those on the parameters of the fitted plateaux, were determined by performing
a bootstrap analysis to take correlations into account.
5.2 Results
In Fig. 5.1 we report an example of the logarithm of Wilson loop ratios, see
Eq. (5.2), as a function of nt and for different APE-smearing levels, obtained
at spatial distance |~n| = 3 and for |e|B = 0.97 GeV2. We show separately results
averaged over the longitudinal (Z) or transverse (XY ) directions. A well defined
plateau is visible in both cases, and the emergence of anisotropies clearly appears,
with the potential being larger in the transverse direction. It is also evident that
smearing has no visible effect on such anisotropies, so that one can safely adopt a
number of smearing levels large enough to have a good noise/signal ratio.
In Fig. 5.2 we report an example of the potential, as a function of the Q¯Q
separation, determined for our smallest lattice spacing and for two values of the
magnetic field, eB = 0 and eB ' 0.7 GeV2 (b = 24). In the former case we averaged
over all spatial directions. For B 6= 0 we observe a clear anisotropic behavior, with
a striking separation of the values of the potential measured along the Z or XY
directions. A comparison with B = 0 shows that the potential increases in the
transverse directions and decreases in the longitudinal direction. This behavior is
observed for all the explored lattice spacings, starting from magnetic fields of the
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order eB ' 0.2 GeV2.
In the same figure we also show, for B 6= 0, the potential obtained by averaging
Wilson loops over all spatial directions (denoted by XY Z). It is interesting to
notice that in this case the effect of B on the static potential is strongly reduced.
This fact may explain why previous studies have not observed significant effects
of the external field on the static potential [37].
In order to characterize the dependence of the potential on the magnetic field,
we fitted it, for each value of B and for transverse and longitudinal directions
separately, according to the standard Cornell parametrization:
aV (andˆ) = cˆd + σˆdn+
αd
n
, (5.3)
where dˆ is a versor along the z or xy directions, σˆd is the string tension, αd the
Coulomb coupling, and cˆd a constant term (the index d takes into account the
possible dependence on the direction). Such a parametrization fits reasonably well
the measured potentials, with χ2/d.o.f. . 1 for all the explored fields and in a
distance range going from ∼ 0.3 to ∼ 1 fm. In our fits we set αd = rˆ20dσˆd −
1.65, in order to determine the string tension and the Sommer parameter rˆ0d as
independent quantities. A bootstrap analysis has been performed to determine the
statistical errors of the fit parameters.
In order to monitor the dependence of the fitted parameters on B, we normalize
them to the values they take for B = 0 at the same lattice spacing, i.e. we determine
the quantities
ROd =
Od(|e|B)
O(|e|B = 0) , (5.4)
which are shown in Fig. 5.3.
The observed anisotropy in the potential reflects in these quantities, leading
to a significant splitting of the corresponding ratios, which are of the order of
10 − 20%. In particular, the string tension increases (decreases), as a function of
eB, in the trasverse (longitudinal) direction, while the Coulomb coupling shows
an opposite behavior.
5.2.1 Continuum limit
Our results show a mild dependence on the lattice spacing, apart from the largest
fields on the coarsest lattice, for which eB ∼ 1/a2. In order to extrapolate our
result to the continuum limit we fitted the ratios defined in Eq. 5.4 in a range
of magnetic fields eB < 2.0 GeV2, including in the fit the results from all our
lattice spacing. We excluded in the extrapolation results with eB ∼ 1/a2, which
are affected by lattice artefacts.
Since we do not have enough data to extrapolate ROd at fixed magnetic field,
88 CHAPTER 5. ANISOTROPIC QQ¯ POTENTIAL
0.2 0.4 0.6 0.8 1 1.2
eB [GeV2]
0.4
0.6
0.8
1
1.2
1.4
1.6
α
(B
)/α
(B
=0
)
L=24 XY
L=32 XY
L=40 XY
L=48 XY
L=24 Z
L=32 Z
L=40 Z
L=48 Z
0 0.2 0.4 0.6 0.8 1 1.2
eB [GeV2 ]
0.6
0.8
1
1.2
1.4
1.6
σ
(B
)/σ
(B
=0
)
L=24   XY
L=32   XY
L=40   XY
L=48   XY
L=24   Z
L=32   Z
L=40   Z
L=48   Z
0 0.2 0.4 0.6 0.8 1 1.2
eB [GeV2]
0.9
1
1.1
1.2
r 0
(B
)/r
0(B
=0
)
L=24   XY
L=32   XY
L=40   XY
L=48   XY
L=24   Z
L=32   Z
L=40   Z
L=48   Z
Figure 5.3: RO0 along the Z and XY directions for O = α, σ, r0. The bands are
the continuum extrapolated results according to Eq. (5.5)
we used a definite ansatz to fit our data, using the following formula:
ROd = 1 +AOd(1 + COda2)(|e|B)DOd ; (5.5)
where we introduced a2 correction only in the prefactors AOd . We did not included
a lattice spacing dependence in the exponents DOd since our data are not dense
and precise enough to detect it. Furthermore in almost all cases also the correction
coefficient COd turns out to be irrelevant in the fits, been compatible with zero.
The results of our extrapolations for the XY and Z components of the ob-
servables σˆd, αd and rˆ0d. are shown in Fig. 5.3, while the values of the ansatz
parameters AOd and DOd are reported in Table 5.2. Therefore, the anisotropies
observed at finite lattice spacings survive in the continuum limit, with a O(10%)
variation of the string tension for fields eB ' 1 GeV2.
5.2.2 Angular dependence
Until now we have considered only the Q-Q¯ potential along the directions orthog-
onal (XY ) or parallel (Z) to the magnetic field eB. One can extend this analysis
to include other orientations between eB and the Wilson loop in order to inves-
tigate the angular dependence of the potential with respect to the magnetic field
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direction. This can be easily done introducing in our simulations magnetic fields
oriented along directions different from zˆ and, when we compute the ratios in
Eq. 5.2, averaging the Wilson loop separately over the x, y and z directions, which
will have different angles with respect to eB.
We performed simulations with our smallest lattice spacings, a = 0.0989, 0.1249
fm, using hypercubic lattices with L = 40, 32, respectively. We considered magnetic
backgrounds with |~b| ' 32 (correspondng to |eB| ' 1.03 GeV2), using (bx, by, bz) =
(0, 0, 32); (4, 13, 29) and (9, 18, 25) for both lattice spacing (notice that, since we are
using fixed physical extents, L ' 4 fm, using the same magnetic quanta corresponds
to the same field in physical units for both lattice spacings). Separating the 3 spatial
directions of the Wilson loop we are able to explore eight different angle values:
θ = sin−1
(
|~b ⊥ ~dW |
|~b|
· 180
pi
)
(5.6)
where ~b ⊥ ~d is a vector made of the ~b components orthogonals to the Wilson loop
~dW spatial direction.
Following the discussion in [48], one can write a generalized form for the Cornell
potential inspired by the form of the electrostatic interaction in the presence of an
anisotropic dielectric constant:
V = − α√

(α)
xy (x2 + y2) + 
(α)
z z2
+ σ
√

(σ)
xy (x2 + y2) + 
(σ)
z z2 (5.7)
The 
(O)
xy,z in the equation above are functions of the external field B, and one can
rewrite this expression absorbing the angular and B dependences into the α and
σ parameters, arriving to the equations:
α(θ,B) =
α

(α)
1
√
1 + 
(α)
2 (B) sin
2(θ)
(5.8)
AσXY 0.12(3) DσXY 0.85(10)
AσZ -0.20(3) DσZ 1.11(7)
AαXY -0.03(4) DαXY 0.85(18)
AαZ 0.03(3) DαZ 0.97(17)
Ar0XY -0.062(3) Dr0XY 0.78(4)
Ar0Z 0.158(7) Dr0Z 1.61(5)
Table 5.2: Continuum extrapolation results, AOd and DOd are defined in Eq. 5.5
for the observables O = σˆd, αd and rˆ0d along the directions XY and Z.
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(σ)
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
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2 = 0.04. For L = 40 we got 
(σ)
1 = 0.70(5), 
(σ)
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σ(θ,B) = σ
(σ)
1
√
1 + 
(σ)
2 (B) sin
2(θ) (5.9)
where the factors 
(O)
1,2 are related to 
(O)
xy,z by setting 1 =
√
z and 2 = xy/z − 1.
We attempted to determine whether the anisotropies we observed can be ex-
plained in terms of an anisotrophic dielectric constant acting on the SU(3) fields
due to the external magnetic fields. Once again we fitted the Cornell potential
from the Wilson ratios calculated along the different spatial orientations, for all
the fields that we choose. From these potentials, we extracted σˆ and α for the dif-
ferent θ values, which are calculated according to Eq. 5.6. We then normalized the
observables with the corresponding values at eB = 0, and finally we used Eqs. 5.8-
5.9 to fit our results. The fit for the σ(B)/σ(0) dependence on θ gives good χ2
for both our lattice spacings, while for the α(B)/α(0) our current precision do
not permit a clear determination of the functional dependence α(θ). The data for
the string tension are shown in Fig. 5.4, with the results of the fits reported in
caption, while we do not discuss here our α(θ) determination which will be further
investigated in future studies.
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5.3 Conclusions
The physical origin of the observed anisotropy has to be searched for in the effec-
tive couplings between electromagnetic and chromoelectric/chromomagnetic fields,
which stem from quark loop contributions. At the perturbative level [63] the effec-
tive action predicts an increase of the chromoelectric field components orthogonal
to ~B (see also Ref. [44]), and a suppression of the longitudinal one; this is also
in agreement with the observed anisotropies at the plaquette level [46, 63]. Since
confinement is related to the formation of a chromoelectric flux-tube, this result
suggests an increase (decrease) of the string tension in the direction trasverse (par-
allel) to ~B, as we have found. Possible anisotropies in the static potential have been
predicted also in Ref. [35], in particular a decrease of the Coulomb coupling in the
transverse direction, which is consistent with our observations.
To be relevant for heavy ion collision, where hadronization processes may be
modified by the anisotropies in the inter-quark forces, one should extend this
study at finite temperatures, where magnetic fields can induce anisotropies in
the string breaking process. Above the transition, where static quarks deconfine
and no string-like potential is defined, one interesting observable to study would
be the Debye screening mass of gauge fields, which in principle could show similar
anisotropies as observed in the confined phase. Results at finite temperature below
the transition are still missing and will require future investigations.
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Chapter 6
Conclusions
In this thesis we discussed the study of QCD in the presence of external background
fields, where we considered two main cases. In the first one we used as background
an abelian vector potential with Ai = 0 (i = 1, 2, 3) and A4 =
i
gµB, where µB is
the baryon chemical potential. In the second case we used proper abelian phases
in order to introduce a uniform magnetic background along a fixed direction.
The modification of the QCD properties in the presence of both these back-
grounds is part of the mainstream research activity in high energy physics, and is
relevant to understand the non-perturbative regime of strongly interacting mat-
ter. Many efforts are currently devoted to study the QCD phase diagram in the
plane T − µ, where strongly interacting matter experience a change of properties,
moving from a confined phase at small temperatures and small chemical poten-
tials, where quarks and gluons are confined inside the hadrons, to a deconfied
phase at large temperatures or large chemical potentials, where quarks and glu-
ons become the fundamental degrees of freedom. For small chemical potential, the
transition between these two regimes is realized as a smooth crossover, where the
thermodynamical properties of the system change in a continuous way. Instead,
at low temperature and high chemical potential one expects a first order phase
transition. A large experimental program is devoted to verify this scenario and to
identify eventually a critical point between these two regimes, where the strongly
interacting matter could experience a second order transition with large spatial
correlations. In these experiments heavy ions are collided to produce a hot dense
plasma of deconfined matter, which subsequently evolve expanding and producing
high energy jets of hadrons, measured inside dedicated detectors, from which one
can infer the properties of the transition and of the deconfined phase of QCD.
In case of non-central collisions, extreme magnetic fields are expected to be
produced for very short amount of time,τ ≈ 10−23 s, reaching the QCD scale of
energy, eB ' m2pi. To understand the phenomenology of these collisions, one has to
study how the presence of magnetic backgrounds modifies the properties of QCD.
93
94 CHAPTER 6. CONCLUSIONS
A similar condition may have been realized also during the early Universe, where
even higher magnetic fields are expected when matter was still in the deconfined
phase.
The study of this regime of QCD requires appropriate tools to solve the path in-
tegral, due to the non perturbative nature of interactions in these energies. Lattice
QCD is nowdays one of the most promising tool to solve from first priciple QCD
in the non-perturbative regime, and is the technique we used in all our studies to
solve the path integral. In Chapter 2 we discussed the main ideas behind this ap-
proach, in particular how it can be seen as a way to regularize the theory defining
the path integral over a discretized space-time. We presented two discretizations
of the Yang-Mills action, the Wilson and the Symanzik tree level improved gauge
actions, where the latter has been used in our simulations. Furthermore, we in-
troduced the main difficulties faced when we define a lattice discretization of the
fermionic action, in particular the so called doubling problem, which rises from the
discretization of the kinetic term in the Dirac action. We discussed the no-go theo-
rem, which restricts the properties which fermions can have on the lattice. Finally
we presented two different approaches to reduce the doubling problem, respectively
the Wilson and the staggered discretizations, and the stout improvement used in
our simulations.
In the same chapter we discussed how the use of the external potential Ai = 0
(i = 1, 2, 3) and A4 =
i
gµB allows to properly introduce in the theory a baryon
chemical potential. We introduced the sign problem, which emerges in Monte Carlo
simulation due to the complex nature of the fermion determinant in the path
integral after the introduction of the chemical potential. We discussed several ways
to circumvent this problem and the approach we adopted to introduce the quarks
chemical potentials in our simulations: the analytic continuation from imaginary
chemical potentials. At the end of Chapter 2 we discussed how we introduce the
magnetic background in our simulations, and how the use of periodic boundary
conditions (required to reduce finite size effects) gives rise to the quantizazion rule
of magnetic fields. This property will generate several difficulties in the study of
the equation of state of QCD in the presence of magnetic fields, since one cannot
perform a direct computation of the magnetic derivatives of the free energy.
In Chapter 3 we presented our determination of the curvature of the critical
line, κ, defined as:
Tc(µB)
Tc
= 1− κ
(
µB
Tc
)2
+O(µ4B) (6.1)
This value can be compared with the curvature of the chemical freeze-out
line observed in heavy ion experiments, corresponding to the curvature of the
last points of inelastic collisions. To compare lattice results with the experimental
measurements, one should perform simulations at the same initial conditions found
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in heavy ion collisions, requiring in particular S = 0. A close realization of this
condition can be obtained imposing µu = µd = µl and µs = 0, which is the
configuration we decided to explore. We also considered the case µu = µd = µs in
order to quantify the effect of non-zero µs on κ in a range of values which includes
the conditions created in heavy ion collisions.
We extrapolated to the continuum our estimate of κ, obtained using imaginary
chemical potential and physical quark masses. To circumvent the sign problem and
obtain an estimate of κ for real values of µB we used the analytic continuation
of the our continuum extrapolated result. Exploring the µu = µd = µs case we
found that the values of κ is not affected by the inclusion of µs within our current
precision, while a non-zero µs introduces significant quartic terms in the T (µB)
dependence.
When we extrapolated our results to the continuum limit we considered the
possible sources of systematic errors, performing two different extrapolation pro-
cedure. Our final estimate for the curvature is κ = 0.0135(20), which includes
also possible systematics due to a non-zero µs, and which is significantly higher
with respect to previous determinations obtained with a different technique, Taylor
expansion, reporting κ ' 0.006.
In Chapter 4 we started our discussion on the QCD properties in the pres-
ence of an external magnetic background. Our main focus in this chapter was the
determination of the magnetic response of strongly interacting matter, with the
determination of the free energy modification induced by such a background. We
proposed a method to explore the free energy variation induced by eB and to
compute the magnetic susceptibility and the higher order terms of the strongly in-
teracting matter, both in the confined and in the deconfined phase. We found that
both the hadronic phase and the quark gluon plasma behave as a linear paramagnet
for fields up to eB ' 0.1 GeV2, with a sharp increase of the magnetic susceptibil-
ity above the deconfinement crossover. While the functional dependence observed
at high temperature is in qualitative agreement with perturbative calculations,
the low temperature confined results do not agrees with the HRG predictions,
where one expects to have a diamagnetic response of the hadronic matter, due to
pion dominance. The magnetic contribution to the free energy has a peak value
around the transition, where the pressure of the system experience a relative in-
crease in the range of 10− 40% for fields expected in heavy ion collisions at LHC,
eB = (0.1 − 0.2) GeV2. Finally, we determine for fields up to 1 GeV2 the con-
tribution to the free energy coming from higher order terms. We performed an
exploratory study using only one value of lattice spacing, determining the cubic
and sestic magnetic coefficients.
These results can be useful to study the evolution of the initial state of non-
central heavy ion collisions, where a modification of the pressure induced by the
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external fields can have an impact on the subsequent expantion of the fireball.
Instead our results at higher fields can be of interest to determine the evolution of
the early stage Universe, where fields up to 1 GeV2 are expected.
Finally in Chapter 5 we discussed the modification induced by external mag-
netic fields in the gauge observables, in particular we considered the static quark-
antiquark potential, which can be measured from Wilson loop ratios. We used the
Cornell parametrization fo fit the quark-antiquark potential calculated over config-
urations generated at constant and uniform magnetic fields, separating the Wilson
loops with spatial direction longitudinal or orthogonal to eB when we compute
the loop ratios.
From these fits we measured the string tension and the Coulomb term for the
longitudinal and orthogonal directions with respect to eB. We found that these
quantities behave differently in the continuum limit, with a suppression of the
string tension along the longitudinal direction, while the orthogonal component
increases in value. Instead, we observed the opposite behavior for the Coulomb
term, which increases along eB and decreases for transverse directions. We also
explored the angular dependence of the confining potential with respect to the
magnetic field direction for general angles, measuring the static potential in the
presence of magnetic background at different orientations. In order to extract the
angular dependence of the potential with respect to eB, we considered a set of
different magnetic directions. Then we performed the same analysis separating all
the different angles between the quark-antiquark pair and eB.
It will be interesting in the near future to extend this analysis to finite temper-
ature, where an anisotropy in the confining potential induced by external magnetic
fields could lead to significant modifications in the hadronization process in off-
central heavy ion collisions. Clearly, in order to properly quantify these effects
during off-central collisions, one should be able to determine the exact time de-
pendence of magnetic fields during the evolution of the system, from the formation
of the quark gluon plasma down to the hadronization process. In particular, up to
now it is still not clear whether these fields can last until this point.
Appendix A
Roberge-Wiess transition with
µl 6= 0, µs = 0
Apart from the possible different values of the curvatures, the fact that µs = 0
or µs = µl is of course relevant also to non-linear terms in θ
2
l . In this respect, a
substantial difference in the phase diagram in the T−θl plane may play a significant
role. It is well known [122] that when all imaginary chemical potentials are equal,
i.e. when the temporal boundary conditions of all quark fields are rotated by the
same angle θl, a translation of θl by a multiple of 2pi/3 can be cancelled by a center
transformation of gauge fields, so that the partition function is periodic in θl with
a period 2pi/3. Such a periodicity is smoothly realized at low T [11, 12], while in
the high T regime it is enforced by first order transitions [122], known as Roberge-
Weiss (RW) transitions, which are connected with center symmetry and with the
dynamics of the Polyakov loop, as explained in more details in the following.
In absence of dynamical fermions, the theory is invariant under center trans-
formations, i.e. gauge transformations which are periodic in time up to a center
phase exp(i2pik/3), where k is an integer. However, the trace of the Wilson line in
the time direction (Polyakov loop) is not invariant under such transformations. A
non-zero expectation value of the Polyakov loop signals the spontaneous breaking
of center symmetry at high T , where the free energy develops three degenerate
minima, corresponding to a Polyakov loop oriented along the three different roots
of unity exp(2piik/3), k = 0, 1, 2. The fermion determinant breaks center sym-
metry explicitly: for zero imaginary chemical potential its effect is like adding an
external magnetic field in a three-dimensional Potts model, aligning the Polyakov
loop along the positive real axis in the complex plane, i.e. along k = 0 (see e.g.
[137]). An imaginary chemical potential coupled to quark flavor f , by rotating the
temporal boundary conditions in the fermion determinant, rotates the coupling to
the Polyakov loop by an angle −θf = −Im(µf )/T .
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Figure A.1: Sketched phase diagram in the T−θl plane for µs = µl. Solid lines indi-
cate the RW lines, while the dashed lines corresponds to the analytic continuation
of the pseudo-critical line.
In the high T phase, if all imaginary chemical potentials are set equal, the
Polyakov loop undergoes an abrupt change of orientation, corresponding to the
RW transitions, as θl crosses pi/3 or odd multiples of it. For such values, the
effective magnetic-like coupling to the Polyakov field points exactly in-between
two cubic roots of unity, thus leaving an exact residual Z2 center symmetry, which
is spontaneously broken at high T . The onset of this spontaneous breaking, taking
place at the endpoint of the RW line, or RW endpoint, has been the subject of
various studies (for a collection of lattice investigations, see Refs. [138, 140, 141,
139, 18, 142, 143, 144]).
The presence of the RW transitions places a limitation on the region of imagi-
nary chemical potentials available to analytic continuation: for high T , only chem-
ical potentials such that θl < pi/3 can be used to investigate the dependence of
the free energy for small values of µl, since for θl > pi/3 one is exploring a differ-
ent analyticity sheet of the free energy, corresponding to a different center sector,
even if with identical and periodically repeated physical properties. The pseudo-
critical line itself, in particular, develops a non-analyticity at θl = pi/3: numerical
evidence is that it touches the RW endpoint, where it forms a cusp, and then
repeates periodically; such a situation is depicted schematically in Fig. A.1.
When one adopts the setup in which µd = µu ≡ µl 6= 0 and µs = 0, the
phase diagram in the T − θl plane looks different. The strange quark determinant
is independent of θl and that breaks the pi/3 periodicity in θl. In particular, as θl
is increased, the effective coupling of the up and down quark determinants to the
Polyakov loop will rotate by an angle −θl, while that of the strange quark will stay
oriented along the positive real axis. As a consequence, the critical value of θl at
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Figure A.2: The same as for Fig. A.1, but for µs = 0. In this case the exact location
of the RW-like lines, apart from the one at θl = pi, is temperature dependent and
known analytically only in the high T limit.
which, in the high T regime, the Polyakov loop jumps from one sector to the other,
will be higher than pi/3. Given the residual 2pi periodicity in θl and the symmetry
under inversion of θl, the expected phase diagram is depicted schematically in
Fig. A.2: we still have RW-like transition lines at high T , which however take
place for different values of θl (apart from the one at θl = pi) and separate sectors
of the theory which are not equivalent to each other.
We have verified this expectation explicitly by monitoring the Polyakov loop as
a function of θl in the two different setups: results are reported in Fig. A.3, where
we plot the imaginary part of the Polyakov loop (which jumps when the boundary
between two different center sectors is crossed) as a function of θl. While for µs = µl
the jump takes place at θl = pi/3, as expected, when µs = 0 the jump moves forward
and takes place approximately at θl ' 0.45pi. A perturbative computation in the
regime of asymptotically high temperatures, performed making use of the one loop
effective potential for the Polyakov loop in the presence of massless quarks, gives
θc ≈ 0.482933pi, see Appendix in [22].
One important consequence is that, for high T , the region available for analytic
continuation is larger for µs = 0 than for µs = µl: that means that a better
control on systematic effects can be attained. Since analytic continuation is actually
performed in terms of θ2l , going from pi/3 to approximately 0.45pi means that the
available region is almost doubled, i.e. the increase is substantial. Moreover, one
may expect that for µs = 0 the possible effects of the critical behavior around the
RW endpoint on the region of small chemical potentials should be milder, since the
endpoint is moved further inside the T − θl plane: such effects include the possible
non-linear contributions in θ2l to the pseudo-critical line Tc(θl).
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Figure A.3: Imaginary part of the Polyakov loop as a function of θl at fixed T ≈
208 MeV for µs = µl and for µs = 0.
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