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a b s t r a c t
The problems on chaos control and hybrid projective synchronization for a class of new
chaotic systems are considered. First, new 4D chaotic systems are proposed by introducing
an additional state into a 3D quadratic chaotic system and the states of the systems
corresponding to the different ranges of parameter b are exhibited. Second, a single
scalar adaptive feedback controller for chaos control of the systems is presented. Third,
hybrid projective synchronization (HPS) of two of the chaotic systems with parameters
in different conditions are investigated by presenting adaptive feedback control strategies
with adaptive parameter update laws and considering controller simplification to achieve
complete synchronization. Finally, numerical simulations are demonstrated to verify the
effectiveness of the strategies.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Chaotic behaviors are complex dynamics of chaotic systems and they appear in a wide range of nonlinear science fields.
In 1963 Lorenz found the first chaotic attractor in a three-dimensional autonomous system when he studied atmospheric
convection [1], since then, Lorenz system family has been extensively studied in chaos theory and dynamical systems.
Although many novel chaotic systems [2–6] based on Lorenz system family have been proposed and investigated for chaos
generation and application recently, more chaotic systems with richer dynamical behaviors are also worth anticipating.
It is known to all that though sometimes chaos is favorable, it is undesirable in particular applications, therefore
it is necessary to control the chaotic behaviors. Generally speaking, chaos control attempts to eliminate system’s
chaotic behavior and chaos synchronization is to control a chaotic system (called response system) so that it follows
another chaotic system (called drive system). Since the pioneering work of Ott et al. [7] and Pecora and Carroll [8]
in 1990, chaos control and synchronization have attracted increasing attention in different fields, such as secure
communication, optimization of nonlinear system performance, ecological systems, modeling brain activity, system
identification and pattern recognition [9–14]. Simultaneously, many types of synchronization phenomena have been
discovered, such as complete synchronization, phase synchronization, anti-synchronization, generalized synchronization,
projective synchronization and hybrid projective synchronization (HPS) [15–19]. Among all kinds of synchronization
schemes, HPS introduced by Hu is the most noticeable one and it is characterized by a scaling factor α that two systems
synchronize proportionally. Hence, it can be used to extend binary digital to M-ary digital communications for achieving
fast communication [20], and complete synchronization, anti-synchronization and projective synchronization belong to
different special cases of HPS. Based on the synchronization schemes, a wide variety of control approaches have been
used for two chaotic systems with constant parameters, unknown parameters and time-varying parameters, for example,
nonlinear feedback control method [21,22], active control [23–25], adaptive control [26–29], sliding mode control [30,31]
∗ Corresponding author.
E-mail address: jianuohrb@gmail.com (N. Jia).
0898-1221/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2011.10.069
4784 N. Jia, T. Wang / Computers and Mathematics with Applications 62 (2011) 4783–4795
and impulsive control [32,33], etc. But the controllers are usually complex and they are difficult to be put into practice. So the
controllers for HPS of two chaotic systems with parameters in different conditions are required, which are simple, efficient
and easy to implement.
From the above, we can see that purposefully creating chaos is important in many technological applications, and
chaos control and synchronization of chaotic systems are worthy of further study. Motivated by the two aspects, we first
present three new chaotic systems and verify the existence of chaos by calculating characteristics of dynamical systems.
Second, taking one of the systems for example, we present a single scalar adaptive linear feedback controller to make
the system converge to its unstable equilibrium point. Third, hybrid projective synchronization (HPS) of the two systems
with parameters in different conditions are investigated by presenting adaptive nonlinear feedback control strategies with
adaptive parameter update laws and considering controller simplification to achieve complete synchronization. Finally,
numerical simulation results illustrate the effectiveness of the proposed control strategies.
The organization of this paper is as follows. New chaotic systems are constructed and the states of the systems are
illustrated in Section 2. In Section 3, chaos control of the systems is considered. Section 4 contains two subsections: HPS
of two chaotic systems with unknown parameters and HPS of two chaotic systems with time-varying parameters. Section 5
exhibits numerical simulation results to further illustrate the theories in Sections 3 and 4.
2. New chaotic systems
Recently, a 3D chaotic system was proposed by Tigan and Opris [5] based on the Lorenz system. It can generate complex
dynamics within wide parameter ranges, including Hopf bifurcation, period-doubling bifurcation, chaos and so on. Based
on the chaotic system, we introduce an additional state to the second equation. As a result, three four-order systems can be
obtained as follows:
x˙1 = a(x2 − x1),
x˙2 = cx1 − x1x3 + x2 + x4,
x˙3 = x1x2 − bx3,
x˙4 = −dxi,
(1)
where i = 1, 2, 4, a, b, c, d are positive constant parameters to be tuned and x1, x2, x3, x4 are state variables. In the following,
we take one of the systems for example to illustrate the properties and the states of the systems.
When i = 1, it has the form
x˙1 = a(x2 − x1),
x˙2 = cx1 − x1x3 + x2 + x4,
x˙3 = x1x2 − bx3,
x˙4 = −dx1,
(2)
and following basic properties:
(P1) It is dissipative when a+ b− 1 > 0, since the divergence of vector field V has the form
▽V = ∂ x˙1
∂x1
+ ∂ x˙2
∂x2
+ ∂ x˙3
∂x3
+ ∂ x˙4
∂x4
= −(a+ b− 1).
(P2) It only has zero equilibrium point. By linearizing the system at zero, the following Jacobian matrix
J =
−a a 0 0c 1 0 10 0 −b 0
−d 0 0 0

is obtained. The eigenvalues of matrix J are given by solving the roots of the characteristic equation
λ4 + (a+ b− 1)λ3 + (ab− ac − a− b)λ2 + (ad− ab− abc)λ+ d(a− a2)+ ad(a+ b− 1) = 0.
For example, when a = 35, b = 3, c = 35, d = 10, the four eigenvalues of matrix J are −56.44, 22.16, 0.28,−3,
respectively. In this case, zero is an unstable saddle–node point. Fig. 1 shows its chaotic attractor.
Furthermore, it can be found from its Lyapunov exponent spectrum in Fig. 2 that the system has different kinds of
behaviors in different parameter ranges, such as periodic, quasi periodic, chaotic and hyperchaotic behaviors. For instance,
when the parameters are set as above, calculated Lyapunov Exponents (LEs) are λ1 = 0.346, λ2 = 0.183, λ3 = 0.000, λ4 =
−37.527 and Lyapunov Dimension (LD) is 3.014, which means the system is hyperchaotic. The detailed state of system (2)
versus parameter b is listed in Table 1.
When i = 2, 4, it is similar to analyze the states of the systems versus b. Set the systems’ parameters to be a = 35, c =
35, d = 10, the state of the system is chaotic when b ∈ (0.6273, 1.6341), hyperchaotic when b ∈ (1.6341, 6.4121) in case
of i = 2 and chaotic when b ∈ (1.5338, 1.7143) and b ∈ (1.7945, 3.9012) in case of i = 4.
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Fig. 1. The chaotic attractor of system (2) with a = 35, b = 3, c = 35, d = 10.
Fig. 2. The Lyapunov exponent spectrum of system (2) versus b. Here a = 35, c = 35, d = 10.
Table 1
State of system (2) versus parameter b.
Range of parameter b Mark of LE State of system
(1) b ∈ (0, 0.2631) (0,−,−,−), (0, 0,−,−), (0,+,−,−) Periodic, quasi periodic and chaotic
(2) b ∈ (0.2631, 0.6543) (0,−,−,−) Periodic
(3) b ∈ (0.6543, 1.6145) (+, 0,−,−) Chaotic
(4) b ∈ (1.6145, 6.5347) (+,+, 0,−) Hyperchaotic
(5) b > 6.5347 (0,−,−,−) Periodic
3. Chaos control of the novel chaotic systems
Consider the following controlled chaotic system
X˙ = AX + f (X)+ u,
where A = (aij)n×n ∈ Rn×n is a constant parameter matrix, X = (x1, x2, . . . , xn)T ∈ Rn is a state variable vector, f (X) ∈ Rn
is a nonlinear function vector, u = (u1, u2, . . . , un)T ∈ Rn is a vector controller. In order to control the system to converge
to its equilibrium point, the controller can be designed as
ui = −kxi + g(x1, x2, . . . , xn), i = 1, 2, . . . , n,
and the feedback gain k is adapted according to the following update law
k˙ =

i∈∆
aix2i , ∆ ⊆ {1, 2, . . . , n}, k(0) = 0, ai > 0,
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where∆ and g(x1, x2, . . . , xn) should be suitably designed such that
d
dt

1
2
n
i=1
βix2i +
1
2k1
(k− k∗)2

< 0
for sufficiently large constants k∗ and βi.
In the following, we take system (2) for example to investigate its chaos control. It will be controlled to its unstable
equilibrium point O(0, 0, 0, 0) via an adaptive linear feedback controller which only includes one state variable. Design the
controller as
u2 = −kx2, u1 = u3 = u4 = 0, k˙ = x22 + a4x24, k(0) = 0, a4 > 0 (3)
and consider the controlled system
x˙1 = a(x2 − x1),
x˙2 = cx1 − x1x3 + x2 + x4 + u2,
x˙3 = x1x2 − bx3,
x˙4 = −dx1,
(4)
we have the following theorem on stabilizing the origin of the system.
Theorem 3.1. The controlled chaotic system (4) will globally and asymptotically converge to the unstable equilibrium point
O(0, 0, 0, 0) under the controller with the update law (3).
Proof. Introducing a candidate Lyapunov function
V (t) = 1
2
(x21 + x22 + x23 + x24)+
1
2
(k− k∗)2,
where k∗ is a sufficiently large constant to be determined. It is obviously positive definite. The derivative of V (t) along the
solution of the system has the form
V˙ (t) = x1x˙1 + x2x˙2 + x3x˙3 + x4x˙4 + (k− k∗)k˙
= −ax21 − (k∗ − 1)x22 − bx23 − a4(k∗ − k)x24 + (c + a)x1x2 + x2x4 − dx1x4
= −XTPX,
where
X =
x1x2x3
x4
 , P =
 a −(c + a)/2 0 d/2−(c + a)/2 (k∗ − 1) 0 −1/20 0 b 0
d/2 −1/2 0 (k∗ − k)
 . (5)
The symmetric matrix P should be positive definite, so k∗ must satisfy the following conditionsa(k
∗ − 1)− (a+ c)2/4 > 0,
ab(k∗ − 1)− b(a+ c)2/4 > 0,
a4(k∗ − k)[a(k∗ − 1)− (a+ c)2/4] − bd2(k∗ − 1)/4− a/4+ ab/4 > 0.
(6)
Since a > 0, b > 0, c > 0, d > 0, if the equation
a4(k∗ − k)[a(k∗ − 1)− (a+ c)2/4] − bd2(k∗ − 1)/4− a/4+ ab/4 = 0 (7)
has two real roots s1, s2, we can choose k∗ > max((a + c)2/4a + 1, s), where s = max(s1, s2); otherwise we can choose
k∗ > (a + c)2/4a + 1 so that P is positive definite. Then V˙ (t) is negative semi-definite. Based on Barbalat’s Lemma [34],
system (2) converges to O(0, 0, 0, 0) as t tends to infinity. This completes the proof. 
Remark 3.1. When i = 2, 4, the systems can also be controlled by controller with the update law (3).
4. Hybrid projective synchronization
4.1. HPS of two chaotic systems with unknown parameters by adaptive feedback control law
The response system and the drive system are said to be in HPS, if for two dynamical systems
x˙ = f (x), (8)
y˙ = g(y)+ u(x, y), (9)
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where x = (x1, x2, . . . , xn)T , y = (y1, y2, . . . , yn)T ∈ Rn are state variables of the drive system (8) and the response system
(9) respectively, f : Rn → Rn and g : Rn → Rn are nonlinear vectorial functions, u(x, y) = (u1(x, y), u2(x, y), . . . , un(x, y))T
is a nonlinear control vector, there exists a nonzero constant matrix α = diag(α1, α2, . . . , αn) so that limt→∞ |y− αx| = 0,
namely, limt→∞ |ys − αsxs| = 0(s = 1, 2, . . . , n). In particular, they are in complete synchronization when αs = 1 and
anti-synchronization when αs = −1, s = 1, 2, 3, 4.
Because the response system parameters are partially or entirely unknown in advance in practical applications, HPS of
two chaotic systems with only response system parameters unknown in advance is first investigated in this section. The
response system with unknown parameters corresponding to the drive system (1) is defined as
y˙1 = aˆ(y2 − y1)+ u1,
y˙2 = cˆy1 − y1y3 + y2 + y4 + u2,
y˙3 = y1y2 − bˆy3 + u3,
y˙4 = −dˆyj + u4,
(10)
where j = 1, 2, 4, u = (u1, u2, u3, u4)T is a nonlinear control. When i = j, HPS of two nearly identical chaotic systems is
considered, otherwise HPS of two different chaotic systems is investigated. Define the state error vector as e = y− αx, that
is to say
(e1, e2, e3, e4)T = (y1 − α1x1, y2 − α2x2, y3 − α3x3, y4 − α4x4)T , (11)
where α = diag(α1, α2, α3, α4) and α1, α2, α3, α4 are different desired scaling factors for HPS. The error dynamical system
between system (1) and system (10) can be written as
e˙1 = a(e2 − e1)+ a¯(e2 − e1)+ α2a¯x2 − α1a¯x1 + a(α2 − α1)x2 + u1,
e˙2 = ce1 + c¯e1 + c(α1 − α2)x1 + c¯α1x1 − e1e3 − α1x1e3 − α3x3e1
− (α1α3 − α2)x1x3 + e2 + e4 + (α4 − α2)x4 + u2,
e˙3 = −b¯e3 − b¯α3x3 − be3 + e1e2 + α1x1e2 + α2x2e1 + (α1α2 − α3)x1x2 + u3,
e˙4 = −dej − d(αj − α4)xj − dα4(xj − xi)− d¯ej − d¯αjxj + u4,
(12)
where a¯ = aˆ− a, b¯ = bˆ− b, c¯ = cˆ− c, d¯ = dˆ− d are unknown error system parameters. The target is to find a controller so
that the state errors satisfy limt→∞ es(t) = 0, s = 1, 2, 3, 4. Consequently, the global and asymptotical stability of system
(12) means system (1) and (10) are in HPS.
Let
u1 = −a(α2 − α1)x2,
u2 = −c(α1 − α2)x1 + (α1α3 − α2)x1x3 − (α4 − α2)x4 − ke2,
u3 = −(α1α2 − α3)x1x2,
u4 = d(αj − α4)xi + dα4(xj − xi)− d(α2 − α4)2e4,
(13)
where k is the feedback gain and is adapted according to the following update law
k˙ = k2e22, k(0) = 0, k2 > 0. (14)
Since system (1) is chaotic, xi, i = 1, 2, 3, 4 must be bounded [35]. Suppose that Si is the upper bound of |xi| for all i and
consider that the system parameters are positive constants, we have the following result.
Theorem 4.1. For any initial conditions, the drive system (1) and the response system (10) are globally and asymptotically hybrid
projective synchronized by adaptive nonlinear feedback controller (13) with the update law (14) under estimated update laws
˙¯a = −γ1a¯− β(α2x2e1 − α1x1e1 + e1e2 − e21),˙¯b = −γ2b¯+ ae23 + aα3x3e3,˙¯c = −γ3c¯ − e1e2 − α1x1e2,˙¯d = −γ4d¯+ eje4 + αjxje4,
(15)
where γs are positive constants for s = 1, 2, 3, 4.
Proof. In case of i = j, without loss of generality, we take i = j = 1 for example. Then the drive system is expressed as
system (2) and the response system is described as
y˙1 = aˆ(y2 − y1)+ u1,
y˙2 = cˆy1 − y1y3 + y2 + y4 + u2,
y˙3 = y1y2 − bˆy3 + u3,
y˙4 = −dˆy1 + u4.
(16)
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Construct a candidate Lyapunov function
V1(t) = 12 (βe
2
1 + e22 + e23 + e24)+
1
2
(a¯2 + b¯2 + c¯2 + d¯2)+ 1
2k2
(k− k∗)2.
It is clear that V1(t) is a positive definite function. By applying the controller (13) with i = j = 1 to system (12), the error
dynamical system can be written as
e˙1 = a(e2 − e1)+ a¯(e2 − e1)+ α2a¯x2 − α1a¯x1,
e˙2 = ce1 + c¯e1 + c¯α1x1 − e1e3 − α1x1e3 − α3x3e1 + e2 + e4 − ke2,
e˙3 = −b¯e3 − b¯α3x3 − be3 + e1e2 + α1x1e2 + α2x2e1,
e˙4 = −de1 − d¯e1 − α1d¯x1 − d(α2 − α4)2e4.
(17)
The time derivative of V1(t) along the solution of system (17) under estimated update laws (15) with j = 1 is as follows:
V˙1(t) = βe1e˙1 + e2e˙2 + e3e˙3 + e4e˙4 + a¯ ˙¯a+ b¯ ˙¯b+ c¯ ˙¯c + d¯ ˙¯d+ 1k2 (k− k
∗)k˙
= −aβe21 − (k∗ − 1)e22 − be23 − d(α2 − α4)2e24 + (aβ + c − α3x3)e1e2 + α2x2e1e3 − de1e4
+ e2e4 − γ1a¯2 − γ2b¯2 − γ3c¯2 − γ4d¯2
< −aβe21 − (k∗ − 1)e22 − be23 − d(α2 − α4)2e24 + 2S|e1| |e2| + 2R|e1| |e3| + 2d|e1| |e4|
+ 2|e2| |e4| − γ1a¯2 − γ2b¯2 − γ3c¯2 − γ4d¯2
< −ETPE − F TMF ,
where
E =
|e1||e2||e3|
|e4|
 , P =
aβ −S −R −d−S k∗ − 1 0 −1−R 0 b 0
−d −1 0 d(α2 − α4)2
 , F =

a¯
b¯
c¯
d¯
 ,
M =
γ1 0 0 00 γ2 0 00 0 γ3 0
0 0 0 γ4

(18)
and
2S = (aβ + c + |α3|S3), 2R = |α2|S2, β > R
2
ab
. (19)
F TMF > 0 because M is a constant positive definite matrix. In addition, according to (19) and a > 0, b > 0, c > 0, d > 0,
the symmetric matrix P is positive definite when
aβ > 0
aβ(k∗ − 1)− S2 > 0
abβ(k∗ − 1)− R2(k∗ − 1)− bS2 > 0
d(α2 − α4)2[abβ(k∗ − 1)− R2(k∗ − 1)− bS2] + abd2(k∗ − 1)+ R2 − abβ > 0,
(20)
namely, the symmetric matrix P is positive when k∗ > max(β1, β2, β3), where
β1 = min
β

S2
aβ

+ 1, β2 = min
β

bS2
abβ − R2

+ 1, β3 = min
β

abdS2(α2 − α4)2 − R2 + abβ
(βbda2 − dR2)(α2 − α4)2 + abd2

+ 1.
Therefore, V˙1(t) is negative semi-definite. Based on Barbalat’s Lemma, the errors converge to zero as t tends to infinity. This
means the two chaotic systems (2) and (16) are in HPS.
In case of i ≠ j, for example, when i = 1, j = 2, the response system is
y˙1 = aˆ(y2 − y1)+ u1,
y˙2 = cˆy1 − y1y3 + y2 + y4 + u2,
y˙3 = y1y2 − bˆy3 + u3,
y˙4 = −dˆy2 + u4.
(21)
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The error dynamics can be obtained by applying controller (13) with i = 1, j = 2 and the update law (14) under estimated
update laws (15) with j = 2 to (21). By constructing a candidate Lyapunov function V2(t) the same as V1(t), we have
V˙2(t) = βe1e˙1 + e2e˙2 + e3e˙3 + e4e˙4 + a¯ ˙¯a+ b¯ ˙¯b+ c¯ ˙¯c + d¯ ˙¯d+ 1k2 (k− k
∗)k˙
< −ETP1E − F TMF ,
where E, F ,M are defined as (18), and
P1 =
aβ −S −R 0−S k∗ − 1 0 −(d+ 1)−R 0 b 0
0 −(d+ 1) 0 d(α2 − α4)2
 , 2S = (aβ + c + |α3|S3), 2R = |α2|S2, β > R2ab .
P1 is positive definite when k∗ > max(β1, β2), where
β1 = min
β

S2
aβ

+ 1, β2 = min
β

bS2
abβ − R2

+ 1.
It means the two chaotic systems (2) and (21) are in HPS. This completes the proof. 
Remark 4.1. When drive-response systems are in complete synchronization, namely αs = 1 (s = 1, 2, 3, 4), the adaptive
feedback controller can be simplified into a linear form
u1 = 0, u2 = −ke2, u3 = 0, u4 = d(xj − xi).
Especially when i = j, we have a single scalar controller
u1 = 0, u2 = −ke2, u3 = 0, u4 = 0. (22)
Furthermore, when parameters of drive-response systems are both unknown, HPS can also be achieved by analogous
method in Theorem 4.1, and the conclusion is listed below without proof. Assume drive-response systems are described as
follows:
x˙1 = a1(x2 − x1),
x˙2 = c1x1 − x1x3 + x2 + x4 + u2,
x˙3 = x1x2 − b1x3,
x˙4 = −d1xi,
(23)
and 
y˙1 = a2(y2 − y1)+ u1,
y˙2 = c2y1 − y1y3 + y2 + y4 + u2,
y˙3 = y1y2 − b2y3 + u3,
y˙4 = −d2yj + u4,
(24)
where a1, b1, c1, d1 and a2, b2, c2, d2 are unknown parameters, then we have the following theorem.
Theorem 4.2. For any initial conditions, the drive system (23) and the response system (24) are globally and asymptotically
hybrid projective synchronized by adaptive nonlinear feedback controller
u1 = −aˆ2(e2 − e1)− aˆ2(α2x2 − α1x1)+ aˆ1(α1x2 − α1x1)− e1,
u2 = −cˆ2(e1 + α1x1)+ cˆ1α2x1 − (α4 − α2)x4 + (α1α3 − α2)x1x3 − ke2,
u3 = bˆ2(e3 + α3x3)− bˆ1α3x3 − (α1α2 − α3)x1x2,
u4 = dˆ2(ej + αjxj)− dˆ1α4xi − (α2 − α4)2e4,
(25)
with the update law (14) under estimated update laws
˙¯a1 = −β1a¯1 + (α1x2 − α1x1)e1,˙¯b1 = −β2b¯1 − aα3x3e3,˙¯c1 = −β3c¯1 + α2x1e2,˙¯d1 = −β4d¯1 − α4xie4,˙¯a2 = −β5a¯2 − (α2x2e1 − α1x1e1 + e1e2 − e21),˙¯b2 = −β6b¯2 + e23 + α3x3e3,˙¯c2 = −β7c¯2 − e1e2 − α1x1e2,˙¯d2 = −β8d¯2 + (ej + αjxj)e4,
(26)
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where βl are positive constants for l ∈ 1, 2, 3, 4, 5, 6, 7, 8, a¯1 = a1 − aˆ1, b¯1 = b1 − bˆ1, c¯1 = c1 − cˆ1, d¯1 = d1 − dˆ1, a¯2 =
a2−aˆ2, b¯2 = b2−bˆ2, c¯2 = c2− cˆ2, d¯2 = d2−dˆ2, and aˆ1, bˆ1, cˆ1, dˆ1, aˆ2, bˆ2, cˆ2, dˆ2 are estimations for a1, b1, c1, d1, a2, b2, c2, d2,
respectively.
4.2. HPS of two chaotic systems with time-varying parameters by adaptive feedback control law
HPS of two chaotic systems with unknown constant parameters plays a significant role in practical applications and this
problemwill be more challenging and difficult if the parameters of two chaotic systems are time varying. Assume that both
the drive system (23) and the response system (24) have bounded time-varying parameters a1 = a1(t), b1 = b1(t), c1 =
c1(t), d1 = d1(t) and a2 = a2(t), b2 = b2(t), c2 = c2(t), d2 = d2(t), where
a < a1 < a, b < b1 < b, c < c1 < c, d < d1 < d,
A < a1 < A, B < b1 < B, C < c1 < C, D < d1 < D,
(27)
and a, a, b, b, c, c, d, d, A, A, B, B, C, C,D,D are known positive constants, we have the following theorem.
Theorem 4.3. For any initial conditions, the drive system (23) and the response system (24) are globally and asymptotically
hybrid projective synchronized by adaptive nonlinear feedback controller
u1 = −A|α2x2 − α1x1|sign(e1)− a|α1(x2 − x1)|sign(e1),
u2 = α3x3e1 − (α4 − α2)x4 + (α1α3 − α2)x1x3 − C |α1x1|sign(e2)− c|α2x1|sign(e2)− ke2,
u3 = −α2x2e1 − (α1α2 − α3)x1x2 − (B+ b)|α3x3|sign(e3),
u4 = −D|αjxj|sign(e4)− d|α4xi|sign(e4)− (α2 − α4)2e4,
(28)
with the update law (14).
Proof. Without loss of generality, take the drive system (23)with i = 1 and the response system (24)with j = 2 for instance
and it is similar to the other conditions. The error dynamical system can be written as
e˙1 = a2(e2 − e1)+ a2(α2x2 − α1x1)− a1α1(x2 − x1)+ u1,
e˙2 = c2e1 + c2α1x1 − c1α2x1 − e1e3 − α1x1e3 − α3x3e1 − (α1α3 − α2)x1x3 + (α4 − α2)x4 + e2 + e4 + u2,
e˙3 = −b2e3 − (b2 − b1)α3x3 + e1e2 + α1x1e2 + α2x2e1 + (α1α2 − α3)x1x2 + u3,
e˙4 = −d2e2 − d2α2x2 + d1α4x1 − (α2 − α4)2e4.
(29)
Construct a candidate Lyapunov function
V3(t) = 12 (e
2
1 + e22 + e23 + e24)+
1
2k2
(k− k∗)2,
then it is positive definite. By substitution of (28) into the error system (29), the time derivative of V3(t) along the solution
of (29) is as follows:
V˙3(t) = e1e˙1 + e2e˙2 + e3e˙3 + e4e˙4 + 1k2 (k− k
∗)k˙
= −a2e21 − (k∗ − 1)e22 − b2e23 − (α2 − α4)2e24 + (a2 + c2)e1e2 − (d2 − 1)e2e4 + a2(α2x2 − α1x1)e1
− a1α1(x2 − x1)e1 + c2α1x1e1 − c1α2x1e2 − (b2 − b1)α3x3e3 − d2α2x2e4 − d1α4x1e4
− A|α2x2 − α1x1|sign(e1)e1 − a|α1(x2 − x1)|sign(e1)e1 − C |α1x1|sign(e2)e2
− c|α2x1|sign(e2)e2 − (B+ b)|α3x3|sign(e3)e3 − D|α2x2|sign(e4)e4 − d|α4x1|sign(e4)e4
≤ −Ae21 − (k∗ − 1)e22 − Be23 − (α2 − α4)2e24 + (A+ C)|e1| |e2| + D|e2| |e4| + A|α2x2 − α1x1| |e1|
+ a|α1(x2 − x1)| |e1| + C |α1x1| |e1| + c|α2x1| |e2| + (B+ b)|α3x3||e3| + D|α2x2| |e4| + d|α4x1| |e4|
− A|α2x2 − α1x1| |e1| − a|α1(x2 − x1)| |e1| − C |α1x1| |e1| − c|α2x1| |e2| − (B+ b)|α3x3| |e3|
−D|α2x2| |e4| − d|α4x1| |e4|
= −Ae21 − (k∗ − 1)e22 − Be23 − (α2 − α4)2e24 + (A+ C)|e1| |e2| + D|e2| |e4|
≤ −ETQE,
where
E =
|e1||e2||e3|
|e4|
 , Q =
 A −S 0 0−S k∗ − 1 0 −D0 0 B 0
0 −D 0 (α2 − α4)2
 , (30)
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Fig. 3. State trajectories of the controlled chaotic system (4).
Fig. 4. The HPS errors e1, e2, e3, e4 between the two chaotic systems with the response system (16) parameters unknown.
and
2S = A+ C, 2D = D. (31)
According to (30), the symmetric matrix Q is positive definite whenA(k
∗ − 1)− S2 > 0
AB(k∗ − 1)− BS2 > 0
(α2 − α4)2[AB(k∗ − 1)− BS2] + ABD2 > 0,
(32)
namely, the symmetric matrix Q is positive when k∗ > max(β1, β2), where
β1 = S
2
A
+ 1, β2 = S
2
A
− D
2
(α2 − α4)2 + 1.
Therefore, V˙3(t) is negative semi-definite. Based on Barbalat’s Lemma, the errors converge to zero as t tends to infinity. This
means the two chaotic systems with time-varying parameters are in HPS. 
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Fig. 5. State trajectories of drive-response systems (2) and (16).
Fig. 6. Estimated curves of parameters of the response system (16) under the update law (15) with a¯(0) = 0, b¯(0) = 0, c¯(0) = 0, d¯(0) = 0.
5. Numerical simulations
Numerical simulations for chaos control and HPS are given in this section to demonstrate the effectiveness of the
proposed adaptive control laws. Let the system parameters be a = 35, b = 3, c = 35, d = 10 so that the system (2)
has a chaotic attractor.
On the one hand, to control system (2), we set its initial states and the initial condition of the adaptive feedback gain to
be x1(0) = 1, x2(0) = 1, x3(0) = 1, x4(0) = 1 and k(0) = 0, a4 = 0.05. It is observed from Fig. 3 that the time response of
the chaotic system is suppressed to its unstable equilibrium point O(0, 0, 0, 0) under the single scalar controller u2 = −kx2
with the feedback gain adaptive update law k˙ = x22 + a4x24.
On the other hand, to consider HPS of two chaotic systems, first we take system (2) and (16) as drive-response systems.
It is similar to the HPS of drive-response systems with unknown parameters. Let the initial states of the drive system be as
above and the initial states of the response system be y1(0) = 4, y2(0) = 5, y3(0) = 6, y4(0) = 7, the initial condition
of the adaptive feedback gain be k(0) = 0, the constant coefficient be k2 = 20, the initial parameter errors of (15) be
a¯(0) = 0, b¯(0) = 0, c¯(0) = 0, d¯(0) = 0, HPS scaling factors be α1 = 1, α2 = 0.5, α3 = −1, α4 = 4 and positive constants
be β = 1, γ1 = γ2 = γ3 = γ4 = 20. We adopt fourth-order Runge–Kutta method to solve the system with time step size
0.001. Fig. 4 shows the time response of the error system (17). For further observations, the state trajectories of the two
systems are depicted in Fig. 5. It is shown that x1 and y1 display a synchronization phenomenon, y2 finally converges to half
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Fig. 7. The complete synchronization errors e1, e2, e3, e4 between two chaotic systems (2) and (16) by single scalar controller.
Fig. 8. The HPS errors e1, e2, e3, e4 between two chaotic systems (2) and (16) under the two different control methods.
Fig. 9. The curves of the control inputs u1 and1e1 .
the value of x2, x3 and y3 show anti-synchronization behavior and y4 converges four times the value of x4. It is clear that the
two chaotic systems achieve HPS. Fig. 6 shows the curves of estimated parameters of the response system (16) under the
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Fig. 10. The HPS errors e1, e2, e3, e4 between two chaotic systems (23) and (24) with time-varying parameters and i = 1, j = 2, where α1 = 1, α2 =
0.5, α3 = −1, α4 = 4.
Fig. 11. State trajectories of drive-response systems (23) and (24).
update law (15). In addition, Fig. 7 shows complete synchronization error curves of the system (17) by setting scaling factor
αs = 1 for s = 1, 2, 3, 4 and adopting single scalar controller u1 = 0, u2 = −ke2, u3 = 0, u4 = 0.
Furthermore, to illustrate the efficiency of our adaptive control method, we compare the control effect on the HPS of
drive-response systems (2) and (16) by the adaptive control (13) and by impulsive control. The error curves are shown in
red and in blue respectively in Fig. 8. It can be seen that the transient process to achieve HPS by impulsive control keeps 0.2 s,
while by the adaptive control, it only keeps 0.04 s,which suggests that the system can converge faster by the adaptive control
here. In addition, the fact that single scalar form which is simple in real application can be adopted to achieve complete
synchronization is seen as another advantage in contrast with impulsive control. Fig. 9 gives the curves of the control inputs
u1 and1e1.
Second, we take system (23) and (24) as drive-response systems with time-varying parameters. Fig. 10 shows the HPS
errors between the systems with time-varying parameters and Fig. 11 illustrates their state trajectories, where a1(t) =
c1(t) = 35 + sin(t), b1(t) = 3 + sin(t), d1(t) = 10 + sin(t), a2(t) = c2(t) = 35 + cos(t), b2(t) = 3 + cos(t), d2(t) =
10+ cos(t). They show that the two chaotic systems achieve HPS.
6. Conclusion
The problems on chaos control and hybrid projective synchronization for a class of new chaotic systems are considered.
Because it is important to purposefully create chaos in applications, we first propose a class of new 4D chaotic systems by
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introducing an additional state into a 3D quadratic chaotic system and show the properties. Second, chaos control and HPS
with parameters in different conditions by designing different adaptive feedback controllers are addressed and adaptive
parameter update laws are also developed. Finally, numerical simulations are demonstrated to verify the effectiveness of
the strategies.
It is worth noting that: (1) the controller can be simplified to single scalar one to achieve complete synchronization, so it
can be easily realized and implemented in real world; (2) HPS of two chaotic systems with unknown parameters and with
time-varying parameters are both concerned.
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