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Abstract 
The modern power system has gone through a lot of changes over the past few years. It 
is no longer about providing one-way power from sources to various loads. Power monitoring 
and management have become an increasingly essential task with the growing trend to provide 
users more information about the status of the loads within their energy consumption so that 
they can make an informed decision to reduce usage and cost or request desired maintenance. 
Computational intelligence has been successfully implemented in the electrical power systems 
to aid the user, but these research studies about this are generally conducted on the conventional 
alternative current (AC) macro-grids. Until now, little work has been done on direct current 
(DC) and the focus on smaller DC grids has been even less. In recent years, the evolution of 
electrical power system has seen the proliferation of direct current (DC) appliances and 
equipment such as buildings, households and office loads. This number keeps increasing with 
the advancement in technology and consumer lifestyles changes. Given that DC power supplies 
are getting more popular in the form of photovoltaic panels and batteries, it is possible for Extra 
Low Voltage (ELV) DC households or office pico-grids to come into use soon. This research 
recognises and addresses this research gap in the monitoring and managing of the DC pico-
grids. It recommends and applies the bottom-up monitoring and management approach in 
smaller scale grids and in larger scale grids. It innovatively categorises the loads in the grids 
into dumb loads that do not have intelligence and communication features and smart loads that 
have these features. While targeting at these ELV DC pico-grids, this research presents 
solutions that provide users useful information on load classification, load disaggregation, 
anomaly warning and early fault detection. It provides local and remote sensing with the 
alternative use of hardware to lessen the computational burden from the main computer. The 
inclusion of remote monitoring has opened a window of opportunities for Internet of Things 
(IoT) implementation. These solutions involve the blending of computational intelligence 
techniques with enhanced algorithms, such as K-Means algorithm, k-Nearest Neighbours (kNN) 
classification, Naïve Bayes Classification (NBC) Theorem, Statistical Process Control (SPC) 
and Long Short-Term Memory Recurrent Neural Network (LSTM RNN). As demonstrated in 
this research, these solutions produce high accuracy results in load classification and early 
anomaly detection in both AC and DC pico-grids. In addition to the load side, this research 
features a short-term PV energy forecasting technique that is easily comprehensible to users. 
This research contributes to the implementation of the Smart Grid with possible IoT features in 
DC pico-grids. 
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Chapter 1.  Introduction 
The modern power system has evolved a lot over the past decades. The development of 
the modern power system has seen power monitoring and management taking an essential role 
in providing power from the source to the various loads. In addition to this is load classification, 
and in recent years, early fault detection and anomaly warning have been gathering more 
interest in this regard. Smart grid, as described in [1], is one of the results of the electrical power 
system evolution. It is the concept of transforming the electric power grid using advanced 
automatic control and communication techniques and other forms of information technology. 
The Smart Grid concept has been encouraged by the increased use of sustainable and renewable 
energy sources (RES) and energy storages as the distributed generation (DG). Smart Grid 
technologies and renewable energy technologies are the two parallel forces that have converged 
in recent years to drive the power industry forward.  
Even though the bidirectional flow of communication and power of the Smart Grid 
appears to be very ideal in theory, they have formed a very complex network with nonlinearity 
and randomness. Despite technologies of smart devices and communication protocol, 
supervising the status of the whole system and dealing with large-scale real-time data remains 
an open problem. The research areas of smart grids is associated with several possibilities and 
challenges[2]. 
1.1  Research Motivations 
The penetration of the DG has resulted in the development of micro-grids. The micro-
grid is made up of local distributed generators (DGs) that are coupled with closely localized 
loads. If the surplus power is not injected back to the utility grid, it relieves the macro grid the 
responsibility of needing to manage and stabilize the system. In a micro-grid, the challenge of 
controlling large numbers of DGs and loads is reduced to an internal process. This 
implementation brings about a win-win scenario for both the energy producer and the consumer. 
Many micro-grids can be combined to form a larger grid. Similarly, a micro-grid can be formed 
with the congregation of smaller mini, nano or even pico-grids. 
The proliferation of DC gadgets and office appliances, coupled with a rise in DC-
renewable energy sources, such as PV systems and DC-energy storage such as batteries, have 
resulted in an increasing research interest on DC grids. Today, low voltage DC-household 
appliances are responsible for approximately 20% of the total energy consumption in a typical 
household, and this number is increasing as technology and consumer lifestyles keep changing. 
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In addition to the ubiquitous ownership of mobile phones and tablets, there are many other 
common DC-powered home and office appliances, such as laptops, LED desktop lights, table-
top fans, humidifiers, monitors and routers. These appliances, which natively operate on DC 
power, usually require power adaptors to convert AC power from the socket to the desired Extra 
Low Voltage (ELV) DC power. 
Going with the flow of increased ELV DC appliance use is the rising interest in research 
and application of the DC micro-grid or even smaller pico-grid. There are many advantages to 
the ELV DC pico-grid, especially if the distributed generation source is DC (e.g. photovoltaic 
panels) and the alternative energy storage is the DC battery bank [3-5]. This has eliminated the 
DC-AC or AC-DC conversion complexity and energy loss. There is a possibility of the DC 
pico-grid invading the common household; thus, research studies on the efficient management 
of a DC pico-grid may be of value. 
With the increasing popularity energy conservation has gained
consumption is not limited to just researchers as end users are also becoming concerned about 
, simply, users  desire to save money by 
lowering their electrical bills [6-9].  
In addition to unde s, it is also important to know 
when an anomaly is occurring in the grid. This is to ensure the reliability and stability of the 
power system. The maintenance of the power grid has shifted from the traditional reactive 
maintenance to the scheduled preventive maintenance to the artificial intelligence-enabled 
predictive maintenance. Predictive maintenance tries to predict failure before it happens by 
monitoring the electrical loads during normal operations. It uses the information acquired on 
the condition of the loads to determine the needs for maintenance, repair or replacement. It 
differs from preventive maintenance, which is regularly performed while the load is still 
working in order to lessen the likelihood of unexpected failure or malfunction. Fault prediction 
and anomaly warning increases the operational reliability and stability that prevent unnecessary 
losses. 
Load disaggregation and load state detection in the ELV DC pico-grid provide users 
with more detailed information on their energy usage, thus allowing them to better plan their 
energy consumption pattern. Equipped with the early warning of anomalies, users are in a better 
position to make informed decisions on maintenance, repair or replacement of the loads or 
components in the ELV DC pico-grid.  
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1.2  Research Objectives
This research proposes an innovative ELV DC pico-grid energy management. 
The ELV DC pico-grid can be an office desk DC pico-grid made up of a DC motor table-top 
fan, LED desk light, laptop and mobile phone powered by DC supply line or a residential DC 
pico-grid consisting of DC-powered vacuum cleaner, massager, DVD player and TV, which 
are supplied by photovoltaic sources. Energy management has been popular in the AC grid, but 
there is a lack of research in the area of smart ELV DC pico-grid. Thus, the need for smart ELV 
sensing has been spurred. Determining the operating state of the appliances in the DC pico-grid 
is essential to the user for management. This can be done by providing all appliances in the grid 
with an identity or address. However, this method is not feasible for implementation in 
individual low cost ELV DC loads in an ELV DC pico-grid, as most of the appliances, due to 
dumb
is to implement a sensor for each and every appliance in the pico-grid, which is costly and 
resource intensive. This research employs the better alternative method, which is to use a single 
smart sensor for multiple load classification and their state detections with anomaly warning 
detection in the smart ELV DC pico-grid. This single sensor multiple load sensing configuration 
reduces the cost and resources significantly.  
This research boosts the single sensor multiple loads sensing with the use of 
computational intelligence techniques, such as artificial neural networks (ANN) and the k-
nearest neighbours (kNN) algorithm. Computational intelligence technique produces models 
that will adapt to new data when exposed to it. Through iterative learning, they are able to make 
reliable and repeatable decisions. These involve algorithms that repeatedly learn from the data 
and find hidden insights without explicitly programming where to look. However, the 
computational intelligence techniques are resource intensive and slow; additionally, time and 
resources are usually the trade-off for improved accuracy, and hence, the selection of the 
methods is crucial and must be optimized. This research enhances the computational 
intelligence techniques to provide excellent results in load disaggregation and anomaly warning. 
In additional, low-cost hardware has been designed to undertake certain simple tasks of the 
whole process to relieve the workload and resource in the computer for higher level computing 
and tasks. This research also investigates the remote monitoring and management as part of an 
Internet of Things (IoT) solution.  
Moving from the load management side of the DC grid to the supply side, we 
investigated the computational intelligence technique in the small-scale Photovoltaic (PV) 
system. It is one of the most popular clean energy implementations for micro-grids today. It is 
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safe and reliable without any noise and pollution. As it has no moving parts, the maintenance 
of a PV system is easy and convenient. PV systems are becoming increasingly popular in 
Singapore due to the encouragement and recognition from government and various authorities, 
such as the Building and Construction Authority of Singapore, BCA. The drop in the price of 
PV modules and the increase in public awareness of PV technology in the recent years have 
also played a significant part in raising the number of rooftop PV systems on buildings. 
However, the intermittencies and uncertainties of PV power have played a critical role in the 
integrated operation of PV with power grid; additionally, their randomness also affected the 
hat users with 
a PV system as the power source of their micro-grids will be able to make necessary adjustments 
when required. Computational intelligence techniques are often used in these PV forecasting 
techniques. In a scenario with smaller grids such as micro-grids, the sensors for the input 
parameters cannot be too high cost and the techniques are to be applicable for single small-scale 
PV system of individual owners. Most of the existing PV forecasting techniques promises great 
results but they require high-end equipment that are very expensive and provide excessive 
technical readings that are difficult for users to comprehend. Selection of the input parameters 
and the desired output result is thus important to the users. This research introduces 2 short-
term small-scale PV forecasting methods that require only commonly used weather 
measurement equipment and provide easily comprehensible output levels to the users.  
In summary, most of the past studies on power systems  state were on AC electrical 
macro grids; not much attention has been paid to DC girds, not to mention the even less attention 
that was paid to the up and rising ELV DC pico-girds. This research gap was identified, and 
this research aims to bridge this gap. This research investigates the application of computational 
intelligence in an ELV DC pico-grid system and its objective is to provide sound and innovative 
single sensor multiple load sensing solutions in the energy monitoring and management of the 
ELV DC pico-grid. The research started with experimenting with load disaggregation and 
anomaly warning detection in the traditional AC power grids. It followed through with the 
implementation of computational intelligence in the smart sensing of loads and anomalies in 
the ELV DC pico-grid. Then, the use of machine learning techniques in the short-term forecast 
of single small-scale PV systems was studied. The solutions in this research can be implemented 
in some parts of the bigger picture of Smart Grid and IoT.  
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1.3  Thesis Overview
This thesis consists of six main chapters. The first chapter, comprising of this section, 
presents the background, motivation and objective of the research.  
Chapter 2 presents the literature review. The comprehensive review of the energy 
management of 3 main areas namely AC smart grid, DC smaller scale grids and PV forecasting 
is presented. In addition, an in-depth discussion that is directed to the focus of this research was 
done on the application of the computation intelligence and machine learning techniques on 
these 3 main areas.  
Chapter 3 presents the smart sensing of loads and anomalies warning in the AC small 
scale grids. It employs the use of NILM single sensor multiple loads sensing configuration. It 
describes both local and remote sensing of the current waveform of a branch circuit or pico-
grid with the integration of both low-cost hardware and software. A few computational 
intelligence techniques such as Statistical Process Control and kNN are explored and discussed. 
Chapter 3 discusses the AC pico-grid experimental setup in detail. The load disaggregation and 
anomaly warning techniques are then evolved and enhanced to work in the up and coming DC 
pico-grid energy management in Chapter 4.  
Chapter 4 applies several computational intelligence techniques in the algorithms. In 
the local sensing, multilevel threshold detection method is first introduced for load 
classification. Following it is the use of kNN technique which can blend together with K-Means 
clustering for self-labelling and classification of individual clusters and loads. Both the transient 
and steady state data are investigated in the research. Next is the use of LSTM RNN for the 
load disaggregation in ELV DC pico-grid. Following that, the research on the ELV DC pico-
grid expands to anomaly warning and fault detection with an enhanced kNN technique with the 
option of low-cost remote slave meters.  
Chapter 5 moves away from the load side of the DC pico-grid and shifts focus on to the 
setting up of a small-scale PV system with the application of machine learning in the short-term 
forecasting of the energy harvested. Naïve Bayesian Classification and kNN classification 
techniques are discussed in this chapter. This chapter proposes using readily-available and low-
cost input parameters instead of expensive and complicated input parameters in the forecasting 
technique. In addition, it suggests the forecasted results to be classified into 5 easily-
comprehensible categories that most PV owners can make sense of.  
Chapter 6 concludes this research and discusses the possible future work. 
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Chapter 2.  Literature Review 
This chapter offers a comprehensive review on the existing technology and research in 
the area of smart monitoring of the electrical power grid. The research direction of 
computational intelligence in the DC pico-grids is an area which has yet to be exploited but 
knowledge and background information can be drawn from other research areas. This chapter 
begins with Section 2.1, which underlines the need of smart meters and existing monitoring 
systems.  Section 2.2 moves away from the AC grids and investigates the research area of smart 
DC grids and extra low voltage DC grids. Two of the most important purposes in smart 
monitoring are the load disaggregation and anomaly warning detection; their literature reviews 
are presented in Section 2.3 and 2.4 respectively. Section 2.5 features the review on PV 
forecasting techniques.   
2.1  Smart Meters and Existing Monitoring Systems 
The growing demand for power monitoring and energy management has spurred the 
increase interests in instrumentation and measurement technologies for electrical circuits, such 
as the nonintrusive load monitoring and diagnostics in power system using transient event 
classification scheme and system identification technique in [10] and calibration of AC clamps 
in [11]. One of the common research interests in household and office energy management 
systems is load monitoring. This has driven the needs for remote monitoring and managing of 
s with the utility is another technology 
that is enjoying the growing interest that can be used in intelligent green buildings [12]. Several 
researches were done on smart meters, some of the areas include low-cost meter, meter that 
 [13-16]. 
Demand side management is getting more awareness in the energy management of 
future smart grid as seen in [17, 18] where heuristic optimization was used to manage the 
demand side in smart grid. [19] discussed automated demand side management strategy of 
micro-grids.   [20] aimed to distinguish the types of residential buildings in Singapore and 
establish a mathematical model to represent and model the load profile of each type. However, 
the financial and logistical difficulties of installing the meters have limited their adoption.  In 
addition, users such as building owners or residents are looking for more information on top of 
the usual power usage and energy consumption; in [21] power disturbance parameters such as 
voltage transients, harmonic distortions and flickers were measured and presented in the 
proposed monitoring system. Building management systems (BMS) is one such solution that 
provides building owners important information on their energy usage and patterns which 
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assists building owners in their decisions to manage their loads effectively and efficiently. 
However, BMS is usually installed during the developing or building stages and it is difficult 
to be integrated into existing buildings at the later stage [22]. There are also research that looks 
into the learning patterns of activity of a room by using cameras and motion tracking technique 
[23].  
The conventional energy consumption of a housing unit in Singapore is measured using 
a traditional electric meter (Figure 2.1a) which has a metal disc that rotates when power is 
consumed by the unit. The electric motor behind the disc rotation will rotate at a speed 
proportional to the power consumed. This drives a train of gears that count the number of 
revolutions of the disc and turn a set of mechanical number counter. This provides the user an 
indication on how much energy has been consumed, but it is a local display and requires the 
user to be physically next to the meter to manually read off the readings. Recent years, there 
are plug load monitoring socket (Figure 2.1b) and remote monitoring meter (Figure 2.1c) 
appearing in the market to provide user ease of knowing their power usage and energy 
consumption without the need to open the distribution panel to view the meter. However, these 
only provide simple information such as power, current and voltage. There is little or no 
intelligence in the metering.  
However, the recent progress in metering combined different hardware devices and 
software programs, along with information and communication technology (ICT) and added 
intelligence. The smart meter can provide useful information wirelessly to users so as to 
optimize consumption efficiency and make informed decision while performing necessary 
maintenance or repair. The research development in this area has been greatly encouraged by 
the recent growth in the Internet of Things (IoT) and Smart Cities [24, 25].  Several low cost 
smart electrical meters have been proposed in [14, 26, 27]. 
            
     (a) Traditional meter               (b) Plug load meter                                (c) Existing remote meter 
FIGURE 2.1 EXAMPLES OF ELECTRICAL METERS  
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Multiple appliances sensing can be performed by combining various environmental 
sensors, such as temperature sensors, lux meters, and sound sensors. Activity recognition can 
also be done with several sensors [28]. This method requires installing additional sensors, which 
is troublesome and requires extra work, such as extensive cabling and configuration [29]. 
Multiple appliance sensing can also be done by modifying the existing appliance with a 
communication device that sends information of its states to a computer upon the switching 
activity of the appliance. This method requires the cumbersome modification of the appliance, 
-
intrusive load monitoring (NILM) at power meter to sense power consumption. The user will 
then decipher its state from the data acquired. This method does not require extensive cabling 
and intrusive modification of the appliances. Several researches have been done using the last 
method with encouraging results.  
The use of NILM has been around as early as the 1990s. [30] describes the NILM in 
collecting appliance end-use load data with a practical implementation in 1992. Unlike tradition 
meters that required electrician to install, NILM requires only a non-intrusive clamp-on current 
transducer over the live wire of the AC circuit branch to acquire the electrical current waveform 
of the loads. In comparison to high-end power quality meters that can measure much more 
parameters such as power harmonics, power factors etc, NILM usually can only sense the 
electrical current. However, due to its low cost, ease and safe in installation, NILM is highly 
researched on. NILM can be incorporate in the building level demand response [31]; [32] 
introduced a building data set designed for NILM. It is able to provide power signature [33, 34] 
and a lot more research work was done using NILM with respect to load classification in the 
past decades [29, 35-38].  
Analytics methods were introduced in [39] for lighting assert monitoring and energy 
disaggregation. Multi-label classification was applied using NILM in [40]. Computational 
intelligence were also used frequently with NILM such as fuzzy logic [41] and deep neural 
network [42]. However, NILM is not applicable in the DC grid as DC grid requires the intrusive 
measurement of current and voltage. Even though there are research done in non-contact DC 
current sensor, example as shown in [43], they are not readily available. Nevertheless, 
techniques such as minimum intrusive measurement can be used in the DC grids.  
 Load monitoring involves knowing which equipment is turned on or off and whether the 
equipment has reached its steady state in normal operation [44]. Currently most of the research 
in this area were mainly for AC power loads, this is because conventionally, energy management 
was primarily used for major electrical load such as heating and ventilation, washers and 
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refrigerators [45-47]. As compared to DC grids, AC grids have more parameters from the power 
line, such as phase angle, power factor, and harmonics. In addition, only one power meter is 
usually attached to an appliance, as it is a challenge to identify different appliance states along 
the same power line. This results in having many sensors in a grid and numerous 
communication ports for data acquisition as discussed in [48]. In the next subsection, the smart 
DC grid will be discussed.  
2.2  Smart DC Grids and Extra Low Voltage DC 
As mentioned in [49], economic, technology and environmental incentives are changing 
the face of electricity generation and transmission. Smaller and more distributed generation 
(DG) are coming up to replace the centralized power generation [50]. Examples of smaller grids 
are micro-grids, mini-grids, nano-grids and pico-grids. [51] presented a mini-grid by having a 
soft connection between 2 micro hydro units. A cluster of streetlights with islanded PV and 
battery can be considered a mini-grid [52]. [53] cited mini-grids as an evolutionary path for 
electricity distribution and described mini-grids in detail.   
The DG and smaller grids are in line with the Smart Grid concept [54] where the electric 
power grid is transformed by using advanced automatic control and communications techniques 
and other forms of information technology [1, 2, 55, 56]. Smart grids have spun off several 
[6, 57-59] , there are smart 
campuses [60], smart lighting system [61], smart domestic electric systems [62] and smart grid 
for electric vehicles [63]. These smaller smart grids are of lower voltages and thus low voltage 
distributed grid is getting more interest in the field [50, 64]. [65] 
The management approach of the grid can be done from bottom up where the monitoring 
starts at the smallest grids and move up the level and scale. For example, the smaller pico-grids 
can bundle together to form nano-grids and mini-grids. Lately, along with the increase interest 
in smaller appliances monitoring are DC transmission [66] and DC micro-grids [67, 68], there 
has also been more research on the direct current (DC) mini and nano-grid [69, 70]. [71, 72] 
did comparative studies of DC and AC microgrid, it is mentioned that the efficiency of Low 
Voltage Direct Current (LVDC) is more and efficiency of converter is crucial in the comparison. 
It is also mentioned that protection is still an issue in the DC distribution system. [73] presented 
the supervision design with predicted power flow optimization for DC micro-grid based on PV 
sources, storage, grid connection and DC loads.  
The scaled down version of micro-grid, which focus on DC instead of AC, [74, 75] can 
operate independently on renewable power sources such as photovoltaic (PV) system or from 
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energy storage such as the lead-acid battery banks [4]. Both the PV panels and battery banks 
are DC power source. The concept of DC grids is also built upon the recent upsurge in the use 
of DC-powered appliances and gadgets. There are increasing calls for more use of DC 
distribution and grids in buildings [76, 77]. This requires load management for DC appliances 
instead of that for AC appliances. Thus, there are a growing interest in the management, 
operation and control of the DC micro-grids[73], including hybrid systems of AC/DC [78-80].
In addition, this load management will have to be applied on extra low voltage (ELV) 
DC grids as most DC-powered appliances and gadgets are powered at 48V or less. The 
International Electrotechnical Commission (IEC) and UK Institution of Engineering and 
Technology (IET) (BS7671:2008) define an ELV device or circuit as one in which the electrical 
potential between conductor or electrical conductor and earth does not exceed 50Vac or 
120VDC (ripple free). The ELV DC pico-grid caters to the need of most DC-power appliances 
being 48V and below. A number of these small loads form a pico-grid and these pico-grids can 
bundle together to form mini-grids, which can be further combined to form a larger micro-grid. 
Due to the limited power in an ELV DC pico-grid, it will only support a small number of loads. 
An example is an office table with ELV DC pico-grid supporting a 19V laptop, a 12V LED TV 
and a 5V mobile phone. Several ELV DC pico-grids of office tables in the office are bundled 
to form a mini-grid and several mini-grids of offices or building floors are pooled collectively 
into the micro-grid of the building. 
For example, laptops are powered at 19V, fans at 12V, and LED lights at 5V. The 
concept of ELV DC pico-grid will have certain advantages over a LV AC grid. The ELV DC 
grid allows the sources, energy storages and loads to be connected without complicated power 
electronic interfaces such as AC/DC rectifier or DC/AC/DC converters. This reduces the losses 
and complexity [81, 82].  With this increasing trend of DC power supplies and DC loads and 
the rise in the development of DC grids without the conversion between DC and AC, energy 
management for ELV DC pico-grids needs to be developed and optimized. This ELV DC pico-
grid energy management can be used for an office desk DC pico-grid made up of DC motor 
table top fan, LED desk light, laptop and mobile phone powered by DC supply line or a 
residential DC pico-grid consisted of DC powered vacuum cleaner, massager, DVD player and 
TV which are supplied by photovoltaic sources. Energy management has been popular in the 
AC grid but there is a lack of research in this area of smart ELV DC pico-grid. Thus, spurred 
the needs for smart ELV sensing.  
Several ELV DC pico-grids of office tables in the office are bundled to form a mini-
grid and several mini-grids of offices or building floors are pooled collectively into the micro-
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grid of the building. [83] presented some design guidelines, issues and solutions for DC
distribution systems for home appliances. 
In the smart ELV DC pico-grids such as office or home [38], load disaggregation is a 
key area in the energy monitoring and management. Appliances and loads are controlled by the 
energy management system, depending on the intermittent energy harvested from the PV or the 
available energy storage [84]. Determining the operating state of the appliances in the DC pico-
grid is essential to our understanding. The next subsection will discuss the load disaggregation 
and classification techniques.  
2.3  Load Disaggregation and Classification 
Load disaggregation is an important step towards effective monitoring and management 
of an electrical power system. It provides information on the state of the loads or appliances in 
the energy management system. Thus, the development of such load disaggregation techniques, 
which recognized individual appliance signal signatures from aggregated circuit readings, 
emerged as a popular research topic in both academic and industrial fields [39, 41, 85-87]. The 
methods of load classification and multi-level grid were introduced in [88] to design the 
structure of DC micro-grids. 
 Load disaggregation requires the monitoring system to sense and log meaningful 
parameters of the circuit and label the time steps with the activity of the loads in the circuit. 
Deduction of the labels can be done by classification of the load signatures which is based on 
extracted features from a window of the sensed data. There are a variety of load signatures 
design choice used in the literature, including the wave-shape features based on mutual 
trajectory of instantaneous voltage and current waveforms [34] and the electromagnetic field 
(EMF) radiated by several common appliances to determine unique signature for each appliance 
[89]. Load disaggregation, as proposed in this research, allows single sensor multiple load 
classification. It focuses only on the current signal waveform of the circuit. This is cost-effective 
when compared to the conventional method of installing a sensor in each individual appliance 
to separately capture energy consumption and states. An example is seen in [90] which 
described a home appliance load modelling method from aggregated meter data to detect and 
estimate individual home appliance loads. In [91], the authors proposed an event-based energy 
disaggregation algorithm for activity monitoring from a single-point sensor.  
Computational Intelligence (CI) techniques such as k-Nearest Neighbours (KNN) and 
Support Vector Machine (SVM) have been successfully implemented in various applications, 
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including pattern recognition and database mining [92, 93]. There is an increased potential and 
interest for CI and Machine Learning (ML) to be used in power electrical and electronic 
applications, especially in the area of smart grid and home intelligence [1]. Visually, a human 
can learn to disaggregate and identify appliances in aggregated data from a single-point sensor, 
especially for feature-rich signatures of appliances. Engineers can manually design and hand-
engineered the feature extractors, but this is time consuming and may not be robust to noise 
[42]. Thus, over time, machine learning and artificial intelligence, such as neural network and 
fuzzy logic, have been applied in several areas of the electrical power systems [41, 47]. The use 
of neural networks with genetic algorithms was proposed in [38] to identify load demands and 
identification. In [94], a semi-supervised classification technique that further enhanced the 
incremental pattern characterization learning (IPCL) outputs were shown using the meter 
readings from a university environment. [95] discussed online load disaggregation using 
particle filtering.  [96] presented an unsupervised energy disaggregation with factorial hidden 
Markov models based on generalized back fitting algorithm. Other computational intelligence 
techniques that are explored in this research includes cluster analysis [92, 97], edge 
detection[98-101], thresholding [102], Naïve Bayes Classifier [103, 104]. 
More recently, the introduction of deep learning coupled with advancements in 
computational power, especially in the Graphic Processing Unit (GPU), has increased the 
awareness and interest in applying Deep Neural Network (DNN) technology in the electrical 
power systems. DNN, which is the stacking of multiple layers of Artificial Neural Networks 
(ANN), has been shown to beneficial in several applications such as sentence classification and 
speech recognition [105, 106] and online false data injection attack detection in power utility 
system [107]. The DNN architecture has been successful in learning feature representation, thus 
reducing the effort to manually engineer feature extractions. The number of hidden layers in a 
DNN can provide increase extraction to improve learning ability and task performance. The 
Long Short-Term Memory (LSTM) Recurrent Neural Network (RNN) is a subset of ANN, 
where stacked multiple hidden layers in LSTM-RNN will form a DNN [108]. LSTM has been 
researched in several fields of an electrical power system, for example, [109] used LSTM 
networks for short-term electric load forecasting and [110] used LSTM networks for State-of-
Charge Estimation of Lithium-ion Batteries. [111] presented an approach for supervised power 
disaggregation by using the LSTM RNN. LSTM has also been in load forecasting [112]. The 
LSTM RNN is a sequence-based model and is able to work very well in time series sequence 
classification. There are a lot of potential and promises in the use of Computational intelligence 
for smart grids [113].       
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Since the early 1990s, work such as [30] described the appliance load monitoring for 
total load, which checked for signatures that provided information about the activity of the 
appliances constituting that load. However, as mentioned previously, these were primarily for 
major AC powered loads, such as heating, ventilation, washers, and refrigerator [10, 26, 31, 33]. 
Several load monitoring and aggregation studies have been completed on AC grid. Although 
public datasets for energy disaggregation research are available, they are mostly for AC loads 
and supplies. One example is the Reference Energy Disaggregation Data Set (REDD) which is 
a freely available data set containing detailed power usage information from several homes [7]. 
In comparison to the AC setup, which has more electrical parameters for features to be 
extracted from the electrical signature, such as real power (W), reactive power (VAR) and 
harmonic content [114-116]; DC setup is limited to just the voltage and current. Although it is 
possible to acquire DC load electrical parameters through AC acquisition method, the acquired 
signal will sometime be polluted by the AC-DC rectifier characteristic and might not reflect the 
actual waveform. In addition, the AC acquisition method will not be applicable in a pure DC 
grid. However, as mentioned previously, knowledge from the application of AC grids serves as 
a good starting point for the new DC grids. For example, [117], k-nearest neighbours machine 
learning technique with Gaussian Mixture Models (GMM) are used in the AC appliance 
classification; this can be implemented in the DC load classification as well. Another example 
is shown in [118] where it uses the steady state and turn-on transient state in its load 
identification technique, similar consideration can be applied in DC grids.  
 Load classification from a single point of detection are usually targeted at 2 states of the 
load operation, namely the transient state and the steady state.  The transient state is used in the 
detection of state change and the steady state is usually used for load classification procedure. 
In [91], it is described as event detector and event classification algorithm respectively. It 
describes some of the approaches for event detectors such as expert heuristics, probabilistic 
models and matched filters. Event detection is also commonly done in distribution networks 
[119]; that is usually done on top of broad monitoring of the networks with identification and 
classification of waveform variations to help in the mitigation processes, maintenance and fault 
characterization for decision making. Another approach to event detection can be done by using 
the 2-dimensional representation of the power system waveform in discrete wavelet transform 
[120-122]. With regards to the classification algorithm, there are generally 2 processes, namely 
the learning of load signatures during the training phase and their classification during the 
normal operations.  
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Several computational intelligence methods have been explored for load disaggregation 
and classification, such as artificial neural networks (ANN) [118, 123] and the k-nearest 
neighbours (kNN) algorithm [124]. These methods, which are executed using software in a 
computer or controller, provided good results. However, the computational techniques are 
resource intensive and slow; time and resources are usually the trade-off for improved accuracy; 
hence the selection of the methods is crucial and must be optimized. An alternative fresh 
approach of utilizing both the transient and steady-state process of the acquired waveform 
signal from the ELV DC pico-grid is to keep the load classification process in standby mode 
while running a low resource-intensive state-change detection and preliminary load 
classification during the transient process. This releases resources for the computer for much 
higher-level processes such as steady-state detection and load confirmation during steady-state 
process. A state-change process is defined as a change in the operation of the appliance from 
one steady state to the other, e.g. from an steady state to an steady state. The system 
will be in steady state if there is no state-change process [125]. Classification and load 
disaggregation can be performed during the steady state [126]. 
 On top of local sensing, there were also interest in remote sensing. Example of remote 
sensing can be seen in [127] where it uses low-cost distributed sensors to capture the current 
flow of individual appliances at a sampling rate of 1.6kHz and send the information to the 
evaluation server. Other remote sensing research includes the use of blue tooth low energy [128]. 
 In addition to energy usage and patterns from the monitoring, it is also important to 
detect irregular or suspicious performance of a grid or a specific electrical load, for example 
corridor lights in a building air or ventilation system respectively. The next subsection will 
discuss the anomaly warning detection techniques. 
 
 
2.4  Anomaly Warning Detections  
The traditional protection method in a grid is to install circuit breakers [129], however, 
in a more mature grid, additional protection features are to implement such that the circuit 
breaker should be selective to not trip if the transient is temporary or anomaly warning should 
be triggered when there is a fault even though the circuit breaker is intact [130, 131].  
The electronic equipment in an ELV pico-grid are usually sensitive electronic 
equipment. The advantage of an ELV DC pico-grid as compared to an ELV AC pico-grid is 
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that the loads, sources and energy storage can be connected through simpler and more efficient 
power-electronic interfaces. [132] detailed the importance of the LVDC as the last mile of the 
distribution network. [133] sounded out that that main challenge of DC distribution system is 
the lack of good protection system; it suggested an algorithm to sense the fault using differential 
current. [134] recognised the gaining popularity of DC power system and mentioned that one 
of the major hurdles in implementation of LVDC is the immaturity of protection systems. 
System modelling and various protection strategies are done in the paper using the components 
of a DC ship power system which be a nano-grid. To ensure the reliability in the ELV DC pico-
grid operation, it is important to have a well-functioning protection system. The knowledge and 
applications from the existing AC systems can be a good starting point.  
In [3], a small-scale micro-grid testbed was designed and simulated to explore the effect 
of low voltage faults. For proper operation of a grid, automatic detection and classification of 
abnormal conditions is important. Fault detection or health monitoring for individual appliance 
such as air conditioning system is widely researched on, e.g. [135, 136]. On a bigger scale, 
various research were also done on the operation of a AC transmission [137], hybrid AC/DC 
grid [138] and a DC distribution [139, 140]. DC faults such as arc fault are widely investigated 
[141, 142]. Advanced signal processing techniques such as wavelet analysis and time-scale 
analysis are applied in the arch fault research [143].  
Like the AC grid, improved reliability and safety of a DC power grid is one of the 
objectives of the management system. Several researches were done on the design of smart DC 
grid protection [144] and the power quality assessment [145]. In [146], the DC ring bus was 
divided into different zones and the current in each zone is monitored for fault. [147] presented 
a method to locate and isolate DC faults in multi-terminal DC systems.  
In [148], a low voltage DC micro-grid protection system design is proposed. It uses 
selected protection devices and grounding method to protect the system. However, these 
protections are reaction maintenance where actions are triggered after the occurrence of faults. 
The maintenance of power grid is shifting from reaction maintenance to scheduled preventive 
maintenance to the predictive maintenance.  [149] described the use of machine learning for the 
New York City power grid; it conversed the benefit of knowledge discovery methods and 
statistical machine learning for preventive maintenance. It also discussed the challenges in 
working with historical electrical grid data that were not designed for predictive purposes. 
Machine learning techniques have been used in several fault detection other than power systems: 
kNN for fault in semiconductor manufacturing processes [150]; kNN for fault in induction 
motor [151]; LSTM Neural Network for sequential fault diagnosis [152];  Machine learning 
16 
 
techniques such as neural network and fuzzy logic were used in the power disturbance 
recognition and classification [153-156]. LSTM and SVM are used in [157] to predict line trip 
fault. It exploited the strong learning and mining ability of LSTM networks for the large 
quantity of time series data in the power system.  
 As DC/DC converters are one of the main components in the DC grids, some 
investigations were done on them. Tools were used to recognise the patterns in the converters 
[158-160].  
By understanding and recognising the patterns of the appliances in a grid, it is possible 
to know when the grid is not operating in its normal operation mode [86]. [161] used the 
transient pattern analysis for fault detection and diagnosis of HVAC system. Power quality 
disturbance which is a key step to determine the cause before proper countermeasures can be 
taken can also be identified, [162] used discrete wavelet transform and wavelet networks while 
[163] introduced a double resolution S-transform and Support Vector Machine method. Cost is 
also one of the considering factors when it comes to quality management, [164] introduced a 
low-cost power quality management for different load types.  
Component level energy accounting and fault detection on electrical devices can be 
done using power or current signatures [165]. It is also important to sense the no load power 
line and study the existing noise before monitoring of the appliances in the grid. Real time load 
monitoring and anomaly warning become critical as most problems reveal themselves first on 
the loads level and much later on the grid level. The sooner the anomaly is detected, the lower 
the effect is on the grid [138, 166]. Real time system identification algorithm can be introduced 
to study the loads for any anomalies [167].  [168] proposed a real-time detection of DC-linked 
short circuit faults in DC transit systems using neural network algorithm.  
The need to detect irregular or suspicious performance of a grid has spurred this research 
to go beyond load disaggregation and classification from the data extracted from the single 
sensor multiple loads configuration. The research performs remote monitoring, investigates the 
suspected electrical circuit, and provides information on fault and anomalies to assist the user 
in the prediction of failure. This allows the user to make informed decision on whether a 
maintenance is required. This subsection summarizes the literature review on the load side of 
the DC pico-grid. In the next subsection, the DC supply side which are the methodologies for 
PV and their forecasting techniques will be discussed.   
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2.5  PV and their Forecasting Techniques
Singapore is a tropical country located near the equator at 1.3520830 Latitude and 
103.8198360 Longitude. It enjoys a generous amount of sunlight all year round and has an 
annual average solar insolation of 4.5kWh/m2/day. It is deemed as a suitable location for 
installation of PV systems as alternative energy sources [169]. Various considerations are 
needed during the design and installation stage of the system in order to reduce the pre-
photovoltaic losses. Pre-photovoltaic losses are attenuation of incoming light to the PV panels 
through shading, dirt and reflection before it hits the PV panels. This includes the selection of 
the building site, system and structure design, and data logging systems.  
TABLE 2.1 MONTHLY AVERAGE SOLAR INSOLATION IN SINGAPORE 
Month Monthly average (kWh/m2/day) 
January 4.42 
February 5.15 
March 4.99 
April 4.80 
May 4.51 
June 4.35 
July 4.24 
August 4.27 
September 4.47 
October 4.51 
November 4.28 
December 4.02 
 
Silicon is the most commonly used material in PV as it has one of the highest efficiency 
rates with low production cost. The 3 main types of silicon-based PV are mono-crystalline, 
poly-crystalline and thin film [170]. PV systems are usually implemented as standalone or grid-
tied systems. High-efficient inverters and low loss solar cables are used in this system to reduce 
the system losses over its balance of system (BOS). High diffuse sunlight, humidity and ambient 
temperature are part of the typical weather condition in Singapore. These factors can affect the 
performance of the PV modules which are usually tested under the Standard Test Conditions 
(STC) of 25ºC and 1000W/m2  [171]. The amount of solar power density at the uppermost layer 
of E 2, the solar radiation on the Earth surface is 
reduced to approximately 1000W/m2 on a clear day due to the absorption and scattering of solar 
radiation through the various layers of atmosphere. Several researches were done on the 
analysis and application of solar energy PV power [172, 173] with [174] investigated the 
performance of PV in Singapore.   
 Data acquisition and logging is important in PV systems to evaluate their performance 
and output power quality. The data can be used to benchmark the system with various standards. 
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In addition, data acquisition allows the user to identify faults or issues well in advance [175, 
176].
 Over the past decades, the photovoltaic (PV) electricity generation had been making 
fast inroads in the electricity grids worldwide, see Figure 2.2. In Singapore, according to the 
Energy Market Authority of Singapore, the installed capacity of the PV systems has grown 
from a mere 0.4MWp in 2008 to 125.7MWp in 2016 [177].  
 
FIGURE 2.2 INSTALLED PV CAPACITY IN SINGAPORE 
The rate of growth has also been increasing. This could be due to the increasing 
awareness of the building owners, such as [178] ,on the positive environmental impact of green 
to reduce their electrical bill. However, the intermittencies and uncertainties of PV power have 
played a critical role in the integrated operation of PV with power grid; their randomness also 
that building owners with PV system will be able to make necessary adjustment when required. 
There are different types of PV forecasts for different uses and applications. There are 
forecast techniques designed for large number of PV systems spread over a sizable area and 
there are techniques that are applicable for single small-scale PV system of individual building 
owners. There are different types of output from the forecast techniques. Some of such 
examples are instantaneous output power and energy harvest over a period of time. These are 
direct forecasting. There are also researches done on weather factors that directly contributes to 
energy output of the PV system, such as forecasting of solar radiation and prediction of cloud 
movement. These techniques required ground radiation data and satellite-derived data. They 
might involve expensive digital image processing of satellite images or visible photographs of 
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the sky that detect cloud presence, clear index of sky or predict cloud movement [179-181]. 
These are indirect forecasting. Numerical weather predictions (NWP) tools have also seen much 
development over the years and have helped in the advance of new power forecasting models. 
Som e of these techniques provide technical information which some PV owners, especially 
small-scale owners, to have difficulties in making sense of the forecasted results and relate it to 
the potential output of their PV systems.  
The input parameters for the forecasting of PV outputs vary largely in different 
approaches. Usually, multiple parameters are used as inputs to the forecasting models. 
Examples of such parameters are latitude, longitude, altitude, rainfall, month, temperature, 
relative humidity, cloudiness and wind speed. [182] discussed the application of several data 
such as temperatures, probability of precipitation and solar irradiance for 1-day ahead hourly 
forecasting of PV power output. [183] introduced a procedure for selecting input parameters. 
[184] discussed the temperature prediction and its impact on solar cells. Some of the techniques 
required parameters that are not readily available. They might need to be acquired from weather 
stations or required the purchase and installation of new monitoring equipment. These makes 
them not easily implementable or does not make economic sense for small scale PV owners to 
use them. Small scale PV owners will prefer to use resources that are easily available such as 
data from their inverters and simple weather monitoring system such as temperatures.   
The forecasting duration ranges from short term period of hourly forecasting to long 
term period of monthly forecasting. Small scale PV owners will find short term forecasting 
more useful as they do not benefit much from the energy sale from electricity markets and are 
more concern on the immediate actions if there is a change in the energy harvested from their 
PV systems. In addition, due to spatial averaging effects, the forecast for an ensemble of 
distributed systems shows higher accuracy than the forecast for single system. The increase of 
the forecast accuracy essentially depends on the size of the region. This is mentioned in [185], 
which researched on the forecast of irradiance for power prediction of grid-connected PV 
systems.  
Several techniques of forecasting have also been researched and discussed [186-188]. 
Many discussed models are based on Machine Learning techniques such as Artificial Neural 
Networks (ANN) and Support Vector Machines. [189] compared 3 different types of neural 
network technique in the prediction of insolation. [190] forecasted PV generation based on 
wavelet NN and residual correction of Markov Chain.  [191] adopted a weighted Support 
Vector Machine (WSVM) to forecast the short-term PV power and compared its results with 
ANN. [192] is another example of SVM model for next day solar insolation. These techniques 
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are shown to provide good accuracy results; however, small scale PV owners might find some 
of these techniques an overkill to their systems.
Small scale PV owners are more conscious on the implementation cost of the forecasting 
solutions. They are more willing to trade off accuracy for price. They might not be willing to 
fork out large amount of money for expensive equipment for additional sensors and high-end 
computers for sophisticated computing processes. Thus, solutions such as kNN and NBC 
classification techniques, which do not require extensive computational resources and can make 
use of readily-available parameters from the PV system, will be more feasible for the small 
scale PV owners.     
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Chapter 3.  Smart Sensing of Loads and Anomalies Warning in AC Pico-
grids 
 In the literature review, the importance on providing additional information on top of 
power usage and energy consumption to the users has been discussed. This additional 
information of a micro or pico-grid classification, fault detections and 
anomaly warnings allow the users to make informed decisions inclusive of predictive 
maintenance. Alternative current (AC) is the common set up of a micro or pico-grid, in the 
pursue of understanding and management of the atypical direct current (DC) pico-grid, it is 
sounder to start off with an AC pico-grid.   
In addition to energy usage and patterns from the monitoring, it is also important to 
detect irregular or suspicious performance of the common utilities, for example corridor lights 
in a building or a specific electrical load, for example air ventilation systems. This is especially 
useful for locations that are out-of-the-place or with very little human traffic. In the event when 
these remotely-placed loads are spoilt, for example, malfunction lights or obstructed fan, they 
will only be discovered through complaints of tenants or through routine manual walk-pass 
inspection by the technicians or security guards. In these situations, a low-cost distributed meter, 
as described in this paper, for individual electrical branch monitoring to detect irregular 
performance of the loads is more suitable as compared to the large scale, expensive BMS. 
  This chapter presents a low-cost solution that consists of multiple distributed slave 
meters with a single master computer to provide users this information on an AC pico-grid. The 
distributed slave meter is designed with low-cost hardware and small computer. It uses non-
intrusive current transducer to acquire the current waveform from the investigated cable of 
interest. The acquired data is conditioned to extract a 2-feature data point every second to send 
over to the master computer remotely over Wi-Fi network. The master computer identifies each 
slave meters by their IP addresses and will perform logging and high-level processing. It 
requires a one-time training phase to extract the desired features and boundaries for the 
individual classes. Subsequently, the user is able to run the routine operation mode which will 
perform for classification, fault detection and anomaly warning. An illustration of the system 
overview is as seen in the Figure 3.1 
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FIGURE 3.1 SYSTEM OVERVIEW OF SOLUTION 
 This flexible solution can be implemented as a distributed monitoring network over a 
number of circuits in a building or vicinity, with the option of expanding into an IoT 
implementation. It can also be used as an ad hoc standalone investigation of a suspicious branch 
circuit for faults or anomalies. This solution has been tested with lighting, thermal and motor 
loads in various electrical circuits and their results are presented in the following sections.       
 The chapter is structured as follows. First, Section 3.1 presents an overview of the design. 
Section 3.2 discusses the distributed slave meter component and section 3.3 explains the 
algorithm used in the master computer for the classification, fault and anomalies warnings. 
Results from experiment will be discussed and analysed in section 3.4. Section 3.5 summarizes 
the finding of the solution.   
3.1  Experimental Set Up and System Overview for AC pico-grid 
The solution allows user to perform non-intrusive monitoring of the electrical current 
waveform of any branch circuit by clamping the current transducer over any live cable of a 
branch circuit without any intrusion to sense the electrical current waveform. In comparison, 
other electrical parameters such as electrical voltage will require intrusive sensing, thus this 
design only exploits the electrical current waveform.  
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Nowadays, Wi-Fi has become ubiquitous in buildings, thus Wi-Fi is the chosen 
communication medium. The slave meter is designed with low cost component and small 
computer. It is also designed to be low-powered and thus can work with a portable power bank 
for a long duration of time. With these advantageous features of the slave meter, the user can 
install the slave meter with ease in any part of the building. If Wi-Fi is not available, the 
proposed solution can be implemented with a mobile broadband router. This provides great 
flexibility for the solution; it can be implemented as a small ah-hoc investigation or expanded 
to a large-scale building-wide IoT system.   
The system uses supervised learning technique to give each normal operation mode of 
the branch circuit a class, thus a training phase is required before the classification and 
anomalies warning phase, which is the routine operation, can be conducted. See Figure 3.2 for 
the components in the solution. 
FIGURE 3.2 COMPONENTS OVERVIEW IN SOLUTION 
An experimental setup was designed and developed for testing the solution is tested 
with different types of electrical loads, for example lightings, thermal loads such as hairdryer 
and motor loads such as fans. The fuses and circuit breakers of different type and current ratings 
provide electrical protection and allows the experiment to be conducted for different branch 
circuit setup. The current transducer can be clamped over any of the 3 live wires of the available 
sockets. An extension cord can be added to the socket if the circuit branch is to power multiple 
loads. The black box, which is the slave meter, contains hardware and a small computer. It is 
powered via a 5V Universal Serial Bus (USB) port, thus it can be powered by a USB plug 
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charger or from a portable power bank as seen in Figure 3.3. The master computer and slave 
meter must be communicated within the same Wi-Fi Local Area Network (WLAN). This can 
be achieved with the existing Wi-Fi router or can be implemented with a portable mobile 
broadband router. With the portable power bank and the mobile broadband router, the solution 
can be implemented as a standalone meter over a branch circuit without access to power and 
Wi-Fi network.  
 
FIGURE 3.3 EXPERIMENTAL SETUP FOR AC PICO-GRID SMART MONITORING 
The fuses and circuit breakers of different type and current ratings provide electrical 
protection and allows the experiment to be conducted for different branch circuit setup. The 
current transducer can be clamped over any of the 3 live wires of the available sockets. An 
extension cord can be added to the socket if the circuit branch is to power multiple loads. The 
black box, which is the slave meter, contains hardware and a small computer. It is powered via 
a 5V Universal Serial Bus (USB) port, thus it can be powered by a USB plug charger or from 
a portable power bank as seen in the Figure 3.3. The master computer and slave meter must be 
communicated within the same Wi-Fi Local Area Network (WLAN). This can be achieved with 
the existing Wi-Fi router or can be implemented with a portable mobile broadband router. With 
the portable power bank and the mobile broadband router, the solution can be implemented as 
a standalone meter over a branch circuit without access to power and Wi-Fi network 
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3.2  Hardware Design for Data Collection of Slave Meter Component
The solution in this chapter is a many to one, slave to master setup. The master computer 
will do most of the resource intensive calculation work while the slave meters will be distributed 
around a building at desired points of investigation. Due to the possibility of large number of 
slave meter, it is important to design the slave component to be affordable to reduce the initial 
investment cost of the user. The slave meter in this paper uses a small computer, Raspberry Pi 
2B, as the main data acquisition component and it is equipped with Wi-Pi for communication. 
The trade-off for using the low-cost Raspberry Pi is its limited resources and capabilities. To 
overcome this, additional hardware to reduce the calculation burden and design of optimized 
software is needed.  
Current transducer is used for sensing the electrical current waveform of the branch 
sensed current value. There is a variety of current transducer in the markets, providing different 
output voltage readings with reference to the maximum sensible current.  This experiment used 
a current transducer which has a maximum output voltage, Vo,max, of 0.333V in relation to 
maximum sensible current, Is,max, of 5A. Assuming linear relationship it is possible to infer the 
magnitude of the electrical current, Is, from output voltage, Vo. 
       (3.1) 
However, Raspberry Pi 2 does not have an analogue input therefore an Analogue to 
Digital (ADC) is required. In this project, the ADC MCP3008 is used. It is a 10bit ADC that 
operates over a broad range of voltages. It uses SPI protocol, which is available in Raspberry 
Pi 2, for its communication with other devices. As Vo,max is only 0.333V, a non-inverting 
amplification is required prior to the ADC. A low pass filter is added to filter away high 
frequency noises. The selected cut-off frequency, fc, is set at approximately 100Hz. Both the 
non-inverting amplification and low pass filtering processes can be designed using operational 
amplifiers. The LM358 was selected as it carries 2 operational amplifiers which are just enough 
for the applications here. Figure 3.4 shows the schematic drawings. 
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(a) Low pass filter 
 
 
(b) Non-inverting amplification 
 
 
(c) Pin lay out of LM358 
 
FIGURE 3.4 SCHEMATIC DRAWINGS OF OPERATIONAL AMPLIFIER APPLICATIONS 
     (3.2) 
             (3.3) 
Although filtering and amplification can be done using the software in Raspberry Pi 2, 
but the use of electronics devices relief the small computer of much calculation resources; thus, 
allowing it to focus on conditioning the filtered and amplified signal to the required format for 
the master computer. 
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3.3  Data Processing of Slave Meter Component
The small computer reads the signal waveform at 1000Hz and converts the acquired 
signal into the electrical current readings by using the value of Least Significant Bit (LSB) of 
the ADC MCP3008 as formulated in (3.4). Range is the difference between the maximum and 
minimum values of the acquired data and n is the number of bits. 
      (3.4) 
The ideal scenario is to perform local acquisition, logging, processing and detection in 
the slave meter. However, the limited resources and computational power of the small computer 
is not able to do so much; the main job of the slave component is to extract the features of the 
1000 electrical current signal data within a period of 1 second and transmit to the master 
computer. The 2-feature data extracted by the slave component are the mean and variance (µ 
2). Given that the data samples of the raw current waveform, in, are placed in a 1D matrix 
I where m is the total number of samples logged, µ in (3.6) is the computed mean and 2 (3.7) 
is the computed variance.  
 I = [i1, i2, i3 m]      (3.5) 
µ       (3.6) 
2 =       (3.7) 
Figure 3.5 shows the components of the slave meter.  
 
FIGURE 3.5 COMPONENTS OF SLAVE METER  
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3.4  Using Statistical Process Control in Detecting Grid Stability
Statistical process control (SPC) is an analytical decision-making tool which combines 
rigorous time series analysis and graphical data presentation for continuous quality data control. 
It is based on the concept of comparing what is happening currently with what happened 
previously. Measurement is done on the system and data is collected from the process where it 
is typically performs. A model is built based on how the process will perform and calculate the 
control limits from the expected measurements. Historical data are used to produce the process 
control chart in SPC that plots data over time with 3 additional lines. In additional to the center 
line, which is usually the mean value, there are 2 lines indicating the upper and lower control 
limits, which is typically set at ±3 adjusted standard deviations from the mean. The process is 
considered in control and stable if the measured value is within control limits and it has only 
inherent variation and exhibits no unexpected patterns. See Figure 3.6 for illustration.     
 
FIGURE 3.6 EXAMPLE OF SPC IN MAKING INFORMED DECISION SYSTEM STABILITY 
SPC is usually used in the detection of a system when it is out-of-control. Data points 
that are outside the limits are to be investigated. There are times where the limits are to be 
recomputed and the process repeated. Once the limits are set, the real-time process monitoring 
can proceed to detect anomalies. 
This research enhances the SPC to perform classification of the loads as well as 
anomalies warning. For the system to perform the tasks, it must first be trained to recognize the 
classes of the various operating mode.         
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3.5  Training Phase in the Master Computer
The user will need to run the training software prior to the normal routine phase. During 
the training phase, the user will be allowed to enter the class to train and start the training when 
the equipment is started or when the circuit is in a legitimate steady state. The training software, 
started by the user, will receive the data from the slave component and capture the 2-feature 
data of the various normal operating modes of the branch circuit. In this paper, the 2-feature 
data consists of the mean value and variance of the 1000 data points acquired in the slave meter. 
The training process is important as it will determine the accuracy of the detection in the 
operation mode. The user is to ensure no anomaly during the training phase. The user can repeat 
the process and train up to 5 normal operating mode of the branch circuit and each normal 
operating mode is assigned a class. These 5 classes reflect the 5 legitimate steady states of the 
circuit when in normal operations. The mean and standard deviation of the classes are calculated 
and their gaussian distributions are plotted. The control line, upper and lower limit of the classes 
are calculated. Figure 3.7 shows an example of legitimate classes trained in the training phase. 
FIGURE 3.7 EXAMPLE OF LEGITIMATE CLASSES TRAINED IN THE TRAINING PHASE 
Once the training phase is completed with all the possible classes trained. The user will 
run the normal routine phase. 
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3.6  Classification and Anomalies Warnings in Master Computer
During this phase, the classification algorithm will classify the signal when possible and 
the anomalies detection algorithm will detect if the electrical current signal is out of the 
acceptable range of all classes. In the classification algorithm, if the 2-feature data [x, y] 
received from the slave meter are within the limits of both features of a particular class, then it 
is classified as that class. In the scenario where the 2-feature data [x, y] received are within the 
limits of 2 or more classes, the Euclidean distance between the 2-feature data [x, y] and the 
mean of the classes [ , ] will be calculated (3.8). The shortest distance will determine the 
class of that instant. 
        (3.8) 
The solution in this chapter is able to detect 4 types of errors and anomalies which will 
trigger warning to the user, namely instantaneous error, continuous error, burst anomalies 
warning and unexpected frequent switching between classes anomaly. These errors and 
anomalies will be discussed in the sub-sections below.  
3.6.1  Instantaneous Errors Detection 
If the 2-feature data [x, y] received is not within the limits of any classes, it will be 
flagged out as an instantaneous error. Table 3.1 below gives an example of instantaneous error 
detection where instantaneous error detection is indicated as - . An instantaneous error is not 
a good indicator of anomaly as it can be caused by noise or occurred when there is a change in 
operation mode. Thus, this solution provided more alternatives. 
TABLE 3.1 INSTANTANEOUS ERRORS DETECTION EXAMPLE 
Data sequence 1 2 3 4 5 6 7 8 9 10 11 
Class detected 3 -1 -1 3 -1 3 -1 -1 -1 -1 3 
 
3.6.2  Continuous Errors Detection 
Continuous errors are detected when errors occur consecutively over a period of time. 
The algorithm counts the consecutive occurrence of error and trigger an alarm when this number 
exceed the threshold set by the user. The algorithm remembers the first occurrence of the string 
of errors and indicate to the user when it started. This added feature allows user to trace back 
and investigate what incident occurs during the start of the error that might have caused it. An 
example on continuous error detection where warning is triggered if threshold is at 3 is as shown 
in Table 3.2 -  
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TABLE 3.2 CONTINUOUS ERRORS WARNING EXAMPLE
Data sequence 1 2 3 4 5 6 7 8 9 10 11
Class detected 3 -1 -1 3 -1 3 -1 -1 -1 -1 3 
Continuous error count 0 1 2 0 1 0 1 2 3 4 0 
 0 0 0 0 0 0 1 1 1 1 0 
 
 
However, if the signal fluctuates above and below the control limit and caused the 
continuous occurrence of the error to be less than the threshold, then the count of continuous 
error will keep resetting to zero and anomalies detections are missed. Hence, a window block 
of data is considered instead. 
3.6.3  Burst Anomalies Warning  
Burst anomalies warning is triggered when the number of errors in a window block of 
data equal or exceed a threshold set by the user. The difference between the burst anomalies 
and the continuous errors warning is that the errors might not occur consecutively in the 
detection of burst anomalies. The user sets the window block size and the threshold number of 
errors in the window block to be considered as an anomaly. Similar to the algorithm in 
consecutive error, the algorithm will remember and indicate the starting point of the error 
sequence.  Table 3.3 shows an example of burst anomalies where the window block size is set 
at 5 and error limit is set at 3.  
The start of the warning occurs at the start of the window block when there are 3 errors 
out of the 5 elements in the block. In the example below, anomaly warning is triggered when 
-
4 and the algorithm will recognise the start of the anomaly is at data sequence 4.  
TABLE 3.3 BURST ANOMALIES WARNING EXAMPLE 
Data sequence 1 2 3 4 5 6 7 8 9 10 11
Class detected 3 -1 3 3 -1 3 -1 -1 3 -1 3
Burst anomaly 
warning 0 0 0 
 
1 1 1 1 1 
 
1 1 1
 
Warning triggered here 
-  
Algorithm remembers and indicates that 
error starts from here 
Warning triggered here with 3 
anomalies within a block size of 5
Algorithm remembers and indicates 
that error starts from here 
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3.6.4  Unexpected Frequent Switching between Classes Detection
In practical scenarios during the operation of an electrical branch, there should not be 
frequent interchanging of classes. For example, it is rare that an electrical load such as fan 
switches from speed 2 to 3 several times within 10 minutes, unless it is mal-functioning. Thus, 
such situation should be triggered as an anomaly. In additional to the above burst error detection, 
frequently between classes. Similarly, the user can set the window block size and the threshold 
number of errors in the window block to be considered as an anomaly. As seen in the previous 
2 warnings, the algorithm will remember and indicate to the user when is the first occurrence 
of the error sequence. An example of warning triggered due to unexpected frequent switching 
between classes, where the window block seize is set at 5 and unexpected switching limit is set 
at 3, is as shown in Table 3.4 below.  
TABLE 3.4 UNEXPECTED FREQUENT SWITCHING BETWEEN CLASSES WARNING EXAMPLE 
Data sequence 1 2 3 4 5 6 7 8 9 10 11 
Class detected 3 2 3 3 3 3 2 2 3 2 3 
Changes in class 0 1 1 0 0 0 1 0 1 1 1 
Frequent class 
changing warning 
0 0 0 0 0 0 1 1 1 1 1 
 
 
 
3.7  Results and Discussions 
The solution was put to test in several electrical pico-grids of building electrical branch 
circuits. They covered a range of common building loads; in general, the thermal loads (e.g. 
hair-dryer, toaster), mechanical motor loads (e.g. fan) and lighting loads. During the experiment, 
in the training phase, the various acceptable modes of operation of the electrical loads were 
trained into classes. In the testing phase, the electrical loads were switched between different 
modes and faults were deliberately introduced in the duration. 
Warning triggered here with 3 
anomalies within a block size of 5 
Algorithm remembers and indicates 
that error starts from here 
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3.7.1  Examples of Classification, Fault Detections and Anomalies Warning
The following presents the readings and results of an electrical branch powering an 
ized 
gaussian curve of the data is as shown in Figure 3.8 below. 
(a) Mean, µ, plots    
(b) Standard Deviations, 2, plots 
FIGURE 3.8 PLOTS OF NORMALISED GAUSSIAN CURVES OF TRAINED CLASSES 
Figure 3.9a shows the µ data acquired from the slave meter to the master computer. The 
first half of the experiment showed that the proposed setup was able to perform classification 
and detection of classes for the sequence of the fan:  
-> Speed 1 (Class 2) -> Speed 2 (Class 3) -> Speed 3 (Class 4).   
The second half of the experiment showed that the setup detecting anomalies and trigger 
warnings to the user. Errors were indicated as Class -1. Deliberate faults were. The threshold 
value of consecutive error was set at 5; the window block size was set at 10 and the threshold 
limit for consideration of an anomalies in the block was set at 3. 
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FIGURE 3.9 GRAPHS OBTAINED FROM EXPERIMENT WITH FAN IN THE ELECTRICAL BRANCH 
Fault 1 was created by introducing an extra electrical load onto the grid on top of Speed 
3 (Class 4). The additional electrical usage was very small in comparison to the total power 
consumed by the fan. However, the acquired data was read to be out of the control limits and 
was successfully triggered as warnings for instantaneous error, Figure 3.9b, consecutive error, 
Figure 3.9c, and anomalies warning within window block, Figure 3.9d. 
Fault 2 was created by partially obstructing the fan blade while it is in operation. The 
blade was still rotating resulting a noisier current waveform. µ, the mean value from slave meter, 
2, variance value from slave component, was out of the 
control limits. This fault was detected by instantaneous error in Figure 3.9b. Consecutive errors 
were detected in Figure 3.9c; but the value was not significant as it was revolving between 
classes and errors. The anomalies warning within window block did much better here, Figure 
3.9d. 
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Fault 3 was a sudden surge in current, which was to simulate a short circuit. It was 
detected by instantaneous error, Figure 3.9b and anomalies warning, Figure 3.9d. The fault was 
too short to be considered as an error in consecutive error, Figure 3.9c.  
Fault 4 was generated by total obstruction to the fan where it was not allowed to rotate 
at all. The class detected for the fan interchanged between class 2 and 3 frequently. This is 
abnormal operation and was not picked up by instantaneous error, Figure 3.9b, and consecutive 
error, Figure 3.9c; but it was triggered as anomalies in the window block detection, Figure 3.9d.  
In this experiment, an accuracy of 91.6% for anomalies warnings and classification was 
achieved. Figure 3.10 shows the results of another experiment conducted with lights in the 
ci
Two unclassified situations were injected into the circuit during the experiment. The first 
situation was to simulate an overload or an increase in current consumption which can be 
interpreted as short circuit or current leakage. The second situation was to simulate a unknown 
reduction in current 
trigger as anomalies. In this experiment, an accuracy of 99.1% was achieved. 
FIGURE 3.10 GRAPHS OBTAINED FROM EXPERIMENT WITH LIGHTS 
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3.7.2  Example of Unclassified Operation Modes
The following presents the readings and results of an electrical branch powering a 
hairdryer (thermal load). This experiment is to simulate the detection of unknown operation 
modes of a thermal load. This provides user with knowledge of unknown operation mode when 
triggered. This mode might not be a fault, but it is not registered as an acceptable routine 
operation of the loads in the circuit.  
The experimented hairdryer has a total of 6 operation modes. Four modes, inclusive of 
into classes. The other 2 modes were ignored in the training. Figure 
3.11a shows the µ data acquired from the slave meter to the master computer. The sequence of 
the hairdryer operation was:  
-> Heat 1 (Class 2) -> Unknown mode 1 -> Heat 1 (Class 2) -> Unknown 
mode 2 -> Heat 2 (Class 4) -> Heat 3 (Class 3) -  
The threshold value of consecutive error was set at 5; the window block size was set at 
10 and the threshold limit for consideration of an anomalies in the block was set at 3.  All the 
trained classes were successfully identified in the experiment. The 2 unknown classes were also 
detected in Figure 3.11b instantaneous error detection, Figure 3.11c consecutive error detection 
and Figure 3.11d anomalies warning within an error block. An additional threshold limit on the 
number of consecutive errors can be set by the user if the user wants to have different level of 
severity warning. It was observed that thermal loads, unlike motor load, took longer time to 
settle between stages, thus the switching of modes are triggered as errors and anomalies. It can 
be avoided if the percentage of error is set lower in a block to be considered as an anomaly, for 
example the threshold limit of error for consideration of an anomalies in the block can be set at 
3 in a block of 20 readings (15%).   
It was also observed at around 570s of the experiment when the hairdryer switched from 
instantaneous error detection and anomalies warning. It was not triggered as consecutive error 
as it took less than the set time to change. An accuracy of 90.3% was achieved. 
37 
 
FIGURE 3.11 GRAPHS OBTAINED FROM EXPERIMENT WITH HAIRDRYER 
The accuracies for anomalies warning of the various circuits are as summarized in Table 
3.5 Accuracies for anomalies warning below. It is observed that the anomalies detection for the 
circuit of lights is of higher accuracy as compared to the other circuits. This is because the 
waveforms of the lighting load in normal operation are more stable and less noisy as compared to 
those from thermal load and motor loads. Thus, the abnormal behaviours of the lighting load are 
much easier to be detected. This resulted in its accuracy in anomalies warning. 
Overall, the solution can achieve more than 90% for the experiments.  
TABLE 3.5 ACCURACIES FOR ANOMALIES WARNING 
Loads Number of classes Number of anomalies introduced Data size Accuracy (%) 
Fan 4 4 1400 91.6 
Lights 2 2 470 99.1 
Hair dryer 4 2 590 90.3 
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3.8  Summary on Smart Sensing of Loads and Anomalies in AC Pico-grids
This chapter presents a wireless low-cost solution that performs anomalies warning and 
fault detection. It consists of a master computer and one or many distributed low-cost slave 
meters. The distributed low-cost slave meter measures current usage of an electrical branch 
through non-intrusive current transducer. Fault detections in the solution include the common 
instantaneous error and consecutive error detections. In addition, the algorithm also checks the 
percentage of error and the frequency of interchanging classes in a window block for anomalies 
warnings. This proves to be very effective in predictive maintenance as these can be seen as the 
IoT, this Wi-Fi enabled, battery operated setup can be implemented in buildings to enhance 
their intelligence. This research is also useful in the monitoring of electrical loads such as 
lighting and ventilation in remote or out-of-the-way areas, hence reducing the requirement of 
manpower to regularly check on this load. This setup can also be installed at any electrical 
branch where the user or building owner has issue with the performance of the branch and will 
like to remotely investigate its individual performance. The discussed 3 experiments revealed 
an accuracy of more than 90% in anomalies warnings. The solution in this research can be set 
up as a standalone ad-hoc monitoring and warning system with the use of portable battery and 
mobile broadband router.  
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Chapter 4.  Smart Sensing and Anomalies Warning in ELV DC Pico-grids
In previous chapter, AC load monitoring and anomaly warning are discussed. As 
mentioned in the literature review, as early as the 1990s, there are many methods proposed to 
classify electrical loads and monitor AC energy consumption. However, these are mainly for 
major AC loads, such as heating and ventilation, washers and refrigerators. However, in the 
recent years, there are an increasing interest in the research and understanding of low voltage 
DC loads. The reason being, as of today, low voltage DC household appliances comprise 
approximately 20% of the total energy consumption in a typical household and this number is 
increasing as technology and consumer lifestyles change. Some household appliance 
manufacturers are moving towards DC-powered models. Some examples of this trend can be 
found in the case of LED lights replacing the florescent lights for illumination, DC motor fans 
replacing the AC motor fans for ventilation and LED TVs replacing CRT TVs for entertainment. 
Consumers are also using more DC-powered gadgets to replace traditional wired telephones 
and desktop computers, including mobile phones, tablets and laptops. The modern equipment 
came with AC-DC rectification adaptors.  
Inevitably into the future, the extra low voltage (ELV) DC loads will increase in 
numbers and their power consumption of buildings. There has been an escalated interest in the 
use of DC power grids in segregated power systems. With the growing installation of 
photovoltaic (PV) panels and battery energy storages, the advantage of DC power grids is 
obvious with a signification reduction in conversion losses since loads, sources and energy 
storage can be connected through simpler and more efficient power electronics interfaces. The 
complex, expensive and lossy power factor correction (PFC) feature can also be avoided. In 
addition, a DC power grid in general has no worries when it comes to harmonics pollutions. 
The concept of DC grids is also built upon the recent upsurge in the use of DC-powered 
appliances and gadgets. There are increasing calls for more use of DC distribution and grids in 
buildings. This requires load management for DC appliances instead of that for AC appliances. 
In addition, this load management will have to be applied on extra low voltage (ELV) DC grids 
as most DC-powered appliances and gadgets are powered at 24V or less. For example, laptops 
are powered at 19V, fans at 12V, and LED lights at 5V. The concept of ELV DC pico-grid will 
have certain advantages over a LV AC grid. The ELV DC grid allows the sources, energy 
storages and loads to be connected without complicated power electronic interfaces such as 
AC/DC rectifier or DC/AC/DC converters. This reduces the losses and complexity. With this 
increasing trend of DC power supplies and DC loads and the rise in the development of DC 
grids without the conversion between DC and AC, energy management for ELV DC pico-grids 
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needs to be developed and optimized. With the end user becoming more educated and more 
aware of environmental impact, they are now looking for more information with regards to their 
energy consumption pattern. They desire more knowledge and data, so they can manage their 
energy usage to reduce their carbon footprint as well as their electrical bill. This has driven 
researchers and manufacturers into energy management system. One of the common 
requirements for energy management is to disaggregate the total power in a grid into power 
required by individual loads. 
In addition to the load disaggregation in the grid, maintenance of the grid is also one 
main concern in the management of the grid. The maintenance of power grids has shifted from 
traditional reactive maintenance to scheduled preventive maintenance to the artificial 
intelligence-enabled predictive maintenance. Fault prediction and anomaly warning increases 
the operational reliability and stability. It can help prevent unnecessary losses. Similar to the 
traditional grid, the energy management of ELV DC pico-grids are to be able to provide warning 
of anomalies.  
 The research in this chapter shifts from the application of machine learning techniques 
in the traditional AC grid, as seen in the previous chapter, to the up-and-coming ELV DC pico-
grids. The next section discusses the bottom up approach for monitoring of the ELV DC pico-
grids with the definition of smart and dumb loads. Next section presents the experimental setups 
for single sensor multiple loads local sensing. Section 4.3 describes a multiple appliance states 
sensing using multilevel threshold detection method. This is followed by the application of kNN 
and K-Means in the load classification and anomaly warning in section 4.4. Section 4.5 explores 
the use of a deep learning machine learning technique  1-Dimensional Convolutional Long 
Short-Term Memory (LSTM) Recurrent Neural Network (RNN) in DC load disaggregation. 
Section 4.6 presents the remote sensing setup for single sensor multiple DC loads. This is 
followed by the section 4.7 which describes the use of Hierarchical Enhanced kNN (He-kNN) 
technique for remote load classification and anomalies warning. Section 4.8 summarizes this 
chapter. 
4.1  Bottom Up Approach for Monitoring of ELV DC Pico-grids 
The International Electrotechnical Commission (IEC) and UK Institution of 
Engineering and Technology (IET) (BS7671:2008) define an ELV device or circuit as one in 
which the electrical potential between conductor or electrical conductor and earth does not 
exceed 50Vac or 120VDC (ripple free). In recent years, there has been a significant rise in the 
number of small appliances in households and offices that are powered by extra low DC voltage. 
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Some of these appliances and equipment are low in cost and perform simple tasks such as 
turning on and off (for example lights and fans). There is no incentive for them to possess power 
monitoring features or anomaly detection intelligence as these additional features will increase 
their price significantly. They do not have the economic sense to include intelligence and 
communication features. These appliances will only have simple turning On and Off function 
or with a few simple stages such as Off, Low, Medium and High. They neither are able to 
monitor their own power consumption nor have the intelligence to manage their power patterns. 
They do not have the means to communicate with higher management system. These ELV DC 
loads that cannot  and  can be labelled as dumb loads. These ELV loads typically 
share a single power supply, but due to the limited capacity of the power supply, the number of 
appliances sharing it is usually very small. This is the fundamental reason for the formation of 
an ELV DC pico-grid. As the ELV DC loads get smaller, the DC power grids are also shrinking 
from micro to nano to pico-grid. These pico-grids can bundle together to form nano-grids and 
mini-grids. These nano-grids can then cluster into bigger micro-grids as seen in Figure 4.1. 
There is no clear standard in the definition of mico-grid, nano-grid and pico-grid. However, 
there are general definition provided by various sources.  
  Here is the definition of a micro-grid by federal US Department of Energy (DOE):
A microgrid is a group of interconnected loads and distributed energy resources within clearly 
defined electrical boundaries that acts as a single controllable entity with respect to the grid. 
A microgrid can connect and disconnect from the grid to enable it to operate in both grid-
connected or island mode.  
Here is the definition of a nano-grid by Navigant Research: 
A small electrical domain connected to the grid of no greater than 100 kW and limited to a 
single building structure or primary load or a network of off-grid loads not exceeding 5 kW, 
both categories representing devices (such as DG, batteries, EVs [electric vehicles], and smart 
loads) capable of islanding and/or energy self-sufficiency through some level of intelligent DER 
management or controls. 
In this research, a pico-grid is defined as a very small electrical domain of no greater 
than 3 kW. It consists of small electric loads such as home appliances and office equipment. 
This research suggests that the monitoring and management of the grids can be done 
bottom-up where the monitoring starts at pico-grids and move up the level and scale.   
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FIGURE 4.1 ELV DC PICO-GRIDS FORMING INTO A MICRO-GRID 
This ELV DC pico-grid energy management can be used for an office desk DC pico-
grid made up of DC motor table top fan, LED desk light, laptop and mobile phone powered by 
DC supply line or a residential DC pico-grid consisted of DC powered vacuum cleaner, 
massager, DVD player and TV which are supplied by photovoltaic sources. Energy 
management has been popular in the AC grid but there is a lack of research in this area of smart 
ELV DC pico-grid. This research is to fill the gap for smart ELV DC pico-grid sensing. 
Two different types of ELV DC pico-grids were used to demonstrate the effectiveness 
of the proposed technique. The first grid consisted of simple loads, as mentioned above, which 
unication 
features, thus named dumb grid.  Examples are 5V LED lights, a 12V DC fan and a 12V Peltier-
cooled refrigerator. Unlike the dumb DC pico-grid, the second grid, which is called the smart 
DC pico-grid, consisted of loads with intelligence and more functions and features. As 
compared to the dumb loads, the smart loads have more sophisticated current waveforms which 
makes them more difficult to classify and recognize. 
4.2  Experimental Setup for Single Sensor Multiple Loads Local Sensing 
Voltage and current are the two most commonly acquired pieces of information and 
analysed parameters in load identification. The voltage waveform can be acquired by tapping 
the pair of measurement probes across the appliance. The common practice in electric appliance 
classification is to sense the current on the supply side. However, this method is not highly 
suitable for the modern DC powered appliances as there is an AC-DC rectification adaptor 
between the AC source and the DC load. Any data collected before the adaptor will include the 
characteristics of the rectification and other power electronic processes in the adaptor, which 
contribute ambiguity to the data collected. Instead, a demand-side sensing approach is adopted 
after the adaptor so that the waveforms captured are those of the DC loads alone.  
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The electrical circuit model is depicted in Figure 4.2. The general appliance setup 
consisted of a 230VAC power supply, followed by an AC-DC rectification adaptor and then 
the low voltage DC appliance as the load. An additional set of very low value high wattage 
resistors was placed in series after the DC load.  The sensing was done by a 2-channels 
oscilloscope with data logging capability. One of the channels was placed in parallel to the load 
to capture the DC voltage behaviour, VDC2, and the other was placed across the low value 
resistor to capture the DC current behaviour, VDC1. 
 
FIGURE 4.2 SIMPLE EXPERIMENTAL SETUP FOR SINGLE DC LOAD MEASUREMENT 
frequency. At this sampling frequency, the oscilloscope is able to detect and display any 
inheritance waveforms from the AC power supply, if there are any. The current, iraw, was then 
calculated from the measured voltage across the fixed shunt resistor, VDC1,  
iraw = VDC1 / R      (4.1) 
Figure 4.3 shows an example of a waveform shown on oscilloscope. The top blue 
waveform is the voltage signal acquired across the DC source for the voltage reading while the 
bottom orange waveform is the voltage signal across the resistors for the current reading.
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FIGURE 4.3 EXAMPLE OF WAVEFORMS SHOWN ON OSCILLOSCOPE.  
load in the ELV DC pico- Figure 4.4.  
 
FIGURE 4.4 MULTIPLE SENSOR MULTIPLE APPLIANCES IN A SINGLE CIRCUIT 
This method is costly and resource-intensive. It also required an acquisition port for 
every load in the data acquisition board. 
node (junction) in an electrical circuit, the sum of current flowing into that node is equal to the 
sum of current flowing out of that node (4.2).  
IT=IA+IB+IC       (4.2) 
Thus, assuming negligible resistance along the wires, the total current IT drawn from 
the source is equal to the summation of current consumed by all individual loads. This allows 
a single sensor circuit to be placed between the main supply and all the loads to measure the 
total current consumed. This signal is then processed to perform identification of the DC loads. 
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The proposed smart sensor in this research uses single sensor for multiple load classification in 
the ELV DC pico-grid, as illustrated in Figure 4.5.
The single sensor multiple load configuration has much economic benefit as compared 
to the multiple sensor multiple load configuration. The current sensor used in the single sensor 
multiple load configuration does not cost more than the multiple sensor multiple load 
configuration even though their ratings are different. This will mean that the more sensors used 
in a monitoring system will increase its cost and result in a more expensive system. In addition 
to current sensors, multiple sensors design will also require multiple communication means and 
devices. This will also increase the overall cost. 
 
FIGURE 4.5 PROPOSED SINGLE-SENSOR MULTIPLE APPLIANCES IN A SINGLE CIRCUIT 
The above experimental setup shown in Figure 4.2 has some limitations even though it 
can be expanded to single sensor multiple loads sensing. The resistors in use might heat up over 
time during investigation and need to be cooled down. The resistors will also contribute to 
certain amount of current which might affect the overall accuracy of the readings. An 
improvement is to acquire the current waveform using a minimal intrusive current transducer 
along the live line. Using the principle of Ha
difference in voltage across a conductor in response to the magnetic field caused by the electric 
current. This voltage can be easily acquired by another pair of measurement probes. The closed 
loop current transducers used in this research are from the LEM CKSR series. They are able to 
measure current over a wide range of frequencies, which includes the DC current frequency. 
They provide contact-free coupling to the current that needs to be measured as well as safe 
galvanic isolation and high reliability. They are able to provide fast, accurate and high-
resolution imaging of the primary current. The selected current transducers are able to work 
with a single 5V power supply to measure the nominal current from 6 to 50A.  
V
DC 
source
Sensor
+
-
Data 
Acquisition 
Board 
I
V
Ammeter 
Voltmeter 
Computer
I
46 
 
Assuming negligible error, the output voltage Vo of the current transducer is related to 
the primary current linkage p by sensitivity G (4.3). 
Vo p       (4.3) 
The current linkage, p, is related to the number of primary turns, Np, and the primary 
current, Ip (4.4). 
p = NpIp      (4.4) 
Since G and Np can be extracted from the specification of the transducer, Vo can be 
determined from Ip (4.5). 
Vo = GNpIp      (4.5) 
It can be assumed that the output voltage signal Vo and Ip has a linear relationship and it 
is a good representation of the current. The Vo and IP are used to calculate for load identification, 
state detection, fault and anomaly detections. 
Figure 4.6 shows an image of the lab experiment setup. This lab setup provides lots of 
flexibility so as to cater to different settings of the DC pico-grid. Power supplies are available 
in both are AC-DC rectifiers (orange dashed box) and DC-DC converters (orange box). Power 
inputs (yellow box) are also made available for 5V USB, 12V cigarette lighter plugs (size B) 
and screw terminals for other voltages. The power outputs to loads (yellow dashed box) 
provides similar connections. The current sensors are shown in the red dashed box. Figure 4.7 
presents the block diagram of the lab setup.   
Two equipment are used in this experiment setup for data acquisition. The Hioki 
LR8431 Memory HiLogger is a compact and lightweight data logger that allows up to 10 ports 
of data acquisition at up to 100Hz frequency. The National Instrument CompactDAQ NI 
cDAQ-9188 is a customizable platform which allows plug and play of modules to suit the 
experiment.   
47 
 
FIGURE 4.6 UPGRADED LAB SETUP FOR MULTIPLE VOLTAGE AND CURRENT SENSING   
FIGURE 4.7 BLOCK DIAGRAM OF THE LAB SETUP FOR MULTIPLE DC LOAD SENSING 
The data can be collected at 100Hz frequency. It can be sent to a computer for supervised 
training and testing of the algorithm. One of the computers used in this research is running on 
Microsoft Windows 7 Enterprise; it has Intel® Xeon®, CPU E5-1660 v4 @ 3.20GHz, 3201 
Mhz, 8Cores, 16 logical processors and a total physical memory of 128GB. The dedicated GPU 
has 256 CUDA Cores with 8 GB GDDR GPU memory of 256-bit memory interface and 
89.6GB/s memory bandwidth. 
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The lab setup is designed to have the capability to uses single sensor for multiple load
classification in the ELV DC pico-grid as illustrated in Figure 4.8.
 
FIGURE 4.8 DATA ACQUISITION SETUP FOR ELV DC PICO-GRIDS 
4.3  States Sensing using Multilevel Threshold Detection Method  
Detecting state change processes of appliances is very useful when optimizing a 
from one state to another; the simplest example is the process in which the appliance switches 
 section proposes multilevel threshold detection methods 
that can provide a way to detect state changes of multiple appliances along a DC power line by 
using a single sensor. Subsection 4.3.1 describes the design of a low-cost circuit that makes use 
of operational amplifiers and logic gates to identify the DC loads in a DC pico-grid by detecting 
its change of states. The circuit acquires the image signal of the current waveform and processes 
it with differentiation, amplification and comparison. The circuit produces triggers that indicate 
what appliances have been switched on or off in the grid. These triggers are sent to the digital 
inputs of the computer or controller for more advance energy management processes. Then the 
circuit performs real-time detection to release resources of the computer for other tasks. In 
contrast to subsection 4.3.1 which focus on hardware, subsection 4.3.3 presents a software-
based multilevel threshold detection method that can provide a way to detect state changes of 
multiple appliances along a DC power line by using a single sensor. The method starts detecting 
during the transient state by setting multiple threshold levels in the gradient waveform obtained 
from the filtered power waveform. Compared to a steady-state detection algorithm, the method 
has shown to be faster in detection. It is also able to do simple fault detection.  
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4.3.1  Hardware Design of DC Load Identification and State Detection
In this section, a DC load identification method is implemented by using very low-cost
operational amplifiers (op-amp) ICs and logic gates ICs. The total cost of the ICs is only SG$5 
(US$7) while the cost of a microcontroller is around SG$50 (US$70), if not more. The circuit 
in this research is able to identify up to four DC loads and detect eight states in the DC grid; it 
is expandable if more loads and states are required. The proposed circuit acquires the image 
signal of the current waveform of the DC grid and sends it through several stages of processing 
by op-amps and logic gates ICs to produce triggers that are sent to the digital inputs of 
computers. These inputs indicate which loads are switched on or off. The use of hardware in 
this section is to release resources of the computer for other tasks. Figure 4.9 shows an example 
on how the proposed circuit can be implemented in a low voltage DC grid.  
 
FIGURE 4.9 SINGLE SENSOR MULTIPLE LOAD STATE DETECTION  
There are six stages from the current sensing of the DC pico-grid to the sent signal to 
the computer or microcontroller for further energy management. The overview of the low-cost 
circuit is presented in Figure 4.10 below. 
 
FIGURE 4.10 OVERVIEW OF DC LOAD DISAGGREGATION AND STATE DETECTION 
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An operational amplifier is a DC-coupled high-gain voltage amplifying device designed 
to be used with external feedback components such as resistors and capacitors between its 
output and input terminals, as shown in Figure 4.11 Electrical Drawing of an Operational 
Amplifier. These components determine the resulting function of the op-amp 
 
FIGURE 4.11 ELECTRICAL DRAWING OF AN OPERATIONAL AMPLIFIER 
The ideal op-amp has infinite differential gin, zero common mode gain, zero offset 
voltage and zero bias current. The op-amp inputs have high input impedance, low bias current, 
respond to differential mode voltages but ignore common mode voltages, while the op-amp 
output has low source impedance. Some of the more commonly-known op-amps are 741, 358, 
339 and 311. The first function of an op-amp used in this research to perform active 
low pass filtering using 1st order Butterworth Low Pass Filter. Butterworth filer is a type of 
filter whose frequency response is flat over the pass band region; the Butterworth Low Pass 
Filter provides a constant output from DC up to a cut-off frequency fc and rejects all signals 
above that frequency. This removes the unwanted noise such as white noise, internal noise and 
external caused noise. Figure 4.12 shows the active low pass filter design used in this paper. 
 
FIGURE 4.12 BUTTERWORTH LOW PASS FILTER USING OPERATIONAL AMPLIFIER 
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The cut off frequency fc of the first order active low pass filter is dependent on the 
Rlpf1Clpf1 combination before the positive input of the op-amp (4.6).
      (4.6) 
The function of Rlpf2 and Rlpff is to amplify the output signal of the op-amp. The 
magnitude of the voltage gain Alpf and output voltage Volpf is given as (4.7) and (4.8) below.
     (4.7) 
      (4.8) 
In this stage, the acquired signal that represents the current waveform of the DC pico-grid has 
any high frequency noise filtered. The filtered signal is differentiated in the next stage. 
The transient state of the signal is used instead of the steady state for the detection of 
DC loads. This is achieved by analysing the differential value or the rate of change of the signal. 
Figure 4.13 shows the differentiator circuit that uses an op-amp. It is able to produce a voltage 
 
 
FIGURE 4.13 DIFFERENTIATOR CIRCUIT USING OPERATIONAL AMPLIFIER 
The filtered signal from the previous low pass filter is sent to the differentiator op-amp 
to obtain the rate of change, , of the input signal. This rate of change of the input signal is 
proportional to the output signal, as seen in (4.9) and (4.10) below.  
      (4.9) 
     (4.10) 
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The differentiator may become unstable and cause oscillations due to high frequency 
noise; thus, an additional resistor, Rd1, and capacitor, Cdf, are added to the circuit in practical 
differentiator op-amp design.  
The output signal from the differentiator circuit is of opposite polarity to the input signal; 
thus, the switching on of a load in the pico-grid, which causes an increase in the magnitude of 
the current required, causes a negative spike while the switching off of a load causes a positive 
spike. These spikes are used to identify and locate the start or end of the load in the grid and 
thus are used in the identification of the DC loads and detection of their states. 
The signal, however, needs to be amplified to the desired range for more effective 
performance. This amplification process is performed in the next stage 
The op-amp can perform two types of voltage amplification, namely the inverting 
(Figure 4.14) and non-inverting amplifications (Figure 4.15). 
 
FIGURE 4.14 INVERTING AMPLIFICATION USING OP-AMP 
 
FIGURE 4.15 NON-INVERTING AMPLIFICATION USING OP-AMP 
The output of an inverting amplification reverses the polarity of the input during 
amplification, as seen in (4.11). It is used to adjust the magnitude of the differential signal 
created and reverse the negative polarity when the load is switch on. 
      (4.11) 
The non-inverting amplifier is used to amplify the differential signal produced when the 
load is switched off as the signal from the differentiator is positive. 
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     (4.12) 
After the differential signal is produced, a comparator is required to indicate the change 
of state of the DC pico-grid by comparing the magnitude of the amplified differentiated filtered 
signal with the reference voltage. By establishing different voltage reference levels, it is also 
able to identify the load that has been switch on or off. This output can be triggered to the 
computer for further energy management processing. In this stage, the op-amp is used as a 
comparator as seen in Figure 4.16 
 
FIGURE 4.16 COMPARATOR USING OPERATION AMPLIFIER 
The difference between the input voltages causes the output to equal either the supply 
voltage, which is 5V in this paper, or to the connected ground, 0 (4.13). 
     (4.13) 
The reference voltage can be set by a simple voltage divider (Figure 4.17), adjustable 
with a variable resistor (4.15). The comparison process is also called thresholding. 
 
FIGURE 4.17 VOLTAGE DIVIDER  
      (4.14) 
Every DC load needs at least a pair of comparators, one for switching on and one for 
switching off. It is also preferred to rank the comparators based on their reference voltages. 
This eases the next state of logic gate process 
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digital input port when the DC load is switched on or off. However, multiple DC loads require 
multiple threshold values or reference values and they deliver multiple signals. It is thus 
necessary to use logic gates together with the comparators to ensure that only one signal is 
turned high when only one load changes its state in the DC pico-grid. In other words, the lower 
threshold signals are not triggered high when the threshold signal for a higher reference voltage 
load is sent in for comparison.  
Two logic gates are used in this process; namely NOT gate, IC number 7404, and AND 
gate, IC number 7408. Their truth tables are shown in Table 4.1 and Table 4.2 below. 
TABLE 4.1 TRUTH TABLE FOR NOT GATE, IC 7404 
NOT Gate Logic 
Input  Output 
0 1 
1 0 
TABLE 4.2 TRUTH TABLE FOR AND GATE, IC 7408 
AND Gate Logic 
Input A Input B Output 
0 0 0 
0 1 0 
1 0 0 
1 1 1 
Figure 4.18 illustrates an example of the circuit design using NOT gate and AND gate 
to compare the signal and  
 
FIGURE 4.18 COMPARATOR CIRCUIT WITH LOGIC GATES 
 Table 4.3. The 
lower reference voltage signal is be triggered if there is a higher voltage load signal. 
TABLE 4.3 TRUTH TABLE OF TRIGGERS FROM COMPARATOR 
Output of OpAmpca3 
(Lower Vref) 
Output of OpAmpca4 
(Higher Vref) 
Output of NOTca3 Output of ANDCa3/  
Trigger B 
Trigger A 
0 0 1 0 0 
1 0 1 1 0 
0 1 0 0 1 
1 1 0 0* 1 
* Note that the Trigger B, which is the lower reference voltage, will not be triggered if there is a higher voltage trigger 
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Figure 4.19 illustrates the circuit used to identify four DC loads and detect eight states 
in a DC pico-grid. As shown in the figure, the circuit only requires one pair of inputs, which is 
one sensor, and is able to provide eight digital output signals (four for indicating the start of 4 
DC loads and four for indicating the end of four DC loads) to the digital inputs of computers or 
microcontroller. Figure 4.20 shows the fabricated circuit boards from the design.  
FIGURE 4.19 COMPLETE DESIGN OF A 4 DC LOADS IDENTIFICATION AND 8 STATES DETECTION CIRCUIT
 
FIGURE 4.20 FABRICATED CIRCUIT BOARDS  
4.3.2  Results and Discussion on Hardware Design 
As discussed in previous subsection 4.3.1, the image signal of the current waveform in 
the DC pico-grid is processed through the several stages of the proposed circuit and eventually 
produced a set of triggers for the digital inputs of computers or micro-controllers for additional 
or more advanced energy management processing. This sub-section discusses the processed 
waveforms at various stages with the help of images of signals captured by oscilloscopes.  
A DC line is always assumed to be a nice straight line of current or voltage; however, 
this is seldom true. The DC line has several types of noise; in additional to the white noise, 
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there are types of noise that are produced from internal components or caused by interference 
from external equipment or appliances. As the ideal DC frequency is 0 Hz, the cut-off frequency 
fc of the low pass filter is set at a very low frequency. In this paper, the fc is set at 2.2 Hz by 
using Rlpf1 Clpff = 3.3 µF. There is also a 2x amplification by setting Rlpff = Rlpf2. 
The result is shown in Figure 4.21. The unfiltered current signal waveform of a table 
top fan switching on is illustrated by the orange waveform, while the blue waveform is the 
filtered current signal. The diagrams show that the filtered signal is much cleaner and is easier 
to work with in the later stages. 
       
(a) Switching on of table top fan               (b) Switching off of table top fan 
FIGURE 4.21 RAW INPUT WAVEFORM (ORANGE) AND FILTERED OUTPUT WAVEFORM (BLUE)  
It is well-known that the differentiation process does not work well with noisy signals 
and produces erroneous results. In addition, noise is amplified along with the signal in the 
amplification process. Thus, the signal is filtered prior to the differentiation and amplification 
stages. [193]  
The orange waveform in Figure 4.22a shows the differentiated signal of the current 
waveform when the mobile phone is switched on. The resultant is a negative waveform; thus, 
an inverting amplifier is used to amplify the signal by 10x as well as to reverse the polarity to 
positive. The blue waveform is the amplified differentiated filtered waveform.  
The other diagram in Figure 4.22b shows the non-inverting amplification of the 
waveform when a LED desk light is switched off. As the rate of change is small in the LED 
desk light, it is necessary to amplify it so that comparison in the next stage can be performed 
easily.  
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(a) Inverting amplification                     (b) Non-inverting amplification 
*Orange waveforms are differentiated input waveforms and blue are output waveforms 
FIGURE 4.22 RESULTS FOR AMPLIFICATION OF DIFFERENTIATED WAVEFORMS.  
The set value of the reference voltage is important in the comparator. As there are 
multiple loads in the DC pico-
place then from lowest to highest value accordingly.  
The reference voltage of a load 
differentiated filtered signal but higher than the actual amplified differentiated filtered signal of 
the next lower ranked load unless it is ranked lowest.  
The value of the reference voltage also makes a slight difference in the final outcome. 
The blue waveform in Figure 4.23a shows the resultant waveform when the reference voltage 
is set at 2V; the blue waveform in Figure 4.23b shows the resultant waveform when it is set at 
3V. These figures show that the lower reference voltage waveform is triggered closer to the 
actual start of the appliance and the duration is longer. 
      
(a) Vref = 2V    (b) Vref = 3V 
*Orange waveforms are input waveforms and blue are output waveforms 
FIGURE 4.23 COMPARISON AT DIFFERENT REFERENCE VOLTAGES 
This research considers the rate of change or the gradient waveform of the signal for the 
detection of the change of states in the loads along the DC pico-grid. This is essentially using 
the transient state characteristic of the waveform instead of the commonly used steady-state. 
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One of the advantages of using the transient state is that its occurrence is before the steady state; 
thus, the detection of the DC loads in transient state is faster than that of the steady state. 
In addition, the filtered gradient waveform has fewer states to consider as compared to 
the steady state waveform. This is because the magnitude of the gradient waveform is about 0 
V during the steady state of the DC pico-grid; any spikes in the gradient waveforms indicate a 
change in states, which means one of the loads in the DC pico-grid is either switched on or off. 
The method proposed in this paper requires 2n states, where n is the number of DC loads in the 
pico-grid and assumes all loads will only have two states, namely On and Off. In comparison, 
the steady state method requires the consideration of 2n states, which is significantly more.  
This method is much faster as compared to steady state method as the steady state 
method must wait for the waveform to stabilize. In addition, the steady state method needs to 
know the magnitude of the current required by the LED lights, the humidifier and the fan for 
detection. The proposed method in this research only needs to know the magnitude of the rate 
of change of the load and to set the reference voltage accordingly.  
It is common to use an analogue to digital converter to convert the signal from the 
current transducer and pass it to the computer via a communication channel such as UART, SPI 
or I2C. Another common method is to use a data acquisition board with an analogue input for 
the computer to acquire the readings. The computer then performs the low pass filtering, 
differentiation, amplification and comparison for the identification of DC loads. This 
information is then used for more energy management or automation processes. These will be 
discussed in the next subsection.  
One of the benefits of using this research hardware circuit to send the digital 
triggers to the computer is eliminating the need for the computer to perform the tedious tasks 
of filtering, differentiation, amplification and comparison. The use of op-amps and logic gates 
provide real-time processing and analysis on the waveforms prior to the computer. The 
computer knows what appliances or loads are switched on or off from these triggers and thus 
have more resources for additional tasks such as energy management, implementation of 
artificial intelligence decision making and other automation processes. This will help to speed 
up these higher-level processes and makes it more efficient and effective. 
The low cost of using op-amp and logic gate ICs makes it very attractive for energy 
management systems. As seen in Table 4.4, the total cost of the circuit in terms of IC chips for 
four DC loads, which is obtained from online distributor and portal of electronic products, is 
less than SG$5 or approximately US$7 at this moment. This amount is much lower compared 
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to some micro-controllers, which is about SG$50 (US$70), if not more. The cost is further 
reduced if the components are purchased in bulk. The cost is also dependent on the number of 
DC loads to be identified. 
TABLE 4.4 COST OF COMPONENT REQUIRED FOR FOUR DC LOAD IDENTIFICATION 
IC chips required for 4 DC loads identification circuit 
Item Description Quantity  Unit Price Price 
XX 324 Quad op-amp IC 1 SG$0.50 SG$0.50 
XX 7404 Hex NOT gate IC 1 SG$1.50 SG$1.50 
XX 7408 Quad AND gate IC 2 SG$0.80 SG$1.60 
XX 339 Quad comparator IC  2 SG$0.60 SG$1.20 
 Total Cost SG$4.80 
 
The proposed circuit is expandable upon an increase in the number of states to be 
detected in the DC pico-grid. It is also noted that some appliances have more than one pair of 
states; for example, a fan can have two to three speed settings in addition to the Off state. These 
additional states can also be added into the circuit by defining one speed setting as one state. 
The circuit can also be used to identify if two or more appliances are switched on 
together. This can be done by setting a state for the combined magnitude of the rate of change 
when both appliances change state together. However, the added states result in more 
components and complexity in the design. The circuit is real-time and fast. It is placed prior to 
the computer; thus, it helps to release significant amount of resources in the computer for more 
advanced processing such as computational intelligence and controls in the energy management. 
Although the design presented here is a circuit that can identify up to four loads and eight states, 
it is easily expanded to cater for more load identification and more state detection if needed. 
4.3.3  Multilevel Threshold Detection Software Design 
In the previous 2 subsections, a low-cost hardware circuit is designed to perform 
multilevel thresholding for single sensor multiple DC loads. It has the advantage of releasing 
computer resources for other purposes, however, the circuitry will become complex when the 
number of loads and states increases, for example starting a load followed by another. This 
subsection proposes the use of computer and software to perform a multilevel threshold 
detection method that can provide a way to detect state changes of multiple appliances along a 
DC power line by using a single sensor. The method starts detecting during the transient state 
by setting multiple threshold levels in the gradient waveform obtained from the filtered power 
waveform. Compared to a steady-state detection algorithm, the method has shown to be faster 
in detection. Examples of steady state and transient state of 2 loads activities are as shown in 
Figure 4.24. The sequence of load activities is as follows: Appliance A was switched on 
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followed by Appliance B. After Appliance B reached a steady state, Appliance A is switch off 
followed by Appliance B.
 
FIGURE 4.24 EXAMPLE OF STEADY STATES AND TRANSIENT STATES  
In this subsection, a small low-voltage DC office grid that includes some standard DC-
powered gadgets, office equipment, and appliances is set up. In this office grid, a low-voltage 
DC office grid set up consists of a mobile phone charger, a LED desk light, a table top fan, a 
humidifier, a 22" LED TV, and a laptop power adaptor. The grid provides three lines of different 
voltages, namely 19V for the laptop, 12V for the TV, and 5V for the other appliances. The 19V 
and state sensing. The multilevel threshold detection method is applied to the 5V DC bus line 
for single-sensor single bus line multiple-appliance states sensing.   
In the set-up, only one power sensor is attached to each DC bus line after the source as 
seen in Figure 4.5; this reduces the number of sensors, communication connections, and ports 
in a set-up with many appliances. The acquired data from a single power sensor is sent to the 
computer for appliance state identification. Using this set-up, it is shown that the proposed 
multilevel threshold detection method can detect the states of multiple appliances along the 
same DC bus line using only one point of sensing.  
This allows the sensor to sense the power of the circuit consumed by all connected 
appliances that are on the circuit. However, this is also more challenging, as the sensor will also 
gather all the noise from individual loads, which will affect the detection process. This is shown 
in (4.15) where PS is the total power, Pl is the power consumed by the individual load, l is the 
noise of the load, S is the intrinsic noise of the source, and n is the number of loads. 
     (4.15) 
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Given that instantaneous power is the product of voltage and current, the sensor will 
read both voltage and current values before converting them into instantaneous power using 
(4.16). 
PS = VS IS      (4.16) 
The multilevel threshold method relies on the fact that the power consumption of the 
load will change, even for a short period of time, when the appliance shifts between states. As 
illustrated in Figure 4.24, the time taken for the state change differs between appliances and 
their changes in magnitude are also different. This rate of change in power consumption with 
respect to time during the transient period, which can be obtained through the gradient 
waveform, is capitalized by the multilevel threshold method. P , the rate of change of power, 
can be obtained from , which is the change in magnitude of power over the time taken, .
       (4.17) 
The gradient waveform, which shows the derivative of the power waveform at 
individual points, can be obtained by applying differentiation along the power.  
Sensed parameters, voltage V and current I, over the data acquisition duration that 
contains n number of data points can be expressed as below in (4.18) and (4.19) respectively. 
This enables multiple state sensing of different appliances by setting different threshold levels 
in the gradient waveform of the power signal obtained from a single bus line. 
     (4.18) 
     (4.19) 
The calculated power P over the period is as seen in (4.20). 
 
     (4.20) 
 
where the individual data point of power pi and can be obtained from (4.21). 
        (4.21) 
Given acquisition frequency f, time interval T between two data points is determined by (4.22). 
      (4.22) 
Therefore, the gradient of the individual data point of power is as seen in (4.23). 
     (4.23) 
62 
 
This will form the gradient waveform P as shown in (4.24).
    (4.24) 
However, the gradient waveform is very dependent on the condition of the raw power 
signal. Noise in the power line is unavoidable. Further to the white noise that is always in the 
power line, there is also sensor noise and appliance noise, especially when there are multiple 
appliances in the same circuit. As differentiation is not robust against noise, a noisy raw signal 
will produce an unworkable gradient waveform, as seen in Figure 4.25, which will be almost 
impractical to work on. Therefore, it is necessary to filter the raw power signal prior to 
differentiation. This is done by passing the signal through a low-pass filter, such as a mean filter, 
Gaussian filter, or Butterworth low-pass filter.  
 
(a) Noisy raw signal after the appliance was switched on 
 
(b) Gradient waveform obtained from a noisy raw signal 
FIGURE 4.25 RAW AND GRADIENT WAVEFORMS  
First order Butterworth low-pass filter with a cut-off frequency of 2.5Hz is used to filter 
away the high frequency white noise. It is then followed by a mean filter window, which 
calculates the average of the m samples of the signal sequence within that window and replaces 
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the data point with the average value, as seen in (4.25). This research uses a mean filter window 
of 100 samples. 
      (4.25) 
where ip is the filtered power value k start from i-m+1, m is the number of samples in the filter 
window. This will form the filtered waveform P  (4.26). 
     (4.26) 
The filtered waveform P  is then differentiated to obtain the gradient waveform P  (4.27).
     (4.27) 
Thresholding is a separation process that goes through the data points of the signal and 
replaces those values below a threshold value with zero and those above the threshold value 
with one. Thresholding eventually creates a pair of binary outputs. It is commonly used in image 
processing for segmentation.  If g(x) is a threshold version of f(x) at some global threshold T, 
(4.28) shows the threshold formula.  
                         (4.28) 
One of the advantages of using a threshold process is that it can eliminate lower value 
noise or unwanted signals that have escaped from the low-pass filter. However, traditional 
binary thresholding processes are not useful for a bus line with multiple appliances (for example, 
the 5V bus line mentioned in this subsection that will have desktop lights, a table top fan, a 
humidifier, and a mobile phone charger). This is because traditional binary thresholding will 
only produce two outputs and will only be applicable for single appliance single line duo states. 
This limitation of two outputs from the thresholding process means the appliance can only have 
 
Taking the advantage that most appliances will have different rates of change during the 
transient period, the multilevel threshold method in this research uses multiple threshold levels 
to sense the different states of multiple appliances.  
Different output values for different threshold levels to indicate different states of 
appliances can be set. A lookout table can be created to match the output values to the different 
states of various appliances. The method can be expanded to include abnormalities and fault 
detection by setting threshold values for abnormalities and faults. An example of a lookout table 
and threshold levels is shown below. 
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TABLE 4.5 EXAMPLE OF LOOKOUT TABLE FOR SINGLE LINE MULTIPLE APPLIANCE DETECTION 
Appliance Operation Threshold 
Min Value 
Threshold 
Max Value 
Output 
No Appliance 
(White Noise) 
- T - T  0 
Appliance A Turn On T  Ta+ 1 
Turn Off Ta-  T - -1 
Appliance B Turn On Ta+ Tb+ 2 
Turn Off  Tb- Ta- -2 
Appliance C Turn On Tb+ Tc+ 3 
Turn Off Tc- Tb- -3 
Fault Fault Otherwise 
 
 
   (4.29) 
Based on the above definitions, the multilevel threshold method is summarized below: 
Obtain the raw power signal waveform from power line 
Obtain the gradient waveform from the filtered power waveform 
Apply a low-pass filter on the power waveform to remove high-frequency 
noise 
Determine the threshold values for different states of various appliances; 
determine the threshold values for abnormalities and faults, if needed 
Create a lookout table to match output values with different states of 
appliances, include abnormalities and faults, if needed 
Perform multilevel threshold process on the gradient waveform to identify 
different states of various appliances 
Reconstruct the signal by replacing the signal with the output values from the 
multilevel threshold process 
Use the lookout table to indicate the start of state change for appliances on 
the same power line 
65 
 
4.3.4  Results and Discussions on Multilevel Threshold Detection Software
The multilevel threshold process is applied on the low voltage DC office grid that has 
both single appliance single bus line and multiple appliances single bus line. This subsection 
will demonstrate the effectiveness of the multilevel threshold process in multiple appliance state 
sensing. It will also compare the multilevel threshold process with the steady-state detector 
algorithm and discuss its performance. 
The signal of power waveform of the 5V power line, which had multiple appliances 
connected to it, was acquired. The waveform in Figure 4.26a shows a period of time where the 
humidifier, desktop LED lights, and table top fan were switched on and off. The waveform was 
passed through a low-pass filter to obtain the filtered waveform (Figure 4.26c). 
 
 (a) Raw Power Waveform Obtained from Single Sensor 
 
(b) Gradient Waveform Obtained from Raw Power Waveform 
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(c) Filtered Power Waveform 
FIGURE 4.26 RAW POWER, GRADIENT AND FILTERED POWER WAVEFORMS 
Table 4.6 
operations to the output value of the multilevel threshold process for the 5V office pico-grid 
with humidifier, desktop LED light and table top fan.  
TABLE 4.6 LOOKOUT TABLE FOR MULTIPLE APPLIANCE SENSING IN A 5V OFFICE PICO-GRID  
Appliance Operation Threshold Min 
Value 
Threshold Max 
Value 
Output 
None  
(White Noise) 
- -10 10 0 
Humidifier Turn On >10 15 1 
Turn Off -15 <-10 -1 
Desktop LED Light Turn On >15 20 2 
Turn Off -17 <-15 -2 
Table Top Fan Turn On >20 30 3 
Turn Off -30 <-17 -3 
Desktop LED Light and Table Top 
Fan 
Turn On >30 40 4 
Turn Off -40 <-30 -4 
Fault  
(+ve value) 
+ve value >40 - 5 
-ve value - <-40 -5 
 
The multilevel threshold method was applied to the gradient waveform with reference 
to the lookup table. Figure 4.27 Illustration of Multiple Threshold Levels on Gradient 
Waveform illustrates its implementation on the gradient waveform.  
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FIGURE 4.27 ILLUSTRATION OF MULTIPLE THRESHOLD LEVELS ON GRADIENT WAVEFORM 
Figure 4.28 shows the reconstructed resultant waveform after the multilevel threshold 
method. The multilevel threshold detection method provided a way to successfully determine 
all the state changes of various appliances on a single 5V bus line, including the two state 
changes where both the desktop LED light and table top fan was switched on and off together.
 
 
FIGURE 4.28 RESULTANT WAVEFORM WITH COMPARISON TO RAW POWER 
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The steady-state detector algorithm is usually used to detect when a system has gone 
into its steady state. It can also be applied by using the known operating signal magnitude of 
the steady state. The steady-state detector algorithm calculates the mean µ and standard 
deviation  of the signal during a steady state. It assumes that a steady state is reached when the 
value of the signal falls within the value of µ ± 3  over a period.  Figure 4.29a shows a result 
of implementing the steady-state detector algorithm on the low-voltage DC office grid to detect 
the switching on of a table top fan. The same waveform is applied upon using the multilevel 
threshold process. Its result is as shown in Figure 4.29b. 
One of the main differences between the steady-state detector algorithm and the 
multilevel threshold detection method is that the former requires the system to reach a steady 
state before starting the detection while the latter will start sensing during the transient period 
when the appliance shifts from one state to the next. As observed from the two diagrams above, 
the multilevel threshold detection method can detect approximately 0.5s earlier. 
 
(a) Steady-state Detection Algorithm Detecting State at 3.2s 
 
(b) Multilevel Threshold Detection Method Detecting State at 2.7s 
FIGURE 4.29 COMPARISON OF STEADY-STATE DETECTION AND PROPOSED MULTILEVEL THRESHOLD 
DETECTION METHOD USING THE SAME WAVEFORM 
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Another difference is that the steady-state detector algorithm uses the raw waveform 
while the multilevel threshold detection method requires an additional step to obtain the 
gradient waveform. However, the resources required for this extra step are not significant. The 
advantage of using a gradient waveform is that it provides more information on the rate of 
change of the power consumption of the appliance. For example, two appliances with the same 
steady-state power consumption can be identified in the gradient waveform if the duration in 
which they switch states is different.  
In the final waveform obtained from the multilevel threshold detection method, it can 
be assumed that data points with 0 value indicate there are no significant changes in the states 
and, therefore, the appliance is in a steady state. 
This research shows that fault detection can occur using the multilevel threshold 
of a fault is a sudden surge in current caused by a short circuit. This sudden surge in current 
consumption will have its unique value in the gradient waveform and can be set as another 
This research detects the surge in the gradient 
waveform by setting its own unique set of threshold values as compared to the states of the 
appliances. This research triggers a fault alarm if the gradient value falls in this threshold set.
4.4  Load Classification using k-Nearest Neighbours Technique  
As discussed in the previous sections, the state detection and load classification of a DC 
pico-grid can be done using hardware and software multi-level thresholding technique. Ideally, 
the DC current consumption of electrical load should be a constant value; therefore, the simplest 
way to assume the operation of any equipment is by comparing the current consumption from 
the power source to the mean operating current of the office equipment. However, it is observed 
from the experiment that the DC current consumption of equipment is not always a nice straight 
line. On top of the Gaussian white noise in the DC line, there are other noises caused by external 
disturbance or due to internal components. In addition, these methods required much human 
interventions. The alternative is to apply machine learning techniques.   
The electric current waveforms acquired from the grids will form the signature of the 
equipment where machine learning techniques can be used to decipher, analyse, learn, and 
identify as required. Machine Learning has been used a lot in the smart energy management 
system, and k-Nearest Neighbours (kNN) is one of the more commonly used classification 
machine learning techniques in identifying and classifying the test element. The unsupervised 
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K-means clustering, groups the collection of unknown elements into their respective clusters, 
based on similarity in their features.
In detection of states and identification of loads, it is much faster and resource-efficient 
to use extracted features instead of using every data point from the data set. Extracted features 
are derived values from a data set that are informative and non-redundant. Good features should 
be descriptive of the data set and should help to reduce the dimensions of the data set 
significantly. 
In the following subsection, the use of kNN is applied on the 1st second of the current 
waveform to classify the DC loads. Section 4.5 presented the combination of both kNN 
classification and K-Means clustering machine learning techniques together for training, 
labelling and classification of the DC loads in the pico-grid.   
4.4.1  DC Appliance Classification using 1st Second Extracted Features 
This subsection puts forward an effective way to quickly identify DC household 
appliances by sensing the DC demand load side and applying computation intelligence 
techniques for classification and identification by using the features extracted within the 1st 
second of the current waveforms. This technique can be easily implemented in a DC micro-
grid. 
The chapter demonstrates the capability of the method with the data collected from three 
different types of 12V DC loads: LED lights, a DC-powered fan, and a DC-powered fridge 
using Peltier technology. The sampling frequency was set at 500Hz, which was 10 times the 
and display any inheritance waveforms from the AC power supply, if there are any. In this 
experiment, it was also able to effectively capture the characteristic of the in-rush current when 
the appliance was turned on. It is observed that the system went into steady-state operation 
mode within a second. This 1st 
signature of the waveform where features can be extracted for identification purposes. The 
method will examine the current waveforms generated from each of the appliances and extract 
useful features from the 1st second of the waveforms. These can be used in the kNN technique 
to classify and identify the appliances easily. 
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4.4.2  Observation and Comparison between Sensed Voltage and Current
VDC is the voltage sensed parallel to all the DC loads. Figure 4.30 shows the VDC of the 
three appliances as they went through the same procedure of turning on, steady state and turning 
off. It is observed that the VDC of the three circuits, which are the parallel voltages across the 
loads, do not have distinct characteristics when the circuits are in the inrush current stage or 
during the steady-state normal operation stage. But they do exhibit unique features when the 
circuits are turned off. The VDC of the Peltier fridge had an almost instantaneous drop.  
The DC motor fan has an almost constant gradient of deceleration in the drop of its VDC. 
It follows a linear equation that inclined towards a straight line. The LED light  voltage 
decreases at a decelerating rate that followed an exponential decay phenomenon. However, this 
unique feature of the VDC occurs only when the appliances are shutting down, therefore it would 
not be useful in the classification and identification if it is to be used in a real-life situation. 
Identification of individual appliances should be done immediately after the appliances are 
turned on so that other strategies or smart controls can be put in place. 
(a) Peltier Fridge Voltage Waveform 
 
(b) LED Lights Waveform 
 
(c) DC Motor Fan Voltage Waveform 
 FIGURE 4.30 EXAMPLES OF COLLECTED VOLTAGE WAVEFORMS 
In comparison, the current waveforms, iraw, illustrated in Figure 4.31 show that, within 
the 1st second after starting up, these three appliances exhibited unique characteristics in their 
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raw current waveforms - their signatures. It was observed that the iraw waveforms can then be 
separated into two main stages, the inrush current initial starting up stage and the steady-state 
operation stage. These 1st second signatures allow the identification process to be performed in 
the shortest time and be useful information for strategy planning in smart controllers. 
  
(a) First 1 Second Current Waveform of Peltier Fridge     (b) First 0.1s Current Waveform of Peltier Fridge
  
  
(c) First 1 Second Current Waveform of LED Lights  (d) First 0.1 Second Current Waveform of LED Lights 
 
  
(e) First 1 Second Current Waveform of DC Motor Fan  (f) First 0.1 Second Current Waveform of DC Motor Fan 
FIGURE 4.31 RAW CURRENT WAVEFORMS SHOW 1ST SECOND SIGNATURES 
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The information and data from the 1st second of these waveforms was collected and pre-
processed such that the unique features could be extracted from them for use as training data in 
the classification and identification process.  
4.4.3  Features from the 1st Second Current Waveform 
As seen above, 500 samples in the 1st  is 
sufficient for the feature extraction in the required training set. Mean operating current value is 
obviously one of the most distinctive features. The mean or average value, iµ, is the expected 
value of the data set which can be calculated by summing up the values of all data points divided 
by the size of the data set (4.32). The next useful feature will be the variance of the electric 
current during steady state. The variance value, ivar, is the squared of the standard deviation 
value, i , of the data set. The standard deviation is a measure of how spread out the data poi
values are from its mean (4.33); and this is used to quantify the amount of variation or dispersion 
of a data set. The usable features that were extracted are as follows: 
 Maximum value of the inrush current starting up stage, imax 
 Gradient of inrush current during starting up stage, igrad 
 Mean value of operating current during steady-state operation, imean 
 Variance of operating current during steady-state operation stage, ivar 
 Ratio between the maximum inrush current and mean value of the steady-state operation 
stage, iratio 
Features imax, imean, can be considered as primary features which can be easily obtained 
from the waveforms, whereas features igrad, ivar, idiff and iratio were secondary features that 
required additional calculation on the 2 primary features.   
One of the important factors for consideration in the building of the training set in 
classification is the acquisition length of measurement. In this context, it is the duration of the 
sensing of current and its sampling rate. Longer durations and the higher sampling rates give 
more information for the training set but require greater resources and time for processing. On 
the other hand, important details may be lost if the duration is too short or the sampling rate is 
too low.  
There are two segments of interest in the 500 samples. The first segment of interest is 
the initial surge of inrush current when the appliance turns on. The maximum value of the initial 
surge current is observed to occur within the first 0.1s. Thus, in order to reduce the processing 
time and resources, the program extracted this feature from the first 50 logged values.  
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(4.30)
By finding the occurrence of the maximum value of the initial surge, it is possible to 
estimate the acceleration of the initial surge current. This is the best fit gradient, igrad, which can 
also be used as one of the features.  
The second segment of interest is the steady-state operation stage of the waveform. As 
observed, the waveform stabilized into steady-state after the appliance was turned on for 0.5s. 
The mean value of the operating current was thus taken by averaging the iraw values from 0.5s 
to 1s.  
     (4.31) 
The variance of the operating current during steady-state is also taken from 0.5s at to 1s. 
Variance, ivar, is as shown below where m is the data set size. 
    (4.32) 
The ratio between the two primary features imax and imean is used as another feature as seen 
below.  
      (4.33) 
These features is used in the kNN classification which the subsection will discussed. 
4.4.4  Discussion on kNN Algorithm for the 1st Second Current Waveform  
KNN is one of the most commonly used supervised machine learning techniques for 
data mining and classification; it is a distance-based algorithm. The algorithm is based on the 
computation of the k nearest training vectors in the overall training set and on the election of 
the class through majority voting on the labels of the nearest vectors.  
The algorithm has a set of training objects. These training objects are vectors of attribute 
values, and each object is labelled with a class. In this experiment, the features extracted from 
the current waveforms formed the training objects and there were 10 training objects per 
appliance in the set. Although there is no restriction in the number of dimensions or attributes 
for the training objects, the authors only explored 2- and 3-dimensions in order to avoid the 
curse of dimensionality, where the data becomes too sparse and dissimilar to be effective in the 
kNN algorithm.  
During the classification process, the test object is placed among the training objects 
and the distance between the test object and individual training objects is computed. The set of 
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k closest training objects was used to determine the class of the test object. For this research, 
Euclidean distance was used. The formula below gives the Euclidean distance d between the 
test object x, and a training object y; where xi and yi are the ith attributes of x and y, respectively. 
     (4.34) 
Scaling of attributes was required to prevent distance measures from being dominated 
by the larger value attributes, such as the igrad in this experiment. The proposed scaling factors 
are indicated in Table 4.7 Scaling Factors for Experiment below. 
TABLE 4.7 SCALING FACTORS FOR EXPERIMENT 
Attributes Min Max Scaling factor 
Primary imax 0.2688 A 4.224 A 1 
imean 0.2042 A 3.9176 A 1 
Secondary  igrad 2.8 A/s 468 A/s 0.01 
ivar 0.0552 mA 5.2 mA 1000 
iratio  1.0396 A 12.8614 A 0.5 
 
The 2-dimensional plots in Figure 4.32 showed the clusters of the training objects based 
on their attributes.   
From the above training sets of the appliances, LED lights processed the most consistent 
features with high density clusters. In comparison, the training objects of the Peltier fridge and 
the DC motor fan were more widespread, and their clusters had lower densities. It was observed 
that the primary features imax and imean were the best features use in the classification of the three 
appliances. They were high density clusters that had good distance between them.  
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FIGURE 4.32 EXAMPLES OF TRAINING SETS IN 2-D PRESENTATION 
Test objects of the three appliances were obtained from their 1st second current 
waveforms. They were tested in the kNN algorithm with the primary features imax and imean. 
Figure 4.33a, b and c show that the kNN technique can easily identify the three appliances by 
determining their nearest-neighbour list.  
The clusters created with secondary features are not as closely packed as those with 
primary features, but they can be used to classify similar appliances. Figure 4.33d showed an 
example of a smaller size DC motor fan, which had a maximum inrush current of 1.48A and a 
mean operation current of 0.1095A. It was mistakenly classified as a LED lights instead of a 
DC motor fan. This occurred because the primary features, imax and imean, were used as the only 
attributes of the training set. 
 
              
(a) imean and imax     (b) ivar and imax 
 
(c) ivar and igrad 
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FIGURE 4.33 KNN CLASSIFICATION USING IMAX AND IMEAN FEATURES 
An alternative solution to this was to use secondary features as the attributes of the 
training set. However, the clusters that were using secondary features in the 2-dimensional 
matrix tended to overlap each other, as seen in Figure 4.32c and d; this made it challenging for 
the kNN algorithm to identify the appliances. To address this issue, the three secondary features 
were combined into a 3-D matrix.  
It can be seen in Figure 4.34 that the training objects of the 3 secondary features, iratio, 
ivar and igrad, were well separated in the 3-dimensional plot. Three features in the  
classification is used to avoid the curse of dimensionality for higher dimension. Test objects of 
the three appliances were put to test in the kNN algorithm with these three secondary features 
as attributes.  
Figure 4.34a, b and c showed that the kNN technique successfully identified the Peltier 
fridge, LED lights and DC motor fan. The smaller size DC motor fan was also tested using the 
           
(a)  Peltier Fridge Test Object       (b) LED Lights Test Object 
         
(c) DC Motor Fan Test Object    (d) Small Size DC Motor Fan Test Object 
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three secondary features. kNN was also able to classify it as a DC motor fan. Its nearest-
neighbours are shown in Figure 4.34d.
FIGURE 4.34 KNN CLASSIFICATION USING 3 FEATURES 
The time required for kNN identification is also observed during the experiment. The 
2-attribute identification process was faster than the 3-attributes process. It is noted throughout 
the experiment that 2-attribute identification only required approximately 50% of the time 
necessary for 3-feature identification.  
This subsection employs the kNN machine learning technique in the classification of 3 
DC loads in a DC pico-grid. However, this is done with pre-labelled clusters. In the next 
subsection, K-Means unsupervised machine learning technique will be used to perform self-
labelling of the clusters.  
 
  
(a) Peltier Fridge Test Object    (b) LED Lights Test Object 
           
(c) DC Motor Fan Test Object    (d) Small Size DC Motor Fan Test Object 
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4.4.5  K-means Clustering and kNN Self-Labelling and Classification Technique 
In this subsection, the kNN classification is enhanced by combining it with K-means 
clustering for self-labelling of the clusters. The enhanced method in this research uses 
unsupervised k-Means clustering and supervised kNN in the initialisation stage, to remove the 
tedious process of knowing all elements beforehand. Both methods require features to be 
extracted from the signature obtained from the electric current waveforms of the equipment. 
These features become the attributes of the training and testing elements. The unsupervised K-
means clustering, groups the collection of unknown elements into their respective clusters, 
based on similarity in their features. The clusters are then labelled using the kNN technique, by 
injecting a known test element into the training space. In the normal operation stage, new 
unknown test elements will be created from the acquired signal of the electric current waveform. 
These new unknown test elements will be identified to a labelled cluster using kNN algorithm 
by the majority votes from its nearest neighbours. The steady state of the equipment can be 
determined when the test element is within a distance from the centroids obtained in the K-
means clustering during initialisation stage. 
In this subsection, a 12V DC office grid with common office equipment is set up. The 
proposed method was applied to the DC office grid to initialize the training set which will be 
used to identify the equipment and to determine when they are in steady state. The office grid 
comprises 
experiment was made more challenging by including a 12V to 19V step up DC-DC converter 
for laptop and a 12V to 5V step down DC-DC converter for mobile phone charging. A current 
transducer was installed along the live line of the DC circuit to acquire the signal of the electric 
current waveform. This acquired electric current signature is sent to a computer for processing. 
Fifty readings of steady state electric current waveforms were acquired without labelling. Each 
waveform reading was made up of 300 data points acquired at a frequency of 500Hz. Figure 
4.35 shows all the 50 sample steady state waveforms. 
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FIGURE 4.35 WAVEFORMS FROM FIVE DC EQUIPMENT 
The method starts off with the initialization process as seen in Figure 4.36. The objective 
of the initialisation process is to establish a database for the identification process that will be 
performed during the normal operation. In this initialisation stage, both unsupervised and 
supervised machine learning techniques will be applied. However, the machine will still require 
the inputs from the users to input the number of clusters and to indicate the appliance names. 
This will be done via a simple text-based human machine interface. 
 
FIGURE 4.36 INITIALIZATION PROCESS FOR BLENDED K-MEANS CLUSTERING AND KNN CLASSIFICATION 
SELF-LABELLING  
This experiment is interested in clustering and identifying individual office equipment in 
the office grid, thus only one load is active at any point of time without any overlapping signal 
from other equipment. 
Ideally, the DC current consumption of electrical load should be a constant value; 
therefore, the simplest way to assume the operation of any equipment is by comparing the 
current consumption from the power source to the mean operating current of the office 
equipment. However, it is observed from the experiment that the DC current consumption of 
equipment is not always a nice straight line. On top of the Gaussian white noise in the DC line, 
there are other noises caused by external disturbance or due to internal components.  
In detection of states and identification of loads, it is much faster and resource-efficient 
to use extracted features instead of using every data point from the data set. Extracted features 
are derived values from a data set that are informative and non-redundant. Good features should 
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be descriptive of the data set and should help to reduce the dimensions of the data set 
significantly. Mean operating current value is obviously one of the most distinctive features. 
The mean or average value, iµ, is the expected value of the data set which can be calculated by 
summing up the values of all data points divided by the size of the data set. 
The next useful feature will be the variance of the electric current during steady state. 
The variance value, ivar, is the squared of the standard deviation value, i , of the data set. The 
standard deviation is a measure of how 
and this is used to quantify the amount of variation or dispersion of a data set. 
Although the two extracted features, iµ and ivar, in general, are able to describe most of 
the electric current waveforms of the office equipment, they fall short in the unsupervised 
clustering process. Therefore, on top of the above two familiar features, the paper uses an 
alternative variance, iavar, as the third feature. Instead of the above-mentioned variance which 
is the mean-square deviation from average, iavar is defined as the mean of squared difference of 
successive data (4.35). 
       (4.35) 
of the electric current waveform is during the steady state. The next section will elaborate on 
the use of elements, , formed by the extracted features for unsupervised clustering process. 
K-Means clustering method is an unsupervised machine learning algorithm that 
searches through the features of the elements in the training set and attempts to group elements 
with similar features together. It requires a pre-specified number of clusters, K; K = 5 in this 
paper, as there are five office equipment in the office grid. The elements, , in the training space, 
S, are described by the extracted features. (  ). The number of 
features determines the number of dimensions of the space. Figure 4.37 shows the elements in 
the 2D and 3D spaces.    
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(a) Elements Described by 2 features   (b) Elements described by 3 features 
FIGURE 4.37 ELEMENTS IN 2D AND 3D SPACES  
In order to group elements with similar features together, the K-means method goes 
through an iterative refinement process that seeks to minimise the distance between the 
members of each cluster and its centroid, , which is the mean of the cluster. The method starts 
by randomly assigning all elements in the space to one of the K groups and then calculating the 
error sum of squares, which is Euclidean distance, d, in 3-dimensional space (4.36). 
    (4.36) 
A new clustering is then processed by removing each element one by one and placing 
them in clusters where the centroid is closest to them. This will form clusters with reduced error 
sum of squares. This process is repeated until convergence is reached. 
 As the extracted features are of different scales, normalisation is required to ensure that 
the mean feature is not disproportionally more important than both variances during the 
calculation of distance. Normalised values of features are obtained by dividing the original 
values of an  
One issue with the k-means clustering method is that convergence can occur at local 
optimum, thus global optimum is not guaranteed. If that occurs, the process will have to restart. 
The other issue is that if the elements in the space are not well separated, there will be incidents 
when the elements are wrongly assigned to another cluster. Figure 4.38 shows an example of 
the incorrect clustering of elements. In order to check the reliability of the clusters, it is 
necessary to perform silhouette analysis. 
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FIGURE 4.38 INCORRECT UNSUPERVISED CLUSTERING WITH UNACCEPTABLE SILHOUETTE ANALYSIS PLOT 
Silhouette analysis is a method to validate the consistency and reliability of clusters after 
the unsupervised K-Means clustering process. It studies the separation distance between the 
resulting clusters and plots out a measure that shows how close an element of a cluster is to 
other elements in neighbouring clusters. The range of this measure is between -1 and +1. 
Elements with silhouette value near to +1 denote that they are far away from other clusters. 
Elements with silhouette value near to 0 indicate that they are very close to the decision 
boundary between 2 neighbouring clusters. Elements that might have been assigned incorrectly 
will have negative values. The K-Means clustering process is considered successful when all 
the elements have high value. If there are elements with low or negative values, then it is 
necessary to restart the clustering process. If the occurrence of negative values persists after 
many iterations, then it implies that there are not enough features or there is an incorrect number 
of clusters. The silhouette plot in Figure 4.38 implies that not all elements are well-grouped in 
the clusters, which implies that 2 features are not enough to clearly distinguish the clusters. An 
additional feature, iavar, was added into the clustering process to form 3-dimensional clusters. 
Figure 4.39 shows the result of a successful K-Means clustering process after using 3 features.
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FIGURE 4.39 SUCCESSFUL UNSUPERVISED CLUSTERING WITH ACCEPTABLE SILHOUETTE ANALYSIS PLOT 
It was shown that the unsupervised K-Means clustering method was able to group the 
50 raw steady state electric current waveforms into 5 distinct clusters by using the extracted 
features of iµ, ivar, and iavar. However, the clusters are only labelled with cluster 1, 2, 3, 4, and 5, 
instead of the actual equipment names and, therefore, will not be useful in the identification 
process. The supervised machine learning method, k-Nearest Neighbours, will be used to label 
the clusters. 
KNN is a supervised machine learning algorithm that is based on the computation of 
the k nearest training elements in the overall training set and on the election of the class through 
majority voting on the labels of the nearest elements. It is a distance-based algorithm; this paper 
uses Euclidean distance to determine the closeness of the training elements to the test element. 
It is usually used to classify a new test element; however, in this case, it is used to label the 
clusters instead. 
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The extracted features, iµ, ivar, and iavar, contribute to the attribute values of the training 
elements. In order for the user to label a cluster, the user will need to start the equipment in the 
DC office grid. After the equipment goes into steady state, the signal of the electric current 
waveform can be acquired by the current transducer and sent to the computer. The features of 
the waveform will be extracted in the same way as the training elements, in order to create the 
new test element. This new test element will then be thrown into the training set, and the 
similarities between all training elements and it will be calculated, using Euclidean distance. It 
will be classified to a cluster, based on majority voting of its nearest neighbours using the kNN 
algorithm. The user will then be prompted to enter a label name for the test element, which is 
also the label name for that particular cluster. All the training elements of that cluster will be 
classified and labelled with the same label name. This process is repeated for all the 5 clusters 
in the training set. Figure 4.40 shows the labelled clusters. Using this method, the user will only 
need to keep track of 5 different test element labels instead of all the 50 training elements. This 
will be significant when the training set is very large.  
 
FIGURE 4.40 EXAMPLE OF SUPERVISED LABELLING OF CLUSTERS 
The training space will now become the testing space for the identification of equipment 
while detecting the state of the DC office grid during normal operation of the office grid.  
After the initialisation of the clusters where all clusters are well-defined and labelled, 
the system is ready to run in normal operation with kNN as the equipment identification 
algorithm. During normal operation, the data acquisition will be running constantly. The 
computer will process 300 data points, similar to the number of data points used in the 
initialisation stage, to extract the 3 selected features, namely iµ, ivar, and iavar. These features will 
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form the attributes of the test element. The test element will be placed among the trained 
elements in the testing space. Once again, using kNN algorithm, the test element is classified 
according to the 5 nearest neighbours by Euclidean distance. It is very resource-intensive to do 
the data processing, feature extraction and classification for every subsequent data step; 
therefore, the experiment did the classification after every 50 steps to reduce the workload of 
computer. This step size is adjustable, depending on the needs.  
As the trained elements in the testing space are formed by the features that describe the 
steady state of individual office equipment, this method can also be used to detect steady state 
and transient state of the equipment. The plotting of the test element in the testing space showed 
the state change processes from off state to transient state to steady state. 
Although a steady state of the equipment can be assumed to be established when there 
are more than a certain number of subsequent test elements falling into the same cluster, the 
detection can be further enhanced by setting a boundary around the centroid of the cluster which 
was determined earlier by K-Means clustering. The steady state of the equipment can thus be 
defined, by having a certain number of subsequent test elements being identified by the same 
cluster, and within the boundary set around the centroid. This experiment assumed that a steady 
state has been reached when there are at least 5 subsequent test elements fulfilling the 2 criteria. 
This number can be adjusted according to needs. Figure 4.41 shows the electric current path of 
the test element from the start of a laptop to its steady state. 
 
(a) Raw Waveform of Electric Current 
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(b) Zoomed-in View of Steady State 
 
(c) Electric Current Path of Waveform 
FIGURE 4.41 STAGES OF AN ELECTRIC CURRENT UPON STARTING UP 
 
4.5  Smart Sensing using Blended K-Means and kNN with Hardware 
The smart sensing of ELV DC appliances includes the state-change detection 
methodology and load classification. In this section, resources and time are minimized by only 
processing the acquired signal of current waveform in the DC pico-grid. Both the transient and 
steady state will be used in the proposed technique. Computational intelligence techniques, k-
Nearest Neighbours, K-Means clustering, and other algorithms are used in the system for loads 
classification and state-change detection. Working together with the software in the smart 
sensor are hardware implementation of low-cost operational amplifiers and logic gates; these 
hardware help to share the burden on the controller and release resources for the controller to 
perform more advanced processes. See Figure 4.42. Experimental results are presented to 
Laptop LED TV *Centroids X Test data
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demonstrate the operation of the smart sensor in DC pico-grid This section will elaborate on 
the processes in the smart sensor for the ELV DC pico-grid.
 
FIGURE 4.42 SMART ELV DC PICO-GRID SYSTEM FLOW WITH TRANSIENT AND STEADY-STATE PROCESSES 
4.5.1  Using the Transient State 
State-change detection and load classification can capitalize on the changes in the 
another. As discussed in previous subsections, this short transient period provides several 
features that can be extracted for load classification. The gradient is the derivative of a function. 
It can also be defined as the rate of change of a system. In transient state, the gradient waveforms 
are very useful in simple-step detection algorithms by searching for spikes that indicate an 
increase of magnitude over a period of time. A positive spike would indicate an increase in the 
current, which can be inferred as a switch-on state-change process. On the other hand, a 
negative spike would indicate a decrease in the current, which might mean a switch-off state-
change process. The data samples of the raw current waveform are placed in a 1D matrix I as 
seen below, where m is the total number of samples logged (4.37).  
I = [i1, i2, i3  im]     (4.37) 
Given in is the element in the input signal I and M is the number of points in the window subset. 
 in (4.38) is the computed output signal after the mean window filter.  
 where  (4.38) 
The process to compute the gradient of the waveform at an individual data point.  as seen in 
(4.39) is the gradient matrix of the processed waveform and T being the time interval between 
the two samples. 
    where   (4.39) 
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One of the advantages of computing the gradient waveform is that the state-change and 
steady-state can be easily observed in the gradient waveform. The spikes in the gradient 
waveform indicate that the occurrence of the state-change process while the steady-state, which 
has a zero mean gradient value, will be shown with a small fluctuation along the x-axis, 
regardless of the number of loads that are operating in the grid.  
The appliances in the ELV DC pico-grid will have different rates of change during the 
transient period, this characteristic can be used to detect the state change process as well as the 
preliminary classification of loads. This can be done by setting different threshold levels to 
detect the state change of different appliances in the ELV DC pico-grid.  
  Thresholding is an important segmentation operation used in image processing. It has 
the advantage of removing noises and is mainly used to identify and extract a target from its 
background on the basis of the grey level distribution in image objects. It can also be applied 
in 1D waveform to identify the location of the abnormal large value. Traditional threshold 
operation will only provide binary output, but it can be modified to 3 or more outputs to identify 
the occurrence of stage-change process in the current waveform (4.40). 
     (4.40)  
A positive threshold value can be set for identifying the change of state from off to on 
or from low to high and a negative value can be set for identifying when the appliance is 
switching off or in the reduction of current. The threshold value can be determined via 
observation. Multiple levels of threshold values can be set for different states of appliances. 
The method can be expanded to include abnormalities and faults.  
Another state change detection method that can be used in the transient period is the 
second derivative zero crossing detection algorithms.  They work on the principle that the 
derivative of the derivative, , indicates the local minimums and maximums when its value 
crosses the zero (4.41). The zero-crossing value can be obtained by interpolation from the 
maximum and minimum values or by doing a search algorithm. As differentiation is very 
vulnerable to noisy signal, therefore, to apply the second derivative zero crossing detection 
algorithm effectively, the raw waveform will have to be very clean or require extensive 
processing such as filtering.  
      (4.41) 
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In comparison to thresholding method, the second order zero crossing detection 
algorithms are more resource-intensive. Another alternative is, as mentioned in section 4.3.1, 
to engage the use of low-cost operation amplifier (op amp) and logic gates for state-change 
detection and preliminary load classification. The more resource-intensive computational 
intelligence processes can be performed in the steady state for more accurate classification. This 
low-cost hardware can be applied for single sensor multiple load classification in ELV DC pico-
grid. Using the op amp integrated circuit (IC) such 741, 358, 339 and 311 with logics gates IC 
such as 7404 NOT gate and 7408 AND gate, the circuit can perform low pass filtering, 
differentiation, inverting and non-inverting amplification and thresholding by comparison.  
The state- s data of the ELV DC 
pico-grid current waveform undergoes several stages as seen in Figure 4.43. Stages (a) to (d) 
can be achieved using low-cost hardware of Op Amp and logic gates. The discussion on their 
formulas and applications was done in subsection 4.32. Figure 4.43e produced a more accurate 
reading, but it can only be performed with a back-tracking algorithm in the computer. This will 
be discussed in the later subsection.  
The following hardware design can be referred back to subsection 4.3.1 on the design 
and configuration. As DC is assumed to be 0Hz, a very low cut-off frequency, fc ~2Hz is set in 
Figure 4.43b by setting Rlpf1 Clpf1=3.3µF of the op amp low pass filter configuration 
(4.7) to remove any higher frequency noise. The amplification factor in the differentiator will 
help to amplify the change occurs during the transient state but it cannot be too large as it will 
exceed the voltage range of the op-amp. It is selected to be 4.7 times by setting Rdf and 
Cd1=47µF in (4.9). The inverting amplifier is needed to invert the negative gradient caused by 
appliances shutting down. It is set at 2 times with Rif Ri1 4.12). The non-
inverting amplifier is necessary if the amplification at the differentiator is not enough, in this 
experiment, it is also set at 2 times, where Rnf=Rn1 4.13). By setting the threshold 
values, the system separates the loads that are causing the change of state in the ELV DC pico-
grid. 
uirements.  
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(a) Acquired Waveform 
                
 
(b) Filtered Raw Waveform 
                 
 
(c) Gradient Waveform 
                  
(d) State-change Indications after Thresholding operation 
 
                  
(e) State-change Detection Result with Backtracking Algorithm 
FIGURE 4.43 STAGE-CHANGE DETECTION PROCESS 
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4.5.2  Using K-Means and kNN in Steady State
The steady state, n, occurs when the grid has passed the state change process and the 
its steady state does not fluctuate beyond three multiples of standard deviation, , from its mean, 
, over a period of time (4.43).  
       (4.42) 
   (4.43) 
This steady state detection algorithm can also be used for load classification. The mean 
and standard derivation values of the various steady states are to be acquired before the start of 
the detection as prior knowledge. The load can be identified when the value of the current 
waveform falls between the  This is applicable for multiple load 
detection as under the assumption of uncorrelated and independent variables, the mean and 
variance are additive. The mean of summation of all the operating loads values is the summation 
 (4.44).     
i i)     (4.44) 
This steady state detection algorithm does not work well with noisy waveform as the 
fluctuation of signal frequently exceed the  condition of a steady state. Thus, an 
enhancement to this method is to include a comparison of two variances. The first variance, var, 
which is commonly used is the mean-square-standard deviation from average can be obtained 
from the above standard deviation.  
The second variance,  is defined as the mean of squared difference of successive data, 
see (4.45). Ideally, steady state is defined when the ratio of the two variances is near to unity, 
however, this is a very stringent condition, thus a threshold value, Tvalue, of near 1 such as 2 
or 3 can be set as the boundary for occurrence of steady state. This algorithm is resource-
intensive as it involved continuous calculation.   
      (4.45) 
    (4.46) 
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Load aggregation is essentially a classification problem, thus computational intelligence 
technique such as K-Means and kNN can be used to solve the problem. 
K-Means clustering technique is an unsupervised machine learning algorithm that 
searches through the features of the elements in the training set and attempts to group elements 
with features together. It requires a pre-specified number of clusters, K, which is the number of 
loads in the ELV DC pico-grid. In the training phase, the features are extracted from the 
elements of the training set. The elements of the training set are the data acquired for the current 
waveform of the ELV DC pico-grid.  The number of features will determine the number of 
dimensions of the space. The K-Means method goes through an iterative refinement process 
that seeks to minimize the distance between members of each cluster ( ) and its 
centroid C. C is the mean of the cluster. One of the commonly used distance in K-Means 
clustering is the Euclidean distance d (4.47).  
      (4.47) 
Scaling of attributes is required if the range of the attributes differ by a lot. Weights can be 
added in (4.48) to prevent distance measures from being dominated by the larger value 
attributes.  
     (4.48) 
 After the elements have been clustered and labelled, kNN can be applied in the real-
time operation to classify the input of signal from the ELV DC pico-grid. Using the same 
features as those in the k-Means clustering, the kNN classification method will extract the 
features from the current waveform signal and classify it to a cluster. The election of class is 
decided through the majority voting on the labels of the k nearest elements. Similar to K-Means, 
this is a distance-based algorithm, thus the same Euclidean distance is used here. The extracted 
features from the steady state current waveform are the mean, , variance, var, and alternative 
variance,  They contribute to the attribute values of the elements. Steady state can also be 
defined when several succession occurrences of the test elements within a boundary from the 
cluster centroid or it has been classified to the same class over a number of times. 
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4.5.3  Implementing an Ignore Window Process and Back Tracking Process
Some of the loads will go through a series of activities after a state-change process and 
before it stabilizes into steady state. This will result in erroneous detection and resource wastage. 
Hence an ignore window process is recommended if a load has unwanted after-effects or 
repercussions after a state-change process. The ignore window will also help to speed up the 
process by ignoring that period of data. Pseudo code as below. 
In the event where the accuracy of starting point of state-change detection is important, 
a backtracking algorithm can be implemented to enhance the method. An algorithm will be 
implemented on the mean filtered gradient waveform where state-change is as indicated by the 
thresholding process. In detecting the starting up of the appliance, the value of the spike is 
positive thus the algorithm will check whether the previous value is less than or equal to zero. 
If it is not, it will keep back tracking until it finds a previous value that is less than or equal to 
zero. That data point will be the start of state change process of the appliance. In detecting the 
shutting down of appliance, if the previous value is larger or equal to zero, it means that the 
appliance has just started the shutting down process and thus that data point is the start of the 
state change process. The state-change indicated by the backtracking process is much closer to 
the actual starting point as compared to just the thresholding process. The pseudo code is as 
follows.  
  
These additional stages of backtracking and ignore window will have to be done in 
software hosted by controller or computer. They cannot be replaced with low-cost hardware. 
These are the resources and time trade-off for the improvement in accuracy. Figure 4.43e shows 
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that the backtracking algorithm returns more accurate result. Figure 4.44 and Table 4.8
Comparison of Results Between Algorithms compares the result of state-change detection with 
classification with different methods. 
 
FIGURE 4.44 COMPARISON BETWEEN ALGORITHMS  
TABLE 4.8 COMPARISON OF RESULTS BETWEEN ALGORITHMS 
Legend Algorithm T (s) T (s) 
 Actual state change 0.196 - 
 State-change detection with enhancement 0.200 0.004 
 State-change detection without enhancement 0.218 0.022 
 
2nd Derivative zero crossing algorithm with 
interpolation 
0.272 0.076 
 2nd Derivative zero crossing algorithm using search 0.276 0.08 
 Steady state algorithm using variance ratio 0.150 -0.046 
 
4.5.4  Example of Steady State Detection and Load Confirmation 
Upon the detection of steady state, the computational intelligence techniques of K-
Means and kNN is combined for load confirmation. The variables used are mean ( ), variance 
(var) and alternative variance ( ). These are features extracted from the elements to form the 
3-dimensional space. Figure 4.45 Example of K-Means Clustering with kNN Techniqueshows 
the clusters and centroids after K-Means clustering. The clusters are labelled according to the 
loads. During operation mode in steady state, kNN technique is triggered by the state-change 
detection, which occurs in transient state, to classify the test data by majority voting. It shows 
an example of the test element of a TV data classified by kNN technique.  
96 
 
FIGURE 4.45 EXAMPLE OF K-MEANS CLUSTERING WITH KNN TECHNIQUE 
4.5.5  Validation for State Change Detection with Load Classification 
The proposed technique is put to test in the 5-fold cross-validation. Its performance is 
evaluated by the cross-validation error Ecv as seen in (4.49). K is the number of fold and EK is 
the error of individual fold. SDE in (4.50) is the estimated standard deviation of the error in the 
validation. N is the sample size.  
      (4.49) 
     (4.50) 
For the testing of every class in the ELV DC pico-grid, a base load or no load was set 
and the additional appliance was switched on and off over a period to shift between the classes. 
The cross-validation error of the proposed method is dependent on the ELV DC pico-grid setup 
and it is not possible to present all variation of ELV DC pico-grid. Thus, only two examples of 
ELV DC pico-grid are shown and discussed. Grid A hosted 3 dumb appliances, namely 12V 
Table top fan, 5V Desk light and 12V mini-fridge. Grid B hosted another 3 intelligent 
appliances, namely 19V laptop, 5V mobile phone and 12V LED TV. During On state, the laptop 
was used to do simple word processing task and the LED TV was showing a movie.  A variety 
of voltages were used to test the robustness of the technique. The experiments were done over 
a few hours with the appliances turning on and off with sampling rate of 100Hz. Table 4.9 
shows cross-validation errors. 
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TABLE 4.9 RESULTS OF 5-FOLD VALIDATION FOR STATE CHANGE DETECTION AND LOAD CLASSIFICATION 
FOR INDIVIDUAL LOADS 
ELV Grid A: Mini-fridge, Fan and Light (kNN window = 2s) 
Class Base load Switching load ignore window (s) ECV %
1 No Load Mini-fridge 20 8.0 
2 No Load Lights 1 0 
3 No Load Fan 5 4.62 
4 Mini-fridge Lights 1 0 
5 Mini-fridge Fan 5 5.95 
6 Light Fan 5 0 
7 Mini-fridge +Light Fan 5 0 
Overall average error  2.65 
 
ELV Grid B: Mobile phone, LED TV and Laptop (kNN window = 10s) 
Class Base Load Switching Load Ignore window(s) ECV %
1 Standby  Phone 1 0 
2 Standby Laptop 30 7.69 
3 Standby LED TV 10 2.53 
4 Phone Laptop 30 5.7 
5 Phone LED TV 10 7.67 
6 LED TV Laptop 10 6.0 
7 Laptop+Phone LED TV 30 16.5 
Overall average error % 6.6 
 
ELV Grid A managed to have a very good average error of 2.65%, with the 
classification error being largest for refrigerator. This is due to the transient state of the 
refrigeration taking a longer time as compared to the rest. This can be avoided by setting a very 
long ignore period which could result in slow detection. A compromise was done, and the error 
percentage is at 8.0%. Some of the classes were quite distinct from each other therefore 
managed to have 0% error. An example of the implementation of the technique is as shown in 
Figure 4.46 Example of Multiple Load Detection in DC Pico-grid.  
ELV Grid B, which consisted of intelligent loads, proved to be more challenging. It 
averaged a 6.6% error. In order to achieve low error percentage, there were trade-off in delay 
in detection. Most of the error occurred during the transient states as these appliances possessed 
complicated waveforms. Thus, high ignore windows were required. As the waveforms were 
more complicated, large kNN window period was set. The detection in Grid A was also much 
cleaner. The kNN classification in Grid B was called into action every time there was a spike 
which might not be due to the state-change.  
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(a) Raw Waveform of Grid 
(b) Classification of Loads in Grid 
FIGURE 4.46 EXAMPLE OF MULTIPLE LOAD DETECTION IN DC PICO-GRID 
Another experiment that used conventional kNN classification during steady state 
without information from transient state was done for comparison. As shown in Table 4.10, in 
Grid A, the proposed technique and the conventional kNN classification had about the 
number of detection done using the proposed technique was only 0.1% as compared to 
continuous classification of every data points in conventional kNN classification. In Grid B, the 
proposed technique ignored the transient periods and therefore had less error and it used 
only 2.8% of resources as compared to conventional kNN classification. Intelligent loads such 
as laptop will go through several transient states when they are performing different tasks but 
will eventually return to their steady states. However, if they were to perform at different level 
such as power setting of and 
similar to a fan with 2 speeds and will need to be trained as 2 different classes. 
This research shows that it is possible to inject intelligence into an ELV DC pico-grid 
of dumb appliance by implementing a smart sensor that perform multiple load classification. 
This method is more cost-effective as compared to adding a sensor and intelligence in every 
single appliance. Experiments show that the proposed technique worked very well with dumb 
appliances with very low error percentage. It is able to perform acceptable well with intelligent 
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loads, but with trade-off in applying bigger ignore and kNN window. This research shows that 
the presented method edged out conventional steady state kNN load classification by using 
significantly less resources. The method in this research can be designed and integrated in smart 
sensors for load monitoring and management system of DC home or office pico-grid. However, 
the features used for kNN and K-Means algorithms in this section required the user to manually 
extract them. In the next section, deep learning which is possible to provide solutions with the 
minimum intervention of human for feature extraction is explored for load disaggregation. 
TABLE 4.10 RESULTS OF 5-FOLD CROSS VALIDATION IN PICO-GRID LEVEL 
Grid ECV % SDE %  ESS % 
A  2.65 3.77 0.1 2.88 
B 6.6 5.21 2.8 14.7 
ECV is the cross-validation error, 
SDE is standard deviation of the error, 
ESS is the error of kNN classification using steady state only  
 
conventional kNN classification using steady state only 
 
4.6  Load Disaggregation using 1-D Convolutional LSTM RNN  
More recently, the introduction of deep learning coupled with advancements in 
computational power, especially in the Graphic Processing Unit (GPU), has increased the 
awareness and interest in applying Deep Neural Network (DNN) technology in the electrical 
power systems. DNN, which is the stacking of multiple layers of Artificial Neural Networks 
(ANN), has been shown to benefit several applications. The DNN architecture has been 
successful in learning feature representation, thus reducing the effort to manually engineer 
feature extractions. The number of hidden layers in a DNN can provide increase extraction to 
improve learning ability and task performance. The Long Short-Term Memory (LSTM) 
Recurrent Neural Network (RNN) is a subset of ANN, where stacked multiple hidden layers in 
LSTM-RNN will form a DNN. The LSTM RNN is a sequence-based model and is able to work 
very well in time series sequence classification. The objective of this research is to perform 
load disaggregation of the DC loads in a pico-grid using the current signal waveform, which is 
also a time series problem, thus stacked LSTM RNN is used. The section demonstrated that the 
multiple hidden layers helps in achieving high accuracy classification.  
A 1-D Convolutional stacked LSTM RNN technique and its associated results of two 
different types of ELV DC pico-grids, namely the dumb grid and smart grid, are explored within 
this section. Two different types of ELV DC pico-grids were used to demonstrate the 
effectiveness of the proposed technique. The first grid consisted of simple loads which only had 
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the basic 
thus named dumb grid. The dumb loads are single function appliances that are low cost with no 
economic sense to insert additional features. The loads used here were a set of 5V LED lights, 
a 12V DC fan and a 12V Peltier-cooled refrigerator. Unlike the dumb DC pico-grid, the second 
grid, which is called the smart DC pico-grid, consisted of loads with intelligence and more 
functions and features. As compared to the dumb loads, the smart loads have more sophisticated 
current waveforms which makes them more difficult to classify and recognize.  
A variety of voltages were used in the smart DC pico-grid to test the robustness of the 
proposed technique. It included a 19V laptop, a 5V mobile phone and a 12V LED TV. These 
loads and their configurations were allocated to classes as seen in Table 4.11 and Table 4.12. 
TABLE 4.11 LOADS AND THEIR RESPECTIVE CLASS FOR DUMB ELV DC PICO-GRID 
Class 12V DC fan 5V LED lights 12V fridge 
0 OFF OFF OFF 
1 ON OFF OFF 
2 OFF ON OFF 
3 ON ON OFF 
4 OFF OFF ON 
5 ON OFF ON 
6 OFF ON ON 
7 ON ON ON 
 
TABLE 4.12 LOADS AND THEIR RESPECTIVE CLASS FOR SMART ELV DC PICO-GRID 
Class 5V Phone 12V LED TV 19V Laptop 
0 OFF OFF OFF 
1 ON OFF OFF 
2 OFF ON OFF 
3 OFF OFF ON 
4 ON ON OFF 
5 ON OFF ON 
6 OFF ON ON 
7 ON ON ON 
 
The next sub-section 4.6.1 will provide the experimental approach and methodology. 
The 2 different types of ELV DC pico-grid and the experimental setup are discussed, as well as 
the proposed technique of 1-D Convolutional stacked LSTM RNN technique. Sub-section 4.6.2 
presents and compares the results.  
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4.6.1  1-D Convolutional LSTM RNN Methodology
Convolutional is an important operation in signal processing. It consists of a window
which slides along the input signal and perform an operation to produce an output signal. In 
this research, the Convolutional window is made up by the number of time steps required for 
the ANN to perform DC pico-grid load classification. The sequence i_raw signals for the past 
M time steps are to be considered, where I_raw = [i_rawt-M t-2, i_rawt-1, i_rawt]. The 
size of the convolutional window will depend on the number of time steps required. This 
window will then slide along the input signals and feed into the neurons in the input layer of 
the ANN. The use of time step convolutional allows the system to consider a window block of 
data instead of an individual datum. 
An Artificial Neural Network (ANN) consists of nodes which are artificial neurons and 
allow information from one neuron to pass to another neuron or to itself in a future time step. 
An artificial neuron, hi, will receive I number of inputs, xi. There is a weights matrix denoted 
by wih and a learnt bias, bh, on the connection from the input i to the neuron hi. This is passed 
through an activation function  yh (4.51). A forward 
pass of an ANN is where the information flows from the input layer, through any hidden layers, 
to the output. The weights and bias are learnt and updated during the backward propagation.
     (4.51) 
A Single Layer Perceptron (SLP) consists of an input layer of neurons, one hidden layer 
of neurons and a final layer of output neurons. Deep Neural Nets are Multilayer Perceptron 
(MLP) which consist of multiple fully connected layers of neurons with several hidden layers 
of neurons stacked together. Figure 4.47 shows a typical architecture of a stacked neural 
network. 
In the later result subsection, two activation functions will be compared. They are 
Sigmoid (4.52) and Rectified Linear Unit (ReLU) (4.53), as below. 
       (4.52) 
     (4.53) 
  Multiple nonlinear hidden layers can be added to re-represent the input data and this 
creates a deep nonlinear network. The objective in this paper is to perform classification of 
loads in an ELV DC pico-
Regression. It is multinomial logistic regression that handle multiple classes,  
where K is the number of classes. 
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(a) Artificial Neuron in Neural Network 
 
(b) Multilayer Perceptron 
FIGURE 4.47 AN EXAMPLE OF DEEP NEURAL NETWORK 
 The Softmax function reduces the output of each unit to be between 0 and 1. It divides 
each output such that the total sum of the outputs is equal to one. The output of Softmax function 
gives the probability that any of the classes are true, which is equivalent to a categorical 
probability distribution (4.54) where z is the input vector to output layer and j indexes the output 
units. 
       (4.54) 
 
The supervised learning of the neural network is done using backward propagation. The 
set of inputs. The loss or error of the output relative to the target is computed using the loss 
function. The weights and bias in that direction will then be modified by the optimizer algorithm.   
The targets of the neural network output in this paper were given numerical values and 
were converted into categorical format, therefore categorical cross-entropy was used as the loss 
function. The cross-entropy loss, lsx, measures the performance of a classification model where 
output is given as a probability value between 0 and 1. Its loss increases as the predicted 
probability diverges from the actual label. In a multiclass classification, as in this paper, the 
cross-entropy loss is the sum of all of the separate losses for each class label per observation. 
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Equation is given in (4.55) where M is the number of classes, bo,c is the binary indicator if class 
label is correct and po,c is the predicted probability observation o is of class c.
      (4.55) 
The optimizer algorithm used in this paper divides the learning rate for a specific weight by a 
running average of the magnitudes of recent gradients for that same weight. The learning rate 
set at the default of 0.001 and the decay is set to 0.9. The batch size used in the forward 
pass for this paper is 1024. 
Unlike traditional feedforward neural network, Recurrent Neural Networks (RNN) are 
sequence-based model. They are able to establish temporal correlations between previous 
information and current circumstances. By using the recurrent connections between the neurons 
in the time series problems, the decisions an RNN made at time t-1 could affect the decision at 
time step t. RNNs are trained by back propagation through time (BPTT). However, learning 
long-range dependencies with RNNs is difficult due to the problems of gradient vanishing or 
exploding. In the issue of gradient vanishing, the norm of the gradient for long-term components 
decreases exponentially fast to zero as small gradients or weights (which are less than one) are 
multiplied many times over through the multiple time steps. This resulted no significant change 
-term temporal correlations. 
Gradient exploding refers to the opposite phenomenon.  
LSTM networks (based on RNN) have a unique neuron structure called the memory cell, 
which helps to overcome the vanishing gradient problem by employing multiplicative gates that 
enforce constant error flowing through them. These memory cells are able to store information 
over an arbitrary time. Three gates (input gate it, output gate ot and forget gate ft) are used to 
control the information flowing into and out of the memory cells. Each gate has an activation 
function and receives the same input as the input neuron. The input gate determines which 
element of the input vector is required and preserved in the internal state. The forget gate 
determines which state variables should be remembered or forgotten from the previous state st-
1. The output gate decides which internal state st should be allowed through as an output from 
the LSTM ht.  See Figure 4.48 for more details on the structure. 
104 
 
 
FIGURE 4.48 ILLUSTRATION OF AN LSTM STRUCTURE 
Let the input node be gt, the internal state be st and the input sequence for an LSTM be 
x = [x1, x2 T] where xt k represents a k-dimensional vector of real values at the tth time 
step. The memory cell state st-1 interacts with the intermediate output ht-1 and the subsequent 
input xt to determine which elements of the internal state vector should be updated, maintained 
or erased based on the outputs of the previous time step and the inputs of the present time step. 
The formula for all nodes in an LSTM structure are shown below. 
Deep learning neural networks can be created by stacking several LSTM layers within 
the hidden layers. The LSTM cells in a hidden layer are joined through recurrent connections. 
Each cell in a lower LSTM hidden layer is fully connected to each unit in the above layer via 
feedforward connections. All the weights and biases are learnt by minimizing the differences 
between the outputs and the actual training samples. (4.56  4.61) show the equations where 
Wfx, Wix, Wgx, Wox, Wfh, Wih, Wgh and Woh are weight matrices for corresponding inputs of the 
network activations;  represents an element-wise multiplication; 
activation function;  represents tanh activation function. 
ft fxxt + Wfhht-1 + bf)      (4.56) 
it ixxt + Wihht-1 + bi)      (4.57) 
gt = (Wgxxt + Wfhht-1 + bg)      (4.58)  
ot oxxt + Wohht-1 + bo)      (4.59) 
st = gt  it + st-1  ft      (4.60) 
ht = (st)  ot      (4.61) 
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This research proposed using the 1-D Convolutional Stacked LSTM RNN for the load 
classification in ELV DC pico-grid. The architecture is as shown in Figure 4.49. A window 
width of the desired number of time step is set for 1-D convolutional process before they are 
sent to the input layer of the neural network.  This is then flow into the LSTM hidden layers. In 
the output layer is the Softmax classifier which will give a binary 1 for the class that has the 
highest probability and 0 for the rest. This will output as the predicted class 
FIGURE 4.49 ARCHITECTURE OF 1-D CONVOLUTIONAL STACKED LSTM RNN TECHNIQUE 
4.6.2  Results and Discussion on 1-D Convolutional LSTM RNN 
In this subsection, the application of traditional SLP, MLP and Stacked LSTM RNN on 
the classification of dumb loads and smart loads in ELV DC pico-grids are discussed and 
contrasted. All simulations were done on Python 3.6 software using a Keras Library backend 
and Tensorflow. The data used were collected from the dumb and smart ELV DC pico-grids 
using the experimental setup in section 4.2. The acquisition process of the training data set was 
done in one long non-stop trial where the appliances in the ELV DC pico-grid were turned off 
and on several times. This mimics a real-world scenario on the behaviour of a user training the 
network.   
The experiment started with classification of dumb loads using the traditional single 
layer ANN, SLP. Table 4.13 shows selected results after 50 epochs of training data where i_raw 
is used as the input. The hyperparameters explored were the number of past data time steps, 
number of neurons in the hidden layer and the use of different activation functions: Sigmoid or 
Rectified Linear Units (ReLU). Training accuracy was obtained by applying the trained model 
onto the training data set while the test accuracy was obtained by applying the trained model 
onto a separated test data set. If the training accuracy is very much different from the test 
accuracy, then there is a possible case of overfitting. 
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TABLE 4.13 RESULTS ON DUMB DC PICO-GRID LOADS USING SLP
Hidden Layer  
Act. Fn 
Time step # Neurons # per layer Training acc. (%) Test acc. (%) 
Sigmoid 1 10 99.48 99.44 
Sigmoid 10 10 99.48 99.75 
Sigmoid 10 100 99.70 99.82 
Sigmoid 100 100 99.48 99.64 
     
ReLU 1 10 99.56 99.55 
ReLU 10 10 99.23 99.80 
ReLU 10 100 99.74 99.83 
ReLU 100 100 99.82 99.71 
Results after 50 epochs of single layer neural network training on the raw current value of dumb DC loads 
with batch size fixed at 1024. 
It was observed that the performance of the single layer neural network worked well 
with a single data point and 10 neurons in the hidden layer. By increasing the number of time 
steps and number of neurons, the accuracy increased slightly. However, there was a slight drop 
in test data accuracy when the number of time steps (interested past data) and neurons were set 
high at 100, even though there was an improvement in training set accuracy. This could be due 
to over-fitting. It was also observed that the use of the ReLU activation function produced 
slightly better results than those of sigmoid activation function.  
Although the above results for dumb DC loads were accurate the same single layer 
neural network of SLPs were far from it for load disaggregation in a smart DC pico-grid. The 
test accuracy was at best 77.83% with 10 time-steps and 100 neurons per layer. See Table 4.14. 
This could be due to the more complicated current waveforms of the smart DC loads. 
TABLE 4.14 RESULTS ON SMART DC PICO-GRID LOADS USING SLP 
Hidden Layer Act. Fn Time step # Neurons # per layer Training  
acc. (%) 
Test acc. (%) 
ReLU 1 10 75.11 68.82 
ReLU 10 10 76.30 69.13 
ReLU 10 100 81.97 77.83 
ReLU 100 100 87.08 84.47 
Results after 50 epochs of single layer artificial neural network training on the raw current value of 
smart DC loads with batch size fixed at 1024. 
One option for improved accuracy of the neural network training is to increase its 
number of layers to create stacked neural networks. Table 4.15 shows the results for adding 
layers in an artificial neural network using ReLU as the activation function. It was shown that 
3 layers artificial neural network with 100 data points in the kernel and 100 neurons per layer 
produced the highest test accuracy at 93.78%. 
The proposed 1-D Convolutional Stacked Long Short-Term Memory Recurrent Neural 
Network was applied to the same smart DC loads. The results were much better with the same 
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hyperparameters. For example, the single layer LSTM with 10 time-steps and 100 neurons per 
layer had an improvement of 7.14%.
TABLE 4.15 RESULTS ON SMART DC PICO-GRID LOADS USING FEED FORWARD MLP 
Number of layers Time step # Neurons # per layer Training  
acc. (%) 
Test acc. (%) 
1 10 100 81.97 77.83 
1 100 10 81.50 77.60 
3 10 100 86.67 84.56 
5 10 100 86.71 84.23 
     
1 100 100 87.08 84.47 
3 100 100 94.90 93.78 
5 100 100 95.45 91.84 
Results after 50 epochs of stacked ReLU layers in neural network training on the raw current value of 
smart DC loads with batch size fixed at 1024 
 
Table 4.16 shows the results of varying the hyperparameters, including number of layers, 
number of time steps and number of neurons per layer. The best test accuracy of 98.34% came 
from the 5 layers LSTM network with 100 neurons per layer and used 100 time-steps. See Fig.9f 
for sample results. More layers such as 8 layers were tested but the result is not much better 
than the 5 layers. The additional layers above 5 layers cannot justify for the extra resources and 
time used in the process (8 layers required 2.09x more time for training and 1.82x more time 
for testing as compared to 5 layers), thus 5 layers are recommended.  
It is also observed that in the smart load classification, the use of larger number of time 
steps in the 1-D convolutional windows improved the performance. The large window allows 
the network to pick up important features of the waveform over a period of time as compared 
to just a single data point of instantaneous value. The 1-D convolutional window is essential as 
it helps to reinforce the short-term memory on top of the existing long-short term memory.
TABLE 4.16 RESULTS ON SMART DC PICO-GRID LOADS USING LSTM 
Number of layers Time step # Neurons # per layer Training acc. (%) Test acc. (%)
1 10 10 85.76 83.24
1 10 100 86.45 84.97
1 100 100 98.46 94.47
3 10 100 91.56 89.68
3 100 100 99.75 97.67
5 10 100 89.34 87.92
5 100 100 99.85 98.34
8 100 100 99.85 98.21
Results after 50 epochs of LSTM training on the raw current value of smart DC loads with batch size 
fixed at 1024 
The same 1-D Convolutional stacked LSTM RNN was applied on the dumb DC loads. 
Table 4.17 shows that the test results are comparably good at 99.83%. Thus, the same algorithm 
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can be used in both dumb and smart loads in DC pico-grids. A sample result outputs can be 
seen in Figure 4.51.
TABLE 4.17 RESULTS ON DUMB DC PICO-GRID LOADS USING LSTM 
Number of layers Time step # Neurons # per layer Training acc. (%) Test acc. (%) 
1 100 100 99.74 99.82 
3 100 100 99.14 99.83 
5 100 100 99.75 99.83 
Results after 50 epochs of LSTM training on the raw current value of Dumb DC loads with batch size 
fixed at 1024. 
Figure 4.50a showed the sample loss curves during learning of dumb loads and it was 
observed that the traditional SLP, MLP and stacked LSTM RNN algorithms were able to reduce 
this loss during the training. However, in Figure 4.50b, the stacked LSTM RNN performed 
much better than the traditional SLP and MLP in the smart load classification training.  
 
(a) Loss Curves During the Learning of Dumb Load Classification 
 
(b) Loss Curves During the Learning of Smart Load Classification 
FIGURE 4.50 SAMPLE LOST CURVES IN LEARNING PROCESSES 
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The training of the classification for dumb load was done on 538,934 data points. The 
dumb loads in the DC pico-grid were switched on and off repeatedly during the experiment. 
There were 8 stages or classes in the DC pico-grid. The training data set is as shown in Figure 
4.51. The test data was a 97,684-data points file.  
 
(a) Raw Data Training Set for Dumb Loads in DC Pico-grid 
 
(b) Classes for the Training Data used in Dumb Loads DC Pico-grid 
 
(c) Test Data Used in Dumb Loads DC Pico-Grid 
 
(d) Test Result from ANN Training with Window Width of 10 Data Points, Single Layer of 100 Neurons for 
Dumb Loads DC Pico-grid 
 
(f) Test Result from LSTM Training with Window Width of 100 Time Steps, 5 Layers of 100 Neurons for 
Dumb Loads DC Pico-grid 
FIGURE 4.51 TRAINING DATA, TEST DATA AND SAMPLE RESULTS FOR DC DUMB LOADS 
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The training files used in the smart loads consisted of 718,809 data points. The smart
loads were switched on and off repeatedly in the grid to collect the 8 stages or classes in the DC
pico-grid. The test file consisted of 200,000 data points. See Figure 4.52. 
 
(a) Raw Data Training Set for Smart Loads in DC Pico-grid 
 
(b) Classes for the Training Data Used in Smart Loads DC Pico-grid 
 
(c) Test Data Used in Smart Loads DC Pico-grid 
 
(d) Test Result from ANN Training with Kernel Width of 10 Data Points, Single Layer of 100 Neurons for 
Smart Loads DC Pico-grid (84.56%) 
 
(e) Test Result from LSTM Training with Window Width of 100 Time Steps, 5 Layers of 100 Neurons 
for Smart Loads DC Pico-grid (98.34% Test Accuracy) 
FIGURE 4.52 TRAINING DATA, TEST DATA AND SAMPLE RESULTS FOR DC SMART LOADS 
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Table 4.18 showed the comparison of the performance of selected algorithms using Test 
accuracy, recall, precision and F-score. This shows that 1-D Convolutional stacked LSTM RNN 
techniques with 5 layers has the best performance. 
TABLE 4.18 PERFORMANCE COMPARISON OF ALGORITHMS FOR SMART LOADS DISAGGREGATION 
 
Technique 
Layers # Test acc. (%) Recall (%) Precision (%) F-Score 
(%)
Traditional SLP 1 84.47 83.57 83.69 83.63 
Traditional MLP  5 91.84 91.29 91.43 91.36 
1-D CS LSTM RNN 1 94.47 93.97 94.24 94.13 
1-D CS LSTM RNN 5 98.34 97.78 98.17 97.98 
Results after 50 epochs of LSTM training on the raw current value of Smart DC loads with batch size 
fixed at 1024 
The 1-D Convolutional stacked LSTM RNN technique were applied on several ELV 
DC pico-grids and Table 4.19 shows some examples that the technique is robust and performed 
well for different grids. 
TABLE 4.19 PERFORMANCE OF ALGORITHMS FOR SMART LOADS DISAGGREGATION  
ELV DC pico-grid Test acc. (%) Recall (%) Precision (%) F-Score (%) 
Fan, Light and refrigerator  99.83 99.81 99.82 99.82
Mobile phone, Laptop and LED TV 98.34 97.78 98.17 97.98
5 LED downlights 98.65 98.67 98.67 98.66
4-mode DC aircon  99.13 99.33 99.16 99.25
Dual mode massager and humidifier 95.86 93.81 93.46 93.64
 
Experiments were also done to explore the variant of input parameters. Table X shows 
the results. i_ave (which is the average of the time step window), i_grad (the gradient of the 
time step window) and i_var (variance of the time step window) are three common features 
extracted from data for classification. They exhibit certain attributes of the data and are 
commonly used in machine learning. Using i_ave alone provided almost the same result as 
those using i_raw. However, using i_grad, both alone or in combination with i_ave or i_var, 
decreased performance. Data sets were also tested with raw voltage, v_raw. It was shown that 
voltage was not a suitable input parameter. The training accuracy was high but the test accuracy 
was poor. See Table 4.20. 
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TABLE 4.20 RESULTS ON SMART DC PICO-GRID LOADS USING INPUT PARAMETERS WITH LSTM
Input Parameter 1 Input Parameter 2 Training acc.  
(%) 
Test acc. (%) 
i_raw - 99.85 98.34 
i_ave - 99.82 98.10 
i_grad - 46.20 11.04 
i_ave i_grad 84.91 79.48 
i_var i_grad 31.71 25.06 
v_raw - 94.48 69.29 
v_raw i_raw 92.58 64.93 
Results after 50 epochs for 5-layer LSTM training on various input parameters of smart DC loads 
In summary, this research shows that the proposed 1-D convolutional stacked LSTM 
RNN technique produces excellent results when applied to an ELV DC pico-grid for load 
disaggregation. The proposed 1-D convolutional stacked LSTM RNN with five hidden layers, 
100-time steps and 100 neuros per hidden layer, demonstrates superior performance and 
accuracy for both the smart DC pico-grid (over 98% test accuracy) and dumb DC pico-grid 
(over 99% test accuracy). This technique will be extremely useful in energy management 
system. In addition to i_raw, other input parameter combinations are also experimented, namely 
i_grad, i_ave, i_var and v_raw. The experiments in this research show that using i_raw alone 
produced the best results.  
Moving on from load disaggregation, anomaly warning and fault detection is also an 
important part of energy management. In the next section, the kNN technique is enhanced to 
perform anomaly warning and fault detection for predictive maintenance.    
4.7  Anomaly Warning with Enhanced kNN Technique 
The development of modern power system is no longer about providing one-way power 
from the source to the various loads. Power monitoring and management system has becoming 
an increasing essential task in electrical power system. Along with it is load classification and 
in the recent years, early fault detection and anomaly warning are gathering more interest. It is 
evident that predictive maintenance is getting more important as it can significantly reduce the 
numbers of repair work of a system when a fault occurred or detected  
The k-nearest neighbours (kNN) algorithm, which is usually used for classification, is 
enhanced here to detect faults and trigger anomaly warnings in a single sensor multiple loads 
DC pico-grid. Anomalies warning is getting more attention in the recent years as it can used as 
a trigger for predictive maintenance, which is preferred over repair work after a fault detection. 
On top of performing its usual duty of load classification in the circuit during normal operation, 
the kNN algorithm is enhanced with three additional techniques to set three anomaly criteria 
for the triggering of alarm when the extracted features of the test object exhibit abnormal 
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behaviours. The three anomaly criteria are based on the percentage of the labelled cluster, the 
variance, range and largest gradient) as it is more resource-efficient and faster as compared to 
the use of raw data point. It also allows the algorithm to find hidden insights. 
The experiment is set in a DC pico-grid as there is a growing interest and demand in DC 
loads. Experiments with various anomalies show that the proposed enhanced algorithm is 
described below to effectively detect anomalies and faults. 
4.7.1  Methodology for Enhanced kNN in Anomaly Warning 
The most commonly used application of kNN algorithm is for classification. In this 
research, kNN algorithm is enhanced into three techniques using three different anomaly 
criteria to provide anomaly warning and fault detection for a single sensor multiple load DC 
pico-grid. Four features were extracted from 1-second blocks of acquired current signal 
waveform during various normal operations of the loads in the DC pico-grid. They are: 
 Mean value of the data set, smean 
 Variance value of the data set, svar 
 Range, the difference between the maximum value and the minimum value in the data set, srange 
 Largest gradient in the data set, sgrad 
Anomaly Criterion 1: Percentage of Nearest Neighbours Labelled Cluster 
The labelling of the test object can also be expressed as the percentage of nearest 
neighbours of each cluster and the highest percentage cluster will be the label of the test object. 
This percentage can also be used as an anomaly criterion (4.62).  
      (4.62) 
The anomaly warning can be triggered if the percentage of the labelled cluster falls below 
a certain value. This indicated a low confidence in the label of the test object and thus an anomaly 
is suspected. This research uses 75%. An example is as shown in the figure below, where k =13. 
The test object had 4 nearest neighbours from Class 1 and 9 from Class 2, which gave a 
percentage of 69.23% Class 2. This number was less than the anomaly criterion of 75%, thus an 
anomaly was triggered. See Figure 4.53. This technique is easy and fast to implement, and it can 
be done along with the classification algorithm. However, this is not useful when the test object 
is very far from all the clusters, which is an obvious anomaly but is classified under a certain 
class with high percentage. 
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FIGURE 4.53 ILLUSTRATION OF KNN ALGORITHM IN CLASSIFICATION 
Anomaly Criterion 2: Distance from Centroid of Labelled Cluster 
The kNN is a distance-based algorithm and this distance has the potential to be used as 
the statistic for anomaly warning and fault detection. This technique requires the definition of 
 
)   (4.63) 
The boundary of the cluster is set to be the sum of mean distance, , and 3 times 
reference to Statistical Process Control which considers a process to be in control and stable if 
the measured value is within the control limits of mean±3 standard deviations from the mean. 
dtestc. If the distance is larger than the limit, it is deemed as 
too far away from the cluster and out of boundary and thus an anomaly is triggered. See Figure 
4.54 for illustration. 
      (4.64) 
     (4.65) 
    (4.66) 
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FIGURE 4.54 ILLUSTRATION TO SHOW DISTANCE TO CENTROID AND DISTANCE TO NEAREST NEIGHBOURS OF 
THE TEST OBJECT 
Anomaly Criterion 3: Average Distance from Nearest Neighbours in Labelled Cluster
The last technique demonstrated in this research uses the average distance between the 
k nearest neighbours of each element in the same cluster as the limit for abnormal operation. In 
comparison to the previous technique, instead of assuming the distance of the test object with 
 technique assumes the closeness 
of the test object to its nearest neighbours, Dtest, as an indication on whether the test object is 
normal. For every element in the cluster, the average distance between it and its k nearest 
neighbours are calculated to find the average of all the distances, . The anomaly criterion, 
is set at the sum of the average distance and 3 times the standard deviation, m. See 
Figure 4.54 for illustration.    
       (4.67) 
      (4.68) 
      (4.69) 
    (4.70) 
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4.7.2  Experimental Set Up for Anomaly Warning
Similar to the previous subsection, the experimental setup used in this research is a 
single sensor multiple load DC pico-grid. In this experiment, there are a total of 9 classes created 
for the various configuration of the 3 loads in the DC pico-grid. There is an additional class for 
fier Start up stage and Class 3 is humidifier On stage. The LED 
for various configurations are also assigned.  
Each of these 9 classes have 30 data sets representing them. These data sets are a 1-
second block extracted from their normal operations. The data acquisition is set at 500Hz. These 
features extracted from the 1-second data block were normalized before using them in the kNN 
classification and anomaly warning and fault detection. Centroids can be found from the 
clusters as seen in Table 4.21
were also the centroids of the classes.  
TABLE 4.21 CENTROIDS OF CLASSES 
    
 Class 
 
Load/s 
 
Mean 
 
Variance 
 
Range 
Largest 
Gradient 
 
Std. Dev 
1 No load 0.0016 0.0161 0.0905 0.1974 0.001 
2 Humidifier Startup  0.0090 0.0824 0.45 0.1846 0.0016 
3 Humidifier ON 0.2291 0.6527 0.4595 0.3769 0.0129 
4 Lights ON 0.4557 0.0235 0.0833 0.0436 0.0434 
5 Fan ON 0.3405 0.2686 0.5810 0.3974 0.0146 
6 Humidifier and Lights ON 0.6702 0.3365 0.3286 0.3487 0.0275 
7 Humidifier and Fan ON 0.5795 0.6806 0.8643 0.6462 0.0219 
8 Lights and Fan ON 0.7550 0.2226 0.4905 0.3410 0.0139 
9 All loads ON 0.9713 0.4227 0.7000 0.5826 0.0167 
 
The standard deviation of the centroids of the clusters were also calculated. The average 
distance and standard deviation of all elements in each cluster were calculated to form the 
boundary of normal operations. Table 4.22 below shows the values. 
TABLE 4.22 AVERAGE DISTANCE AND STANDARD DEVIATION OF ELEMENTS FROM CENTROIDS 
    Class  
Load/s 
Average 
Distance  
 
Std. Dev 
1 No load 0.0008 0.0007 
2 Humidifier Startup  0.0012 0.0011 
3 Humidifier ON 0.0108 0.0072 
4 Lights ON 0.0381 0.0208 
5 Fan ON 0.0107 0.0099 
6 Humidifier and Lights ON 0.0203 0.0186 
7 Humidifier and Fan ON 0.0153 0.0158 
8 Lights and Fan ON 0.0098 0.0098 
9 All loads ON 0.0138 0.0094 
 
117 
 
Below figures are examples of the 9 classes.
     
(a) Class 1  No load                                          (b) Class 2  Humidifier Start up 
     
(c) Class 3  Humidifier ON                                           (d) Class 4  Lights ON 
     
(e) Class 5  Fan ON                                               (f) Class 6  Humidifier and Lights ON 
     
(g) Class 7  Humidifier and Fan ON                       (h) Class 8  Fan and Lights ON 
 
(i) All loads ON 
FIGURE 4.55 CURRENT WAVEFORMS OF LOADS AND THEIR VARIOUS COMBINATIONS 
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This research selects the k value by making reference to the 10-fold cross validation 
loss. The number of features were also varied from 2 to 4. In Table 4.23, It is shown in that the 
lowest cross validation loss was obtained at k = 13 and 15 for 4 features. k = 13 was selected 
as it uses less resources as compared to k = 15. 
TABLE 4.23 CROSS VALIDATION LOSS ON NUMBER OF FEATURES AND NEIGHBOURS 
    No. of features 2 3 4 
No. of neighbours 
5 0.0083 0.0259 0.111 
7 0.0083 0.037 0.0148 
9 0.0167 0.0407 0.0074 
11 0.0167 0.0407 0.0111 
13 0.0125 0.063 0.0037 
15 0.0125 0.063 0.0037 
4.7.3  Result and Discussion on Enhanced kNN Technique in Anomaly Warning 
The setup was put to test several anomalies: 
 Flickering LED Lights  
 Stalled motor fan 
 Repetitive noise  
 Unknown increase in variance  
This subsection will introduce the anomalies and apply the various techniques in the 
anomaly warning and fault detection. The results were evaluated and discussed. 
Detection of Flickering LED Lights 
One of the common degeneration issues with lights is that the lights will start to flicker. 
Below showed the waveform of a 1-second block of flickering LED lights and the extracted 
alternate between on and off 
frequently due to the flickering instead of maintaining stable constant current.  
 
Mean Variance Range Largest Gradient 
0.1428 0.0223 0.48 0.32 
FIGURE 4.56 CURRENT WAVEFORMS OF FLICKERING LED LIGHTS 
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The features of this 1-second block formed the test object for the kNN algorithm. It was injected 
into the environment to be classify and test for faults and anomalies using the proposed methods 
in this paper. All the 4 features were used in the algorithm, however, due to the limitation of 
representation, 
  
Figure 4.57 will only show the 3-D environment using mean, variance and range as the 
axis.   
 
FIGURE 4.57 TEST OBJECT OF FLICKERING LED LIGHTS 
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TABLE 4.24 EVALUATION OF TEST DATA OF FLICKERING LED LIGHTS 
Technique 1: Based on percentage on score of prediction 
Highest score  Required score  Anomaly 
warning? 
69.23% (Class 7) 75% YES 
Technique 2: Based on distance from centroid  
Distance of test 
object to centroid 
Maximum 
distance 
Anomaly 
warning? 
0.3347 0.0625 YES 
Technique 3: Based on average distance from k nearest 
neighbours 
Average distance of 
test object with 
neighbours 
Maximum 
distance 
Anomaly 
warning? 
1.3070 0.2804 YES 
  
Although the correct class for LED lights was class 4 but the kNN algorithm had 
incorrectly predicted the test object to be labelled as class 7 with a score of 69.23%; class 4 had 
a score of 30.77%. This was because the features extracted from the flickering LED lights were 
no longer representative of a normal working LED light. This percentage was less than the 
required score of 75% to be classified as normal operation thus it did not pass the criterion and 
an anomaly warning was issued.  
In the second test, the distance of the test object from the centroid exceeded the 
acceptable boundary which was the average distance between the centroid and the elements in 
the cluster plus 3 times its standard deviation. Thus, an anomaly warning was also issued for 
this test technique.  
The 3rd and last technique used was to compare the average distance of the test object 
with its k nearest neighbours in the labelled cluster to the average distance between the elements 
with their k nearest neighbours. Anomaly warning was also triggered as it exceeded the 
maximum distance. 
Detection of Stalling Motor Fan 
A stalling motor can be caused by an obstruction of an unknown object on the blades. 
This abnormal operation was simulated by blocking the blades of the DC motor fan. Figure 
4.58 shows the captured waveform of the motor stalling while hindered by the obstruction.  
 
121 
 
 
Mean Variance Range Largest Gradient 
0.3457 0.0012 0.4230 0.2576 
FIGURE 4.58 CURRENT WAVEFORM OF STALLED DC MOTOR FAN 
The test object representing the stalling DC motor fan was described by the 4 extracted 
features. Figure 4.59 shows the test object in the test environment where kNN algorithm and 
the proposed 3 techniques for anomaly warning and fault detection were applied.   
 
FIGURE 4.59 TEST OBJECT OF STALLED DC MOTOR FAN 
The kNN classification algorithm labelled this test object as Class 8, which was 
incorrected as DC motor fan was Class 5. It did not matter as the features were not 
representative of it as a normal operating DC motor fan.  
The test object representing the stalling DC motor fan did not meet the requirement of 
the 3 anomaly criteria. Anomaly warnings were issued for all techniques. 
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TABLE 4.25 EVALUATION OF TEST DATA OF STALLED FAN
Technique 1: Based on percentage on score of prediction 
Highest score  Required score  Anomaly 
warning? 
69.23% (Class 8) 75% YES 
Technique 2: Based on distance from centroid  
Distance of test 
object to centroid 
Maximum 
distance 
Anomaly 
warning? 
0.2192 0.0392 YES 
Technique 3: Based on average distance from k nearest 
neighbours 
Average distance of 
test object with 
neighbours 
Maximum 
distance 
Anomaly 
warning? 
0.2995 0.2723 YES 
 
Detection of Repetitive Noise 
Another common anomaly in a branch circuit is the occurrence of repetitive noise in the 
normal operation. The waveform is shown in Figure 4.60.  
 
Mean Variance Range Largest 
Gradient 
0.3247 0.0012 0.32 0.24 
FIGURE 4.60 CURRENT WAVEFORM WITH REPETITIVE NOISE 
The test object, created from the 4 extracted features in the 1-second block, representing 
the noisy waveform, was injected in the test environment as shown in Figure 4.61 below. 
123 
 
 
FIGURE 4.61 TEST OBJECT OF REPETITIVE NOISE 
TABLE 4.26 EVALUATION OF TEST DATA OF REPETITIVE NOISE ON LED LIGHTS WAVEFORM 
Technique 1: Based on percentage on score of prediction 
Highest score  Required score  Anomaly 
warning? 
52.85% (Class 8) 75% YES 
Technique 2: Based on distance from centroid  
Distance of test 
object to centroid 
Maximum 
distance 
Anomaly 
warning? 
0.2493 0.0392 YES 
Technique 3: Based on average distance from k nearest 
neighbours 
Average distance of 
test object with 
neighbours 
Maximum 
distance 
Anomaly 
warning? 
0.2866 0.2723 YES 
 
The kNN classification algorithm incorrect labelled this as Class 5 instead of Class 4  
LED lights. The score was only 42.86% which was much lower than the required 75%. The 
distance of the test object to the centroid also exceeded the boundary and the average distance 
of the test object with its k nearest neighbour was also larger than the maximum distance. 
Therefore, anomaly warnings were triggered for all techniques. 
Detection of Unknown Large Variance 
A tricky scenario with anomaly is the change in variance while maintaining the same 
mean value of the current waveform. This could be due to degeneration of the loads. In this 
situation, the common meter, which can only measure the mean value, will not be able to 
identify any anomaly as the mean value of the grid does not change. An example is as seen in 
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Figure 4.62 below. The larger variance occurred in Class 7 which had both Humidifier and Fan 
switched on.  
 
Mean Variance Range Largest Gradient 
0.3247 0.0013 0.32 0.24 
FIGURE 4.62 CURRENT WAVEFORM WITH LARGE UNKNOWN VARIANCE 
The test object, described by the four extracted features in the 1-second block, 
representing the waveform with the larger variance was injected in the test environment as 
shown below. 
 
 
FIGURE 4.63 TEST OBJECT OF LARGE VARIANCE  
It was observed that even though the mean value of the test object falls along the same 
line as the mean of Class 7, but the difference in variance pulled the test object away from the 
cluster. Technique 1, which uses the percentage on score of prediction indicated 100% and no 
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anomaly warning. However, as the test object was pulled very far away from the centroids and 
its neighbours, it failed in the other two anomaly warning and fault detection techniques.
TABLE 4.27 EVALUATION OF TEST DATA OF LARGE VARIANCE ON LED LIGHTS WAVEFORM 
Technique 1: Based on percentage on score of prediction 
Highest score  Required score  Anomaly 
warning? 
100% (Class 7)  75% No 
Technique 2: Based on distance from centroid  
Distance of test 
object to centroid 
Maximum 
distance 
Anomaly 
warning? 
0.1541 0.0625 YES 
Technique 3: Based on average distance from k nearest 
neighbours 
Average distance of 
test object with 
neighbours 
Maximum 
distance 
Anomaly 
warning? 
1.0849 0.2804 YES 
 
Summary of Anomaly Warning with Enhanced kNN Technique 
This research combines three additional anomaly criteria on top of the kNN 
classification algorithm for a single sensor multiple load DC pico-grid. This enhanced kNN 
technique are put to test in a DC pico-grid containing humidifier, LED lights and fan. They are 
based on the percentage of the labelled cluster, based on the distance of test object from the 
This research extracted 4 features (mean, variance, range and largest gradient) from the 1-
environment. The enhanced kNN technique is mostly successful in triggering warnings in 
abnormal operations of flickering LED lights, stalling DC motor fan, repetitive noise and larger 
than usual variance waveforms. These added capabilities of anomaly warning and fault 
detection of the kNN algorithm can be used in conjunction with load classification and 
monitoring of the power system in a branch circuit. This technique in this research can be 
valuable in predictive maintenance and early fault detection.  
In the next section, this technique is further improved to a Hierarchical Enhanced k-
Nearest Neighbours technique and applied to a remote monitoring system.  
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4.8  Remote Load Classification and Anomalies Warning using Hierarchical Enhanced k-
Nearest Neighbours (He-kNN) Technique
Remote monitoring of electrical systems has progressed beyond the need on knowing 
how much energy is consumed. As the maintenance procedure evolves from reactive to 
preventive to predictive, there is a growing demand to know what appliances reside in the circuit 
(classification) and a need to know if any appliance requires attention and maintenance 
(anomaly warning). Targeted at the increasing penetration of DC appliances and equipment in 
households and offices, this section presents a low-cost solution that can consists of multiple 
distributed slave meters with a single master computer for extra low voltage DC pico-grids. The 
distributed slave meter acquires the current and voltage waveform from the cable of interest. It 
conditions the acquired data and extract four features per window block that are sent to the 
master computer remotely over a Wi-Fi network. An innovative computational intelligence 
technique, Hierarchical Enhanced k-nearest neighbours (He-kNN) technique is introduced for 
classification and anomaly warning to trigger the attention of the user. This solution can be used 
as an ad hoc standalone investigation to check on a circuit when in doubt; it can be further 
expanded to several circuits in a building or vicinity to monitor the network. It can also be 
implemented as part of an Internet of Things (IoT) application. In the following subsection 
4.8.1, the solution overview and the He-kNN technique is introduced. Subsection 4.8.2 presents 
He-kNN methodology. Finally, subsection 4.8.3 discusses its results in its application in three 
different circuits: lightings, air-conditioning and multiple load DC pico-grids. 
4.8.1  Overview of Remote Anomaly Warning Solution  
The technique described in this section focus on its application in ELV DC pico-grids. 
The system setup allows users to perform remote monitoring the ELV DC pico-grid by sensing 
using the slave meter and wirelessly sending the extracted 
features to the master computer that is at a distance.   
The described monitoring system can be set up as a many to one system by exploiting 
the ubiquitous availability of Wi-Fi network in buildings. The slave meter is designed to be low 
cost and low power requirement; thus, they can be installed in multiple locations in a building 
and can be identified by their IP addresses and communicate with a remote master computer.  
It can also be installed as an ad-hoc monitoring system for a suspicious ELV DC pico-
grid when powered with a portable battery bank and has its Wi-Fi Local Area Network (WLAN) 
wireless network covered by a mobile broadband router. This eliminates the needs to access 
any power sockets and wireless network during the investigation of the grid. The following 
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section describes the design of the slave meter, followed by the design of the master computer. 
Figure 4.64 shows the tasks of the slave meter and the master computer in the system overview.
FIGURE 4.64 SYSTEM OVERVIEW FOR REMOTE MONITORING OF ELV DC PICO-GRID 
Slave Meter Design 
The slave meters designed in this project are meant to be distributed as a functional part 
of a many salve to one master system, thus they are to be affordable and portable.  Low cost 
single board small computers are chosen as the platform for the slave meters because they have 
reasonable computing power, low cost and have high portability. They can also be powered up 
with ease as they just require a 5V portable battery. The duty of the slave meter is to sense the 
current waveform, condition the signal, extract the features and send the extracted data 
wirelessly to the master computer. With the aid of additional low-cost hardware and optimized 
software, the single board small computers are able to perform the above tasks. An example of 
the slave meter in monitoring system is shown in Figure 4.65. 
 
FIGURE 4.65  AN EXAMPLE OF THE SLAVE METER IN AN ELV DC PICO-GRID OF LIGHTINGS 
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Using the Closed Loop Hall Effect technology, the closed loop current transducers used 
in this paper can measure current over a wide range of frequencies, including the DC current 
frequency. They provide contact-free coupling to the current that needs to be measured, safe 
galvanic isolation and high reliability. They are able to provide fast, accurate and high-
resolution image of the primary current. The selected current transducers can work with a single 
5V power supply with primary nominal current measurement of up to 25A. 
A low pass filter is added after the sensing of the current transducer to allow the passing 
of the lower frequencies up to the cut-off frequency, attenuating the higher frequencies that are 
above the cut-off frequency, fc. It can be implemented using low power single operational 
amplifier LM321 or low power dual operational amplifier LM358 (4-6). Both LM321 and 
LM358 required 5V DC power supply that can be provided by the portable battery bank. The 
cut-off frequency, fc, selected in this paper is approximately 50Hz, which is ½ of the sampling 
frequency, fs, which is 100Hz. The operation amplifier is also capable of creating a unity gain 
follower by setting the Rlpff 
follower provides the important benefit of isolating the input side of the circuit from the output 
side of the circuit. 
The single board small computer does not possess the ability to receive analogue input 
thus an Analogue to Digital Conversion (ADC) is required.  MCP3008 is a 10bit ADC that 
operates over a broad range of voltages. It can communicate with the single board small 
computer using the Serial Peripheral Interface (SPI) protocol. It is used in the slave meter to 
receive the filtered analogue signal from the operational amplifiers and communicate it in 
digital form to the single board small computer. Figure 4.66 shows the system drawing of the 
slave meter. 
 
FIGURE 4.66 HARDWARE SYSTEM DIAGRAM FOR SLAVE METER 
The hardware saves the small computer much calculation resources thus allowing it to 
focus on the extraction of the features of the signal and on sending it to the master computer. 
The slave meter will read the signal at 1000Hz and extract four features from each 1 second 
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block of 1000 data points. the sampling frequency was set at 1000Hz. It was observed through 
experiments that the sampling and algorithm were stable and optimized at 1000Hz. The small 
computers sample the data at 1000Hz, extract the features of the window block of 1000 data 
points and send them over to the master computer. They did not log the 1000 data points thus 
were able to achieve the 1000Hz sampling frequency. This is similar to the features extracted 
from Section 3.6.  
 Mean µ,  
 2,  
 Largest gradient and  
 Range R. 
These data are packaged into a packet and transmitted to the master computer once every 
second via Wi-Fi for higher level processing. The operation of the slave meter is the same for 
both training mode and routine operation mode. This reduces the manhandling of the slave 
meters. 
Master Computer Training  
The master computer can be a laptop or workstation depending on the resource 
requirement of the task. A workstation will be necessary if it is to monitor multiple meters. A 
laptop will be sufficient for ad-hoc single point monitoring of suspicious DC pico-grid. There 
are 2 modes in the master computer, namely the training mode and the monitoring operation 
mode  
During the training mode, the user will start the training software that will receive data 
from the slave meter and capture the 4-feature data point of the various normal operating modes 
of the interested DC pico-grid. These data points will form the elements in the overall kNN 
training set  where N is the number of training samples and 
,  is a vector that represents the ith training sample and s is the number of 
extracted feature from the data set.. As this is a supervised machine learning technique, the 
users need to indicate the operating mode of each data point, cluster them and the training 
software will label them with classes  where M is the number of Cluster 
or Class. The users need to ensure no anomaly during the training phases and the features need 
to be captured for all normal operating modes including no load situation. The extracted features 
should be informative, non-redundant and a good descriptive of the data set. It is faster and 
resource-efficient to use extracted features instead of raw data point. 
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Master Computer Monitoring Operation Mode
After the training phase, the user will need to switch to the Monitoring Operation mode 
for routine operation to monitor and inspect the remote DC pico-grid. The classification of loads 
in the master computer is performed using kNN. A quick recap that kNN is a supervised 
machine learning algorithm that is instance-based -it is based on the computation of the k 
nearest training elements in the overall training set and on the election of the class through 
majority voting on the labels of the nearest elements. The training phase took care of the 
clustering and labelling of the training elements.  
As mentioned previously, kNN is a distance-based algorithm and this research uses 
Euclidean distance to determine the closeness between the elements. Given that all training 
samples are stored in M clusters, and the number of training samples in the  cluster 
is Cm. For the i training sample xi in the m cluster, the kNN rule performed in this cluster using 
distance, di,j (4.71).  
      (4.71) 
to avoid over reliance on any dimension. Normalization can be done as below (4.72).  
      (4.72) 
kNN algorithm is non-parametric as it does not make any explicit assumptions on the 
model or function. However, it requires potentially large data set thus might require higher 
computational cost and resources. This is also one of the reasons it is advisable to do the 
computation in the more powerful master computer. It is a robust and versatile machine learning 
technique that is commonly used in solving classification problem. The traditional kNN 
algorithm is enhanced in this project to perform anomaly warning detection on top of its usual 
classification. The next sub-section describes the Hierarchical Enhanced k-Nearest Neighbors 
(HE-kNN) technique. 
4.8.2  Hierarchical Enhanced k-Nearest Neighbours Methodology 
The use of distance in the kNN algorithm is exploited here for anomaly warning and 
fault detection. On top of the usual classification process of the kNN algorithm, several 
additional steps are added to enhance the algorithm to perform meaningful anomaly detection, 
thus forming a hierarchy process as seen in Figure 4.67.  
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FIGURE 4.67 HIERARCHY PROCESSES IN HE-KNN TECHNIQUE 
During the monitoring operation mode, the first layer of the HE-kNN is to receive the 
data point from the slave and convert the 4 features into a vector as test object. The second layer 
is to normalize the test object and place it into the test environment with trained and labelled 
elements. Depending on the k value indicated by the user, the third layer of the technique will 
perform classification by the majority vote of the k nearest neighbours. The fourth to sixth 
layers of the HE-kNN will perform anomalies detection and trigger warning to user.     
Two enhancements were applied in the fourth layer of the HE-kNN technique for 
instantaneous error detection. The first enhancement technique is similar to the subsection 4.7.1 
Anomaly criterion 2: Distance from centroid of labelled cluster where it defines the centroids 
of each identified cluster and set an acceptable boundary around the centroid (4.73).  
 where  (4.73) 
dtestc (4.75). If the test object falls out of the boundary 
of its labelled centroid it will be flagged out as an instantaneous error.    
The boundary of the cluster is set to be the sum of mean distance, , and 3 times 
standard deviations, m, of all the training elements with the centroid in the cluster. This limit 
is with reference to Statistical Process Control (SPC) that considers a process to be in control 
and stable if the measured value is within the control limits of mean±3 standard deviations from 
the mean (4.74-4.76).  
   (4.74) 
     (4.75) 
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(4.76)
The second enhancement technique uses the subsection 3.7.1 Anomaly criterion 3: 
Average distance from nearest neighbours in labelled cluster where the average distance 
between the trained elements in the same cluster is defined as the constraint for abnormal 
operation. This technique assumes the closeness of the test object to its k nearest neighbours, 
Dtest, as an indication on whether the test object is normal (4.77). For every element in the 
cluster, the average distance between it and its neighbours are calculated to find the average of 
all the distances,  (4.78). Referring to the Statistical Process Control, the instantaneous error 
criterion, is set at the sum of the average distance and 3 times the standard 
m (4.79-4.80).   
      (4.77) 
     (4.78) 
     (4.79) 
   (4.80) 
Although the 2 methods above can flag out instantaneous errors, instantaneous error is 
not a good indicator of anomaly as it can be caused by noise or may occur when there is a 
change in the operation mode. Further processes are required to ensure that the anomaly flagged 
out by the technique are meaningful and significant enough to trigger warning.  
The fifth layer in the HE-kNN is to employ the burst error anomalies detection. In this 
step, the user can enter the window block size, wb, and the threshold number of errors in the 
window block or the burst error limit, eb, to be considered as an anomaly. The error may not 
occur continuous. For example, let us consider that the user entered wb = 20 (in this case, it is a 
20 second block), and eb =5. Anomaly indicator will be recorded if the number of instantaneous 
errors that occur in the 20 second block is 5 or more, else it will still be considered as normal 
operation with the mode previously classified. 
In addition, the burst error anomalies detection steps will also consider the frequency 
interchanging of operation modes as an error since in practical scenarios of a system, there 
should not be frequent changing of mode. For example, it is rare to have the cooling function 
of an air-conditioner turning on and off at continuous interval of 2  3 second. It should indicate 
to the user the need to take a closer look at the air-conditioner if this persist over a long time. 
133 
 
Using the previous example of wb = 20 and eb =5, anomaly indicator will be recorded if there 
are 5 or more changes in the operation mode in the 20 second block. 
The final layer in the HE-kNN technique is to consider the consecutive occurrence of 
the anomalies identified in the previous layer, ce. The user decides the desired number of 
consecutive occurrence of anomalies count to be considered as meaningful situation for the user 
to take note and perhaps inspect the ELV DC pico-grid manually. This can lead to predictive 
maintenance before the DC pico-grid actually breaks down for reactive action and maintenance.  
The HE-kNN solution was put to test in the remote monitoring of several ELV DC pico-
grids. The slave meter that are attached to the ELV DC pico-grids extracted 4 features from the 
1 second block of 100Hz signals and they were sent via Wi-Fi to the master computer which 
would perform load classification and anomaly warning using the HE-kNN technique. For the 
purposes of this paper, this section describes the application of the proposed setup in 3 ELV 
DC pico-grids that highlight the capabilities of the HE-kNN technique in DC environments for 
monitoring and diagnostics. Each of these grids was injected with faults and anomalies to be 
detected and triggered as warning for predictive maintenance. 
The 3 ELV DC pico-grids are: 
 A DC lighting grid consisting of 5 LED downlights 
 A DC single split air-conditioner with a wall mount indoor unit and an outdoor unit 
 A DC grid with 3 different loads of phone, LCD TV and laptop         
4.8.3  Discussion on He-kNN Applications on ELV DC Lightings Grid 
The recent advancement in LED technology has spurred the lighting market turning it 
from AC to DC lighting[194]. Lighting is one of the most common building loads. It has always 
been a challenge to monitor and manage the lighting system in a building. The commonly 
methods to identify spoilt or degraded lights are either through the complaints of tenants or 
through manual walk-pass inspection by technicians or security guards. These are especially 
tedious and unnecessary for faraway places with low traffic. Re-lamping is usually necessary 
for the following 2 common issues with lights: 
 Degrading light output 
 Flickering light    
This subsection describes both scenarios and the application of the setup and HE-kNN 
to detect the anomalies and trigger warnings. Figure 4.68a below shows the current signal 
waveform acquired by the slave meter. The 5 lights in the circuit were switched off one by one. 
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at around 72s to 97s and flickering of another lamp occurred at around 206s to 220s. Figure 
4.68b shows the extracted mean current data received by master computer from the slave meter.
The selected k value was 5, the window block size, wb, was set at 15, the burst error 
limit, eb, at 5 and consecutive error warning, ce, was set at 3. The class allocation and their 
features were as shown below. 
TABLE 4.28 CLASS ALLOCATION OF LIGHTING GIRD 
Class Loads Average 
distance from 
Centroid 
Std.dev  of 
distance from 
centroid 
Average distance 
between 
neighbors 
Std. dev of 
distance between 
neighbors 
1 No light 0.0001 0.0001 0.0093 0.0025 
2 1 light 0.0005 0.0003 0.0154 0.0038 
3 2 lights 0.0006 0.0005 0.0249 0.0060 
4 3 lights 0.0013 0.0008 0.0337 0.0092 
5 4 lights 0.0042 0.0045 0.158 0.0352 
6 5 lights 0.0035 0.0018 0.1670 0.0613 
-1 Anomalies - - - - 
 
Figure 4.68c shows the result after performing classification using traditional kNN 
algorithm. Each data point was labelled via the majority of votes from the k nearest neighbours. 
There was no fault detection or anomaly warning features. The period of degraded light output 
was classified alternatively between class 4 and 5. The flickering period was classified under 
class 5. 
 
(a) Current Signal Sensed by the Slave Meter 
 
(b) Current Signal Received by Master Computer 
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(c) Classification by kNN 
(d) Distance of Data Points from Labelled C Centroid 
 
(e) Instantaneous Classification and Anomaly Warning by Distance from Centroid 
 
(f) HE-kNN Classification and Anomaly Warning by Distance from Centroid 
(g) Distance of Data Points from k Nearest Neighbors 
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(h) Instantaneous Classification and Anomaly Warning by Distance from Nearest Neighbours 
 
(i) HE-kNN Classification and Anomaly Warning by Distance from Nearest Neighbours 
FIGURE 4.68 WAVEFORMS AND RESULTS FROM THE 5 LED DOWNLIGHTS GRID 
Figure 4.68d shows the calculated distance of each data point with reference to the 
occurred. Figure 4.68e shows that anomaly warnings were triggered when the distance of the 
datapoint from the centroid exceed the boundary. This is an instantaneous check of individual 
datapoint without consideration of previous or group datapoints. It showed a good result except 
when the individual lights were being switched on and off. There were also some incorrect 
warnings triggered due to stray readings. Figure 4.68f shows the results with the 
implementation of HE-kNN technique. As HE-kNN considers a window block of data instead 
of single individual data point, it removed the stray anomaly warnings and also removed the 
warnings between the changing of stages. The trade-off observed was a slight delay in the 
triggering of warning.   
Figure 4.68g shows the average distance of each data point received by the master 
computer with reference to its k-nearest neighbours. Figure 4.68h shows the instantaneous 
check of individual datapoint where anomaly is triggered if the average distance of that 
particular data point is more than the boundary set by the average distance between the elements 
plus three times its standard deviations. Although the flickering light was detected, the degraded 
light period was indicated as changing between 5 lights and 4 lights instead of being detected 
as anomalies. There were also stray warnings and switching on and off of lights were also be 
triggered as warnings. In Figure 4.68i, HE-kNN applied with consideration of distance between 
k neighbours gave better result as compared to the instantaneous anomaly detection. It was able 
to trigger warning for the degraded light and flickering light. The stray warning and 
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interchanging between stages were also removed. However, there were delay in the warning 
and classification as trade-off.
4.8.4  Application of HE-kNN on ELV DC Air-Conditioning 
Another major load in a building is the heat ventilation and air-conditioning (HVAC). 
This subsection describes the application of HE-kNN in a 48V DC-powered single split air-
conditioning system. The 2 scenarios described here were as follows:  
 Malfunction in the cooling mode causing it to repetitively turn on and off 
 Malfunction in fan unit which causes it to slow down 
The k value selected was 5, window size, wb, was set at 30, burst error limit, eb, was set at 
5 and consecutive error warning, ce, was set at 3. The table below shows the class allocation 
and their distances and standard deviations. 
TABLE 4.29 CLASS ALLOCATION OF DC AIR-CONDITIONING 
Class Mode of AC Average 
distance from 
Centroid 
Std. dev of 
distance from 
centroid 
Average distance 
between 
neighbors 
Std. dev of 
distance between 
neighbors
1 OFF 0.0005 0.0005 0.0008 0.0003 
2 Low fan 0.0007 0.0005 0.0025 0.0007 
3 High fan 0.0014 0.0008 0.0039 0.0008 
4 Low fan with 
Cooling 
0.0159 0.0114 0.0980 0.0173 
5 High fan with 
Cooling 
0.0245 0.0164 0.1368 0.0414 
-1 Anomalies - - - - 
 
Figure 4.69a show the current waveform for a period of the DC air condition where 
there was a repetitive decrease and increase of the current consumption. This was caused by the 
mode of the DC air conditioner being switched between low fan mode (class 2) and low fan 
with air-conditioning mode (class 4). This was an anomaly in the operation of the DC air 
conditioner, but it was not picked up as one when the distance of individual data points was 
considered in the algorithms, see Figure 4.69b and Figure 4.69d. The individual data points 
were within either the acceptable boundary of class 2 or 4. However, the HE-kNN algorithm, 
as seen in Figure 4.69c and Figure 4.69e, was able to correctly identify the period as an anomaly 
in considering both distance from the centroid and distance from k nearest neighbours. Stray 
warnings were also removed. 
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(a) Current Signal Received by Master Computer 
 
(b) Instantaneous Classification and Anomaly Warning by Distance from Centroid 
 
(c) HE-kNN Classification and Anomaly Warning by Distance from Centroid 
 
 
(d) Instantaneous Classification and Anomaly Warning by Distance from Nearest Neighbors 
 
(e) HE-kNN Classification and Anomaly Warning by Distance from Nearest Neighbors 
FIGURE 4.69 WAVEFORMS AND RESULTS FROM THE ELV DC AIR-CONDITIONER ON MALFUNCTION OF 
COOLING MODE 
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(a) Current Signal Received by Master Computer 
 
(b) Instantaneous Classification and Anomaly Warning by Distance from Centroid 
 
(c) HE-kNN Classification and Anomaly Warning by Distance from Centroid 
 
(d) Instantaneous Classification and Anomaly Warning by Distance from Nearest neighbours 
(e) HE-kNN Classification and Anomaly Warning by Distance from Nearest Neighbours 
FIGURE 4.70 WAVEFORMS AND RESULTS FROM ELV DC AIR CONDITIONER ON MALFUNCTION IN FAN 
The second scenario of the malfunction in the DC air-conditioner was the reduction in 
fan speed. This malfunction occurred in the High fan with Cooling mode (class 4). As seen in 
Figure 4.70a, there was a gradual decrease in the current consumption of the system as the fan 
slowed down. Both techniques using instantaneous classification and anomaly warning were 
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not able to identify it as anomaly; even though the technique using distance from centroid 
produced slightly better results as it identified the anomalies intermediately, see Figure 4.70b. 
HE-kNN technique is able to trigger warning for anomalies in both applications of 
distance from the centroid (Figure 4.70c) and distance from nearest neighbours (Figure 4.70e).    
4.8.5  Application of HE-kNN on ELV DC Pico-grid with 3 Different Loads 
This sub-section describes the application of the HE-kNN anomaly technique on an 
ELV DC pico-grid with 3 DC loads namely mobile phone (5V), LCD TV (12V) and laptop 
(19V). Noise was added into the grid and caused the current signal to have larger variance while 
the mean current value remained unchanged. This anomaly is difficult to detect using a multi-
meter since low range multi-meter will only provide the average reading of the system, which 
in this case, would indicate no changes. This anomaly is shown in Figure 4.71a from around 
1490s to 1550s. 
HE-kNN is able to identify the anomaly and trigger warning for both techniques using 
distance from centroid and nearest neighbours. See Figure 4.71c and Figure 4.71e. 
4.8.6  Comparison of Result for HE-kNN 
Table 4.30 shows the comparison table of performance using various type of anomaly 
warning technique. The HE-kNN technique is place in comparison with random generation 
baseline, Standard Process Control which uses the sum of mean current waveform ± 3 of its 
standard variations as normal operation conditions and instantaneous error detection using the 
boundary around the cluster centroid in kNN. 
The results are compared using accuracy and F1-score. Accuracy is the most 
straightforward measure of performance. It is simply the ratio of True Positive and True 
Negative over the Total Population (4.81). F1-score is the weighted average of Precision and 
Recall. It considers both false positives and false negatives (4.82).  
     (4.81) 
   (4.82) 
Table 4.30 shows that the proposed HE-kNN technique produces the best results for all 
three ELV DC pico-grids. 
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(a) Current Signal Sensed by Slave Meter 
(b) Instantaneous Classification and Anomaly Warning by Distance from Centroid 
 
(c) HE-kNN Classification and Anomaly Warning by Distance from Centroid 
(d) Instantaneous Classification and Anomaly Warning by Distance from Nearest Neighbours 
(e) HE-kNN Classification and Anomaly Warning by Distance from Nearest Neighbours 
FIGURE 4.71 WAVEFORMS AND RESULTS FROM ELV DC PICO-GRID OF 3 LOADS 
             
 
 
142 
 
TABLE 4.30 COMPARISON OF PERFORMANCE OF VARIOUS TECHNIQUES
Technique Accuracy F1-score 
3 loads DC pico-grid (1000 data points) 
Baseline random generator 0.4865 0.2165 
SPC on single parameter  0.9015 0.5800 
Instantaneous detection 0.9111 0.6277 
HE-kNN 0.9371 0.8025 
5 LED lights DC pico-grid (300 data points) 
Baseline random generator 0.5033 0.2513 
SPC on single parameter 0.7867 0.5294 
Instantaneous detection 0.9366 0.8191 
HE-kNN 0.9667 0.8936 
Multi-mode air-conditioner DC pico-grid (5000 data points) 
Baseline random generator 0.4971 0.2016 
SPC on single parameter 0.8928 0.3296 
Instantaneous detection 0.8810 0.2199 
HE-kNN 0.9717 0.8992 
 
This research introduces a low-cost monitoring system with classification feature and 
anomaly detection and warning for ELC DC pico-grids. It consisted of multiple distributed 
inexpensive smart slave meters to a master computer. The innovative brain of the master 
computer is the proposed HE-kNN technique. The master computer receives the four extracted 
features from the slave meter every second over the Wi-Fi network. Using the HE-kNN 
technique that considers the distance of test data to the centroid or its nearest neighbours and 
taking into account the burst error window and consecutive errors, the proposed HE-kNN 
technique produced very good results as shown through the experiments in the three ELV DC 
pico-grids mentioned in the research. This cost-efficient solution in this research can be 
expanded to larger scale in a building or estate and be implemented as part of an IoT solution.
4.9  Summary on Smart Sensing of loads and Anomalies in ELV DC pico-grids 
This chapter discusses the use of computational intelligence in the smart sensing of 
loads and anomalies in ELV DC pico-grids. Section 4.1 describes the use of bottom up approach 
in monitoring of electrical grids. It proposes to have several ELV DC pico-grids congregate to 
form nano-grids and expandable to micro-grids. The single sensor multiple load monitoring 
system is more cost effective as compared to adding a sensor and intelligence into every single 
appliance to create smart appliance. This research shows the possibility of injecting intelligence 
into the ELV DC pico-grids. This is especially useful for dumb appliances or dumb grids. The 
experimental set up is described in Section 4.2.   
This research also implements single sensor multiple load monitoring system in both 
local sensing and remote sensing. The research in this chapter also shows that low-cost 
hardware is able to replace some steps in the process, such as acquisition, filtering and 
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comparing with threshold levels. The use of hardware relieves the computer for higher level 
processing such as the computational intelligence applications. 
The research exploits both features in the transient and steady-state of the current 
waveform. Section 4.3 describes a multilevel threshold detection method for load 
disaggregation for the DC pico-grid. On top of the multilevel threshold detection method, 
several computational intelligence techniques are used in the state-change detection, load 
classification and disaggregation of the ELV DC pico-grids. Section 4.4 describes the use of K-
Means clustering to obtain clusters of elements that represent the various loads in the ELV DC 
pico-grid, follows by kNN classification in the self-labelling of the cluster and also in the 
classification process. In addition to kNN classification, Section 4.6 elaborates on the use of 
LSTM RNN deep learning technique in the classification process of the loads. This avoids the 
manual feature picking process in K-Means and kNN technique. It shows that it is able to 
produce great results. The disadvantage of using LSTM RNN is the much longer training 
process as compared with the kNN technique.  
In the later part of the chapter, Section 4.7, the load classification of the ELV DC pico-
grid evolves into having additional features for fault detection and anomaly warning. SPC 
conditions for detecting abnormal operations is one of the techniques used to trigger warnings 
for user if there are suspicious activity in the normal operation.  
Section 4.8 introduces the HE-kNN technique which is enhanced from kNN technique 
with additional anomaly criteria and burst error anomaly detection. The master computer 
received the 4 extracts features from the slave meter every second over the Wi-Fi network. 
Using the HE-kNN technique that considers the distance of test data to the centroid or its nearest 
neighbours and taking into account the burst error window and consecutive errors, the proposed 
HE-kNN technique in this research produces very good results as shown through the 
experiments in the three ELV DC pico-grids mentioned. This cost-efficient solution can be 
expanded to larger scale in a building or estate and be implemented as part of an IoT solution.   
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Chapter 5.  PV System Output Forecasting using Machine Learning  
 In the recent years, small scale photovoltaic (PV) power generation has become one of 
the mainstream options for building owners who seek their own isolated renewable power 
systems. As described in the literature review in Chapter 1, PV is becoming the preferred choice 
of renewable energy source in a micro or pico-grid. PV is especially favoured in the DC pico-
grid as it is a DC power source and significant conversion loss can be avoided if the energy 
storage such as battery is DC in nature and the loads are also DC powered. Machine learning 
techniques are applied in the forecast and management of PV systems. 
This chapter describes the PV output forecasting algorithms of a three-phase grid-tied 
30.05kWp photovoltaic (PV) system on the rooftop of a high-rise building in Singapore. The 
PV system has achieved a high-performance ratio of 81.8% and 15.32% capacity utilization 
factor (CUF). Details of the PV system and its considerations can be found in Appendix A. 
Most of the PV output forecasting methods are high in complexity, resource intensive 
and use input parameters that are not readily available for small-scale users. Using the data 
collected from the 30.05kWp system, such as instantaneous power, outdoor temperature, panel 
temperature, on-site irradiance and time of the day, two machine learning methods namely the 
Naïve Bayes Classification (NBC) and k-Nearest Neighbour (kNN), are proposed in this 
chapter to perform short-term energy forecast of the PV system in the next 15-minute period. 
The forecasted results are classified into five easily-comprehensible categories, namely, Very 
Low, Low, Medium, High, and Very High. The 15-minute period is sufficient for users or smart 
energy management system to start up alternative power supplies such as a diesel backup 
generator or reduce load demand by switching off non-critical loads. This information obtained 
through the low-cost implementation will also be very useful in energy monitoring and 
management system in a Smart Home, particularly, in a small localized area where weather is 
very volatile as such, mid-term forecasting being unreliable.  
This chapter is organized as follows. The first subsection elaborates on the use of NBC 
for short term energy forecast and the second subsection discusses the use of kNN in the energy 
forecasting. The last section will summarize the chapter.   
5.1  Machine Learning Approaches in Short-Term PV Energy Forecast 
Owing to the solar intermittencies, there is a need for owners to know in advance the 
amount of energy to be harvested from their PV systems in order to prevent power system 
instability and to lower the integration and operation costs. The forecasting method, which 
determines the energy harvested from the PV system in the future, is particularly useful if the 
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building with the PV system is isolated from the power grid, such as the pico-grid. Small scale 
PV owners generally do not process sophisticated monitoring systems; thus, it is advisable for 
the forecasting method to use parameters that can be easily obtained such as instantaneous 
power and time from the charge controller or inverter; outdoor and panel temperature from 
thermometer such as resistance temperature detectors (RTD) and irradiance value from a 
pyranometer or reference cell.  
The forecasting duration ranges from short term period of hourly forecasting to long 
term period of monthly forecasting. Forecasting of energy output of a PV system is generally 
done before an hour to a few days ahead of the actual output. This is usually in the case of larger 
facilities where some electricity markets require energy producers to predict their hourly 
production for the following day. Small scale PV owners will find short term forecasting more 
useful as they do not benefit much from the energy sale from electricity markets and are more 
concern on the immediate actions if there is a change in the energy harvested from their PV 
systems. Thus, small scale PV owners do not require a long period of forecast in advance. It is 
observed in the example data of 15 minutes logging period of a day, Figure 5.1 Example of 15 
Minutes Data Logging of a Day, that the respective energy harvested, power and irradiance 
fluctuate rapidly. In comparison, the temperature graphs do not fluctuate as much. The small 
scale of the PV is also a factor in contributing to the volatile nature of the graphs; it does not 
require a sizable cloud or obstacle to cause the irradiance or power to drop drastically. In 
addition, due to spatial averaging effects, the forecast for an ensemble of distributed systems 
shows higher accuracy than the forecast for single systems. The increase of the forecast 
accuracy essentially depends on the size of the region. 
It is noted that the irradiance and power graphs are quite similar, but the energy 
harvested graph is slightly different from them even though energy E is commonly known to 
be the product of power P and time duration t (5.1). 
      (5.1) 
 This could be due to the irradiance and power data are instantaneous readings while the 
energy harvested data are cumulative readings. During the 15-minute interval, there could be 
events that caused the total energy harvested to vary from the instantaneous power. This 
variation can be larger when the interval is longer. Thus, the paper recommends the forecasting 
to be done for a very short time-period ahead, which is 15 minutes. 
This subsection suggests that a 15-minute period ahead will be sufficient as 15-minutes 
is adequate time for the owner or energy management system to start up additional energy back 
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up system or make the necessary adjustment to the grid. The shorter period is applicable for a 
small localized area such as Singapore or even small towns as the weathers for the small local 
areas are more volatile and harder to predict over a longer period of time. The shorter period of 
forecast will also reduce the need for larger energy storage for backup. A longer forecasting 
period will also be more resource-intensive and the forecasted result might change over the 
period of predicted time and thus affect the decision making of the system.  
As this research proposed the investigation of the parameters in very short-term period 
of 15 minutes ahead, thus the data logging interval is once every 15 minutes. The follow figure 
gives an example of the obtainable data of a day.  
In contrast to the resource-intensive and high-sophisticated methodologies that use 
challenging parameters for forecasting inputs, the next 2 subsections explore the use of two 
simple yet effective machine learning techniques, namely Naïve Bayes Classification (NBC) 
and k-Nearest Neighbours (kNN) that uses easily acquired data as attributes to forecast the 
energy produced by PV systems over a very short term period of 15 minutes ahead. Instead of 
providing numerical values to the users, which could sometimes be confusing to the user, this 
research proposes classifying the forecasted results into easily comprehensible class of Very 
Low, Low, Medium, High, and Very High. The selection of parameters is important in NBC; 
thus, this paper will explore the available options of the parameters and their combination as 
inputs to the technique. Four months of real historical data of the above mentioned 30.05kWp 
PV system were used for both the training and testing of the technique. The PV system is located 
in Singapore, a tropical country.  
 
 
(a) 15 minutes Block Energy Harvested Data for a Day 
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(b) Instantaneous Power Data for a Day 
 
(c) Irradiance Data for a Day 
 
(d) Outdoor Temperature Data for a Day 
 
(e) Panel Temperature Data for a Day 
FIGURE 5.1 EXAMPLE OF 15 MINUTES DATA LOGGING OF A DAY 
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5.1.1  Data Sets Used in the Short-Term PV Energy Forecast
The data used in this work are collected from the above mentioned 30kWp PV system 
over a period of four months. Five input parameters and one output parameters are acquired 
every 15-minute interval from 7am to 7pm every day.  
The 5 input parameters are: 
 Time of the day (every 15-minute interval) 
 Instantaneous Power (kW) 
 Outdoor temperature (°C) 
 Panel Temperature (°C)  
 Irradiance (W/m2) 
The output parameter is: 
 Energy harvested in next 15-minute period (kWh) 
Pre-processing of the data must be performed as not all the data logged are clean and 
error-free. Out of the six parameters, Time of the day, Instantaneous Power and Energy 
harvested are readily available to the user as these are standard outputs of an inverter or charge 
controller. Some inverters or charge controllers will also provide Outdoor temperature. The 
Panel Temperature and Irradiance measurement will require additional RTD and pyranometer, 
respectively. They might also need an additional data acquisition system.  These parameters 
were chosen as they can be easily acquired by the user as compared to those more sophisticated 
parameters such as clear index of the sky, satellite images and visible photographs of the sky. 
After removing erroneous data, the data set contains approximately 5000 data; about 75 
percent of the data were used for training of the machine learning techniques and the remaining 
25 percent were used as test records. 
Figure 5.2 shows the correlation plots of the output parameter Energy versus individual 
input parameters.  From the plots, it is observed that there are certain levels of correlation 
between the input and output parameter. In Figure 5.2a, the Energy difference versus time 
showed that the energy harvested by the panel increases from dawn to noon and slow decreases 
after that to dusk. In Figure 5.2b Energy difference versus power plot and Figure 5.2c Energy 
difference versus irradiance plot, they followed a almost linear relationship. However at Figure 
5.2d Energy difference versus panel temperature and Figure 5.2e Energy difference versus 
outdoor temperature, the plots are more wide spread and are less occurrence when the 
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temperature increases. This is due to the drop in PV panel efficiency when the temperature of 
the panels increases over a certain limit. 
(a) Energy versus Time 
 
(b) Energy versus Instantaneous Power 
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(c) Energy versus Irradiance 
 
 
(d) Energy versus Panel Temperature 
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(e) Energy versus Outdoor Temperature 
FIGURE 5.2 CORRELATION PLOTS OF OUTPUT PARAMETER ENERGY VERSUS INDIVIDUAL INPUT 
PARAMETERS 
Figure 5.3 shows the 100 bins histogram of the collected data of the harvested energy
within 15 minutes. The histogram shows that its distribution is not evenly spread; most of the 
energy harvested within the 15-minute period fall in the lower range while the higher energy 
harvested occurred less often. 
FIGURE 5.3 HISTOGRAM PLOT FOR HARVESTED ENERGY 
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The forecasted output of the PV system is classified into five categories, namely Very 
Low, Low, Medium, High, and Very High. The classification is preferred over the numerical 
value for simplicity as users might not understand what the indication of numerical value means 
to them. From the acquired data, there is no value higher than 10kWh for the energy harvested 
within 15minutes. In other words, the range of energy harvested can be kept within 0 to 10kWh. 
It is also observed from the histogram that it is not an even distribution and thus it will not be 
correct to split this range evenly to five portions. Each category of energy harvested is 
breakdown according to the range given in Table 5.1 Category of Energy Harvested.  
TABLE 5.1 CATEGORY OF ENERGY HARVESTED  
Class Category Minimum value (kWh) Maximum value (kWh) 
1 Very Low >0 0.5 
2 Low >0.5 1 
3 Medium >1 2 
4 High >2 5 
5 Very High >5 10 
 
Figure 5.4 shows an example of the histogram diagrams for input parameters Power and 
Outdoor Temperature with reference to their classified output class.  
  
Training examples in Class 1 
  
Training examples in Class 2 
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Training examples in Class 3 
  
Training examples in Class 4 
  
Training examples in Class 5 
                       (a) Power Histogram                                (b) Outdoor Temp Histogram 
FIGURE 5.4 HISTOGRAM DIAGRAMS OF POWER AND OUTDOOR TEMPERATURE PARAMETERS WITH 
REFERENCE TO THEIR OUTPUT CLASSES 
Figure 5.5 shows examples of scatter plots where the output parameters are plotted with 
reference to the input parameters. The output plots are given different colour as indicators of 
their class. From these plots, the relationships and influence of the parameters can be observed. 
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(a) Time and Irradiance as Inputs 
 
(b) Irradiance and Power as Inputs 
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(c) Time, Power and Irradiance as Inputs 
Class Category Colour 
1 Very Low Red 
2 Low Blue 
3 Medium Green 
4 High Yellow 
5 Very High Black 
FIGURE 5.5 SCATTER PLOTS OF OUTPUT INDICATORS WITH RESPECT TO INPUT PARAMETERS 
5.1.2  Forecasting Technique Performance Analysis Methods 
 The performance of the machine learning techniques was evaluated with confusion 
matrices. The confusion matrix contains information about actual and predicted classifications 
done by the NBC. The following Table 5.2 shows the confusion matrix for a two-class classifier 
with only -ve and +ve results. In the confusion matrix, A is the number of correct predictions 
that an instance is negative; B is the number of incorrect predictions that an instance is positive; 
C is the number of incorrect predictions that an instance is negative; and D is the number of 
correct predictions that an instance is positive.   
TABLE 5.2 EXAMPLE OF CONFUSION MATRIX 
 
Predicted  
-ve +ve 
Actual 
-ve A B 
+ve C D 
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From the confusion 
determined by the proportion of the total number of predictions that were correct.
     (5.2) 
Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) are commonly used 
in the performance analysis of PV forecasting techniques. RMSE measure the average 
magnitude of the error. The difference between the forecast and corresponding observed values 
are each squared and then averaged over the sample, followed by the square root of the average 
(5.3). RMSE gives a relatively high weightage to large errors as the errors are squared before 
they are averaged. It is most useful when large errors are particularly undesirable. MAE gives 
the accuracy for continuous variables. It measures the average magnitude of the errors in a set 
of forecasts, without considering their directions (5.4). MAE gives equal weightage to all 
individual differences. On top of using accuracy, RMSE and MAE are used in the analysis of 
the effectiveness of the kNN and NBC technique in the forecasting of energy harvested in the 
next 15-minute block.  
    (5.3)  
    (5.4)  
5.1.3  Naïve Bayes Classification Approach in Short-Term PV Forecast 
In classification, the training algorithm aims to construct a classifier that will label the 
given training examples with class label. One of the well-known and effective classifiers is the 
Naïve Bayes Classifier (NBC). As described in the literature review, it has been used in several 
applications such as text classification, email spam identification and solar radiation forecasting. 
NBC is based on the Bayes rule. Given that X is an example in the training set with attribute 
values {x1, x2 n}, where xi is the value of attribute; Xi. Y is the classification variable; and 
yi is the value of Y, Bayes rule states that the probability of an example X = {x1, x2 n} being 
class yi is as shown in (5.5) below. 
    (5.5) 
From Bayes rule above, it is possible to determine P(Y|X=xnew) for any new instance 
xnew by estimating P(X|Y), P(Y) and P(X). On top of the Bayes rule, the NBC makes conditional 
independence assumptions and therefore simplifies the representation of P(X|Y) into the 
following (5.6). 
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=     
=     (5.6) 
The above equation is needed to be used on the training data set so that it will train a 
classifier that will output the probability distribution over possible values of Y, for each new 
instance Xnew that needs to be classified. It is required to calculate the probability that Y will 
take on any given value, given the attribute values of Xnew and given the distribution of P(Y) 
and P(Xi|Y). The NBC will determine the class value of Xnew by selecting the one with the 
highest probability value; thus, the resulting classifier function fnbc is as below (5.7). 
     (5.7) 
As the denominator does not depend on Y, it can be removed, and the classifier function is as 
below (5.8). 
        (5.8) 
In the training phase of the discrete scenario, P(Y=yi) can be found by counting the 
examples in the training set that is in the yi category and divide that number by the training set 
size. The P(Xi|Y) will be estimated by counting the number of Xi in the training data set that 
falls into the Y=yi category and dividing that number over the total number of examples in that 
particular category. 
energy output, the input Xi is continuous instead of discrete values. In such cases, it is common 
to assume that the distribution of each continuous Xi follows the Gaussian distribution for each 
possible discrete value yi of Y. The Gaussian NBC can be trained by estimating their mean  
(5.9) and standard deviation  (5.10), where n is the number of Xi in the training set that are 
classified as yi. 
      (5.9) 
     (5.10) 
The probability of all possible values of Y=yi can be estimated from the Gaussian 
formula (5.11). Using the data acquired, both the discrete NBC and Gaussian NBC are used in 
the forecasting of energy produced by the PV system. 
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     (5.11) 
5.1.4  Results and Discussions for Naïve Bayes Classification Approach 
The results of using the proposed NBC forecasting technique for the energy harvested 
in the next 15 minutes will be discussed in this section. The results and discussions will be 
mainly based on their confusion matrices and comparing their accuracies. The results, based on 
using both a single input parameter and multiple input parameters, will be discussed to forecast 
single output parameters.  
As the Time of the day parameter follows a fixed 15-minute interval, therefore, it is 
considered as a discrete input parameter. Its probability P(Xi|Y) will be trained by counting the 
number of Xi in the training data set that falls into the Y=yi category and dividing that number 
over the total number of examples in that particular category. The other four parameters will 
use the Gaussian NBC in training and estimating their probability value with the Gaussian 
formula. 
There are 3 levels of prediction and forecasting as seen in the table below. 
Level Descriptions 
1 Current parameters used to predict current amount of energy harvested in the past 15 
minutes 
2 Current parameters used to forecast the energy harvested in the next 15 minutes 
3 Trend parameters used to forecast the energy harvested in the next 15 minutes 
 
In Level 1, it is not forecasting as the same period of input; parameters of Power, Time, 
Irradiance, Outdoor Temperature and Panel Temperature will be used to predict the same period 
of output, which is Energy Harvested in the past 15-minute period. This level is not useful for 
the user in forecasting Energy Harvested; it is mainly for reference only. Some examples are 
shown in Table 5.3. 
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TABLE 5.3 LEVEL 1 CONFUSION MATRICES AND THEIR ACCURACIES FOR NBC CLASSIFICATION
Table a. Level 1: Power->Energy 
 Predicted  
VL L M H VH 
A
ct
ua
l 
VL 104 21 0 0 0 
L 25 105 5 1 0 
M 6 86 178 14 2 
H 0 17 191 170 189 
VH 0 0 16 10 50 
Accuracy=51.00% 
 
 
Table b. Level 1: Power+Time->Energy 
 Predicted  
VL L M H VH 
A
ct
ua
l 
VL 104 17 2 2 0 
L 24 94 10 8 0 
M 5 57 147 77 0 
H 0 11 69 485 2 
VH 0 0 2 74 0 
Accuracy=69.75% 
 
 
Table c. Level 1: All inputs->Energy 
 Predicted  
VL L M H VH 
A
ct
ua
l 
VL 108 16 1 0 0 
L 26 102 8 0 0 
M 5 71 183 27 0 
H 0 5 150 356 56 
VH 0 0 3 47 26 
Accuracy=65.13% 
As seen in Table 5.3a, Power forecast will be 51 percent accurate when it is the only 
parameter used in the predicting of Energy Harvested. However, with the combination of Power 
and Time, the prediction accuracy increased significantly to 69.75 percent. But in Table 5.3c, 
it is shown that the accuracy drops when all inputs are used for the prediction. This indicates 
that there is a need to select the right mix of input parameters as opposed to not using as many 
input parameters as possible in NBC.  
In Level 2, forecasting of the output Energy harvested within the next 15 minutes is 
performed based on the input parameters or a combination of such parameters. Some examples 
are shown in Table 5.4. Using single parameter alone will not result in good accuracy, for 
example, as shown in Table 5.4a, single parameter of power as input used for forecasting the 
next 15- minute period energy harvested has an accuracy of only 50.63 percent and the single 
parameter output. The prediction accuracy is only 24.31 percent when Outdoor Temperature is 
used as a single parameter. This is rather inaccurate, and it implies that the Output Temperature 
is not an important factor in the forecast. Although there is a certain pattern between the Output 
Temperature and the Energy Harvested, the spread of the relationship is too wide and therefore 
does not perform well in the forecast. 
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The combination of parameters generates better accuracy result; this is particularly so 
for the combination of Power and Time, which achieved a high accuracy of 68.12 percent; as 
seen in Table 5.4c. The combination of Power, Time, and Irradiance, in Table 5.4d, gives an 
accuracy of 66.27 percent, which is slightly lower than the results from Power and Time inputs. 
This indicates that the additional input of Irradiance, which requires an additional pyranometer 
might not be necessary in the forecasting. 
TABLE 5.4 LEVEL 2 CONFUSION MATRICES AND THEIR ACCURACIES FOR NBC CLASSIFICATION 
Table a. Level 2: Power->Next Energy 
 Predicted  
VL L M H VH 
A
ct
ua
l 
VL 112 12 0 0 0 
L 36 92 7 1 0 
M 5 86 172 16 7 
H 2 21 199 169 176 
VH 0 0 8 11 57 
Accuracy=50.63% 
 
Table b. Level 2: Outdoor Temp->Next Energy 
 Predicted  
VL L M H VH 
A
ct
ua
l 
VL 105 4 10 1 4 
L 95 1 27 12 1 
M 166 0 31 48 41 
H 189 0 86 117 175 
VH 2 0 14 25 35 
Accuracy=24.31% 
 
 
Table c. Level 2: Power+Time->Next Energy 
 Predicted  
VL L M H VH 
A
ct
ua
l 
VL 108 12 2 2 0 
L 27 87 14 8 0 
M 4 52 146 84 0 
H 2 8 86 469 2 
VH 0 0 2 74 0 
Accuracy=68.12% 
 
 
Table d. Level 2: Power+Time+Irradiance->Next Energy 
 Predicted  
VL L M H VH 
A
ct
ua
l 
VL 114 10 0 0 0 
L 31 91 13 1 0 
M 4 63 185 34 0 
H 1 10 134 384 38 
VH 0 0 7 55 14 
Accuracy=66.27% 
 
parameters. It will include the past two values of the parameters as input parameters; This 
increases the dimensions of the algorithm; it also increases the computational resources and 
time. This is illustrated in Figure 5.6 Level 3 and Level 2 Classification. Below shows the 
difference between Level 2 (5.12) and Level 3 forecasting (5.13). 
Level 2:      (5.12) 
Level 3:    
 (5.13) 
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FIGURE 5.6 LEVEL 3 AND LEVEL 2 CLASSIFICATION 
Table 5.5 shows some examples of Level 3 forecasting. They imply that even though 
the Level 3 forecasting NBC performs well, their accuracies are slightly lower than that of Level 
2. The Level 3 Power Trend forecasting to Energy Harvested in the next 15 minutes produces 
an accuracy of 49.87% as compared to the 50.63% from Level 2 Power forecasting to Energy 
Harvested in the next 15 minutes.  
The combination of Power Trend and Time Trend resulted in 66.39%. This is the same 
for forecasting with the additional Outdoor Temperature; this implies again that Outdoor 
Temperature is not a useful parameter. The All Input Parameters Trend resulted in a 61.50% 
accuracy; this reiterates that it is not necessary to include all parameters. 
TABLE 5.5 LEVEL 3 CONFUSION MATRICES AND THEIR ACCURACIES FOR NBC CLASSIFICATION
Table a. Level 3: Power Trend->Next Energy 
 Predicted  
VL L M H VH 
A
ct
ua
l 
VL 110 11 1 0 0 
L 53 70 12 1 0 
M 5 99 149 24 9 
H 0 10 160 206 191 
VH 0 0 2 17 57 
Accuracy=49.87% 
 
Table b. Level 3: Power Trend +Time Trend->Next Energy
 Predicted  
VL L M H VH
A
ct
ua
l 
VL 107 6 2 7 0 
L 39 62 21 14 0 
M 3 45 121 117 0 
H 0 2 67 498 0 
VH 0 0 1 75 0 
Accuracy=66.39% 
 
 
Table c. Level 3: Power Trend +Outdoor Temp Trend->Next 
Energy 
 Predicted  
VL L M H VH 
A
ct
ua
l 
VL 107 9 2 4 0 
L 47 58 23 8 0 
M 3 46 142 95 0 
H 0 3 83 481 0 
VH 0 0 0 76 0 
Accuracy=66.39% 
 
 
Table d. Level 3: All Input Trends->Next Energy 
 Predicted  
VL L M H VH 
A
ct
ua
l 
VL 110 9 1 2 0 
L 55 60 21 0 0 
M 5 80 147 54 0 
H 0 4 121 403 39 
VH 0 0 1 65 10 
Accuracy=61.50% 
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5.1.5  Methodology for kNN Classification Approach
K-nearest neighbour (kNN) classification is one of the most fundamental and simple 
classification methods and is often used for classification studies when there is little or no prior 
knowledge about the distribution of the data. It was developed from the need to perform 
discriminant analysis when reliable parametric estimates of probability densities are unknown 
or difficult to determine. It is one of the most commonly used supervised machine learning 
techniques. KNN has been applied in several areas such as load classification. 
The algorithm is based on the computation of the distance between the test object and 
the training vectors in the overall training set and on the election of the class through majority 
voting on the labels of the nearest vectors. K is the number of nearest training vectors.  
The algorithm requires a set of training data. These training data contains the training 
vectors. These training vectors contain the attribute values. As kNN classification is a 
supervised learning technique, the training vectors will already have been labelled with their 
respective classes. Let C be the class of the set and m is the total number of classes. 
C = {c1, c2, c3 m}     (5.14) 
Given T as the training set and let ti be the training vector and n is the total number of 
training vectors in the set. 
T = {t1, t2, t3 n}     (5.15) 
Given that each training vector will have p number of attributes. 
      ti = [ti1 ti2 ti3 ip]     (5.16) 
The number of attributes will determine the number of dimensions in the space. 
Although there is no restriction in the number of dimensions or attributes for the training vectors, 
but the increasing number of dimensions will cause the data to become too sparse and dissimilar 
to be effective in kNN algorithm. This is commonly known as the curse of dimensionality. 
During the classification process, the attributes of the test object is extracted to form the 
test vector. It is then placed among the training vectors and the distance between the test object 
and the training vectors are computed.    
Given x as the input test object. It should have the same p number of attributes as the 
training vectors. 
        x = [x1 x2 x3 p]         (5.17) 
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There are several distance metrics that can be used in kNN algorithm to compute the
distance between the test objects and the training objects, some examples are city block distance 
and Chebyshev distance. The most commonly used distance metric, which is used in this 
research, is the Euclidean distance as shown in (5.18).  
      (5.18) 
If k is set at 1, which is the 1-nearest neighbour rule, the predicted class of test object x 
is set equal to the true class of its nearest neighbour. For k-nearest neighbours, the predicted 
class of test object x is set equal to the most frequent true class among k nearest training objects. 
In another word, the election of the class is through majority voting on the labels of the k nearest 
vectors. k is usually an odd number to avoid ties.   
Let kc denote the number of training vectors from the group of the nearest neighbours, 
that belongs to class c. 
     (5.19) 
where I(.) is an indicator function that returns the value 1 if its argument is true or 0 
otherwise. Then a test object is classified to the class c with maximum number of related 
neighbours.  
c = argmaxr (kr)       (5.20) 
Scaling of attributes is required if the range of the attributes differ by a lot. This is to 
prevent distance measures from being dominated by the larger value attributes. This can also 
be done by performing weighted kNN with the distance computed as (5.21) below. Each 
parameter will be given a weight w to prevent domination. 
     (5.21) 
5.1.6  Results and Discussions for kNN Classification Approach 
Similar to the NBC classification technique, the data sets explored in this short-term PV 
energy forecasting using kNN technique are the 5 input parameters and 1 output parameters 
from the 30kWp PV system. Table 5.6 gives some examples of the confusion matrices and their 
accuracies on next 15 minutes energy harvesting forecast using kNN technique  level 2. 
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TABLE 5.6 LEVEL 2 CONFUSION MATRICES AND THEIR ACCURACIES FOR KNN CLASSIFICATION
Table a. Outdoor Temperature->Next Energy 
 
k=41 
Predicted  
VL L M H VH 
A
ct
ua
l 
VL 13 39 82 100 4 
L 5 10 72 70 7 
M 1 0 49 152 15 
H 0 1 8 373 48 
VH 0 0 1 191 38 
Accuracy=37.76% 
 
Table b. Outdoor Temperature+Time->Next Energy 
 
k=41 
Predicted  
VL L M H VH 
A
ct
ua
l 
VL 133 17 64 23 1 
L 43 7 70 42 2 
M 13 11 51 121 21 
H 5 1 48 252 124 
VH 0 1 5 119 105 
Accuracy=42.85% 
 
 
Table c. Panel Temperature+Time->Next Energy 
 
k=41 
Predicted  
VL L M H VH 
A
ct
ua
l 
VL 149 40 40 9 0 
L 57 18 65 24 0 
M 16 12 71 109 9 
H 2 3 43 274 108 
VH 0 0 5 124 101 
Accuracy=47.93% 
 
 
Table d. Power+Time ->Next Energy 
 
k=41 
Predicted  
VL L M H VH 
A
ct
ua
l 
VL 210 24 4 0 0 
L 31 112 17 4 0 
M 9 18 143 46 1 
H 0 9 63 292 66 
VH 0 1 19 95 115 
Accuracy=68.18% 
 
 
Table e. Power+Irradiance+Time ->Next Energy 
 
k=41 
Predicted  
VL L M H VH 
A
ct
ua
l 
VL 213 21 3 1 0 
L 31 109 20 4 0 
M 9 18 143 45 2 
H 0 8 65 280 77 
VH 0 1 15 86 128 
Accuracy=68.26% 
 
 
Table f. All parameters ->Next Energy 
 
k=41 
Predicted  
VL L M H VH 
A
ct
ua
l 
VL 206 27 4 1 0 
L 34 104 20 6 0 
M 7 20 120 70 0 
H 0 6 43 309 72 
VH 0 0 6 89 135 
Accuracy=68.33% 
 
 
The output of the PV is influenced by the temperature and irradiance. Table 5.6b to c 
explored the effect of temperature. In Table 5.6a, the accuracy of forecasting energy harvested 
for the next 15 minutes from the input of just outdoor temperature parameter is only about 
37.76%.  There is an improvement shown in Table 5.6b from 37.76% to 42.85% when the 
outdoor temperature parameter is combined with time parameter. Time parameter aids in the 
accuracy. However, it is known that the panel temperature is a factor in the energy output of 
the PV; Table 5.6c shows that panel temperature parameter with time parameter has better 
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accuracy at 47.93% as compared to that of outdoor temperature parameter with time parameter. 
Panel temperature is, thus, a better parameter as compared to outdoor temperature. 
Table 5.6d gives a very high accuracy of 68.18% when power parameter and time 
parameter is used to forecast the PV energy harvested for the next 15 minutes. Both power and 
time are very good parameters in the kNN forecasting technique. The addition of an expensive 
pyranometer for irradiance readings will only slightly increase the accuracy to 68.25%, as 
shown in Table 5.6e. Table 5.6f shows that if all 5 input parameters were to be used in the 
forecasting of the next 15-minue block of energy harvested, the improvement of accuracy is 
improved only slightly. Thus, there is little advantage to use all input parameters. It is also very 
resource-expensive. 
It is observed from the experiment that the accuracy of the kNN algorithm increases 
with the k value until it reaches a stagnant after a certain value. Experiments were done by 
varying the k value on the kNN algorithm for forecasting the next 15-minute block of PV energy. 
Figure 5.7 shows the comparison of 2 accuracy plots: one with Power and Time as inputs and 
the other with all inputs. At smaller value of k, the accuracy of the algorithm is higher for all 
input parameters as compared to only considering Power and Time, but the accuracy value will 
also reach a stagnant when the k value increases to 41 and beyond.  
 
FIGURE 5.7 ACCURACY PLOTS WITH REFERENCE TO K VALUES 
The recommended k value used here is 41. There is no significant increase in accuracy 
after this k value, thus it is not advisable to use value larger than this value as the trade-off in 
computational resources and time is not justified. 
Using k = 41 as the recommended k value in the kNN classification, Level 3 
classification is performed using the previous 2 data and the current data.  Table 5.7 shows 
some of the collected results and their accuracies. The accuracies for using more past 
parameters of Power and Time are slightly lower as compared to just using the current 
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parameters of Power and Time; they are 63.51% and 68.18% respectively. This observation is 
the same for using Power, Irradiance and Time. This could be due to the curse of dimensions.
TABLE 5.7 LEVEL 3 CONFUSION MATRICES AND THEIR ACCURACIES FOR KNN CLASSIFICATION 
Table a. Level 3: Power Trend +Time Trend->Next Energy 
 
k=41 
Predicted  
VL L M H VH 
A
ct
ua
l 
VL 155 65 9 9 0 
L 35 102 22 5 0 
M 7 28 117 62 1 
H 0 4 53 306 67 
VH 0 0 11 88 131 
Accuracy=63.51% 
 
Table b. Level 3: Power Trend +Irradiance Trend + Time Trend->Next Energy 
 Predicted  
VL L M H VH 
A
ct
ua
l 
VL 154 68 6 10 0 
L 32 101 23 8 0 
M 7 25 117 66 0 
H 0 3 49 306 72 
VH 0 0 8 91 131 
Accuracy=63.35% 
 
5.2  Comparison of Forecasting Results  
In addition to the confusion matrices presented above, the performance of NBC and 
kNN techniques can be assessed using RMSE and MAE. Both RMSE and MAE range from 0 
to . As they are negatively-oriented scores, which means that the lower value it is the better 
is the technique. It is shown in Table 5.8 below that kNN are lower in both RMSE and MAE 
scores, thus are better forecasting technique.  
TABLE 5.8 ENERGY HARVEST FORECASTING RESULT COMPARISON BETWEEN NBC AND KNN 
Forecast method kNN, k = 41 NBC 
RMSE 0.6575 0.7068 
MAE 0.1993 0.2431 
Accuracy 68.18% 68.12% 
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5.3  Summary on Small Scale PV systems and Forecasting Techniques
This chapter describes the design considerations during the setting up of a 30.05kWp 
PV system that consists of two different crystalline modules, namely the mono-crystalline and 
poly-crystalline. A good PV system setup will consider various aspect including the selection 
of the building and the rooftop, the electrical connections and structural design. The data 
acquisition and logging system helps the user to monitor the daily performance of the PV 
system.  These data can also be used in the management of the system and the forecast of the 
energy harvested. This research discusses several observations, including the relationship 
between the irradiance and the module temperature. This research observed that the peak 
irradiance does not necessarily lead to peak power generated by the PV system. With the careful 
planning during the design and installation phase, the performance ratio of the 30.05kWp 
system achieved a respectable 81.8%. The loss of usable energy is minimized and will 
ultimately improve the return on investment. 
Using the data collected from the 30kWp PV system, the research presents two machine 
learning approaches for short-term forecasting of the energy harvested by the PV in the next 
15-minutes block. This research selects the very short-term forecast of 15 minutes ahead as it 
is shown that the energy harvested in 15-minute block for small-scale PV systems in tropical 
region fluctuates. The 15-minute block is sufficient for the building owners to make necessary 
decision in their energy management system such as turning on alternative power supplies or 
reducing non-critical loads, yet the duration is not too long for the forecast to experience 
unexpected changes. It can also be sent to smart energy management systems for decision 
making. The research suggested the system to be low cost and with output classification of Very 
Low, Low, Medium, High, and Very High, which can be easily comprehended by end user. 
With carefully chosen parameters and combination of both discrete and continuous 
NBC techniques, the application of NBC machine learning technique in the forecasting of 
energy harvested within the next 15 minutes is shown to achieve acceptable accuracy. This 
research explores the use of easily acquired data from the PV system as input parameters, 
namely, Time of the day, Instantaneous Power, Outdoor Temperature, Panel Temperature, and 
Irradiance. These data can be easily obtained and do not require the PV owner to add expensive 
and sophisticated equipment. The research explores the NBC forecasting with single and 
combination of parameters as input parameters. It is observed that the best accuracy for the 
forecast of next 15-minute energy that will be harvested is 68.12% and it came from the 
combination of parameters Power and Time of the day. These two parameters can be retrieved 
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from most PV inverters or charge controllers. There is no need for additional RTDs for outdoor 
and panel temperature sensing and pyranometer for irradiance reading.  
Additional simulations are done to forecast energy harvested within the next 15 minutes 
lude the past two readings of the 
input parameters on top of the current reading into the NBC for the forecasting. This method is 
much more resource and time intensive, but the results are about the same if not slightly lower 
than the above NBC forecasting that is without trend. The Power and Time of the day trend 
NBC forecasting method gives an accuracy of 66.39%, which is 1.73 percent less as compared 
to the above method.  
This research shows that in the application of kNN machine learning technique for 
forecasting the energy harvested by the PV system in the next 15-minutes block, by using a 
suitable k value, readily-available parameters of Instantaneous Power and Time of day are 
sufficient to provide a good 68.18% of accuracy, while additional parameters such as Irradiance 
readings from additional pyranometers and Temperature readings from sensors will not 
significantly improve the accuracy.  
The research also explores the consideration of additional past data as input parameters. 
This will increase the dimensions of the system and also the computational resources and time, 
but it does not aid in the accuracy.  The comparison between the kNN technique and the NBC 
technique using RMSE, RMAE and accuracy shows that the kNN is superior in the forecasting.   
In summary, this chapter presents a PV system that has been carefully planned and 
designed to achieve good performance and two feasible very short-term energy forecasting 
machine learning techniques namely the NBC and kNN for small-scale PV owners who do not 
have additional equipment or data other than those from their inverters. These techniques from 
this research will be extremely useful in the management of a DC pico-grid.  
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Chapter 6.  Conclusion and Future Work 
This chapter summarizes the research, highlights the primary contributions and 
discusses avenues of future work for computation intelligence in ELV DC pico-grids.  
6.1  Conclusion of Research Work 
This thesis presents the research in three main parts (Chapters 3 5) with the emphasis 
on Chapter 4, which deals with the load disaggregation and anomaly warning detection in ELV 
DC pico-grids using computational intelligence.  
Chapter 3 presents a wireless low-cost solution that performs remote load classification 
and anomalies and fault detection for AC low voltage branch circuit or mini-grid. This research 
provides a solution consisting of a master computer and distributed low-cost slave meter. Using 
the NILM technique, the distributed slave meter acquires data from non-intrusive current clamp 
meter at a frequency of 1000Hz. From these data, four features are extracted every second and 
transmitted back to the master computer for further processing. The analytical decision-making 
tool, statistical process control, is applied for anomalies warning. The algorithm is enhanced in 
this research with the additional checking of four different types of error, namely the 
instantaneous error, continuous error warning, burst anomalies warning and the unexpected 
frequency switching between classes warning. The algorithm is employed into three different 
grids with errors. This research reveals that it had an accuracy of more than 90% in anomaly 
warnings for the AC low voltage grid.  
Chapter 4 is the focus of this research, wherein the emphasis is now shifted from the 
commonly found AC grids to the up-and-rising DC pico-grids. It starts off by introducing the 
bottom up approach for monitoring grids from the smallest grid level of pico-grids. This 
research recommends a bottom up management approach where several pico-grids can form a 
nano-grid and several nano-grids can congregate into a mini-grid or micro-grid. The single 
sensor multiple load sensing configuration is used in the sensing and management of the ELV 
pico-grids here. This research suggests that loads can be categorised into two broad categories, 
the dumb loads, which are low cost and do not have the economic incentive to include 
intelligence and communication to it, and the smart loads, which have intelligence and 
communication but are pricy. The motivation is to insert intelligence into the dumb with the 
proposed single sensor multiple load sensing configuration and computational intelligence 
techniques.  
This research applies machine learning techniques on both the transient period and the 
steady state period. This research explores the sensing of the ELV pico-grids in several areas, 
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such as the state change detection, steady state detection, load classification, anomalies and 
fault detection in both local and remote sensing. This chapter first presents the multi-level 
threshold detection method. Both hardware and software version of the multi-level threshold 
detection are presented and discussed. In addition to a reduction in cost, the advantage of using 
the proposed hardware of op-amps and logic gates is that it relieves the master computer of the 
simple tasks of thresholding and allows the master computer to perform higher level tasks such 
as classification and anomalies  detection. The use of software allows more flexibility, and 
threshold levels can be adjusted with ease to cater to different loads. This research shows that 
anomalies  warning can also be triggered by applying enhanced SPC, which assumes abnormal 
operation when the readings are larger than three times of the standard deviations from the mean 
value. 
The second part of Chapter 4 shifts attention to the use of kNN technique in the ELV 
DC pico-grid monitoring. This research shows that features can be extracted from the 1st second 
of the current waveform from both the transient and steady states. These features are clustered 
and the kNN technique can be applied to perform load classification. Moving on from there, 
this research blends K-Means clustering and kNN together to perform self-labelling of the 
clusters. Silhouette analyses are performed on the K-Means clustering to ensure good quality 
of clustering. The algorithms are further improved with edge detection for state change 
detection, steady state detection, ignore window process and back tracking process to provide 
a much faster, clearer and accurate results. This research shows that the improved technique 
was able to achieve a 2.65% cross validation error for the dumb ELV DC pico-grid and 6.6% 
cross validation error for the smarter ELV DC pico-grid. 
The next subsection in this chapter explores the use of deep learning LSTM RNN for 
the ELV DC pico-grid. This research introduces a 1-D convolutional stacked LSTM RNN 
technique for load disaggregation in both the ELV DC dumb and smart grid. It presents results 
on the variation of activation functions, number of neurons per layers, number of layers and 
time steps. This research shows that the proposed algorithm demonstrated excellent 
performance and achieved over 98% for the smart ELV DC pico-grid and over 99% for the 
dumb ELV DC pico-grid, making it very useful in energy management systems.  
The last part of Chapter 4 presents a remote load classification and anomalies warning 
solution. This research introduces a Hierarchical Enhanced k-Nearest Neighbours (HE-kNN) 
technique that works on the four features extracted from the distributed slave meter to the 
master computer. Six processes are involved in the HE-kNN technique. This research 
introduces two anomaly criteria to be added to the kNN technique; one criterion is to use the 
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distance between the test object and the centroid of the labelled cluster and the other is to use 
the average distance between the trained elements in the same cluster as the constraint. This 
research also adds burst error detection and frequent interchanging of operation modes to the 
technique. The HE-kNN is tested on three different types of ELV DC pico-grids, namely the 
five LED downlights, single spilt air-conditioner and three different loads. Faults and anomalies 
were added to the ELV DC pico-grids and the HE-kNN in this research is able to achieve very 
good accuracy of over 90% for remote anomalies  warning detection.  
Chapter 5 gives an overview of the implementation of a small-scale PV system in 
Singapore, a tropical country. Albeit the system investigated is a 3-phase AC system, but the 
design and implementation considerations are almost the same for both AC and DC system. 
This research proposes using easily available low-cost parameter for the forecasting of the PV 
harvested energy, as small-scale PV owners might not be able to afford expensive sensors and 
cameras. It suggests that a 15-minutes block with easily comprehensible forecasted output of 
Very Low, Low, Medium, High and Very High are sufficient for users to make necessary 
decisions about their energy management system. This research explores and presents two 
machine learning techniques, namely Naïve Bayes Classification and kNN algorithm. kNN 
algorithm performed better forecasting result at 68.18% as compared to the 61.85% from NBC. 
Their outputs are useful when PV systems were used as the energy source in the ELV DC pico-
grids energy management.  
In conclusion, this research applies various computational intelligence techniques in the 
ELV DC pico-grids in both the load and supply sides. It shows the feasibility of using 
computational intelligence techniques and their advantages. The use of computational 
intelligence, such as kNN, K-Means, NBC and LSTM RNN, produces very good results in their 
respective applications.  
On the supply side, this research 
 provides users with easily comprehensible information;  
 uses computational intelligence to provide information to help make informed 
decisions in a very short time.  
On the load side, this research 
 provides information and results that aid the users in classifying active loads, 
warning of abnormal behaviour and performing predictive maintenance; 
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 blends computational intelligence algorithms (blending kNN, K-Means and SPC) 
and enhances algorithms (HE-kNN and 1D Convolutional Stacked LSTM RMM) 
to assist users in better targeting of specific applications;  
 the inclusion of remote monitoring with the implementation of machine learning 
opens a window of opportunities in this research for IoT implementation; 
 reduces the requirements of manual monitoring and human intervention, which 
enhances the ELV DC pico-grids so that they can evolve into components of 
bigger IoT Smart Grid systems. 
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6.2  Future Work
As mentioned above, different computational intelligence techniques are used and 
evaluated throughout this research to provide a range of solutions to the ELV DC pico-grid. 
Whilst techniques such as kNN, Naïve Bayes, LSTM and K-Means are explored, it will be 
interesting to investigate some of the other more popular techniques such as Support Vector 
Machine, wavelet analysis and other deep neural network configurations. This could involve 
the use of more powerful computers with higher end Graphical Processing Unit (GPU). 
Even though the research provides some insight into the design of remote monitoring 
with low-cost slave meters with a single master computer, as the popularity of IoT increases, 
the effects of having many slave meters with large data needs to be explored further. This would 
involve the design and construction of multiple test benches or slaves and might involve the 
use of cloud computing services such as Amazon Web Services (AWS). The research can also 
explore the use of edge computing where the edge components will perform a certain level of 
intelligent decisions.  
Several experiments and ELV DC pico-grids were set up throughout this research. Some 
of them were injected with anomalies and faults to be detected. However, the scenarios for ELV 
DC pico-grids are endless. More grids and conditions can be investigated. Different types of 
loads can also be studied. By and large, no one technique can be used for all scenarios and grids. 
The techniques can be fine-tuned or modified if specific applications and scenarios are available. 
This will also help to further study its results.  
A further experiment will be to involve several ELV DC pico-grids forming a nano-grid 
and conduct the energy monitoring and management in a bottom up fashion. The management 
involving both the supply side intelligence and load side intelligence can also be studied. 
Additionally, two different scenarios can be explored, namely the pure DC islanded grid or, as 
a hybrid, the AC/DC grid-tied grid. This would involve the use of several additional test 
benches and more sophisticated algorithms.     
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Appendix A PV System and Its Performance 
The installed system consists of 2 different types of crystalline PV that will deliver a 
total peak power of 30.05kW. It is grid-tied to the 3-phase system to provide secondary power 
to the building without the provision of any energy storage devices. Excess energy from the PV 
system will be fed into the power grid. In the event when there is insufficient or no sunlight 
resulting in low harvested power, the power grid will make up for the shortfall. Data acquisition 
systems are placed within the PV system for monitoring and analysis purposes.  
One array of the system is made up of a 15kWp poly-crystalline array, consisting of 3 
strings of 25 modules. Each poly-crystalline module can provide a maximum power of 200W 
under STC. The detailed specification of the poly-crystalline module is given in below.  
 
FIGURE A.1 SPECIFICATION OF THE POLYCRYSTALLINE MODULE 
A 15.05kWp mono-crystalline array, made up of 3 strings of various numbers of 
modules is located on the other side of the rooftop. The maximum power capacity of each 
module is 175Wp under STC; therefore the 3 strings in the mono-crystalline array which consist 
of 28, 29 and 29 modules respectively has a maximum power capacity of 15.05kWp. Its detailed 
specification is as given in below. 
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FIGURE A.2 SPECIFICATION OF THE MONOCRYSTALLINE MODULE  
The 2 arrays are located side by side on the same end of the roof top, as seen below. 
They are mounted on a structure with a height that ranges from approximately 500mm to 
1000mm from the rooftop and angled at 5º south facing. The 2 arrays occupy an approximate 
area of 218m2.  
FIGURE A.3 PICTURE OF THE 30.05KWP PV SYSTEM  
 
The single-phase inverter used in this system has an output AC power rating of 6000W 
and an absolute maximum voltage of 600VDC. It has a wide operating ambient temperature 
range from -25ºC to 60 ºC with an enclosure that has an environmental rating of IP65. It can 
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also operate in an environment with a condensing relative humidity from 0% to 100%. These 
specifications make it an ideal choice for use in a tropical region.
The converted AC power from the inverters as seen below is directed into the building 
AC Source Distribution Board (ACDB).  The ACDB has dedicated double pole 20-Amp 
breaker rated at 230Vac which connect the inverter to the 3-phase power supply of the building.
  
FIGURE A.4 INVERTERS USED IN THE PV SYSTEM 
The inverters are also able to provide information on the power, voltage and current on 
both the DC input and the AC output sides. These data are logged with other useful information 
such as global solar irradiance from a pyranometer, ambience temperature and panel 
temperature. Data logging is done in 15-minute interval. The overview of the system is as below.  
 
FIGURE A.5 OVERVIEW OF PV SYSTEM 
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A.1 PV Location Considerations during the Installation Stage to Optimize System
The installation of a PV system is usually permanent and will not be moved after it is 
installed; therefore, a good location has to be selected in order to minimize the pre-photovoltaic 
losses. This is particular important if the location of a PV system is in a built-up area located in 
an urban region where there might be shadows from the surrounding buildings. The venue is to 
have minimum or no shading on the PV modules during most times of the day. This is to 
maximize the daily energy harvested and thus shorten the return of investment period. In 
tropical regions, partial shading due to nearby building, as seen below, usually occurs during 
dawn or dusk. Hence, it is important to perform a site visit from 7 am to 9am and from 5pm to 
7pm to ensure that the rooftop is not shaded by nearby buildings. The site visit is also important 
in identifying other facilities on the rooftop such as water storage tanks and communication 
antennas or dishes.  
 
FIGURE A.6 EXAMPLE OF SHADING CASTED BY NEARBY BUILDING DURING EARLY MORNING 
The PV system is to be installed on a rooftop that is within a cluster of 12 buildings 
having slightly different height. Buildings at the outer perimeter of the cluster are preferred so 
as to reduce the impact due to shadowing on the system. Site visit was done on these buildings 
during the early morning and late afternoon. The north side has been selected as it is not shaded 
and serves no other functions. 
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A2 Design Considerations of PV System with Two Different Panel Types
As mentioned in the previous section, the 30.05kWp system is made up of 2 arrays of 
crystalline modules. Each array consists of 3 strings of modules. In total, there will be 6 strings 
of modules, 3 strings of mono-crystalline PV modules and 3 strings of poly-crystalline modules. 
These 6 strings of modules are to be connected to 6 grid-tied inverters. In order to minimize the 
disturbance and unbalanced issues of the 3 phases in the power grid due to the power injected 
from the PV system, every phase will be served by 1 inverter from the mono-crystalline string 
and 1 inverter from the poly-crystalline string as illustrated below. 
 
FIGURE A.7 BLOCK DIAGRAM OF THE PV SYSTEM 
 
FIGURE A.8 SCHEMATIC OF THE 3 PHASE GRID-TIED PV SYSTEM 
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A.3  Structural Design Considerations 
The rooftop has a load capacity of 3kN/m2 which is sufficient to take the weight of the 
modules and the structure. However, this installation is to be made on an existing building 
where the rooftop has already been treated for water proofing, therefore drilling works are 
prohibited. In order to prevent movement of the modules in the event of strong winds or rain, 
the strings of the modules are bound together by aluminium fasteners. The legs of the structure 
are encased in cast cement studs that will hold down the PV arrays.   
 
(a) Cement studs to hold panels down  (b) Arrays are installed at 5º inclination 
FIGURE A.9 STRUCTURE INSTALLATION OF PV 
The arrays are tilted at an inclination angle of 5º south facing. They are elevated at a 
height of 500mm at the lowest end and 1000mm at the highest end. The elevation is to allow 
air circulation, thus reducing module temperature. This helps to reduce module losses due to 
thermal losses when the temperature rises under the afternoon sun. It also allows easy 
maintenance of the PV system and the rooftop as the maintenance worker is able work 
underneath the panels.  
As Singapore is located near the equator, at 1.3520830 Latitude and 103.8198360 
Longitude. It enjoys a generous amount of sunlight all year round. The module inclination angle 
can be placed parallel to the floor for maximum exposure to the sunlight throughout the day. 
But the system is installed at 5º inclination angle to allow rainfall to drain off and clean the 
panels, see below.  
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FIGURE A.10 PHOTOVOLTAIC STRUCTURE LAYOUT 
This will prevent accumulation of dirt and dust on the panels and thus reduces the pre-
photovoltaic losses. This also helps to reduce maintenance cost. The panels are oriented inwards 
as this helps to minimize the reflection of sunlight from the panels to surrounding buildings.  
 
A4  Data Logging Considerations 
Data acquisition and logging is important in PV systems to evaluate their performance 
and output power quality. The data can be used to benchmark the system with various standards. 
In addition, data acquisition allows the user to identify faults or issues well in advance. In this 
30.05kWp grid-tied system, data will be transferred to a Programmable Logic Controller (PLC) 
data logger every 15 minutes. The data source was in the form of a series of impulse transferred 
via an RS232 interface. An example of the data packet can be seen below.   
 
FIGURE A.11 SAMPLE DATA PACKET IN IMPULSES 
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The data logged includes:
Input DC power of individual inverter, PDCInv#
 Input DC voltage of individual inverter, VDCInv# 
 Input DC current of individual inverter, IDCInv# 
 Output AC power of individual inverter, PACInv# 
 Output AC voltage of individual inverter, VACInv# 
 Output AC current of individual inverter, IACInv# 
 Irradiance W/m2, Irrad 
 Ambient temperature, ºC, Tamb 
 Module temperature, ºC, Tmod 
 Total accumulative energy, kWh, Eacc 
The data from the PLC data logger is obtained from the intranet network and stored in 
the local server. The information from the server is then extracted and transferred to an 
industrial grade computer and displayed onto an LCD monitor located on level 1 of the building. 
A5  Observation of Irradiance and Temperature Effect 
The pyranometer logs the irradiance data at 15 minutes interval. Below is an example 
of irradiance readings taken on 9 June 2010 over a period of a day. The data clearly shows that 
the peak of the solar energy collected occurs around noon and this value is approximately 
1040W/m2. There are 2 lowest points in the chart which occurred at 9am to 10am and at 2pm 
to 4pm. This could be due to brief sessions of rain or cloud overcast.  
 
FIGURE A.12 EXAMPLE OF DATA COLLECTED ON IRRADIANCE OF A DAY 
PV performance is tested under the STC where it is kept at 25ºC while receiving 
1000W/m2. However, in a tropical region, it is very challenging to satisfy these 2 conditions 
concurrently. The high solar energy density and irradiance will cause a corresponding increase 
in the temperature of the PV modules.  
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One of the factors that will affect the PV performance is the module temperature, which 
is the module thermal loss. This is especially true for crystalline panels. The PV performance 
will start to degrade when it exceeds a given temperature. The irradiance will influence the 
module temperature and will in turn affect the performance of the module. A chart, as shown 
in Figure A.13 can be plotted to show the relationship between the module temperature and the 
irradiance. The data as shown below is taken from the PV system on 26 June 2010.  The linear 
relationship between the module temperature and irradiance can be inferred from the graph (1). 
TMOD = IRRAD/30 + 25      (A1) 
  
  
FIGURE A.13 RELATIONSHIP BETWEEN IRRADIANCE AND MODULE TEMPERATURE 
The chart below was generated from the data collected on 26 June 2010. It combined 
the values obtained from module temperature, outdoor temperature, irradiance and power 
density harvested by the PV system. The power density is multiplied by a factor of 10 to make 
it more visible on the chart.  
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FIGURE A.14 RELATIONSHIP BETWEEN TEMPERATURE, IRRADIANCE AND POWER DENSITY GENERATED BY 
PV SYSTEM 
It was observed that the peak module temperature occurs at peak irradiance. However, 
this occurrence does not coincide with the peak power density generated by the PV system. At 
the peak irradiance of 931W/m2 and peak module temperature of 55ºC, the power generated 
from the system is 21.312kW or 97.76W/m2, which translates to an efficiency of 10.5%. This 
is not the peak power generated for the day. 
A6  PV Performance and Discussion 
The data acquisition and logging system allows daily monitoring of the PV system 
performance. It can indicate or provide warning signals in anticipation of problems or issues 
with the PV system. It can also be used to analyze and evaluate the performance of the grid-
tied PV system. Below is an example of the daily energy data extracted for the period from 
March 2010 to June 2010. 
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FIGURE A.15 DAILY ENERGY YIELDED FROM MARCH TO JUNE 2010 
For a PV system, the capacity utilization factor (CUF) is the ratio of actual energy 
generated by the system over a period of time to the equivalent energy output at its rated 
capacity over the period (2). The period is usually a year, however, due to the limitation of the 
data collected, the period used in this paper will be 4 months. The rated capacity of the installed 
system is the total output of the solar cell measured in terms of Wp (Watt Peak) and refers to 
nominal power under STC. 
    (A2) 
The energy measured over the 118 days is 13035.46kWhr. The installed capacity is 
30.05kW. Therefore, the CUF is calculated to be 0.1532 or 15.32%. Even though the CUF is 
used in performance indication of PV, but it does not consider any external factors such as 
variation of irradiance and availability of grid. A better performance metric will be the 
performance ratio. 
Table below relates the monthly average solar insolation in Singapore to the average 
daily energy produced per square meter. The efficiency of the system with reference to the solar 
insolation is also calculated based on the data collected. The efficiency of the PV system is 
lower than the specified efficiency of the PV modules due to the pre-photovoltaic losses, 
module and thermal losses and system losses. Another reason for the discrepancy is because 
the modules are tested at STC condition which is different from the weather condition in a 
tropical country like Singapore. 
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TABLE A.1 MONTHLY AVERAGE DAILY ENERGY YIELD FOR PV SYSTEM FROM MARCH TO JUNE 2010
Month of 
2010 
Monthly average solar insolation 
(kWh/m2/day) 
Monthly average daily energy yield 
(kWh/m2/day) 
Efficiency 
(%)  
March 4.99 0.546 10.9 
April 4.80 0.551 11.5 
May 4.51 0.530 11.7 
June 4.35 0.4 9.2
 
Performance ratio, PR, can be used as a measurement of the performance of the PV 
system. It indicates the overall effect of losses on the rated output due to array temperature, 
incomplete utilization of irradiation and system component inefficiencies or failures. The PR 
of a PV system is defined as the ratio of the final system yield, Yf, to the reference yield, YR
    (A3) 
      (A4) 
Yf is the ratio of daily plant energy output (kWh/day) to the installed PV array peak 
power (kWp). The average daily output of the PV system was 110.47kWh/day. The PV system 
installed has a peak power of 30.05kWp. Therefore, Yf  is calculated to be 3.68 hours/day.   The 
reference yield YR can be calculated to be 4.5 hours/day by using the previously mentioned daily 
insolation of 4.5kWh/m2/day and the STC reference in-plane irradiance is given as 1000W/m2.  
The PR of the system is thus calculated to be a respectable 81.8%. Approximately 18.2% of the 
incident solar energy in the analysis period is not converted into usable energy due to various 
reasons such as conduction and thermal loss from the Balance-of-System. The careful 
considerations during the design and installation phases of the PV system helped to enhance 
the overall performance of the system by minimizing the losses and implementing a good 
orientation with no partial shading. This allows the system to harvest more energy and thus 
shortens the return of investment. 
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