University of Wollongong

Research Online
National Institute for Applied Statistics
Research Australia Working Paper Series

Faculty of Engineering and Information
Sciences

2016

Two-scale spatial models for binary data
Cecile Hardouin
Universite Paris Ouest Nanterre La Defense

Noel Cressie
University of Wollongong

Follow this and additional works at: https://ro.uow.edu.au/niasrawp

Recommended Citation
Hardouin, Cecile and Cressie, Noel, Two-scale spatial models for binary data, National Institute for
Applied Statistics Research Australia, University of Wollongong, Working Paper 07-16, 2016, 23.
https://ro.uow.edu.au/niasrawp/38

Research Online is the open access institutional repository for the University of Wollongong. For further information
contact the UOW Library: research-pubs@uow.edu.au

Two-scale spatial models for binary data
Abstract
A spatial lattice model for binary data is constructed from two spatial scales linked through conditional
probabilities. A coarse grid of lattice locations is specified and all remaining locations (which we call the
background) capture fine-scale spatial dependence. Binary data on the coarse grid are modelled with an
autologistic distribution, conditional on the binary process on the back- ground. The background
behaviour is captured through a hidden Gaussian process after a logit transformation on its Bernoulli
success probabilities. The likelihood is then the product of the (conditional) autologistic probability
distribution and the hidden Gaussian-Bernoulli process. The parameters of the new model come from
both spatial scales. A series of simulations illustrates the spatial-dependence properties of the model and
likelihood-based methods are used to estimate its parameters. Presence-absence data of corn borers in
the roots of corn plants are used to illustrate how the model is fitted.

This working paper is available at Research Online: https://ro.uow.edu.au/niasrawp/38

National Institute for Applied Statistics Research
Australia
University of Wollongong, Australia

Working Paper
07-16

Two-Scale Spatial Models for Binary Data
Cécile Hardouin and Noel Cressie

Copyright © 2016 by the National Institute for Applied Statistics Research Australia, UOW.
Work in progress, no part of this paper may be reproduced without permission from the Institute.
National Institute for Applied Statistics Research Australia, University of Wollongong,
Wollongong NSW 2522, Australia Phone +61 2 4221 5435, Fax +61 2 4221 4998.
Email: karink@uow.edu.au

Two-Scale Spatial Models for Binary Data
Cécile Hardouin
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Abstract
A spatial lattice model for binary data is constructed from two spatial scales
linked through conditional probabilities. A coarse grid of lattice locations is
specified and all remaining locations (which we call the background) capture
fine-scale spatial dependence. Binary data on the coarse grid are modelled
with an autologistic distribution, conditional on the binary process on the background. The background behaviour is captured through a hidden Gaussian
process after a logit transformation on its Bernoulli success probabilities. The
likelihood is then the product of the (conditional) autologistic probability distribution and the hidden Gaussian–Bernoulli process. The parameters of the
new model come from both spatial scales. A series of simulations illustrates the
spatial-dependence properties of the model and likelihood-based methods are
used to estimate its parameters. Presence-absence data of corn borers in the
roots of corn plants are used to illustrate how the model is fitted.
Keywords: auto-logistic model, EM algorithm, Gaussian process, hierarchical
statistical model, Laplace approximation, spatial odds-ratio

1. Introduction
Binary spatial data are involved in various domains such as economics, social
sciences, ecology, image analysis, and epidemiology; see below for references.
Considering the spatial framework, one common model for regularly spaced
binary data is the auto-logistic model, which belongs to Besag’s auto-models
class ([5]); it is a particular case of a Markov Random Field, analogous to a
classical logistic model, except that the explanatory variables are replaced by
neighbouring values of the process. The auto-logistic model has seen a lot of use
in the last 40 years and in various contexts; see, for example, [4], [22] and [42]
in ecology, [20] in epidemiology, [26] in image analysis, and [23], [37] in landuse. The auto-logistic model has been reparameterized recently by Caragea
and Kaiser [8], which helps with interpretation of the parameters, and this was
extended to the spatio-temporal case by Wang and Zhen [47].
In a hierarchical framework, when the data are noisy and missing, a Generalized Linear Model ([33], [34]) can be implemented with a link appropriate
for binary data. The logit link is canonical and a natural choice for the hidden process is auto-Gaussian (SAR model). Models involving other link functions have been developed more recently; for example, in Marsh et al. [32] and
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Lesage [28], a spatial probit model is applied to problems in agriculture and
economics, and Roy et al. [40] introduce a Bayesian spatial robit model that
is more robust against extreme observations. When the spatial variable represents presence/absence of a rare event, Elkink and Calabrese [18] suggest the
quantile function of the Generalized Extreme Value (GEV) distribution as a
link function.
In this paper, we focus on binary data on a spatial lattice with two spatial
scales. For the sake of simplicity, we assume that the process is observed on
a regular lattice, but the model can be extended to irregular lattices; then we
specify a coarse regular grid of sites, say at resolution ∆ > 1, where the finescale lattice is at resolution 1. The locations on the coarse grid define what we
call the Grid, and all remaining locations on the underlying lattice define what
we call the Background.
The models on the Grid and the Background account respectively for largescale and fine-scale spatial variation. We start with the Background model,
which consists of a classical hierarchical logistic model, linked to a hidden Gaussian field ε; clearly, the local spatial dependence relies on the covariance structure of this hidden field. Then, conditional on the Background observations,
we consider an auto-logistic model on the Grid, where the large-scale spatial
dependence is expressed via the parameters of the auto-logistic model. Thus,
the final model is non-stationary, which allows us to capture spatial dependence
at different scales, and combines a geostatistical model with a Markov random
field (MRF) model in a new and interesting manner.
Section 2 is devoted to the description of the model; we display its properties
and behaviours by varying different values of the parameters in Section 3. The
results of this section show how we can identify the Grid resolution ∆. We
present parameter estimation in Section 4, where both geostatistical and MRF
parameters are involved. Section 5 contains an application to modeling the
occurrence of corn borer larvae in agricultural fields in Iowa, USA. Finally, in
Section 6 we discuss further aspects of the construction of the model and give
our conclusions, followed by a technical appendix.
2. Two-scale spatial modelling
2.1. The Background and the Grid
Let us consider a two-dimensional domain of spatial-process locations D ⊂
R2 ; D is a finite set of n sites with the notation D = {s1 , s2 , ..., sn }, with si =
(si1 , si2 ) for i = 1, ..., n, and we denote P (D) as its perimeter (or boundary). We
are thinking of D as having no holes, but the following definition for perimeter
covers all cases:
P (D) = {s ∈D: no. nearest neighbours of s < 4}.
For the sake of simplicity, we assume that D is a fine regular lattice, but the
situation can be generalized to irregular lattices.
Let Z =(Z(s) : s ∈ D)T be the process on D, taking its values in the state
space E = {0, 1}D . We consider two scales of spatial dependence, which occur
locally at fine-scale resolution 1, and at a coarse-scale resolution ∆ > 1. This
distance ∆ is assumed known; in practice, it may be obtained from a preliminary
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exploratory analysis of the data, or by subject matter experts. We shall come
back to this point in Section 5 but, in what follows, ∆ is not considered to be
a parameter of the model.
Let G be a Grid such that the nodes are equally spaced at distance ∆; in
order to avoid edge effects, we position the Grid in the domain, such that the
edges of the Grid are at least at distance ∆ from the edge of D, see Figure 1.

Figure 1: The Background (solid crosses) and the Grid (solid lines)

More precisely, define D0 ≡ {s :k s − u k≥ ∆ ; u ∈ P (D)} ∩ D; then we
define the Grid
G(∆) = {(k∆, l∆) : k = ..., −1, 0, 1, ..., l = ..., −1, 0, 1, ...} ∩ D0 .
All remaining locations outside the Grid define the so-called Background,
B(∆) = D \ G(∆).
For the sake of simplicity, we replace B(∆) and G(∆) with B and G, respectively,
in all that follows. Thus, the fine-scale variation happens at the scale of the
Background, while the large-scale variation happens at the scale of the Grid.
Moreover, if nA = |A| is the cardinality of set A, we have n = nD = nG + nB .
T
With these notations established, we write Z = (ZT
G , ZB ), where ZG =
T
T
(ZG (s) : s ∈ G) , ZB = (ZB (s) : s ∈ B) , and ZA denotes a spatial process
on a set A ⊂ D, such that ZA = (ZA (s) : s ∈ A)T .
We now turn to spatial-process modelling. We start with the Background in
Section 2.2, which involves a conditional logistic model for ZB ; then, conditional
on ZB , we define ZG on the Grid in Section 2.3.
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2.2. Fine-scale process on the Background
We consider a conditional model for binary spatial data on the Background.
We model the binary variables using a Bernoulli distribution, where the mean
depends on an underlying (and unobserved) spatial process ε. Moreover, we
assume conditional independence of the Bernoulli random variables given the
hidden process.
Thus, denoting the Background locations as {si : i = 1, ..., nB }, for each
si ∈ B, we write the following independent conditional distributions for ZB (si )
given ε = (ε(s1 ), ..., ε(sn ))T as those given by Bernoulli random variables,
ZB (si ) | ε(si ) ∼ Ber(p(si )),

(1)

where

eε(si )
.
1 + eε(si )
The hidden process ε is assumed to be Gaussian with mean 0 and spatial
covariance matrix Σ. It is possible to incorporate explanatory variables in the
mean but we choose not to do so initially. That is,
p(si ) =

ε ∼Nn (0, Σ).

(2)

2.3. Coarse-scale process on the Grid
We define the model on the Grid conditional on the Background using a
Markov Random Field model with a neighborhood graph on the Grid, which
recall has resolution ∆. For the sake of simplicity we consider here the four
nearest neighbours, but the model can be modified easily to account for extra
spatial dependence.
For each site s ∈ G, we define the four-nearest-neighbourhood set NG (s) =
{u ∈ G : u = s ± (∆, 0), s ± (0, ∆)}. Our conditional model for the Grid values
is:
(
)
P
β
exp αB (s)ZG (s) + 4
ZG (s)ZG (u)
u∈NG (s)

πs (ZG (s) | ZB , ZNG (s) ) =

)

(
1 + exp

β
4

P

,

(3)

ZG (s)ZG (u)

u∈NG (s)

where dependence on ZB is captured in αB (s); see below.
From [5], we know that these conditional distributions are compatible and
the joint distribution is,
π(ZG | ZB ) = C −1 exp U (ZG ; ZB ) ,
where the energy U is given by

X
β
U (ZG ; ZB ) =
αB (s)ZG (s) +

4
s∈G

X
u∈NG (s)



ZG (s)ZG (u) ,


(4)

(5)

P
and C is the normalization constant, ZG ∈{0,1}nG exp U (ZG ; ZB ). Here, β is
the spatial interaction parameter, which we assume to be constant over the
4

Grid; β < 0 implies competitive behaviour, while β > 0 implies co-operative
behaviour, and β = 0 corresponds to spatial conditional independence.
In the next paragraphs, we emphasize the role of ZB in (3) and (4). Now,
αB (s) accounts for the underlying behaviour of the binary process on the Background “around” s. We propose the following model:
P
u∈NB (s) ZB (u)
αB (s) = γ + α ×
,
|NB (s)|
where NB (s) = {u = (u1 , u2 ) ∈ B : |u1 − s1 | ≤ ∆, |u2 − s2 | ≤ ∆} is the set
of four-nearest-neighbour Background locations. Notice that NB (s) ∩ G = ∅ for
all s ∈ G, since B ∩ G = ∅.
To understand the role of the parameters, consider the following calibration.
States 0 and 1 are equiprobable if αB (s) + β2 = 0, whereas αB (s) + β2 > 0 favors
state 1 and αB (s) + β2 < 0 favors state 0. Now, for equal numbers of 0 and 1 in
P
1
NB (s),
ZB (u) = 12 , in which case αB (s) + β2 = γ + α2 + β2 ,
|NB (s)| u∈NB (s)
α+β
and hence we will have equilibrium on the Grid if γ = −
. In this case,
2
P
α+β
, we can write again αB (s) + β2 = α( |NB1(s)| u∈NB (s) ZB (u) − 12 );
γ=−
2
then the model depends onlyPon α. If α > 0 and if we have a predominance
ZB (u)

B (s)
of 1s in NB (s), that is 12 < u∈N
< 1 , we obtain αB (s) + β2 > 0,
|NB (s)|
which
P reinforces state 1 on the Grid. The opposite happens if α > 0 and

0<

ZB (u)
|NB (s)|

u∈NB (s)

< 12 .

The model we ultimately choose has equilibrium on the Grid (i.e., γ =
α+β
−
), and hence we can re-write (4) as:
2
 


Y
X
1
1
π(ZG | ZB ) = C −1
exp Z(s) α 
ZB (u) − 

|NB (s)|
2
s∈G

u∈NB (s)


1
+β 
|NG (s)|

X
u∈NG (s)


1 
ZG (u) −
,
2 

(6)

where the normalizing constant C depends on α and β. In (6), there are two
terms that express the departure of the average in the neighbourhood from the
true theoretical equilibrium value of 12 ; one is for the Background and the other
is for the Grid.
3. Simulation experiments
In this section, we show through simulations that the two-scale spatial model
given by (1), (2) and (6) allows both competitive or co-operative behaviours as
well. Further, we look for edge effects and we examine measures that can better
represent the spatial dependence. We introduce the spatial odds ratio and
the spatial relative risk, which account for dependence better than the spatial
correlation when the data are binary.
5

3.1. Parameter settings
Let D be a square lattice of size 53 × 53; we fix ∆ = 4, and we overlay a
12×12 Grid G onto D, with an edge region of width ∆, analogous to the scheme
shown in Figure 1.
Following the model’s hierachical description in Section 2, we simulated forward as follows: In Step 1, we simulated a Gaussian random field ε on the
domain D with spatial covariance Σ, using the the R package RandomFields
([43]). In Step 2, we simulated independent Bernoulli random variables. Finally, in Step 3, we used a Gibbs sampler (with 2000 runs) to simulate the
auto-logistic model on the Grid.
Step 1. The Gaussian random field ε is simulated on D with distribution Nn (0, Σ);
we choose the exponential covariance function to characterize the spatial covariance matrix Σ; that is Σ = (Σij ) with Σij = C(si − sj ) and
C(h) = σε2 e−||h||/θ , for h ∈ R2 .
In order to obtain reasonable spatial dependence, we choose θ = 5, and
then θ = 20, the latter value ensuring stronger spatial dependence. We
set σε2 = 1.
Step 2. Conditional on the simulated ε, we simulate independent Bernoulli random variables ZB (s) on the Background, with parameters p(s) =
eε(s)
; s ∈ D.
1 + eε(s)
Step 3. For the standard auto-logistic model with constant α and β, values of
β that would give weak spatial dependence, stronger dependence, and
strong dependence would be around 3, 8, and 16, respectively. But for
our two-scale model, we note a reinforcement of spatial interaction due
to the Background effect, through αB (s); then, a choice of β = 2 is
large enough to obtain strong positive spatial dependence. Similarly,
a strong competitive behaviour can be obtained with β = −2. We ran
several simulation schemes for different values of parameters α and β,
both possibly negative and positive. Specifically, we ran simulations for
α ∈ {−6, −5, ..., −1, 1, ..., 5, 6} and β ∈ {−4, −3, −2, −1, 1, 2, 3, 4}.
Each model was simulated L = 1600 times, and we denote Z(l) as the l−th
T
T
realization of Z = (ZB , ZT
G ) . The statistical properties of Z are obtained by
Monte Carlo averaging of {Z(l) : l = 1, .., L}.
3.2. Experimental results
3.2.1. Visualization and edge effects
Figure 2 shows one realization of the process with parameters σε2 = 1, θ =
T
T
5, α = 2, β = 2. The whole process gives Z = (ZB , ZT
G ) , and Figure 3 shows
the corresponding ZG used in the simulation of Z. Looking at the Grid only,
it is obvious that there is strong positive spatial dependence, despite the small
value of β = 2. Clearly, the Grid dependence is strenghtened by the Background
dependence. The proportion of 1s equals 0.5372 on D, and 0.5000 on the Grid.

6

Figure 2: One realization of Z with σε2 = 1, θ = 5, α = β = 2

Figure 3: Representation of ZG extracted from Z

In order to study edge effects, we consider the first, middle, and last columns
of the lattice, and compute the average values (taken over the L = 1600 simulaL
1P
tions),
Z (l) (s1 , s2 ), for s2 = 1, 25, 53. Figure 4 plots these average values
L l=1
against s1 . Similar results are obtained for all sets of parameters (and we obviously obtain analogous results if we fix s1 and look at functions of s2 ). Our
conclusion is that there is no striking edge effect.

3.2.2. Covariance and spatial odds ratio.
The spatial covariance or spatial correlation are the usual measures used
to quantify spatial dependence; however, when the state space is {0, 1}, there
is some doubt about the usefulness of the empirical covariance. In fact, when
we consider pair-values (zi , zj ), only (1, 1) contributes to the covariance. For
this reason, we introduce a different characterization of spatial dependence that
is more appropriate in the binary 0-1 context and incorporates all pair-values.
The idea is to adapt the relative risk and odds ratio to a binary spatial setting.
Since we obtain very similar results for both spatial measures, we present here
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Figure 4: Average values of sites on the first (–) middle (...) and last (- -) columns of the
lattice.

only the spatial odds-ratio. It is easy to derive and study the spatial relative
risk in an analogous way.
For s ∈ D, the spatial odds ratio (SOR), at location s, in the direction e
and at distance h is defined by
SORe (s, h) =

p00 (s, h, e) × p11 (s, h, e)
,
p01 (s, h, e) × p10 (s, h, e)

(7)

where pjk (s, h, e) is the probability of pairs (Z(s) = j, Z(s + he) = k), and the
vector e defines the direction of interest. The quantity in (7) is a property of the
model which can be studied via simulation. Based on the L = 1600 simulations,
we can define Monte carlo averages that allow us to compute
[ ei (s, h) = p̂00 (s, h, ei ) × p̂11 (s, h, ei ) ,
SOR
p̂01 (s, h, ei ) × p̂10 (s, h, ei )

(8)

L

1X
1{Z (l) (s)=j, Z (l) (s+hei )=k} . Here, we shall study (8) in
L
l=1
two directions, horizontal and diagonal, meaning that we set directional vectors
e1 and e2 with coordinates e1 = (1, 0) and e2 = (1, 1).
To compare this new property to the spatial covariance, we computed cov(Z(s), Z(s+
hei )) = Cei (s, h) as follows:
where p̂jk (s, h, ei ) =

Cei (s, h) =

L


1 X  (l)
Z (s) − Z(s) Z (l) (s+hei ) − Z(s + hei ) ,
L
l=1

1 PL
where Z(s) =
Z (l) (s). Then the global covariance and global SOR are
L l=1
respectively given by
Cei (h) =

1

X

|Dei ,h |

s∈Dei ,h

8

Cei (s, h),

and
SORei (h) =

1

X

|Dei ,h |

SORei (s, h),

(9)

s∈Dei ,h

where Dei ,h = {s ∈D : s + ei h ∈ D}, for i = 1, 2.
In the case ofR a continuous spatial index, the
R global covariance, Cei (h),
can be written as De ,h cov(Z(s), Z(s+hei ))ds / De ,h ds, and the global SOR,
i
R
Ri
SORei (h), can be written as De ,h SORei (s,h)ds / De ,h ds.
i

i

We plot the values (9) versus h, h = 1 to 5∆ = 20, for different sets of
parameters (θ, α, β). We summarize the main results in the text below, and
present some illustrative plots for selective parameter values. These plots represent averages over 1600 simulations, and consequently the curves are smooth;
an empirical version from a single realization is much more irregular and some
features such as peaks and bumps used to determine ∆ will be much harder to
discern.
As expected, the covariance values as well as the SOR values increase with
parameter θ; however, more interesting is to see the influence of the Grid. Its
effect can be visually detected by the presence of a peak when β > 0 or a dip
when β < 0. In intermediate cases, it is hardly observable, or not at all; see
for instance the left plot of Figure 6. An important observation is that in most
cases ∆ is more easily detected from the SOR. Figure 5 displays the plots of the
global covariance and SOR for σε2 = 1, θ = 5, α = 4, β = 4. We can see that
both the covariance and SOR are decreasing with h. We can observe peaks in
the horizontal direction e1 , and almost nothing in the diagonal direction e2 ; this
is expected, because our model is simulated using the four nearest neighbours
and β > 0.
Furthermore, for the global SOR, we clearly observe a peak at lag h = 4,
which is the size of ∆, and a smaller one at lag 8; there is fainter evidence of
peaks at lags 12 and 16. This periodic pattern is also present in the global
covariance but it is much less obvious. This underlines our recommendation
that one uses SOR rather than covariance for binary data.

Figure 5 demonstrates that peaks can be seen at lags ∆, 2∆, 3∆, and maybe
further if α and β take large positive values. In fact, the presence and magnitude
of the peaks is very sensitive to both Grid parameters α and β. Figure 6 gives
three plots of SOR for different values of the Markov-random-field parameters,
where we hold θ fixed. The plot on the left-hand side presents no bumps or
concavities. We observe a bump in the midlle, at lag h = ∆ = 4, but none for
higher lags. The plot on the right-hand side shows that we also can obtain a
dip when β is negative.

Finally, we observe that both the covariance and the magnitude of the possible peaks increase with α > 0, as shown in Figure 7, and this is more obvious
for larger values of the exponential parameter θ. From Figure 8, we see that the
magnitude of the peaks can be increased by increasing β.
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Figure 5: Global covariance (left panel) and global SOR (right panel) in horizontal direction
e1 (black) and diagonal direction e2 (grey) for σε2 = 1, θ = 5, α = 4, β = 4.

We conducted other simulations to study the covariance and SOR values for
different sites, belonging to the Grid or the Background, located in the domain’s
center or in the border region. Our conclusion is that results like those seen in
Figures 5-8 are essentially the same.
4. Estimation
In this section, we consider the task of obtaining maximum likelihood estimates of the parameters (σε2 , θ, α, β). We suppose that ∆ is known; in practice,
there is information about ∆ in the empirical SOR (Section 5).
The parameters come from two structures, the Grid and the Background.
Because of the conditional manner in which the model is defined, the joint
distribution of the process is the product of two terms, corresponding to the
distribution on the Grid given the Background, times the distribution on the
Background. Taking the logarithm of the likelihood, we see that estimation of
the Grid parameters can be obtained separately from estimation of the Background parameters, which is an advantageous feature of our model. Due to the
intractable normalizing constant, the auto-model parameters are estimated by
maximizing the pseudo-likelihood introduced by Besag [6]. The second term
involves the latent Gaussian field’s parameters; their estimation in a hierarchical statistical model typically requires an EM algorithm; see [16] or [36]. The
E-step needs the expectation of the latent field ε given the observations, but we
do not know the integrated distribution. There are several ways to overcome
this issue: A common approach is to use Monte Carlo procedures; see for instance [38], [7]. Here instead we use Laplace approximations to approximate
the intractable integrals.

10

1.8

1.8

1.8

1.7

1.7

1.7

1.6

1.6

1.6

1.5

1.5

1.5

1.4

1.4

1.4

1.3

1.3

1.3

1.2

1.2

1.2

1.1

1.1

1.1

1

1
0

5

10

15

20

1
0

5

10

15

20

0

5

10

15

20

Figure 6: SOR in horizontal direction e1 (black) and diagonal direction e2 (grey) for σε2 =
1, θ = 5. Left: (α, β) = (3, 1). Middle: (α, β) = (2, 2). Right: (α, β) = (10, −5).

T

T
The likelihood is given by the distribution of Z = (ZB , ZT
G) :
Z
[Z | ϕε , α, β] = [ε, ZB , ZG | ϕε , α, β]dε
Z
= [ZG | ZB , ε, ϕε , α, β][ZB | ε, ϕε , α, β][ε | ϕε , α, β]dε
Z
= [ZG | ZB , α, β] × [ZB | ε][ε | ϕε ]dε.
(10)

The first term in (10) is explicit, given by (6):
 

Y
X
1
[ZG | ZB , α, β] = C(α, β)−1
exp Z(s) α 
ZB (u) −

|NB (s)|
s∈G
u∈NB (s)


X
1
1 
+β 
ZG (u) −  .
|NG (s)|
2 


1
2

u∈NG (s)

The normalizing constant is potentially problematic; for example, for the
model we considered in the previous section on a 12 × 12 Grid, C(α, β) is given
by the summation of 2144 terms. Some bypass the problem by approximating
C using efficient Monte Carlo methods. In the Markov-random-field context,
another method is to replace maximizing the likelihood with maximizing the
conditional pseudo likelihood ([5], [6], [12], [19]), which allows fast and easy
computation.
The pseudo likelihood here is the product of conditional probaQ
bilities,
πs (ZG (s) | ZB , α, β), expressed as a function of α and β.
s∈G

The second term in (10) involves the Gaussian distribution of ε and the
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Figure 7: SOR in horizontal direction e1 (black) and diagonal direction e2 (grey) for σε2 =
1, θ = 5; β = 2. Left: α = 2. Middle: α = 4. Right: α = 6.

following conditional distribution of ZB given ε,
Y

[ZB | ε] =

p(s)Z(s) (1 − p(s))1−Z(s) =

s∈B

Y

eε(s)Z(s)

s∈B

1
.
1 + eε(s)

Now, the underlying spatial process ε is not observed, but we can define the
complete likelihood of Z and the missing data ε.
Finally then, a quantity we call the pseudo complete log likelihood is given
by
plc (Z, ε; ϕε , α, β) = A1 (α, β) + A2 (ϕε ),

(11)

where ϕε = (σε2 , θ),
A1 (α, β) =

X

log[ZG (s) | ZB , α, β],

s∈G

and
A2 (ϕε ) = −

X
s∈B

ln(1+eε(s) )+

X
s∈B

1
1
|B|
ε(s)Z(s)− ln(det Σ)− εT Σ−1 ε−
log(2π).
2
2
2

The first term, A1 , concerns the estimation of the Grid parameters, while
the second term, A2 , is devoted to the estimation of the hidden Gaussian field
via the observations ZB on the Background B. The second term will be used to
obtain an EM estimate of ϕε .
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Figure 8: SOR in horizontal direction e1 (black) and vertical direction e2 (grey) for σε2 =
1, θ = 5; α = 2. left: β = 1. Middle: β = 3. Right: β = 4.

4.1. Estimation of the Grid parameters
P
The goal is to obtain α
b and βb that maximize A1 (α, β) =
log[ZG (s) |
s∈G

ZB , α, β]. Hence,

X
β
β
1
α(V (s) − ) − +
Z(u) Z(s)
A1 (α, β) =
2
2
4
s∈G
u∈NG (s)





X
β
β
1
Z(u)  ,
− log 1 + exp α(V (s) − ) − +


2
2
4


X

(12)

u∈NG (s)

P
where V (s) =

u∈NB (s)

Z(u)

.
|NB (s)|
The maximization of this pseudo likelihood is achieved via a standard optimization algorithm and is straightforward to implement.
4.2. Estimation of the Background parameters
4.2.1. The EM algorithm
c2 and θb from the complete log likelihood:
We want to obtain estimates σ
ε
A2 (ϕε ) = −

X
s∈B

ln(1+eε(s) )+

X

s∈B

1
1
|B|
ε(s)ZB (s)− ln(det Σ)− εT Σ−1 ε−
log(2π).
2
2
2

(13)
Since ε has not been observed, estimation is performed using the EM algorithm;
see [16], [36].
Let us define
h
i
(l)
.
(14)
q(ϕε , ϕ̂(l)
ε ) = E A2 (ϕε ) | ZB , ϕ̂ε
13

(0)

Starting with an initialization ϕ̂ε , the l-th iteration of the algorithm is achieved
in two steps. For l = 1, 2, ...
(l−1)
The E-step is to compute the expectation q(ϕε , ϕ̂ε
).
(l−1)
(l)
The M-step is to maximize q(ϕε , ϕ̂ε
) with respect to ϕε ; that is, ϕ̂ε =
(l−1)
arg maxϕε q(ϕε , ϕ̂ε
).
In our case, the E-step is problematic, since we do not have a closed-form
expression for the conditional distribution of ε given the observations Z. There
are several possible approaches, one being to implement a stochastic EM (SEM)
algorithm (e.g., [38], [36]), where the expectations are evaluated using Monte
Carlo integration. The problem with this approach lies in the simulation, where
a Metropolis algorithm is typically used to simulate the ε. Choosing the “right”
proposal density (see [10], [39]) can be problematic, and when datasets are large,
computations can be very slow.
Another classical remedy is to apply self-normalized importance sampling
(see [38], Section 3.3). The first stage is to simulate M samples of ε according
to the importance
distribution h(ε | ϕ̂(l−1) ); then the expectation


(l−1)
E g(ε(s)) | ZB , ϕ̂
is approximated by
M
X

(l−1)
g(ε(l−1)
(s))wm
,
m

m=1
(l−1)

where wm

(l−1)

are the normalized weights, wm

=

v (l−1)
PM m (l−1) ,
m=1 vm

with vm =

[ZB | εm ,ϕ̂(l−1) ] × [εm | ϕ̂(l−1) ]
. Choosing the “right” importance distribution
h(εm | ϕ̂(l−1) )
can be problematic; added to this, we observe a degeneracy of the weights,
leading to poor estimates.
4.2.2. Laplace approximations in the EM algorithm
We now derive Laplace approximations (LA) to approximate the expectations involved in (14), which are based on second-order Taylor-series expansions
of the logarithm of the integrands around their respective modes. This approach
gives us a stable estimation procedure.
Write A2 (ϕε ) more completely as A2 (ϕε ; ZB , ε). Let us denote εm as the
field maximizing A2 (ϕε ; ZB , ε); then, a second-order Taylor series expansion for
A2 (ϕε ; ZB , ε) around εm yields:
A2 (ϕε ; ZB , ε) = A2 (ϕε ; ZB , εm ) + (ε − εm )T

∂
A2 (ϕε ; ZB , ε)
∂ε

1
∂2
+ (ε − εm )T
A2 (ϕε ; ZB , εm )(ε − εm ) + ...
2
∂ε∂εT
Now, looking at the right-hand side, the second term is zero, so we have the
following approximation:
1
A2 (ϕε ; ZB , ε) ' A2 (ϕε ; ZB , εm ) − (ε − εm )T (−H(εm ))(ε − εm ),
2
where H(εm ) =

∂2
∂ε∂εT A2 (ϕε ; ZB , εm ).
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Hence, the probability density function
[ε | ZB , ϕε ] is approximately
 propor
tional to exp A2 (ϕε ; ZB , εm ) × exp − 21 (ε − εm )T (−H(εm ))(ε − εm ) ; that is,
[ε | ZB , ϕε ] is proportional to a Gaussian density. Moreover, one can evaluate
the constant that ensures a probability density, resulting in:


1
1
T
[ε | ZB , ϕ] '
exp
−
(ε
−
ε
)
(−H(ε
))(ε
−
ε
)
.
m
m
m
1
n
2
(2π) 2 | − H(εm )|− 2
(15)
We deduce from (15) that E [ε | ZB , ϕε ] ' εm and E(εεT | ZB , ϕε ) =
−H(εm )−1 , and hence we obtain the Laplace approximation of the expectation as:
X
X
1
E[A2 (ϕε ; ZB , ε) | ZB , ϕε ] ' −E[
ln(1 + eε(s) )] +
εm (s)Z(s) − ln(det Σ)
2
s∈B

s∈B

1
1
|B|
− ε0m Σ−1 εm − trace(Σ−1 (−H(εm )−1 )−
log(2π), (16)
2
2
2
where the expectation in the first term is with respect to N (εm , −H(εm )) distribution. That term does not involve ϕε , and hence we are only interested in
the following expression to be minimized:
−1
f2 (ϕε ) ≡ εT
A
εm + trace(Σ−1 (−H(εm )−1 ) + ln(det Σ).
mΣ

(17)

In the Appendix we give the details for the computation of the mode εm and
the matrix H(εm ).
(0)

Finally, starting with an initialization ϕ̂ε , the l-th iteration of the EM
algorithm is achieved in the following two steps: at the E-step, we compute the
(l−1)
(l−1)
(l−1)
f2 (ϕε , ϕ̂(l−1)
).
; ZB , ε), the Hessian −H(εm ), and A
mode, εm , of A2 (ϕ̂ε
ε
(l−1)
f2 (ϕε , ϕ̂ε
). This is achieved by a simple
At the M-step we minimize A
minimization of a single variable function. Writing the covariance matrix as
Σ(ϕε ) = σε2 Q(θ), we want to minimize:
f (θ, σε2 ) =

1 T
1
ε Q(θ)−1 εm + 2 trace(Q−1 (−H(εm )−1 ) + n ln σε2 + ln(det Q(θ)).
σε2 m
σε

with respect to σε2 and θ. The derivative with respect to σε2 for a fixed θ gives
the following explicit solution:
σε2 (θ) =


1 T
εm Q(θ)−1 εm + trace(Q−1 (−H(εm )−1 ) .
n

(18)

Then the M-step is to minimize, with respect to θ,
 h
i
1 (l−1) T
(l−1)
−1 (l−1)
−1
(l−1) −1
g(θ, ϕ̂ε
) =n ln
ε
Q(θ) εm + trace(Q (−H(εm ) )
n m
+ ln(det Q(θ)).
4.3. Simulation experiments
We ran L = 1600 simulations, as described in Section 3, with the values
of the parameters given by σε2 = 1, θ = 5, α = 2, β = 2. Then estimation
is performed on each simulation based on the procedures outlined in Sections
15

Target
Mean
Std. Dev.

α
b
2
1.9815
1.0630

βb
2
1.9297
0.9223

θb
5
4.6528
0.7678

c2
σ
ε
1
0.8719
0.1334

Table 1: Summary of two-scale model parameter estimates

4.1 and 4.2. We present in Table 1 the mean and standard deviations of the
estimates, obtained from the 1600 simulations.
We observe a negative bias, especially for the Background parameters. We
think this biais comes from the Laplace approximation and might be reduced
using higher order terms. Looking inside the EM-algorithm, we observe that
very often, at each iteration, the new value of the estimate θ̂(l) is less than
θ̂(l−1) . The initial bias for parameter θ̂ transfers to a bias for σ̂ε since the latter
is directly computed from θ̂ by (18).
It is worth noticing that the EM procedure is not sensitive to the choice of
starting values, and the number of iterations is often less than or equal to 8;
when it is larger, we obtain a θ̂ that is typically highly biased.
The estimation of the Grid parameters is obtained from 144 values in ZG ,
which is not a large number of observations. In spite of this, it is encouraging
that our estimates are close to the true values.
We conducted other experiments with the two-scale-model parameters given
by σε2 = 1, θ = 20, α = 2, β = 2. The results we obtained were similar, but
with higher bias for the parameter θ̂. For lattice size 53 × 53, the parameter
θ = 20 induces a large spatial dependence, and a typical realization on this
lattice does not show enough contrast to estimate θ accurately. Nevertheless, a
model-based prediction using this estimate can still be good.
5. Application to Corn Borers dataset
An extensive entomological field study of European corn borer larvae was
conducted in northwest Iowa ([35]). The original data are available in a 1954
technical report from the Iowa State Statistical Laboratory (“Uniformity Data
from European Corn Borer, Pyrausta nubilalis (Hbn.)”). Lee et al. ([27]) selected one dataset from this study, which they published, to examine whether
the occurrence of corn borer larvae exhibited spatial-dependence structure. The
data come from a (1/3)-acre square plot containing 36 rows, in which seeds had
been planted in 36 equally spaced ”hills” in each row, at an average rate of 3
seeds per hill. The area was divided into 324 regular subplots, each containing
4 hills. The response variables analyzed were defined as binary variables for
the subplots, where the value 0 was obtained if corn borer larvae were absent,
and the value 1 was obtained if one or more larvae were present. Now, let
ui ∈ {1, ..., 18} denote the E-W position and vi ∈ {1, ..., 18} the N-S position of
subplot i in a regular 18 × 18 lattice S; define si = (ui , vi ) and, for i = 1, ..., 324,

0 if no larvae observed in subplot i
Z(si ) =
.
1 if one or more larvae observed in subplot i
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A figure showing the regular spatial lattice of subplots and observed values
{Z(si ) : i = 1, ..., 324} is presented in Fig. 9, where black illustrates the value
1, and white illustrates the value 0.

Figure 9: Corn borers data

In their work, Lee et al. consider four Bernoulli conditional models with possible multi-way dependence. The first and second models are classic auto-logistic
models with pairwise-only dependence, respectively associated with the fournearest-neighbour system and the eight-nearest-neighbour system; the third and
fourth models involve cliques of size 3 and 4 associated with the eight-nearestneighbour system. They show that the extra cliques contained in Model 2, due
to to the diagonally adjacent pairs of sites, does not bring much additional information to Model 1. Models 3 and 4 allow multi-way dependence and incorporate
relative positional information in observed patterns of data. Lee et al. suggest
that, for a given number of infested neighbors, the spread of infestation among
spatial subplots is higher if infested neighbors occur in all directions rather than
in just one direction. Having infested neighbors in all directions implies that
biological conditions are favorable for infestation throughout the whole immediate region, as opposed to a situation in which conditions are favorable for
infestation in one direction, but not in others.
We apply our model to this dataset; more precisely, we consider a centered
Gaussian spatial field, ε ∼Nn (0, Σ), with Σij = σε2 exp(−||i − j||/θ), and conditionally independent Bernoulli variables on the Background as defined in (1).
Then, for a given ∆, we superimpose the Grid (cell size ∆) on S; we consider
a Markov random field ZG on the Grid with a four-nearest-neighbour system
(based on Lee et al.), defined by (4) and (5), and with parameters α and β. We
estimate the parameters (σε2 , θ, α, β) following the procedure described Section
4.
The resolution ∆ of the Grid is chosen according to a preliminary exploratory
step, by inspecting the spatial odds ratio at different lags. A first exploratory
approach is to plot the SOR defined in (7) for different lags h = 1 to 10, in the
directions e1 (E-W), e2 (SW-NE) and e3 (N-S) with coordinates e1 = (1, 0),
e2 = (1, 1), and e3 = (0, 1).
17

Since we have one dataset, we compute the empirical SOR at lag h in direction e, as follows:
[ e (h) = p̂00 (h, e) × p̂11 (h, e) ,
(19)
SOR
p̂01 (h, e) × p̂10 (h, e)
P
where p̂jk (h, e) = |D1e,h |
1{Z(s)=j, Z(s+he)=k} , and recall that De,h = {s ∈D :
s∈De,h

s + eh ∈ D}.
In Figure 10, we present the plots of the spatial odds ratio with respect to
h in the three directions e1 , e2 , and e3 .
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Figure 10: Empirical SOR in directions e1 (left), e2 (middle) and
√ e3 (right), for lags h = 1
to 20. The units of lag in direction e2 have to be multiplied by 2 to compare to the units of
lag in the directions e2 and e3

It is apparent that ∆E−W = 2 is a good selection for the E-W direction, while
we have possible choices of ∆N −S = 2 and ∆N −S = 4 in the N-S direction; we
also notice a peak in the diagonal direction which likely comes from ∆E−W = 2
and ∆N −S = 4. Finally, we consider two Grids, G1 with lags ∆E−W = 2 and
∆N −S = 2, and G2 with lags ∆E−W = 2 and ∆N −S = 4. Grids G1 and G2
both “start” at the site s = (3, 3) and involve, respectively, 64 and 32 sites.
For each of the two Grids, we estimate the parameters, using the procedure
described in Section 4. The results are summarized in Table 2. For each Grid,
b
we give the estimates as well as the value of the log likelihood terms A1 (b
α, β)
f
and −A2 (c
ϕε ), defined by (12) and (17). We prefer larger values of these terms.
First, we can see that strong spatial dependence is estimated for both models;
indeed, the scale parameter θ of the spatial covariance is about 20, which is
quite large; for both Grids, the interaction parameter β is almost 3, which also
denotes strong spatial dependence. With respect to the Background, there is
no evidence of a big difference between the two models. The estimated values
of θ are quite similar, as are the resulting log-likelihood values. For the Grid
parameters, the interaction parameter β is on the same order (almost 3), but
18

Grid G1 (2, 2)
Grid G2 (4, 2)

α
b
1.8695
2.5126

βb
2.9452
2.8618

b
A1 (b
α, β)
−0.5216
−0.2613

c2
σ
ε
0.8825
0.9437

θb
20.4916
21.6418

f2 (c
−A
ϕε )
−905.7831
−910.0022

Table 2: Estimates of the parameters and log likelihood values for Grids G1 and G2 .

the main difference between the two models is observed for the Grid parameter
α. The comparison of the values of the pseudo likelihood A1 indicates strong
preference for the two-scale model with Grid G2 .
6. Discussion and conclusions
In this paper, we have developed a hierarchical (in scale) spatial statistical
model for binary data. The process model is spatially dependent and is obtained
from a hidden Gaussian spatial process. This fine-scale dependence is captured
through Bernoulli random variables with success probabilities given by the logit
transformation of the latent process. Then, conditional on this Background
level, a Grid at a coarser resolution is superimposed; the coarse-scale dependence
is captured through a binary Markov random field.
Some extensions of our research could be considered. The estimation of
parameters given in Section 4 requires computation of an inverse covariance
matrix, which can be problematic for large data sets. In this case, we could
consider modelling ε with a Spatial Random Effects (SRE) model, as described
by Cressie and Johannesson ([13]; see also [24], [44]). Other reduced rank approaches could also be used (e.g. [48]), or indeed the inverse covariance matrix
could be modelled directly (e.g.; Lindgren et al. [29]).
Furthermore, covariates could be incorporated in the modelling through the
latent Gaussian process as follows: In (1) write,
p(si ) =

eL(si )
,
1 + eL(si )

L(si ) = X(si )0 b + ε(si ),

(20)

where X(.) denotes a p-dimensional vector of known covariates, and b is a pdimensional vector of regression coefficients. This model and the estimation of
its parameters is currently under investigation.
In this paper, we considered binary data, although the approach is clearly
generalisable to count data or other data arising from a generalized linear model.
The binary Markov random field on the superimposed Grid could quite naturally
be generalized to a spatial auto-model from the same member of the exponential
family that is used to generate the Background.
Simple assumptions on the spatial dependence on the Gird were made,
namely the four-nearest-neighbour system and pairwise-only dependence. These
assumptions can be easily extended to more neighbours and indeed the pairwiseonly assumption can be relaxed in a manner similar to that given in Lee et al.
[27]. This might be particularly useful within the context of image analysis,
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where higher-order interactions allow for improved image processing (see for
instance [15] and [46]).
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Appendix
In Section 4, we use the EM algorithm where the E-step is to compute
f2 (ϕε ), given by (17); its expression depends on
the Laplace approximation, A
the mode εm and on the Hessian H(εm ) of A2 (ϕε ; ZB , ε), computed at the
T
mode. Recall that the process
as a vector, εT = (εT
B , εG
 ε can be written

),
T
ΣB ΣBG
A C
−1
with covariance matrix, Σ =
. We note Σ =
,
ΣGB ΣG
C B
−1
−1
with A = (ΣB − ΣBG Σ−1
, B = (ΣG − ΣGB Σ−1
, and C =
G ΣGB )
B ΣBG )
−1
−1
−ΣG ΣGB A = −BΣGB ΣB . Then, with respect to this decomposition,

X
A2 (ϕε ; ZB , ε) =
ε(s)Z(s) − ln(1 + eε(s) )
s∈B

1 T
n
1
T
ln(2π).
− εT
B AεB − εG BεG − εG CεB − ln |Σ| −
2
2
2


V (εB )
∂
The gradient of this function is given by ∂ε A2 (ϕε ; ZB , ε) =
, with
V (εG )
εB
e
) − C T εG − AεB , and V (εG ) = −CεB − BεG . Since
V (εB ) = ZB − vec(
1 + e εB
V (εG ) = 0, we have εG = −B −1 CεB , which results in the equation,
ZB − vec(

e εB
) + (C T B −1 C − A)εB = 0.
1 + e εB

This equation can be solved by a Newton-Raphson algorithm; from it, we obT
T
−1
tain εB,m , and then the mode is εT
CεB,m .
m = (εB,m , εG,m ), where εG,m = −B
A simple calculation
gives
the
Hessian
H(ε
);
that
is,
m

eεB,m
T
diag(
)+A C 
−H(εm ) = 
.
(1 + eεB,m )2
C
B
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