We study the problem of task allocation in heterogeneous distributed systems. The objective is the minimization of the sum of processor execution and intertask communication costs. We transform the problem to a maximization one, where we try to determine and avoid large communication costs and inefficient allocations. After an appropriate graph transformation, we propose two fast algorithms, the Matching based and Max Edge heuristics, in order to consider tradeoffs between task clustering and task processor assignment. Their performance is evaluated through an experimental study where solution quality is compared with one of the best up-to-date heuristics for the problem. Results prove that algorithm Max Edge provides greatly improved solutions within short computational time even for large size instances.
INTRODUCTION
The performance of heterogeneous distributed systems heavily depends on the way tasks composing a parallel program are allocated to processors. Significant research has been done on the task allocation problem and different models have been proposed. In this paper, we consider the problem of assigning tasks to processors in a distributed system in order to minimize the sum of interprocessor communication and task processing costs. Processors are considered heterogeneous, having different processing capabilities depending on task nature and each processor communicates with all others through identical communication channels. The problem was first introduced by Stone in [18] and is known to be NP-hard in general [2] . Nevertheless, polynomial time optimal algorithms exist for two-processor systems [18] and in the case where the intertask communication graph is a tree [2] , a series-parallel graph [20] or a k-tree [6] . For the general problem, branch and bound exact algorithms have been studied ( [1, 13] ) and several heuristic methods have been proposed in [11, 14, 17] . From the theoretical point of view, Fernandez-Baca [6] showed the unfeasibility of a polynomial time approximation scheme, but the question of existence of any approximation guarantee for the problem is still open. Recently, efforts towards this 1 E-mail: vassilis@lri.lri.fr. direction are reported. In [9] , an approximation scheme is presented in the case of complete communication of constant value, along with polynomial algorithms for bivalued execution times or bounded number of processors. An interesting average case analysis of random versions of the problem with special value costs is presented in [10] . In addition, in [16] , a heuristic based on partial task allocations is proposed and evaluated.
In this paper, we transform the initial problem of minimization of total communication and execution costs into a maximization one, where we try to determine and avoid large communication and execution penalties. After the model description in Section 2, we present in Section 3 an appropriate graph transformation for the maximization problem in question. In Section 4, a new heuristic based on maximum weight graph matching is introduced in order to determine efficient solutions, considering tradeoffs between task grouping and task processor allocations. In Section 5, we describe the Max Edge heuristic, an alternative algorithm that functions on the transformed graph in a more careful and constructive way. Finally, in Section 6 we present experimental results which prove the quality and the efficiency of the two methods proposed.
Based on the above assumptions, the cost function and the constraints for the task assignment problem are described in the following:
The constraint (1) expresses the fact that each task must be assigned to one processor. Note that the described assignment problem is similar to other assignment problems, such as the allocation of researchers into departments [7] and the famous quadratic assignment problem [15] . In addition, it is closely related to graph partitioning problems: the multiway-cut problem, [3] , the k-cut problem [8] , and the k-partition problem [5] . This relation is exploited in [12] for a task assignment formulation with slightly different objectives. In the same work, the maximum weight matching algorithm is applied, in a different perspective than in our work.
GRAPH TRANSFORMATION
We now consider the objective function of the previous section:
In what follows, a transformation of the problem is proposed. The minimization of total communication and execution costs can be viewed as a maximization problem where we try to locate and avoid two kinds of penalties: heavy communication between tasks and inefficient allocations. In other words, instead of determining low cost allocations with small communication costs, we are searching for high cost allocations and task communications to avoid. Formally, (1) is equivalent to
Let y i j = n p=1 x i p x j p , where y i j determines if two tasks are allocated to the same processor. Clearly, y i j = 1 if tasks i , j are grouped on the same processor and y i j = 0 otherwise. Given that n p=1 x i p = 1, (2) can be reformulated as follows:
Clearly, (i, j )∈E c i j and
n p=1 e i p are two large value constants, for total communication and total execution costs respectively. So we can transform the initial minimization problem to an equivalent maximization problem:
Since y i j equals 1 only if tasks i and j are assigned to the same processor, the first term in (4) corresponds to the total communication cost for clustered tasks. Thus, in the transformed problem, we try to maximize the communication of clustered tasks, which is similar to minimizing the communication cost of tasks not clustered in the initial problem. At the same time, in (4), we try to maximize the competitive second term, which sums the cost of allocations. Clearly, the new maximization problem is NP-complete, since it is equivalent to the initial NP-complete minimization problem. For the above maximization problem, a graph transformation is proposed where a special node for each processor is added to the initial task graph. We define from G(V, E) a new graph G (V , E ), where V = V ∪ P. For each tasktask edge in E , we consider weight c i j = c i j , i, j ∈ T , corresponding to the first term of (4). For each task-processor couple (i, k), i ∈ T , k ∈ P, we add an edge in E with weight c ik . This weight should express the term n p=1 e i p (1−x i p ) of (4), corresponding to the penalty that the assignment probably introduces. However, in order to be able to consider tradeoffs between task clustering and task-processor allocations, we normalize weights for task-processor edges towards the size of a single execution cost, preserving however the relative order of cost introduced. Thus, we define edge weight c ik as follows:
Weight c ik can be viewed as the mean penalty in the case where task i is assigned to one of 1, . . . ,
The technique of additional processor nodes was first proposed by Stone in [18] and has been exploited in [11, 13, 16] . Weight (( n p=1 e i p )/(n−1))−e ik was associated to edge connecting task i to processor k. In that case, the problem is equivalent to the well-known multiway cut problem where, given a graph and a set of terminal nodes, one tries to find a minimum weight set of edges (cut) which disconnects each terminal from the others. However, it fails in providing any approximation guarantee for the task allocation problem, even though there exists a 2 − 2/n approximation algorithm for the n-cut problem ( [3] ). The reason is that the weights defined above could take negative values.
In our approach, we defined task processor edge weights in a different perspective. They incorporate tradeoffs between task-task clusterings and task-processor allocations. In addition, the algorithms proposed in what follows exploit the fact that c ik in (5) are always positive. Figure 1 illustrates this model in the case where the distributed computing system is composed of 3 tasks {T 1 , T 2 , T 3 } and 2 processors {P 1 , P 2 }. On the initial graph G, edge weights represent the intertask communication cost. Execution times on processors P 1 and P 2 are respectively T 1 (7, 2), T 2 (1, 6), T 3 (7, 2).
MATCHING BASED HEURISTIC
In this section, a graph matching approach is proposed for solving the task assignment problem. We first apply the graph transformation presented above. Then, in order to make independent and disjointed decisions for grouping and assignment, we use the maximum weight matching algorithm which functions in a fast and parallel way, eliminating several edges and allowing multiple decisions at a time.
Let G(V, E) be an undirected graph, where V is the set of vertices and E is the set of edges. Let P i j the weight of the edge (i, j) ∈ E. A matching M of a graph G(V, E) is a subset of the edges M ⊆ E with the property that no two edges of M share the same node. Edges of M are called matched edges. A maximum weighted matching is a matching of G with the largest possible sum of weights, i.e., (i, j)∈M p i j is maximum.
At each step k of the algorithm, we determine the maximum weighted matching M in the graph G k (G 1 = G ). Each matched edge is then contracted. A (task, task) type edge contracted defines the clustering of the two tasks and a (task, processor) type edge defines an allocation of the task to the processor. In the first case, we avoid the penalty that would be introduced in the objective function by the task communication cost and in the second case, the penalty that would be introduced by the nonallocation of the task to the processor.
This contraction reduces the graph G k to a graph G k+1 , where new edge weights c k+1 are defined from c k . For each processor, the execution cost of two grouped tasks is equal to the sum of the execution costs of the two tasks. The communication cost between a task and the clustered tasks is equal to the sum of the corresponding communication costs. The edge strength between a task t and a task-processor matched edge (i, p), c k+1 t p , is equal to the execution cost of the task t on the processor p, c k t p , plus the intertask communication cost c k it . After the allocation, task i and processor p constitute one node, corresponding to p. Thus, all edges connecting i and the other processors are deleted.
MATCHING BASED ALGORITHM.
and j into a new task l. Let c k+1 lt Obviously, the algorithm leads to a complete assignment of tasks to processors, since it deletes an edge only if the corresponding task (or cluster of tasks) is allocated. Thus, the algorithm always provides a feasible suboptimal solution for the transformed maximization problem and, consequently, for the initial minimization one. Figure 2 presents the maximum weighted matching, drawn in bold, in the modified graph G (V , E ) of Fig. 1 . The edges (T 2 , P 1 ) and (T 1 , T 3 ) define the assignment of T 2 to P 1 and the clustering of T 1 and T 3 respectively. After edge contraction, the cluster (T 1 , T 3 ) will be assigned to processor P 2 in the next step of the algorithm. 
FIG. 2. Maximum weighted matching and edge contraction in G (V , E ).
The complexity of the matching based algorithm described above is O(m(m + n) 2 ), since the repeat loop is executed O(m + n) times (m + n is the total number of nodes in G ) and the most costly operation inside the loop is graph edge update taking O(m(m + n)) time. We assume here that, for determining a maximum weighted matching, we use a simple algorithm which finds the edge of maximum weight, deletes its neighbors and proceeds in the same way. Assuming that edges are sorted in lists, all this can be done in O((m + n)m) time, which is the maximum number of edges of G .
THE MAXIMUM EDGE ALGORITHM
We now present an alternative method in order to determine clustering and allocation on the modified graph of Section 3. In the Matching based heuristic, we considered simultaneous clusterings and allocations provided by the determined matching at each step. In the Max Edge heuristic, we consider the clustering or allocation provided by the maximum weight edge of the transformed graph, contracting only one graph edge at a time and thus proceeding in a greedy, but more careful and slow way at each step. The description of the Max Edge heuristic follows:
repeat -on the transformed graph G (V , E ) find edge (i, j ) with:
if i, j tasks, then group tasks in a new task k and set c kl = max {c il , c jl }, ∀ l ∈ V if i task and j processor, allocate i to j, delete edges (i, p), ∀ p ∈ P, p = j and set c l j = max {c li , c l j }, ∀ l ∈ T , l = i until all edges are removed (all tasks are allocated)
Notice that weight c kl for task l and added node k replacing i and j is set to max {c il , c jl } and not to c il + c jl , as in the corresponding case in the Matching based heuristic of the previous section. The reason is that the above sum would automatically create a large value weight and the algorithm would proceed in the next step by contracting an edge neighbor to the one just contracted. Choosing the max weight prevents solution polarization towards a certain region of the graph and allows progressive algorithm function. + n) 2 ), as in the Matching based algorithm. The repeat loop is executed at most O(m + n) times and edge weight updates in the repeat loop require O(m(m + n)) time.
The complexity of the Maximum Edge Algorithm is O(m(m

COMPARATIVE STUDY
The performance of the proposed algorithms was evaluated through an experimental study on randomly generated problem instances. In our study, the algorithm VML proposed by Virginia Mary Lo [11] was chosen among existing methods as one of the most general and effective. The method consists essentially of three stages. In the first stage, a partial task assignment is determined by considering repeatedly two processor networks formed by one processor and then a superprocessor representing the n − 1 processors. In the second stage, the possibility of assigning all remaining tasks to the same processor is investigated. Finally, in the third stage, strongly communicating tasks form groups for which lower cost allocations are determined. The complexity of the proposed algorithm is O(nm 4 
log m).
During test data generation, execution costs were randomly generated integers following a uniform distribution within the interval [1, 100] . Similarly, communication costs were uniformly distributed integers in an interval which varied in order to estimate the impact of the relative size of execution and communication costs. During instance generation, the following parameters were considered:
• m: the number of tasks • n: the number of processors • the density of the task graph, defined as the probability of existence of an edge between any two nodes of the task graph (task graph generation guaranteed the connectivity of the graph independently from graph density)
• r com : the communication ratio defined as the ratio of the mean communication on the mean execution cost (r com = 0.5 implies communication and execution costs uniformly distributed in [1, 50] and [1, 100] 
respectively)
For each choice of the above parameters, 20 problem instances were generated and solved by the three algorithms considered: the Matching heuristic, the Max Edge heuristic, and the reference algorithm VML heuristic. In order to evaluate the performance of the methods, the percentage of cases where each algorithm provided better solutions than the others was measured. As a measure of solution quality, the relative distance from the best solution was calculated for each of the three algorithms. For algorithm A, the relative distance from the best solution is defined as rd A = S A − S * S * , where S A is the solution provided by algorithm A and S * is the best solution provided by the three methods. Clearly, rd A = 0, if A has provided the best solution for the specific problem instance. The mean relative distance of each algorithm over the different problem instances is considered through the present section.
Experimental studies proved that algorithm Max Edge outperforms both VML and Matching heuristics. For equal mean execution and communication costs (r com = 1) and for different graph densities, Max Edge provided better solutions than VML in 60-80% of cases on small size instances (m × n = 5 × 3, 10 × 7) and in 100% of cases on large size instances (m × n = 20 × 10, 30 × 15, 50 × 20). In contrast, Matching provided better solutions than VML only in 10% of cases for small instances. For large instances its performance was always inferior. Percentage on solution comparisons between couples of algorithms for r com = 1 are provided in Table I .
The mean relative distance for each algorithm and for the different values of graph density is presented in Fig. 3 when r com = 1. The exact measures corresponding to the curves can be found in Table II . The quality of the solutions provided by the Max Edge heuristic is obviously and constantly superior. The Matching heuristic is outperformed by both the Max Edge and the VML heuristic. As the gap between relative distances grows with the problem size, Max Edge provides impressively (Table I ) and fluctuations of relative distance ( Fig. 3 and Table II) In Fig. 4 , the mean relative distance comparison is presented for r com = 0.2, as an indication of the stability of Max Edge algorithm (corresponding detailed values in Table III ). The relative behavior of the curves is quite similar and Max Edge converges equivalence of three methods is 25 × 10 and for large sizes (30 × 10, 40 × 10, 50 × 10) the relative distance of Max Edge converges again to zero.
The above behavior can be explained by the fact that the impact of communication costs in the objective function is negligible when r com = 0.05 and the number of tasks is small. When the number of tasks is large enough to introduce important total communication costs (even though each communication cost is small), algorithm Max Edge regains in performance over Matching and VML algorithms.
In conclusion, experimental results have proved the effectiveness of Max Edge heuristic, especially when communications are important. For very small communication times and few tasks, Matching and VML heuristics provide better allocations. On the contrary, they fail in determining low cost allocations when there is an important tradeoff between execution and communication costs.
Finally, it is of great importance the fact that CPU execution time for both algorithms proposed in the present study is impressively small. Measures on CPU time for the three algorithms considered are presented in Fig. 7 in logarithmic scale. Matching and Max Edge algorithms are extremely fast even for large size instances (0.4 and 1.5 s respectively for 50 tasks on 20 processors compared to 21 s for VML). The Matching based heuristic is clearly faster than Max Edge for large size instances due to multiple clustering and allocation decisions at each step of the algorithm. In fact, this is the reason we have used a fast heuristic procedure for determining maximum weight matching, instead of the optimal algorithm (the complexity of the Matching based heuristic was calculated in Section 4). Even though there was a negligible improvement in solution quality when we used the optimal algorithm, the CPU time of the Matching based heuristic was significantly increased. Therefore, we preferred keeping the version of the algorithm with near optimal matchings as an alternative allocation strategy, clearly less efficient than the others, but faster for large problems.
CONCLUSION
We have presented two fast algorithms for task allocation, both based in a transformation of the initial minimization problem to a maximization one. In the present study, an experimental evaluation was affected, proving their efficiency.
Many questions arise from this work. Further performance analysis would possibly provide explanations on algorithm behavior. For example, it would be interesting to know if the break region for the three methods considered is due to algorithm function or to problem structural properties.
Another interesting perspective is the theoretical study of the heuristics proposed. The simplicity of problem transformation and of the structure of new algorithms can be exploited in order to provide approximation guaranties. Recent evolution on the approximability of the problem [9, 10] shows that the way to proceed is the analysis of special cases where execution or communication costs belong to a finite set of distinct values. In any case, the Max Edge algorithm avoids large penalties in the objective function due to communication and inefficient assignments at each step and this characteristic could be exploited in its worst-case performance analysis.
