The non-abelian Hecke algebra H n,k = C[(S k ≀ S n )\S kn /(S k ≀ S n )] can be endowed with a filtration using the orbit structures of the elements x ∈ S kn relative to the action of S kn on the set of k-partitions of {1, · · · , kn}. We prove that the structure constants of the associated filtered algebra F n,k is independent of n. This stability property leads to a universal algebra F which governs the algebras F n,k . We also a prove that the structure constants of the algebras H n,k is a polynomial in n. The case k = 2, in which the algebras (F n,2 ) n∈N are commutative, was investigated earlier in [1], [2] and [11] .
Introduction
The study of sub-algebras of C[S n ] as n → ∞, goes back to the work of Farahat and Higman [5] , in which they studied the center Z n = Z(C[S n ]) of the group algebra C[S n ], and among other things proved a stability result concerning the structure coefficients of the algebra Z n . Following [7] and [13] one can describe the stability result of Farahat and Higman as follows: 1-Endow the center of Z[S n ] with the filtration with respect to a conjugacy invariant function -the transposition length is considered in the case of S n . 2-Prove that the structure constants of the associated filtered algebra Z n are independent of n, in which case one says that the family (S n ) n∈N satisfies the stability property, the term stability is introduced in [13] . The strategy just described is used by W. Wang in [14] where it is shown the family (G ≀ S n ) n∈N is considered and shown that the family (G ≀ S n ) n∈N satisfies the stability property. Recently J. Wan and W. Wang applied the same strategy to the family (GL n (q)) n∈N in [13] using the filtration induced by the reflection length and proved that the family (GL n (q)) n∈N satisfies the stability property. Following [13] , the author considered the family (Sp 2n (q)) in [10] and proved that the center of this family of algebras satisfy the stability property with respect to the reflection length induced from GL 2n (q).
The centers of the family (S n ) n∈N are also considered by Molev and Olshanski in [9] using partial isomorphisms. Following [9] , Ivanov and Kerov calculated the structure constants of Z n in [6] and proved that the family (S n ) n∈N satisfies the stability property. The partial isomorphism method Theorem 1.1. The functions c L M,N (n) are polynomials in n. If the equality ||L|| = ||M || + ||N || holds then the function c K M,N (n) is independent of n. It is worth to note the following. In the course of proof, using the graph M we define a sequence of graphs G 0 = N, G 1 , · · · , G t = L, called the replacement chain and observe that in order to guarantee the equality ||L|| = ||M || + ||N ||, the Young diagrams obtained by the sizes of the connected components of G i should satisfy the following relationship, which was already brought into attention by Ivanov and Kerov in [6, Corollary 8.3] : Let Y i (resp. Y ) denote the Young diagram obtained from the sizes of the connected components of G i (resp. M ). Then Y i+1 is obtained from Y i 1. By replacing l i many rows of Y i of length n 1 , · · · , n t i with a row of length ( l i j=1 n j )−1, where Y = (l 1 , · · · , l t ).
Keeping the remaining rows intact.
This property of the chain replacement allows one to use the same method to recover the stability result of Farahat-Higman by considering the graph attached to x ∈ S n with the edge set {i, x(i)}. However, we do not present this proof.
The paper is organized as follows. In section 2 we define the group S k ≀ S n as a subgroup of S n and introduce the necessary notation. In section 3 we review the basics of the double-coset algebras and introduce the abstract set-up that captures the properties satisfied by the family
We also present a way of calculating the structure constants in terms of centralizers. In section 4, we parameterize the double cosets of S k ≀ S n prove the polynomiality of the structure constants. In section 5 we define the modified type, construct the universal algebra F ∞,k , and state the stability theorem. Section 6 is devoted to the graph theoretic construction edge replacement and some of its properties are proved. In the last section, using the findings of Section 6 we prove the stability theorem.
2 The group S k ≀ S n :
In this section we define S k ≀ S n as a subgroup of S kn and set the necessary notation.
N denotes the set of positive integers. For n ∈ N, the set {1, 2, · · · , n} is denoted with n. The group of permutations of n is denoted by S n . If x ∈ S n then [x] indicates the set {i ∈ N : x(i) = i} and called the support of x. The infinite symmetric group S ∞ is the union ∪ n≥0 S n . For a subset A of N the group of permutations x whose support [x] is contained in A is denoted with S A .
Let k ≥ 2 be a fixed integer. For i ∈ N, define Γ i ⊂ N by setting Γ i = {k(i − 1) + 1, · · · , ki}. The sets Γ i are called parts. For each r ∈ N there exists unique part Γ i such that r ∈ Γ i , in which case we write p(r) = Γ i . Two integers r, s ∈ N are called partners if p(r) = p(s). The group of permutations a ∈ S ∞ that preserve partner relationship is denoted with B. More precisely, a ∈ B ∞ if and only if for all i ∈ N there exists unique j ∈ N such that a(Γ i ) = Γ j . If A ⊂ N which is equal to union of parts we define B A by setting B A = B ∩ S A . If A = kn then by abuse of notation we write B n instead of B kn .
Lemma 2.1. The group B is isomorphic to S k ≀ S ∞ . The intersection B n := B ∩ S kn consists of permutations of kn which induces a permutation of the sets Γ 1 , · · · , Γ n . In particular, B n ≃ S k ≀ S n .
Proof. See [3, Chapter 11] in the case of k = 2. Remark 2.2. Let 1 ≤ i, j ≤ n and τ ij ∈ S kn be the unique permutation that interchanges elements of Γ i and Γ j in increasing order. That is, τ ij interchanges k(i − 1) + 1 with k(j − 1) + 1, k(i − 1) + 2 with k(j − 1) + 2 and so on. The permutation τ ij interchanges Γ i with Γ j set-wise and acts as identity elsewhere. The subgroup S n := τ ij : i, j = 1, · · · , n of S kn is isomorphic to S n . The Young subgroup S Γ 1 × · · · S Γn of S kn is denoted by Y n . Then B n = Y n ⋊ S n , internal semi-direct product of Y n and S n . Every element a ∈ B n can be written as a product a = a Y a S such that a Y ∈ Y n and a S ∈ S n . Reasoning this way, if A is a union of parts Γ i , i ∈ I for some finite set I, there is an isomorphism B A ≃ B |I| = S I ≀ S n . The cardinality of B n is equal to (k!) n n!. (
The association φ −→ g∈G φ(g)g defines an algebra isomorphism onto the subalgebra 
The constants c η λ,µ are called structure constants and they determine the multiplicative structure on H uniquely.
Reverted action and structure sonstants in terms of centralizers
Let λ, µ, η ∈ D be fixed and z be an arbitrary element in θ. Eq.(3) and (3) yield
The group H × H acts on G × G by the rule (a, b) · H×H (g 1 , g 2 ) = (ag 1 b −1 , bg 2 a −1 ) for a, b ∈ H and
is closed under · H×H action and thus, is equal to disjoint union of H × H orbits. If Λ 1 , · · · , Λ r be the totality of H × H orbits in V and (x 1 , y 1 ), · · · , (x r , y r ) are representatives of the orbits. Then V = ⊔ r i=1 Λ i and by Eq. (3.1) we have
where z i = x i y i as which means a ∈ C(xy). Conversely, suppose that a ∈ C(xy) and x −1 ax ∈ H 2 . Since x is in the centralizer of xy it follows that xyay −1 x −1 = a and hence
We proved the following:
i Hx i | In particular, structure constants with respect to this new basis are also integers.
Family of Hecke algebras
Let G n ⊂ G n+1 be a family of groups and H n ⊂ H n+1 be a family of subgroups s.t. H n ⊂ H n+1 . The family (G n , H n ) n∈N is called saturated if for every H n -double coset λ n and for every m ≤ n, the intersection λ n ∩ H m is either empty or a single H n -double coset.
Let (G n , H n ) n∈N be a saturated family and G ∞ and H ∞ be the union of G n and H n respectively. Let D n (resp. D) be the set of H n -double cosets (resp. H-double cosets). Since the family is saturated, for x ∈ G n , the association H n xH n −→ H n+1 xH n+1 is well-defined and injective hence defines an injection D n ֒→ D n+1 . For a saturated family, we identify D n with its image in D n+1 . The set D can be identified with the union of D n . If λ ∈ D set λ(n) := λ ∩ G n . As a result of being saturated, λ(n) is either empty or an H n -double coset in G n and thus
The set {S λ (n) : λ ∈ D, λ(n) = 0} is a basis of the algebra H(G n , H n ) and thus there exists
The functions c η λ,µ (n) are called the structural functions of the family (G n , H n ). Let λ, µ, η ∈ D and m be minimal such that λ(n), µ(n), η(n) are all non-empty.
A saturated family
Corollary 3.2. Let (G n , H n ) n∈N be a saturated and admissible family. If λ, µ, η ∈ D then there exists x 1 , · · · , x r ∈ λ(m), y 1 , · · · , y r ∈ µ(m) such that x 1 y 1 , · · · , x r y r ∈ η(m) and
Proceed as in the previous section and use the fact that the family is saturated and admissible.
4 Double-cosets of B n and the polynomiality of the structural functions
In this section we characterize the B n -double cosets in S kn and prove that c η λ,µ (n) is a polynomial in n.
B n -double cosets
There is a red edge between v r and v s for all r, s satisfying p(r) = p(s). There is a blue edge between v r and v s for all r, s satisfying p(x(r)) = p(x(s)).
The graph G x , when considered with only blue edges, is a union of complete graphs B i with blue edges on the set of vertices V Γ i := {v r : r ∈ Γ i }. Likewise, the graph G x , when considered with only red edges, is a union of complete graphs R i with red edges on the set of vertices V x −1 Γ i := {v r : x(r) ∈ Γ i }. Notice that, when k = 2, this graph is same as the graph defined in [7, Ch.VII, Sc.2].
Lemma 4.2. The isomorphism class of the graph G x determines B n xB n completely.
Proof. It is straight forward to prove that the elements contained in the same double coset have isomorphic graphs. We prove the converse. Write (r, x(r)) in place of the vertex v i of G x and assume that G x and G y are isomorphic. There is a permutation between the vertex sets
that preserves the blue edges and red edges. Since (a 1 (i), a 2 (x(i)) is an edge of G y it follows that for all i ∈ kn, ya 1 (i) = a 2 x(i). Since the blue edges are mapped to blue edges, p(i) = p(j) implies p(a 1 (i)) = p(a 1 (j)), hence a 1 ∈ B n . Similarly, red edges are permuted among themselves, p(x(i)) = p(x(j)) implies p(ax(i)) = p(ax(j)). Since ya 1 (i) = a 2 x(i), the elements x and y are contained in the same double coset. Now we define a second graph G x which determines the isomorphism class of G x as a red-blue graph uniquely. In fact, the graph G x is the graph obtained from G x by collapsing the the complete blue-graph B i into a single vertex v i . The graph G x can be described as follows.
Definition 4.3. The vertex set of the graph G x is v 1 , · · · , v n . For each l = 1, · · · , n, there is an edge e x r,s = e x s,r for each two elemental subset {r, s} ⊂ Γ l in the following way:
Notice that e r,s can be written in the following form:
The isomorphism class of G x is denoted byG x . The set of isomorphism classes of graphs of the form G x for x ∈ S kn is denoted by G n,k .
Observe that, the graphs G x and G x are recoverable from each other uniquely. Notice also that, the vertices of G x corresponds to the red edges of G x . According to the definition, v i and v j are connected by an edge if and only if there exist r, s with p(r) = p(s) such that x −1 (r) ∈ Γ i and x −1 (s) ∈ Γ j . From this observation, one deduces the following:
We reformulate the previous Lemma using the objects just defined. Proof. We just prove the existence of minimal representatives as the others are formal consequences of the definition of a minimal representative.
x and x 1 are in the same double coset such that x 1 is identity on Γ i . The process ends in finitely many steps and the resulting element satisfies the property 1. Continuing this way terminates in finitely many steps and the resulting element satisfy the property 2.
We denote the natural embedding of S kn into S k(n+t) with · ↑t . The embedding · ↑t takes B n into B n+t and if x ∈ S kn then
where • k is the graph with a single vertex. Proof. Let M ∈ D n and x, y ∈ D m for some m ≤ n. We then have
By Corollary 4.5, the graphs G x ↑m and G y ↑m are isomorphic, which immediately implies that the graphs G x and G y are isomorphic. Now the result follows from using the Corollary 4.5 once more. . The set T is equal to union of several Γ i , say it is equal to the union of Γ i 1 , · · · Γ it . The permutation τ = τ 1i 1 · · · τ tit maps T onto tk. This means τ xτ −1 and τ z 2 τ −1 are both elements of S tk . Since τ yτ
This means, every orbit has a representative in S tk , which is a finite set. The result follows from this observation.
Centeralizers of the minimal representatives
In this subsection we investigate the intersection
to prove the polynomiality of the structural functions c L M,N (n) are polynomials in n.
Remark 4.9. Recall that, if x is an arbitrary permutation and y is a permutation that commutes with x, then y maps the support of x onto itself. Moreover, if the support of two permutations do not intersect then they commute.
Our next result is analogous to Remark 4.9. Proof. Let a, b ∈ B n such that a = xbx −1 and assume that t ∈ [x] B and a(t) / ∈ [x] B . This means x −1 ax = b ∈ B n . Let x −1 (t) = l. Since x is minimal, there exists r such that p(r) = p(l) and p(x(r)) = p(x(l)) = p(t). We compare the parts p(b(r)) and p(b(l)). Since a ∈ B n , it follows that p(ax(r)) = p(ax(l)),
. As a result, we have x −1 ax(l) = ax(l) = a(t) / ∈ [x] Bn . Next we consider ax(r). There are two cases: ax(r) ∈ [x] Bn or not. If ax(r) ∈ [x] Bn then x −1 ax(r) ∈ [x] Bn , in which case p(x −1 ax(r)) and p(x −1 ax(l)) must be different. In case p(ax(r)) / ∈ [x] Bn , x and x −1 fixes ax(r) since x is minimal. Hence x −1 ax(r) = ax(r). This means, again in this case we have p(x −1 ax(r)) = p(x −1 ax(l)). But this is nothing but p(b(r)) = p(b(l)).
But this is impossible as
Corollary 4.11. If x, z ∈ S kn be two elements and assume that z is minimal representative. The equalities below hold:
In particular
Proof. Let a = B n ∩ x −1 B n x. By the Lemma 4.10 one can write a = a 1 a 2 where a 1 is a permutation of [x] B and a 2 is a permutation of kn − [x] B . This means
On the other hand, a a commutes with x as their supports are disjoint, which means Observe that the sets T 1 , T 2 and T 3 are independent of n as the B n supports of the elements are independent of n. An element a ∈ ∆ n should map T 1 ∪ T 2 to [xy] B and T 2 ∪ T 3 to [x] B respectively. As a result, a ∈ ∆ n should map T i to T i for i = 1, 2, 3. Now arguing as in the previous paragraphs, one can show that
We write kt i to denote the cardinality |T i | for i = 1, 2, 3. So we have
In other words
Hence, we proved the following: Proof. The family (S kn , B n ) is admissible by Proposition 4.8. Thus, applying Corollary 3.2 we see that the structure function c L M,N (n) is of the following form
where z i are minimal representatives of their B-double cosets. But each of the summands is a polynomial in n by Eq. (4.2) .
is independent of n and is equal to ζ z x,y .
The Modified coset type
Recall that the injection S kn ֒→ S k(n+1) maps B n to B n+1 . We have seen that the embedding ↑t : S kn −→ S kn+kt takes B n into B n+t and if x ∈ S kn and
where • k is the graph with one vertex and k(k − 1) loops. Relying on this observation we introduce the notion of modification • G of the graph G by removing the connected components that consists of single vertices and define the modified type M x of x ∈ S ∞ as the modification of G x . That is
The set of isomorphism class of modified types on the set of n vertices is denoted by M k,n . The union of M k,n is denoted by M k The next lemma is evident. Definition 5.2. Let G = (V, E) be an arbitrary graph. Then G can be written as a disjoint union of connected components C 1 = (V 1 , E 1 ), · · · , C r = (V r , E r ) for some integer positive r. Let c i = |V i | for i = 1, · · · , r and assume that c i ≥ c j for i ≤ j. The partition (c 1 , · · · , c r ) is denoted by λ G . The weight ||G|| of the graph G is defined by setting
Remark 5.3. Observe that for an arbitrary graph G, one has || • G|| = ||G||.
With this notation, we state the stability theorem for the family (S kn , B n ). The theorem then reads as F ∞,k is a filtered algebra whose structure coefficients are non-negative integers.
Graph theoretic preliminaries
Let G = (V, E) be a graph and C 1 = (V 1 , E 1 ), · · · , C r = (V r , E r ) be the connected components of G. Recall that the number r is denoted by w(G). Let D ⊂ E be a subset of the edge set of G. Then D induces a set of vertices V (D) ⊂ V , which is by definition the set of vertices v, w ∈ V such that v and w are joined by an edge e in D. If v is a vertex of G then C G (v) denotes the connected
Introduce the following:
1. The relative size s G (W ) of a vertex set W with respect to the graph G is s G (W ) = #{i = 1, · · · , r|V i ∩ W = ∅} = w(C G (W )).
2. The relative size s G (D) of an edge set D with respect to the graph G is s G (D) = #{i = 1, · · · , r|E i ∩ D = ∅} = w(C G (V (D) )) = s G (V (D) ).
3. Let G(D) denote the graph whose vertex set is V (D) and edge set is D. The non-relative size s(D) is defined by setting s(D) = w(G(D)).
Note that, the non-relative size implicitly assumes existence of a graph G = (E, V ) as D is by definition a subset of E. However, this does not provide any problem as D completely determines G(D) without reference to an ambient graph. We note the following inequality,
which is a consequence of the fact that connected components of G(D) stays connected in G, as G contains all the edges of G(D). Finally we observe that s(·) is sub-additive:
Definition 6.1. Let G 0 = (V, E 0 ) and G 1 = (V, E 1 ) be two graphs on the same set of vertices.
We say that G 1 is obtainable from G 0 by edge replacement with respect to the by definition disjoint edge sets E i1 , · · · E it ⊂ E i satisfying ∪ t j=1 E ij = E i for i = 1, 2 s.t. the vertex sets induced by E 0j and E 1j are equal:
Observe that, although E 0j are E 0i disjoint, the intersection of the vertex sets W j and W i may be non-empty. The chain of graphs
where the graph H t is obtained from H t−1 by replacing the edge set E 0t with E t1 is called the replacement chain.
The edge sets of H i are given as follows:
Lemma 6.2. The weight of the graphs H i and H i−1 satisfy the following inequality:
in particular
where E x,l := {e x r,s = e x s,r |r, s ∈ Γ l , r = s} and e x r,s = e x s,r is an edge between v p(x −1 (r)) and v p(x −1 (s)) which we write in detail as e x r,s = {{v p(x −1 (r)) , r}, {v p(x −1 (s)) , s}}.
By definition e x r,s = e x r ′ ,s ′ if and only if {r, s} = {r ′ , s ′ }. In particular |E x,l | = k(k − 1). The vertex v p (x −1 (r)) is called the r-end of e x r,s . Note that p(x −1 (r)) = i just means that x −1 (r) ∈ Γ i and hence v i is the r-end of e x r,s if and only if x −1 (r) ∈ Γ i . Lemma 6.4. The vertex set V (E x,l ) is given as follows:
More generally
Proof. Directly follows from the definitions.
Lemma 6.5. Let x ∈ S kn be arbitrary let l 1 , · · · l t ≤ n be distinct. Then
Proof. If v i , v j ∈ V (E x,l ) then there exists e x r i ,s i and e x r j ,s j such that v i ∈ V (e x r i ,s i ) and v j ∈ V (e x r j ,s j ) where r i , s i , r j , s j ∈ Γ l . Without loss of generality we may assume that v i is the r i -end of e x r i ,s i and v j is the r j -end of e x r j ,s j , which imply that x −1 (r i ) ∈ Γ i and x −1 (r j ) ∈ Γ j and thus the edge e x r i ,r j defined by r i , r j ∈ Γ l joins v i and v j . As a result, the graph G(E x,l ) whose edge set consists of E x,l and whose vertex set consists of the vertices that are end point for some e ∈ E x,l is connected. This proves the statement of the lemma for l = 1. The general case follows from this and the sub-additivity of s(·), cf. Eq.(6).
Proof of the stability theorem
In this section we prove the stability theorem.
Theorem (Stability theorem). Let M, N, L be three modified types. Then
and
In case of the equality ||L|| = ||M || + ||N ||, the polynomial c L M,N (n) is constant, i.e. independent of n.
We start with a lemma. Lemma 7.1. Let x ∈ S kn , a ∈ B n be arbitrary. Assume that x is a minimal representative. If C = {v 1 , · · · , v u } is a connected component of G x then there exists Γ i 1 , · · · , Γ iu such that u i=1 x(Γ u ) = l u=1 Γ ju . Moreover, one can find a minimal representative x ′ ∈ BxB such that
for all connected components of G x ′ .
Let r ∈ x(C) and s be arbitrary such that r, s ∈ Γ j for some j. Consider the edge e x r,s = {{v p(x −1 (r)) , r}, {v p(x −1 (s)) , s}}. Since r ∈ x(C), x −1 (r) ∈ Γ i for some i = 1, · · · , l. Thus v p −1 (x(r)) = v i ∈ C. Since C is a connected component, v p(x −1 (s)) ∈ C and hence x −1 (s) ∈ C. As a result we get Γ j ⊂ x(C).
Next assume that C 1 , · · · , C t be the connected components. The B support of [x] B is mapped by x onto itself. We have just seen that there exists two set partitions C 1 , · · · , C t and x(C 1 ), · · · , x(C t ) where each parts these sets partition are union of parts Γ j for various j's. So there is an element a 1 of B that maps x(C 1 ) to C 1 . The resulting element x 1 = a 1 x is a permutation of [x 1 ] B . By a suitable choice an element a 2 from the young subgroup S Γ 1 × · · · × S Γn one can guarantee the implication p(a 2 a 1 x(r)) = p(r) =⇒ a 2 a 1 x(r) = r, which means a 2 a 1 x is a minimal representative which satisfies the statement of the proposition.
Let x, y, z ∈ S mk be such that x, z are minimal representatives of their B-double cosets. By Lemma 7.1, there exists Let a ∈ B be such that ax is a minimal representative and satisfies the Eq.(7.1) for every connected component of G x . Replacing x with ax we may assume that x, z are minimal and x satisfies Eq.(7.1). The fact that z is minimal follows from the fact that the set of minimal elements are closed under conjugation with elements from B, cf. Lemma 4.6/3. Our aim is to show that G xy is obtainable from G y by edge replacement.
Let C 1 , · · · , C t be the connected components of G x and assume that C i = {v i 1 , · · · , v in i }. It then follows that
By our assumption on x we have
for i = 1, · · · , t. Now we consider the edge sets e xy I i = n i j=1 e xy Γ i j and e y I i = n i j=1 e y Γ i j , i = 1, · · · , t. It is clear that
e y I i .
Lemma 7.2. For every i = 1, · · · , t V (e xy I i ) = V (e y I i ).
Proof. By the Lemma 6.4 and Eq. (7) By the Lemma we see that G xy is obtainable from G y by edge replacement with respect to the edge sets e y I 1 , · · · , e y It ⊂ E y and e xy I 1 , · · · , e xy It ⊂ E xy . Thus invoking the Lemma 6.2 and bearing in mind the fact that I i is equal to the union of n i -many parts Γ i 1 , · · · , Γ in i we deduce the following:
(s(e y I i ) − 1)
(By Lemma 6.5) ≤ ||G y || + t i=1 (n i − 1) (By Eq. (7)) = ||G y || + ||G x ||.
This proves (7) . , it follows that y(Γ j ) = Γ i , for some i. On the other hand, since xy is a minimal representative xy(Γ j ) = Γ j , in fact xy acts on Γ j as identity. Putting these together, we get x(Γ j ) = Γ i . But x is also a minimal representative, which means Γ i = Γ j and the action of x on Γ j is identity. Combining these we get 
