Introduction
Stochastic Boolean Function Evaluation (SBFE) is the problem of determining the value of a given Boolean function f on an unknown input x, when each bit of x i of x can only be determined by paying a given associated cost c i . Further, x is drawn from a given product distribution: for each x i , P rob[x i = 1] = p i , and the bits are independent. The goal is to minimize the expected cost of evaluation. This problem has been studied in the Operations Research literature, where it is known as "sequential testing" of Boolean functions (cf. [15] ). It has been studied in learning theory in the context of learning with attribute costs [12] .
In this paper, we study the complexity of the SBFE problem for classes of DNF formulas. We consider both exact and approximate versions of the problem for subclasses of DNF, for arbitrary costs and product distributions, and for unit costs and/or the uniform distribution. Because of the NP-hardness of satisfiability, the general SBFE problem is easily shown to be NP-hard for arbitrary DNF formulas [8] .
We consider the SBFE problem for monotone k-DNF and k-term DNF formulas. We use a simple reduction to show that the SBFE problem for k-DNF is NP-hard, even for k = 2. We present an algorithm for evaluating monotone k-DNF that achieves a solution that is within a factor of 4 ρ k of optimal, where ρ is either the minimum p i value, or the minimum 1 − p i value, whichever is smaller. We present an algorithm for evaluating monotone k-term DNF with an approximation factor of max{2k, 2 ρ (1 + ln k)}. We also prove that the SBFE problem for monotone k-term DNF can be solved exactly in polynomial time for constant k.
Previously, Kaplan et al. gave an approximation algorithm solving the SBFE problem for CDNF formulas (and decision trees) for the special case of unit costs, the uniform distribution, and monotone CDNF formulas [12] . CDNF formulas are formulas consisting of a DNF formula together with an equivalent CNF formula, so the size of the input depends both on the size of the CNF and the size of the DNF. Having both formulas makes the evaluation problem easier. They showed that their algorithm achieves a solution whose cost is within an O(log kd) factor of the expected certificate cost, where k is the number of terms of the DNF, and d is the number of clauses. The expected certificate cost is a lower bound on the cost of the optimal solution. Deshpande et al. subsequently gave an algorithm solving the unrestricted SBFE problem for CDNF formulas, whose solution is within a factor of O(log kd) of optimal, for arbitrary costs, arbitrary probabilities, and without the monotonicity assumption [5] . Thus the Deshpande et al. result solves a more general problem than that of Kaplan et al., but their approximation bound is weaker because it is not in terms of expected certificate cost.
The Kaplan et al. algorithm uses a round robin technique that alternates between two processes, one of which attempts to achieve a 0-certificate and one which attempts to achieve a 1-certificate.
Deshpande et al. explored a generic approach to developing approximation algorithms for SBFE problems, called the Q-value approach. It involves reducing the problem to an instance of Stochastic Submodular Set Cover and then solving it using the Adaptive Greedy algorithm of Golovin and Krause [7] . They proved that the Q-value approach does not yield a sublinear approximation bound for evaluating k-DNF formulas, even for k = 2. They also developed a new algorithm for solving Stochastic Submodular Set Cover, called Adaptive Dual Greedy, and used it to obtain a 3-approximation algorithm solving the SBFE problem for linear threshold formulas [5] . Table 1 summarizes work on the SBFE problem for classes of DNF formulas, and for monotone versions of those classes. The table includes both previous results and the results in this paper. • O(n ln n)-time algorithm [12, 8] • O(n ln n)-time algorithm [12, 8] k-DNF • inapproximable even under ud ( § 4)
• NP-hard, even with uc ( § 4)
• poly-time (
• polynomial-time max{2k,
• No known polynomial-time exact algorithm or NP-hardness proof • poly-time O(log(kd))-approx. for uc and ud [12] • poly-time O(log(kd))-approx. (wrt E[OPT]) [5] general DNF
• inapproximable even under ud ( § 4)
• inapproximable within a factor of c ln n for a constant c ( § 4)
The abbreviations uc and ud are used to refer to unit costs and uniform distribution, respectively. k refers to the number of terms in the DNF, d refers to the number of clauses in the CNF. ρ is the minimum value of any pi or 1 − pi. Citations of results from this paper are enclosed in parentheses and include the section number. All approximation factors are with respect to E[CERT], the expected certificate cost, except for the CDNF bound of [5] . That bound is with respect to E[OPT], the expected cost of the optimal strategy, which is lower bounded by E[CERT].
Preliminaries

Definitions
A literal is a variable or its negation. A term is a possibly empty conjunction (∧) of literals. If the term is empty, all assignments satisfy it. A clause is a possibly empty disjunction (∨) of literals. If the clause is empty, no assignments satisfy it. The size of a term or clause is the number of literals in it.
A DNF (disjunctive normal form) formula is either the constant 0, the constant 1, or a formula of the form t 1 ∨ · · · ∨ t k , where k ≥ 1 and each t i is a term. Likewise, a CNF (conjunctive normal form) formula is either the constant 0, the constant 1, or a formula of the form c 1 ∧ · · · ∧ c k , where each c i is a clause.
A k-term DNF is a DNF formula consisting of at most k terms. A k-DNF is a DNF formula where each term has size at most k. The size of a DNF (CNF) formula is the number of its terms (clauses); if it is the constant 0 or 1, its size is 1. A DNF formula is monotone if it contains no negations. A read-once DNF formula is a DNF formula where each variable appears at most once.
Given a Boolean function f :
It is a certificate for f if it is either a 0-certificate or a 1-certificate. Given a cost vector c = (c 1 , . . . , c n ), the cost of a certificate b is j:bj = * c j . We say that input x contains certificate b if x i = b i for all i = * . The variables in a certificate b are the x i such that b i = * . If x contains b and S is a superset of the variables in b, then we say that S contains b.
The expected certificate cost of a function f , with respect to cost vector c and probability vector p, is E[CERT (f, x)], where the expectation is with respect to x drawn from product distribution D p , and CERT (f, x) is the minimum cost of a certificate b of f contained in x.
Given a Boolean function f , let E f [OP T ] denote the minimum expected cost of any algorithm solving the SBFE for f , in the unit-cost, uniform distribution case. Let E f [CERT ] denote the expected certificate cost, in the unit cost, uniform distribution case.
The set covering problem is as follows: Given a ground set A = {e 1 , . . . , e m } of elements, a set S = {S 1 , . . . , S n } of subsets of A, and a positive integer k, does there exist S ′ ⊆ S such that
Si∈S ′ = S and |S ′ | ≤ k? Each set S i ∈ S is said to cover the elements it contains. Thus the set covering problem asks whether A has a "cover" of size at most k.
Hardness of the SBFE problem for monotone DNF
Before presenting approximation algorithms solving the SBFE problem for classes of monotone DNF, we begin by discussing the hardness of the exact problem.
Greiner et al. [8] showed that the SBFE problem for CNF formulas is NP-hard, as follows. If a CNF formula is unsatisfiable, then no tests are necessary to determine its value on an assignment x. If there were a polynomial-time algorithm solving the SBFE problem for CNF formulas, we could use it to solve SAT: given CNF Formula φ, we could run the SBFE algorithm on φ (with arbitrary p and c), and just observe whether the algorithm begins by choosing a variable to test, or whether it immediately outputs 0 as the value of the formula. Thus the SBFE problem on CNF formulas is NP-hard, and by duality, the same is true for DNF formulas.
Moreover, if P = NP, we cannot approximate the SBFE problem for DNF within any factor ρ > 1. If a ρ-approximation algorithm existed, then on a tautological DNF φ, the algorithm would have to immediately output 1 as the value of φ, because ρ × 0 = 0. On non-tautological φ, the algorithm would instead have to specify a variable to test.
The SBFE problem for DNF is still NP-hard even when the DNF is monotone. To show this, we use an approach used by Cox [3] in proving NP-hardness of linear threshold evaluation. Intuitively, in an instance of SBFE with unit costs if the probabilities p i are very close to 0 (or 1), then the expected cost of evaluation is dominated by the cost of evaluating the given function f on a specific input x * . That cost is minimized by testing only the variables in a minimum-cost certificate for f on x * . The idea, then, is to show hardness of the SBFE problem for a class of formulas C by reducing an NP-hard problem to the problem of finding, given f ∈ C and a particular input x * , a smallest size certificate of f contained in x * . Cox reduced from Knapsack, and here we reduce from Vertex-Cover. The following lemma is implicit in the proof of Lemma 1 of Cox:
. . , 1) be the vector of unit costs, and let 0 n denote the all 0's assignment. If with respect to D p and c, T has minimum expected evaluation cost over all decision trees computing φ, then the variables tested along the path corresponding to 0 n in T are precisely those set to 0 in a min-cost certificate for f contained in 0 n .
Theorem 1.
If P = NP, there is no polynomial time algorithm solving the SBFE problem for monotone DNF. This holds even with unit costs, and even for k-DNF where k ≥ 2. Also, if P = NP, the SBFE problem for monotone DNF, even with unit costs, cannot be approximated to within a factor of less than c ln n, for some constant c.
Proof. Suppose there is a polynomial-time algorithm ALG for the SBFE problem for monotone 2-DNF, with unit costs and arbitrary probabilities. We show this algorithm could be used to solve the Vertex Cover problem: Given a graph G(V, E), find a minimum-size vertex cover for G, i.e., a minimum-size set of vertices
The reduction is as follows. Given graph G(V, E), construct a monotone 2-DNF formula φ whose variables x j correspond to the vertices v j ∈ V , and whose terms x j x k correspond to the edges e = (v j , v k ) in E. Consider the all 0's assignment 0 n . Since a 0-certificate for φ must set each term of φ to 0, any min-cost certificate for φ contained in 0 n must also be a minimum-size vertex cover for G. Thus by the previous lemma, one can find a minimum-size vertex cover for G by using ALG to evaluate φ on input 0 n , with unit costs and the probabilities p i given in Lemma 1, and observing which variables are tested.
A more general version of this reduction can be used to reduce the general Set Cover problem to the SBFE problem for monotone DNF (with terms of arbitrary length). The non-approximability bound in the theorem then follows from the c ln n inapproximability result for Set Cover [6] .
⊓ ⊔ Given the difficulty of exactly solving the SBFE problem for monotone DNF formulas, we now consider approximation algorithms.
Approximation algorithms for the evaluation of monotone k-DNF
and k-term DNF
Monotone k-DNF formulas
In this section, we will present a polynomial time algorithm for evaluating monotone k-DNF formulas. To evaluate f we will alternate between two algorithms, Alg0 and Alg1, each of which performs tests on the variables x i . Alg0 tries to find a min-cost 0-certificate for f , and Alg1 tries to find a min-cost 1-certificate for f . As soon as one of these algorithms succeeds in finding a certificate, we know the value of f (x), and can output it. This basic approach was used previously by Kaplan et al. [12] in their algorithm for evaluating monotone CDNF formulas in the unit cost, uniform distribution case. They used a standard greedy set-cover algorithm for both Alg0 and Alg1, with a strict round-robin policy that alternated between doing one test of Alg0 and one test of Alg1. Our algorithm uses a dual greedy set-cover algorithm for Alg0 and a different, simple algorithm for Alg1. The strict round-robin policy used by Kaplan et al. is only suitable for unit costs, and our algorithm has to handle arbitrary costs. Our algorithm uses a modified round-robin protocol instead. We begin by presenting that protocol.
Although we will use the protocol with a particular Alg0 and Alg1, it works for any Alg0 and Alg1 that "try" to find 0-certificates and 1-certificates respectively. In the case of Alg0, this means that Alg0 will succeed in outputing a 0-certificate of f contained in x if f (x) = 0, and will eventually terminate and report failure otherwise. Similarly, Alg1 will output a 1-certificate contained in x if f (x) = 1, and will report failure otherwise.
The modified round-robin protocol works as follows. It maintains two values: K 0 and K 1 , where K 0 is the cumulative cost of all tests performed so far in Alg0, and K 1 is the cumulative cost of all tests performed so far in Alg1. At each step of the protocol, each of Alg0 and Alg1 independently determines a test to be performed next and the protocol chooses one of them. (Initially, the two tests are the first tests of Alg0 and Alg1 respectively.) Let C 0 and C 1 denote the respective costs of these tests. Let x j 1 denote the next test of Alg1 and let x j 0 denote the next test of Alg0. To choose which test to perform, the protocol uses the following rule:
The result of the test is given to the algorithm to which it belongs, and that algorithm continues until it either (1) computes a new next test, (2) terminates successfully and outputs a certificate, or (3) terminates by reporting failure. In the first case, the protocol again chooses between the next test of Alg0 and Alg1, using the rule above. In the second, the protocol terminates because one of the algorithms has output a certificate. In the third, the protocol runs the other algorithm (the one that did not terminate) until completion, performing all of its remaining tests. That algorithm is guaranteed to output a certificate, because if x doesn't have a 0-certificate for f , it must have a 1-certificate, and vice-versa.
Note that it would be possible for the above protocol to share information between Alg0 and Alg1, so that if x i was tested by Alg0, Alg1 would not need to retest x i . However, to simplify the analysis, we do not have the protocol do such sharing. We now show that the following invariant holds holds at the end of each step of the protocol, provided that neither Alg0 nor Alg1 terminated in that iteration.
Lemma 2. At the end of each step of the above modified round-robin protocol, if x j 1 was tested in that step, then
Proof. The invariant clearly holds after the first step. Suppose it is true at the end of the k th step, and without loss of generality assume that x j 1 was tested during that step. Thus K 1 −c j 0 ≤ K 0 ≤ K 1 at the end of the k th step. Consider the k + 1 st step. Note that the value of x j 0 is the same in this step as in the previous one, because in the previous step, we did not execute the next step of Alg0. There are 2 cases, depending on which if-condition is satisfied when the rule is applied in this step,
Then x j 0 is tested in this step and K 0 increases by c 0 . We show that K 0 −c j 1 < K 1 and
Then x j 1 is tested in this step, and K 1 increases by c 1 . We show that K 1 − c j 0 ≤ K 0 and K 0 ≤ K 1 at the end of the step. By the condition in the case, K 0 + c j 0 > K 1 + c j 1 at the start of the step, so at the end, K 0 + c j0 > K 1 , and hence K 1 − c j 0 < K 0 . Further, by assumption K 0 ≤ K 1 at the start, and since only K 1 was increased, this also holds at the end.
⊓ ⊔
We can now prove the following lemma:
Lemma 3. If f (x) = 1, then at the end of the modified round-robin protocol, K 1 ≥ K 0 . The lemma holds true symmetrically if f (x) = 0.
Proof. There are two ways for the protocol to terminate. Either Alg0 or Alg1 is detected to have succeeded at the start of the repeat loop, or within the loop, one fails and the other is run to successful termination. Suppose the former, and without loss of generality suppose it is Alg0 that succeeded. It follows that it was x j 0 that was tested at the end of the previous step (unless this is the first step, which would be an easy case), because otherwise, the success of Alg0 would have been detected in an earlier step.
Thus at the end of the last step, by Lemma 2, K 1 ≤ K 0 . Suppose instead that one algorithm fails, and without loss of generality, suppose it was Alg0, and thus we ran Alg1 to termination. Since Alg0 did not fail in a prior step, it follows that in the previous step, x j 0 was tested (unless this is the first step, which would be an easy case). Thus at the end of the previous step, by the invariant, K 0 − c j 1 ≤ K 1 and so K 0 ≤ K 1 + c j 1 . We have to run at least one step of Alg1 when we run it to termination. Thus running Alg1 to termination augments K 1 by c j 1 , and so at the end of the algorithm, we have K 0 ≤ K 1 .
We now describe the particular Alg0 and Alg1 that we use in our algorithm for evaluating monotone k-DNF. We describe Alg0 first. Since f is a monotone function, the variables in any 0-certificate for f must all be set to 0. Consider an assignment x ∈ {0, 1} n such that f (x) = 0. Let Z = {x i |x i = 0}. Finding a min-cost 0-certificate for f contained in x is equivalent to solving the set-cover instance where the elements to be covered are the terms t 1 , . . . , t m , and for each x i ∈ Z, there is a corresponding subset {t j |x i ∈ t j } .
Suppose f (x) = 0. If Alg0 was given both Z and f as input, it could find an approximate solution to this set cover instance using Hochbaum's Dual Greedy algorithm for (weighted) set cover [10] . This algorithm selects items to place in the cover, one by one, based on a certain greedy choice rule.
Alg0 is not given Z, however. It can only discover the values of variables x i by testing them. We get around this as follows. Alg0 begins running Hochbaum's algorithm, using the assumption that all variables are in Z. Each time that algorithm chooses a variable x i to place in the cover, Alg0 tests the variable x i . If the test reveals that x i = 0, Alg0 continues directly to the next step of Hochbaum's algorithm. If, however, the test reveals that x i = 1, it removes the x i from consideration, and uses the greedy choice rule to choose the best variable from the remaining variables. The variables that are placed in the cover by Alg0 in this case are precisely those that would have been placed in the cover if we had run Hochbaum's algorithm with Z as input.
Hochbaum's algorithm is guaranteed to construct a cover whose total cost is within a factor of α of the optimal cover, where α is the maximum number of subsets in which any ground element appears. Since each term t j can contain a maximum of k literals, each term can be covered at most k times. It follows that when f (x) = 0, Alg0 outputs a certificate that is within a factor of at most k of the minimum cost certificate of f contained in x.
If f (x) = 1, Alg0 will eventually test all elements without having constructed a cover, at which point it will terminate and report failure.
We now describe Alg1. Alg1 begins by evaluating the min-cost term t of f , where the cost of a term is the sum of the costs of the variables in it. (In the unit-cost case, this is the shortest term. If there is a tie for the min-cost term, Alg1 breaks the tie in some suitable way, e.g., by the lexicographic ordering of the terms.) The evaluation is done by testing the variables of t one by one in increasing cost order until a variable is found to equal 0, or all variables have been found to equal 1. (For variables x i with equal cost, Alg1 breaks ties in some suitable way, e.g., in increasing order of their indices i.) In the latter case, Alg1 terminates and outputs the certificate setting the variables in the term to 1.
Otherwise, for each tested variable in t, Alg1 replaces all occurrences of that variable in f with its tested value. It then simplifies the formula (deleting terms with 0's and deleting 1's from terms, and optionally making the resulting formula minimal). Let f ′ denote the simplified formula. Because t was not satisfied, f ′ does not contain any satisfied terms. If f ′ is identically 0, x does not contain a 1-certificate and Alg1 terminates unsuccessfully. Otherwise, Alg1 proceeds recursively on the simplified formula, which contains only untested variables.
Having presented our Alg0 and Alg1, we are ready to prove the main theorem of this section.
Theorem 2. The evaluation problem for monotone k-DNF can be solved by a polynomial-time approximation algorithm computing a strategy that is within a factor of 4 ρ k of the expected certificate cost.
Proof. Let f be the input monotone k-DNF, defined on x ∈ {0, 1}
n . We will also use f to denote the function computed by this formula.
Let Alg be the algorithm for evaluating f that alternates between the Alg0 and Alg1 algorithms just described, using the modified round-robin protocol.
Let S 1 = {x|f (x) = 1} and S 0 = {x|f (x) = 0}. Let E f [cost] denote the expected cost incurred by the round-robin algorithm in evaluating f on random x. Let cost f (x) denote the cost incurred by running the algorithm on x. Let P r[x] denote the probability that x = 1 with respect to the product distribution
Similarly, let cert f (x) denote the cost of the minimum cost certificate of f contained in x. We need to show that the ratio between E f [cost] and E f [cert] is at most and amortize the cost of the useless tests by charging them to the useful tests. More particularly, we say that a test on variable x i is useful to Alg0 if x i = 0 (x i is added to the 0-certificate in this case) and useless if x i = 1. The number of useful tests on x is equal to the size of the certificate output by Alg0, and thus the total cost of the useful tests Alg0 performs on x is at most k(cert f (x)).
Let cost 0 f (x) denote the cost incurred by Alg0 alone when running Alg to evaluate f on x, and let cost 1 f (x) denote the cost incurred by Alg1 alone. Suppose Alg0 performs a useless test on an x ∈ S 0 , finding that x i = 1. Let x ′ be the assignment produced from x by setting x i to 0. Because f (x) = 0 and f is monotone, f (x ′ ) = 0 too. Because x and x ′ differ in only one bit, if Alg0 tests x i on assignment x, it will test x i on x ′ , and that test will be useful. Thus each useless test performed by Alg0 on x ∈ S 0 corresponds to a distinct useful test performed on an x ′ ∈ S 0 . When x i is tested, the probability that it is 1 is p i , and the probability that it is 0 is 1 − p i . Each useless test contributes c i p i to the expected cost, whereas each useful test contributes (1 − p i )c i . If we multiply the contribution of the useful test by 1/(1 − p i ), we get the contribution of both a useful and a useless test, namely c i . To charge the cost of a useless test to its corresponding useful test, we can therefore multiply the cost of the useful test by 1/(1 − p i ) (so that if, for example, p i = 1/2, we charge double for the useful test).
We will now show, by induction on the number of terms of f , that E[cost
If f has only one term, it has at most k variables. In this case, Alg1 is just using the naïve algorithm which tests the variables in increasing cost order until the function value is determined. Since the cost of using the naïve algorithm on x in this case is at most k times cert f (x), ρ ≤ 1/2, and k ≤ 1/2 k for all k ≥ 1, it follows that E[cost
Thus we have the base case.
Assume for the purpose of induction that E[cost
ρ k holds for f having at most m terms. Suppose f has m + 1 terms. Let t denote the min-cost term. Let C denote the cost of t, and k ′ the number of variables in t, so k ′ ≤ k. If x does not satisfy term t, then after Alg1 evaluates term t on x, the results of the tests performed in the evaluation correspond to a partial assignment a to the variables in t. More particularly, if Alg1 tested exactly z variables of t, the test results correspond to the partial assignment a setting the z − 1 cheapest variables of t to 1 and the z th to 0, leaving all other variables in t unassigned. There are thus k ′ possible values for a. Let T denote this set of partial assignments a.
For a ∈ T , let f [a] denote the formula obtained from f by replacing any occurrences of variables in t by their assigned values in a (if a variable in t is not assigned in a, then occurrences of those variables are left unchanged). Let T 0 = {a ∈ T | f [a] is identically 0 }, and let T * = T − T 0 . For any x, the cost incurred by Alg1 in evaluating t on x is at most C. For x ∈ T 0 , Alg1 only evaluates t, so its total cost on x is at most C. Let P r[a] denote the joint probability of obtaining the observed values of those variables tested in t. More formally, if W is the set of variables tested in t, P r[a] = i:xi∈W ∧xi=1 p i i:xi∈W ∧xi=0 (1 − p i ). We thus have the following recursive expression:
where x[a] is a random assignment to the variables of f not assigned values in a, chosen independently according to the relevant parameters of D p .
For any x satisfying t, since t is min-cost and f is monotone, cert f (x) = C. Let x ∈ T * , and let a x be the partial assignment representing the results of the tests Alg1 performed in evaluating t on x. Letx be the restriction of x to the variables of f not assigned values by a x . Any certificate for f that is contained in x can be converted into a certificate for f [a x ], contained inx, by simply removing the variables assigned values by a x . It follows that cert f (x) ≥ cert f [ax] (x).
Since k ′ ≤ k, the probability that x satisfies the first term is at least ρ k . By ignoring the x ∈ T 0 we get
The ratio between the first term in the expression bounding E[cost
, to the first term in the expession bounding E f [cert], is equal to
. By Lemma 3, the cost incurred by Alg on any x ∈ S 1 is at most twice the cost incurred by Alg1 alone on that
and to the summation over S 0 .
It follows from the above that
Monotone k-term DNF formulas
We can use techniques from the previous subsection to obtain results for the class of monotone k-term DNF formulas as well. In Section 6, we will present an exact algorithm whose running time is exponential in k. Here we present an approximation algorithm that runs in time polynomial in n, with no dependence on k.
Theorem 3. The evaluation problem for monotone k-term DNF can be solved by a polynomialtime approximation algorithm computing a strategy that is within a factor of max{2k, 2 ρ (1 + ln k)} of the minimum-cost certificate.
Proof. Let f be the input monotone k-term DNF, defined on x ∈ {0, 1} n . Just as in the proof of Theorem 2, we will utilize a modified round robin protocol that alternates between one algorithm for finding a 0-certificate (Alg0) and one for finding a 1-certificate (Alg1). Again, let S 1 = {x|f (x) = 1} and S 0 = {x|f (x) = 0}.
However, in this case Alg0 will use Greedy, Chvátal's well-known greedy algorithm for weighted set cover [2] , instead of the Dual Greedy algorithm of Hochbaum. The standard greedy algorithm simply maximizes, at each iteration, "bang for the buck" by selecting the subset that covers the largest number of uncovered elements relative to the cost of selecting that subset. Greedy yields a H(m) approximation, where m is the number of ground elements in the set cover instance and H(m) is the m th harmonic number, which is upper bounded by 1 + ln m. Once again, we will view the terms as ground elements and the variables that evaluate to 0 as the subsets. Since f has at most k terms, there are at most k ground elements. On any x ∈ S 0 , Greedy will yield a certificate that is within a factor of 1 + ln k of the min-cost 0-certificate cert f (x), and thus the cost incurred by the useful tests on x (tests on x i where x i = 0) is at most cert f (x)(1 + ln k). By multiplying by 1/ρ the charge to the variables that evaluate to 0, to account for the useless tests, we get that the cost incurred by Alg0 on x, for x ∈ S 0 , is at most 1 ρ cert f (x)(1 + ln k). Alg1 in this case simply evaluates f term by term, each time choosing the remaining term of minimum cost and evaluating all of the variables in it. Without loss of generality, let t 1 be the first (cheapest) term evaluated by Alg1, and t i be the ith term evaluated. Suppose x ∈ S 1 . If x falsifies terms t 1 through t i−1 and then satisfies t i , cert f (x) is precisely the cost of t i , and Alg1 terminates after evaluating t i . Since none of the costs of the first i − 1 terms exceeds the cost of t i , the total cost of evaluating f is at most k times the cost of t i . Hence, Alg1 incurs a cost of at most k(cert f (x)).
By executing the two algorithms according to the modified round robin protocol, we can solve the problem of evaluating monotone k-term DNF with cost no greater than double the cost incurred by Alg1, when x ∈ S 1 , and no more than double the cost incurred by Alg0, when x ∈ S 0 . Hence the total cost of the algorithm is within a factor of max{2k, 2 ρ (1 + ln k)} of the cost of the min-cost certificate for x.
⊓ ⊔
We now prove that the problem of exactly evaluating monotone k-term DNF can be solved in polynomial time for constant k.
Exact learning of monotone k-term DNF
In this section, we provide an exact algorithm for evaluating k-term DNF formulas in polynomial time for constant k. First, we will adapt results from Greiner et al. [8] to show some properties of optimal strategies for monotone DNF formulas. Then we will use these properties to compute an optimal strategy monotone k-term DNF formulas. Greiner et al. [8] consider evaluating read-once formulas with the minimum expected cost. Each read-once formula can be described by a rooted and-or tree where each leaf node is labeled with a test and each internal node is labeled as either an or-node or an and-node. The simplest read-once formulas are the simple AND and OR functions, where the depth of the and-or tree is 1. Other read-once formulas can be obtained by taking the AND or OR of other read-once formulas over disjoint sets of variables. In the and-or tree, an internal node whose children include at least one leaf is called a leaf-parent, leaves with the same parent are called leaf-siblings (or siblings) and the set of all children of a leaf-parent is called a sibling class. Intuitively, the siblings have the same effect on the value of the read-once formula. The ratio of a variable x i is defined to be R(i) = pi ci . Further, tests x 1 and x 2 are R-equivalent if they are leafsiblings and R(x 1 ) = R(x 2 ). An R-class is an equivalence class with respect to the relation of being R-equivalent. Greiner et al. show that, for any and-or tree, (WLOG they assume that leaf-parents are OR nodes), there is an optimal strategy S that satisfies the following conditions:
(a) For any sibling tests x and y such that R(y) > R(x), x is not performed before y on any root-to leaf path of S. (b) For any R-class W , S is contiguous with respect to W .
We observe that by redefining siblings and sibling classes, corresponding properties hold for general monotone DNF formulas. Let us define a maximal subset of the variables that appear in exactly the same set of terms as a sibling class in a DNF formula. All the other definitions can easily be adapted accordingly. In this case, the ratio of a variable x i is R(i) = qi ci . For instance, all variables are siblings for an AND function, whereas no two variables are siblings in an OR function.
It is possible to adapt the proof of Theorem 20 in [8] to apply to monotone DNF formulas. All the steps of the proof can be adapted in this context, using the new definitions of siblings and the ratio of a variable.
Theorem 4. For any monotone DNF, there exists an optimal testing strategy S that satisfies conditions (a) and (b) stated above.
In other words, there exists an optimal strategy such that on any path from the root to the leaf, sibling tests appear in non-decreasing order of their ratios. Further, for this strategy, sibling tests with the same ratio (R-class) appear one after another on any path from the root to the leaf. By a duality argument, a similar result holds for monotone CNFs by defining the ratio of a variable as ci pi and sibling class as a set of variables that appear in exactly the same set of clauses. For a k-term monotone DNF there are at most 2 k − 1 sibling classes, since each sibling class corresponds to a non-empty subset of the terms of the monotone DNF formula. Next, we provide a dynamic programming based method to find an optimal strategy.
Theorem 5. The evaluation problem for monotone k-term DNF formula φ over a product distribution on input x and with arbitrary costs can be solved exactly in polynomial time for constant k.
Proof. We will use a dynamic programming method similar to that used in [9] for building decision trees for functions defined by truth tables. We use notation consistent with that paper.
Let f be the function that is defined by φ. We will construct a table P indexed by partial assignments to the t = 2 k sibling classes. By Theorem 4, there is an optimal evaluation order of the variables within each sibling class. Let 1 ≤ j ≤ t index the sibling classes in arbitrary order. For each sibling class s j , let us rename the variables contained in it x j i , where 1 ≤ i ≤ ℓ j refers to the position of the variable in the testing order according to their ratios R(i) = qi ci , and where ℓ j refers to the number of variables within the class s j . Hence, for each class we will have ℓ j + 2 states in P : not evaluated, variable x j 1 evaluated to 1, variable x j 2 evaluated to 1, . . . variable x j ℓ j evaluated to 1, any variable evaluated to 0. (Due to monotonicity, the evaluation of any variable to 0 ends the evaluation of the entire class.) Given the optimal ordering, the knowledge of which variable i of a sibling class was evaluated last is sufficient to determine which variable i + 1 should be evaluated next within that class. Given a partial assignment α that is being evaluated under an optimal testing strategy, let s At each position α in the table, we will place the decision tree with the minimum expected cost that computes the function f α , where f α is the function f defined by φ projected over the partial assignment α. Then, once the full table P has been constructed, P [ * n ] (the value for the empty assignment) will provide the minimum cost decision tree for f .
For any Boolean function g, let |g| denote the size of the minimum cost decision tree consistent with g. For any partial assignment α and any variable v not assigned a value in α, let α ∪ v ← b denote the partial assignment created by assigning the value b ∈ {0, 1} to v to extend α. Let c j i denote the cost of evaluating x j i , let p j i denote the probability that x j i = 1, and let q j i denote the probability that x j i = 0. We can construct the table P using dynamic programming by following these rules:
