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Abstract
We consider an AllenCahnCahnHilliard system with a nondegener
ate mobility and i a logarithmic free energy and ii a nonsmooth free
energy the deep quench limit This system arises in the modelling of
phase separation and ordering in binary alloys In particular we prove in
each case that there exists a unique solution for suciently smooth initial
data Further we prove an error bound for a fully practical piecewise
linear 	nite element approximation of i and ii in one and two space
dimensions and three space dimensions for constant mobility The error
bound being optimal in the deep quench limit In addition an iterative
scheme for solving the resulting nonlinear discrete system is analysed
Finally some numerical experiments are presented
  Introduction
Let  be a bounded domain in R
d
  d    with a Lipschitz boundary 
We consider the AllenCahn	CahnHilliard system with varying mobility and
logarithmic free energy
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The system   af was derived in    to model the simultaneous order
disorder and phase separation in binary alloys on a BCC lattice for example in
FeAl alloys Here u

denotes the average concentration of one of the compo
nents and as noted above is a conserved quantity and v
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is a nonconserved
order parameter The parameter  denotes the absolute temperature We note
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Existence uniqueness and regularity have been established for   af with
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s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 a replaced by the quartic s
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boundaries IPBs whereas partitions between the two ordered variants are
known as antiphase boundaries APBs see   and  for details Finally
existence of a weak solution in one space dimension was established in   for the
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There are two major diculties in studying problem P

 under the above as
sumptions on b One is that  is singular on the edges of Q and therefore
equations   cd have no meaning if u
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 v
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zero measure Secondly establishing uniqueness of a solution is considerably
more dicult for varying mobility In the next section we prove a uniqueness
result for P

 assuming a smoother class of initial data than that quoted above
for the existence result in   see Theorem  below
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In Sections  and  we consider continuous piecewise linear nite element
approximations of P and P

 under the following respective assumptions on
the mesh
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The notation  

! adopted in    and throughout is abbreviation for either
 with! or  without! the subscript  ! In addition we adopt similar notation
for the other variables V
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
 It is the main purpose of this paper
to prove the following error bounds for the approximations 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We remark that the error bound    is optimal whereas the error bound
   is optimal in time but probably not in space It should be noted that the
singular nature of the nonlinearity  and the use of numerical integration on
those terms in   c which leads to a fully practical scheme make the analysis
of the spatial error in the approximation of P

 by P
h

 particularly delicate
We remark also that a  standard! error analysis in time would require bounds
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 Unfortunately these are not
available for P

 and P due to the singular nature of  and the variational
inequality structure respectively However by adapting the approach developed
in the papers   and  for analysing the time discretization error of the
backward Euler method applied to  subgradient ows! it is possible to prove
an optimal error bound in time for the discretizations P
h

 without having
bounds on these second time derivatives
The layout of this paper is as follows In the next section we extend the
results of  x for the scalar CahnHilliard equation with concentration de
pendent mobility to P

 We introduce a regularized version P

 of P
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by regularizing the singular  Firstly we prove some  independent stability
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 We prove uniqueness of
these solutions to P
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 and P

 and an error bound for this regularization
procedure under a number of regularity assumptions which are shown to hold
for suciently smooth initial data and either d    and b satisfying both
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 ab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  constant Finally in Section  we show that P is
the    limit of P

 extending the uniqueness and regularity results for P


to P In section  we introduce  semidiscrete nite element approximations!
P
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In Section  wellposedness and a number of stability bounds are proved for
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 Then adapting the approach in  we prove an optimal a priori error
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mobility this is an optimal a posteriori error bound Combining the regular
ization spatial and temporal error bounds above we obtain the desired error
bounds    and    In Section  the iterative algorithm in  x "  for
the scalar CahnHilliard equation with concentration dependent mobility is ex
tended to the nonlinear algebraic system arising from the discretizations P
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

at each time level Moreover global convergence is proved Finally in section
 we report on some numerical experiments in one space dimension illustrating
the error bounds    and   
Throughout C denotes a generic constant independent of the four key pa
rameters   h and   In addition Ca

       a
I
 denotes a constant depend
ing on the nonnegative parameters fa
i
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 I For notational convenience we write C
b
 Cb

min
 and
C
b
a

       a
I
  C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I

 The Continuous Problems and Regularization
 Logarithmic Free Energy
In order to analyse P

 we employ a regularization procedure The logarithmic
convex function  is replaced for    


 by the twice continuously dieren
tiable convex function
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We note for future reference that
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where  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For later use we need to bound below 

 the corresponding regularized
version of 

see  b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For later purposes we recall also the following wellknown Sobolev interpo
lation results eg see  
 Let p    
 m 	  
r 




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 if m 
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Replacing  by 

in   cd we obtain P

 the regularized version of
P

 Adopting the notation throughout that  

! is an abbreviation for
either  with! or  without! the subscript  ! and noting   the weak formu
lations of P
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 and 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 are then
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It is convenient to introduce the  inverse Laplacian! operator G 
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 $
such that
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The wellposedness of G follows from the LaxMilgram theorem and the Poincar%e
inequality
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Assuming that b
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measurable in  it is also convenient
to introduce the operator G
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It follows for all q
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Let q
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so that an analogue of 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It follows from standard elliptic regularity 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 then follow from 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  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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ab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
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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 follow
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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for any T 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on u
 
and v
 
of Theorem 

 Finite Element Approximation of an AllenCahnCahnHilliard System
Proof As the bounds a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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The desired result  then follows from  on treating the rst six terms
on the right hand side as in the uniqueness proof  by using  
   a a        and applying
H&older#s Young#s and Gronwall inequalities noting   and the regularity
results  and   which also deal with the remaining two terms on the
left hand side
For constant b   the uniqueness argument for P

 and hence the proof
of the bound  simplies considerably in that the stronger regularity as
sumptions  and   are not required ut
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the weak formulation of P  ae is then
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
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
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
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for any T   if d    and some T   if d   Moreover the solution fu  vg
of P is unique over 
T
and we have for all  


that
ku u

k

L

 T H
 
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
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
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Note that if b   is constant the solution fu  vg of P is unique over 
T
for
any T   and the bounds 
 hold under the minimal assumptions on u
 
and v
 
of Theorem 

Proof As the bounds a and the rst two bound in b are indepen
dent of  it follows that there exist u  L

  T H

 H

  T  H




v  L

  T H

 H

  T L

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
  T H

 z  L


T
 and
a subsequence fu


  v


  w


  z


g such that as 

 
u


 u in L

  T H

 weakstar and in H

  T  H



 weakly 
v


 v in L

  T H

 weakstar and in H

  T L

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w


 w in L

  T H

 weakly and z


 z in L


T
 weakly 
The rst two lines of  imply that u


 u and v


 v in L


T
 strongly
and ae as 

  Then similarly to ab noting this  a and  it
follows for ae t    T  that as 

 
bu


  v


rw


 r bu  vrw r    H

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and bu


  v


 z


   bu  v z      L

 b
Taking the limit 

  in the nonregularized versions of   ab yields on
noting ab and  that fu

  v

  w

  z

g satises ab Next we
note that
lim inf


 
ju


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

j


	 ju vj


 
In addition the monotonicity of  and the boundedness of  on K yields that
lim sup


 


u


 v


    u


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

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u

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Taking the limit 

  in the nonregularized version of   c with  


 u


 v


 for any 

 K and noting  the strong convergence in
L


T
 of u


and v


  and  yields c with   

 Hence we
have existence of a solution fu  v  w  zg satisfying ab of P The bound
on  following from      and the bounds on u and w The
regularity results  and ac follow from the  independent bounds
 and 
We now consider the uniqueness of this solution to P Assuming that 
has two solutions fu
i
  v
i
  
i
g i      with corresponding fw
i
  z
i
g dened by
 then choosing   u
j
 v
j
in the i
th
version of  j  i and
adding together the resulting four inequalities yields for ae t    T  that
u  t 
 u

 u

  t  $ v 
 v

 v

and  
 

 

satisfy the analogue
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of  with all 

subscripts removed Uniqueness of fu  v  zg over 
T
 then
follows from the analogue of  on noting the regularity results ab and
 From   and the uniqueness of fu  vg it follows for ae t    T  that
    u v   u v   Hence it follows that ft  w  tg are unique
provided fu  t  v  tg  f


 


g or f


 


g and this can be guaranteed if
R
 u
 




We now prove an error bound between the unique solutions fu  vg and
fu

  v

g of problems P and P

 Let e
u

 uu

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v

 v v

 Choosing
  u

 v

 K see b in c and   e
u
 e
v
in the nonregularized
version of  then adding together the resulting four inequalities and not
ing  and   yields for ae t    T  that
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u
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v
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u

 v

  e
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where for notational convenience b

 bu

  v

 G

 G
u
 
v
 
and M

M
u
 
v
 
 We note for all r  s      that
r  s 

 ln r  

 ln   r  

 s 	   a
and j ln r  

j    ln  if    


 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It follows from  ab and a H&older inequality that for ae t    T 
 u

 v

  e
u
 e
v

  C  

ln


  

ju

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j
 
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
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 
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The desired result  then follows from  on rstly treating the rst six
terms on the right hand side as in the uniqueness proof  by using 
    a a      and  
secondly bounding the remaining two terms on the right hand side of  via
 then applying H&older#s Young#s and Gronwall inequalities and noting
  and the regularity results ab and 
Once again for constant b   the uniqueness argument for P and hence the
proof of the bound  simplies considerably in that the stronger regularity
assumptions ab and  are not required ut
 Finite Element Approximations
 Logarithmic Free Energy
Throughout this subsection we assume that the assumptions A

 hold We
introduce the following  semidiscrete nite element approximation! of P
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This is not a true semidiscrete nite element approximation for nonconstant
mobility since for technical reasons see Remark   below the mobility is
 frozen! that is we have bu

  v

 in place of bu
h

  v
h

 Hence for
nonconstant mobility the problems P
h

 are not computable
In addition to the interpolation operator 
h
and the weighted H

projection
Q
h


 we introduce the  lumped! L

projection
b
Q
h
 

 L

 S
h
such that

b
Q
h
 
  
h
       S
h
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
Below we recall some wellknown or easily derived results concerning S
h
and
the above operators For m   or   we have that
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Since 

is monotone b and the partitioning T
h
is weakly acute it follows
for all    


 that
jr
h


 j

 
  





 k


k
 
 r r
h
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


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h
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h
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see   and  x It is easily deduced from    and b for all
  H

 with


  on  that
jI  
h


j

 
 h

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h
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 k


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see   If d    then one can exploit the concavity of 


 see 
to show on noting  that for all   W

 with


  on  the
improved bound
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holds see  
Similarly to   it is convenient to introduce the operator
b
G
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c
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r
b
G
h
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h
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The rst inequality on the left is just an inverse inequality on noting  and
holds for all 
h
 S
h
 The second follows from the rst and   The third
and fourth follow from     and  see   and   in  For
later use we introduce also
c
M
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h
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Assuming that b
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It follows immediately from 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It is easily deduced from 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Combining  and  and noting    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 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Applying 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 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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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  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  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Hence it follows from 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Applying             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h
u
 e
h
v
 respectively and
noting b              
       and a Young#s inequality yields for ae
t    T  that
  je
u
j


 je
v
j


  G

e
u
t
  e
u
   M

e
v
t
  e
v

    je
u
j


 je
v
j


  G

e
u
t
  e
u
   M

e
v
t
  e
v

  

u

 v

  

u
h

 v
h

  e
h
u
 e
h
v

h
  

u

 v

  

u
h

 v
h

  e
h
u
 e
h
v

h
  e
u
  e
h
u
  	 e
v
  e
h
v
    re
u
 re
A
u
  re
v
 re
A
v
 
 G

e
u
t
  e
A
u
   M

e
v
t
  e
A
v
 

 
h

  e
A
u

  
b
G
h

u
h
 
t
  e
h
u

h
 
b
G
h

u
h
 
t
  e
h
u
   
b
G
h

 G


u
h
 
t
  e
h
u

   
c
M
h

v
h
 
t
  e
h
v

h
 
c
M
h

v
h
 
t
  e
h
v
    
c
M
h

M


v
h
 
t
  e
h
v

   

u

 v

  e
h
u
 e
h
v

h
 

u

 v

  e
h
u
 e
h
v
 
   

u

 v

  e
h
u
 e
h
v

h
 

u

 v

  e
h
u
 e
h
v
 
   u
h

  e
h
u
  u
h

  e
h
u

h
  	  v
h

  e
h
v
 v
h

  e
h
v

h

JW Barrett and JF Blowey 
 



 je
u
j


 je
v
j


  C  ke
u
k


 je
v
j

 
 ke
A
u
k


 ke
A
v
k



 C
b
 k
e
u
t
k

 j

j j
h

j  je
A
u
j
 
 C
b
j
e
v
t
j
 
je
A
v
j
 
 C
b
h

 j
u
h
 
t
j

 
 k
v
h
 
t
k


 C h

 ku
h

k


 kv
h

k



 C h

 k
h


u

 v

k


 k
h


u

 v

k



  jI  
h


u

 v

  e
h
u
 e
h
v
j
  jI  
h


u

 v

  e
h
u
 e
h
v
j  
where e
h
u

 I 
R
 e
h
u
 $
h
and for notational convenience G

 G
u
 
v
 

b
G
h


b
G
h
u
 
v
 
 M

M
u
 
v
 
and
c
M
h


c
M
h
u
 
v
 

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Combining 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   and 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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The desired result  for d    then follows from applying a Gronwall
inequality to  and noting  b    ac   
     and 
For the case d   we do not have the bound  so we have to use   
instead and this leads to the inferior bound in 
Finally the bounds   follow immediately from  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 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is constant ut
Remark  If we replaced bu

  v

 by bu
h

  v
h

 in ab that
is considered the natural semidiscrete nite element approximation then this
would lead to a number of diculties Uniqueness of a solution to P
h

 on

T
and the regularization bound  would not follow immediately since the
present proofs use for example the bounds 
 and  which exploit the
H

 bounds on u

and v

 see 
 and 

 Finite Element Approximation of an AllenCahnCahnHilliard System
 The Deep Quench Limit
Similarly to  and a the corresponding  semidiscrete nite element
approximation! of P can be rewritten as
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The following theorem is an adaption to P
h
 of Theorem  in  for a deep
quench multicomponent CahnHilliard system with a concentration dependent
mobility matrix
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In addition the solution fu
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Proof One could prove existence of a solution to P
h
 and the corresponding
bounds ab by passing to the limit    in P
h

 This would be an
analogue of the existence proof for P see Theorem  above However this
approach would require the more restrictive assumptions A

 on the mesh
An alternative approach is to discretize P
h
 in time yielding the analogue of
P
h
 with a  frozen! b Then prove existence and a priori bounds for this
fully discrete scheme which is a simple adaption of Theorem  below and
then pass to the limit    to prove the existence of a solution to P
h
 and
the corresponding bounds ab which are the analogues of ac and

Uniqueness of the solution fu
h
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h
  z
h
g to P
h
 follows as for P
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 see
 Similarly to P see the proof of Theorem  above we can not guar
antee the uniqueness of 
h
and hence w
h
if
R
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 
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

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Finally we prove the error bound 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
the remainder of the proof of  follows the techniques used in  and
 above ut
 Fully Discrete Approximations
 Logarithmic Free Energy
We now consider the fully discrete approximation P
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
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  ac to P


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  a yields that
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 Finite Element Approximation of an AllenCahnCahnHilliard System
Theorems   and  below are adaptations to P
h

 of Theorems   and  in
 for a multicomponent CahnHilliard system with a concentration dependent
mobility matrix
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We introduce the analogue of  the discrete Lyapunov functional J
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Theorem  below is an adaption to P
h
 of Theorem  in  for a deep
quench multicomponent CahnHilliard system with a concentration dependent
mobility matrix
 Finite Element Approximation of an AllenCahnCahnHilliard System
Theorem  Let b satisfy a with b
min
  Let the assumptions on
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Proof Existence and uniqueness of fU
n
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n
g follows by noting that   is
the EulerLagrange inequality of the strictly convex minimization problem
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Existence of the Lagrange multiplier '
n
in   then follows from standard
optimization theory On noting  we then have the existence of W
n
and
the existence and uniqueness of Z
n
 Once again as for P and P
h
 we can
not guarantee the uniqueness of '
n
if
R
 u
 




Choosing   U
n
 V
n
in   yields the analogues subscripts and
superscripts   removed of   and   on noting that U
n
 V
n
 K
h

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that is fU
n
j
  V
n
j
g  Q for all j  J  The latter yields the rst bound in a
Summing the former and noting    and  yields the remaining
bounds in a Choosing    in   adding together the resulting
 versions and then choosing    and   yields the analogue subscripts and
superscripts   removed of   Summing this analogue of   and noting
     and a yields the bounds in b
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Following the remainder of the proof of Theorem  yields the bounds involv
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n
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n
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n
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n
g
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 
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 The bound on the Lagrange multipliers
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 discussed above 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n
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
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n
j
 
g
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in the rst line of  ut
 Error Analysis
We now adapt the framework in  for analysing the discretization error in the
backward Euler method In addition to    we introduce
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It follows from the uniqueness of U
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n
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m
 S
h
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  N   a and
 that R
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g
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Lemma  For n 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 N we have that
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Moreover under the assumptions of Theorem  we have that
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Proof The rst inequality in  for    follows from the    limit of
  on noting     a ab and  b The deep quench
limit    of  follows from the corresponding analogue of   that is
all  and  subscripts and superscripts removed Choosing   U
n

 U
n


V
n

 V
n

 in  and   U
n
 V
n
in   n    N    adding
together the resulting  versions in each case noting  a     and
the convexity of 


yields the second inequality in  for n    N 
This inequality follows for n 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
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
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and the convexity of 
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
The rst inequality in  follows from  We now prove the second
inequality From 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Combining  and   yields the desired result  ut
Lemma  Let the assumptions of Theorem  hold Then for ae t  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Proof Adopting the notation    and 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 can be restated as
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Choosing   E
u

E
v

in the nonregularized version of  and   UV in
 adding together the two resulting 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 to 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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 ut
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where we have noted  Similarly to  and  we have that
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On noting 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Combining   and ab noting    b  
     ab   ab and  and
applying a Gronwall inequality yields the rst inequality in  The second
follows from    and  ut
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Finally we have the proof our main result
Proof of theorem  The desired result    follows from combining
  and  The desired result    which is optimal follows from
combining  and  ut
 Solution of the Discrete Problem
We now consider an algorithm for solving the discrete system at each time
level in P
h

 This is based on the general splitting algorithm of   see
also    and  where this algorithm has been applied to solve a single
CahnHilliard equation with a constant mobility a CahnHilliard system with
a constant mobility matrix and a single CahnHilliard equation with a concen
tration dependent mobility respectively
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is a decreasing sequence which is bounded below and so has a limit Therefore
the desired results   follow from      E
k
U
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h
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 
Finally if    the strict monotonicity of    and  yield the
desired convergence of U
nk
 

and V
nk
 

 ut
JW Barrett and JF Blowey 
Remark
We see from abad that at each iteration k one needs to solve
only
 i Two decoupled nonlinear equations or two simple projections if   
for U
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 

V
nk
 

x
j
 at each mesh point x
j
 j    J  see  or 
ii A xed linear system with constant coecients for U
nk
 see  a iii
A xed linear system with constant coecients for V
nk
 see  b On
a uniform mesh ii and iii can be solved eciently using a discrete cosine
transform see  x where a problem similar to ii is solved
 Numerical Experiments
For the rst experiment we considered P
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
 with the following data
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   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    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  	 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known a comparison between the solutions of 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 with that on a ne uniform mesh u

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In addition T was taken to be N   where N was the largest integer such that
N     For the ne mesh we chose J  

  and  to be the value closest to
h
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so that the corresponding time step on the coarse mesh was an integer
multiple of this ne   For the iterative method of Section  we chose the
relaxation parameter  

  h
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and obtained the following table of values to three signicant gures
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Finally we repeated the above experiment in the deep quench limit We
chose precisely the same data as above except   h Once again all the
conditions in Theorem    hold We obtained the corresponding table of values

J      



   

  

 

  




  

  

 

 




 

   

 

  

The ratio of consecutive 


 


and 


are between  and  which are close
to 

  the rate of convergence proved in Theorem    for the above choice
of   h
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