Abstract. Dissipative difference approximations to multi-dimensional hyperbolic quasi-linear initial-boundary value problems are considered. The difference approximation is assumed to be consistent with the differential problem and its linearization should be stable in /2. A formal asymptotic expansion to the difference solution is constructed. This expansion includes boundary and initial layers. It is proved that the expansion indeed approximates the difference solution to the required order. As a result, the difference solution converges to the differential one as the mesh size h tends to 0.
Introduction. The convergence of difference schemes is considered to be one of the main problems numerical analysis is concerned with. In this context one often quotes Lax's equivalence theorem that "stability is equivalent to convergence" provided the difference approximation is consistent with a well-posed initial value problem. Although the said theorem is stated in a broad setting of continuous semigroups in Banach spaces, it applies only to linear initial value problems. The nonlinear problems require a more detailed treatment. The result one expects here is of the following kind. Suppose the difference scheme is consistent with a well-posed differential problem and the linearization of the scheme around the analytic solution is stable in some norm. Then the convergence should follow. The stability really means that a certain a priori estimate is valid. In order to control nonlinear terms one should bound the maximum norm of the solution. Unfortunately, the usual stability estimates for hyperbolic problems are in the /2-norm. Strang in [6] used a clever idea to overcome this difficulty. He constructed a high-order approximate solution to the difference scheme «ap = T,^=0u(,)h', where u0) are smooth functions of the space-time variables and h is the mesh size. The function m<0) is the solution of the original nonlinear differential problem while u(l) for i > 1 are solutions of the linearized differential problem with forcing terms depending on u(j\ j < i. The approximate solution u satisfies the difference equations up to order 0(hN). Thus, one expects that the difference v = u -wap between the exact solution of the scheme and the approximate one will be of order 0(hN) in the /2-norm. For N > n/2 + I, where n is the space-time dimension, this would imply that v = 0(h1+s) in the maximum norm. Thus the /2-norm of quadratic terms like v2 is negligible compared with ||u||/2, and the final bound on \\u\\, would follow from the stability estimate. Strang applied this idea to difference approximations of initial value problems for quasi-linear hyperbolic systems, i.e., the problem is considered in the whole space or has periodic boundary conditions. In this paper we study the initial-boundary value problems in a half space or in a strip. As a rule, the difference approximation requires more boundary conditions than the differential problem. The additional boundary conditions are often called the artificial ones. When the scheme is dissipative, the situation is somewhat similar to the singular perturbations of hyperbolic systems, with the mesh size h playing the role of the viscosity coefficient. As a result, numerical boundary layers develop as h tends to 0. Therefore, there is no smooth approximate solution wap as in the case of a Cauchy problem since the smooth functions u(,) would not satisfy the artificial boundary conditions. One can, however, circumvent this difficulty by adding boundary layers to the approximate solution. Namely, let us look for a function
where u^t and «(¿} are smooth functions of their arguments so that uip(x,h) satisfies the difference equations and boundary conditions up to order 0(hN+1) (here the boundary is xx = 0). The first sum in (0.1) is called the outer solution while the second is the inner one or the boundary layer. The coefficients u^t and w^'j could be computed using the technique of singular perturbations. In the case of multi-level difference schemes there are also artificial initial conditions, so that one has to add to wap an initial layer L^=xu\^(xx,x2,...,xn_x,xjh)h', where x" is the time direction. Such initial layers develop also in Cauchy problems (this is the reason Strang considered only two level schemes). It is indeed essential that the boundary and initial layer are weak, i.e., of order h. Otherwise, it would be impossible to construct the approximate solution, let alone prove the estimate for the difference v = u -wap. We will see that the weakness of the layers follows from the consistency assumption. The proof of convergence then proceeds as in [6] . The above approach requires a considerable smoothness of the data and of the analytic solution u(0). As mentioned before, /V should be greater than n/2 + 1. The functions w^ are solutions of linear hyperbolic systems with forcing terms depending on the derivatives Dau^v \a\ +J < i + 1. Since there is a loss of derivative in hyperbolic problems, in order for u{0^ to be in C1 the function u(0) should belong to a Sobolev space of order greater than 2N + (n + l)/2 > 3n/2 + 5/2. An alternative approach to the convergence problem is to derive a linear stability estimate in a discrete Sobolev space of order greater than n/2. Actually, with weak boundary layers one may expect one bounded (numerical) derivative in the directions normal to the boundaries and an unlimited number of tangential derivatives (e.g., see [4] ). In the framework of the stability theory in [3] such an estimate indeed could be derived, however the proof is lengthy and very technical. The high-order Sobolev norm bounds the maximum norm of the function and thus controls terms like 0(u -uQ)2 in the convergence proof. The optimal smoothness requirements would be that u(0) and the data belong to a Sobolev space of order greater than n/2 + 2.
It is also essential that the scheme is dissipative in the directions normal to the boundaries since otherwise the boundary layers would not decrease exponentially in these directions. For example, the proof is not valid for the leap-frog scheme. Note also that for multi-dimensional problems the only schemes for which a general stability criteria was proved are the dissipative ones (see [3] ).
1. The Difference Scheme and the Approximate Solution. Let uh(x) e Rd be a grid vector function defined on a uniform mesh Qh with a step size h in the domain ñ = (jc = (xx,x2,...,xn) e R"\0 < xx < oo,0 < xn < T).
Consider a difference system
Here a is a multi-index belonging to a finite set sé', a -(ax,a2,... ,an) £ stf = { a e Z" 10 < ax < a* + 1,0 > o" > -a* -1, \a¡\ < af for 2 < / < n }, £««*(*) = £"' • ££.e?;u"(x) = «A* + «A)
is a shift operator and L is a smooth real vector function of dimension d which depends smoothly on its variables (the precise order of smoothness will be specified later in Remark 1.3). The system in (1.1) is augmented by boundary conditions Until additional assumptions are imposed on the matrices A¡(u, x), the condition in (1.4) merely states that the operator L({Eau],x,0) vanishes on constant grid functions.
Let us linearize the problem in (1.1)-(1.3) at the smooth function u(0). Namely, define the matrix functions
Then the linearization of L at m (0) 
There are several definitions of stability. The one used in [3] is Definition 1.1. The problem in (1.12) with zero initial conditions is stable if there exist constants K0 > 0, h0 > 0 and r/0 ^ 0 such that for any 0 < h < h0 and any grid functions F g l2(üh), g g /2(fibcu) there exists a unique solution u g l2(Qh) which satisfies the estimate «f (1.13) T,\\e-"*"v\\lh+ Z l|£;i'^,,JC"Hrßbd.^^(T'"1lle",'X"Fll^+lle",,^l|2^)
Here \\u\\q = Exe0. \v(x)\2h" is the weighted /2-norm over the space Slh and similarly for the norm || • ||Qbd . With t/ = l/h, estimate (1.13) implies the solvability of the problem in (1.12). Namely, for grid functions w defined on the mesh ßin h the mapping
is an isomorphism from /2(ßin,/,) onto /2(ßin,A) X /2(ßin,A n übdh) with the estimate
holding uniformly for all 0 < h < h0. Here,
is the restriction of dL[u(0)] to the upper time level and similarly for dS(0). The summation in (1.15) is carried over the appropriate domains of the argument x. Estimate (1.13) was proved in [3] for dissipative difference approximations of strictly hyperbolic problems, provided the so-called uniform Kreiss condition is satisfied.
There are well-posed problems for which the Kreiss condition does not hold uniformly. In such a case one may hope that a weaker estimate
is valid (e.g., see [1] ). Note that like (1.13), the above estimate with i\h = 1 implies the solvability condition (1.15). We will need also the following Remark 1.1. Suppose that the problem in (1.12) is stable in the sense of estimates (1.13) or (1.17). Let us perturb the coefficients of dL and dS by order 0(h). Then the perturbed problem is also stable in the sense of the same estimates with, possibly, larger constants tj0 and K0. Next, we assume that the linear operator ¿L[w(ü)] is dissipative in the directions normal to the boundaries, i.e., in the directions xx and xn. More precisely, define difference operators dLhd and dLm by the equalities In view of (1.39), the contribution of the initial layer win to the boundary operator is an 0(hN+1) term and is absorbed in the remainder of (1.42). Altogether, this remainder is bounded as in (1.26), provided the mentioned smoothness conditions hold for u^v u\¡d] and u\2-Note that unlike L{,) there are no different scales in S{'\ The resulting boundary condition for the problem in (1.55) and a similar estimate for the adjoint problem. Here and above, ß(T1( t2) = {x e B|t, < xn < t2), and similarly for Qibd(Tx,T2). Our next assumption is that the map (1.58) dSbd: ^(-*tan) ~* ^(^tan) is an isomorphism.
Thus, one can solve (1.37) and (1.46) uniquely for u(b¡ provided u0'¿t satisfies (1.50).
The simplest way to assure both (1.57) and (1.58) as well as the stability in (1.13) is by imposing all the conditions of Theorem 1.3 in [3] . Namely, (i) the operator dSC[u(0)] is strictly hyperbolic with xn being the time variable, (ii) the matrix Ax(u(0)(x), x) is nonsingular at x g ßbd, (iii) the difference problem in (1.12) is solvable as stated in (1.15), (iv) the difference operator is dissipative as stated in [3] (Assumption 1.4) , (v) the uniform Kreiss condition (UKC) holds for problem (1.12) (see (1.34) in [3] ).
As shown in [3, Lemma 1.1], conditions (i), (ii) and (v) above together with the dissipativity assumption for dLbd imply the Kreiss condition for the problem in (1.55) and the isomorphism in (1.58). Hence the problem in (1.55) is well posed in the sense of estimate (1.57). There are, however, difference schemes for which the conditions (i), (ii), (iv), and (v) are not fulfilled and for which estimate (1.17) could be proved by an energy method. In such a case the conditions in (1.56) and (1.58) should be imposed independently.
The construction of the approximate solution requires that and ui?(-,x.)6C"-'+1(0j.
The natural spaces for the hyperbolic problem in (1.55) are, however, the Sobolev spaces Hs. Since there is a loss of derivative in hyperbolic problems, the appropriate smoothness conditions for wout, wbd, and win are For u0'^ to be of the required smoothness, the problem in (1.32) should satisfy the compatibility conditions of order i -2/ -1 at the time-space corner xx = xn = 0 (see [5] ). Since one does not want the boundary and initial layers to interfere with these conditions, one has to request that Proof. We will prove the smoothness conditions in (1.59)-(1.61) and the degeneracy of the initial boundary layers in (1.63) by induction in i. Consider the problem in (1.32), (1.50), (1.54) for i = i0. Note that the function F£°+v> in (1.29) belongs to Hs-2i«(2). Indeed D^u0Ju\ g HS~2J-W(Q) c Hs~2io(Q), since 2j + \ß\ = (j + \ß\) + j < (¿0 + 1) + (/0 -1), while Hs'2i"(Q) is a Banach algebra for s -2/0 > n/2. Similarly, for the function g(,'o) in (1.44), D-fw^it belongs to HS~2'0+1(Q) and its restriction to ßbd as well as the second factor E^D^u^iO,
•) lie in iP~2,'0+1/2(ßbd). Since the last space for 5 -2/0 > n/2 is a Banach algebra, the function gUo) belongs to //i_2'0+1/2(ßbd). Recall that the function F¿d(l) has the form displayed at the right-hand side of (1.34) and the corresponding coefficients fikt(xtan) belong to Hs-2,"+l/2(Qbd). Thus for i = i0 the right-hand side in (1.50) belongs to Hs~2i»+1/2(Ubd). Finally the functions /£•> belong to Hs-2i«(Qin).
Clearly, the data in the problem (1.32), (1.50), (1.54) is smooth enough for the purposes of the compatibility conditions of order s -2/0 -1. By the induction hypothesis, (1.63) holds for i < i0 -1. Thus the initial and boundary layers u\n] and «b'J do not affect the partial derivatives Dxu(^\ \a\ < s -2/0 -1, at the corner xx = xn = 0. Hence the later ones coincide with Dxu0^ in (1.64). As a result, the initial-boundary value problem in (1.32), (1.50), (1.54) for i = i0 satisfies the usual compatibility conditions of order s -2i0 -1 at the time-space corner. As it follows from Theorem 5.1 in [5] , the solution u0'^ of the above problem belongs to the spaces in ( where K3 = K2K and K is the constant in (1.66). We wish to prove that for h sufficiently small (2.6) \\v\\a^2K,hN. Clearly, \\v\\a¡¡ = 0(hN) would imply A^sup^K*)! = h~lO(hN-n/2) = o(l), so that the second term in the right-hand side of (2.5) is negligible compared with ||u||0 . Let Qf = {*= (x_,xn)\x_^üinh,x"=jh,-a* <j </c}. We will prove by induction in k that for h < h 3 (2.7) |M|ai < 2K,h\ where A 3 is to be defined later. For k = 0 this estimate follows from (1.66). Since the difference scheme may be implicit, in order to construct uh at xn -(k + l)h, one has to apply the implicit map theorem. Namely, consider the equations Note that estimate (2.5) is valid also when ßA is replaced by ßjj. Hence, for KxK2K6hN'n/21 < 1/2 we obtain ||»||0*+i < 2K3hN. Since the constants K¡ are independent of A and k, estimate (2.7), and hence (2.1), are valid for all A bounded by some A3. For the local uniqueness of the solution uh in lx(Qh) one has to prove that the map in (1.14) is an isomorphism also in the maximum norm. Indeed, as shown in [3, Theorem 1.1], the solvability of the problem in (1.12) is equivalent to a certain algebraic coercivity condition for the pair of operations (dL(0), dS(0)). where || -||00 is the lx-norm. The other cones in the half space xx > 0 are treated in a similar way, i.e., if x¡ < 0 then choose z, = 1 + e. In the general case, the functions F = dLi0)w and g = dS(0)w are split into a sum of 2"~2 terms with supports in corresponding cones so that (2.13) follows. Since the point x2 = 0,..., x"_1 = 0 has no preference in the grid ßbdh n Qmh, the same bound as in (2.13) holds also for \\w(xx = 0, -) 11 oc -Now let w(x) = w(x) for xx > 0 and w(x) = 0 for xx < 0. With dL(0)w defined in the whole space, we obtain HI« < K\\dL^w\\x < K(\\dL^w\\x+\\w(xx = 0, ■) ||Ĵ 
