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Abstract
We consider Sturm-Liouville operators with measure-valued weight and potential, and positive,
bounded diffusion coefficient which is bounded away from zero. By means of a local periodicity
condition, which can be seen as a quantitative Gordon condition, we prove a bound on eigen-
values for the corresponding operator in Lp, for 1 6 p < ∞. We also explain the sharpness of
our quantitative bound, and provide an example for quasiperiodic operators.
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1 Introduction
In this paper we study bounds on (and absence of) eigenvalues for (elliptic) Sturm-Liouville oper-
ators H := Hp,ρ,a,µ in Lp(R, ρ) acting on u as
Hu := ∂ρ
(
−au′ +
∫ (·)
0
u dµ
)
.
Here, p ∈ [1,∞), ρ is a non-negative locally finite periodic measure, 0 6 a ∈ L∞(R) with
1
a ∈ L∞(R)
and µ is a real uniformly locally finite measure. Such operators include classical Sturm-Liouville
operators, continuum Schro¨dinger operators with (local) measures as potential, discrete Schro¨dinger
operators and Jacobi matrices, providing a unified framework.
For fixed p and ρ, we show quantitatively that H does not have eigenvalues with small modulus,
provided for a sequence (pm) of periods tending to infinity the coefficents a and µ restricted to
[−pm, 0], [0, pm] and [pm, 2pm] look very similar. Such a condition is sometimes called Gordon-
codition due to [7], see also [8, 2, 3, 4, 10, 11, 12, 6], for various situations. Note that in these
references, almost exclusively the case of Schro¨dinger operators are treated (except for [6], where
CMV-matrices are considered), and except of [12] all results are qualitative.
The quantitative bound we provide is in general not sharp. However, we can derive a sharp
bound by minor modifications (see also Section 6 of our previous treatment [12] for details). Thus,
this paper can be seen as a generalization of [12].
Our results can be applied to quasiperiodic coefficients where the ratio of the periods can be
well-approximated by rational numbers (a so-called strong Liouville condition). Such an assumption
is typical in the treatment of one-dimensional quasicrystal models.
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The paper is organised as follows. In Section 2 we introduce the Sturm-Liouville operators
we are dealing with and show how the special cases mentioned above can be derived. Section 3
deals with solutions of the eigenvalue equation, and provides some first estimates of solutions in
terms of the coefficients. Here, we work with L∞-estimates for
1
a and a uniform local norm for µ.
The following Section 4 focusses on estimating differences of solutions in terms of differences of the
coefficients, which is measured in L1 for the diffusion coefficent and in a Wasserstein-type seminorm
for the potential. In the final Section 5 we state the precise condition for absence of eigenvalues,
state and prove the eigenvalue bound, comment on the sharpness of it and provide the example.
In an appendix we include a Gronwall inequality suitable for our purpose.
2 Sturm-Liouville operators with measure-valued coefficients
Let K ∈ {R,C}. Let B(R) denote the Borel σ-field on R. A mapping µ : {B ∈ B(R); B bounded} →
K is called a local measure if 1Kµ := µ(· ∩K) is a (finite) K-valued Radon measure for all compact
subsets K ⊆ R. Then there exist a (unique) nonnegative Radon measure ν on R and a measurable
function σ : R → K such that |σ| = 1 ν-a.e. and 1Kµ = 1Kσν for all compact sets K ⊆ R. The
total variation of µ is defined by |µ| := ν. Let Mloc(R) be the space of all local measures on R.
A local measure µ ∈Mloc(R) is called uniformly locally bounded if
‖µ‖unif := sup
t∈R
|µ|
(
(t, t+ 1]
)
<∞.
Let Mloc,unif(R) denote the space of all uniformly locally bounded local measures. The space
Mloc,unif(R) naturally extends L1,loc,unif(R) to measures.
Remark 2.1. Let µ ∈ Mloc(R). Then the set {t ∈ R; µ({t}) 6= 0} of atoms of µ is at most
countable.
We say that f : R → K is locally absolutely continuous with respect to µ ∈ Mloc(R) if there
exists h ∈ L1,loc(R, |µ|) such that
f(t) = f(c) +
∫ t
c
h(s) dµ(s) (t ∈ R),
for some c ∈ R, where ∫ t
s
. . . dµ :=
{∫
(s,t] . . . dµ if t > s,
−
∫
(t,s] . . . dµ if t < s.
Then h is the Radon-Nikodym derivative of f with respect to µ, which is uniquely defined in
L1,loc(R, |µ|). We will write ∂µf := h. Furthermore, f is then right-continuous and locally of
bounded variation, so also the limits from the left exist everywhere.
Remark 2.2 (jump heights). Let µ ∈ Mloc,unif(R), f : R → K be measurable. Assume ∂ρf ∈
L1,loc(R, ρ). Then
f(t) = f(t−) + ∂ρf(t)ρ({t}) (t ∈ R).
Let 0 6 ρ ∈ Mloc,unif(R), ρ 6= 0. Let
Per(ρ) := {p ∈ R \ {0}; ρ(·+ p) = ρ}
2
be the set of periods of ρ. Note that ρ is periodic if and only if Per(ρ) is an infinite set if and only
if Per(ρ) 6= ∅. Clearly, then the support spt ρ of ρ is an infinite set.
Let a : R→ K be measurable and right-continuous, µ ∈ Mloc,unif(R). For u ∈ W
1
1,loc(R) define
Aa,µu by
Aa,µu(t) := −(au
′)(t) +
∫ t
0
u(s) dµ(s)
for a.a. t ∈ R. Note that Aa,µ ∈ L1,loc(R). Define
D := Dρ,a,µ(R) :=
{
u ∈W 11,loc(R); Aa,µu locally absolutely continuous w.r.t. ρ
}
.
Note that for u ∈ D also au′ is right-continuous and locally of bounded variation.
For the rest of that paper, let 0 6 ρ ∈ Mloc,unif(R), ρ 6= 0 be periodic, and write
AM(R) :=
{
(a, µ); a : R→ [0,∞), a, 1a ∈ L∞(R), µ ∈Mloc,unif(R) real, sptµ ⊆ spt ρ
}
.
Let p ∈ [1,∞). For (a, µ) ∈ AM(R) we define the operator H := Hp,ρ,a,µ in Lp(R, ρ) by
D(H) := {u ∈ Lp(R, ρ); u ∈ D, ∂ρAa,µu ∈ Lp(R, ρ)},
Hu := ∂ρAa,µu.
Note that by the reasoning in [5, Sections 3 and 4], H is indeed a densely defined operator in
Lp(R, ρ).
Example 2.3. Let r ∈ L1,loc(R), r > 0 a.e., ρ := rλ, where λ is the Lebesgue measure on R,
0 6 a ∈ L∞(R) such that
1
a ∈ L∞(R), q ∈ L1,loc(R) real, µ := qλ. Then (a, µ) ∈ AM(R), and H
acts as
Hu =
1
r
(−(au′)′ + qu),
i.e. as a classical Sturm-Liouville operator.
Example 2.4. Let ρ := λ, where λ is the Lebesgue measure on R, a := 1 , µ ∈ Mloc,unif(R) real.
Then (a, µ) ∈ AM(R), and H acts as
Hu = −u′′ + uµ,
i.e. as a one-dimensional continuum Schro¨dinger operator with a local measure as potential.
Example 2.5. Let ρ := δZ :=
∑
n∈Z δn, (an)n∈Z in (0,∞) be bounded such that (
1
an
) is also
bounded a :=
∑
n∈Z an1[n,n+1), (bn)n∈Z in R, µ :=
∑
n∈Z bnδn. Then (a, µ) ∈ AM(R), and H acts
as
Hu(n) = an−1
(
u(n)− u(n− 1)
)
− an
(
u(n+ 1)− u(n)
)
+ bnu(n) (n ∈ Z),
i.e. as a Jacobi operator.
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3 Solutions of the eigenvalue equation
Definition. Let (a, µ) ∈ AM(R), z ∈ C. We say that u : R→ K is a solution of
Hu = zu,
if u ∈ D and ∂ρAa,µu = zu in L1,loc(R, ρ).
By [5, Theorem 3.1], solutions exist and are uniquely defined by the values of u and au′ at
the same point t ∈ R (put differently, the space of solutions is two-dimensional). Note that u is a
solution of Hp,ρ,a,µu = zu if and only if u is a solution of Hp,ρ,a,µ−zρu = 0. Furthermore, for real ρ,
a, µ and z also solutions u of Hu = zu can be chosen to be real.
Remark 3.1. Let (a, µ) ∈ AM(R), z ∈ C and u be a solution of Hu = zu. Then au′ is constant
on every connected component of R \ spt ρ. Indeed, u satisfies, for some c ∈ R,
z
∫ t
c
u dρ = Aa,µu(t)−Aa,µu(c) = −(au
′)(t) + (au′)(c) +
∫ t
c
u dµ (t ∈ R).
Definition. Let (a, µ) ∈ AM(R). For s ∈ R let uN(·; s), uD(·; s) are the solutions of Hu = 0
satisfying
uN(s; s) = 1 uD(s; s) = 0
(au′N(·; s))(s) = 0
(
au′D(·; s)
)
(s) = 1.
Then uN(·; s) and uD(·; s) are called Neumann and Dirichlet solution (with initial condition at s),
respectively. For s, t ∈ R we denote by
Ta,µ(t, s) :=
(
uN(t; s) uD(t; s)(
au′N(·; s)
)
(t)
(
au′D(·; s)
)
(t)
)
the transfer matrices for the equation Hu = 0.
Lemma 3.2. Let (a, µ) ∈ AM(R), u ∈ D. The following are equivalent:
(a) u is a solution of the equation Hu = 0.
(b) For s, t ∈ R we have (
u(t)
(au′)(t)
)
= Ta,µ(t, s)
(
u(s)
(au′)(s)
)
.
Proof. “(a)⇒(b)”: Fix s, t ∈ R and let
T˜a,µ(t, s) :
(
u(s)
(au′)(s)
)
7→
(
u(t)
(au′)(t)
)
,
i.e. the mapping which shifts solutions (of the corresponding first order system) at s to solutions
at t. Then T˜a,µ(t, s) is linear and can be represented by a matrix, which we will also denote by
T˜a,µ(t, s). By the initial conditions for the Neumann and Dirichlet solution we observe
T˜a,µ(t, s) = T˜a,µ(t, s)
(
1 0
0 1
)
= T˜a,µ(t, s)
(
uN(s; s) uD(s; s)(
au′N(·; s)
)
(s)
(
au′D(·; s)
)
(s)
)
=
(
uN(t; s) uD(t; s)(
au′N(·; s)
)
(t)
(
au′D(·; s)
)
(t)
)
= Ta,µ(t, s).
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“(b)⇒(a)”: Fix s ∈ R. For t ∈ R we have
u(t) = uN(t; s) · u(s) + uD(t; s) · (au
′)(s),
(au′)(t) =
(
au′N(·; s)
)
(t) · u(s) +
(
au′D(·; s)
)
(t) · (au′)(s).
Thus,
−(au′)(t) +
∫ t
s
u(r)µ(r) = u(s)
(
−
(
au′N(·; s)
)
(t) +
∫ t
s
uN(r; s) dµ(r)
)
+ (au′)(s)
(
−
(
au′D(·; s)
)
(t) +
∫ t
s
uD(r; s) dµ(r)
)
.
Differentiating with respect to ρ yields
Hu = u(s)HuN(·; s) + (au
′)(s)HuD(·; s) = u(s) · 0 + (au
′)(s) · 0 = 0.
Hence, u is a solution of Hu = 0.
Lemma 3.3. Let (a, µ) ∈ AM(R). Then detTa,µ(t, s) = 1 for all s, t ∈ R, and
Ta,µ(s, t) = Ta,µ(t, s)
−1 =
( (
auD(·; s)
′
)
(t) −uD(t; s)
−
(
auD(·; s)
′
)
(t) uN(t; s)
)
(s, t ∈ R).
Proof. By the Lagrange-identity, see [5, Proposition 3.2], the determinant of the transfer matrices is
constant. Thus, it equals 1. The formula for the inverse matrix is then an immediate consequence.
Lemma 3.4. Let u : R → K be measurable, right-continuous, u ∈ Lp(R, ρ). Assume that for all
r > 0 we have
|u(t+ r)− u(t)| → 0 (|t| → ∞).
Then u(t)→ 0 as |t| → ∞.
Proof. Let s ∈ Per(ρ). Without loss of generality we may assume that ρ((0, s]) = 1 and u > 0
(thanks to the reverse triangle inequality).
Assume that u(t) 6→ 0 as t→∞. Then there exists δ > 0 and (tn) in (0,∞) such that tn →∞
and u(tn) > δ for all n ∈ N. Since u ∈ Lp(R, ρ) we have
∥∥1(tn,tn+s]u∥∥Lp(R,ρ) → 0. Passing to a
subsequence we may assume that∥∥1(tn,tn+s]u∥∥Lp(R,ρ) 6 2−2n (n ∈ N).
By Markov’s inequality, we observe
ρ(
{
t ∈ (tn, tn + s]; u(t) > 2
−n
}
) 6
∥∥1(tn,tn+p]u∥∥pLp(R,ρ)
2−np
6 2−np.
Let An := {t ∈ (0, s]; u(tn + t) > 2
−n}. Then ρ(An) 6 2
−np 6 2−n, and therefore
ρ(∪n>3An) 6
∑
n>3
ρ(An) 6 2
−2 < 1.
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Hence, G := (0, s] \ (∪n>3An) has positive ρ-measure and is therefore non-empty. Let r ∈ G. Then
u(tn + r) < 2
−n for n > 3, and therefore
lim inf
n→∞
|u(tn + r)− u(tn)| > δ > 0.
Lemma 3.5. Let (a, µ) ∈ AM(R), u ∈ Lp(R, ρ) a solution of Hu = 0. Then u(t)→ 0 for |t| → ∞.
Proof. This is a direct consequence of Lemma 3.4.
Lemma 3.5 states that eigenfunctions u ∈ Lp(R, ρ) of H have to tend to 0 at ±∞.
The next lemma establishes a control of the derivative of solutions by means of the solution
itself.
Lemma 3.6. Let (a, µ) ∈ AM(R), u be a real solution of Hu = 0, r > 0. Then there exists C > 0
such that for all intervals I = (α, β] ⊆ R with β − α = r we have∥∥(au′)|I∥∥∞ 6 C‖u|I‖∞.
We can set
C = Cr,a,µ := max
{
2‖a‖∞
r
,
‖µ‖unif
2
}
+ ⌈r⌉‖µ‖unif .
Proof. For u = 0 the assertion is trivial. Hence, let u 6= 0.
We first show that for an interval I there exist C > 0 and s ∈ I such that |(au′)(s)| 6 C‖u|I‖∞.
Assume this inequality does not hold. Then, for all C > 0 we have |(au′)(s)| > C‖u|I‖∞ for all
s ∈ I. Since au′ is real, and (au′)(s)− (au′)(s−) = u(s)µ({s}) 6 ‖µ‖unif‖u|I‖∞, for C >
‖µ‖
unif
2 we
obtain either (au′)(t) > C‖u|I‖∞ for all t ∈ I or −(au
′)(t) 6 −C‖u|I‖∞ for all t ∈ I. Since
u(t)− u(s) =
∫ t
s
u′(r) dr (s, t ∈ R)
and a is bounded, we find
‖a‖∞|u(t)− u(s)| > ‖a‖∞
∣∣∣∣
∫ t
s
u′(r) dr
∣∣∣∣ = ‖a‖∞
∫ t
s
∣∣u′(r)∣∣ dr
>
∫ t
s
∣∣(au′)(r)∣∣ dr > ∫ t
s
C‖u|I‖∞ dr = C‖u|I‖∞(t− s) (s, t ∈ I).
But trivially |u(t) − u(s)| 6 2‖u|I‖∞ for all s, t ∈ I, so we end up with a contradiction for all
C > C0 := max
{
2‖a‖
∞
r ,
‖µ‖
unif
2
}
. Thus, there exists s ∈ I such that |(au′)(s)| 6 C0‖u|I‖∞. Now,
for t ∈ I we have
(au′)(t) = (au′)(s) +
∫ t
s
u dµ,
hence ∣∣(au′)(t)∣∣ 6 C0‖u|I‖∞ + ‖µ‖unif⌈r⌉‖u|I‖∞ (t ∈ I).
We end this section by stating a first growth bound for solutions.
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Lemma 3.7. Let (a, µ) ∈ AM(R), u a solution of Hu = 0. Then
|u(t)|+
∣∣(au′)(t)∣∣ 6 (|u(0)| + ∣∣(au′)(0)∣∣)e(∥∥∥ 1a∥∥∥∞+‖µ‖unif)(|t|+1) (t ∈ R).
Proof. Writing
u(t) = u(0) +
∫ t
0
u′(s) ds,
(au′)(t) = (au′)(0) +
∫ t
0
u(s) dµ(s),
we obtain for ϕ(t) := |u(t)|+ |(au′)(t)| and ν :=
∥∥1
a
∥∥
∞
λ+ |µ| the inequality
ϕ(t) 6 ϕ(0) +
∫
(t,0]
ϕ(s) dν(s) (t 6 0).
By Gronwall’s inequality (see Lemma A.1) we infer
ϕ(t) 6 ϕ(0)eν((t,0]) (t 6 0).
Since ‖ν‖unif 6
∥∥ 1
a
∥∥
∞
+ ‖µ‖unif and ν((t, 0]) 6 ‖ν‖unif(|t|+ 1), we obtain the assertion for t 6 0.
For t > 0 we set
ϕ−(s) := |u(s)|+
∣∣(au′)(s−)∣∣ 6 ϕ(0) + ∫
(0,s)
ϕ−(r) dν(r).
The Gronwall’s inequality in Lemma A.1 yields
|u(s)|+
∣∣(au′)(s−)∣∣ = ϕ−(s) 6 ϕ(0)eν((0,s)) = (|u(0)|+ ∣∣(au′)(0)∣∣)eν((0,s)).
For s ↓ t the assertion follows, since ν((0, t]) 6 ‖ν‖unif(|t|+ 1).
4 Estimates on differences of solutions
First, we introduce Wasserstein-type seminorms onMloc,unif(R) which we will later use to measure
distances of potentials.
Definition. For µ ∈ Mloc,unif(R) and a set I ⊆ R (which will usually be an interval) we define
‖µ‖I := sup
{∣∣∣∫ u dµ∣∣∣; u ∈W 11,loc(R), sptu ⊆ I, diam sptu 6 2, ∥∥u′∥∥∞ 6 1
}
.
For µ ∈ Mloc,unif(R) we define ϕµ : R→ C by
ϕµ(t) :=
∫ t
0
dµ =
{
µ
(
(0, t]
)
if t > 0,
−µ
(
(t, 0]
)
if t < 0.
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Proposition 4.1 (see [12, Proposition 2.7, Remark 2.8 and Lemma 2.9]). Let µ ∈Mloc,unif(R) and
t ∈ R. Then
‖µ‖[t−1,t+1] 6 min
c∈C
∫ t+1
t−1
|ϕµ(s)− c| ds 6 2‖µ‖[t−1,t+1].
Hence, there exists cµ,t ∈ C, such that∫ t+1
t−1
|ϕµ(s)− cµ,t| ds 6 2‖µ‖[t−1,t+1].
Moreover, cµ,0 can be chosen such that |cµ,0| 6 ‖µ‖unif . Furthermore, for α, β ∈ Z, α 6 −1, β > 1
and k ∈ Z ∩ [α, β − 1] we have
∫ k+1
k
|ϕµ(s)− cµ,0| ds 6 2max{k + 1,−k}‖µ‖[α,β].
We will write cµ := cµ,0.
Now, we want to estimate the difference of solutions in terms of the difference of the coeffi-
cients. For the diffusion coefficient we will use an L1-difference, while for the potential we use the
Wasserstein-type seminorm introduced above. We will need two lemmas to describe the difference
of solutions appropriately before we can state the estimate.
Lemma 4.2. Let (a, µ), (a˜, µ˜) ∈ AM(R), u and u˜ solutions of Ha,µu = 0 and Ha˜,µ˜u˜ = 0, respec-
tively. Then, for s, t ∈ R we have(
u(t)− u˜(t)
(au′)(t)− (a˜u˜′)(t)
)
= Ta,µ(t, s)
(
u(s)− u˜(s)
(au′)(s)− (a˜u˜′)(s)
)
+
∫ t
s
Ta,µ(t, r)
(
0
u˜(r)
)
d(µ− µ˜)(r)
+
∫ t
s
Ta,µ(t, r)
(
(a˜u˜′)(r)
0
)( 1
a(r)
−
1
a˜(r)
)
dr.
Proof. Without loss of generality, let s = 0. Note that −∂µ(au
′) = u. Integrating by parts and
using the jump heights formula, we obtain
∫ t
0
Ta,µ(r, 0)
−1
(
0
u˜(r)
)
d(µ − µ˜)(r) =
(
−
∫ t
0 uD(r)u˜(r) d(µ − µ˜)(r)∫ t
0 uN(r)u˜(r) d(µ − µ˜)(r)
)
=
(
u˜(0)
(a˜u˜′)(0)
)
− Ta,µ(t, 0)
−1
(
u˜(t)
(a˜u˜′)(t)
)
−
∫ t
0
Ta,µ(r, 0)
−1
(
(a˜u˜′)(r)
0
)( 1
a(r)
−
1
a˜(r)
)
dr.
Multiplying by Ta,µ(t, 0) yields the assertion, since we have Ta,µ(t, 0)Ta,µ(r, 0)
−1 = Ta,µ(t, r) and
Ta,µ(t, 0)
(
u˜(0)
(a˜u˜′)(0)
)
=
(
u(t)
(au′)(t)
)
− Ta,µ(t, 0)
(
u(0) − u˜(0)
(au′)(0) − (a˜u˜′)(0)
)
.
Lemma 4.3. Let (a, µ), (a˜, µ˜) ∈ AM(R), c ∈ R, u and u˜ solutions of Ha,µu = 0 and Ha˜,µ˜u˜ = 0,
respectively, such that u(0) = u˜(0), (a˜u˜′)(0) = (au′)(0) + cu(0). Then
u(t)− u˜(t) =
∫ t
0
d
ds
(
uD(t; s)u˜(s)
)
·
(
c− ϕµ−µ˜(s)
)
ds+
∫ t
0
uN(t; s)(a˜u˜
′)(s)
(
1
a(s) −
1
a˜(s)
)
ds (t ∈ R).
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Proof. Let t ∈ R. By Lemma 4.2 we obtain
u(t)− u˜(t) = −cuD(t; 0)u(0) +
∫ t
0
uD(t; r)u˜(r) d(µ − µ˜)(r) +
∫ t
0
uN(t; s)(a˜u˜
′)(s)
(
1
a(s) −
1
a˜(s)
)
ds.
Since uD(t; t) = 0, we have
uD(t; r)u˜(r) = −
∫ t
r
d
ds
(
uD(t; s)u˜(s)
)
ds.
Thus, by Fubini’s theorem, we obtain
u(t)− u˜(t) = −cuD(t; 0)u(0) −
∫ t
0
∫ s
0
d(µ− µ˜)(r)
d
ds
(
uD(t; s)u˜(s)
)
ds
+
∫ t
0
uN(t; s)(a˜u˜
′)(s)
(
1
a(s) −
1
a˜(s)
)
ds
=
∫ t
0
(
c− ϕµ−µ˜(s)
) d
ds
(
uD(t; s)u˜(s)
)
ds+
∫ t
0
uN(t; s)(a˜u˜
′)(s)
(
1
a(s) −
1
a˜(s)
)
ds.
We can now state the estimate of differences of solutions in terms of the differences of the
coefficients.
Lemma 4.4. Let (a, µ), (a˜, µ˜) ∈ AM(R), u and u˜ solutions of Ha,µu = 0 and Ha˜,µ˜u˜ = 0, respec-
tively, satisfying (
u(0)
(au′)(0)
)
=
(
u˜(0)
(a˜u˜′)(0)
)
−
(
0
cµ−µ˜u˜(0)
)
.
Let α, β ∈ Z, α 6 −1, β > 1. Let c, ω > 0 such that
|uN(t; s)|,
∣∣(au′D(·; s))(t)∣∣ 6 ceω|t−s| (s, t ∈ R).
Then there exists a constant C > 0 depending only on ω and
∥∥1
a
∥∥
∞
, ‖µ‖unif ,
∥∥ 1
a˜
∥∥
∞
, ‖µ˜‖unif such
that
|u(t)− u˜(t)| 6 Cceω|t|
∥∥u˜|[α,β]∥∥∞(
∫ β
α
|a(s)− a˜(s)| ds + ‖µ− µ˜‖[α,β]
)
(t ∈ [α, β]).
Proof. From uD(s; s) = 0 and the assumed bound |(au
′
D)(·; s)(t)| 6 ce
ω|t−s| for all s, t ∈ R we obtain
|uD(t; s)| =
∣∣∣∣
∫ t
s
u′D(r; s) dr
∣∣∣∣ =
∣∣∣∣
∫ t
s
1
a(r)
(
au′D(·; s)
)
(r) dr
∣∣∣∣ 6 ∥∥ 1a∥∥∞ cωeω|t−s| (s, t ∈ R).
By Lemma 3.6 (with r = 1) we have
∥∥(a˜u˜′(·; s))|[α,β]∥∥∞ 6
(
max
{
2‖α˜‖∞,
‖µ˜‖unif
2
}
+ ‖µ˜‖unif
)∥∥u˜|[α,β]∥∥∞.
Since uD(t; s) = −uD(s; t), we obtain∣∣∣∣ dds(uD(t; s)u˜(s))
∣∣∣∣ = ∣∣−u′D(s; t)u˜(s) + uD(t; s)u˜′(s)∣∣
6
∥∥ 1
a
∥∥
∞
ceω|t−s|
∥∥u˜|[α,β]∥∥∞ + ∥∥ 1a∥∥∞ cωeω|t−s|
∥∥1
a˜
∥∥
∞
(
max
{
2‖α˜‖∞,
‖µ˜‖
unif
2
}
+ ‖µ˜‖unif
)∥∥u˜|[α,β]∥∥∞
= C0c
∥∥u˜|[α,β]∥∥∞eω|t−s| (s, t ∈ [α, β]),
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for some C0 > 0.
Let t ∈ [0, β]. By Lemma 4.3 and Proposition 4.1 we have
|u(t)− u˜(t)| 6
∫ t
0
∣∣∣∣ dds(uD(t; s)u˜(s))
∣∣∣∣|cµ−µ˜ − ϕµ−µ˜(s)| ds +
∫ t
0
|uN(t; s)|
∣∣(a˜u˜′)(s)∣∣∣∣∣ 1a(s) − 1a˜(s)
∣∣∣ ds
6 C0c
∥∥u˜|[α,β]∥∥∞
β∑
k=1
∫ k
k−1
eω(t−s)|cµ−µ˜ − ϕµ−µ˜(s)| ds
+ ceωt
(
max
{
2‖α˜‖∞,
‖µ˜‖unif
2
}
+ ‖µ˜‖unif
)∥∥u˜|[α,β]∥∥∞∥∥ 1a∥∥∞∥∥ 1a˜∥∥∞
∫ t
0
|a˜(s)− a(s)| ds
6 C1ce
ωt
∥∥u˜|[α,β]∥∥∞
(
‖a− a˜‖L1(α,β) + ‖µ− µ˜‖[α,β]
)
,
for some C1 > 0. The proof in the case t ∈ [α, 0) is analogous.
By making use of this estimate we can now improve the growth bound of solutions obtained in
Lemma 3.7.
Lemma 4.5. Let (a, µ) ∈ AM(R), u a solution of Ha,µu = 0, ω :=
(
‖µ‖unif
∥∥1
a
∥∥−1
∞
)1/2
. Then
(
ω2|u(t)|2 +
∣∣(au′)(t)∣∣2)1/2 6 (ω2|u(0)|2 + ∣∣(au′)(0)∣∣2)1/2eω∥∥∥ 1a∥∥∥∞(|t|+1/2) (t ∈ R).
Proof. Without loss of generality, let µ 6= 0 (the case µ = 0 is trivial, as then (au′) is constant).
(i) We first assume that µ = qλ with a density q ∈ C(R). Then au′ ∈ C1(R) and (au′)′ = qu.
Let ϕ(t) := ω2|u(t)|2 + |(au′)(t)|2. Then ϕ ∈W 11,loc(R), and∣∣ϕ′(t)∣∣ = ∣∣∣2Re(( ω
a(t)
+ |q(t)|
)
u(t)(au′)(t)
)∣∣∣ 6 ( ω|a(t)| + |q(t)|ω )ϕ(t)
for a.a. t ∈ R. Hence, ϕ(t) 6 ϕ(s) exp(ω
∥∥1
a
∥∥
∞
|t− s|+ 1ω
∫ t
s ρ(r) dr) and therefore(
ω2|u(t)|2 +
∣∣(au′)(t)∣∣2) 6 (ω2|u(s)|2 + ∣∣(au′)(s)∣∣2)eω∥∥∥ 1a∥∥∥∞(t−s)+ 1ω |µ|([s,t])
for all s, t ∈ R, s < t.
(ii) By [12, Proposition 2.5] there exists (µn) in Mloc,unif(R) such that µn has a smooth density
and ‖µn‖unif 6 ‖µ‖unif for all n ∈ N, ‖µn−µ‖R → 0 and lim supn→∞ |µn|(I) 6 |µ|(I) for all compact
intervals I ⊆ R. Then [12, Lemma 2.4] implies 1[α,β]µn → 1[α,β]µ weakly for all α, β ∈ R such that
µ({α}) = µ({β}) = 0.
(iii) For n ∈ N let un be the solution of Ha,µnun = 0 such that un(0) = u(0), (aun)
′(0) =
(au′)(0) + cµ−µnu(0). By Lemma 3.7, (un) is uniformly bounded on any compact interval, so
Lemma 4.4 implies un → u locally uniformly. Hence, for s, t ∈ R with µ({s}) = µ({t}) = 0 we
obtain
(au′n)(t)− (au
′
n)(s) =
∫ t
s
un(r) dµn(r)→
∫ t
s
u(r) dµ(r) = (au′)(t)− (au′)(s).
By Lemma 3.6 also (au′n) is uniformly bounded on [0, 1], so dividing by a(s) and integration with
respect to s yields
(au′n)(t)
∫ 1
0
1
a(s)
ds−
(
un(1) − un(0)
)
→ (au′)(t)
∫ 1
0
1
a(s)
ds−
(
u(1) − u(0)
)
,
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so (au′n)(t)→ (au
′)(t).
(iv) Let t > s > 0 such that µ({s}) = µ({t}) = 0. By (i) we have
(
ω2|un(t)|
2 +
∣∣(au′n)(t)∣∣2) 6 (ω2|un(s)|2 + ∣∣(au′n)(s)∣∣2)eω
∥
∥
∥
1
a
∥
∥
∥
∞
(t−s)+ 1
ω
|µn|([s,t])
.
Taking the limit n→∞ noting (ii) we obtain
(
ω2|u(t)|2 +
∣∣(au′)(t)∣∣2) 6 (ω2|u(s)|2 + ∣∣(au′)(s)∣∣2)eω∥∥∥ 1a∥∥∥∞(t−s)+ 1ω |µ|([s,t]).
(v) For t > 0 there exist sequences sn ∈ [0, t) and (tn) in [t,∞) such that sn → 0, tn → t and
µ({sn}) = µ({tn}) = 0 for all n ∈ N. Thus, from (iv) we deduce
(
ω2|u(t)|2 +
∣∣(au′)(t)∣∣2) 6 (ω2|u(0)|2 + ∣∣(au′)(0)∣∣2)eω∥∥∥ 1a∥∥∥∞t+ 1ω |µ|((0,t]).
Hence, (
ω2|u(t)|2 +
∣∣(au′)(t)∣∣2) 6 (ω2|u(0)|2 + ∣∣(au′)(0)∣∣2)eω∥∥∥ 1a∥∥∥∞t+ 1ω ‖µ‖unif(t+1).
Optimizing for ω > 0 yields ω =
(
‖µ‖unif
∥∥1
a
∥∥−1
∞
)1/2
, which implies the assertion. The case t < 0 is
proved analogously.
5 Bounds on eigenvalues
Definition. Let (a, µ) ∈ AM(R), C > 0. We say that (a, µ) satisfies a weak Gordon condition
with weight C, provided there exists a sequence (pm) in (0,∞), pm →∞, such that
lim
m→∞
eCpm
(
‖a− a(·+ pm)‖L1(−pm,pm) + ‖µ− µ(·+ pm)‖[−pm,pm]
)
= 0.
Lemma 5.1 (see [12, Lemma 5.1]). Let µ ∈ Mloc,unif(R), C > 0. Assume there exists (pm) in
(0,∞) with pm →∞ such that
eCpm‖µ− µ(·+ pm)‖[−pm,pm] → 0.
Then there exists (µm) in Mloc,unif(R) such that µm is periodic with period pm (m ∈ N), and
eCpm‖µ− µm‖[−pm,2pm] → 0 (m→∞).
Moreover, the measures µm can be chosen such that
1[αm,pm−αm]µm = 1[αm,pm−αm]µ, ‖µm‖unif 6
(
1 + 12αm
)
‖µ‖unif
for all m ∈ N, with 0 < αm 6
pm
2 and infm∈N αm > 0.
Lemma 5.2. Let p ∈ Per(ρ), (a, µ) ∈ AM(R) be p-periodic. Let z ∈ C and u a solution of Hu= zu.
Then
max
{∥∥∥∥
(
u(t)
(au′)(t)
)∥∥∥∥; t ∈ {−p, p, 2p}
}
>
1
2
∥∥∥∥
(
u(0)
(au′)(0)
)∥∥∥∥.
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Proof. Without loss of generality, let z = 0 (just consider µ − zρ instead of µ). Note that T :=
Ta,µ(p, 0) = Ta,µ(2p, p) = Ta,µ(0,−p) by periodicitiy. The Cayley-Hamliton theorem assures that
(note that detT = 1)
T 2 − tr(T )T + I = 0.
Applying this equality to
(
u(−p), (au′)(−p)
)
in case |tr(T )| 6 1 and to
(
u(0), (au′)(0)
)
in case
|tr(T )| > 1 yields the assertion.
We can now state Gordon’s theorem for Sturm-Liouville operators with measure-valued coeffi-
cients.
Theorem 5.3. Let ρ be periodic, (a, µ) ∈ AM(R) satisfy the weak Gordon condition with C > 0
with period sequence (pm) in Per(ρ). Then H does not have any eigenvalues with modulus less than
1
‖ρ‖
unif
(∥∥ 1
a
∥∥−1
∞
C2 − ‖µ‖unif
)
.
Proof. Let (µm) as in Lemma 5.1. Without loss of generality, let pm > 2 for all m ∈ N, and we
may further assume that pm + αm ∈ N for all m ∈ N, αm →∞ and
αm
pm
→ 0. For m ∈ N let am be
pm-periodic with am|(0,pm] = a|(0,pm].
Assume that z ∈ R with |z| < 1‖ρ‖
unif
(∥∥ 1
a
∥∥−1
∞
C2 − ‖µ‖unif
)
is an eigenvalue of H = Hp,ρ,a,µ.
Let u ∈ Lp(R, ρ), u 6= 0 be a corresponding eigenfunction. Then u is bounded, since u is a so-
lution and thus continuous, and tends to zero by Lemma 3.5. For m ∈ N let um be the solution
of Hp,ρ,am,µmum = zum satisfying um(αm) = u(αm), (amu
′
m)(αm) = (au
′)(αm). Then um = u
on [αm, pm − αm], since am = a and µm = µ on this interval. Note that cµ−µ˜,αm+1 = 0, since
1[αm,αm+2](µm − µ) = 0. By Lemma 4.4, for t ∈ [−pm, αm] we obtain
|u(t)− um(t)| 6 Cme
ωm|t−(αm+1)|
(
‖a− am‖L1(−pm,αm+1) + ‖µ− µm‖[−pm,αm+1]
)
where ωm =
∥∥∥ 1am
∥∥∥1/2
∞
‖µm − zρ‖
1/2
unif as in Lemma 4.5, and Cm is only depending on ωm,
∥∥1
a
∥∥
∞
,∥∥∥ 1am
∥∥∥
∞
, ‖µ‖unif and ‖a‖∞, and similarly for t ∈ [pm − αm, 2pm]. Hence,
sup
t∈[−pm,2pm]
|u(t)− um(t)| 6 Cme
ωm(pm+αm+1)
(
‖a− am‖L1(−pm,2pm) + ‖µ− µm‖[−pm,2pm]
)
.
Since
∥∥∥ 1am
∥∥∥
∞
6
∥∥ 1
a
∥∥
∞
, we have
ωm 6
∥∥∥∥ 1am
∥∥∥∥
1/2
∞
‖µm − zρ‖
1/2
unif 6
∥∥∥∥1a
∥∥∥∥
1/2
∞
(
‖µm‖unif + |z|‖ρ‖unif
)1/2
6
∥∥∥∥1a
∥∥∥∥
1/2
∞
(
(1 + 12αm )‖µ‖unif + |z|‖ρ‖unif
)1/2
→
∥∥∥∥1a
∥∥∥∥
1/2
∞
(
‖µ‖unif + |z|‖ρ‖unif
)1/2
< C,
so for large m we obtain
ωm(pm + αm + 1) 6 Cpm.
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Thus, for ε > 0 there exists m0 ∈ N such that such that |u(t) − um(t)| 6 ε for all m > m0 and
t ∈ [−pm, 2pm]. By Lemma 3.4 there existsm1 >m0 such that |u(t)| 6 ε for |t|> pm1−1 =: t1. Then
|um| 6 2ε on [−pm, 2pm] \ (−t1, t1), for all m > m1. By Lemma 3.6 we obtain |amu
′
m| 6 C1,am,µm2ε
on that set. Hence,(
um(±pm), (amu
′
m)(±pm)
)
,
(
um(2pm), (amu
′
m)(2pm)
)
→ 0 (m→∞).
Lemma 5.2 yields
(
um(0), (amu
′
m)(0)
)
→ 0. By Lemma 3.7 we now obtain um → 0 locally uniformly.
Since um → u locally uniformly by Lemma 4.4, we obtain u = 0, a contradiction.
By applying Theorem 5.3 for arbitrarily large C > 0 we obtain absence of eigenvalues.
Corollary 5.4. Assume (a, µ) ∈ AM(R) satisfy the weak Gordon condition for all C > 0 with
period sequence (pm) in Per(ρ). Then H does not have any eigenvalues.
Remark 5.5. The proof of Theorem 5.3 actually shows that Hu = zu does not have any solution
in C0(R) for z with small modulus.
Remark 5.6. The obtained bound is in general not optimal, but in some sense close to optimal,
which we will make precise now.
(a) For r > 0 define
‖µ‖unif,r :=
1
r
sup
t∈R
|µ|
(
t, t+ r]).
Note that ‖µ‖unif,1 = ‖µ‖unif . A scaling argument yields the following: Let ρ be periodic,
(a, µ) ∈ AM(R) satisfy the weak Gordon condition with C > 0 with period sequence (pm) in
Per(ρ). Then H does not have any eigenvalues with modulus less than
inf
r>0
1
‖ρ‖unif,r
(∥∥ 1
a
∥∥−1
∞
C2 − ‖µ‖unif,r
)
.
(b) Let ρ be periodic, (a, µ) ∈ AM(R). Then the supremum of all C > 0 such that (a, µ) satisfies
the weak Gordon condition with C(a,µ) > 0 is given by
C(a,µ) := − lim inf
p→∞
1
p
log
(
‖a− a(·+ p)‖L1(−p,p) + ‖µ− µ(·+ p)‖[−p,p]
)
,
whenever C(a,µ) > 0.
(c) Let ρ be periodic, (a, µ) ∈ AM(R) satisfy the weak Gordon condition with C(a,µ) > 0 with
period sequence (pm) in Per(ρ). Then one can show that H does not have any eigenvalues
with modulus less than
inf
r>0
1
‖ρ‖unif,r
(∥∥ 1
a
∥∥−1
∞
C2(a,µ) − ‖µ‖unif,r
)
.
(d) The bound given in (c) is sharp in the continuum Schro¨dinger case, see [12, Section 6]. The
example constructed there generalizes to our situation without any difficulty.
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Example 5.7. Typical examples for coefficients satisfying our weak Gordon condition are con-
structed by sums of periodic ones, where the ratio of ther periods is an irrational number, which
can be superexponentially fast approximated by rational numbers. Without loss of generality, let
1 ∈ Per(ρ). Let α ∈ (0,∞) be irrational and satisfy∣∣∣∣α− pmqm
∣∣∣∣ 6 Bm−qm (m ∈ N)
for some B > 0 and a suitable sequence (pmqm ) in Q. Note that the set of all such numbers α is a
dense Gδ set.
Let (a1, µ1) ∈ AM(R) be 1-periodic, (a2, µ2) ∈ AM(R) be α-periodic, where a2 is Ho¨lder-
continuous with exponent β > 0, i.e. there exists c > 0, such that
|a2(x)− a2(y)| 6 c|x− y|
β (x, y ∈ R),
and consider (a, µ) := (a1 + a2, µ1 + µ2) ∈ AM(R). Then these coefficients are quasiperiodic. Let
C > 0. Then
eCpm‖a− a(·+ pm)‖L1(−pm,pm) = e
Cpm‖a2 − a2(·+ pm)‖L1(−pm,pm)
= eCpm‖a2 − a2(·+ pm − αqm)‖L1(−pm,pm) 6 e
Cpm2pmc|pm − αqm|
β
6 2ceCpmpmqm
∣∣∣∣α− pmqm
∣∣∣∣
β
6 2ceCpmBpmqmm
−qm → 0.
Furthermore, as translation of µ2 is Lipschitz continuous for the norm ‖·‖R with Lipschitz constant
3‖µ2‖unif , we obtain
eCpm‖µ− µ(·+ pm)‖[−pm,pm] = e
Cpm‖µ2 − µ2(·+ pm)‖[−pm,pm]
= eCpm‖µ2 − µ2(·+ pm − αqm)‖[−pm,pm] 6 e
Cpm3|pm − αqm|‖µ2‖unif
6 3‖µ2‖unife
Cpmqm
∣∣∣∣α− pmqm
∣∣∣∣ 6 3‖µ2‖unifeCpmqmBm−qm → 0.
Thus, (a, µ) satisfies a Gordon condition for all C > 0, so Corollary 5.4 yields absence of eigenvalues
for Hp,ρ,a,µ.
A Gronwall inequality
We provide a Gronwall inequality suitable for our context. We include the proof for the reader’s
convenience.
Lemma A.1. Let α : [0,∞)→ [0,∞) be measurable, µ a nonnegative Borel measure on [0,∞) and
u ∈ L1,loc([0,∞), µ) such that
u(t) 6 α(t) +
∫
[0,t)
u(s) dµ(s) (t > 0).
Then
u(t) 6 α(t) +
∫
[0,t)
α(s) exp
(
µ
(
(s, t)
))
dµ(s) (t > 0).
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Proof. (i) Iterating the inequality yields
u(t) 6 α(t) +
∫
[0,t)
α(s)
n−1∑
k=0
µ⊗k
(
Ak(s, t)
)
dµ(s) +Rn(t) (n ∈ N, t > 0),
where
Rn(t) :=
∫
[0,t)
u(s)µ⊗n
(
An(s, t)
)
dµ(s)
is the remainder, Ak(s, t) :=
{
(s1, . . . , sk) ∈ (s, t)
k; s1 < . . . < sk
}
is an k-dimensional open simplex
and µ⊗0
(
A0(s, t)
)
:= 1.
(ii) Let 0 6 s < t. We now prove
µ⊗k
(
Ak(s, t)
)
6
µ
(
(s, t)
)k
k!
(k ∈ N0).
Indeed, let Sk be the set of all permutations of {1, . . . , k}. For σ ∈ Sk let
Ak,σ(s, t) :=
{
(s1, . . . , sk) ∈ (s, t)
k; sσ(1) < . . . < sσ(k)
}
.
Then for σ 6= σ′ we obtain Akσ(s, t) ∩Ak,σ′(s, t) = ∅. Furthermore,⋃
σ∈Sk
Ak,σ(s, t) ⊆ (s, t)
k.
Hence,
k!µ⊗k
(
Ak(s, t)
)
=
∑
σ∈Sk
µ⊗k
(
Ak(s, t)
)
6 µ⊗k
(
(s, t)k
)
= µ
(
(s, t)
)k
.
(iii) By (ii), we obtain
|Rn(t)| 6
µ
(
(s, t)
)n
n!
∫
[0,t)
|u(s)| dµ(s) (n ∈ N, t > 0).
Since u is locally integrable with respect to µ we obtain Rn → 0 pointwise. Thus, (i) yields
u(t) 6 α(t) +
∫
[0,t)
α(s)
n−1∑
k=0
µ
(
(s, t)
)k
k!
dµ(s) +Rn(t)
6 α(t) +
∫
[0,t)
α(s) exp
(
µ
(
(s, t)
))
dµ(s) +Rn(t)
→ α(t) +
∫
[0,t)
α(s) exp
(
µ
(
(s, t)
))
dµ(s).
15
References
[1] A. Ben Amor and C. Remling, Direct and inverse spectral theory of one-dimensional
Schro¨dinger operators with measures. Integr. equ. oper. theory 52, 395–417 (2005).
[2] D. Damanik, Gordon-type arguments in the spectral theory of one-dimensional quasicrystals.
in “Directions in Mathematical Quasicrystals”, CRM Monogr. Ser. 13, Amer. Math. Soc.,
Providence, RI, 277-305 (2000).
[3] D. Damanik and G. Stolz, A generalization of Gordon’s theorem and applications to quasiperi-
odic Schro¨dinger operators. Electron. J. Diff. Eqns. 55, 1–8 (2000).
[4] D. Damanik, A version of Gordon’s theorem for multi-dimensional Schro¨dinger operators.
Trans. Amer. Math. Soc. 356, 495–507 (2004).
[5] J. Eckhardt and G. Teschl, Sturm-Liouville operators with measure-valued coefficients. J. Anal.
Math. 120(1), 151–224 (2013).
[6] J. Fillman, Purely Singular Continuous Spectrum for Sturmian CMV Matrices via Strength-
ened Gordon Lemmas. to ppear in Proc. Amer. Math. Soc., arXiv: 1507.02044.
[7] A. Gordon, On the point spectrum of the one-dimensional Schro¨dinger operator. Usp. Math.
Nauk 31, 257–258 (1976).
[8] A. Gordon, A sufficient condition for continuity of the spectrum of a discrete Schro¨dinger
operator. Funktsional. Anal. i Prilozhen. 20(4), 70–71 (1986).
[9] H. Kru¨ger, Absence of Anderson localization for Liouville quasi-periodic operators in arbitrary
dimension. Preprint.
[10] C. Seifert, Gordon type theorem for measure perturbation. Electron. J. Diff. Eqns. 111, 1–9
(2011).
[11] C. Seifert, Measure-perturbed one-dimensional Schro¨dinger operators – A continuum model for
quasicrystals. Dissertation thesis, Chemnitz University of Technology (2012). url:
http://nbn-resolving.de/urn:nbn:de:bsz:ch1-qucosa-102766
[12] C. Seifert and H. Vogt, A weak Gordon type condition for absence of eigenvalues of one-
dimensional Schro¨dinger operators. Integr. Equ. Oper. Theory 78, 383–405 (2014).
16
