Abstract: A hybrid Euleran-Lagrangian Dense Discrete Particle Model (DDPM) was used to numerically simulate the bubbling behavior of a fluidized bed reactor. The model exploits the parcels concept to reduce the number of particles to simulate while exploiting the Kinetic Theory of Granular Flow (KTGF) to account for their repulsive interactions. The DDPM-KTGF was explored throughout a model sensitivity analysis to identify the most influent parameters impacting on the numerical accuracy and performances to ultimately assess its potential use for industrial purposes. Because of the measurement simplicity as well as its strong connection with the bed fluid-dynamic, pressure-drop data was used and processed to obtain the power spectral density (PSD) distribution to empirically and numerically characterize the behavior of this system under a bubbling fluidization regime. The DDPM-KTGF model was found to be sensitive to mesh size, restitution coefficients but mostly to the drag law. However, poor sensitivity to the kinetic viscosity, solid pressure, radial distribution function as well as to the number of parcels was revealed. Besides having an effect on the physical outputs, the mesh refinement was also required to numerically verify the model which also had a significant impact on the simulation time-performance. Moreover, a major barrier was found when using this model to simulate fixed bed regime, showing the limitation of the KTGF approach to high particle density regions as a result of a poor estimation of particles force interactions.
Introduction
Fluidized bed reactors are widely employed in the industry, both for chemical and biochemical processes. Among the various types of fluidizing systems, bubbling beds offer an optimal heat and mass transfer, promoted by the turbulent bubble motion [1] . Under this regime, bubbles are responsible for the overall mixing among the gas and the solid phases and it is essential to understand their fluid dynamics in order to optimize the whole process. During the last three decades, many efforts have been dedicated to characterize the hydrodynamics of gas-fluidized systems throughout numerical simulations in order to efficiently speed up the optimization of their design in order to ultimately reducing their costs. Currently there are two main (although conceptually different) classes of models that can be employed for the numerical investigation of fluidized beds, namely the Eulerian-Eulerian two fluid model (TFM) and the Eulerian-Lagrangian model with (for this latter) further sub-branches classes based upon the different particles interactions treatment. While in the former, both the gas and solid are described as interpenetrating continua, the second one tracks the solid particles in a Lagrangian framework. Theoretically, Lagrangian models offer at least two main advantages over the competitive alternative (TFM). First, they are more grid-independent because of a limited numerical diffusion and secondly, they allow for a more efficient treatment of the particle size distribution, which can bring the virtual description of the solid system closer to reality. However, the former advantage is limited to Lagrangian models, which are also fully resolving particle collisions (not used in this work) as function of their mechanical properties (soft sphere approaches, DEM, etc.). An Eulerian-Lagrangian Dense Discrete Particle Model (DDPM) was exploited here to simulate dense particle system such as in a bubbling bed. This DDPM exploits the Kinetic Theory of Granular Flow (KTGF) to describe the evolution of the uncorrelated particle motion and to account for their repulsive collisional forces. These forces are estimated by solving gradients of continuous functions (i.e. shear stress tensor and solid pressure term prior calculated on the Eulerian grid) making of the DDPM-KTGF model a hybrid approach to multiphase system. The first version of the KTGF approach has been developed under the hypothesis of frictionless, nearly elastic and non-rotational particles (Gidaspow [2] , Jenkins et al. [3] , Lun et al. [4] ) and nowadays, a few authors are actively working to overtake these unrealistic limitations and include the effect of the aforementioned properties [5] . In the presented work, simulations were performed using Fluent 16.2, which allowed including both the effect of particle friction in addition to their inelastic nature (by means of restitution coefficients) but without accounting for rotational effect. Cloete et al. [6] compared the TFM and DDPM (both embedding the KTGF approach) to industrial scale application. They proved the DDPM had a better grid independence, ultimately being 20 times faster than the TFM approach. In a recent study, Cloete et al. [7] compared the TFM and the DDPM models under many different operating conditions showing how the DDPM model can achieve the same level of structure resolution than the TFM approach using a twofold bigger mesh size with consequent performance speed up. They also highlighted how the DDPM approach gives a more discrete representation of the volume fraction field relative to the smooth bubbles shown by the TFM. The former was also found efficient to capture the channeling behaviour caused by the large stressed induced by particle-particle and particle-wall collision and friction. Finally they highlighted the promising applicability of DDPM for large scale 3D simulations of bubbling fluidized bed reactor.
As far as validation strategies are concerned, numerous studies have investigated the coupling between bubbles dynamics and pressure fluctuations as a convenient way to characterize the transient behavior of a bubbling multiphase system, from the early works published by Davidson [8] up to more recent studies [9] [10] [11] . Qingcheng [12] explained the physical origin of pressure fluctuations throughout the observation of a single bubble (produced by pulsed gas method) moving upward in a gassolid fluidized bed. Pressure fluctuations across the bed are greatly influenced by gas velocity because of the drag effect on particles that ultimately reflects on the formation and motion of bubbles [12] . Kage et al. [13, 14] revealed the presence of three different peaks in the spectrum of pressure oscillation and, above all, they were able to experimentally link them to the bubble generation, eruption and natural oscillation of the fluidizing bed (as a whole). The location of these three principal phenomenon and related peaks (in the frequency domain), along with their intensity, are contributing to the specific growth of the integral PSD function.
Given the limited open literature [6, 7] inherent to the application of this hybrid CFD model to bubbling bed (as compared to TFM or DEM approaches), this work aims at bringing an insight on the unexplored numerical sensitivity of this DDPM-KTGF model. The numerical sensitivity analysis represents an important step, assessing the effect of different numerical parameters on the model accuracy and performance, to ultimately find a proper numerical setting in a perspective of industrial scale up. Results have been compared in terms of time-averaged pressure drop, variance, solid fraction maps (in certain cases) and, above all, by using power frequency spectrum that relates more closely to the bed dynamic. Given a certain set of operating conditions, the experimental PSD function contains the whole history of pressure fluctuations inside the bed, and consequently represents a key measurement and reference to assess the accuracy of the CFD model and its numerical sensitivity. Simulation performances were also considered to estimate the range of applicability of this model at industrial scale.
Materials and methods

Experimental setup
The experimental setup used in this work (shown in Figure 1 ) was selected and assembled following the method discussed by Conshohocken [15] . The latter comprised of a lab-scale fluidized bed and specific instrumentation measuring and monitoring both the gas flow discharge and the pressure drop along the bed. In the actual work, the reactor body was made of clear PVC, which has been selected to allow a dynamic visual analysis of the process. The body of this system involved a 6" i.d. and 40" height cylinder. The bottom flange allowed the stabilisation of the base of the PVC cylinder wall while embedding the porous gas distributor plate. The latter was stainless 316L-made and presented a micro-porosity of 1.3 µm, ensuring an optimal homogenization of the gas prior to the reactor in-let. The choice of such a distributor typology was dual, first contributing to generate small bubbles all over the cross section while ultimately helping avoid some experimental drawbacks like dead spaces and the back-sitting of solids. Secondly, it allowed an easier numerical schematization of the inlet boundary condition that could be accounted easily by a 2D geometry, differently from what would be required by other types of air injectors (such as nozzles) where the use of a 3D model would have been necessary. This last aspect was crucial to perform CFD simulations with significant time economy in the early stages of the model implementation and verification. Moreover, the very fine porosity was such as to guarantee a local pressure drop (induced by its own intrinsic porosity) comparable to the one along the bed in the fluidization regime. Despite being highly conservative, this precaution is always considered when designing a proper gas distributor to avoid potential and possibly persistent gas channeling inside the bed induced by insufficient pressure drop. However, at industrial scale, porous plates are not often employed to avoid the risks of clogging, which could be induced by inert material (that does not fluidize) as well as other compounds that might melt on the distributor surface.
A filter was placed on top of the upper flange to prevent solid particles from being entrained out of the bed during the fluidization regime and, right next to it, a relief valve allowed to avoid any dangerous overpressures. For the tests, the reactor was operated under ambient conditions while for validation purposes, the key device was a differential pressure gauge (Kistler 4264A), capable of recording up to 1000 pressure-drop data per second. These latter were then transferred to a Labview acquisition system both to backup data as well as for real time pressure drop monitoring. The pressure drop was measured between two points at the extremities of the cylinder's body. The bottom probe was positioned at 6.35 cm (2.5 inches) over the porous plate while the upper one was at the proximity of the top flange. Two small meshed screens were put inside the two pipes of the differential pressure gauge to avoid particles entrainment and therefore potential damages to the instrument. Two flow meters were included in the setup, one manual (rotameter) suitable to measure high air flows, and the other was an electronic unit operating in the 0-300 SLPM range. Experiments were performed at 22 ∘ C (room temperature) and 1 atm, conditions that remained constant during the tests. Finally, a small light bulb was located in the upper interior section of the reactor flange, lighting up the bed surface hence allowing taking better quality pictures and videos. Schematic of test apparatus (left, [15] ) and real lab. scale bench (right) used for this work. The bed material used for this study was an alumina powder (190 µm Sauter diameter) belonging to the Geldart Group B. Alumina was selected since it is a material often used in industrial-scale gasifiers, where this inert represents by far the major part of the total solid bed mass. The particular size allowed covering a good range of hydrodynamic conditions (from fixed bed to vigorous bubbling condition) since the minimum fluidization velocity is strongly linked to the diameter of solid particle. By doing so, the system could be operated without the need for a manual flow-meter, whose reading accuracy could be considerably lower than the electronic unit. Gas and solid properties used both for experiments and for the corresponding CFD simulations are listed in Table 1 together with the corresponding nomenclature used afterwards in the model equations description (section 2.2).
The bench was filled with alumina up to a bed height of 263 mm, corresponding to a total mass of approximately 9.5 kg. From the fluidization curve of our experiments (not reported here) a minimum fluidization velocity (U mf ) of 0.055 m/s was found. Only one value of superficial velocity corresponding to 3.5 times the (U mf ) was used to simulate the bubbling regime. This value, calculated as a ratio between the flow discharge (measured by the electronic flow meter) and the cross sectional area of the cylinder, was selected in order to ensure a vigorous fluidization regime while avoiding being too close to the upper limit of the electronic unit reading (to avoid potential inaccuracies).
Model Equations
Our real system included gas and solid particles mixed together in an enclosed cylindrical vessel (Figure 1 ). With the air velocity exceeding a critical value (U mf ) bubbles generate at the very bottom and moving upwards tend to grow and coalesce. In this work, the CFD model aimed at reproducing the PSD distribution of pressure oscillations induced by bubbles motion inside the bed. The computational costs of describing the singular particle motion (in such a multi-million particle system) would be prohibitive and in order to cope with this technical limitation, some simplifications were adopted. Specifically, to reduce the total number of equations to be solved inside the numerical system, the "parcels" concept was exploited. A parcel is a simplification allowing regrouping many single particles in one sphere, which is tracked inside the system as if it was a point with a mass equal to the total mass of all the particles contained inside. By doing so the total number of equations to be solved is drastically reduced with great benefit for simulation performances. The number of parcels targeted was controlled by changing their size and consequently, the number of particles per parcel. The ratio between the parcel over the particle diameter was computed and used to ensure the respect of two important aspects. First, it avoids the presence of empty spaces between particles (inside each parcel), achieving a good match between the simulated and experimental bed height at rest (a certain gap will always be present due to the fact that parcels are considered as perfect spheres while real particles present irregular shapes). Secondly, this coefficient allows a perfect scale up of drag forces and consequently, a reliable dynamic behaviour of the parcels system that in spite of their mass are fluidized as much as single particles. The CFD model used in this work, similarly to TFM approach, also required extra equations to work as a closure, which could be provided by the constitutive/rheological laws for granular flow. The latter were obtained by applying the kinetic theory of granular flows (KTGF) to ultimately account for the particle-particle collision forces.
In this DDPM-KTGF model, the gas is treated as a continuum phase, whose dynamic is represented by a set of volume-averaged Navier Stokes equations [16] , namely:
Gas phase continuity equation
With αg being the volume fraction of phase g (here gas), ρg its density and ⃗ ug the corresponding velocity vector.
Gas phase momentum equation
With P representing the gas-solid shared pressure inside the system, g the gravity and Kgs the solid-gas drag factor (Kg m −3 s −1 ).
The gas shear stress tensor [17] is defined as:
Particles motion and collisional model
As mentioned previously, particles are embedded inside parcels and these latter are tracked within the Eulerian frame according to a Lagrangian description of their motion. The driving equation is the second Newton's law adjusted to account for particle to particle interaction according to the kinetic theory of granular flow [7] :
Where αs is the volume fraction of the solid phase as resulting by an averaging process of the discrete parcels volume within each cell and ⃗ us(m/s) is the corresponding average velocity. According to the KTGF approach, the particle force interaction is modeled throughout the last two terms of eq. (4). These terms are accounted in this Lagrangian equation despite having been previously computed in the Eulerian frame (namely cell by cell in the mesh grid chosen to discretize the physical domain). This procedure makes of the DDPM-KTGF a hybrid approach to solid particles modeling. The use of the KTGF theory requires defining a series of properties and closures to characterize the granular flows and ultimately, the interaction forces established among particles.
The solid shear stress tensor [17] is defined as:
Where the viscosity coefficients include the combination of the following terms:
µ s,tot. is the total solid shear viscosity resulting from the summation of three different components, which are described below and are correspondingly the collisional [18] , kinetic [19] and frictional [20] components of the total shear stress as derived from the KTGF theory. 
Where αs represents the solid-averaged (from parcels position) volume fraction, Θs (m 2 s −2 ) the granular temperature, go,ss the radial distribution [21] , ds(m) the solid particle diameter (Sauter), Ps the total solid pressure (below the expression from Lun et al. [4] ), P frict its frictional component [22] , λs the solid bulk viscosity [4] accounting for the resistance of the granular flow to compression and expansion and lastly ess the restitution coefficient that expresses the ratio between the particle speed after and before collisions. The mathematical description of these variables is given by the following: 
The Kinetic Theory of Granular Flow [4, 18, 19] links the total kinetic energy of a group of particles randomly moving inside a system to their fluctuating velocity throughout the granular temperature. This variable, an unknown in this system, requires an extra conservation equation to be solved. This transport equation is derived from the kinetic theory and is presented as follows:
= (−ps I +¯τs) : ∇⃗ us + ∇ · (k Θs ∇Θs) − Θs + Φgs More details for each term's formulation can be found in [23] . In order to speed up simulations, this last equation was solved in its algebraic form where the contributions of convection and diffusion are neglected. In fact, as also remarked by Cloete et al. [7] in their investigation of a dense bubbling bed (similar to the system considered in this work), the local generation and dissipation are predominant as compared to convection and diffusion terms. In such circumstance, the granular temperature varies mainly as a result of friction and inelastic collisions between particles (modeled by the first, third and fourth terms on the RHS of eq. 15). Conversely, in the free board region, the dilute concentration of particles may require accounting for convection (second term on the LHS of eq. 15) and diffusion terms (second term on the RHS of eq. 15). However, only a very minor part of the bed mass is involved in the freeboard (where the particles concentration is diluted) making the aforementioned simplification acceptable. Along with the granular temperature, the radial distribution function (eq. 11) works as a correction factor to account for the collisional probability between grains when the solid phase becomes dense.
There is a significant difference between the two drag coefficients defined in equations (2) and (4) (respectively Kgs and Kgp). While Kgp is computed for each parcel and used in their Lagrangian motion equation as part of a forces balance, the former is evaluated in the Eulerian frame, namely per each cell, by summing over the drag forces of each single parcel accounted in each cell. Kgp can be described by different mathematical formulations and in this work, a proper user defined function (UDF) was implemented to apply the parametric Syamlal O'Brien drag law [24] to the DDPM scheme since Fluent 16.2 does not provide this drag law among the default inbuilt formulations when the DDPM scheme is selected. For completeness, the model sensitivity analysis (presented in this work) also comprises a drag law comparison to show the benefit of using the aforementioned drag law rather that the software-inbuilt Gidaspow formulation. Besides this numerical test, all other simulations were performed using the UDF customized drag (parametric Syamlal O'Brien), which provided a superior predictability of the bed PSD. More details about the algorithm and equations specific to both these two drag formulations have been summed up and discussed by Tricomi et al. [25] .
Numerical setup
All the numerical simulations were performed using Ansys-Fluent 16.2 and were run on high performance computing (HPC) machines at the University of Sherbrooke (Mammouth Parallel 2). A phase-coupled Semi Implicit Method for pressure-linked equations (PC-SIMPLE) was used, allowing the extension of the SIMPLE approach to multiphase cases. According to this method, the pressure values were computed for each time step in the cell centers while the velocities components were calculated at each cell interface. In this staggered scheme, velocities and pressure (for the primary phase) were first calculated, then corrected according to an iterative process in order to respect the continuity constraint. Because of the transient formulation of the problem, a bounded implicit second order scheme was adopted for temporal discretization of time derivate variables. A fixed time step of 10 −4 s was chosen for all the simulations, ensuring a stable convergence. The convergence criteria was based on the residual values of the numerical solutions (for each of the unknown variables) solved inside the Eulerian domain. The tolerances on these residuals values were set to default of 10 −3 both for the continuity and velocity components.
For spatial discretization, a second order upwind method was chosen in order to minimize the numerical diffusion. With regards to the Lagrangian treatment of particles, a fifth order Runge and Kutta scheme was chosen to integrate Newton's equations, ultimately providing the parcel positions and velocities inside the Eulerian grid. Moreover, a smoothing procedure was applied to the current set up in order to avoid the discontinuities given by the discrete nature of the DDPM model. Gradients of solid fraction, granular temperature and the velocity itself are used by the KTGF to compute the interactions forces (last two terms of eq. 4), which might be significantly affected by these discontinuities. In order to avoid this circumstance a node-based averaging procedure was exploited as part of the numeric setup offered by the software. A value of Uo = 0.2 m/s, corresponding to 3.5 times the minimum fluidization velocity (U mf ) was used as a boundary condition for the CFD simulations in the bubbling regime. A no slip condition was set for both phases at the wall while reflect condition was set for particles at the upper and lower boundary in order to preserve the total solid mass within the numerical domain.
Despite the experimental bench having a total height of 40" (Figure 1 ) only 20 " was simulated in the CFD model ( Figure 3 ) in order to reduce computational time. This geometrical simplification was adopted in light of some preliminary CFD tests, showing that solid particles (even in presence of major bubbles) were not dragged further than this level.
Results & discussion
Data elaboration
The time-averaged pressure drop as well as the continuous time-pressure signals, cannot fully and univocally characterize the dynamic behaviours of a bubbling multiphase system, since the former is only a physical quantity representative of the bed mass while the latter is expression of a stochastic event.
Consequently, the model sensitivity analysis and validation were based on the spectrum analysis of pressure drop fluctuations (PSD), which may provide a quantitative characterization of the bed's dynamic. Once the CFD and experimental pressure drop signals were obtained, the power spectral density (PSD) of these signals were calculated to show the frequency distributions of the timepressure drop fluctuations. To this purpose a Fast Fourier Transform (FFT) was applied to the original signal, cutting the first 2 seconds of each simulation in order to exclude the initial transitory behaviour. After this first step, an integral calculation of the PSD distribution was computed, aiming at showing the cumulate frequency growth, which was carried out to ease the reading and interpretation of the PSD distribution itself. Moreover, based on the physical meaning of this integral, it was also possible to obtain complementary information about the total "energy" reached by the original signal (in time), which is strictly related to its variance. This value represents an useful indicator of the bubbling vigor since it relates to the peaks in the frequency spectrum, which in their turn, are affected by the fluctuation's amplitude. In order to gain a good resolution for the PSD, the time scale over which was observed this random event had to be considerably wider as compared to the one required by the single bed oscillation. Experiments with different duration were carried out and results were plotted altogether in order to assess the importance of time scale on the pressure drop statistics and PSD growth. A good agreement was found between 40 s and 5 min of experiment (with comparable PSD integral curves as shown in our previous work [25] ) suggesting this time scale could also be used as CFD flow time. This way, it was possible to ensure an optimal compromise between outputs data reliability (representativeness of bubbling fluctuations) and simulation performances.
Fixed regime
In order to tests the accuracy of this numerical model over a different range of superficial velocity the CFD model was run in a fixed regime to assess its numerical ability to reproduce the linear part of the fluidization curve ultimately recovering the predicted U mf . This type of analysis was principally aimed to assess whether or not the value of U mf used in the CFD simulations (as one of two calibration points for our customized drag law) could also have been properly predicted by the model. A similar type of analysis was successfully carried out in previous work (Tricomi et al. [25] ) where a Two Fluid Model was used to model the same empirical system. Nevertheless, it was found that the present model is unable to evaluate any reasonable value of pressure drop in this regime. Specifically, and as shown in Figure 2 , the DDPM-KTGF model predicts a distribution of total pressure (for the primary phase) comparable to the hydrostatic pressure that would be generated under the assumption of the solid phase being a liquid.
Moreover, it was found that the model is totally insensitive to the air superficial velocity in the 0 to U mf (whose value of 0.055 m/s was recovered from the empirical fluidization curve) range. In addition, an unphysical behavior of the overall system of parcels was also observed. While moving downward to the very bottom of the reactor, they also overlapped to an unreliable extent, ultimately fully collapsing in one unique layer at the reactor's base. Such observation inspired caution in using this model to simulate a high density bed, since it may not be suitable to predict the right particle force interactions. Specifically, in dense regime, when the bed is well settled, the repulsive contact forces between solid particles depend only on the gradient of solid granular pressure (see eq. (4) and (13) where the only non-zero term is the frictional component of the solid pressure) being the shear stress tensor gradient equal to zero (because solid velocities are nearly null). In such case the model fails to predict the repulsive forces, whose magnitude should balance gravity, causing the parcels unphysical overlapping. This model limitation was found to be in agreement with Chen et al. [26] findings, who highlighted how the DDPM-KTGF failed in accounting for the volume exclusion effect, which also resulted in the unphysical parcels overlapping in the dense region of the domain, as a result of an over-simplified treatment of particle-particle interactions. Additional investigations are required to verify whether it is possible to find a different numerical set up to round this problem, thus avoiding this unphysical circumstance. From this understanding, the KTGF approach is not recommendable to study fixed regime (and in general high packed beds). However, the DEM approach could definitely be a more suitable can- didate to reach this objective (as a Lagrangian model of dense particle system).
Bubbling regime
The principle target of this CFD model was to reproduce the overall PSD distribution of pressure oscillations induced by bubble motion inside the bed. In this work, the parametric Syamlal and O'Brien law was used and this drag formulation was implemented via an User Define Function (UDF), compiled and hooked inside the model. The use of this drag law was supported by preliminary CFD tests, which later became an important part of the model sensitivity, revealing its superior capability in matching the bed hydrodynamic behavior and pressure drop fluctuations (both recorded in the experiments), as compared to what was predicted using the Gidaspow (inbuilt) formulation. Moreover, this choice was also justified and supported by the hybrid nature of this DDPM numerical approach which, along with the exploitation of the KTGF theory used to account for particle interactions, made the whole model comparable to the TFM approach. Despite the lack of reported information based on the DDPM-KTGF model and focusing on the effect brought by different drag formulations, literature still presents some valuable in- [29] Shaeffer [20] Based KTGF [29] Derived Algebraic [19] Lun et al. [19] Lun et al. [21] Derived formation based upon the TFM approach. Different authors [27, 28] , using a TFM model, found the parametric Syamlal O'Brien drag formulation to provide more accurate results of pressure drop and bed expansion. More details about the solid phase properties and mathematical formulation as set in the CFD model (for the bubbling regime) can be found in Table 2 .
Besides the characterization of bubbling bed throughout the pressure drop fluctuations, the distribution of the phase volume fractions inside the bed is crucial and often used as a key validation point [28, 30] . However, visual observation of the stochastic evolution of flow patterns (bubble, cluster, channeling phenomenon etc...) inside the experimental bench is rather challenging. This is also limited to wall proximity without any chance to evaluate what occurs deeper inside the system body. Moreover, under fluidization regime, the bubbles move really fast and their presence close to the wall is unpredictable. The presence of a thin layer of dust between bubbles approaching the reactor wall and the PVC wall itself further complicates the visual analysis. Despite these limitations, the use of a commercial video camera revealed to be helpful for a basic and overall assessment of the real system hydrodynamics to be compared to CFD outputs. In order to perform such comparison, 100 frames (pictures) per second were saved during simulations and afterwards put together to produce videos whose speed were tuned to perfectly match the flow time simulation with "real" empirical time. Even though this was only a purely qualitative assessment, the video comparison between CFD and experiments revealed some interesting similarities in the hydrodynamic behavior of bubbles eruptions and mass oscillations. It was also noticed that in all simulations, the model was generally predicting a smaller bed expansion namely a lower pseudo state level of fluctuations as compared to the experiments ( Figure 3 ). This last aspect may be due to the approximate particle collision forces computed by the model that ultimately results in a too high level of overlapping between parcels (Figure 4) .
To this regard, a more accurate validation could be obtained following the installation of a proper optical probe system, combined with the utilization of a high-performance camera. The latter could allow capturing bubble details that could be processed downstream throughout an image analysis algorithm to compare the empirical and simulated bed features.
2D and 3D Model sensitivity
Mesh size
Results were here obtained by varying the mesh size of the model, starting from an identical setup based on the mechanical solid properties (reported in Table 2 ) and the numeric schemes defined in section 2.3. The number of parcels in the CFD model was fixed to 109.034 units, which was generated with a parcel diameter of 3.5 mm. For the 2D model, the mesh sizes used were 7.62 mm and 3.81 mm, 1.905 mm, corresponding respectively to 40, 20 and 10 times the particles mean diameter (190 µm) for a total of 1333, 5333 and 21333 square cells. The choice of the exact mesh size was made in order to obtain a precise discretization of the geometry, thus avoiding any cut cells within the grid while using multiple values of particles size. This latter is often used as a reference in comparable gas-solid multiphase system when assessing the mesh grid effect on numerical solutions [31, 32] . However for the 3D model, only two mesh size were investigated corresponding to 24857 (7.62 mm) and 81600 cells (5.08 mm). Table 3, table 4 as well as Figure 5 and Figure 6 show the results obtained for this part of the investigation. These results seem to confirm the significant sensitivity of this DDPM-KTGF model with regards to the mesh size. The Lagrangian approach to particles tracking should not be critically affected by numerical diffusion errors induced by the Eulerian mesh size since the particles positions are tracked in the Lagrangian frame. However there are still two main reasons why this grid independency is not reached by the DDPM-KTGF model when the mesh size varies. First, since the model is hybrid, the primary phase is still solved over the Eulerian grid. Secondly the KTGF approach used to model the particle-particle interactions required an averaging process to transport some of parcels properties to the Eulerian frame and this caused a numerical error linked to the cell size where the parcels are placed. For this reason, given a certain distribution of parcels inside the numerical domain, refining the mesh should help increasing the level of accuracy in estimating the solid phase fraction map within the Eulerian grid.
Given a certain mesh size, the solid fraction distribution is computed starting with the volume occupied by all parcels, cell by cell. This value is mapped at the center of the cell, then used to compute the gradients required, for example, inside the shear stress tensor. This process can cause very sharp gradients, that can ultimately result in numerical instabilities. Refining the mesh, as said, may help to round up this problem at costs of significantly longer simulations. In order to avoid such circumstances, a node-based averaging process has been used in order to ease the convergence of numerical solution. This numerical strategy allowed smoothing out sharp gradients of solid fractions (as well as other parcels properties such as velocities) by distributing the parcels volume over the neighboring nodes according to their position inside various cells, since some of them might be placed inside two or three different cells at the same moment. Even though this numerical "trick" is deemed to help reducing the grid dependency for the DDPM simulation, the presented results are still showing a significant mesh impact on the numerical solution. The comparison between the 2D and 3D model for the same coarsest mesh size tested in this study (7. 62 mm) could provide a noteworthy information. In this case, the 3D model proved to be more negatively impacted by numerical diffusion as confirmed both by the weaker PSD growth ( Figure 5 ) and the solid map distribution (Figure 6 ) with the contours of bubbles (blue zones) hardly captured. One possible explanation is the different number of parcels per cell unit used in the two different cases. At this regard, to rule out any possible impact of number of parcels per number of cells in 2D and 3D cases, a 3D simulation with 3.5 million parcels was run in order to conserve the parcels/cell ratio. However, as reported in the following section, no specific improvement was noticed.
By comparing the results shown above and taking into account previous findings reported in literature [31] [32] [33] , the 1.905 mm squared mesh (corresponding approximately to 10 times the Sauter diameter of particles) was selected. The latter value was adopted to ensure the numerical solution convergence and hence, suitability for the model sensitivity analysis. This meshing led to an averaged solid fraction convergence (computed as a surface time-averaged integral for a certain bed height, i.e. 8 cm. in this study) as well as to the convergence of the averaged pressure drop.
Further consideration seems to be appropriate when it comes choosing a proper mesh size depending on the type of application and numerical outputs used for validation. Some authors [34] had to select a coarse mesh (in the magnitude of 1000 times their mean particle diameter) in order to exploit the DDPM-KTGF model for industrial boiler application. Cloete et al. [6] performed 2D simulation on grids spanning from 4 cm to 16 cm and concluded that their model based on the coarser mesh (corresponding to more than 100 times their particle diameter) could be exploited at industrial scale. Based on these simulations, they underlined how the DDPM-KTGF model, performed on a coarse mesh, was able to provide a fair match with their experimental data while also converging towards the values offered by other simulations run on finer meshes. In their study however, the authors used only extrapolated data of averaged pressure drop and did not perform any spectrum analysis of bubbles fluctuations (which are more likely representative of the bed dynamic behavior). By comparing the current DDPM results in terms of bubbles shape resolution (see first two pics of Figure 6 ) and averaged pressure drop data (see Table 3 ) it was observed that the results achieved with a coarser grid (3.81 mm) were quite comparable to the ones obtained for the finer one (1.905 mm). However, the comparison of the related PSD pressure-drop fluctuations exhibited some divergences. Table 4 shows the increasing computational costs of mesh refinement with evident differences between a 3.81 mm and 1.905 mm (using a 2D model). A similar behavior was observed for the 3D model where, despite an increase of cores usage, the simulations run on 5.08 mm performed four times slower than the ones run on a 7.62 mm mesh. It is therefore evident that the correct assessment of the mesh size is critical in order to achieve accuracy, while limiting the duration of simulations but remains strictly subjected to the specific type of variable outputs that authors intend to study.
Parcels number
As for the mesh study, both the 2D and 3D geometry were exploited to investigate the impact of parcel numbers on the related PSD distribution, hoping to achieve a better model accuracy as it was increased. As mentioned previously, a specific Matlab code was employed in order to generate the parcel injection inside our 3D-CFD model. The code takes as inputs the experimental total mass of particles (the bed mass for the actual experimental test was 9.5 Kg) and their size (190 µm) and generates a tri-dimensional distribution of parcels based upon the choice of their diameter. One very important precaution regards the parcels generation, whose volume must be always smaller than any cells inside the Eulerian mesh to avoid numerical instabilities. For the 2D model, based on a 1.905 mm square mesh, the parcels injection was generated within the software environment by setting the number of particles per parcels to be used. For the 3D model, this parcel study was performed on the coarser mesh (7.62 mm) given the exponential increase of CPU demand with mesh size refinement (see table 4 ). Results relating to the effect of parcel variation on the model outputs and its performance can be found in Table 5 and Table 6 as well as in Figure 7 . Differently from the initial expectations, neither in the 2D nor the 3D model (see Figure 7) , a significant effect of this parameter on the model accuracy was noticed, at least in the range of parcels number here explored. Both classes of simulations (2D and 3D observed separately) presented in fact similar curves all over the frequency spectrum. So, according to the results presented in this work, this represent a significant finding since it could allow a reduction of the simulations costs (Table 6 ) while preserving the model results. However, given the importance of mesh refinement on the model accuracy (see previous section), it will be interesting to assess its related impact on model sensitivity as far as the number of parcels is concerned. For this reason, the effect of the number of parcel effect will be investigated using 3D simulations, on a finer mesh, as part of a future work. This parameter quantifies the loss of energy due to the particles collisions, which impacts the momentum equation for the solid phase in equations (7, 8, 12, 13) . In this work, simulations were repeated using five different values of this parameter, in the 0.5-1 range. The results are compared in table 7 and figure 8. The outputs corresponding to ess = 0.75, 0.9, 0.98 showed a comparable PSD final energy value. However, when set with a value of 0.98, the model gives an important overestimation of the curve's growth in the first part of the spectrum (see Figure 8, right) . The simulation performed with ess = 0.5 showed numerical convergence issues after 10 sand an unreliable behavior of bubbles, which appeared highly fragmented without showing any coalescing behavior (Figure 8-a) . However, the simulation performed under the hypothesis of ideal collision (ess = 1, Figure 8 -e) greatly overestimated the experimental PSD curve all over its frequency spectrum. This last simulation also showed the highest variability in terms of signal variance and distance between the minimum and maximum values registered (see Table 7 ). Channeling effect (see Figure 8 -e) and wider bubbles (not displayed in this snap-shot but whose size was very close to reactor diameter, which we did not observe in the video of the experiments) were also predicted in this case. From these results it was concluded that a representative value of restitution coefficient should be set in the 0.75-0.9 range for this specific type of particles.
Restitution coefficient
Kinetic contribution to total viscosity
The effect of the kinetic contribution to the total viscosity was also investigated, varying the related formulation [19] , which were both provided as options within the software. This parameter (equation 8) influences the total granular viscosity (equation 6) and ultimately affects the shear stress tensor magnitude (equation 5). The two formulations converge in the high density regime, while showing significant divergences in the dilute one [35] . Given the stochasticity of the bubble behavior, it is impossible to preventively assess the evolution of the granular regime inside the bed, and for this reason both formulations were tested. Results are reported in Table 8 and Figure 9 .
The results seem to highlight a small sensitivity of the DDPM model with regards to the kinetic viscosity parameter. Figure 10 shows that the only difference is a slight increase (all over the spectrum and more marked after 7.5 Hz) of the signal energy when using the Syamlal kinetic viscosity, which makes the PSD integral of this simulation closer to experimental values. The validity of these results remained anchored to the use of 2D planar geometry. Future extension of this model may include a similar test, although extended to a full 3D geometry from which a different conclusion might arise.
Radial distribution
The radial distribution function is a parameter used to modify the probability of particle collision depending on their density inside the bed (eq. 11). This function can vary substantially with the solid fraction [35] impacting on other terms such as solid pressure (eq. 13), solid bulk viscosity (eq. 12) and kinetic/collisional component of total viscosity (eq. 7-8). There is not an unique formulation for this function in literature and among the various options, the Syamlal O'Brien model [19] was tested which, for high solid concentration, differs more significantly from The Syamlal formulation did not permit achieving a reliable prediction of bubbles distribution (as shown in Figure 10 ). Starting with a pre-existent data file (whose solid map distribution is depicted in Figure 10 -a) related to a simulation based upon Lun et al. (default option inside the software) radial distribution, the formulation was switched to Syamlal and the simulation continued converging for around 10 seconds (Figure 10-(b)-(c)-(d) ). After 12 s, the convergence criteria were not met any longer and the whole results went wrong as shown by the unrealistic solid fraction map (Figure 10(e) ). In the converging period, the bubble displacement appeared highly fragmented. Video animation also confirmed the absence of the coalescing/breaking behavior of bubbles, which instead behaved as singular entities hence contradicting the well-acknowledge natural behavior of bubbles inside fluidized beds [9, 32, 33] .
Solid Pressure
Various formulations of the solid pressure were also tested. The gradient of the solid pressure, along with the shear stress tensor gradient was ultimately used by the model to compute the particle repulsive forces (eq. 4). This variable is a measure of the pressure exerted on the containing wall due to the presence of particles and, along with the shear stress tensor, contains all the parameters describing the intrinsic nature of granular flows. In literature, there is not a clear convergence on the best expression to be used for bubbling fluidized beds [28, 36] . Consequently, the model sensitivity to this granular property was tested using the default Lun et al. expression [4] that incorporates the kinetic and collisional effect, and MaAmhadi expression [37] that also embeds the frictional viscosity effect. Results are summarized in table 9 and Figure 11 . As shown in Figure 11 , comparable results were obtained for the two CFD simulations with an almost perfect overlapping of the two curves all over the spectrum. Only in a small window between 5 and 10 Hz could some small differences be noticed. This result may seem surprising since major contribution to particles momentum exchange arises from collisions (in the dilute part of the bed) and above all, from particles friction in the denser zones (accounted by Ma-Amhadi formulation throughout the frictional viscosity). However, in the KTGF model (the same as in the TFM approach) the frictional viscosity is derived from the frictional pressure, which in turn is only based upon the solid fraction distribution inside the bed, and not on the real properties of solid particles (their static, dynamic and rotational frictional components that can be defined when using a DEM approach). The importance of including a proper closure for particles friction, including also the rotational effects, has been very thoroughly explained and justified by Jang et al. in their recent TFM work [5] .
Drag Law
Lastly, two simulations based upon a different fluidparticle drag model were performed, whose results are here presented and discussed. The link between the gas and particles assumes a prime role for the cold bubbling system up to the point of strongly impacting the bed expansion as well as his dynamic behavior (see Esmaili et al. work [28] ). To this purpose the Gidaspow [18] and the parametric Syamlal O'Brien formulation [24] were compared. For the latter a proper UDF had to be coded and hooked inside the CFD model. In section 2.2 the main features of this parametric drag formulation were discussed and its superior capability to predict the bed expansion and pressure drop fluctuations can also be found in open literature [27, 28, 36] .
Simulations have been performed in a full 3D geometry on a 5.08 mm hexahedra mesh. Since a weak sensitivity with regards to parcels numbers was found (previously discussed) it was decided to limit this drag test to the minimum number of parcels (which in this work was in the figure of 109.000 units) in order to speed up our simulations. The analysis of these results supported what was previously found by Esmaili et al. [28] and Vejahati et al. [36] in their TFM works, namely a superior capacity of the parametric Syamlal O'Brien drag law in predicting the bed expansion and the PSD integral as a result of a more vigorous regime of bubbles inside the bed. This results is significant but not particularly surprising considering that the TFM and the KTGF version of DDPM are very similar in the granular flow property description as well as in the way the repulsive forces (of solid particles) are computed. In both models, there is an identical set of properties and mathematical formulations to be set (within the software) which can be appreciated in Table 2 . Also, the drag formulation is quite identical and the difference between the two models lies in the averaging process for the DDPM scheme. For each time step (during the simulation), the drag force exerted by the fluid on each parcel affects the parcel trajectory and velocity (eq. 4). In the following time step, starting with the singular velocity of each parcel, the solver is estimating, cell by cell, an average value as representative of the solid phase velocity (seen as a continuum inside the cell) to be used for the drag term inside the momentum conservation equation for the primary phase (eq. 2). The significance of this result derives instead from the following considerations: bubble shape and motion are the macroscopic results of the pressure and velocity fields of the gas (primary phase) found as a solution of this govern-ing equation. The momentum conservation for the gas is strongly affected by the drag term and so, the solution of the equation itself where this term is present (eq. 2). Pressure drop fluctuations are directly linked to bubble displacement as Vega et al. highlighted in their work [10] and thus the PSD analysis of these fluctuation becomes implicitly a way to estimate the accuracy of the solution for the gas phase. The closer match to experimental PSD ( Figure  13 ) reached by the Syamlal-UDF drag simulation is evident all over the frequency spectrum, as well as the total signal power ( Table 10 ) that was found to have increased as much of 35 % as compared to the simulations run with the Gidaspow drag law. As shown Figure 12 , and as could be observed on related video animations (not shown here), when the Gidaspow drag is used, bubbles present a slower and less clear-cut formation, as compared to the other case run with the parametric Syamlal drag. Blue zones corresponding to 100% air fraction are formed at a higher level and do not have the time to grow and coalesce, ultimately resulting in a weaker overall fluidization behavior and bed expansion.
Conclusions
In the presented study, the cold fluid-dynamic of a multiphase bubbling system was investigated using an Eulerian-Lagrangian Dense Discrete Particle Model (DDPM) coupled with the Kinetic Theory of Granular Flow (KTGF). The experimental setup comprises of a transparent PVC cylindrical body filled with inert Geldart group B particles and homogeneously fluidized with a porous plate. The pressure drop fluctuation across the bed was very representative of its bubbling behavior and consequently the (frequency) power spectral density distribution (PSD) analysis was used both to test the CFD model sensitivity as well as to assess its accuracy with regards to the empirical data. The model was found to be mesh dependent because of the hybrid conception and the effect of mesh size was analysed. The DDPM-KTGF model was not found suitable to describe the fixed regime, where the high density of solid phase proved the KTGF theory to be far away from the field of application. In this circumstance, the model strongly underestimated the particle repulsive contact forces leading to an unreliable overlapping extent. The number of parcels in the range tested in this study did not affect significantly neither the shape nor the final signal power of the PSD curves whilst impacting on the simulation performances. Both the effect of the solid pressure term and kinetic viscosity seemed to be quite irrelevant in 2D simulations. More insight into their effective contribution, along with the number of parcels, is expected by using 3D simulation on a finer mesh. Two different formulations for the radial distribution functions were tested, whose results showed the poor suitability of Syamlal O'Brien model in predicting plausible bubbles behavior. The model showed a quite important sensitivity to the restitution coefficient with bubbling behavior becoming more vigorous with higher values of this parameter. From the observation of presented results this parameter should be set in the 0.75-0.9 range for alumina powder. Finally, the drag law impact on the model accuracy was investigated, comparing two different formulations. The parametric Syamlal O'Brien drag law provided a superior accuracy while the use of the Gidaspow formulation resulted in an underestimation of bubbling vigour as also confirmed by related PSD integral curve. Confirming what was found by Peirano et al. in their work [9] , the 2D model could be considered as a fair representation of the bed behaviour in terms of expansion, bubble shape and size as well as in predicting the averaged pressure drop across the bed. Divergence with the experiment arose mainly in the first part of the spectrum (in the 0-3 Hz range, independently from the specific formulation used for various parameters) most likely because of the three dimensionality of bubbles. A great improvement was achieved by using a 3D full geometry approach, whose PSD matched very closely the empirical one in the first 2.5 Hz, namely where the 2D model showed major limitations. The DDPM-KTGF CPU-performance was observed to be strongly affected by the chosen mesh size. This aspect seems to limit the possibility to employ this model at industrial scale, at least for this type of analysis (PSD), even though the choice of the mesh size remains anchored to the specific variable analysis or data to be predicted. τg stress-strain tensor for the gas phase, Pā τs stress-strain tensor for the solid phase, Pa
