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Структура та обсяг роботи: пояснювальна записка складається із вступу, 
восьми розділів, висновків та списку використаної літератури із 51 джерел та 
одного додатку. Загальний обсяг дипломної роботи складає: 90 сторінок, 
ілюстрацій – 17, таблиць – 15.  
Метою дипломної роботи є розробка розробка програмного забезпечення 
для проведення ресеквенування біологічних послідовностей. Під час виконання 
роботи були реалізовані такі алгоритми пошуку підрядка в рядку: алгоритм 
Бойера-Мура, алгоритм Райта, алгоритм Чжу-Такаокі, оптимізований алгоритм 
Чжу-Такаокі. В результаті було розроблено програмний застосунок, що 
знаходить індекси входжень фрагментів біологічних послідовностей в інших 
біологічних послідовностях. Результати роботи програмного застосунку можна 
використовувати для проведення ресеквенування біологічних послідовностей. 
Дипломна робота виконана на замовлення фірми ТОВ «Alcora Group», 
результати впроваджені в роботу (акт впровадження від «11» травня 2019р.) 
Публікація: 
1. Войденко О.К. Оптимізація алгоритму Чжу-Такаокі для задач 
біоінформатики // Наука онлайн: Міжнародний електронний науковий журнал 
— 2019. — №5.  
Ключові слова: біоінформатика, алгоритми пошуку підрядка в рядку, 








Structure and scope of work: An explanatory note consists of an introduction, 
eight sections, conclusion and list of used literature of 51 sources and one application. 
The total volume of thesis is 90 pages, 17 illustrations, 15 tables. 
The purpose of the graduation work was to develop software for biological 
sequences resequencing. During the work, the following string-searching algorithms 
were implemented: Boyer-Moore algorithm, Raita algorithm, Zhu-Takaoka algorithm, 
Zhu-Takaoka optimized algorithm. As a result, a software application was developed, 
it finds indices of occurrence of biological sequences fragments in other biological 
sequences. The results of the program application can be used for further transfer of 
biological sequences description from known sequences to unknown. 
The thesis is executed according to the order of the company "Alcora Group" 
Ltd., the results are implemented in the work (implementation act from "11" in May 
2019). 
Publication:  
1. Voidenko O.K. Optimization of Zhu-Takaoka Algorithm for Bioinformatics 
Problems // Science Online: International Electronic Scientific Journal — 2019. 
— №5. 
Key words: bioinformatics, string-searching algorithms, optimization, 
resequencing, string comparing, biological sequences.  
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Шостий технологічний уклад супроводжується стрімким зростанням у 
сферах біоінформатики, біохімії та суміжних областях. Як наслідок, кількість 
секвенованих біологічних послідовностей зростає з експоненціальною 
швидкістю, але функція більшості з них невідома, що затримує подальший 
розвиток і породжує очевидну проблему біоінформатики. 
Актуальність роботи полягає у розробці програмного застосунку, який 
може бути одним з інструментів вирішення головної проблеми 
біоінформатики, яка полягає у тому, що кількість не описаних біологічних 
послідовностей зростає зі швидкістю в рази більшою ніж кількість описаних 
послідовностей. 
Наукова новизна розробки полягає у тому, що основою програмного 
застосунку є оптимізований алгоритм точного пошуку підрядка в рядку, що 
створений за допомогою комбінації евристик різних алгоритмів. Він витрачає 
менше часу на свою роботу ніж його стандартні альтернативи. 
Метою дипломної роботи є розробка програмного застосунку для 
проведення ресеквенування. 
Об’єктом дослідження є біологічні послідовності. 
Предметом дослідження є алгоритми пошуку підрядка в рядку.  
Завданнями відповідно до мети є: 
1. На основі аналізу літератури вибрати алгоритми точного пошуку 
підрядка в рядку, які є найбільш релевантними для задач 
біоінформатики. 
2. Розробити оптимізацію для алгоритму, який ефективніше за інші 
обрані алгоритми дозволяє вирішити задачу точного пошуку 
фрагментів послідовностей. 







3. Розробити програмний застосунок з підтримкою обраних алгоритмів 
точного пошуку підрядка в рядку. 
4. Розробити зрозумілий та простий інтерфейс програмного додатку. 
Розроблений програмний застосунок може бути використаний 
науковими співробітниками лабораторій секвенування для проведення 
ресеквенування біологічних послідовностей. 
Результати дипломної роботи опубліковані в статті у науковому онлайн 
журналі «Інтернаука». 
Дипломна робота побудована за класичним типом та викладена на 90 
сторінках машинописного тексту. Складається з вступу, 8 розділів, висновків, 
списку використаних джерел, який містить 51 найменування та одного 
додатку. У роботі представлено 17 рисунків і 15 таблиць.  







ПЕРЕЛІК УМОВНИХ ПОЗНАЧЕНЬ 
ДНК – Дезоксирибонуклеїнова кислота 
дНТФ – Дезоксинуклеотид трифосфат 
ддНТФ – Дідезоксинуклеотид трифосфат 
ПЛР – Полімеразна ланцюгова реакція 
РНК – Рибонуклеїнова кислота 
SNP – Однонуклеотидний поліморфізм 
WGS – Повне секвенування геному 
WES – Повне секвенування екзому 
  












Секвенування біополімерів – це загальна назва методів, які дозволяють 
встановити послідовність нуклеотидів в молекулі ДНК або РНК. Вони 
включають в себе будь-які методи або технології, які використовуються для 
визначення порядку чотирьох основ: A – аденін, G – гуанін, C – цитозин і T – 
тимін [1]. В результаті секвенування отримують формальний опис первинної 
структури лінійної макромолекули у вигляді послідовності мономерів в 
текстовому вигляді. Розміри секвенованих ділянок зазвичай не перевищують 
100 пар нуклеотидів і 1000 пар нуклеотидів при секвенировании по Сенгеру. 
У результаті секвенування ділянок, які перекриваються, отримують 
послідовності ділянок генів, цілих генів, тотальної мРНК і навіть повних 
геномів організмів [2]. 
Перша концепція секвенування була запропонована у 1977р. 
Фредеріком Сенгером. Технологія була названа «метод обриву ланцюга». Але 
в тому же році була запропонована альтернативна технологія Максама-
Гілберта,   «метод хімічної деградації».  
1.1.1. Метод обриву ланцюга 
Секвенування Сенгера використовує олігонуклеотидні праймери для 
пошуку ділянок ДНК. Секвенування починається з денатурації дволанцюгової 
ДНК. Потім одноланцюгову ДНК віджигають до олігонуклеотидних 
праймерів і подовжують, використовуючи суміш дНТП, яка забезпечуює 
необхідні нуклеотиди аргініну, цитозину, тирозину і гуаніну, що є 
необхідними для побудови нової дволанцюгової структури. Крім того, 
використовується невелика кількість ддНТФ, які термінують ланцюги. 







Послідовність продовжуватиме розширюватися за допомогою дНТП, доки не 
приєднається ддНТП. Оскільки дНТП і ддНТП мають рівні шанси приєднання 
до послідовності, кожна послідовність завершується різною довжиною. 
Кожен ддНТП також включає флуоресцентний маркер. Коли ддНТП 
приєднується до послідовності, яка подовжується, він буде флуоресціювати 
кольором відповідно до приєднаного нуклеотиду. За згодою, аденін 
позначається зеленим кольором, тимін - червоним, гуанін - чорним, цитозин - 
блакитним. Лазер в автоматизованій машині, що використовується для 
зчитування послідовності, переводить флуоресцентну мітку в збуджений стан, 
що активізує її свічення, і в залежності від спектру свічення зчитується 
відповідний нуклеотид. Коли в межах послідовності наявний гетерозиготний 
варіант, локуси будуть захоплені двома флуоресцентними барвниками 
однакової інтенсивності. Коли присутній гомозиготний варіант, очікуваний 
флуоресцентний колір повністю замінюється кольором нової пари основ [3]. 
1.1.2. Метод хімічної деградації 
Один з найбільш поширених методів визначення первинної 
послідовності нуклеотидів в молекулярній ДНК. У першу чергу дволанцюгова 
ДНК денатурується на фрагменти, кінці фрагментів помічаються 
радіоактивною або не радіоактивною міткою і денатуруються для отримання 
одноланцюгової ДНК. Після помітки зразок ДНК обробляють розщеплюється 
на 4 частини, які піддаються хімічній обробці, що складається з 4 типів 
реакцій. У процесі кожної з цих реакцій, що відбуваються паралельно, 
проводиться розщеплення ДНК по одному з 4 нуклеотидів. Умови реакцій 
вибираються таким чином, щоб не спровокувати повне розщеплення ДНК. У 
результаті утворюються популяції 5'-помічених фрагментів різної довжини. 
Фрагменти, отримані в результаті чотирьох типових реакцій, піддаються 
електрофорезу в поліакриламідному гелі, потім смуги виявляються 
відповідним методом в залежності від особливостей приєднання мітки.  







На основі результатів електрофореза визначаються нуклеотиди і їх 
послідовність в вихідній ДНК [4]. 
 
1.2. NGS методи секвенування 
 
Необхідність у масовому, швидкісному та якісному секвенуванні 
активізувала розробку різних оптимізацій, що впливали на ефективність NGS 
методів [5]. Найбільші зміни у розвиненні були досягнуті за винайдення ПЛР 
(див. рис. 1.1) у 1983р. американським біохіміком Кері Муллісом, що поклало 
початок NGS [6]. 
 
 Рисунок 1.1. Цикл ПЛР 
  







Ці методи дозволили секвенувати ДНК і РНК значно швидше і дешевше, 
ніж раніше запропоновані методи, і революціонізували дослідження геноміки 
і молекулярної біології [7]. Підтвержденням тому є статистика про кількість 
послідовностей у відкритій базі даних GenBank (див. рис. 1.2).  
Безліч нових застосувань NGS дійсно вражає, оскільки майже кожен тип 
нуклеїнової кислоти може бути проаналізований за допомогою цієї технології. 
Методи NGS можна широко використовувати для дослідження геному, 
транскриптому і епігеному. Геномні аналізи включають WGS, WES і цільове 
повторне секвенування специфічних областей для виявлення варіантів, які 
можуть бути пов’язані з функцією клітин або хворобою [8-9]. Аналіз 
транскриптомів на основі NGS охоплює кількісне профілювання експресії 
генів, відкриття нових транскрибованих послідовностей і не кодуючих  
РНК [10]. 
Проте NGS не позбавлений недоліків. Помилки секвенування, що 
призводять до помилкових позитивних викликів SNP є широко поширеною 
проблемою для всіх платформ NGS [11-14]. Для встановлення використання 
даних NGS у клінічній рутині однакова необхідна висока чутливість, а також 
низький коефіцієнт помилкових позитивних результатів [15]. Але основою 
проблемою залишається те, що кількість не описаних послідовностей зростає 
швидше, ніж кількість описаних [16]. 








Рисунок 1.2. Кількість послідовностей у GenBank 
1.2.1. Illumina  
Illumina розробила ефективну лінійку інструментів, які відрізняються 
своєю продуктивністю і швидкістю, від невеликих системних секвенаторів до 
систем масштабного виробництва, через ефективність і функціональність 
Illumina в даний час займає найбільшу частку ринку [17]. 
Етап ампліфікації однієї молекули для Illumina починається з 
специфічної для Illumina бібліотеки адаптерів, що приеднують до 
олігонуклеотидної комплементарної адаптерам поверхні проточної комірки за 
допомогою автоматизованого пристрою, який називається кластерною 
станцією.  







Проточна комірка являє собою 8-канальний запечатаний скляний 
мікрофабрикат, що дозволяє проводити мостову ампліфікацію фрагментів на 
його поверхні і використовує ДНК-полімеразу для отримання декількох копій 
ДНК або кластерів, кожен з яких представляє одну молекулу, що ініціювала 
ампліфікацію кластера. Окремі бібліотеки можуть бути додані до кожного з 
восьми каналів, або ж одна і та ж бібліотека може бути використана у всіх 
восьми або їх комбінаціях. Кожен кластер містить приблизно один мільйон 
копій вихідного фрагмента, що є достатнім для зчитування приєднанних основ 
при належній інтенсивності сигналу [18]. 
Система Illumina використовує підхід секвенування шляхом синтезу, 
при якому всі чотири нуклеотиди додаються одночасно до проточних комірок 
разом з ДНК-полімеразою для включення в оліго-праймерні кластерні 
фрагменти. Зокрема, нуклеотиди мають унікальну для основи флуоресцентну 
мітку, і гідроксильна група 3'-OH хімічно блокуєтся таким чином, що ДНК-
полімераза не може приєднати більше одного нуклеотиду. Етап детекції 
флуоресценції слідує за кожним етапом приєднання нуклеотидної основи, під 
час якого кожна смуга проточної комірки відображається за допомогою 
приладової оптики. Після кожного етапу візуалізації, 3' блокуючу групу 
хімічно видаляють для приготування ланцюга для наступного приєднання 
ДНК-полімерази [19].  
Ця серія кроків продовжується протягом певного числа циклів, що 
визначається параметрами приладу. Після цього кожне зчитування має 
показник якості, а спеціальний прилад для перевірки якості оцінює дані 
Illumina отримані після кожного виконання, видаляючи погані [20]. 
1.2.2 SOLiD 
Подібно до ПЛР-ампліфікації емульсії Roche / 454, фрагменти ДНК для 
секвенування SOLiD ампліфікуються на поверхнях магнітних кульок 
розміром 1-мкм для забезпечення достатнього сигналу під час реакцій 







секвенування. Після цього кульки переносять на скляну пластину комірки. 
Лігазо-опосередковане секвенування починається з відпалу праймера до 
розділених послідовностей адаптерів на кожному ампліфікованому фрагменті, 
потім ДНК-лігази додають разом з специфічними флуоресцентно-міченими 8-
мерами, чиї 4-ті і 5-ті основи кодуються приєднаною флуоресцентною групою. 
Після кожної стадії лігування слідує етап детекції флуоресценції, вихідним 
форматом є колірний простір, який є кодованою формою нуклеотиду, де 
чотири флуоресцентні кольори використовуються для представлення 16 
можливих комбінацій двох основ. Після чого етап регенерації видаляє основи 
з лігованого 8-мера (включаючи флуоресцентну групу) і одночасно готує 
розширений праймер для нового циклу лігування. Цикл повторюється до тих 
пір, поки кожна основа не буде секвенована двічі.  
Відновлені дані з колірного простору можуть бути переведені до букв 
основ ДНК, після чого послідовність фрагмента ДНК може бути виведена. 
Сила платформи ABI / SOLiD – висока точність, оскільки кожна основа 
читається двічі, а недолік – відносно короткі ріди і довгий час роботи. Похибки 
секвенування в цій технології обумовлені шумом під час циклу лігації, який 




Повне або часткове секвенування геному організму, за умови що геном 
цього організму або близького родича вже є в базі даних (референсний геном), 
називають ресеквенуванням. Проект по ресеквенуванню може переслідувати 
різні цілі: вивчення однонуклеотидного поліморфізму, невелеких вставок або 
делецій, великих структурних варіацій, пошук нових ділянок відсутніх у 
референсному геномі та інші [22-23]. Отриманий результат зазвичай не може 
вийти за межі референсного геному [24]. 







Теоретично поліморфні позиції, делеції і вставки можна виявити навіть 
в результаті одно- або дворазового прочитання з подальшою корекцією 
помилок секвенування [25]. Однак референсний геном не є виключенням і 
також може містити помилки. Наприклад, на даний час в референсному геномі 
людини міститься приблизно 0,01% помилок, тому однонуклеотидна 
невідповідність досліджуваного генома референсному не завжди є наслідком 
прояву SNP [26]. В середньому, в геномі людини є приблизно 600000 делецій 
або вставок [27]. 
Порівняно невеликі делеції або вставки можуть бути достовірно 
виявлені при прочитанні з достатньою довжиною читання для перекриття 
області, яка містить розрив [28]. На практиці визначено, що більшість делецій 
у геномі людині можна виявити при довжині читання в 75-100 пар нуклеотидів 
[29-30]. Делеції (вставки), що перевищують довжину прочитання, можна 
шукати двома способами: аналізувати середнє покриття, при якому частота 
прочитань певного сегмента ДНК відображає його копійність; вирівнювати 
парно-кінцеві прочитання порівнюючи відстань між прочитаннями в 
досліджуваному і референсному геномі [31].  
Методи пошуку нових послідовностей недостатньо надійні, особливо 
при малій довжині прочитання. Теоретично, використання методу парно-
кінцевих прочитань у випадку, коли один край фрагмента лежить у відомої 
області, а другий – у знову виявленій, може дозволити виявити такі ділянки і 
потім, зібравши їх в контіги, вбудувати у референсний геном [32]. Однак 
подібні алгоритми погано автоматизовані і вимагають ручної доробки. Також, 
вимоги до одержуваних даних з боку алгоритмів при ресеквенуванні менш 
суворі, ніж при секвенуванні de novo. 
 
  









База даних послідовностей GenBank – це відкрита, анотована колекція 
всіх публічно доступних нуклеотидних послідовностей та трансльованих 
білків [33]. Ця база даних підтримується Національним центром 
біотехнологічної інформації (NCBI) в рамках Міжнародного співробітництва 
з бази даних послідовностей нуклеотидів (INSDC). Національний центр 
біотехнологічної інформації є частиною Національного інституту здоров'я 
США [34-37]. 
GenBank отримуює послідовності, отримані в лабораторіях по всьому 
світу з більш ніж 100 000 різних організмів. База даних була створена у 1982 
році Вальтером Гоадом та Національною лабораторією Лос-Аламосу. 
GenBank стала важливою базою даних для досліджень в біологічних галузях і 
в останні роки зростає з експоненціальною швидкістю, подвоючись приблизно 
кожні 18 місяців [38-41]. 
Випуск 194, отриманий у лютому 2013 року, містив понад 150 мільярдів 
нуклеотидних основ у більш ніж 162 мільйонах послідовностей. GenBank 
побудований шляхом прямих подань послідовностей від окремих лабораторій, 
а також від масових подань з великих центрів секвенування [42]. 
Тільки оригінальні послідовності можуть бути подані до GenBank. 
Прямі подання інформації про біологічні послідовності до GenBank подаються 
за допомогою BankIt, який є веб-формою, або самостійною програмою 
подання Sequin. Після одержання послідовності, співробітники GenBank 
перевіряють оригінальність даних і присвоюють номер приєднання 
послідовності і здійснюють перевірки якості. Потім матеріали надсилаються 
до загальнодоступної бази даних, де записи можна отримати за допомогою 
Entrez або завантажити за допомогою FTP. Масові подання тегів експресованої 
послідовності, ділянок з міткою послідовності, і даних про послідовності 







високого пропускання геному найчастіше подаються великомасштабними 
центрами секвенування.  
 
Висновки до розділу 1 
 
У даному розділі були розглянуті методи секвенування та 
ресеквенування, а також їх відмінності і ключові особливості, які 
забезпечують стабільну роботу кожного з методів. Розглянуті найбільш відомі 
методи секвенування нового покоління. 
  












Java – це мова програмування загального призначення, що базується на 
класах, об'єктно-орієнтована і розроблена для того, щоб мати якомога менше 
залежностей реалізації. 
Наступні характеристики є основними для цієї мови програмування: 
1. Java і багатопоточність. 
Java мова дозволяє дуже легко розробляти паралельні процеси, які 
виконуються одночасно в межах програми. Це називається багатопоточністю. 
Цей багатопотоковий механізм забезпечує багату функціональність додатків. 
Багатопоточність також дозволяє функціонувати Java на багатопроцесорних 
машинах без занадто великої кількості адаптацій. Інші мови забезпечують 
механізм багатопоточності, але вони використовують нестандартні зовнішні 
бібліотеки для досягнення цієї особливості. Java інтегрує цю можливість 
безпосередньо в мову, що забезпечує більшу портативність 
2. Java і динамічне зв'язування. 
Посилання не редагуються в Java. Редагування посилань – це крок після 
компіляції для підключення зовнішніх бібліотек. В Java існування бібліотек 
перевіряється під час компіляції, і код завантажується з цих бібліотек, коли 
програма виконується. Це зменшує розмір виконуваних файлів і дозволяє 
оптимізувати завантаження бібліотек. Механізм пакування дозволяє 
функціонувати компілятору і віртуальній машині. Будь-яке посилання на 
бібліотеку вимагає, щоб воно було доступним під час компіляції. 







Однак найбільш важливим внеском динамічного посилання є те, що 
воно дозволяє створювати додатки, які можна динамічно розширювати, 
просто додаючи нові класи, не вимагаючи володіння вихідним кодом. 
3. Java керує своєю оперативною пам’яттю. 
Java має збирач сміття, який є механізмом, що очищає пам'ять від усіх 
об'єктів, які більше не використовуються. У програмах C і C ++ розробники 
власноруч забезпечувати знищення створених об'єктів. Цей спосіб управління 
пам'яттю вимагає багато рядків коду і багато чіткого налаштування. Концепція 
покажчика більше не існує в Java. 
4. Мова Java є безпечною. 
Всі програми Java працюють у безпечному середовищі. Віртуальна 
машина виконує дуже сувору перевірку Java-коду перед його виконанням. Код 
не може обійти захисні механізми, що створені мовою. Клас не може, 
наприклад, отримати доступ до поля іншого класу, який був оголошений 
приватним. Код також не може визначати покажчики для безпосереднього 
доступу до пам'яті. Програми не повинні викликати переповнення стека. 
Перевірки вищого рівня виконуються браузерами. Аплет не може, наприклад, 
отримати доступ до ресурсів машини, хоча версія  
5. Мова Java проста. 
 Синтаксис мови Java спрощується і базується на C ++. Відсутність 
покажчиків і управління пам'яттю через збирач сміття, а також вимога, щоб всі 
розробки мали використовувати об'єкти, робить код програми набагато 
простішим для читання. Проте розробники все ж повинні розуміти і 
інтегрувати ієрархію об'єктної моделі Java API.  
6. Переносимість. 
Переносимість є найбільш обговорюваною темою Java. Насправді, ця 
характеристика пов'язана не з самою мовою, а з середовищем виконання 
(віртуальною машиною) програм Java. Можна сказати, що Java зробила крок 







вперед у порівнянні з тим, що існувало раніше. Тим не менш, єдиною 
гарантією переносимості в додатку є ефективне тестування, оскільки можуть 
виникати проблеми між різними платформами.  
Також була розроблена технологія аплетів – динамічно завантажуваних 
програм, які працюють в середовищі веб браузера і дозволяють вносити 
інтерактивність в веб сторінки. 
Більш того, була розроблена платформа JavaFX, вона заснована на Java 
і використовується для швидкого створення додатків з сучасним призначеним 
для користувача інтерфейсом. Ця технологія також використовується для 
запуску і розробки RIA – Rich Internet Applications, для створення програмного 
забезпечення по роботі з мультимедіа і для програмування на мові JavaFX 
Script. 
2.1.1. Ключові особливості ООП в Java 
В Java використовуються тільки динамічні об’єкти, статичних об'єктів 
немає. Це означає, що, додаючи змінну об’єктного типу, створюється 
покажчик, а не сам об’єкт. Об'єкт може бути створений тільки на етапі 
виконання спеціальної операції. Пам’ять під сам покажчик виділяється 
статично компілятором, а пам’ять під об’єкт виділяється динамічно 
середовищем виконання. 
В Java використовується автоматичне керування пам'яттю. При 
створенні або копіюванні об’єктів лічильники посилань змінюються 
автоматично. Як тільки програма втрачає посилання на об'єкт, система 
виконує декремент лічильника. При досягненні лічильника значення 0 
пам’ять, яку займає об’єкт, позначається як доступна для звільнення 
“збирачем сміття”. У цьому стані пам'ять ще не може бути використана як 
вільна і виділена для іншого об'єкта. Фактичне звільнення пам’яті 
відбувається, коли помічені області зберуться “збирачем сміття”.  







У зв’язку з тим, що управління пам’яттю в Java виконується 
автоматично, тут на рівні мови відсутні явні покажчики і адресна арифметика, 
а також операції взяття адреси, розіменування покажчика, звернення до 
елементу класу за посиланням. При цьому оголошення змінних об’єктних 
типів оформляти як покажчики не треба. Також немає деструкторів. Аналогом 
деструкторов в Java можна вважати метод-фіналізатор, який викликається 
автоматично “збирачем сміття” перед звільненням пам'яті зайнятої об’єктом. 
Класи в Java є основним засобом конструювання нових типів даних. 
Також відсутні структури і об’єднання. Класи в Java використовуються і як 
засоби структурування програм. Також відсутнє поняття модуля, як фізичного 
контейнера класів. Це означає, що мінімальною одиницею компіляції є клас, а 
будь-яка програмна система на Java є система класів. Класи складаються з 
полів і методів. 
Ключова відмінність реалізації ООП в Java від C++ – відсутність 
множинного спадкоємства і пов’язаних з ним складнощів, як для програміста, 
так і для розробника компілятора. 
У Java немає невіртуальних методів – це означає, що всі публічні методи 
класів є віртуальними, тобто на етапі виконання для них здійснюється 
динамічна диспетчеризація викликів, яка передбачає, що викликається метод 
того класу, з об’єктом якого програма працює в даний момент, а не метод того 
класу, який використовувався при оголошенні змінної об’єктного типу. Така 
поведінка є основою поліморфізму: змінні базового типу можуть посилатися 
на об’єкти похідних типів. 
Клас описується в одному файлі. Один файл може містити опис 
декількох класів. В цьому випадку лише один з них може бути публічним. 
Назва файлу повинна в точності відповідати імені публічного класу. 
 







2.2. Платформа Java 
 
Платформа Java – це набір програм, що сприяють розробці та запуску 
програм, написаних на мові програмування Java. Платформа Java включає в 
себе механізм виконання (називається віртуальною машиною), компілятор і 
набір бібліотек; також можуть існувати додаткові сервери та альтернативні 
бібліотеки, які залежать від вимог. Java не є специфічною для будь-якого 
процесора або операційної системи, оскільки платформи Java були реалізовані 
для широкого спектру апаратних засобів і операційних систем, щоб дозволити 
Java-програмам працювати однаково на всіх. Кросплатформеність була 
досягнута за рахунок створення віртуальної машина Java. 
Java Virtual Machine або JVM - це програма, яка є прошарком між 
операційною системою і Java програмою. У середовищі віртуальної машини 
виконуються коди Java програм. Реалізовано версії JVM для всіх існуючих 
операційних систем.  
 
 
Рисунок 2.1. Платформа Java 








2.2.1. Складові платформи Java 
Поділення платформи Java виконується в такому форматі:  
1. Java Card: технологія, яка дозволяє безпечно працювати на невеликих 
Java-додатках (аплетах) на смарт-картах і подібних пристроях з 
малим об'ємом пам'яті. 
2. Java ME (Micro Edition): Визначає кілька різних наборів бібліотек 
(відомих як профілі) для пристроїв з обмеженими можливостями 
зберігання, відображення та живлення. Він часто використовується 
для розробки додатків для мобільних пристроїв, КПК, телеприставки 
та принтерів. 
3. Java SE (Standard Edition): для загального призначення на настільних 
ПК, серверах та подібних пристроях. 
4. Java EE (Enterprise Edition): Java SE плюс різні API, які корисні для 
багаторівневих клієнт-серверних корпоративних додатків. 
 
Платформа Java складається з декількох програм, кожен з яких 
забезпечує частину своїх загальних можливостей. Наприклад, компілятор 
Java, який перетворює вихідний код Java в байт-код Java (проміжний мова для 
JVM), надається як частина Java Development Kit (JDK). Java Runtime 
Environment (JRE), що доповнює JVM компілятором JIT, перетворює 
проміжний байт-код у власний машинний код на льоту. Платформа Java також 
включає велику кількість бібліотек. 
Основними компонентами платформи є компілятор мов Java, бібліотеки 
та середовище виконання, в якому проміжний байт-код Java виконується 
відповідно до правил, викладених у специфікації віртуальної машини. 
 









Java Development Kit (JDK) – це середовище розробки програмного 
забезпечення, яке використовується для розробки додатків і аплетів Java. 
Воно включає в себе Java Runtime Environment (JRE), інтерпретатор / 
завантажувач (java), компілятор (javac), архіватор (jar), генератор 
документації (javadoc) та інші інструменти, необхідні для розробки на Java. 
JDK означає JAVA Development Kit. Його також можна назвати SDK 
(Software Development Kit). 
Існує ряд правил для будь-якої мови, яка розглядається як SDK. Це 
шість умов, яким має відповідати мова. 
1. Мова повинна мати файл заголовка(header) або простір імен або 
пакет.  
Будь-який з цих трьох має бути в мові. C має файл заголовка, який є 
заздалегідь визначеним набором програм, які складаються з тисяч 
рядків. Ці заголовки пишуться на початку програми. Java має пакети 
різних назв, такі як java.lang, java.util, java.io і так далі. 
2. Мова повинна мати свій власний набір API.  
API – це інтерфейс прикладного програмування. Java має набір API, 
таких як java.applet, java.awt і так далі. Існує ряд об'єктно-
орієнтованих API. 
3. Мова повинна мати свій власний ланцюжок інструментів.  
Цикл виконання програми Java є його ланцюгом інструментів. Він 
містить Java-компілятор, інтерпретатор, завантажувач класів і 
верифікатор байтового коду. Java також задовольняє цій умові. 
4. Мова повинна мати свій власний редактор. 
У Java є багато редакторів, таких як Eclipse, IntelliJ IDEA, Java 
NetBeans тощо. 







5. Мова повинна мати свою автентичну документацію.  
JAVA має свою документацію, доступну на Java Platform SE 8. 
6. Мова повинна мати власну середу виконання.  
Це означає, що вона повинна мати інші допоміжні файли функцій для 
успішного запуску цієї. Java має JRE як середовище виконання. 





JavaFX - це набір графічних і медіа-пакетів, що дозволяє розробникам 
розробляти, створювати, тестувати, налагоджувати та розгортати багаті 
клієнтські програми, які працюють послідовно на різних платформах. 
Оскільки бібліотека JavaFX написана як Java API, код програми JavaFX 
може посилатися на API з будь-якої бібліотеки Java. Наприклад, програми 
JavaFX можуть використовувати бібліотеки Java API для доступу до власних 
системних можливостей і підключення до серверних додатків. 
2.4.1. Застовування JavaFX 
Зовнішній вигляд програм JavaFX можна легко налаштувати. Каскадні 
таблиці стилів відокремлюють зовнішній вигляд і стиль від реалізації, щоб 
розробники могли зосередитися на кодуванні. Графічні дизайнери можуть 
легко налаштувати зовнішній вигляд і стиль програми за допомогою CSS. 
Якщо у вас є фон веб-дизайну, або якщо ви хочете відокремити 
користувальницький інтерфейс і локальну логіку, ви можете розробити 
аспекти презентації інтерфейсу користувача на мові сценаріїв FXML і 
використовувати код Java для програми логіка. Також можна проектувати 
інтерфейс користувача без написання коду за допомогою JavaFX Scene Builder. 
Під час створення користувальницького інтерфейсу Scene Builder (див. рис. 







2.2) створює розмітку FXML, яку можна перенести на інтегроване середовище 
розробки, щоб розробники могли додати бізнес-логіку. 
 
Рисунок 2.2. Інтерфейс JavaFX Scene Builder 
 
2.4.2. Доступність 
API JavaFX доступні як повністю інтегровані функції середовища 
виконання Java та Java Development Kit. Оскільки JDK доступний для всіх 
основних настільних платформ, програми JavaFX скомпільовані в JDK 7 і 
пізніше, також працюють на всіх основних настільних платформах. Підтримка 
платформ ARM також доступна з JavaFX 8. JDK для ARM включає в себе 
базові, графічні та контрольні компоненти JavaFX. 
Крос-платформна сумісність дає змогу безпроблемно працювати 
розробникам та користувачам JavaFX.  
2.4.3. Ключові риси 







• Java API. JavaFX – це бібліотека Java, що складається з класів і 
інтерфейсів, які записані в коді Java. API призначені для дружньої 
альтернативи мовам віртуальної машини Java, таких як JRuby і Scala. 
• FXML і Scene Builder. FXML – це декларативна мова розмітки на 
основі XML для побудови інтерфейсу користувача JavaFX. Дизайнер 
може кодувати на FXML або використовувати JavaFX Scene Builder для 
інтерактивного проектування графічного інтерфейсу користувача 
(GUI). Scene Builder створює розмітку FXML, яку можна перенести на 
IDE, де розробник може додати бізнес-логіку. 
• WebView. Веб-компонент, який використовує технологію 
WebKitHTML для вбудовування веб-сторінок у програму JavaFX. 
JavaScript, запущений у WebView, може викликати Java API, а Java API 
може викликати JavaScript, запущений у WebView. Підтримка 
додаткових функцій HTML5, включаючи веб-сокети, веб-працівники 
та веб-шрифти, а також можливості друку, були додані в JavaFX 8. 
• Змінна сумісність. Існуючі програми Swing можуть бути оновлені 
за допомогою функцій JavaFX, таких як відтворення мультимедійної 
графіки та вбудованого веб-вмісту. Клас SwingNode, який дозволяє 
вбудовувати вміст Swing в додатки JavaFX, був доданий в JavaFX 8.  
• Вбудовані елементи управління інтерфейсом та CSS. JavaFX надає 
всі основні елементи керування інтерфейсом, необхідні для розробки 
повнофункціонального додатка. Компоненти можуть бути скинуті за 
допомогою стандартних веб-технологій, таких як CSS. Крім того, класи 
CSS Styleable стали загальнодоступними API, що дозволяє об'єктам 
створюватися за допомогою CSS. 
• Особливості 3D-графіки. Нові класи API для SubScene, Material, 
PickResult, LightBase і SceneAntialiasing були додані до бібліотеки 3D-
графіки в JavaFX 8. 







• API полотна. API полотна дозволяє малювати безпосередньо в 
області сцени JavaFX, яка складається з одного графічного елемента. 
• Апаратно-прискорений графічний конвеєр. Графіка JavaFX 
базується на конвеєрі графічної візуалізації Prism. JavaFX пропонує 
плавну графіку, яка швидко відтворюється через Prism, коли вона 
використовується з підтримуваною відеокартою або графічним 
процесором.  
• Високопродуктивний медіа-движок. Конвеєр мультимедіа 
підтримує відтворення мультимедійного вмісту. Вона забезпечує 
стабільну медіа-фреймворк із низькою затримкою, що базується на 
мультимедійних рамках GStreamer. 
• Модель розгортання самостійного додатка. Автономні пакети 
програм мають всі ресурси Java і JavaFX. Вони розповсюджуються як 
власні встановлювані програми та надають ту ж саму процедуру 
встановлення та запуску в якості стандартних програм для цієї 
операційної системи. 
 
2.5. IntelliJ IDEA 
 
IntelliJ IDEA є інтегрованим середовищем розробки Java (IDE) для 
розробки комп'ютерного програмного забезпечення. Воно розроблене 
компанією JetBrains. Інтерфейс середовища розробки є простим і зручним для 
використання (див. рис. 2.3). 








Рисунок 2.3. Інтерфейс IntelliJ IDEA 
 
2.5.1. Особливості 
1. Допомога в кодуванні.  
IDE надає певні функції, наприклад, завершення коду, аналізуючи 
контекст, навігацію коду, що дозволяє безпосередньо переходити до 
класу або декларації в коді, рефакторингу коду та опції для виправлення 
невідповідностей через пропозиції. 
2. Вбудовані інструменти та інтеграція. 
IDE забезпечує інтеграцію з інструментами побудови / пакування, 
такими як grunt, bower, gradle і SBT. Він підтримує такі системи 
контролю версій, як Git, Mercurial, Perforce і SVN. Бази даних, такі як 







Microsoft SQL Server, ORACLE, PostgreSQL і MySQL, до яких можна 
отримати доступ безпосередньо з IDE. 
3. Екосистема плагінів. 
IntelliJ підтримує плагіни, через які можна додати додаткову 
функціональність до IDE. Плагіни можна завантажувати та 
встановлювати з сайту репозиторію плагінів IntelliJ або через вбудовану 
функцію пошуку та встановлення плагінів IDE. В даний час у випуску 
спільноти IntelliJ IDEA доступно 1495 плагінів, а у версії Ultimate - 1626. 
  
Висновки до розділу 2 
 
 В даному розділі були розглянуті та описані ключові особливості кожної 
з програмних технологій, які були використані для реалізації програмного 
застосунку. 
 
   










3.1. Завдання алгоритмів точного пошуку підрядка в рядку з 
урахуванням задач біоінформатики 
 
Завдання алгоритмів точного пошуку підрядка в рядку полягає в тому, 
щоб знайти всі позиції, починаючи з яких вибрана послідовність символів 
повністю, тобто підрядок, співпадає з символами більший рядок.  
Дані алгоритми, не враховуючи звичайний пошук слів у тексті, можуть 
бути використані для задач біоінформатики, тобто для знаходження входжень 
фрагментів не описаних біологічних полімерів у вже описаній біологічній 
послідовності.  
Проблемою є те, що довжина біологічної послідовності може досягати 
3,2 мільярдів символів, як у геномі людини, і біологічні полімери складаються 
з різних комбінацій тільки чотирьох символів, це A – аденін, T – тимін, G – 
гуанін, C – цитозин.  
Враховуючи такі особливості біологічних послідовностей, необхідно 
використовувати такі алгоритми, які є оптимізованими спеціально для задач 
біоінформатики.  
 
3.2. Реалізовані алгоритми точного пошуку підрядка в рядку 
 
Для програмного застосунку були вибрані і розроблені такі методи 
пошуку підрядка в рядку: 
1. Алгоритм Бойера-Мура. 
2. Алгоритм Райта. 
3. Алгоритм Чжу-Такаокі. 







4. Оптимізований алгоритм Чжу-Такаокі-Райта. 
 
Висновки до розділу 3 
 
В даному розділі були зазначені реалізовані в програмному застосунку 
алгоритми точного пошуку підрядка в рядку. Також було пояснено 
проблематику їх завдання з урахуванням задач біоінформатики. 
  








АЛГОРИТМИ ПОШУКУ ПІДРЯДКА В РЯДКУ 
 
4.1. Загальні теоретичні відомості про алгоритми пошуку підрядка 
в рядку 
 
Пошук підрядка в рядку є дуже важливою темою в області обробки 
тексту. Алгоритми узгодження рядків є основними компонентами, що 
використовуються у реалізаціях практичних програм, що існують у більшості 
операційних систем. Більше того, вони підкреслюють методи програмування, 
які служать парадигмами в інших областях інформатики. Вони також грають 
важливу роль у теоретичній інформатиці, задаючи складні завдання. 
Текст завжди залишається основною одиницею обміну інформацією. 
Пошук підрядка в рядку полягає в знаходженні в тексті одного або більше 
входжень підрядка, який називають шаблоном або зразком. Обидва рядки 
будуються на кінцевому наборі символів, який називається алфавітом. 
Існує два типи рішень, залежно від того який рядок був заданий першим, 
зразок чи текст. Алгоритми, засновані на використанні автоматів або 
комбінаторних властивостей рядків, зазвичай реалізуються для попередньої 
обробки шаблону, і використовуються для рішень першого типу. Поняття 
індексів, реалізованих деревами або автоматами, використовується у рішеннях 
другого типу [43]. 
Алгоритми узгодження рядків сканують текст за допомогою вікна. В 
основному вони спочатку вирівнюють ліві кінці вікна і тексту, а потім 
порівнюють символи вікна з символами шаблону – ця робота називається 
спробою – і після цілого збігу шаблону або після невідповідності вони 
зміщують вікно вправо. Вони повторюють ту ж саму процедуру знову і знову, 







поки правий кінець вікна не вийде за межі правого кінця тексту. Цей механізм 
зазвичай називають механізмом ковзного вікна. 
Алгоритм "грубої сили" знаходить всі входження підрядка x у тексті y за 
час O (m * n), де m – довжина підрядка, n – довжина текста (див. рис. 4.1). 
Багато поліпшень методу грубої сили можна класифікувати в залежності від 
порядку виконання порівнянь між символами шаблону та символами тексту 
при кожній спробі. Даний алгоритм потребує мало пам’яті і не вимагає 
препроцесингу. Більша частина зіставлень символів є не потрібною і зайвою 
[44]. 
Виникають чотири категорії: найбільш природний спосіб виконання 
порівнянь – зліва направо, що є напрямком читання; виконання порівнянь 
справа наліво, що призводить до кращих алгоритмів на практиці; найкращі 
теоретичні результати досягаються тоді, коли порівняння виконуються в 
певному порядку; також існують деякі алгоритми, для яких порядок виконання 
порівнянь не є доречним, такі як алгоритм "грубої сили" [45]. 
 
 
Рисунок 4.1. Алгоритм грубої сили 







4.1.1. Порівняня зліва направо 
Хешінг надає простий метод, що дозволяє уникнути квадратичного 
числа порівнянь символів у більшості практичних ситуацій, і що виконується 
в лінійному часі при розумних імовірнісних припущеннях. Він був введений 
Харрісоном, а потім повністю проаналізований Карпом і Рабіном.  
Припускаючи, що довжина шаблону не перевищує розмір слова пам'яті 
машини, алгоритм Shift Or є ефективним алгоритмом для вирішення точної 
задачі узгодження рядків, і він легко адаптується до широкого кола 
приблизних задач узгодження рядків. 
Перший лінійно-часовий алгоритм узгодження рядків був створений 
Моррісом і Пратом. Він був вдосконалений Кнутом, Моррісом і Пратом. 
Пошук поводиться як процес розпізнавання автоматом, а символ тексту 




 – значення золотого перетину.  
Пошук з детермінованим кінцевим автоматом виконує n перевірок 
символів тексту, але він вимагає додаткового простору O(m * Σ), де  
Σ – величина алфавіту. Алгоритм “Forward Dawg Matching” виконує точно 
таку ж кількість перевірок текстових символів, використовуючи суфіксний 
автомат шаблону. 
Алгоритм Апостоліко-Крошемур є простим алгоритмом, який виконує 
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𝑛 порівняння символів тексту в найгіршому випадку. 
“Не такий простий” алгоритм є дуже простим алгоритмом з 
квадратичною найгіршою тимчасовою складністю, але він вимагає фази 
попередньої обробки в постійному часі та просторі і трохи сублінійний у 
середньому випадку. 







4.1.2. Порівняня справа наліво 
Алгоритм Бойєра-Мура розглядається як найбільш ефективний 
алгоритм узгодження рядків у звичайних додатках. Його спрощений варіант 
часто реалізується в текстових редакторах для команд "пошуку" і "заміни".  
Коул довів, що максимальна кількість порівнянь символів обмежена 3n 
після попередньої обробки для неперіодичних шаблонів. Він має 
квадратичний найгірший час для періодичних моделей. 
Кілька варіантів алгоритму Бойєра-Мура уникають його квадратичної 
поведінки. Апостоліко і Данкарло, Крошемур і Колуссі розробили найбільш 
ефективні рішення в термінах кількості порівнянь символів. 
Емпіричні результати показують, що такі варіації алгоритму Бойєра та 
Мура, як “швидкий пошук”, і алгоритм, заснований на суфіксному автоматі 
Крошемура є найбільш ефективними на практиці для загальних задач. 
Алгоритми Чжу і Такаоки і Беррі-Равіндрана є варіантами алгоритму 
Бойера-Мура, які вимагають додаткового простору. 
4.1.3. Порівняня у специфічному порядку 
Два перших лінійних алгоритмів узгодження рядків в оптимальному 
просторі були Галіл-Сейферас і Крошемур-Перрін (двосторонні алгоритми). 
Вони розділяють шаблон на дві частини, спочатку шукають праву частину 
шаблону зліва направо, а потім, якщо не відбувається розбіжності, вони 
шукають ліву частину. 
Алгоритми Колуссі і Галіл-Данкарло розбивають набір позицій шаблона 
на дві підмножини. Спочатку вони шукають символи шаблонів, положення 
яких знаходяться в першій підмножині зліва направо, а потім, якщо не 
відбувається невідповідності, вони шукають інші символи також зліва 
направо.  
Алгоритм Колуссі – це поліпшення алгоритму Кнута-Морріса-Пратта, 
який виконує не більше 
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𝑛 порівнянь символів тексту в найгіршому випадку. 







 Алгоритм Галіл-Данкарло покращує алгоритм Колуссі в одному 
спеціальному випадку, який дозволяє йому виконувати не більше 
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𝑛 порівняння символів тексту в найгіршому випадку. 
Алгоритми Сандея “оптимальної невідповідності” та “максимального 
зсуву” сортують позиції шаблону відповідно до їхньої частоти символів та 
їхнього найбільшого зсуву відповідно. 
4.1.4. Порівняня у будь-якому порядку 
Алгоритм Хорспула є варіантом алгоритму Бойера-Мура, він 
використовує одну з його функцій зсуву, і порядок, у якому виконуються 
порівняння символів тексту, не має значення. Це також вірно для всіх інших 
варіантів, таких як: “швидкий пошук” Сандея, покращений алгоритм Бойера-
Мура, алгоритм Сміта і алгоритм Райта. 
 
4.2. Алгоритм Бойера-Мура 
 
Одним з перших алгоритмів, які ефективно використовували ресурси 
пам’яті та часу при вирішенні задач пошуку підрядку в рядку та задач 
біоінформатики, був алгоритм Бойера-Мура. Його використання обґрунтовано 
тим, що його часова складність дорівнює O(n + m) при невеликому 
використанні пам’яті O(m + σ), що гарантується додатковими евристиками, які 
стали основою всіх методів, що походять від алгоритму Бойера-Мура [46]. 
Його особливостями є дві евристики та зіставлення рядків з кінця вікна 
порівняння. Зазначається, що x – шуканий зразок (підрядок), y – текст (рядок) 
у якому виконується пошук [47]. 
1. Евристика стоп-символу. 
На стадії препроцесингу створюється таблиця стоп-символів для 
усього алфавіту, який використовується в зразку. В ній позначена 
остання позиція кожного с можливих символів алфавіту в підрядку. 







Якщо стається невідповідність між символом y[i+j]=b в тексті y і 
символом x[i]=a підрядка x під час його підстановки на позицію j, то 
за допомогою евристики стоп-символу виконується зсув зразка 
вправо до тих пір, поки не буде першої відповідності між 
порівнюваними символами (див. рис. 4.2). 
Рисунок 4.2. Зсув за евристикою стоп-символу 
 
2. Евристика збігу суфіксів. 
Також на стадії препроцесингу створюється таблиця суфіксів(див. табл. 
4.2) для підрядка. Для всіх суфіксів, які зустрічаються у зразку 
вказується найменше значення відстані, на яку потрібно зсунути 
підрядок  вправо, щоб його найперший суфікс, який дорівнює v почав 
співпадати з сегментом символів тексту y, який також дорівнює v, 
зазначається, що для запобігання повторної невідповідності, символ 
перед v після зсуву не повинен дорівнювати символу, який стоїть перед 
v до зсуву (див. рис. 4.3). 
 
Рисунок 4.3. Зсув за евристикою збігу суфіксів 







4.2.1. Таблиці евристик 
В таблиці стоп символів для підрядка записані останні позиції кожного 
символу з алфавіту, не враховуючи останній символ підрядка. 
В таблиці суфіксів для кожного можливого символу підрядка записаний 
мінімальний зсув, на який потрібно зсунути зразок, щоб суфікс знову 
співпадав, а символ перед суфіксом вже був іншим, для продовження 
порівняння. 
Наприклад, шуканий підрядок – “10000”, тоді маємо:  
Таблиця 4.1 
Таблиця стоп символів 
Символ 0 1 Всі інші 




№ Суфікс Зсув 
1 10000 3 
2 10000 2 
3 10000 1 
4 10000 5 
 
4.2. Алгоритм Райта 
 
Одна з відомих оптимізацій алгоритму Бойера-Мура це алгоритм Райта. 
Методика відрізняється тим, що спочатку порівнюється останній символ 
підрядка з правим текстовим символом вікна порівняння, тоді, якщо вони 
збігаються, він порівнює перший символ зразка з лівим текстовим символом 
вікна порівняння, тоді якщо вони співпадають він порівнює середній символ 







підрядка з середнім символом у вікні порівняння. Якщо вони збігаються, то 
після цього порівнюють інші символи від другого до останнього, іноді 
порівнюючи середній символ знову.  
Райта зберіг евристику стоп-символу, але відмовився від евристики збігу 
суфіксів, бо на практиці вона суперечить особливості роботи його алгоритму. 
Також, Райта зауважив, що його метод відзначається ефективністю при 
пошуку підрядків в англійський текстах, і приписав цей факт існуванню 
залежностей між символами [48]. 
Алгоритм Райта шукає шаблон x у заданому тексті y шляхом порівняння 
кожного символу шаблону в даному тексті. Пошук здійснюватиметься 
наступним чином.  
1. По-перше, останній символ шаблону порівнюється з самим правим 
символом вікна. 
2. Якщо є збіг, перший символ зразка порівнюється з крайнім лівим 
символом вікна. 
3. Якщо вони збігаються знову, він порівнює середній символ підрядка 
з середнім символом вікна. 
Якщо все успішно, то початкове порівняння починається від другого 
символу до останнього. Якщо на будь-якому етапі алгоритму є 
невідповідність, то виконується зміщення за таблицею стоп символів, яка була 
обчислена в фазі попередньої обробки.  
 
4.3. Алгоритм Чжу-Такаокі 
 
Ще однією оптимізацією алгоритму Бойера-Мура є алгоритм Чжу-
Такаокі. Його автори помітили, що евристика стоп-символу працює не 
належним чином при її використанні на малому алфавіті, та змінили її так, щоб 
таблиця будувалася не для одного, а для двох символів. 







У випадку, коли перші два символи не збігаються або повністю 
збігаються, алгоритм використовує дві таблиці зсувів. Таблиця стоп-символів, 
в якій символи представлені парами, і таблиця суфіксів Бойєра-Мура. 
Значення зсуву отримують з двовимірного масива.  
Значення часової складності попередньої обробки – O(m + |𝜎|2), фази 
пошуку – O(m * n). 
 
4.4. Оптимізований алгоритм Чжу-Такаокі-Райта 
 
Для подальшого підвищення ефективності алгоритму пошуку підрядка 
в рядку, розроблено новий алгоритм, що поєднує переваги алгоритмів Чжу-
Такаокі і Райта.  
Алгоритм працює у два етапи фаза попередньої обробки цього 
алгоритму використовує таблицю стоп-символів Чжу-Такаокі. Фаза пошуку 
змінена таким чином, щоб вона використовували переваги алгоритму Райта. 
Отже, етап пошуку алгоритму складається з двох кроків:  
1. Відповідно до підходу Райта, алгоритм спочатку порівнює останній 
символ вікна порівняння з підрядком, якщо вони збігаються, алгоритм 
додатково порівнює перший символ вікна порівняння і підрядка. Якщо обидва 
ці символи збігаються, виконується другий етап; інакше, зсув відбувається за 
допомогою таблиці стоп-символів зсувів для двох послідовних символів, що 
відповідають останнім двом символам зразка. 
2. На другому етапі інші символи порівнюються справа наліво до повної 
відповідності або невідповідності. Якщо всі символи збігаються, то  вікно 
порівняння зсувається і відбувається зсув за таблицею стоп-символів. У разі 
невідповідності зсув відбувається зразу за таблицею стоп-символів. 







Використання послідовного порівняння останнього символу першим і 
першого символу останнім, а потім продовження порівняння символів справа 
ліворуч прискорює роботу алгоритму.  
Крім того, була використана таблиця стоп-символів для отримання як 
можливо більшого зсуву, що позитивно впливає на ефективність. В комбінації 
ці фактори є причиною покращення роботи алгоритму.  
 
4.5. Формати даних для алгоритмів пошуку підрядка в рядку 
 
4.5.1. FASTA формат 
Формат FASTA є одним із найбільш розповсюджених стандартів для 
файлів у яких зберігається інформація про біологічну послідовність [49]. Як 
можна побачити на рисунку(див. рис. 4.4), перший рядок даних завжди 
починається з символу “>”(більше ніж) або, що зустрічається не так часто, з 
символу, який використовується для коментаря “;”(крапка з комою), і в кінці 
може бути символ “*”(зірочка), який означає кінець послідовності, все інше – 
послідовність нуклеотидів [50]. Через свою простоту, найбільш часто 
використовується в відкритих геномних банках [51]. 








Рисунок 4.4. Приклад даних у FASTA форматі 
 
4.5.2. FASTQ формат 
Формат FASTQ також є текстовим файлом, але на відміну від FASTA, 
крім самої послідовності, він також зберігає і показник якості даних. Кожному 
нуклеотиду в послідовності відповідає свій показник якості, який означає 
можливу помилку [7].  
Файл FASTQ зазвичай використовує чотири рядки на послідовність. 
     Рядок 1 – починається з символу '@', за яким слідує ідентифікатор 
послідовності та додатковий опис (наприклад, рядок заголовка FASTA). 
     Рядок 2 – послідовності нуклеотидів. 







     Рядок 3 – починається з символу "+" і знову за ним слідує 
ідентифікатор послідовності (і будь-який опис). 
     Рядок 4 – кодує значення якості для послідовності в рядку 2 і повинен 
містити ту ж кількість символів, скільки символів зазначено в біологічній 
послідовності. 
Оригінальні файли Sanger FASTQ також дозволяли згорнути 
послідовність і якість рядків, тобто розділити на кілька рядків, але це зазвичай 
не рекомендується, оскільки це може зробити парсинг складним через 
невдалий вибір "@" і "+" як маркерів, ці символи також можуть виникати в 
рядку якості.  
Був розглянутий як основний формат даних для програмного 
застосунку, але через свої розміри перевага надана FASTA формату. 
Приклад можна побачити на рисунку (див. рис. 4.5). 
 
  
Рисунок 4.5. Приклад даних у FASTQ формат 
 
 








Висновки до розділу 4 
 
В даному розділі були розглянуті загальні особливості алгоритмів 
пошуку підрядка в рядку, детально описана робота кожного з реалізованих 
алгоритмів точного пошуку підрядка в рядку. Також були наведені формати 
даних з якими зазвичай працюють ці алгоритми під час вирішення задач 
біоінформатики.  








ПРОЕКТУВАННЯ ПРОГРАМНОГО ЗАСТОСУНКУ  
 
5.1. Методологія IDEF0 
 
Методологія IDEF0 – є методологією моделювання функцій для опису 
виробничих функцій, яка пропонує функціональну мову моделювання для 
аналізу, розробки, реінжинірингу та інтеграції інформаційних систем; бізнес-
процесів; або інженерного аналізу програмного забезпечення. 
За допомогою додатку для моделювання бізнес-процесів AllFusion 
Process Modeler були створені наступні діаграми. 
 
5.2. Контекстна діаграма 
 
Контекстна діаграма – це діаграма, яка описує інформаційну систему і 
її взаємодію з навколишнім середовищем в цілому, знаходиться на вершині 
деревовидної структури діаграм. Складається з одного блоку, входів, виходів, 
управлінь та механізмів. 
Контекстна діаграма для програмного застосунку показана на рис. 5.1. 








 Рисунок 5.1. Контекстна діаграма 
 
На даній діаграмі відображена основна функція програмного додатку – 
пошук підрядка в рядку. На вхід у програму надходять біологічні 
послідовності у FASTA форматі, ці дані будуть оброблені за допомогою 
одного з 4 алгоритмів пошуку підрядка в рядку, на виході маємо позиції, в 
яких підрядок повністю співпадає з сегментом рядка. 
  







5.3. Діаграма декомпозиції першого рівня 
 
Функціональна декомпозиція – розбиття системи на підсистеми і 
описання кожної підсистеми окремо. Потім кожна підсистема розбивається 
на більш дрібні і так далі до досягнення потрібного ступеня детальності. 
 
 
Рисунок 5.2. Діаграма декомпозиції першого рівня 
 
На даній діаграмі показано як відбувається процес роботи програми, які 
алгоритми доступні для вибору, і що потрібно для їх належної роботи с 
фрагментами біологічних полімерів.  
Розробка на даному етапі включає в себе: 
1. Реалізацію алгоритму зчитування біологічних послідовностей у 
FASTA форматі. 







2. Реалізація алгоритмів пошуку підрядка в рядку. 
Висновки до розділу 5 
 
В даному розділі був розглянутий та описаний етап проектування. Були 
побудовані: контекстна діаграма, діаграма декомпозиції першого рівня. 
Діаграми були побудовані по методології IDEF0. 
  








ПРОГРАМНА РЕАЛІЗАЦІЯ  
 
6.1. Короткий опис програмного застосунку 
 
Програмний застосунок був створений у середовищі IntelliJ IDEA на 
мові програмування високого рівня Java. 
У програмний застосунок завантажується файл біологічної 
послідовності у FASTA форматі, вводиться підрядок входження якого 
необхідно знайти в біологічній послідовності, вибирається алгоритм, за яким 
буде проводитися пошук. Після процесу пошуку при правильному 
використанні програми буде отримано список всіх індексів, починаючи з 
яких, шуканий підрядок повністю співпадає з сегментом біологічної 
послідовності. 
 
6.2. Інтерфейс програмного застосунку 
 
Інтерфейс програмного додатку є інтуїтивним (див. рис. 6.1). 
Для вибору алгоритму точного пошуку підрядка в рядку спочатку треба 
зробити декілька кроків.  
1. Перший крок – завантажити файл у форматі FASTA. 
2. Другий крок – задати підрядок, входження якого програмний додаток 












Рисунок 6.1 Початковий вигляд програмного застосунку 
 
Після коректного завантаження файлу у FASTA форматі буде 
відображено місцезнаходження цього файлу на вашому комп’ютері (див 
рис. 6.2) і можна буде вибрати алгоритм за яким буде виконуватися 
пошук. 
 








Рисунок 6.2. Інтерфейс програмного застосунку 
 
Після того, як алгоритм закінчить свою роботу всі дані будуть наведені 
у великому вікні праворуч (див. рис. 6.3). 
У вікні виводу будуть перераховані всі індекси позицій в яких підрядок 
повністю співпадає з сегментом даних у рядку. Також для додаткової 
інформації в кінці індексів виводиться час роботи алгоритму. 
Поряд з вікном виводу буде надана інформація про довжину підрядка 
та про використаний алгоритм. 
 








Рисунок 6.3. Робота програмного застосунку 
 
Після закінчення фази пошуку є можливість натиснути на логотип 
національного центру біотехнологічної інформації (NCBI) і перейти до їх 
сайту (див. рис. 6.4), де можна буде отримати доступ до банку біологічних 
послідовностей GenBank і продовжити роботу безпосередньо з переносом 
описання від відомої біологічної послідовності до невідомої. 
  
  








Рисунок 6.4 Сайт національного центру біотехнологічної інформації 
 
6.3. Аналіз результатів роботи програми  
 
Дані для аналізу були отримані після пошуку підрядків на геномі E. Coli. 
Кожен алгоритм був протестований 50 разів на алфавіті в 4 символи 
(аденін, гуанін, цитозин, тимін) та на підрядках довжини в 4, 8, 16, 32, 64, 128 
та 256 нуклеотидів, в таблиці в секундах показаний результат середнього 
арифметичного для кожного з цих алгоритмів окремо.  
Тестування проводились на комп’ютері з процесором Intel Core i5-6600K 
3.50GHz. 







По даним отриманим з практичного дослідження роботи алгоритмів на 
даних біологічних послідовностей була отримана така таблиця часових 
показників виконання алгоритмів, в якій наочно можна побачити швидкість 
роботи кожного з алгоритмів на пошуку підрядків різної довжини.  
Результати роботи алгоритмів наведені в табл. 6.1. 
Таблиця 6.1 



















Бойера-Мура 0,0182 0,0153 0,0144 0,0121 0,0102 0,0095 0,0085 
Райта 0,0221 0,0242 0,0251 0,0254 0,0672 0,1267 0,2359 
Чжу-Такаокі 0,0112 0,0084 0,0074 0,0061 0,0059 0,0059 0,0057 
Оптимізований 0,0098 0,0059 0,0055 0,0049 0,0051 0,0062 0,0064 
 
Отримані результати наочно показують плюсі та мінуси використання 
особливості алгоритму Райта в алгоритмі Чжу-Такаокі.  
Оптимізований алгоритм домінує в результатах на довжинах підрядка в 
4, 8, 16, 32 та 64 нуклеотидів, але при збільшенні зразку до розміру в 128 
нуклеотидів він починає здавати позиції, звичайні алгоритми Чжу-Такаокі і 
Бойера-Мура більш стабільні на великих довжинах.  
Щодо алгоритму Райта, як і передбачалося, не може бути ефективно 
використаний для задач біоінформатики, але його особливість порівняння 
була використана для оптимізації алгоритму Чжу-Такаокі. 
 
  







Висновки до розділу 6 
 
В даному розділі був розглянутий та показаний інтерфейс програмного 
застосунку, і функції виконання яких програмний застосунок забезпечує. 
Проаналізована робота алгоритмів на релевантних даних і зроблені висновки 
виходячи з аналізу. 
  












В даному розділі дипломної роботи було розглянуте місце роботи 
молодшого наукового співробітника і лаборанта, які в лабораторії 
секвенування для отриманих секвенованих послідовностей проводять 
ресеквенування за допомогою розробленого програмного застосунку. 
 
7.1. Загальна характеристика приміщення 
 
На рис. 7.1 зображено план приміщення. Параметри приміщення, 
перелік предметів зазначено в таблиці 7.1.  
Таблиця 7.1  









5000*4000*2500; S = 20 м2; 





Двостулкове вікно Rehau Delight 






PHILIPS 33362, люмінесцентні, 
тип ПРА 
Діаметр: 320 мм 
4 12 
4 Двері 
Двері Папа Карло 
Розміри: 1090 х 2100 мм 

















Продовження таблиці 7.1 





Розміри: 2000 х 900 х 700 мм; 
Потужність: 1,9 кВт; 
Напруга: 220В, 50 Гц; 
Швидкість: 3000 об/хв. 
Клас виробу за способом захисту 
– І; 
Клас виробу за ступенем захисту 
– В 
1 1 










Розміри: 800 х 600 х 750 мм 
Матеріал: каркас – метал з 
полімерно-порошковим 
покриттям; стільниця – пластик. 
1 3 









700 х 700 х 1200 мм 2 6 
12 Робочий стіл  
Loft design L-
3p 








Розміри: 1100 х 300 х 232 мм 




14 Раковина Розміри: 500 х 400 х 1200 мм  1 9 
15 
Вогнегасник  
Розміри: 170 x 650 х 150 мм 
Порошковий  
1 10 
16 Шафа для 
раковини 
DANA D80 
Матеріал: ламінована дошка 
1200 x 400 x 2000 мм 
2 11 
17 Урна для 
сміття 
250х250х400 мм 2 13 
18 Автоматични
й ПС 
Тепловий ИТМ 1 14 

















































Рисунок 7.1. Схема кабінету. 
 
Порівняємо отримані дані з нормативними значеннями, наведеними у 
таблиці 7.2. 
Таблиця  7.2  
Порівняння фактичних та нормативних характеристик 
№  
Параметр приміщення  Реальне значення 
Нормативні 
значення 
1 Площа на  1 працюючого 8,3 м2 6 м2 
2. Об’єм на  1 працюючого 23,5 м3 20 м3 
3. Мінімальна ширина проходу 1,6 м 1,5 м 
4. Ширина дверного проходу Не менше 1 м 1 м 
 







Заходів нормалізації не потрібно. За НАПБ Б.03.002-2007 обсяг 
приміщення на одну людину більший нормативного значення. 
 
 
7.2. Oцінка пoтенційних небезпек і шкідливих вирoбничих 
фактoрів 
 
У кабінеті є ряд шкідливих та небезпечних факторів, які зазначені в 
таблиці 7.3.  
Таблиця  7.3 
Основні небезпечні та шкідливі фактори 
№ 
п/п 
Фізичні Хімічні Біологічні Психологічні 
1 Рухомі механізми - - - 
2 Електронебезпека - - - 
3 Пожежа - - - 
  
7.3. Рухомі механізми 
 
 В кабінеті присутні рухомі механізми, які можуть спричинити травми 
при не належному використанні, що зазначено у таблиці 7.4. 
Таблиця  7.4  


























 Фактори небезпеки наведені у таблиці 7.5. 
Таблиця  7.5  
Небезпеки спричинені рухомими механізмами 
№ Фактор небезпеки Реальне значення Нормативні значення 
1 Швидкість руху 
обертового механізму 
0 – 3000 об/хв 0 об/хв – відсутній рух 
  
 Можливі заходи з охорони праці при основних технологічних процесах 
наведені в таблиці 7.6. 
Таблиця  7.6 
Заходи з забезпечення ОП при використанні центрифуги 
№ Група 
номенклатурних 
заходів з ОП 
Вид заходу Критерій вибору 























Допуск к роботі 
Первинний інструктаж з 
ОП 
















5. ЗІЗ Не перебдачені 









Інформація щодо джерел ураження струмом наведені у таблиці 7.7. 
Таблиця 7.7 
Джерела ураження електричним струмом 
№ Джерело ураження струмом Наслідок 
1 Пoшкoджені кабелі чи несправні 
вузли 
Ураження працівника струмом, як 
внаслідок пошкодження шкірного 
покриву. 
Опіки, механічні ушкодження 
працівника отримання інших 
електротравм, що можуть стати 
летальними для працівника 
2 Деталі кoмп’ютернoї техніки, щo 




Характеристики використовуваної електротехніки надані в таблиці 7.8. 
Таблиця 7.8  
Характеристика електробезпеки 
Показник Робочі умови 
застосування 
Характеристика 
ПК Мережа змінного 
струму напруги 220±20 
В частоти 50 Гц, 
граничне відхилення 
частоти живильної 





220 В змінного струму ±10 
%, 50 Гц; 
Кондиціонер 220 В змінного струму ±10 
%, 50 Гц; 
 
Для забезпечення безпеки, необхідно дотримуватися заходів, які 
наведені в таблиці 7.9. 








Засоби захисту від електротравм 
№ Група 
номенклатурних 
заходів з ОП 
Вид заходу Критерій вибору 
1. Технічні заходи 




Техніка ввімкнена в 








приладів за допомогою 
мегомметра. 
Правила ТБ з 
електробезпеки 
Дотримання вологості 
повітря не більше 75% 






тільки у відключеному 
стані 
Уникнення контакту 




кабелів і ізоляції 
Безпечна робота з 
елементами струму 
5. ЗІЗ Не перебдачені 
 
За ступенем небезпеки ураженням електричним струмом дане 
приміщення відноситься до приміщень без підвищеної небезпеки відповідно 
до ОНТП24-86 та ПУЕ-87. 
 
7.5. Пожежна безпека 
В приміщенні наявні тверді і волокнисті речовини та електроприлади. 
Джерело пожежної небезпеки зазначені в таблиці 7.10. 




























2 Загоряння будівлі 
внаслідок зовн. факторів 
Виникнення пожежі 
чи вибуху 





4 Матеріали і речовини, що 




В таблиці 7.11 наведено характеристику пожежної небезпеки 
приміщення. 
Таблиця 7.11  
Характеристика  приміщення 
Класи та підкласи 
можливих пожеж 
клас А (А1 та А2) 
Горіння твердих речовин, 



















Простір у приміщенні, у 
якому знаходяться 
тверді горючі речовини 
та матеріали. 
 
Заходи необхідні для пожежної безпеки вказані в таблиці 7.12. 
 
Таблиця 7.12  
Засоби та заходи захисту від пожежі 
№ Група 
номенклатурних 
заходів з ОП 
Вид заходу Критерій вибору 
1. Технічні заходи 
Порошкові вогнегасники 
ОПУ-10; автоматичний 
ПС; тепловий ИТМ; У 
загальному коридорі, 
поруч з кабінетом, 
знаходиться пожежний 








Інструктаж з пожежної 
безпеки та періодичний 
контроль знань про 
правила пожежної безпеки; 
план евакуації при пожежі; 
передбачено вільний 
доступ до мережних 
рубильників та вимикачів; 
Навчання з питань 












техніки, які можут 
призвести до пожежі 
5. ЗІЗ 
Захисний одяг, маски, 
протигази 
Захист від ураження 
димом та вогнем 
 







Для забезпечення пожежної безпеки у приміщенні присутній 
вогнегасник та сигналізації.  
 
Висновки до розділу 7 
 
У цьому розділі були розглянуті норми та заходи з охорони праці й 
техніки безпеки в приміщенні, за якими по аналізу санітарно-гігієнічних 
характеристик приміщення, оцінки небезпечних і шкідливих виробничих 
факторів, електробезпеки і пожежної безпеки приміщення можна зробити 














8.1. Економічний аналіз варіантів розробки програмного продукту 
 
Для визначення вартості розробки ПП спочатку проведемо розрахунок 
трудомісткості. 
Загальна трудомісткість обчислюється як: То = Тр * Кп * Кск * Км * Кст * 
Кст.м, 
де Тр – трудомісткість розробки програмного продукту; Кп – 
поправочний коефіцієнт; Кск – коефіцієнт на складність вхідної інформації; Км 
– коефіцієнт рівня мови програмування; Кст – коефіцієнт використання 
стандартних модулів і прикладних програм; Кст.м – коефіцієнт стандартного 
математичного забезпечення. 
Розробка програмного забезпечення включає в себе 3 завдання.  
Для першого завдання, виходячи із норм часу для завдань 
розрахункового характеру ступеня новизни Б та групи складності алгоритму 
1, трудомісткість Тр = 80 людино-днів. Поправочний коефіцієнт, який 
враховує вид використаної інформації для першого завдання (нормативно-
довідкова інформація): Кпк = 1,35. Поправковий коефіцієнт, який враховує 
складність контролю вхідної та вихідної інформації для завдань, Кск = 1. 
Оскільки під час розробки першого завдання використовуються 
стандартні модулі, врахуємо це за допомогою коефіцієнта Кст = 0,7. 
Коефіцієнти Км і Кст.п, які враховують відповідно програмування на мові 
низького рівня та розробку стандартного програмного забезпечення, для всіх 
завдань становлять 1: К м = К ст.п = 1. 
Отже, загальна трудомісткість програмування першого завдання 
варіанту дорівнює: 







То= Тр · Кп · Кск · Кст = 80 · 1,35 · 1 · 0,7 = 75,6 людино-днів. 
Проведемо аналогічні розрахунки для інших завдань. 
Для другого завдання (використовується алгоритм першої групи 
складності, ступінь новизни Б): 
Тр = 80 людино-днів; К п = 1,08; К ст = 0,8; 
То = 80 • 1,08 • 0,8 = 69,12. 
Для третього завдання варіант А (використовується алгоритм першої 
групи складності, ступінь новизни В): 
Тр = 55 людино-днів; К п = 1,02; К ст = 0,8; 
То = 55 • 1,02 • 0,8 = 44,88. 
Для третього завдання Варіант Б (використовується алгоритм другої 
групи складності, ступінь новизни В): 
Т р = 15 людино-днів; К п = 0,81; К ст = 0,8; 
Т о = 15 • 0,81 • 0,8 = 9,72. 
Складемо трудомісткість відповідних завдань, щоб отримати їх 
трудомісткість:Т I = (75,6+69,12+44,88) • 8 = 1516,8 людино-годин 
Т II = (75,6+69,12+9,72) • 8 =1235,52 людино-годин 
Очевидно, що вищу трудомісткість має варіант I. 
 
8.2. Розрахунок заробітної плати розробника 
 
В розробці беруть участь два програмісти з окладом 20000 грн. Денну 
заробітню плату визначимо, виходячи із місячних окладів програмістів, 
враховуючи тривалість умовного місяця 21 день при 5-ти робочих днів на 




де М – місячний оклад працівників; T m – кількість робочих днів 
тиждень; t – кількість робочих годин в день. 










 = 119, 05 грн. 
Тоді, розрахуємо заробітну плату за формулою 
Сзп = Сч ⋅ Т i ⋅ КД, де Сч – величина погодинної оплати праці 
програміста; Тi – трудомісткість відповідного завдання; К Д – норматив, який 
враховує додаткову заробітну плату. 
Тоді зарплата розробників за варіантами відповідно до формули: 
I. С зп = 119,05 • 1516,8 • 1,2 =  216690,05 грн. 
II. С зп = 119,05 • 1400,96 • 1,2 = 176506,38 грн. 
Відрахування на всі види соціального страхування за варіантами (22%): 
I. Свід = 216690,05 • 0,22 = 47671,81 грн. 
II. Свід = 176506,38  • 0,22= 38831,4 грн. 
Тепер визначимо витрати на оплату однієї машино-години. (С М ) 
Так як одна ЕОМ обслуговує одного програміста з окладом 20000 грн., з 
коефіцієнтом зайнятості 0,2 то для однієї машини отримаємо: 
Сг = 12⋅M⋅K З = 12 ⋅ 20000 ⋅ 0,2 = 48000 грн. 
З урахуванням додаткової заробітної плати: 
Сзп =Сг⋅ (1+ Kз) = 48000⋅ (1 + 0.2) = 57600 грн. 
Відрахування на єдиний соціальний внесок: 
Свід = Сзп ⋅ 0.367 = 57600 ⋅ 0,367 = 21139,2 грн. 
Амортизаційні відрахування розраховуємо при амортизації 25% та 
вартості ЕОМ – 25000 грн. 
Са = Ктм ⋅ Kа ⋅Цпр = 1.15 ⋅ 0.25 ⋅ 25000 =7187,5 грн., 
де Ктм – коефіцієнт, який враховує витрати на транспортування та 
монтаж приладу у користувача; Kа – річна норма амортизації; Цпр – договірна 
ціна приладу. 
Витрати на ремонт та профілактику розраховуємо як: 
Ср= Ктм ⋅Цпр ⋅ Кр = 1.15 ⋅ 25000 ⋅ 0.05 = 1437,5 грн., 
де Кр – відсоток витрат на поточні ремонти. 







Ефективний годинний фонд часу ПК за рік розраховуємо за формулою: 
Теф =(Дк – Дв – Дс – Др ) ⋅ tз ⋅ Кв = (365 – 104 – 8 – 16) ⋅ 8 ⋅ 0.9 = 1706.4 
годин, 
де Дк – календарна кількість днів у році; Дв, Дс– відповідно кількість 
вихідних та святкових днів; Др– кількість днів планових ремонтів 
устаткування; t –кількість робочих годин в день; Кв – коефіцієнт використання 
приладу у часі протягом зміни. 
Витрати на оплату електроенергії для другого класу напруги 
розраховуємо за формулою: 
Сел= Теф ⋅ Nс ⋅ Kз ⋅ Цен =1706,4 ⋅ 0,156 ⋅ 2 ⋅ 278,39 = 1482,14 грн. 
де Nс – середньо-споживча потужність приладу; Kз – коефіцієнт 
зайнятості приладу; Цен – тариф за 1 КВт-годин електроенергії. 
Накладні витрати розраховуємо за формулою: 
Сн= Цпр ⋅0.67 = 25000⋅ 0,67 =16750 грн. 
Тоді, річні експлуатаційні витрати будуть: 
Секз =Сзп + Свід + Са + Ср + Сел + Сн = 57600 + 21139,2 + 7187,5 + 
1437,5 + 1482,14  + 16750 = 105596,34 грн. 
Собівартість однієї машино-години ЕОМ дорівнюватиме: 
См-г = Секз / Теф = 105596,34  / 1706,4 = 61,88 грн/час. 
Оскільки в даному випадку всі роботи, які пов‘язані з розробкою 
програмного продукту ведуться на ЕОМ, витрати на оплату машинного часу, 
в залежності від обраного варіанта реалізації, складає: 
См.ч = См-г⋅T 
І. С м.ч = 56,92 • 1516,8 = 86336,2 грн. 
ІІ. С м.ч = 56,92 • 1235,52 =  70325,7 грн. 
Накладні витрати становлять 67 % від заробітної плати: 
Сн = Сзп ⋅ 0,67 
І. С накл = 216690,05 • 0,67 = 145182,33 грн. 







ІІ. С накл = 176506,38 • 0,67 =118259,27 грн. 
Отже, вартість розробки ПП за варіантами становить: 
Спп = Сзп + Свід + См +Сн 
І. С ПП = 216690,05 + 47671,81 + 86336,2  + 145182,33 = 495880,39 грн.; 
ІІ. С ПП = 176506,38 + 38831,4 + 70325,7 + 118259,27 =  403922,75 грн. 
 
Висновки до розділу 8 
В даному розділі був проведений економічний аналіз варіантів розробки 
програмного продукту та розрахунок заробітної плати розробника. З 
проведеного функціонально-вартісного аналізу можна стверджувати, що для 
розробки з урахуванням економічної ефективності більше підходить другий 
варіант.   









В результаті виконання дипломної роботи було розроблено програмний 
застосунок, завданням якого є ресеквенування біологічних послідовностей. 
Програмний застосунок включає в себе алгоритм зчитування, стандартні 
алгоритми точного пошуку підрядка в рядку, оптимізований алгоритм точного 
пошуку підрядка в рядку, простий та зрозумілий користувацький інтерфейс 
для наукового персоналу. 
Були виконані такі задачі: 
1. Були вибрані алгоритми точного пошуку підрядка в рядку, які 
швидко працюють на алфавіті з 4 літер або ті, які можуть бути 
використані для подальшої оптимізації. 
2. Розроблено і протестовано алгоритми: Чжу-Такаокі, Бойера-Мура, 
Райта. 
3. Оптимізовано та протестовано алгоритм Чжу-Такаокі. Оптимізація за 
допомогою поєднання різних евристик прискорила швидкість роботи 
алгоритму при довжині шуканого підрядка не більше ~99 символів. 
4. Спроектовано та створено програмний застосунок, який надає змогу 
використовувати такі алгоритми: алгоритм Бойера-Мура, алгоритм 
Чжу-Такаокі, алгоритм Райта, оптимізований алгоритм Чжу-Такаокі. 
Реалізація виповнена за допомогою мови програмування високого 
рівня Java.  
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Анотація. В роботі розглянуті алгоритми пошуку підрядка в рядку та 
їх використання для задач біоінформатики. Виконаний аналіз ефективності 
алгоритмів для задач точного пошуку фрагментів біологічних 
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Аннотация. В работе рассмотрены алгоритмы поиска подстроки в 
строке и их использование в биоинформатике. Выполнен анализ 
эффективности алгоритмов для задач поиска фрагментов биологических 
последовательностей. Рассмотрены алгоритм Бойера-Мура, алгоритм 
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Summary. String-searching algorithms and their use in bioinformatics are 
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exact searching for fragments of biological sequences. The Boyer-Moore algorithm, 
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Постановка проблеми.  Алгоритми пошуку підрядка в рядку знайшли 
безліч застосувань. Наприклад, вони можуть бути застосовані  для звичайного 
пошуку слова у словнику або ж пошуку фрагмента не описаної біологічної 
послідовності в референсному геномі з наступною можливістю перенесення 
опису. При застосуванні алгоритмів точного пошуку для задач 
біоінформатики необхідно враховувати деякі важливі  особливості щодо 
організації біологічних полімерів ( амінокислотних та нуклеотидних 
послідовностей). Біологічні макромолекули записані з використанням 
маленького алфавіту,  що складається з чотирьох нуклеотидів (символів) та 
формує довільний зразок біологічної послідовності. Референсна 
послідовність, як правило, має велику довжину, яка може складати мільярди 
нуклеотидів. Наприклад, геном людини записаний  3,2 мільярдами 
нуклеотидів.  Враховуючи особливості біологічних послідовностей, для задач 
пошуку підрядка в рядку необхідно використовувати ефективні алгоритми [1].
  
Аналіз останніх досліджень і публікацій. Частково питання 
оптимізації пошуку підрядка в рядку розглядалися в працях Айткулова П.Г., 
Желудкова А.В., Солдатової Г.П., Сухачева А.И та інших. 
Мета роботи. Розробити програмний застосунок, що реалізує  
оптимізований алгоритм Чжу-Такаокі для вирішення задачі пошуку 
фрагментів біологічних послідовностей в референсному геномі  
Виклад основного матеріалу. Існує велика кількість алгоритмів, що 
дозволяють вирішити задачу пошуку підрядка в рядку, найпростіший з них – 
алгоритм “грубої сили”.  Суть такого підходу полягає у покроковій підстановці 
вибраного зразка на всі можливі позиції зліва направо та порівнянні його з 
кожним сегментом послідовних символів у рядку, в якому виконується пошук 




довжина зразка. Такий алгоритм не може бути застосований на текстах великої 
довжини.  
Одним з перших алгоритмів, які ефективно використовували ресурси 
пам’яті та часу при вирішенні задачі пошуку підрядку в рядку, був алгоритм 
Бойера-Мура. Його особливостями є дві евристики та зіставлення рядків з 
кінця вікна порівняння [3].  
1. Евристика стоп-символу. 
На стадії препроцесингу створюється таблиця стоп-символів для усього 
алфавіту, який використовується у зразку. В ній позначена остання 
позиція кожного з можливих символів алфавіту в підрядку. Позначимо 
через x – шуканий зразок (підрядок), y – текст (рядок), у якому 
виконується пошук. Якщо стається невідповідність між символом 
y[i+j]=b в тексті y і символом x[i]=a підрядка x під час його підстановки 
на позицію j, то за допомогою евристики стоп-символу виконується зсув 
зразка вправо до тих пір, поки не відбудеться збіг між порівнюваними 
символами (рис. 1). 
 
 
Рис. 1. Зсув за евристикою стоп-символу.Відповідно до [4] 
 
2. Евристика збігу суфіксів. 
На стадії препроцесингу створюється таблиця суфіксів для підрядка [5]. 
Для всіх суфіксів, які зустрічаються у зразку вказується найменше 
значення відстані, на яку потрібно зсунути підрядок  вправо, щоб його 




символів тексту y, який також дорівнює v, зазначається, що для 
запобігання повторної невідповідності, символ перед v після зсуву не 
повинен дорівнювати символу, який стоїть перед v до зсуву (рис. 2). 
 
Рис. 2. Зсув за евристикою збігу суфіксів. Відповідно до [4] 
 
Часова складність алгоритму Бойера-Мура в найкращому випадку 
O(n /m). Деякі оптимізації Алгоритму Бойера-Мура гарантують часову 
складність O(n) [6]. Однією з оптимізацій, що заслуговують увагу є 
алгоритм Райта.  
Алгоритм Райта при кожній спробі спочатку порівнює останній 
символ підрядка з правим текстовим символом вікна порівняння, тоді, якщо 
вони збігаються, він порівнює перший символ зразка з лівим текстовим 
символом вікна порівняння, тоді якщо вони співпадають він порівнює 
середній символ підрядка з середнім символом у вікні порівняння. Якщо 
вони збігаються, то після цього порівнюють інші символи від другого до 
останнього, іноді порівнюючи середній символ знову. Райт зберіг 
евристику стоп-символу, але відмовився від евристики збігу суфіксів, тому 
що на практиці вона суперечить особливості роботи його алгоритму [7]. 
Цей метод є максимально ефективним  при пошуку підрядків в англійський 
текстах.  
Ще однією оптимізацією алгоритму Бойера-Мура є алгоритм Чжу-
Такаокі. Його автори помітили, що евристика стоп-символу працює не 




щоб таблиця будувалася не для одного, а для двох символів. Цеа алгоритм  
враховує евристику збігу суфіксу. 
Якщо використовувати ці методи в такому вигляді, в якому їх 
представили автори, то виконати пошук фрагменту біологічної 
послідовності, наприклад, в геномі людини, можна, але ефективність 
роботи алгоритмів  буде погіршена відсутністю оптимізації. Якщо додати 
до ефективного алгоритму ключову особливість іншого схожого і також 
ефективного алгоритму, то теоретично можна досягнути ситуативних 
покращень  в роботі нового оптимізованого алгоритму. Таким чином, було 
вирішено додати евристику порівняння останнього та першого символу 
(особливість алгоритму Райта) в алгоритм Чжу-Такаокі, але без порівняння 
середнього символу. Для подальшої оптимізації також була видалена 
евристика збігу суфіксу.  
Було створено програмний додаток з реалізацією вище описаних 
алгоритмів та їх особливостей (рис. 3).  
 





Для початку роботи необхідно завантажити файл у FASTA форматі, 
який є одним із основних форматів збереження даних біологічних 
послідовностей. Після цього необхідно ввести підрядок для пошуку та 
вибрати один з алгоритмів для використання. В результаті роботи 
алгоритму можуть бути отримані  індекси позицій, починаючи з яких, 
символи підрядка повністю співпадають з символами рядка. Для 
проведення аналізу також були додані показники часу виконання 
алгоритму (рис. 4). 
 
Рис. 4. Приклад роботи програми 
 
Дані для аналізу були отримані після пошуку на геномі E. Coli. 
Результати роботи алгоритмів наведені в таблиці 1. Кожен алгоритм був 
протестований 50 разів на алфавіті в 4 символи (аденін, гуанін, цитозин, 
тимін) та на підрядках довжини в 4, 8, 16, 32, 64, 128 та 256 нуклеотидів.  В 




алгоритмів, що вимірювались у секундах. Також ці показники візуалізовані 























БМ 0,0182 0,0153 0,0144 0,0121 0,0102 0,0095 0,0085 
Райта 0,0221 0,0242 0,0251 0,0254 0,0672 0,1267 0,2359 
Чжу-Такаокі 0,0112 0,0084 0,0074 0,0061 0,0059 0,0059 0,0057 
Оптимізований 0,0098 0,0059 0,0055 0,0049 0,0051 0,0062 0,0064 
 
 
Рис. 5. Часові показники роботи алгоритмів 
 
Отримані результати показують переваги та недоліки використання 
евристик алгоритму Райта в алгоритмі Чжу-Такаокі. Оптимізований алгоритм 
домінує на довжинах підрядка в 4, 8, 16, 32 та 64 нуклеотидів, але при 
збільшенні зразку до розміру в 128 нуклеотидів він починає здавати свої 
позиції. Звичайні алгоритми Чжу-Такаокі і Бойера-Мура більш стабільні на 
великих довжинах але алгоритм Райта, як і передбачалося, не може бути 
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Висновки. У роботі були досліджені та проаналізовані 4 алгоритми 
пошуку підрядка в рядку. Оптимізований алгоритм Чжу-Такаокі ефективно 
працює на невеликих довжинах зразків (приблизно, до 100 символів), що може 
допомогти при діагностуванні однонуклеотидних поліморфізмів у біологічних 
послідовностях. Це зумовлено тим, що  евристика порівняння першого та 
останнього символів втрачає ефективність на великих послідовностях. Серед 
розглянутих алгоритмів, для задач пошуку підрядка в рядку, довжина якого 
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