Phase separation of soluble proteins into insoluble deposits is associated with numerous 49 diseases. However, protein deposits can also function as membrane-less compartments for 50 many cellular processes. What are the fitness costs and benefits of forming such deposits in 51 different conditions? Using a model protein that phase separates into deposits, we distinguish 52 and quantify the fitness contribution due to the loss or gain of protein function and deposit 53 formation in yeast. The environmental condition and the cellular demand for the protein 54 function emerge as key determinants of fitness. Protein deposit formation can lead to cell-to-55 cell differences in free protein abundance between individuals. This results in variable 56 manifestation of protein function and a continuous range of phenotypes in a cell population, 57 favoring survival of some individuals in certain environments. Thus, protein deposit 58 formation by phase separation might be a mechanism to sense protein concentration in cells 59 and to generate phenotypic variability. The selectable phenotypic variability, previously 60 described for prions, could be a general property of proteins that can form phase separated 61 assemblies and may influence cell fitness. 62
The exposure of certain polypeptide segments in a protein to the solvent can trigger a 65 process in which proteins phase separate into macromolecular assemblies (Veis, 2011) polypeptide segment whose biochemical activity can be essential, non-essential or toxic for 155 the cell. We chose the endogenous yeast enzyme orotidine-5'-phosphate decarboxylase 156 (Ura3p) involved in the production of pyrimidine nucleotides and widely employed for 157 positive and negative selection (Seiple et al, 2006) (Figure 1C) . Ura3p activity is essential in 158 yeast cells that are grown in the absence of uracil. However, Ura3p activity is non-essential 159 when grown in the presence of uracil. Furthermore, Ura3p activity is toxic in the presence of 160 an alternative substrate named 5-fluoroorotic acid (5FOA), as it leads to the production of a 161 toxic compound (5-fluorouracil, 5FU) leading to cell division arrest and cell death (Seiple et (e.g. a non-foci forming variant). However, the different soluble variants are not always 174 completely soluble in yeast, since after fractionation they are still found in the insoluble part 175 and they form deposits in some of the stress environments investigated in the current work 176 (Villar-Pique & Ventura, 2013). Hence, we decided that the addition of a soluble variant of 177 Aβ42 will not be a suitable control for generating the soluble version of Ura3p. We also 178 decided against fusing another soluble protein with a length similar to Aβ42 but with a 179 different sequence because URA3-GFP fusion is already a large protein and the inclusion of a 180 "random" short soluble peptide sequence might not affect the cost significantly. 181
We integrated the two chimeric genes (Ura3p sol and Ura3p agg ) into a stable genomic 182 region (TRP1 locus) to ensure steady expression in multiple generations. We included an 183 inducible promoter (GAL1) to control transcription and guarantee expression under different 184 environments (Material and Methods, Appendix Figure S2 ). Their integration in the S. 185 cerevisiae genome resulted in two strains (URA3 sol and URA3 agg ) with the same genomic 186 10 protein varies in the different environment, the measured selection coefficient does not differ 292 much when Ura3p is not essential (Figure 3B , second plot; grey dots). When Ura3p is 293 essential or toxic, the fraction of free protein in the different environments and the selection 294 coefficient tend to vary considerably ( Figure 3B , second plot; purple and orange dots). In 295 addition, we find that the magnitude of effect for the cost of deposit formation (α) is 296 considerably lower than the effects associated with protein function, both with loss of 297 essential enzymatic activity (β) and gain of protection against the toxic activity (γ) in the 298 different environments (Figure 3B , third plot). These observations quantify and reflect the 299 essentiality and lethality associated with the biochemical reaction catalyzed by Ura3p. 300
Moreover, whereas the cost of deposit formation remains relatively stable in the different 301 environments (Figure 3B , fourth plot; grey dots), the fitness cost/benefit associated with 302 reduced Ura3p activity varies significantly in different environments. Thus, in certain 303 environments the amount of free Ura3p is more important for cell fitness than in others (e.g. 304 37°C and 25°C, without uracil, Figure 3B , second plot). In line with this observation, the 305 environments with higher average absolute selection coefficient (Figure 3C , darker blue) tend 306 to have lower average apparent free protein in the URA3 agg strain (Figure 3C , lighter green; 307
Pearson Correlation Coefficient = -0.64). 308
Due to the modular nature of the designed protein, a change in the environment can: 309 (i) affect the phase separation process (e.g. higher temperature can accelerate deposit 310 formation (de Groot & Ventura, 2006) and/or (ii) affect the activity of Ura3p, for instance by 311 enhancing protein folding (e.g. presence of the chemical chaperone proline (De Los Rios & 312 Goloubinoff, 2012) or misfolding (e.g. higher levels of oxidative stress). Interestingly, 313 environments that affect protein folding and hence Ura3p activity can directly influence the 314 supply of nucleotides in a cell ( Figure 3D) . Moreover, the environment can also affect the 315 cellular state, the growth rate and cause changes in the cellular demand for Ura3p activity 316 (e.g. low temperature reduces speed of cell division, hence DNA replication and, thus, rate of 317 nucleotide consumption; Figure 3D , right panel). In this context, it has been demonstrated 318 that the growth rate affects cell fitness and the sensitivity to environmental stresses; for 319 instance, rapidly growing cells tend to be more sensitive to antibiotics than slow growing or 320 stationary cells (Berney et al, 2006; Lu et al, 2009 ). Thus, specific environments can 321 influence protein folding, and hence the total amount of free/deposited protein, as well as 322 modulate the cell state by influencing the supply/demand for a particular biochemical activity 323 ( Figure EV4 ). In this way, different environments can modulate the magnitude of the fitness 324 costs and benefits of sequestering Ura3p agg in deposits. 325 11 Overall, these results help explain why the phase separation of a single protein can 326 lead to different selection coefficients in the different environments. Specifically, in our 327 model protein, cell fitness primarily relies on the balance between the supply/demand of 328
Ura3p activity and to a much lesser extent on the cost of deposit formation. This means that 329 when uracil is present in the media, the cell does not require Ura3p (no demand). Hence a 330 change in the amount (free/deposited) or quality of this enzyme (active, folded/inactive, 331 misfolded) in a specific environment does not affect cell fitness significantly. In agreement 332 with this possibility, in these environments, there is no correlation between the fraction of the 333 deposited protein (or free protein) and the selection coefficient ( Our experiments were performed with a 1:1 population (URA3 agg :URA3 sol ), grown in 347 an exponential phase and with no resource limitation. However, in nature, variants that can 348 form phase separated structures arise sporadically in an already growing population, possibly 349 in more severe conditions (Newby & Lindquist, 2013 Table S1 ), we followed 355 how an individual that carries a protein prone to form deposits is selected for, or against in a 356 cell population in diverse scenarios. From the simulations, we infer that in a stable 357 environment and when deposit formation is beneficial, the variant can become a dominant 358 member of the population (i.e. more than 50%) within ~50-5000 generations (Figure 4B Table S2 ). As expected, if protein phase separation is 360 detrimental to cell fitness in an environment, the variants containing the protein that form 361 deposits never achieve population frequencies higher than the starting condition, and get 362 "diluted" with time ( Figure 4C , orange color spectrum). 363
In nature, however, the growth environment can fluctuate more or less rapidly over 364 time (e.g. day/night cycles affect growth temperatures daily) (Newby & Lindquist, 2013) . 365
This means that an individual with a protein variant that can phase separate can be selected to 366 different extents as determined by the sequence/history of environments (S h Figure S3 ). Under standard growth conditions (in which 386 both strains present similar transcript levels, see Figure EV2 ), we find that the cell-to-cell 387 variation in protein abundance is higher for URA3 agg compared to URA3 sol irrespective of 388 whether Ura3p activity is essential, non-essential or toxic (as measured by the coefficient of 389 variation; CV=100·σ/μ; ratio of the standard deviation to the mean abundance; Figure 5B ). 390
However, if we focus just on one genotype, regardless of URA3 sol or URA3 agg , we obtain 391 higher noise when uracil is added. This is consistent with the current view that the maximum 392 population variance is achieved under conditions with no selection (Thompson & Cubillos, 393 2017) . Interestingly, the cell-to-cell variation in protein abundance is higher in the deposits 394 compared to the cytosol for URA3 agg irrespective of whether Ura3p is essential, non-essential 395 13 or toxic ( Figure 5C ). These data suggest that the extent of protein deposit formation by phase 396 separation can modulate the abundance of free/active protein in a cell ( Figure 5D ). We find 397 that when Ura3p activity is essential or toxic, on average, cells with a higher fraction of 398 phase-separated protein are selected against (i.e. higher free protein is selected for) or for (i.e. 399 less free protein is selected for), respectively ( Figure 5D ). When Ura3p is not essential, the 400 average foci size is in between what is observed for the other two growth media, suggesting 401 no obvious selection for foci size (or free protein) ( Figure 5C) In conditions where Ura3p activity is toxic, we observe that cells are elongated, tend 407 to be larger and display cell division problems ( Figure 5E ). This is consistent with the fact 408 that in the presence of 5FOA, free/active Ura3p produces 5FU and leads to cell cycle arrest 409 during DNA synthesis ( Figure 5F ) (Seiple et al, 2006) . Since the formation of phase 410 separated structures reduces the amount of free/active protein (Figure 5D ), individuals with 411 larger amount of protein in deposits (F FOCI > 70% F TOTAL ) will have little free protein, and 412 display less Ura3p activity ( Figure 5G) , and hence should less often exhibit cell cycle arrest. 413
Similarly, individuals with smaller amount of protein in deposits will display higher Ura3p 414 activity ( Figure 5G) , and hence should more often exhibit cell cycle arrest. In line with this 415 expectation, we observe that within the same population, individual cells with more protein 416 recruited into phase separated deposits tend to have less free protein after normalizing for cell 417 area ( Figure 5H ). Furthermore, DNA quantification reveals that cells with more protein in 418 phase separated deposits tend to display cell cycle arrest less often compared to those with 419 less protein in deposits ( Figure 5I) . Indeed, in conditions where Ura3p activity is not 420 essential no cell cycle arrest is observed ( Figure 5J) . 421
Taken together, our results suggest that the cell-to-cell variability in the extent of 422 protein phase separation can lead to variability in the abundance of free, functional protein, 423 which in turn can generate a phenotypic continuum in a genetically identical cell population 424 ( Figure 6A ). It should be noted that depending on the molecular structure and the properties 425 of the phase separated assembly (e.g. insoluble deposits or liquid droplets), one could find an 426 opposite behavior where enzyme activity may be higher within certain types of phase 427 separated structures (Shin & Brangwynne, 2017) . Nevertheless, such phenotypic diversity, 428 induced by variable protein phase separation, can provide a selective advantage under certain 429 conditions and could enhance the likelihood of survival of some individuals from a population 430 14 after an environment alteration. Similar benefits have been attributed to the prion 431 conformational switch. An important difference, however, is that in the latter case, instead of 432 generating a phenotypic continuum, the emergence of different prion strains framework to decouple the fitness cost and benefit of protein phase separation, and the 466 associated loss/gain of protein function in different environments. Overall, the data suggests 467 that, in our system, yeast cells can tolerate and are adapted to intracellular protein phase 468 separation of the model protein that we have designed. In future, this modular architecture can 469 be adapted to assess the specific contribution of different types of phase separation promoting 470 sequences on cell fitness. In our system, the effect on fitness is primarily driven either by the 471 loss and/or gain of protein function as a consequence of sequestering the 472 free/active/functional protein into insoluble deposits (Figure 3C) . Furthermore, the 473 environment can modulate the consequences of protein phase separation in strains with the 474 same genomic background, enabling situations where protein deposit formation is either 475 beneficial or detrimental to fitness (Figure 2C) . These results indicate that the interplay 476 between the protein state (e.g. soluble or deposited) and the functional demand placed by the 477 cell defines the overall effect of protein phase separation on cell fitness. It also highlights that 478 the specific growth environment is a key determinant of the effect of phase separation on cell 479 fitness. Using computational simulations, we further showed that the frequency and 480 persistence of a phase separation-prone variant within a population is determined by the 481 history of environments experienced by this population (Figure 4G) . In fact, it has been 482 observed in nature that the history of environments (memory) can be 'encoded' by cerevisiae and, according to our previous studies, its expression has almost no effect on yeast 626 growth, at least under optimal grow conditions (Sanchez de Groot et al, 2015; Villar-Pique & 627 Ventura, 2013). Consistent with this, it is worth emphasizing that we measured no significant 628 difference in growth that was associated with the addition of Aβ42 in conditions where 629
URA3p is non-essential and no stress is introduced (Figure 2) . An alternative strategy to 630 induce the phase separation of Ura3p could be the alteration of its sequence with the aim to 631 destabilize the protein and to induce foci formation. However, this mutant variant can also 632 affect Ura3p structure and enzymatic activity, increasing the complexity of the system and 633 making it more difficult to determine the origin of the cell fitness alterations. We also 634 considered the addition of a less aggregation prone Aβ42 peptide, however all point mutations 635 Figure 1D) . By comparing the overall cell fitness 646 upon expressing these two constructs, we obtain the fitness effects of cells expression the 647 phase separated Ura3p agg . It is worth mentioning that the obtained phenotype is not that of a 648 full null strain. The microscopy images demonstrate that there is still cytosolic fluorescence in 649 the Ura3p agg strain (Figure 5 and Figure EV1) . These data suggest that the fitness effects 650 associated with deposit formation of Ura3p are smaller than those obtained with a true 651 auxotroph (Mulleder et al, 2012) . 652
For the mathematical modelling of this system (see selection coefficient calculation) 653
we have considered some generalizations for the analysis of the different parameters 654 influencing the phase separation event and its effect on cell fitness. We have subtracted the 655 protein exchange between the phase-separated assembly and the surrounding milieu from our 656 analyses based on two experimental observations. First, FRAP analyses show that Ura3p agg 657 forms a stable, non-dynamic deposit similar to IPODs (Figure EV3) . Second, our analyses 658 are done keeping the culture at exponential phase and after long expression times (from 18 659 hours to 3 days). This set up allows Aβ42-GFP deposits to reach an equilibrium in which 660 21 most cells contain just one big focus (see Figure 5 ) and the amount of protein 661 synthesized/degraded appears to be constant (Morell et al, 2011) . Thus in these conditions we 662 consider that the cells reach a "population equilibrium" in which some properties of the 663 Under the microscope Ura3p sol seems homogeneously distributed throughout the 672 cytosol whereas part of Ura3p agg is accumulated in to foci. It has been reported that not all the 673 protein in the soluble fraction is active (e.g. soluble oligomers) and that not all the aggregate 674 protein is inactive (i.e. fluorescence into foci) (Villar-Pique & Ventura, 2013). However, at 675 least in our system, due to the static nature of the analyzed foci, the Ura3p recruited in them 676 will have limited access to its substrate (irrespective of its conformation and functional state). 677
In addition, theoretically, the free Ura3p should have less constraints to acquire a correct fold 678 than the protein located in the foci (Morell et al, 2011) . Overall, based on these premises, we 679 assume that the protein located in the cytosolic fraction is more active and accessible to 680 substrate than the protein located in the assembly ; so, we consider that the residual activity 681 located in the foci is negligible. It should be noted that depending on the nature of the phase 682 separated structure (e.g. liquid droplets), one could find an opposite behavior where enzyme 683 activity may be higher within certain types of phase separated structures (Shin & 684 Brangwynne, 2017) . 685 686
Media composition and environmental conditions 687
In all the assays, the strains were grown in SD -HIS media containing a mixture of 688 sugars and amino acids. Since protein concentration is a critical factor for foci formation, to 689 guarantee high levels of expression we measured the effect of Galactose concentration (the 690 inducer) on URA3 sol expression by monitoring the GFP fluorescence using flow cytometry 691 (Appendix Figure S2D) . Maximum levels of expression were obtained between 0.5 and 2%. 692
Below 0.5% of Galactose, the fluorescence declines abruptly, so we chose 1% as a reliable 693 concentration to keep high levels of induction. To obtain a fresh culture before inducing 694
Ura3p expression, single colonies were picked and grown overnight in 2% Glucose. This 695 22 culture was employed to inoculate SD -HIS 2% Raffinose and growth during six hours. Then 696 it was inoculated in fresh media with 2% Raffinose and 1% Galactose. SD -His -Ura was 697 employed to test the essentiality of Ura3p. SD -His with uracil and 5FOA (Zymo Research) 698 was used to analyze the phase separation effects of a toxic Ura3p activity. 699
In all cases, the media was adjusted to pH 4.5 to ensure (when required) the 5FOA 700 permeability. To test different environments, the different compounds were added before the 
Confocal microscopy 715
Cells were grown at exponential phase with 1% Galactose and the corresponding 716 environmental condition for 18-20 hours before acquiring the images. The images were 717 acquired with a Zeiss710 (Carl Zeiss) with an objective of 63x, an excitation laser of 488 nm 718 and emission window between 581 nm and 750 nm. The cells expressing soluble Ura3p 719 (Ura3p sol ) display fluorescence that is homogeneously distributed through the cytoplasm 720 whereas the cells that additionally express the Aβ (Ura3p agg ) showed fluorescence in foci. At 721 least 100 cells were captured for each strain and environment. For the propidium iodide assay, 722 the fluorescence was excited with 561 nm and the emission was collected between 566 nm 723 and 719 nm. 724 725
Image processing 726
All the images were processed with Fiji (ImageJ). For each cell the program measured 727 the cell area, the cytosolic fluorescence and the fluorescence contained in the aggregates. A 728 macro was created to perform these measures automatically. The parameters of this macro for 729 a whole cell analyses the presence of elements with: i) a fluorescent intensity between 20 and 730 23 255 a.u., ii) an area (size) between 8 and 50 μ m 2 and iii) a circularity between 0.25-1. To 731 detect foci, a mask was generated including the elements with a fluorescent intensity between 732 40 and 255 a.u. and an area between 0.2 and 10 μ m 2 . For the cells expressing Ura3p agg , the 733 fluorescence from the foci was subtracted from the total fluorescence to obtain the amount of 734 soluble protein in each cell. The cell size analysis shows a positive correlation with the foci 735 size (Appendix Figure S3) , probably due to aging and yeast asymmetric division, which 736 retains proteins deposits in mother cells (that tend to bigger) producing clean daughter cells 737 (that tend to be smaller) where there protein assembly has to start de novo (Coelho et al, 738 2014). For the propidium iodide assay, we adapted the macro to additionally measure the 739 fluorescence in the propidium iodide channel for each element detected. 2.5% 2-mercaptoethanol (w/w) was added to both fractions and then incubated at 100°C. To 752 separate the proteins, 5 ml of the total fraction and 10 ml of soluble or insoluble fractions 753 were eluted into a precast NOVEX NuPAGE 4-12% gels in denaturing conditions. The 754
Invitrogen iBlot system was used to transfer proteins to PVDF membranes. After blocking, 755 membranes were incubated overnight at 4°C with anti-GFP rabbit antibody (Santa Cruz sc-756 8334) or anti-PGK1 mouse antibody (Novex 459250) diluted 1:1,000 and 1:10,000 757 respectively. Secondary incubation with anti-Protein G HRP conjugated (Millipore 18-161) at 758 1:10,000 was performed at RT during one hour. Images were taken with a Amersham Imager 759 600. ImageJ 2.0.0-rc-48 software was used to quantify protein bands. 760 761
In vivo half-life measurement 762
Yeast cells were grown for 18 h in media with 2% Raffinose and 1% Galactose. 763
Protein production was then stopped by cleaning the cells and changing the media to SD -HIS 764 with 2% Glucose. All samples were adjusted to the same concentration before monitoring the 765 24 turbidity (absorbance, 600 nm) and fluorescence (excitation 480 nm, emission 510 nm) with a 766 TECAN infinite 200. Samples were agitated during 10 seconds before each measurement and 767 during 450 seconds between time points. The fluorescence was measured as the ratio between 768 fluorescence and turbidity at every time point. To calculate the ratio of fluorescence loss, the 769 data were fitted to a Boltzmann's sigmoid with GraphPad PRISM 5 software (GraphPad 770 Software). 771
772

Competition experiments 773
Cells pre-induced with 1% Galactose were grown in SD -His overnight and then 774 inoculated into fresh media for 4 hours to reach exponential phase. Then the OD 600nm of the 775 cultures was measured and the two strains were mixed in equal concentration (1:1) and this 776 mixture was employed to inoculate the different media. At this point, we took a sample for 777 time 0. At least two different duplicates of each culture were analyzed. The cells were kept at 778 exponential phase to guarantee a stable duplication time and to minimize the number of old 779 and dead cells. For each culture, samples were collected at six different time points (0h, 17h, 780 34h, 51h, 58h, 75h, 82h). At each time point the cells were centrifuged and the genomic DNA 781 was extracted. After taking the samples, a dilution was performed to maintain the cultures at 782 OD 600nm between 0.005 and 0.6. 783
To quantify the proportion of each strain, a pair of oligos (solF/solR and aggF/aggR) 784 was designed to obtain a specific product close to 100 bp (Appendix, Vectors and Primers). 785
The oligos to quantify URA3 sol anneal between URA3 and GFP. For URA3 agg , the primers 786 anneal specifically to the Aβ sequence. The specificity and efficiency of each pair of oligos 787 was tested against the plasmids containing the inserted cassettes (Figure EV2) . A control 788 PCR with an empty plasmid (TRP start) produced no amplification product. For each qPCR 789 assay, two standard slopes of plasmids encoding for Ura3p sol and Ura3p agg (pESC-URA and 790 TRP-URA-AB vectors) were included in the same plate to correct for PCR efficiency and 791 measure the number of gene copies (Figure EV2) . The Δ Δ CT method was employed to 792 analyze each qPCR reaction (Teste et al, 2009 ). Log 2 of the ratio of the strains 793 (URA3 agg /URA3 sol ) was plotted. The resultant slope corresponds to the difference between 794 the growth rates of the two strains. 795
Before the optimization of the above-described method of growth measurement we 796 also tried to implement other approaches previously reported as highly efficient to measure 797 the effects of protein misfolding on cell fitness (Geiler-Samerotte et al, 2011). However, 798 several experimental problems appeared after altering the environmental conditions. For 799 example, we were not able to follow by flow cytometry the competition between yeast strains 800 25 expressing a soluble and insoluble protein variant tagged with different fluorescent markers 801 (i.e. YFP and GFP) at 37ºC or 0.5 mM H 2 O 2 . The extreme growth conditions employed 802 influenced the marker's folding and fluorescence spectrum, impeding the correct 803 identification of the populations. 804 805 Doubling time 806 URA3 sol and URA3 agg were grown separately in 96 well plates. The turbidity 807 (OD 600nm ) and fluorescence (450 nm excitation & 510 nm emission) were recorded at 72 808 hours with a Tecan Infinite M200 Pro. Before starting the assay, the cells were pre-induced 809 with SD -His 2% Raffinose 1% Galactose overnight and then incubated in fresh media for 4 810 hours to reach exponential phase. The time course assay was started with an OD 600nm of 0.02 811 (Cary50 Bio). A spline interpolation approach was applied with the RStudio program to 812 measure the slope of each growth curve, resulting in the doubling time τ (Appendix Table  813 S2). 814 815
Selection coefficient calculation 816
The selection coefficient is defined as in Chevin (Chevin, 2011): 817
(1) 818 where P is the proportion of a certain strain in the population, N agg is the number of 819 cells of URA3 agg and N sol is the number of cells of URA3 sol at time t. 820
The proportion of each strain at a certain time point is: 821
(2) 822 where N 0 is the initial concentration (concentration at time 0) and ω is the growth rate. 823
The measurement could be simplified using the base two logarithm and adding the difference 824 between the growth ratio of the two strains, which can be obtained from the competition 825 experiments: 826 The doubling times (τ) employed in the simulations were interpolated from the 835 selection coefficient values (S) and the experimentally measured doubling times of URA3 sol 836 (the wild-type) (see Appendix Table S1 and Appendix Table S2 ). 837
To simulate the time evolution of the mutant fraction in a mixed population, we 838 started with a mixed population consisting of one mutant cell (URA3 agg ) and 10 6 wild-type 839 cells (URA3 sol ). In the simulation, we used the logarithmic scale to handle large numbers, but 840 the final numbers were converted to linear scale whenever needed. We used an Euler 841 integration scheme (with Δ t = 60 min) to numerically calculate number of cells, N ሺ t ሻ , at any 842 given time,
where τ is the doubling time (τ=1/ϖ). To simulate alternating environments, we used 847 the same integration scheme as above, but the doubling times were re-assigned to match a 848 specific environment, i.e. every 12 hours. All simulations were performed in MATLAB. For a particular environment, we consider α to remain the same irrespective of 868 whether Ura3p is non-essential, essential or toxic (i.e. when grown in +Uracil, -Uracil or 869 +5FOA). In conditions where Ura3p activity is neither essential nor toxic we consider that 870 there is no loss or gain of function and that the differences between URA3 agg and URA3 sol are 871 a consequence of the phase separation process. Thus, the cost of protein deposit formation due 872 to phase transition could be expressed as: 873 The three effects can be integrated in one general equation that could be applied for 894 any of the environments and Ura3p role (essential, non-essential, toxic) analysed (Figure 3) : 895 and Primers). The mRNA of a reference gene (ALG9) was measured to normalize the data. 909
The primers to amplify this gene were obtained from Teste et al. (Teste et al, 2009 
