Quantum light sources are key building blocks of photonic quantum technologies. For many applications, it is of interest to control the arrival time of single photons emitted by such quantum devices, or even to store single photons in quantum memories. In situ electron beam lithography is applied to realize InGaAs quantum dot (QD)-based single-photon sources, which are interfaced with cesium (Cs) vapor to control the time delay of emitted photons. Via numerical simulations of the light-matter interaction in realistic QD-Cs-vapor configurations, the influence of the vapor temperature and spectral QD-atom detuning is explored to maximize the achievable delay in experimental studies. As a result, this hybrid quantum system allows to trigger the emission of single photons with a linewidth as low as 1.54 GHz even under non-resonant optical excitation and to delay the emission pulses by up to (15.71 ± 0.01) ns for an effective cell length of 150 mm. This work can pave the way for scalable quantum systems relying on a well-controlled delay of single photons on a time scale of up to a few tens of nanoseconds.
Introduction
Light-matter interaction in atomic vapors is a very attractive resource for applications in future quantum communication technologies. [1, 2] It is particularly interesting for the realization of quantum memories with long storage times. [3, 4] In addition, it can be used to frequency-lock single-photon sources with sub-GHz accuracy in large-scale quantum networks relying on entanglement swapping between different sources with identical emission wavelengths. [5] Controlling the propagation of single DOI: 10.1002/qute.201900071 photons and the storage of quantum information are highly relevant to facilitate, for instance, the development of powerful quantum computers in the near future. [6] Moreover, to build large-scale quantum networks based on quantum repeater protocols, [1, 7, 8] network nodes are necessary to locally store the information encoded on single photons acting as flying qubits. [8, 9] In this context, the generation of slow light by means of light-matter interaction in an atomic ensemble of alkali atoms has been known for several decades. [10] Only recently, advances in the development of quantum light sources have made it possible to combine the underlying physical principles and device functionalities in the form of hybrid quantum systems. Nowadays, self-assembled semiconductor quantum dots (QDs) allow one to realize close-to-ideal triggered sources of single and indistinguishable photons. [11] [12] [13] Furthermore, advanced semiconductor nanotechnology platforms facilitate the deterministic integration of pre-selected QDs into photonic components with precisely engineered optical properties for instance in terms of the photon extraction efficiency. [12] [13] [14] Even the integration of alkali gases in photonic microstructures on a chip has been demonstrated in the past. [15] However, interfacing QDs with atomic vapors to form hybrid quantum systems with enhanced functionality, such as singlephoton delay and photon storage, is highly challenging due to the intrinsic bandwidth mismatch between the two components and because of the precise spectral matching required to enable pronounced and reproducible light-matter interaction. While initial steps in this direction have already been taken, [4, 16] storing individual quantum states in dilute vapors of alkali metals has not been mastered yet. Therefore, in order to establish the necessary technology and experimental techniques and to explore the underlying physics, it is useful to investigate single-photon time delay in a more accessible setting, namely by interaction with transitions in cesium (Cs) atoms with large dispersion. [17] [18] [19] In our work, we aim at well-controlled light delay in a hybrid solid-state atom system based on a deterministically fabricated QD single-photon source (SPS). Deterministic process flows are undoubtedly of utmost importance when considering the future transfer of quantum technological concepts into largescale practical applications, which require many precisely engineered and fabricated quantum devices. For this purpose, we Figure 1 . Schematic view presenting the deterministic fabrication of QD-microlenses by means of 3D in situ EBL: (From left to right) First, the sample, coated with an electron-sensitive resist (CSAR), is mapped at 10 K at a low electron dose of 2.5 mC cm −2 and the spatially and spectrally resolved cathodoluminescence signal is detected by a high-resolution grating spectrometer. In the following 3D in situ EBL process step, a lenticular dose profile is introduced into the resist at a higher dose of up to 17 mC cm −2 over selected QDs with suitable emission wavelength and emission intensity. Here, the electron dose is chosen to invert the resist locally, that is, to make it insoluble at the QD position. Afterward, the soluble resist is removed in the cleanroom using the developer methylisobutylketone (MIBK), so that the remaining resist (forming a microlens) above selected QDs acts as etch mask. In this way, the lens-profile can be transferred into the semiconductor material by the final inductively coupled plasma reactive-ion etching (ICP-RIE) step.
apply 3D in situ electron beam lithography (EBL) to pre-select and integrate bright InGaAs QDs with Cs-D 1 compatible wavelengths into microlenses with enhanced photon extraction efficiency. Numerical simulations are applied to determine optimum experimental and operation parameters for interfacing a QD SPS with dilute Cs vapor in a cell with variable temperature. Selecting the most suitable QD-atom detuning in the spectral range of minimum absorption in between the hyperfine-split components of the Cs-D 1 line we achieve complete normalized delays of up to (1.05 ± 0.01) ns cm −1 , which translates to an absolute delay of (15.71 ± 0.01) ns for a cell with an optical path length in Cs vapor of 150 mm and a temperature of 132.5°C.
Sample Technology
The goal to interface QDs and atomic vapors with dissimilar optical properties, for instance in terms of transition linewidths, sets stringent demands on the quality and emission features of the solid-state-based single-photon emitters. First, the spectral detuning between the emission from the quantum emitter and the transitions of the atomic ensemble needs to be controlled precisely with sub-GHz accuracy. Secondly, spectrally narrow emission lines on a scale of GHz are required to ensure a complete pulse delay, [18, 19] as we discuss below in more detail. Therefore, we designed and epitaxially grew a semiconductor heterostructure that includes a single layer of self-assembled InGaAs QDs as active medium. The wavelength of the QD ensemble emission band is centered at approximately 914 nm with a full-width at half-maximum (FWHM) of 30 nm. The heterostructure includes an AlGaAs/GaAs distributed Bragg reflector (DBR) consisting of 23 mirror pairs followed by a 63 nm GaAs buffer layer, the InGaAs QD layer with an areal density of ≈20 µm −2 , and a GaAs capping layer with a thickness of 400 nm.
The 400 nm thick GaAs capping layer allows us to realize monolithic GaAs microlenses on top of pre-selected QDs by means of in situ EBL, as we describe in the following. The microlenses, together with the lower DBR mirror, enhance the photon extraction efficiency of the embedded QDs from less than 1% for a simple planar structure to about 30% for an NA of 0.4. [12, 20] The associated (broadband) enhancement of emission increases the single-photon flux and is thus very helpful for the envisaged QD-atom coupling experiments. Here, emission enhancement is of particular importance at elevated temperatures of the Cs vapor where high single-photon delays can be achieved at the cost of increased optical absorption. The deterministic QD-microlens fabrication is based on the powerful 3D in situ EBL technique, [21] as described in Figure 1 . It uses a scanning electron microscope equipped with a helium (He) flow cryostat, an elliptical mirror, and a high-resolution spectrometer to perform cathodoluminescence (CL) spectroscopy at 10 K. Additionally, it includes a pattern generator with an extended home-built software kit allowing for joint operation and synchronization between CL spectroscopy and EBL. Based on this customized system, the deterministic fabrication process starts with CL mapping of about 50 µm × 50 µm write fields of the above-described QD-sample to identify suitable QDs based on their emission intensity and wavelength, which are required to match the target transitions of the Cs vapor near the D 1 line at 894.59296 nm in vacuum. [22] Prior to the in situ EBL process, the sample is spin-coated with an 85 nm thick layer of CSAR resist, which is exposed homogenously during the CL mapping by an electron beam dose of 2.5 mC cm −2 . Directly after CL mapping, the EBL software automatically selects suitable QDs within the target wavelength of (894.6 ± 0.5) nm. The electron beam is directed to the respective QD positions, where microlenses with a numerically optimized base width of 2.8 µm are written in the resist by varying the dose from 17.0 mC cm −2 at the center of the microlens to 4.5 mC cm −2 at its edge. In this way, the resist gets locally inverted so that it becomes insoluble in the subsequent development process which is performed at room temperature in the cleanroom after sample transfer. The resulting microlenses of resist material are aligned to the preselected QDs (about 3-5 QDs per write field) with 30-40 nm accuracy [23] and act as etch masks in the final plasma enhanced reactive ion etching step. In this highly anisotropic etching process, the uncovered semiconductor material is removed (including the QD layer in the write fields). The EBL written lens profile is transferred into the semiconductor material so that we obtain GaAs microlenses, each with single monolithically integrated pre-selected QDs with a process yield exceeding 90%. The resulting QD-based single-photon sources are well suited to explore the QD-atom interaction and temporal delay in Cs vapor as we experimentally show in Section 3.2.
Interfacing Single Photons with Atomic Vapor
To understand the influence of dense Cs vapor on the optical properties of a propagating light pulse, it is necessary to describe the macroscopic response of matter to an incident electromagnetic wave. In the case of an optically thin non-polar gas, this description can be done by considering its electrical susceptibility. The susceptibility of the gas is strongly frequency dependent in the region of the intra-atomic transitions, which is discussed in Section 3.1. In Section 3.2, we perform numerical simulations to study wavelength dependent light-matter interaction effects in a diluted gas of Cs atoms. Subsequently, the theoretical results are compared to an experimentally observed controllable delay of light pulses from a QD-microlens.
Electric Susceptibility
The high interest in alkali atoms, and vapors thereof, in quantum nanophotonics is explained by their well-defined and comparatively simple energy-level scheme. This simplifies the theoretical description of the associated light-matter interaction and is beneficial for well-controlled experiments to explore and utilize this interaction. In fact, of all multi-electron atoms, alkaline elements are most similar to hydrogen, resulting in a simple energy-band diagram with distinct spectrally separated absorption lines.
Concerning the present experiment, only transitions within the non-degenerated energy level 6s 1 of Cs are of relevance. The optical response of a dilute thermal vapor of Cs atoms to a propagating electromagnetic wave is given by its complex refractive index n c , which can be derived in a textbook like manner from the weak-probe electric susceptibility given by
The electric susceptibility of an ensemble of Cs atoms is then calculated numerically using ElecSus, [24] which considers temperature dependent Doppler-and self-broadening. The susceptibility is directly proportional to the number density of Cs atoms, which increases almost exponentially with temperature. Figure 2a shows an example of the real part of the refractive index n and the absorption coefficient of Cs vapor for a temperature of 100°C. The refractive index is approximately one for strong detuning from the D 1 resonance frequency and shows the typical dispersion line-shape associated with anomalous dispersion for all four transitions of the hyperfine structure (see Figure 2b ). Based on the refractive index, it is possible to calculate the group velocity
where c is the speed of light and the angular frequency. [25] Considering Equation (2), it is obvious that in areas where the refractive index has a large positive gradient, a low group velocity-and thus a large delay-is to be expected as desired for many target applications in photonic quantum technology. Figure 2c shows the corresponding group velocity for various temperatures. The smallest group velocities are expected in the immediate vicinity of the resonance frequencies of the hyperfine structure. However, even at moderate temperatures the absorption in these regions is very high, and in practice, it is usually important to find a good balance between the lowest possible group velocity and the lowest possible optical absorption. For this purpose, it is important to know about the interdependence of delay, absorption, and vapor temperature, and Figure 3 can serve as a decision-making aid. In Figure 3 , the local maxima in the transmission of Cs vapor, resulting from the hyperfine splitting of the ground state (+840 MHz related to the Cs-D 1 line) and from the splitting of the excited state (+5067 MHz), are compared in relation to absorption and delay for different color-coded temperatures. The mirrored position at −4085 MHz is not shown for the sake of clarity, as the curve is almost identical to the one for +5067 MHz. The position of −4085 MHz is therefore not discussed further in the following. The figure shows that for a given absorption coefficient, the delay time in case of +840 MHz detuning is always higher. For technical reasons (related to the maximum cell temperature of 120°C), it is interesting to consider the spectral position at +5067 MHz for the QD-atom interaction, because it features larger delays than for +840 MHz detuning at low and intermediate temperatures. However, the higher dispersion of the group velocity must be considered for +5067 MHz detuning, which distorts light pulses of finite spectral width.
Delaying Single Photons
To experimentally explore the predicted temporal delay induced by light-matter interaction in Cs vapor, we used the spectroscopy setup depicted schematically in Figure 4 . The excitation source is a pulsed titanium-sapphire laser operating in ps mode with a tunable emission wavelength between 700 and 1050 nm and a repetition frequency of 80 MHz. The sample is placed in a He flow cryostat at 11.8 K. In order to localize the structures to be investigated on the sample surface, the broadband light of a white light source is coupled into the beam path. The microscope objective used has a numerical aperture of 0.4 at 20 × magnification. A commercial Cs vapor cell with a length of 75 mm is used to delay single photons by controlled atom interaction in the Cs vapor. The cell was passed through twice to double the achievable delay by a total effective length of 150 mm. The temperature is controlled either by a negative temperature coefficient resistor located inside the housing of the vapor cell or more precisely by measuring the transmission of the Cs vapor using a tunable narrow-band CW laser. From the transmission, the temperature can be determined by a fit using ElecSus. [24] This method is much more accurate than the resistance measurement because it delivers the temperature of the Cs vapor itself. Using a grating In our delay experiment, we used a QD integrated deterministically into a microlens as described in Section 2. Figure 5 presents basic spectroscopic information about the investigated QD-microlens. Panel 5a shows a µPL spectrum of the QD line, which can be tuned into resonance with the Cs-D 1 line via temperature variation. The excitonic line of the investigated QDmicrolens has an inhomogeneous linewidth of (1.54 ± 0.05) GHz (FWHM), as measured by the FPI (see Figure 5b ) under pulsed off-resonant excitation at 800 nm. Noteworthy, the measured linewidth is by a factor of 7 larger than the homogenous linewidth of (0.22 ± 0.01) GHz estimated from time resolved measurements shown in Figure 5c . Here, the enhanced linewidth is attributed mainly to spectral diffusion due to excess carriers in the non-resonantly pumped QD system. Interestingly, the observed linewidth <3.0 GHz is even smaller compared to values observed under strict resonant excitation in ref. [19] . This highlights the high optical quality of our QD-microlenses. Figure 5d shows the second-order autocorrelation function g (2) ( ) recorded with a fiber-coupled Hanbury Brown and Twiss (HBT)-type setup. The suppression of the multiphoton emission with g (2) (0) ≪0.5 clearly proofs single-photon emission.
In order to phenomenologically describe the influence of the Cs vapor on the single-photon pulse shape in the delay experiments, an exponentially modified Gaussian function y( ) is assumed based on Wildmann's model. [18] 
A, w t , and c denote the amplitude, the standard deviation and the position of the Gaussian profile, t 0 the relaxation parameter of the exponent, and Erf(z) the Gaussian error function. The function can be obtained in its basic form from a convolution of a Gaussian function, reflecting the time resolution of the setup, and an exponential decay function, describing the decay of the excited two-level system. Using this model function, it is possible to describe both non-delayed pulses and delayed pulses subject to dispersion and to predict the expected temporal delay for different detunings and temperatures of the Cs cell. For this purpose, we describe the inhomogeneously broadened single-QD emission line by a Gaussian function. As the transmission through the Cs vapor is a function of the spectral position (see Figure 2c ), the broadened QD line has to be weighted with this dependence. This dependence is considered by multiplying the two functions (in frequency representation), resulting in a modified lineshape whose frequency components are subject to individual frequency-dependent absorption. Thus, in general, the photon pulse has a non-Gaussian lineshape after passing the dispersive Cs vapor. Subsequently, the modified line shape is inserted for the amplitude A in Equation (3) and the delay for the position c of the unmodified Gaussian to obtain the frequency dependent amplitude and delay of the photon pulse. The remaining parameters, w t = 0.54 ns and t 0 = 0.74 ns are determined by fitting Equation (3) to a non-delayed pulse. Integrating the resulting expression over all relevant frequencies, a model function is obtained which phenomenologically describes the intensity of a photon pulse in the presence of absorption and dispersion as a function of time.
Taking the measured linewidth of the considered excitonic line into account, the question arises whether and at which detuning light-matter interaction with the Cs vapor can result in a complete delay of the photon pulse. In this context, we refer to complete delay, if all photons in a statistical ensemble of photon trans-mission trials are delayed and the signal at approximately zero delay is negligible. For the given QD linewidth of 1.54 GHz, complete delay, which is highly preferable for applications, is achieved close to the Cs-D 1 line, that is, close to zero detuning, where a plateau with high transmission extends from about −2 to 3 GHz. The corresponding calculated transient is presented in Figure 6a for detunings in the range of −0.2 to 1.8 GHz when considering a 150 mm long Cs vapor cell at a temperature of 130°C. In this spectral region, the entire pulse is delayed by about 14 ns, where the delayed pulse-shape depends only slightly on the detuning. In fact, a shift away from the ideal position of +840 MHz only leads to a stronger temporal broadening of the pulse but not to a splitting into a non-delayed and delayed part. The normalizations of the graphs in Figure 6a ,b are chosen so that the total transmission can be read off from the respective maximum of a curve. From the inset of Figure 6a it becomes clear, that only for linewidths larger than 10 GHz a pronounced weakly delayed second pulse is formed. This comparatively wide spectral range is an advantage of Cs over Rubidium, where this window is smaller (≈7 GHz). In contrast, it is not possible to completely delay the pulse for the given linewidth in the area of strong anomalous dispersion. This is shown in Figure 6b for a vapor temperature of 70°C. In addition to the strongly delayed part, a weakly delayed pulse is always formed, the intensity of which increases with increasing distance from the ideal position of +5067 MHz. If the ideal position is met exactly, the intensity of the components is approximately the same. Further simulations, considering the resulting pulse shape as a function of the QD linewidth, show that linewidths below 900 MHz are necessary in the region of strong anomalous dispersion to achieve a complete pulse delay (see inset of Figure 6b ). Based on these theoretical considerations, in experiment, the QD emission line was shifted by temperature tuning to the optimum position of +840 MHz. Noteworthy, it is non-trivial to exactly match this target spectral position due to the technically demanding calibration in the absolute spectral position of the FPI and because sub-0.1-K temperature changes already lead to spectral shifts of 0.2 GHz, taking the measured temperature coefficient of 2.1 GHz K −1 in the temperature range around 12 K into account. Fits to the experimental delay data (see Figure 6c ) revealed that the spectral matching of the QD line was actually not perfect in our experiment (+1350 MHz instead of +840 MHz). This slight detuning of the frequency, which is more than an order of magnitude below the monochromator resolution, is not attributable to the accuracy of the temperature tuning, but to the aforementioned difficulty of precisely determining absolute frequencies. The temperature control took place with an accuracy of about 0.02 K, which corresponds to an uncertainty of the central frequency of the QD line of 42 MHz.
The measured PL transients are presented in Figure 6c , where the normalization of the curves was chosen based on the corresponding simulations. The absorption could not be measured accurately, since the count rate changed on time scales of a few minutes due to sample drifts. In addition, the setup efficiency was affected by the cells' heating power, as the nearby mirrors in the beam path were slightly misaligned at high cell temperatures.
As the vapor temperature increases, also the delay of the pulse increases as expected. All measured delays are accurately reproduced by the simulations. We achieved a complete pulse delay of (15.7 ± 0.1) ns. For a comparison with the maximum delays achieved in previous reports, the delay is considered independent of the length of the vapor cell. The measured delay achieved in our experiment of (1.05 ± 0.01) ns cm −1 almost reaches the highest value reported so far (1.08 ns cm −1 [19] ), while clearly outperforming other works (0.27 ns cm −1 , [26] 0.36 ns cm −1 , [18] and a partial delay of 0.96 ns cm −1 [17] ). The resulting transmission of 29%-subsequently determined by a simulation-is comparatively high due to the narrow emission linewidth of the QDmicrolens. Simulations show that the transmission of a 150 mm long Cs vapor cell at a temperature of 132.5°C is at least 15% higher compared to values reported in ref. [19] (recalculated to the same cell length) due to the significantly smaller linewidth in our experiment. Also, the group velocity dispersion (GVD) is reduced accordingly. The significant influence of the linewidth on pulse-shape and absorption can also be seen in Figure 7 , which shows the photon delay for different line widths. On the one hand, the previously described occurrence of an undelayed fraction for large linewidths can be observed. On the other hand, the influence of the linewidth in the sub-GHz range manifests itself in the decreasing transmission with increasing linewidth and, in addition, the GVD depends strongly on the spectral width. This results in a strong disturbance of the temporal pulse-shape for linewidths >2 GHz.
Conclusion
In the present work, we explored light-matter coupling in a Cs vapor cell, which allowed us to delay single photons emitted from a deterministically fabricated QD-microlens. The latter were realized by a 3D in situ EBL process by selecting bright QDs with suitable emission wavelength and integrating them in monolithic QD-microlenses via a plasma etching step. This way, we enhance the photon extraction efficiency of target QDs emitting at Cs-D 1 line compatible wavelength. The excellent optical properties of the fabricated SPSs are reflected in a narrow QD linewidth of 1.54 GHz, being crucial for the interfacing of QD lines with atomic vapor, as absorption and GVD are determined by this important property. Using detailed numerical simulations, the influence of the spectral position and the linewidth of the QD emission on the resulting temporal shape of a light pulse after passing through the Cs vapor was investigated for different vapor temperatures in the range of 25 to 140°C. It was shown that the local maximum in the transmission of Cs vapor at +840 MHz relative to the Cs-D 1 line is superior to that at −4085 and +5067 MHz, not only due to the broader spectral window, but also due to the lower absorption for a given temporal delay. Based on the simulations, it was possible to delay photons emitted by a QDmicrolens at a maximum of (15.71 ± 0.01) ns (corresponding to (1.05 ± 0.01) ns cm −1 ) under optimized experimental conditions. Moreover, due to the narrow linewidth of the studied QDexciton of 1.54 GHz, the light pulse was completely delayed with comparatively low absorption and a low distortion of the original pulse shape due to the small group velocity dispersion. Our results highlight the high potential of light-matter interaction in dilute Cs vapor to control the propagation of single photons emitted by deterministically fabricated quantum light sources. In future, such precisely engineered quantum light emitters could enable the realization of flexible photon delay modules and quantum memories with a variety of applications in photonic quantum technology.
