This article presents a review on the theoretical and the experimental developments on macroscopic quantum tunneling and phase transition of the escape rate in spin systems. A substantial amount of research work has been done on this field over the years, so this article does not cover all the research areas that have been studied, for instance the effect of dissipation is not discussed which can be found in other review articles. We present the basic ideas with simplified calculations so that it is readable to both specialists and nonspecialists in this area of research. A brief derivation of the path integral formulation of quantum mechanics in its original form using the orthonormal position and momentum basis is reviewed. For tunneling of a particle in the classically forbidden region the imaginary time (Euclidean) formulation of path integral is useful, we review this formulation and apply it to the problem of tunneling in a double well potential. For spin systems such as single molecule magnets, the formulation of path integral requires the use of nonorthonormal spin coherent state in (2s + 1) dimensional Hilbert space, the coordinate independent and the coordinate dependent form of the spin coherent state path integral is derived. These two forms of spin coherent state path integral are applied to the tunneling of single molecule magnets through its magnetic anisotropy barrier. Most experimental and numerical results are presented. The suppression of tunneling for half-odd integer spin (spin-parity effect) at zero magnetic field is derived from both forms, which shows that this result (spin-parity effect) is independent of the coordinate. At nonzero magnetic field we present both the experimental and the theoretical results of the oscillation of tunneling splitting as a function of the applied magnetic field applied along the spin hard anisotropy axis direction. The experimental and the theoretical results of the tunneling in antiferromagnetic exchange coupled dimer model are also reviewed. As the spin coherent state path integral formalism is a semi-classical method, an alternative exact mapping of a spin system to a particle in a potential field (effective potential method) is derived. This effective potential method allows for the investigation of phase transition of the escape rate in spin systems.
I. INTRODUCTION
One of the remarkable manifestations of quantum mechanics is the concept of quantum tunneling. This involves the presence of a potential barrier, that is the region where the potential energy is greater than the energy of the particle. In classical mechanics, the tunneling of a particle through this barrier is prohibited as it requires the particle to have a negative kinetic energy, however, in quantum mechanics we find a nonzero probability for finding the particle in the classically forbidden region. Thus, a quantum particle can tunnel through the barrier.
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In one dimensional systems, the tunneling amplitude (whose modulus squared gives the probability) is usually calculated using two fundamental methods, namely the Wentzel-Kramers-Brillouin (WKB) method (Landau and Lifshitz, 1977) and the instanton method (Coleman, 1977; Coleman , 1985; Gervais and Sakita, 1975; Gervais, Jevicki and Sakita, 1975; Jackiw and Rebbi, 1976; Langer, 1967; Polyakov, 1977; ?) via the Feynman path integral formulation (Feynman and Hibbs, 1965) of quantum mechanics. For particle in a double well potential with two degenerate minima, the basic understanding is that in the absence of tunneling the classical ground states of the system, which correspond to the minima of the potential, remain degenerate. Tunneling lifts this degeneracy and the true ground state and the first excited state become the symmetric and antisymmetric linear superposition of the classical ground states with an energy splitting between them (Coleman , 1985; Landau and Lifshitz, 1977) . In some cases the two minima of the potential are not degenerate. The state with lower energy is the true vacuum while the state with higher energy is the false vacuum which is then rendered unstable due to quantum tunneling. In this case one looks for the decay rate of the false vaccum (Coleman, 1977; Callan and Coleman, 1977) . Such a scenario plays a vital role in cosmology, especially in the theory of early universe and inflation. Additionally, in some quantum systems, tunneling does not involve the splitting of the classical ground states or the decay of the false vacuum but rather a dynamic oscillation of the (phase) difference between two macroscopic order parameters (Cooper, 1956) which are separated by a thin normal layer, through tunnelling of the microscopic effective excitations, such as Cooper pairs as in Josephson effect ( Esposito et al, et al., 2007; Josephson, 1986) .
In the last few decades, the tunneling phenomenon have been extended to other branches of physics. Tunneling has been predicted in single, molecular, large magnetic spin systems such as MnAc 12 , Mn 12 and Fe 8 ( Chudnovsky and Gunther, 1988; Enz and Schilling, 1986; van Hemmen and Sütö, 1986) . These single molecule magnets (SMMs) are composed of several molecular magnetic ions, whose spins are coupled by intermolecular interactions giving rise to an effective single giant spin which can tunnel through its magnetic anisotropy barrier, hence the name "macroscopic quantum spin tunneling 1 ". van Hemmen and Sütö (1986) first studied the tunneling in a uniaxial ferromagnetic spin model with an applied magnetic field using the WKB method. Enz and Schilling (1986) considered a biaxial model with a magnetic field using instanton technique, later on Chudnovsky and Gunther (1988) studied a more general bi-axial spin model by solving the instanton trajectory of the Landau Lifshitz equation. These studies were based on a semi-classical description, that is by representing the spin operator as a unit vector parameterized by spherical coordinates. In this description, the spin is represented by a particle on a two-dimensional sphere S 2 however in the presence of a topological term, called the Berry's phase term or Wess-Zumino action (Berry, 1984; Wess and Zumino, 1971; Witten , 1979) , which effectively corresponds to the magnetic field of a magnetic monopole at the centre of the two sphere. Based on this semi-classical description it was predicted that for integer spins tunneling is allowed while for half-odd integer spin tunneling is completely suppressed at zero (external) magnetic field (Henley and Delft, 1992; Loss, DiVincenzo and Grinstein , 1992) . The vanishing of tunneling for half-odd integer spins is understood as a consequence of destructive interference between tunneling paths, which is directly related to Kramers degeneracy (Kramers, 1930; Messiah, 1962) due to the time reversal invariance of the Hamiltonian. In the presence of a magnetic field applied along the spin hard axis, Garg (1993) showed that the tunneling splitting does not vanish for half-odd integer spins but rather oscillates with the field and only vanishes at a certain critical value of the field, which was later observed experimentally in Fe 8 molecular cluster Wernsdorfer and Sessoli, 1999; Wernsdorfer et al., 2000) . In this case tunneling suppression is not related to Kramers degeneracy due to the presence of a magnetic field.
An exact mapping of spin system was considered by Scharf, Wreszinski and Hemmen (1987) and Zaslavskii (1990a) ; Zaslavskii and Ulyanov (1992) . They studied the exact mapping of a spin system unto a particle in a potential field in contrast to the semi-classical approach. This method which is called the effective potential method, deals with an exact correspondence between a spin Hamiltonian and a particle in a potential field. It gives the possibility for investigating spin tunneling just like a particle in a one-dimensional double well potential. In recent years spin tunneling effect has been observed in many small ferromagnetic spin particles such as Fe 8 (Sangregorio, et al., 1997) , Mn 12 Ac ( Friedman et al., 1996; Thomas, et al., 1996; Zhang, et al., 1996) , in ferrimagnetic nanoparticles (Wernsdorfer et al., 1997) and also in antiferromagnetic particles (Awshalom, et al., 1992; Gider, et al., 1995; Tejada, et al., 1997) ,antiferromagnetic exchange coupled dimer [Mn 4 ] 2 (Hill, et al., 2003; Tiron, et al., 2003a) and antiferromagnetic ring clusters with even number of spins (Meier and Loss, 2001; Meier, et al., 2003; Taft, et al., 1994) . These molecular magnets also play a decisive role in quantum computing (Leuenberger and Loss, 2001; Tejada, et al., 2001 ). An extensive review on the experimental analysis of SMMs can be found in (Gatteschi and Sessoli, 2003) .
The possibility of quantum tunneling requires a very low temperature T → 0. In this case the transition amplitude in the stationary phase approximation is Γ = A e −B , where B is the instanton action and A is a pre-factor. At high temperature, quantum tunneling becomes inconsequential then the particle has the possibility of crossing over the barrier, a process called classical thermal activation (see Fig.(1) ). This study dates back to the work of Kramers (1940) for the diffusion of a particle over the barrier. A review on this subject for both particle and spin system can be found in many literatures (Coffey, Kalmykov and Waldron, 1996; Hänggi, Talkner and Borkovec, 1990; Stamp, Chudnovsky and Barbara, 1992) . In this case the transition is governed by the Van't Hoff-Arrhenius Law (Hänggi, Talkner and Borkovec, 1990 ) Γ = Be −β∆U , where ∆U is the height of the potential barrier , β is the inverse temperature and B is a pre-factor. The transition from one regime (say classical) to the other (say quantum) can either be first-or second-order. By considering the escape rate of a particle in these two regimes (ignoring the pre-factors), the crossover temperature from classical to quantum regimes is estimated as (Stamp, Chudnovsky and Barbara, 1992 )
This defines the approximate form of the first-order quantum-classical transition of the escape rate. Its effect is manifested with a discontinuous first derivative of the escape rate dΓ/dT at T 0 . For particle in a metastable cubic potential or double well quartic parabolic potential U (x), with no environmental influence (dissipation), there is a possibility of second-order phase transition at a certain temperature defined as (Goldanskii, 1959a,b )
where ω b is the frequency of oscillation at the bottom of the inverted potential −U (x), that is ω 2 b = −U (x s )/m. This formula follows from equating the Van't HoffArrhenius exponential factor β∆U at finite temperature and the approximate form of the WKB exponential factor 2π∆U/ω b at zero temperature. Using functional integral approach, Affleck (1981) and Ovchinnikov (1983, 1984) demonstrated that, in the regime T < T (2) 0 , there is a competing effect between thermal activation and quantum tunneling leading to "thermally assisted" quantum tunneling, i.e tunneling takes place from excited states which reduces to ground tunneling at T = 0. For T T
(2) 0 the quantum tunneling is suppressed and the assisted thermal activation becomes the dominant factor in the escape rate. For T ≈ T (2) 0 the two regimes match smoothly with a jump of the second derivative of the escape rate. A more general criterion for firstand second-order phase transitions was demonstrated by Chudnovsky (1992) based on the shape of the potential. He showed that for a first-order phase transition, the period of oscillation τ (E) is nonmonotonic function of E in other words τ (E) has a minimum at some point E 1 < ∆U and then rises again, while for second-order phase transition τ (E) is monotonically increasing with decreasing E, where E is the energy of the particle in the inverted potential −U (x). By considering the Euclidean action, Gorokhov and Blatter (1997) demonstrated that the transition can be first-order like, with a discontinuous first derivative of the Euclidean action, or smooth with only a second derivative developing a jump. Based on this consideration Müller, Park and Rana (1999) derived a criterion formula for first-order phase transitions, which is similar to the criterion formula derived by Kim (1999) .
In this report, we will review the some theoretical and experimental developments on quantum tunneling and phase transition in spin systems. The article is organized as follows: In section(II.A), we will introduce the basic idea of path integral for a one-dimensional particle from Feynman point of view and review its application to the tunneling of a particle in a double well potential.
In section(II.B) we will apply this idea to spin system using spin coherent states. The path integral for spin system will be derived in the the coordinate independent form. We will show the steps on how to move from coordinate independent to coordinate dependent form. We will then apply this coordinate dependent formalism to tunneling problem of SMMs. The quantum phase interference (quenching of tunneling splitting) will be derived and some experimental results will be presented. Due to lack of solution of these models in coordinate independent form in most of the literature, we will show that both the instanton trajectory and the quantum phase interference can be recovered using the coordinate independent formalism. We will further extend our consideration to tunneling in an exchange coupled dimer model and to an antiferromagnetic spin model in general. Section(III) deals with the effective potential method, we will review the mapping of these models onto a particle in a potential field. In section(IV), we will study the phase transition of the escape rate in both SMMs and exchange coupled dimer model. Theoretical, numerical and experimental results will be presented. In section(V) we will summarize our analysis and comment on their significance.
II. PATH INTEGRAL FORMULATION

A. Position state path integral
In this section we start with a brief review of path integral formulation of quantum mechanics. This formulation is an elegant alternative method of quantum mechanics. It reproduces the Schrödinger formulation of quantum mechanics and the principle of least action in classical mechanics. In this method the classical action enters into the calculation of a quantum object, the transition amplitude, thereby allowing for a quantum interpretation of a solution of the classical equations of motion. The basic idea of the path integral is that unlike a classical particle with a unique trajectory or path, a quantum particle follows an infinite set of possible trajectories to go from an initial state say |x at t = 0 to a final state say |x at time t = t . The sum over all the possible paths (histories of the particle) appropriately weighted, determines the quantum amplitude of the transition. The weight for each path is exactly the phase corresponding to the exponential of the classical action of the path, multiplied by the imaginary number i. Consider a particle moving in one dimension, the Hamiltonian of this system is of usual form:
Let us introduce the complete, orthonormal eigenstates of the positionx and the momentump operatorŝ
The resolution of identities are dx |x x| =Î = dp 2π |p p|
Expressing the unitary operator e −iĤt as [e −iĤt/N ] N and using Eqs.(3)-(7) the transition amplitude in the limit N → ∞ is given by (Feynman and Hibbs, 1965; Feynman, 1948) A(x , t ;
where Dx(t) is the measure for integration over all possible classical paths x(t) that satisfy the boundary conditions x(0) = x and x(t ) = x , where
is the classical action and the Lagrangian of the system. We have written down the path integral for a onedimensional particle, generalization to higher dimensions is straightforward. The well-known classical equation of motion can be derived in a very simple way Eq.(10). In the semiclassical limit i.e → 0, the phase e iS[x(t)]/ oscillates very rapidly in such a way that nearly all paths cancel each other. The main contribution to the path integral comes from the paths for which the action is stationary, i.e δS[x(t)] = 0, which yields the classical equation of motion.
Instantons in the double well potential
In tunneling problems such as that of a particle in a one dimensional double well potential, the period of oscillation or the momentum of the particle is imaginary in the tunneling region E < ∆U (Landau and Lifshitz, 1977; Weiss and Walter, 1983) . Thus, it is always convenient to use Euclidean time corresponding to the replacement t → −iτ (Polyakov, 1977; Weiss and Walter, 1983) , where τ ∈ [0, β] is an imaginary time, with
as the kinetic energy changes sign with the continuation to imaginary time. The Euclidean propagator can be written as ( MacKenzie , 2000; Polyakov, 1977; Weiss and Walter, 1983 )
subject to the boundary conditions x(−β/2) = x and x(β/2) = x . The Euclidean action and the Lagrangian are
FIG. 2 A sketch of an inverted double well potential with two minima at ±a. There are two trivial solutions corresponding to a fixed motion of the particle at the top of the left or right hill of the potential. Tunneling is achieved by a nontrivial solution in which the particle starts at the top of the left hill at τ → −∞ and roll through the dashed line and emerges at the top of the right hill at τ → +∞. Such a solution is called an instanton. Adapted from Coleman , 1985 The classical equation of δS E = 0:
corresponds to the motion of a particle in an inverted potential as shown in Fig.(2) . Upon integration, one finds that the analog of the total "energy" is conserved:
The potential could be taken to be
but it is actually not necessary to make a specific choice, just the general form pictured in Fig.2 needs to be satisfied. Tunneling between the two minima of U (x) requires the computation of the transition amplitudes
In order to calculate this amplitude one has to know the solution of the classical equation of motion that obeys the boundary condition of Eq.(10) as β → ∞. There are two trivial solutions corresponding to no motion with the particle fixed at the top of the left or right hill of the potential. Tunneling is achieved by a nontrivial solution in which the particle starts at the top of the left hill at τ → −∞ and roll through the dashed line in Fig.(2) and emerges at the top of the right hill at τ → +∞. This nontrivial solution has zero "energy" E = 0 since initially it starts at the top of the hill at −a where the potential is zero and its kinetic energy is zero. The solution of Eq.(13) corresponding to the explicit potential Eq. (14), is given by ( MacKenzie , 2000; Polyakov, 1977) 
where τ 0 is an integration constant which corresponds to the time at which the solution crosses x = 0. The action for the solution is
where E = 0 from Eq. (13) is used in the second line, and only in the last equation is the specific potential Eq. (14) used. In the stationary phase approximation the path integral, Eq. (10) is dominated by the path in which the action is stationary i.e Eq.(16). Thus, the one instanton contribution to the transition amplitude is (Coleman, 1977; Coleman , 1985) a|e
In the dilute instanton gas approximation one must sum over all sequences of one instanton followed by any number of anti-instanton/instanton pairs, the total number of instantons and anti-instantons is odd for the transition −a ↔ a but even for the transition −a → −a (a → a ). The result of this summation yields (Coleman , 1985) ±a|e
where N is the overall normalisation including the square root of the free determinant which is given by N e −βE0
where E 0 = 1 2 ω 0 is the unperturbed ground state energy and N is a constant from the ground state wave function. D is the ratio of the square root of the determinant of the operator governing the second order fluctuations about the instanton excluding the time translation zero mode, and that of the free determinant. It can in principle be calculated. The zero mode is taken into account by integrating over the position of the occurrence of the instanton giving rise to the factor of β. The left hand side of Eq.(22) can also be written as
whereĤ |n = E n |n . Taking the upper sign on both sides of Eqs. (22) and (23) and comparing the terms, one finds that the non-perturbative energy splitting between the ground and the first excited states is given by
B. Spin coherent state path integral
For spin system, the basic idea of path integral formulation is retained, however, instead of the orthogonal position |x and momentum |p basis, a convenient way to derive the spin path integral is to introduce spin coherent states (Klauder, 1979; Lieb, 1973; Perelomov, 1986; Radcliffe, 1971) . Let |s, s be the highest weight vector in a particular representation of the rotation group, taken as its simply connected covering group SU (2). This state is an eigenstate of the operatorsŜ z andŜ:
The spin operatorsŜ i , i = x, y, z form an irreducible representation of the Lie algebra of SU (2),
where ijk is the totally antisymmetric tensor symbol and summation over repeated indices is implied in Eq.(26). The coherent state in 2s + 1 dimensional Hilbert space is defined as (Eduardo and Stone, 1988; Eduardo, 1991; Klauder, 1979; Lieb, 1973; Perelomov, 1986; Zhang, Feng and Gilmore, 1990 )
wheren = (cos φ sin θ, sin φ sin θ, cos θ) is a unit vector ie.n 2 = 1 andm = (n ×ẑ)/|n ×ẑ| is a unit vector orthogonal ton and whereẑ is the quantization axis pointing from the origine to the north pole of a unit sphere andn ·ẑ = cos θ as shown in Fig.(3) . This state corresponds to a rotation ofŜ z state i.e |s, s to a state with a quantization axis alongn on a two-dimensional sphere S 2 = SU (2)/U (1). The matrices M s (n) satisfy the relation
where G(n 1 ,n 2 ,n 3 ) is the area of a spherical triangle with verticesn 1 ,n 2 ,n 3 . Note that Eq. (28) is not a group multiplication, thus the matrices M s (n) do not form a group representation. Unlike the position and momentum eigenstates in Eq.(5), the inner product of two coherent states are non-orthogonal:
It has the following property:
The resolution of identity is given bŷ
whereÎ is a (2s + 1) × (2s + 1) identity matrix, and the delta function ensures thatn 2 = 1. The derivation of spin coherent state path integral now follows a similar fashion with Sec.(II.A). Using the expression in Eq. (29) and Eq.(31) one can express the imaginary time transition amplitude between |n i and |n f as a path integral. The analogous form of Eq.(10) for spin system is given by (Eduardo, 1991; Zhang, Feng and Gilmore, 1990) 
where
(33) where S W Z arises because of the additional phase e isG(n,n ,ẑ) in Eq.(29). We have set = 1 in the path integral. The Wess-Zumino (WZ) action, S W Z is given by 2 (Eduardo and Stone, 1988; Eduardo, 1991; Novikov, 1982; Wess and Zumino, 1971; Witten , 1979 )
wheren(τ ) has been extended over a topological halfsphere 1 2 S 2 in the variables τ, ξ. In the topological halfsphere we definen with the boundary conditionŝ n(τ, 0) =n(τ ),n(τ, 1) =ẑ (35) so that the original configuration lies at the equator and the point ξ = 1 is topologically compactified by the boundary condition. This can be easily obtained by imagining that the original closed loopn(τ ) at ξ = 0 is simply pushed up to along the meridians ton(τ ) =ẑ at ξ = 1. The Wess-Zumino term originates from the non-orthogonality of spin coherent states in Eq.(29). Geometrically, it defines the area of the closed loop on the spin space, defined by the nominally periodic, original configurationn(τ ). It crucial to note that there is an ambiguity of modulo 4π, since different ways of pushing the original configuration up can give different values for the area enclosed by the closed loop as one can imagine that the closed loop englobes the whole two sphere any integer number of times, but this ambiguity has no physical significance since e i4N πs = 1 for integer and half-odd integer s. The action, Eq.(33) is valid for a semiclassical spin system whose phase space is S 2 . It is the starting point for studying macroscopic quantum spin tunneling between the minima of the energy U (n).
C. Coordinate dependent formlaism
Most often a coordinate dependent version of Eq. (34) is used in condensed matter literature. It seems that most people find it difficult to study macroscopic quantum spin tunneling in the coordinate independent form. In this section, we will show how one can use any coordinate system of interest. In section (II.D), we will show that the coordinate independent form can reproduce all the known results in quantum spin tunneling. Since the spin particle lives on a two-sphere, the most convenient choice of coordinate are spherical polar coordinates. Parametrizing the unit vector aŝ n(τ, ξ) = (cos φ(τ ) sin θ ξ (τ ), sin φ(τ ) sin θ ξ (τ ), cos θ ξ (τ )), with θ ξ (τ ) = (1 − ξ)θ(τ ), which satisfies the boundary conditions, Eq.(35) at ξ = 0 and ξ = 1. Then
and
whereθ andφ are the usual polar and azimuthal unit vectors which form an orthogonal triad withn such that θ ×φ =n (and cyclic permutations). Thus we find the triple product becomeŝ
Thus, the WZ term, Eq.(34) simplifies to (Khare and Paranjape, 2011; Owerre and Paranjape , 2013 )
This is the coordinate dependent form of WZ term or Berry phase (Berry, 1984) which is the expression found in most condensed matter literature. It corresponds to the area of the two-sphere with radius s swept out bŷ n(τ ) as it forms a closed path on S 2 . To understand this explicitly, one can think of the integral in Eq.(39) as a line integral of a gauge field, which only has a φ component, integrated over a closed path on the two sphere, parametrized by t. We denote the closed path as C and it is the boundary of a region S, with evidently C = ∂S, then
Then using Stokes theorem, we have
written in the notation of differential forms. However, the gauge field A = A φφ = (1 − cos θ)φ corresponds exactly to the gauge field of a magnetic monopole located at the centre of the sphere. Such a gauge field was first described by Dirac (Dirac , 1931) , and gives rise to a constant radial magnetic field, apart from a string singularity, which is a gauge artefact, located at the south pole. The inobservability of this string singularity in quantum mechanics was the seminal observation by Dirac. Explicitly, the corresponding magnetic field is simply d(A φ dφ) = ∂ θ A φ dθ ∧ dφ = sin θdθ ∧ dφ which is the area element in spherical polar coordinates on the unit two sphere.
The general form of the Euclidean action in coordinate dependent formalism is then
The first term in Eq. (42) is a boundary term which does not affect the classical equation of motion. It can be integrated out as
where N is a winding number, that is the number of times φ(τ ) winds around the north pole of S 2 as τ progresses from −β/2 to β/2. This term is insensitive to any continuous deformation of the field on S 2 , thus it is topological. Its effect on the transition amplitude will be studied later.
Easy z-axis uniaxial spin model in a magnetic field
Having derived the coordinate dependent action for a spin system, we will now turn to specific models where this formula can be implemented. Consider a uniaxial system with an easyẑ axis (direction of minimum energy) and a magnetic field along thex axis, the corresponding Hamiltonian is given by ( Chudnovsky and Gunther, 1988; van Hemmen and Sütö, 1986) 
where D > 0 is the easy axis anisotropy and H x = gµ B h, h is the magnitude of the field, g is the spin g-factor and µ B is the Bohr magneton. This Hamiltonian is a good approximation for Mn 12 acetate molecular magnet with a ground state of s = 10 Chudnovsky and Garanin, 1997; Friedman et al., 1996; Novak and Sessoli, 1994; Paulsen and Park, 1994 ). An experimental review of this molecular magnet can be found in (Gatteschi and Sessoli, 2003) . The description of the tunneling of spin in the quantum spin terminology is as follows: For H x = 0, the Hamiltonian has a two fold degenerate ground state corresponding to the two ground states in theŜ z representation, i.e |↑ and |↓ , where |↑ ≡ |s and |↓ ≡ |−s . For H x = 0, these two states are no longer degenerate sinceŜ x = (Ŝ + +Ŝ − )/2 wherê S + |−s ∝ |−s + 1 andŜ − |s ∝ |s − 1 . In the limit of small magnetic field, perturbation theory on the magnetic field term shows that the two degenerate ground states are split with an energy difference which is given by (Garanin , 1991; Zaslavskii and Ulyanov, 1999) 
∆ = 4Ds
The factor h 2s x signifies that the splitting arises from 2s th order in perturbation theory. This implies that the two quantum states |↑ and |↓ can tunnel to each other through a magnetic energy barrier, a process called quantum spin tunneling 3 . Thus, the ground and the first excited states become the symmetric and antisymmetric linear superposition of the degenerate states:
In the absence of the perturbative or splitting term, the energy splitting in Eq. (46) vanishes, which directly implies that tunneling is only allowed when the Hamiltonian does not commute with the quantization axis, in this case z . In the semi-classical analysis, the spin operator becomes a vector parametrized by spherical coordinate of length
The corresponding classical energy of Eq. (45) is given by
x /4D (49) where an additional constants have been added to normalize the minimum of the potential to zero. The minimum energy requires
. The maximum energy corresponds to (φ, θ) = (0, π/2).
FIG. 4
The description of a classical spin (think arrows) on a two-sphere with two classical ground states at φ = 0 . The magnetic field is applied parallel to the x-axis. The x-axis has been rotated on the right hand side for proper view.
These two classical minima correspond to the spin pointing in ±zx plane (see Fig.(4) ), which are analogous to the two quantum states |↑ and |↓ . The barrier height is
Due to tunneling the degeneracy of these ground states will be lifted and one finds that the true ground state is the linear superposition of the two unperturbed ground states. This tunneling is mediated by an instanton which is a solution of the classical equations of motion:
These equations are obtained from the least-action principle, whose solution gives the classical path for which the action, Eq. (42) is stationary δS E = 0. Although one is usually interested in a real, physical trajectory, these equations are in fact, incompatible, unless one variable (either θ or φ) becomes imaginary. The energy along the trajectory has to vanish, since it is conserved by the dynamics, and normalized to zero at the starting point. This can be seen by multiplying Eq. (52) byφ and Eq. (53) byθ and substracting the resulting equations which yields
The transition amplitude, Eq.(32) in the coordinate dependent form can be written as
which defines the transition from an initial state |θ i , φ i at τ = −β/2 to a final state |θ f , φ f at τ = β/2 subject to the boundary conditions
In most cases of physical interest, either φ i = φ f or θ i = θ f . In the present problem φ i = φ f = 0 while θ i = θ 0 and θ f = π − θ 0 . Similar to the double well problem in Fig.(2) , the boundary conditions require that the real tunneling trajectory (either θ or φ not both) approaches the two minima of U at τ = ±∞. Using Eq.(49) one obtains from Eq. (54) sin(φ/2) = ±i(sin θ − sin θ 0 )/2 sin θ sin θ 0
From Eqs. (49), (52) and (56), the classical trajectory (instanton) is found to be ( Chudnovsky and Gunther, 1988; Garg and Kim, 1992) cos
Since the energy remains constant (which is normalized to zero) along the instanton trajectory, the action for this trajectory is determined only by the WZ term in Eq.(42). It is found to be (Garg and Kim, 1992 )
Absence of tunneling when h x = 0 corresponds to B = ∞. The energy splitting in the dilute instanton gas approximation is given by (Garg and Kim, 1992; Garg, 2000) ∆ = 8Ds 3/2 cos 5/2 θ 0
(59)
In the perturbative limit, that is for a very small magnetic field, θ 0 → 0, the splitting, Eq.(59) reduces to
The factor h 2s x reproduces the correct order of perturbation theory result as given in Eq.(46).
Biaxial spin model and quantum phase inteference
Let us consider the biaxial spin model in the absence of an external magnetic field ( Chudnovsky and Gunther, 1988; Enz and Schilling, 1986; Loss, DiVincenzo and Grinstein , 1992 )
In the classical terminology, this model possesses an XOY -easy-plane anisotropy with an easy-axis along the y-direction, hard-axis along the z-direction and medium axis along the x-direction. Quantum mechanically, the easy axis corresponds to the quantization axis, since the Casmir operatorŜ 2 =Ŝ 2 x +Ŝ 2 y +Ŝ 2 z , can be used to rewrite Eq.(61) asĤ
The first term is the unperturbed term while the second term is the transverse or splitting term which does not commute with the unperturbed term. Thus, the minimum energy of this Hamiltonian requires a representation in whichŜ y is diagonal. This means that different representations of a biaxial spin Hamiltonian in the absence of an external magnetic field 4 can be related to each other by redefining the anisotropy constants. For instance Eq.(61) is related toĤ = −AŜ 2 x + BŜ 2 z (Enz and Schilling, 1986 ) by E = A, D = A + B . Thus, it suffices to consider just Eq.(61). Semiclassically, the corresponding classical energy is
The minimum energy corresponds to (φ, θ) = (±π/2, π/2), which are located at ±ŷ as shown in Fig.(7) , and the maximum is located at (φ, θ) = (0, π/2). From the conservation of energy Eq.(54) one obtains
Taking into account that the deviation of the spin away from the easy plane is very small, an alternative method to eliminate θ from the equation of motion is to integrate out cos θ in Eq.(55) (Chudnovsky and Martinez, 2000; Enz and Schilling, 1986; Zhang, et al., 1998) . In this case the resulting action has a quadratic first order derivative term, a coordinate (φ) dependent mass and a potential . Integration of the classical equation of motion Eq. (53) yields ( Chudnovsky and Gunther, 1988; Enz and Schilling, 1986; Zhang, et al., 1998) sin
, ω = 2s
which corresponds to the tunneling of the spin from φ = π/2 at τ = ∞ to φ = −π/2 at τ = −∞. The instanton action for this trajectory is
where B is given by
(67) Now, consider for example the path (φ(τ ), θ(τ )) connecting the two anisotropy minima at (φ, θ) = (±π/2, π/2), then owing to the symmetry of the action S 0 , Eq. (43) (that is excluding the total derivative term), the path (−φ(τ ), π − θ(τ )) will also solve the classical equations of motion and B will be the same for both paths but the total derivative term will be reversed: is
Since the path integral in Eq. (55) contains all paths, in the semiclassical (small ) approximation (Coleman, 1977; Coleman , 1985; Weiss and Walter, 1983) , the contributions of these two paths can be combined to give
More appropriately, to obtain the tunneling rate one has to use the dilute-instanton gas approximation that is by summing over a sequences of one instanton followed by any number of anti-instanton/instanton pairs, with an odd number of instantons and anti-instantons (see sec.(II.A.1)). The transition amplitude becomes (Henley and Delft, 1992; Loss, DiVincenzo and Grinstein , 1992)
where D is the fluctuation determinant (Coleman, 1977; Callan and Coleman, 1977; Coleman , 1985) . The computation of D can be done explicitly. N is a normalization constant and B is the action for the instanton. The tunneling rate (energy splitting) from Eq. (69) gives ( Loss, DiVincenzo and Grinstein , 1992 )
The factor cos(πs) is responsible for interference effect and it has markedly different consequences for integer and half-odd integer spins. For integer spin s (bosons), the interference is constructive cos(πs) = (−1) s , and the tunneling rate is non-zero, however, for half-oddinteger spin s (fermions), the interference is destructive cos(πs) = 0 and the tunneling rate vanishes. This suppression of tunneling for half-odd-integer spins in this model can be related to Kramers degeneracy (Kramers, 1930; Messiah, 1962) due to the time reversal invariance of Eq.(61). This directly implies that the ground state is at least two-fold degeneracy in the semi-classical picture. This semi-classical degeneracy sometimes implies that the two degenerate quantum ground states of the unperturbed term, |↑ and |↓ are exact ground states of the quantum Hamiltonian for half-odd integer spin (Henley and Delft, 1992).
FIG. 5 Measured tunnel splittings obtained by the Landau-
Zener method as a function of transverse field for all three SMMs. The tunnel splitting increases gradually for an integer spin, whereas it increases rapidly for a half-integer spin. Adapted from Wernsdorfer et al., 2002 In this biaxial model we have just reviewed, the quantum phase interference appeared naturally from the topological term in the action, Eq.(44) since the instanton trajectory is in the φ variable. If we had considered the z-easy axis model such aŝ
then the situation would have been different. This Hamiltonian is related to Eq.(61) by k z = E, k y = D − E or by rotation of axisŜ z ↔Ŝ y . Suppose we wish to solve Eq.(71) as it is, then the corresponding classical energy is
One finds from the conservation of energy that φ(τ ) is an imaginary constant and θ(τ ) is the real tunneling trajectory which is given by 
where ω = 2s k z (k y + k z ), and θ(τ ) → 0, π as τ → ∓∞.
The fact that φ(τ ), although imaginary, is just a constant simply implies that the topological term in Eq. (44) which is responsible for the phase interference vanishes. The transition amplitude arises from the necessity to translate φ from some fiducial value, taken without loss of generality to be zero, to the complex constant value before the instanton trajectory in θ and then followed by the translation of φ back to its fiducial value after the instanton trajectory. It was explicitly shown, that translation of φ in the complex plane yields the transition amplitude and the corresponding energy splitting is of the form Owerre and Paranjape , 2013 )
The fluctuation determinant is calculated to be D = 8
for k y k z (Garg and Kim, 1992) . Thus, we recover that tunneling is restricted for half-odd integer spins. For integer spin and the semiclassical limit s 1, simple operatorial quantum mechanical perturbation theory in the splitting term for k y k z gives (Garanin , 1991) 
which is consistent with Eq.(74) for integer spin s. The experimental confirmation of this spin-parity effect (i.e suppression of tunneling for half-odd integer spin) in spin systems was reported by Wernsdorfer et al. (2002) . They studied three SMMs in the presence of a transverse field using Landau-Zener method to measure the tunnel splitting as a function of transverse field. They established the spin-parity effect by comparing the dependence of the tunneling splitting on the transverse field for integer and half-odd integer spin systems. Observation showed that an integer spin system is insensitive to small transverse fields whereas a half-odd integer spin system is much more sensitive as shown in Fig.(5) . This observation is analogous to the fact that half-odd integer spin does not tunnel.
Biaxial spin model with an external magnetic field
The quantum phase interference (quenching of tunneling splitting) we saw in the previous section is a zero magnetic field effect. In the presence of a magnetic field complete destructive interference for half-odd integer spins does not occur instead oscillation occurs. Consider the biaxial spin model with an external magnetic field applied along the hard-axis (Garg, 1993 (Garg, , 1999 (Garg, , 2001 )
where h z = gµ B h, h is the magnitude of applied field and g is the spin g-factor and µ B is the Bohr magneton. Unlike the previous model this Hamiltonian is no longer time reversal invariant due the presence of the magnetic field, so Kramers theorem is no longer applicable. This Hamiltonian has been studied experimentally for Fe 8 molecular cluster (Sangregorio, et al., 1997; Sessoli et al., 2000; Wernsdorfer and Sessoli, 1999 ) with a spin ground state of s = 10. In the semi-classical analysis, the classical energy up to an additional constant is
with α = h z /h c , h c = 2Ds being the coercive field. There are two classical degenerate minima located at cos θ = α, φ = −π/2 and cos θ = α, φ = π/2 provided h z < h c . These ground states lie in the XY plane but bends towards the direction of the field at an angle θ = ± arccos α (see Fig.(7) ). From energy conservation , Eq.(54) the expression for cos θ in terms of φ yields
We have chosen the positive solution in Eq.(79) for convenience. Using this equation and Eq. (53), one obtains the instanton solution
where ω H = 2s DE(1 − α 2 ) and λ H = λ/(1 − α 2 ). The classical action for this instanton path is
In this problem the imaginary path of the instanton action, Eq.(81) has acquired an additional term due to the presence of the magnetic field. In the dilute instanton gas approximation, one obtains that the tunneling rate is then given by
which clearly reduces to Eq.(70) in the limit of zero magnetic field. Now, the tunneling splitting is no longer suppressed for half-odd integer spin but rather oscillates with is the quantum transition between m = 10 and m = 10 − n at φ = 0, where n = 0, 1, 2, · · · and m = −s, · · · , s, s = 10 A = 0.275K, B = 0.046K and C = −2.9 × 10 −5 K for Fe8 molecular cluster. Adapted from Wernsdorfer and Sessoli, 1999 the magnetic field (see Fig.(8) ) with a period of oscillation of
only vanishes at
where n is an integer. It is crucial to note that the quenching of tunneling at a critical field only occurs for biaxial spin system with a magnetic applied along the hard anisotropy axis. This theoretical prediction has been observed experimentally in Fe 8 molecular cluster and Mn 12 SMMs (Wernsdorfer and Sessoli, 1999; Wernsdorfer et al., 2000; Wernsdorfer, Chakov and Christou, FIG. 7 The description of a classical spin (thick arrows) on a two-sphere with two classical ground states. For hz = 0, θ = ±π/2, the two classical ground states lie in the ±y directions which are joined by two tunneling paths in the equator. For hz > 0, θ = ± arccos α, the two classical ground states lie in the yz plane. Adapted with changes from Schilling, 1995. (77) (Wernsdorfer and Sessoli, 1999; Wernsdorfer et al., 2000) . The inclusion of this term involves a tedious theoretical analysis. There is no exact instanton solution but some approxi-mate schemes have been developed to tackle this problem (Chang and Garg, 2002; Foss and Friedman, 2009; Kim, 2002) .
Antiferromagnetic exchange coupled dimer model
We have considered only the tunneling phenomenon of single molecule magnets (SMMs) . In many cases of physical interest, interactions between two large spins are taken into account. These interactions can be either ferromagnetic, which aligns the neighbouring spins or antiferromagnetic, which anti-aligns the neighbouring spins. One physical system in which these interactions occur is the dimerized molecular magnet [Mn 4 ] 2 . It comprises two Mn 4 SMMs of equal spins s 1 = s 2 = 9/2, which are coupled antiferromagnetically. The phenomenon of quantum tunneling of spins in this system has been be studied both numerically and experimentally (Hill, et al., 2003; Tiron, et al., 2003a) . For this system, the simplest form of the Hamiltonian in the absence of an external magnetic field can be written aŝ
where J > 0 is the antiferromagnetic exchange coupling. and D J > 0 is the easy-axis anisotropy constant, S i,z , i = 1, 2 is the projection of the component of the spin along the z easy-axis. In this model the exchange term acts as a field bias on its neighbour. We will report here on the analysis of this model by (Owerre and Paranjape , 2013) , however the nature of the ground states was first proposed by (Barbara and Chudnovsky, 1990 ) and the energy splitting was obtained by (Kim, 2003) and the quantum operator perturbation theoretical analysis is given in (Chudnovsky and Tejada, 2006; Chudnovsky et al , 2007) . demonstrated using density-functional theory that this simple model can reproduce experimental results in [Mn 4 ] 2 dimer with D = 0.58K and J = 0.27K. It also plays a crucial role in quantum CNOT gates and SWAP gates for spin 1/2 ( Loss and DiVincenzo, 1998) .
The total z-component of the spinsŜ z =Ŝ 1,z +Ŝ 2,z is a conserved quantity. However, the individual zcomponent spinsŜ 1,z ,Ŝ 2,z and the staggered configurationŜ 1,z −Ŝ 2,z are not conserved. The Hilbert space of this system is the tensor product of the two spaces H = H 1 ⊗ H 2 with dim(H )= (2s 1 + 1) ⊗ (2s 2 + 1). The basis of S z j in this product space is given by |s 1 , σ 1 ⊗ |s 2 , σ 2 ≡ |σ 1 , σ 2 . We immediately specialize to the case s 1 = s 2 = s. In the absence of the exchange interaction, the ground state of the Hamiltonian is four-fold degenerate corresponding to the states where the individual spins are in their highest weight or lowest weight states, |↑, ↑ , |↓, ↓ , |↑, ↓ , |↓, ↑ , where |↑, ↓ = |↑ ⊗ |↓ ≡ |s, −s etc, with the exchange interaction term J, the two ferromagnetic states |↑, ↑ and |↓, ↓ are still degenerate, exact eigenstate of the Hamiltonian, but the antiferromagnetic states |↑, ↓ and |↓, ↑ are not. These two antiferromagnetic states link with each other at 2s th order in degenerate perturbation theory in the exchange transverse term, that is at order J 2s (Kim, 2003; Owerre and Paranjape , 2013) . Thus, the exchange interaction plays the same role as the splitting terms in the uniaxial and biaxial models considered previously. This is completely understandable since tunneling requires a term that does not commute with the quantization axis. However, in this model we will see that both integer and half-odd integer spins can tunnel 5 but their ground and first excited states are different. Up to an additional constant, the classical energy corresponds to U = Js 2 (sin θ 1 sin θ 2 cos(φ 1 − φ 2 ) + cos θ 1 cos θ 2 + 1)
The minimum energy corresponds to φ 1 −φ 2 = π: θ 1 = 0, θ 2 = π, φ 1 − φ 2 = π: θ 1 = π, θ 2 = 0 and the maximum at φ 1 −φ 2 = π: θ 1 = π/2, θ 2 = π/2. There are four classical equations of motion but we already have the constraint that the total z-component spins is conserved, that is cos
Introducing the variables φ = φ 1 − φ 2 and Φ = φ 1 + φ 2 (which is cyclic), one finds that the two spin problem reduces to an effective single spin problem which is described by the Lagrangian
where the effective energy is
and λ = J/D 1 . Since sin 2 θ = 0 as θ varies as the tunneling progresses, energy conservation requires
Thus, | cos φ| > 1 as λ 1. Therefore there is no real solution for φ as expected. It was shown that the proper choice of φ for antiferromagnetic coupling is φ = π + iφ I , where φ I is real (Owerre and Paranjape , 2013) . Plugging this into Eq. (90) the instanton and from π to 0 for an anti-instanton. The action for this trajectory is found to be
The energy splitting between the ground and the first excited states is given by (Kim, 2003; Owerre and Paranjape , 2013) 
For half-odd integer spin the ground |g and the first excited |e states are
while for integer spins we have
In this case there is no suppression of tunneling even at zero field, the phase term that arises from the imaginary term in Eq.(92) switches the ground state from odd to even for half-odd integer and integer spins respectively. This shows that for half-odd integer spins, the ground state is the state with s = 0. This result has been experimentally shown that [Mn 4 ] 2 represents an unequivocal and unprecedented example of quantum tunneling in a monodisperse antiferromagnet with no uncompensated spin (s = 0) in the ground state (Wernsdorfer, et al., 2004) . In the presence of an external magnetic field applied along the easy axis, there are (2s + 1) 2 × (2s + 1) 2 = 100 × 100 matrices which are sparsely populated giving rise to an exact numerical digonalization of 100 non-zero energy states as shown in Fig.(10) , (Hu, Chen and Shen, 2003; Hill, et al., 2003; Tiron, et al., 2003a,b; Wernsdorfer, et al., 2004) . The values of the anisotropy parameters use to fit experimental data for this dimer are J = 0.13K, D = 0.77K (Hill, et al., 2003; Tiron, et al., 2003a) . The hysteresis loops in Fig.(9) shows the tunneling transitions through plateaus as obtained from experimental measurement. The step heights are temperature independent below 400mK, which indicates quantum tunneling between the ground energy states. An analogous two (-9/2,9/2) to (-9/2 ,9/2); 2: (-9/2,9/2) to (-9/2 ,7/2), followed by relaxation to (-9/2,9/2); 3: (-9/2,9/2) to (9/2 ,9/2); 4: (-9/2,-9/2) to (-9/2 ,5/2), followed by re-laxation to (-9/2,9/2); 5: (-9/2,9/2) to (7/2 ,9/2), followed by relaxation to (9/2,9/2). In order to get most of these transitions theoretical one need to add term like J(S (86) . Adapted from Tiron, et al., 2003a spin problem is that of a biaxial antiferromagnetic particle of two collinear ferromagnetic sublattices with a small non-compensation s = s 1 − s 2 = 0. The corresponding Hamiltonian (Chudnovsky , 1995; Garg and Duan, 1994; iŝ
where k 1 k 2 > 0 are the anisotropy constants. It possesses an easy x-axis and xy easy plane, and the magnetic field h is applied along the hard z-axis. The two spins are unequal unlike the dimer model considered above so one is interested in the sublattice rotation of the Néel vector (Barbara and Chudnovsky, 1990) . The classical energy is of the form
The full action contains two WZ terms thus, there are four equations of motion in general. There is no operator that commutes with this Hamiltonian therefore there is no constraint. In order to get an effective single spin problem, several approximations have to be made. Firstly, we have to assume that the two spins s 1 and s 2 are almost antiparallel. Therefore, one can replace θ 2 and φ 2 by θ 2 = π − θ 1 − θ and φ 2 = π + φ 1 + φ where θ , φ 1 are small fluctuations. Replacing θ 2 and φ 2 in the action and setting s 1 = s 2 = s 0 except for the terms containing s 1 − s 2 = s, and integrating out the fluctuations θ , φ from the path integral one obtains an effective single spin model, which can then be solved using the procedures outline above. However, unlike the dimer model, one finds in this case that in the absence of the magnetic field, tunneling of hampered when s is halfodd integer (Chudnovsky , 1995) while in the presence of the magnetic field, tunneling splitting oscillates with the field only vanishes at a certain critical value D. Coordinate independent formalism
The coordinate dependent formalism we have just reviewed in the previous section is widely used in most condensed matter literature but not much seems to be written about the solutions of these models in a coordinate independent form. The solution of a physical problem should be independent of the coordinate system. Having solutions only in a coordinate dependent form leaves a slight but persistent, irritating doubt that somehow the results may have some coordinate dependent artefacts, which of course should not be there. In section (II.A) we derived the classical action for the spin system without the use of coordinates. In this section we will show that one can solve the spin models we have considered so far in totally coordinate independent way and also recover the quantum phase interference exactly as before. First of all, we need to know the classical path that minimizes the coordinate independent action Eq.(33).
The variation of coordinate independent WZ term, Eq.(34) due to small variation ofn gives
To obtain this variation we must remember that 0 = δ(n ·n) = 2n · δn, and 0 = ∂ τ,ξ (n ·n) = 2n · ∂ τ,ξn sincê n is a unit vector. Consequently, the volume defined by the parallelepiped traced out by the three vectors, the variation and the two derivatives, must vanish, δn · (∂ τn × ∂ ξn ) = 0 since any three vectors orthogonal to a given vectorn, lie in the same plane. The first term in Eq. (99) vanishes by virtue of the boundary conditions Eq.(35) and the second term yields
As δn(τ ) is still a constrained variation, necessarily orthogonal ton, we may not conclude that the WessZumino term contributes [n(τ ) × ∂ τn (τ )] to the equation of motion. What we may conclude is that the part which is orthogonal ton must contribute to the equation of motion. The way to implement this, is to take the vector product withn, which projects to the orthogonal subspace. Then, using the fact thatn(τ )×[n(τ )×∂ τn (τ )] = −∂ τn (τ ), the variation of the total action gives the equation of motion
which the imaginary-time equation for Larmor precession in the effective magnetic field δU (n(τ ))/δn(τ ), often called the Landau-Lifshitz equation Lifshitz, 1935, 1991) . Taking the cross product of Eq. (101) with ∂ τn (τ ), and subsequently the dot product witĥ n(τ ), one finds the equation of energy conservation:
Having obtained the equation of motion as a function of the trajectoryn(τ ), we will need to write the WZ action, Eq.(34) as a function of τ alone in order to compute the instanton action for the trajectoryn(τ ). This can only be achieved if the integration over ξ can be done leaving us with the integration over τ in terms of the unit vector n(τ ). This integration can indeed be done. Let us express the unit vectorn(τ, ξ) aŝ (103) with the boundary conditions given in Eq.(35). From Eq.(103) andn ·n = 1 one obtains immediately
Owing to the boundary conditions in Eq.(35), these functions must obey
A long but straightforward calculation shows that
The WZ term becomes 6 (Owerre and Paranjape, 2014)
This expression defines the WZ term in the coordinate independent form as a function of time alone. By spherical parameterization one can easily recover the coordinate dependent form given by Eq. (39). Further simplification of Eq. (107) yields
1. Coordinate independent uniaxial spin model in a magnetic field
Now let us consider the uniaxial model in section(II.C.1). The corresponding classical energy in coordinate independent form is
From Eq.(101) we obtain the equation of motion is∂ τn − 2Ds 2 (n ·ẑ)(n ×ẑ) − H x s(n ×x) = 0 (110)
Taking the cross product of this equation with ∂ τn and using the fact thatn(τ ) · ∂ τn (τ ) = 0 we obtain the conservation of energy
where an additional constants have been added for convenience. Using this expression together with the constraintn ·n = 1 we find the relationŝ
The ratio of these two expressions givê
6 A similar expression is given in (Blasone and Jizba, 2012; Garg , et al., 2003; Klauder, 1979; Stone, Park and Garg , 2000) which is imaginary. Taking the scalar product of Eq. (110) withẑ and using Eq.(112) we obtain
The above equation integrates aŝ
which is the same as Eq. (57). To determine the action for this trajectory we use Eq.(108) that is
From Eq.(113) we find
which is exactly the coordinate dependent result in Eq.(58).
Coordinate independent biaxial model and suppression of tunneling
In section(II.C.2), we reviewed the suppression of tunneling for half-odd integer spin for a biaxial single molecule magnet a particular choice of coordinate. In this section we will show that these results can be recovered in terms of the unit vectorn(τ ). Thus, the suppression of tunneling for half-odd integer spin is independent of the choice of coordinate. In the coordinate independent form, the classical energy of the Hamiltonian, Eq.(61) can be written as
The classical equation of motion, Eq.(101) yields is∂ τn +2Ds 2 (n·ẑ)(n×ẑ)+2Es 2 (n·x)(n×x) = 0 (119)
From the conservation of energy and the fact thatn ·n = 1, it follows that
Thenn
Taking the scalar product of Eq. (119) withx and using Eq.(120) yields
Upon integration we obtain the instanton
where ω = 2s √ DE. The instanton interpolates from n y = 1 to n y = −1 as τ → ±∞. Thus, arctan(n · y/n ·ŷ) → ±π/2 as τ → ±∞. Since the energy remains constant along the instanton trajectory, the action is determined only from the WZ term
From Eq. (120) and Eq.(121) we find
Thus, we recover the action in Eq.(66)
The calculation of the energy splitting follows directly from section(II.C.2). Thus, one recovers the spin-parity effect in a coordinate independent manner. This simply means that the spin-parity effect is independent of the choice of coordinate.
III. EFFECTIVE POTENTIAL (EP) METHOD
As we mentioned earlier, the spin coherent state path integral formalism is valid in the large s limit, in other words if one imposes the commutator relation [φ, p] = i , where p = s cos θ, then the spin commutator relation [Ŝ i ,Ŝ j ] = i ijkŜk is only recovered in the large s limit 7 . On the other hand, the effective potential method uses an exact mapping (Scharf, Wreszinski and Hemmen , 1987; Zaslavskii, 1990a; Zaslavskii and Ulyanov, 1992) . In this method, one introduces the spin wave function using theŜ z eigenstates, and the resulting eigenvalue equationĤ |ψ = E |ψ is then transformed to a differential equation, which is further reduced to a Schrödinger equation with an effective potential and a constant or coordinate dependent mass. The energy spectrum of the spin system now coincides with the 2s + 1 energy levels for the particle moving in a potential field. The limitations of the method are as follow: (1) In the EP method, 7 The proof of this is given in , Appendix A the WZ term (Berry phase) does not appear in the corresponding particle action, the quantum phase interference effect seems to disappear, however, in some special cases with a magnetic field one can recover the quenching of tunneling at the critical field from the periodicity of the particle wave function. (2) High order anisotropy spin models such asĤ = −DŜ
− ) are very cumbersome to map unto a particle problem. Therefore the EP method is only efficient for spin models that are quadratic in the spin operators.
A. EP method for a uniaxial spin model with a transverse magnetic field
In this section we will consider the effective potential method of the uniaxial model we studied in section(II.C.1). The Hamiltonian of this system is given byĤ
Consider the the problem of finding the exact eigenstates of this Hamiltonian. The eigenvalue equation iŝ
where the spin wave function in theŜ z representation is given by (Scharf, Wreszinski and Hemmen , 1987) 
A straightforward calculation using Eqs. (127) and (129) in Eq. (128) gives
The spin-particle correspondence follows from a special transformation of the form
is the generating function, u(x) =sh x cosh(x), h x = H x /2Ds < 1, ands = (s + 1 2 ) is a quantum renormalization. This transformation in Eq. (131) is regarded as the coordinate or particle wave function since Ψ(x) → 0 as x → ±∞. The generating function transforms Eq.(130) into a second order differential equation with variable x, and e −u(x) removes the first derivative term 8 from this differential equation yieldingĤΨ(x) = EΨ(x) with (Scharf, Wreszinski and Hemmen , 1987; Zaslavskii, 1990a; Zaslavskii and Ulyanov, 1992 )
As before we have added a constant to normalize the potential to zero at the minimum cosh x = 1/h x . In Eq. (131), the generating function contains a real exponential function. This choice is usually a matter of convenience. In most cases it is convenient to use an imaginary exponential function to avoid some technical issues, as we will see in the next section. The minimum of the potential is now at x mim = ± arccosh(1/h x ) and the maximum is at x max = 0 with the height of the barrier given by
It is possible to analytically solve the Schrödinger equation and find the energy levels of the particle in the potential Eq. (134), such solution has been reported (Razavy, 1980) . This potential is of the form of a double well we saw in Sec.(II.A) with ±a = ± arccosh(1/h x ). The instanton solution of such a problem follows the same approach (Coleman , 1985) . The Euclidean Lagrangian corresponds to Eq. (11) with the mass and the potential given by Eq.(134). The solution of the Euclidean classical equation of motion, Eq.(13) yields the instanton trajectory (Zaslavskii, 1990a; Zaslavskii and Ulyanov, 1992) 
where ω = Ds 1 − h 2 x . This nontrivial solution corresponds to the motion of the spin particle at the top of the left hill at τ → −∞, x(τ ) → −a and roll through the dashed line in Fig.(2) and emerges at the top of the right hill at τ → ∞, x(τ ) → a. The corresponding action for this trajectory is
The computation of the ground state energy splitting yields Zaslavskii, 1990a) 
8 The function u(x) is determined by demanding the the first derivative of Ψ(x) in the resulting second order differential equation vanishes.
which recovers the factor h 2s x we saw previously in the spin coherent state path integral formalism. In the presence of a longitudinal magnetic field i.e along z-axis, the two degenerate minima of the potential become bias, one with lower energy and the other with higher energy. The problem becomes that of a quantum decay of a metastable state (Zaslavskii, 1990b) .
B. EP method for a biaxial spin model
The biaxial spin model also possesses a particle mapping via the EP method. Consider the biaxial system studied in sec.(II.C.3)
A convenient way to map this system to particle Hamiltonian is by introducing a non-normalized spin coherent state (Ersin and Garg, 2003; Garg , et al., 2003; Perelomov, 1986; Radcliffe, 1971) , the action of the spin operators on this state yields the following expressions (Zaslavskii, 1990a; Zaslavskii and Ulyanov, 1992 )
The Shrödinger equation can then be written aŝ
where the generating function is defined as
with periodic boundary condition Φ(φ + 2π)= e 2iπs Φ(φ). From Eq. (139) and Eq.(140) one obtains the differential Zaslavskii, 1990a) 
A convenient way to obtain a Schrödinger equation with a constant is by introducing an incomplete elliptic integral of first kind (Abramowitz and Stegun, 1972; Byrd and Friedman, 1979) and the particle wave function
with amplitude φ and modulus κ 2 = λ. The trigonometric functions are related to the Jacobi elliptic functions by sn(x) = sin φ, cn(x) = cos φ and dn(x) = 1 − κ 2 sn 2 (x). The function u(x) is defined by
The imaginary phase is a topological shift in the wave function which is related to Aharonov Bohm effect (Aharonov and Bohm, 1959) . In this new variable, Eq. (143) transforms into a Schrödinger equation with
The effective potential and the gauge field are given by
where η = Es(s + 1) + λα 2 4(1−λ) . The potential has a period of 2K(κ), where K(κ) is the complete elliptic function of first kind that is φ = π/2 in the upper limit of Eq.(144). Using Eq. (145) one finds that the wave function obeys the periodic boundary condition Ψ(x + 4K(κ)) = e
The corresponding Euclidean Lagrangian of this particle Hamiltonian is
The second term of this equation drops out from the classical equation of motion, however, it is responsible for the suppression of tunneling splitting just like the WZ term (Berry phase) in the spin coherent state path integral formalism. Thus one finds that the exact instanton solution is sn[x(τ )] = tanh(ωτ ), ω 2 = 4s(s + 1)DE (151) which interpolates from
The action for this trajectory is found to be
where b = πα/ √ 1 − λ and B is given by
By summing over instantons and anti-instantons configurations, it was shown that the energy splitting is given by 
Thus one recovers the suppression of tunneling as before.
As an alternative approach of recovering the quenching of tunneling splitting. Consider the transition from x = 0 to x = 2K(κ) and x = 0 to x = −2K(κ). The former is counterclockwise transition while the latter is clockwise transition, thus the total transition amplitude vanishes A(2K(κ), t; 0, 0) + A(−2K(κ), t; 0, 0) = 0 (155) where A represent the Feynman propagator given in Eq. (8). In terms of the wave function the propagator can be written as (Coleman, 1977; Callan and Coleman, 1977; Coleman , 1985; Feynman and Hibbs, 1965 )
Then from Eqs. (155) and (156) one obtains the relation
which yields from Eq. (149) e
for any quantum number l. From this equation one obtains the condition for suppression of tunneling 
just as Eq.(85). Suppose we apply a magnetic field in the medium x-axis corresponding to the Hamiltonian
As we pointed out in sec.(II.C.3), the quenching of tunneling at the critical field is only seen with biaxial spin models with magnetic field along the hard-axis, thus this model does not possess such effect. At zero magnetic field, there are two classical degenerate ground states corresponding to the minima of the energy located at ±ŷ, these ground states remain degenerate for h x = 0 in the easy XY plane. The particle Hamiltonian is
with the effective potential and the wave function given by )
cn(x) wheres = (s+ 1 2 ) and α x = H x /2Es. In order to arrive at this potential we have used the approximation s(s + 1) ∼ s 2 and shifted the minimum energy to zero by adding a constant of the form Es 2 α 2 x . The potential, Eq.(162) has minima at x 0 = 4nK(κ) ± cn −1 (α x ) and maxima at x sb = ±4nK(κ) for small barrier and at x lb = ±2(2n + 1)K(κ) for large barrier . The heights of the potential for small and large barriers are given by 
and the corresponding action is Zaslavskii, 1990a )
where the upper and lower signs is for tunneling in large and small barriers respectively. The tunneling splitting can be found in the usual way by summing over instanton and anti-instanton configurations. During our discussion of phase transition in the next section, we will return to this concept of large and small barriers in detail. In this section we have specifically chosen biaxial spin models that possess an exact instanton solution. The transformations in Eq. (140)- (142) are derived by restricting the analysis on a unit circle parameterize by the angle φ. In these two models, the variable φ and then x correspond exactly to the azimuthal angle φ in the spin coherent state path integral. In other representations of a biaxial spin system, this is not true and the EP method gives a very complicated effective potential, one can neither find the exact instanton solution nor the suppression of tunneling. However, without computing the explicit instanton trajectory, the action at the bottom of the potential well can be found in some cases by another elegant approach as we will see in the next section.
IV. PHASE TRANSITION OF THE ESCAPE RATE IN SPIN SYSTEMS
In the previous sections, we have reviewed quantum tunneling in spin systems which is dominated by instanton trajectory at zero temperature. As we mentioned in Section(I), transition at finite temperature can be either first or second-order. In this section we will now discuss the phase transition of the escape rate from thermal to quantum regime at finite temperature. The escape rate of a particle through a potential barrier in the quasiclassical approximation is obtained by taking the Boltzmann average over tunneling probabilities (Affleck, 1981) 
where W(E) is an imaginary time transition amplitude at an energy E, and U min is the bottom of the potential energy. The transition amplitude is defined as
and the Euclidean action is given by
where x 1,2 are the turning points, i.e U (x 1,2 )−E = 0 (see Fig.(1) ) of a particle with energy −E in the inverted potential −U (x). The factor of 2 in Eq.(168) corresponds to the back and forth oscillation of the period in the inverted potential (see Fig.(1(b)) ). In many cases of physical interest, this integral can be computed in the whole range of energy for any given potential in terms of elliptic functions. In the limit E → U min , its value corresponds to the instanton action of the previous sections with B = S(U min )/2. All the interesting physics of phase transition in spin systems occur when the energy is very close to the top of the potential barrier, E → U max .
In the method of steepest decent, at low temperatures (small compared to the height of the barrier), Eq. (166) is dominated by a stationary point
which is the period of oscillation of a particle with energy −E in the inverted potential −U (x). In the limit E → U min , the period τ (E) → ∞ i.e T → 0 which corresponds to the instanton of the previous sections while for Affleck, 1981) . Now, the first and second-order transitions follow from the behaviour of τ (E) as a function of E. If τ (E) has a minimum at some point E 1 < ∆U and then rises again i.e non-monotonic, then first-order transition occurs while monotonic increase of τ (E) with decreasing E indicates the presence of second-order transition Chudnovsky and Garanin, 1997; Chudnovsky, 1992) . The escape rate, Eq.(166) in this approximation can also be written as (Chudnovsky and Garanin, 1997) Γ ∼ e −βFmin (170) and F min is the minimum of the effective free energy
with respect to E. The ground state crossover temperature, Eq.(1) can be written as T is defined by Eq.(2) and P = (U max − E)/(U max − U min ), where U max (U min ) corresponds to the top (bottom) of the potential, P → 0(1) at the top (bottom) of the potential respectively. For a given potential, Eq. (168) can be written as a function of P and the free energy near the top of the barrier, P 1 has the form (Chudnovsky and Garanin, 1997)
whereã,b andc depend on θ and the parameters of the potential. This free energy can be related to that of Landau's theory of phase transition,
where a = 0 determines the quantum-classical transition and b = 0 determines the boundary between the first-and second-order phase transition, Chudnovsky and Garanin (1997) observed that the coefficients of the spin free energy, Eq.(172) are analogous to that of Landau's free energy, Eq.(173) withã ≡ a,b ≡ b andc ≡ c. For any particle with a constant mass in an even potential, the quickest way to determine the critical value of the parameters of the potential at which the first-order phase transition commences is to expand the potential near the maximum location x max and look for the point where the coefficient of the fourth order term in the expansion changes sign. However, if the potential is not an even function and the mass is coordinate dependent, the coefficient of the fourth order term does not gives the correct result, so one has to resort to a more appropriate formula derived by Müller, Park and Rana (1999) . They studied the Euclidean action near the top of the potential barrier (Gorokhov and Blatter, 1997) and showed with coordinate dependent mass that the criterion for first-order phase transition can be determined from the condition
and represents derivatives with respect to x. The subscript s represents the coordinate of the sphaleron at the bottom of the well of the inverted potential i.e x s = x max as shown in Fig.(1) . Replacing < with = in Eq. (174), one determines the boundary between the firstand the second-order phase transitions which is equivalent to b =b = 0 in Eq.(172). This formula, Eq. (174) clearly explains why the coefficient of the fourth order expansion near x s is the determining factor for first-order transition when the potential is an even function and the mass is a constant mass. Another alternative approach is due to Kim (1999) , who considered the expansion of the action Eq.(168) near x max in terms of the dimensionless quantity P for coordinate dependent mass particle. The resulting expression gives the same result as Eqs. (174) and (172).
A. Phase transition in uniaxial spin model in a magnetic field
We have written down all the necessary formulae for studying the phase transition of the escape rate for a uniaxial spin model in an applied field. An extensive analysis of this model can be found in Chudnovsky and Tejada, 1998) . In this section will briefly review the theoretical analysis and recent experimental development. For this system we saw that the spin HamiltonianĤ
As we mentioned before this system is a good approximation for Mn 12 Ac, with a ground state of s = 10 and 21 energy levels. Transition between these states can occur either by quantum tunneling (QT) or thermally assisted tunneling (TAT) as depicted in Fig.(15) . The corresponding potential and constant mass are given by
FIG . 12 The plot of the of the first-and second-order cross over temperatures against hx. Adapted from Since the potential is an even function and the mass is constant, the quickest way to determine the regime where the first-order transition sets in, is by considering where the coefficient of the fourth order term changes sign near x s = 0, we have
The coefficient of x 2 in Eq. (180) is negative for h x < 1, which corresponds to nonvanishing of the potential barrier, Eq.(135). The coefficient of x 4 changes sign for h x < 1/4, which corresponds to the regime of the firstorder transition from thermal activation to quantum tunneling. By making the substitution y = cosh x, it is possible to reduce the action, Eq.(168) to elliptic integral (Abramowitz and Stegun, 1972; Byrd and Friedman, 1979) in the whole range of energy. Near the top of the barrier P 1, the free energy of the spin model yields Chudnovsky and Garanin, 1997) 
The coefficient of P 2 corresponds to the Landau coefficient b which determines the boundary between the firstand the second-order phase transition at b = 0. This condition can also be obtained by applying Eq.(174). One finds that the odd derivatives of U vanishes at x max = 0 and the mass derivatives are all zero thus g 1 = 0 = g 2 . The criterion becomes (Müller, Park and Rana , 1999 )
FIG . 13 The plot of the of the free energy as a function of P for hx = 0.3 (a) second-order transition and hx = 0.1 (b) first-order transition, here E ≡ E. Adapted from Chudnovsky and Garanin, 1997. Thus, at the phase boundary between the first-and the second-order transition h c x = 1/4, where the superscript c represents the critical value of the field at the phase boyndary. The plot of the free energy in the whole range of energy is shown in Fig.(13) . The crossover temperature between quantum and thermal regimes is determined when the value of the free energy is the same for a particular value of h x and θ. For h x = 0.1, it is found to be at T (135) and Eq.(137). For the second order transition one finds that at x max = 0
In the limit h x → 1 one finds T the existence of an abrupt and gradual crossover temperature (T ∼ 1.1K) between thermally assisted and pure quantum tunneling ( Bokacheva, Kent and Marc, 2000; Garanin and Chudnovsky, 2000; Leuenberger and Loss, 2000) as shown in Fig.(14) . Below the crossover temperature the magnetization relaxation becomes temperature independent, which indicates that transition occur by QT between the m esc = ±s states. Above the crossover temperature transition favours the excited states with m esc < s (TAT). Quite recently, a similar result was observed in Mn 12 -tBuAc molecular nanomagnet with a spin ground state of s = 10. This molecular nanomagnet has the same magnetic anisotropy as Mn 12 Ac but the molecules are very isolated and the crystals have less disorder and a higher symmetry (Wernsdorfer, Murugesu, and Christou, 2006) . The Hamiltonian for this system has the form
where h z = g z µ 0 µ B H z andĤ ⊥ is the splitting term which is comprised ofŜ x andŜ y . In the absence ofĤ ⊥ , the exact 21 energy levels of Eq.(184) can be found by exact numerical diagonalization in theŜ z representation. The inclusion of a small perturbationĤ ⊥ leads to an avoided level crossings in the degenerate energy subspace. The crossover temperature for the compound occurs at T ∼ 0.6K. The hysteresis loops shows a temperature independent quantum tunneling at the lowest energy levels below 0.6K while the temperature dependent thermal assisted tunneling at the excited states occurs above 0.6K (see Fig.(16) The phase transition in biaxial spin systems follow a similar trend to that of uniaxial spin model in a magnetic field. The first work on this system was begun by . They studied the model
by spin coherent state path integral and periodic instanton method. This Hamiltonian is related to that of Eq. (61) and Eq.(63) by K 1 = D, K 2 = E and φ → π/2−φ. Integrating out cos θ from the spin coherent state path integral, Eq.(55) one finds that the effective classical Euclidean Lagrangian is
The potential barrier height is at φ s = π/2 and the corresponding periodic instanton solution (solution of the classical equation of motion with finite energy E) is given by
In this analysis, the mass is coordinate dependent, therefore the coefficient of φ 4 in the series expansion near φ s = π/2 cannot determine the condition for first-order transition thus Eq. (174) becomes handy. The classical action for this trajectory and the period of oscillation are found to be
where Π is the complete elliptic function of third kind. Near the top of the barrier E → K 2 s 2 and τ (E) → 2π/ω b , with ω b defined by Eq.(177) and near the bottom of the barrier E → 0 and τ (E) → ∞, then S(E) reduces to the usual vacuum (T = 0) instanton solution, Eq.(67). The ground state crossover temperature is determined from T = π/4 ≈ 0.785. The expansion of the free energy F = E + T S(E) − U min near the top of the barrier P 1 was found to be )
The coefficient of the P 2 changes sign when λ > 1/2 which correspond to the regime of first order phase transition. Alternatively, using Eq.(174) with x s = φ max = π/2 one obtains (Müller, Park and Rana , 1999)
The critical value at the phase boundary is thus λ c = 1/2. The plot of Eq.(192) for the whole range of energy is shown in Fig.(17) . For λ = 0.95, that is first-order transition, the actual crossover from thermal to quantum regime is estimated as T
(1) 0 = 1.5T
(2) 0 corresponding to the point where the two minima have the same free energy. At λ = 0.1, there is only one minimum of T for all T > T (2) 0 , i.e θ > 1 at the top of the barrier. For θ < 1, the minimum continuously shifts to the bottom of the barrier with lowering temperatures. The ratio of the anisotropy constants λ in this model plays a similar role as h x in the uniaxial model. In general, the splitting term in the Hamiltonian is responsible for the phase transition in spin systems. One can recover these results by the effective potential method. The spin Hamiltonian corresponds to the effective potential and the mass U
where x s = x max = 0. It is now trivial to check that both methods yield the same result in the large spin limit
C. Phase transition in biaxial spin model with a magnetic field
In the presence of a magnetic field, other interesting features arise. In this case one can study how the crossover temperatures vary with the magnetic field at the phase boundary. Many biaxial spin models in the presence of an external magnetic with different easy axes directions have been studied by different approaches, although these systems are related by their anisotropy constants. The early work on this model began with Chudnovsky and Garanin (1999 Garanin ( , 2000 who studied the two biaxial spin model of the form
by direct numerical method and
by perturbation theory with respect to B. These two models have an easy z axis, x hard axis and y medium axis with the magnetic field applied along the hard and easy axes respectively. The first model, i.e Eq. (195) is related to the model in Eq. (77) (196) . Based on the these results, Kim (1999) considered the effective potential method of the model
For H 
and the particle wave function function
where y(x) is determined in the usual way 8 . The corresponding effective potential and the coordinate dependent mass are given by U (x) =s
where k = k t /(2 + k t ) and k t = K ⊥ /K , h x,z = H x,z /2K s. The large s limit, i.e s 1 has been used. We consider two cases h x = 0 and h z = 0. In the limit k, k t , h z → 0, this model reduces to that of the uniaxial model studied in Sec.(IV.A). Let us consider the first case h z = 0 and h x = 0, in this case the potential is even with a maximum at x s = x max = 0 and the barrier height is ∆U = K s 2 (1 − h x ) 2 (see Fig.(18) ). An alternative method to investigate first-order transition is by direct evaluation of the imaginary time action, Eq.(168) around x s = x max in terms of P (Kim, 1999)
where Adapted from Chudnovsky and Garanin, 1999 exactly the same result as Eq.(174). Applying the criterion, Eq.(202) one obtains the phase boundary between first-and second-order
At k t = 0, corresponding to the uniaxial limit, the phase boundary reduces to h c x = h + x = 1/4, which is exactly the result obtained before. At h x = 0, one obtains k t = 1 which also corresponds to the result of the previous section since the anisotropy constants are related by K = E and K ⊥ = D − E. In the small anisotropy limit k t 1, the phase boundary behaves linearly as h + x ≈ (1+3k t )/4. To determine the ground state crossover temperature (first-order) requires the evaluation of the Euclidean action, Eq.(168) at the minimum of the potential for small magnetic field. Without an explicit instanton computation, Kim (1999) showed that the action at the bottom of the well is given by S(U min ) = 2s ln
This expression is consistent with the small barrier ac- . Notice that this model does not have a large barrier so the concept of large and small barriers does not apply here. Later on we will present a complete phase diagram for small and large barriers for the model in Eq.(160). For the case of second-order transition the crossover temperature and its maximum are given by
Using the value of h x = h + x at the phase boundary, Eq.(203), one obtains the crossover temperature at the phase boundary T (c) 0 . As shown in Fig.(20) the difference between these temperatures vanishes at k t = 1 which is the critical value at the phase boundary for h x = 0. For the second case h x = 0 and h z = 0, the potential is an odd function with a bias minima, and the barrier height is ∆U = K s at the boundary between first-and second-order transitions. Reproduced from Kim, 1999 at the phase boundary. For small field parameter h z 1, the critical value decreases as k c t ≈ 1 − 3h 2 cz . One obtains that the second-order crossover at the phase boundary is
which has the form T (207) is shown in Fig.(21) . It clearly shows the consistency of the result with that of perturbation theory Fig.(19) . The barrier vanishes for h z > 1. At k t = 0, there is no tunneling due to the following: Quantum mechanically, in this limit the Hamiltonian commutes withŜ z , thus there is no splitting term sinceŜ z is conserved quantity. In the effective potential method, this implies that the barrier becomes infinitely thick and the spin cannot tunnel.
It is possible to get a particle with a constant mass from this model using another approach. Let us consider the model
This model is exactly the same as Eq. (197) 
As in the previous analysis, y(x) is determined by the usual procedure 8 . One finds that the corresponding effective potential and the mass are given by ( Chang, et al., 2000 ( Chang, et al., , 1999 
where the large s limit s ∼ s + 1 ∼ (s + 1 2 ) =s has been used. b = B/A and α x,z = H x,z /sA, the modulus of the elliptic functions is k 2 = 1 − b. The maximum of the potential is at x s = x max = 0 for α z = 0 . Since the mass is now a constant and the potential is even for α z = 0, the criterion for the first-order transition, Eq.(174) is determined only by the fourth derivative of the potential at x s or by considering where the coefficient of the fourth order expansion changes sign near x s . For α z = 0 we find
The vanishing of the coefficient of x 4 determines the phase boundary
which is exactly the result obtained by Chang, et al. (2000) . Eq. (213) is consistent with Eq.(203) by noticing that b = k t /(1 + k t ) and α x = 2(1 − b)h x . The secondorder crossover temperature is given by
10 An alternative choice isĤ = K 1Ŝ 2 z + K 2Ŝ 2 y − HxŜx. Setting Hx = 0 in Eq.(208), these models are related by K 1 = A and .
Plugging Eq.(213) into Eq.(214) one obtains the crossover temperature at the phase boundary. For α x = 0 in Eq.(211), the maximum occur at x s = sn −1 [−α z /2(1− b), the potential is no longer an even function therefore the coefficient of the fourth order expansion near x s cannot determine the regime of first-order transition. With the help of Eq.(174) one obtains the phase boundary and the crossover temperature at the phase temperature ( Chang, et al., 1999) 
These expression are consistent with Eq. (206) (Barra, et al., 1996; Sangregorio, et al., 1997) 
The effective potential and the mass were obtained as
This Hamiltonian is related to Eq.(197) for H z = 0 if one sets D = K + K ⊥ and E = K , it is also related to Eq.(208) for H z = 0 if one sets D = A and E = A − B, but unlike these models, we saw that the potential, Eq.(218) has large and small barriers (see Fig.(11) ) located at x lb = ±2(2n + 1)K(κ) and x sb = ±4nK(κ) respectively, with the barrier heights given by Eq.(163). The phase transition of the escape rate was studied by using spin coherent state path integral. In this review we will consider it in the effective potential method. Using Eq.(174) and the maximum points x lb , x sb , the boundary between the first and second-order transition for small and large barriers are found to be ≈ Es(1 ± 3 2 α x )/π for α x 1, which coincides at α x = 0, λ = 1 2 as shown in Fig.(22) . The evidence of this crossover temperatures has predicted in Fe 8 molecular cluster with s = 10. There Points below 400 mK shows temperature independent quantum tunneling. Adapted from Sangregorio, et al., 1997 are 21 × 21 matrices with 2s + 1 states which can be exactly diagonalized numerically. The energy barrier of this system is much smaller than that of Mn 12 Ac. In the lowtemperature limit, specifically for T < 0.4K, only the two lowest energy level with M = ±s are occupied and tunneling is possible between these two states. For this system experimentally measured relaxation rate showed a temperature independent rate below 400mK which suggests the evidence of spin tunneling across its anisotropy energy barrier (Sangregorio, et al., 1997 ) (see Fig.(23) ).
D. Phase transition in exchange-coupled dimer model
In Sec.(II.C.4), we reviewed the problem of an antiferromagnetically exchange-coupled dimer model via spin coherent state path integral formalism. In this section we will study the effective potential method of the model. In the presence of a staggered magnetic field applied along easy z-axis, the Hamiltonian is given bŷ 
where J > 0 is antiferromagnetic exchange coupling respectively , D > J > 0 is the easy z-axis anisotropy, and h is the external magnetic field, µ B is the Bohr magneton and g = 2 is the spin g-factor. The spin wave function in this case can be written in a more general form as where either σ A → −σ A or σ B → −σ B for antiferromagnetic spin configuration. Following the same procedures outlined above, one finds that the effective potential U (r) and the coordinate dependent reduced mass µ(r) are given by (Owerre and Paranjape, 2013) U (r) = 2Ds 2 [2α 2 + κ(1 − cosh r) + 2ακ sinh r]
(2 + κ + κ cosh r)
µ(r) = 1 2D (2 + κ + κ cosh r)
In order to arrive at these equations we have used the fact that the two giant spins are equal s A = s B = s and the approximation s(s + 1) ∼s 2 = (s + 1 2 ) 2 , where κ = J/D and α = gµ B h/2Ds. The variable r denotes the relative coordinate of the particles, the center of mass coordinate does not contain any information about the system. Let 
The coefficient s(s+1) can be approximated as s 2 for s 1. The Euclidean action, Eq.(168) can then be reduced to elliptic integral by making the substitution y = cosh 
in accordance with the spin coherent state path integral result, Eq.(93). The period of oscillation τ (E), Eq. (169) can as well be computed. The resulting expression is
The plot of τ (E) vs P is shown in Fig.(25) for several values of κ. The non-monotonic behaviour of the function for κ < 1 indicates the presence of first-order phase transition. In the presence of the field α = 0, the maximum of the potential is located at r s = ln 
One finds that the second-order transition crossover temperature at the phase boundary yields (Hill, et al., 2003; Tiron, et al., 2003a) , one finds that the value of the crossover temperature at the phase boundary is T (c) 0 = 0.29K, which is much smaller than that of Fe 8 molecular cluster. In Fig.(24) , we show the experimental result of the Arrhenius plot of [Mn 4 ] 2 dimer. The plot shows that the relaxation rate is temperature-dependent above ca. 0.3K with τ 0 = 3.8 × 10 −6 s and ∆U = 10.7K and below ca. 0.3K, the relaxation rate is temperature-independent with a relaxation rate of 8×10 5 s indicating the quantum tunneling of the spins between the ground states (Wernsdorfer, et al., 2004) .
V. CONCLUSION AND DISCUSSION
In this review we discussed recent theoretical and experimental developments on macroscopic quantum tunneling and phase transitions in spin systems. We reviewed different theoretical approaches to the problem of spin tunneling in single molecule magnets and exchange coupled dimer models. It is now understood that the suppression of tunneling at zero magnetic field for half-odd integer spin system is independent of the coordinate representation but only depends on the WZ or Berry phase term. This is related to Kramers degeneracy, and its experimental confirmation has been reported (Wernsdorfer et al., 2002) . Theoretically, it is still an open problem to determine the necessary conditions in which classical degenerate ground state for half-odd integer spin implies degenerate ground states in the pure quantum case. In the presence of a magnetic field along the spin hard anisotropy axis, tunneling is not suppressed for half-odd integer spins but rather oscillates with the field in accordance with the experimental observations.
Experimental and theoretical research on singlemolecule magnets have focused on the search for other molecular magnets that exhibit tunneling and crossover temperatures. This research is expanding rapidly, and with the advance in technology, these molecular magnets have been used in the implementation of Grover's algorithm and magnetic qubits in quantum computing (Leuenberger and Loss, 2001; Tejada, et al., 2001) . Other interesting areas include tunneling of Neél vector in antiferromagnetic ring clusters with even number of spins (Meier and Loss, 2001; Meier, et al., 2003; Taft, et al., 1994) . As far as we know the odd number of antiferromagnetic spin chain has not been reported. The present authors of this article have suggested that this might give rise to solitons due to the spin frustration. Most experimental research has focused on organizing the SMMs into layers with the possibility of singling out the individual molecules (Leon, et al., 1998 (Leon, et al., , 2001 .
