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ON FINITE GK-DIMENSIONAL NICHOLS ALGEBRAS
OVER ABELIAN GROUPS
NICOLÁS ANDRUSKIEWITSCH, IVÁN ANGIONO, ISTVÁN HECKENBERGER
Abstract. We contribute to the classification of Hopf algebras with
finite Gelfand-Kirillov dimension, GKdim for short, through the study
of Nichols algebras over abelian groups. We deal first with braided vector
spaces over Z with the generator acting as a single Jordan block and show
that the corresponding Nichols algebra has finite GKdim if and only if
the size of the block is 2 and the eigenvalue is ±1; when this is 1, we
recover the quantum Jordan plane. We consider next a class of braided
vector spaces that are direct sums of blocks and points that contains
those of diagonal type. We conjecture that a Nichols algebra of diagonal
type has finite GKdim if and only if the corresponding generalized root
system is finite. Assuming the validity of this conjecture, we classify all
braided vector spaces in the mentioned class whose Nichols algebra has
finite GKdim. Consequently we present several new examples of Nichols
algebras with finite GKdim, including two not in the class alluded to
above. We determine which among these Nichols algebras are domains.
As you set out for Ithaka
hope the voyage is a long one,
full of adventure, full of discovery.
Laistrygonians and Cyclops,
angry Poseidon—don’t be afraid of them:
you’ll never find things like that on your way
as long as you keep your thoughts raised high,
as long as a rare excitement
stirs your spirit and your body.
Laistrygonians and Cyclops,
wild Poseidon—you won’t encounter them
unless you bring them along inside your soul,
unless your soul sets them up in front of you.
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1. Introduction
1.1. Antecedents. Since the inception of quantum groups in the early 80’s
of the last century, the natural question of their characterization in structural
terms is present. A first illuminating contribution was the intrinsic descrip-
tion by Lusztig of the positive part U+q (g) of the quantized enveloping algebra
of a simple finite-dimensional Lie algebra g as what is called today a Nichols
algebra [L2], see also [R1, S]. Then the pioneering paper [R2] explained that
finite Gelfand-Kirillov dimension is a crucial requirement to single out the
U+q (g) (and their multiparametric versions) among the Nichols algebras of
diagonal type, assuming q > 0. The classification of pointed Hopf algebras
with finite GKdim that are domains, with abelian group of grouplikes and
infinitesimal braiding of diagonal type was achieved in [AS2] starting from
this result; the extension to q generic was obtained in [AA] by means of
the theory in [H1]. A finer characterization of quantum groups was offered
further in [ARS] in terms of representation theory. In all the mentioned ar-
ticles, the starting point is a braided vector space of diagonal type. However
there are very natural braided vector spaces not of diagonal type but related
to natural examples of Hopf algebras, e.g. the quantum Jordan plane, see
§3.2. This paper starts a systematic treatment of Nichols algebras of braided
vector spaces over abelian groups that are not of diagonal type.
We point out that the classification of finite-dimensional Nichols algebras
of diagonal type was performed using the Weyl groupoid [H1, H2]. How-
ever, this theory does not apply directly to the braided vector spaces under
our consideration, since these are not direct sums of simple Yetter-Drinfeld
modules.
The last years witnessed a development of the interest on the classification
and understanding of Hopf algebras with controlled growth, see [B+]. For
instance, the study of noetherian Hopf algebras was raised and discussed
in [B1]; updates of the state-of-the-art were given in [B2, BG, G]. The
first results on classification of Hopf algebras with low GKdim appeared in
[LWZ, BZ, L, GZ, WZZ, Zh]; see an account in [G]. Connected Hopf algebras
with finite Gelfand-Kirillov dimension are quantum deformations of algebraic
unipotent groups [EG].
The results of the present paper fit into the approach of the classification
of pointed Hopf algebras through the lifting method [AS1], as was the view-
point in [AS2, AA, ARS]; as said we focus on Nichols algebras with finite
GKdim over abelian groups, one of the main steps of the lifting method.
The explanation of how the remaining steps can be performed is contained,
in a special situation, in the article [AAH1].
1.2. Points and blocks. If θ ∈ N, then let Iθ = {1, 2, . . . , θ}. When θ is
clear from the context we simply say I. If θ > ℓ ∈ N, then we set Iℓ,θ =
{ℓ, ℓ+ 1, . . . , θ}. Let k be an algebraically closed field of characteristic zero
and Γ an abelian group. We refer to [AS1] for the definitions of braided vector
space, of the category HHYD of Yetter-Drinfeld modules over a Hopf algebra
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H (always assumed with bijective antipode), and of the Nichols algebra B(V )
of V ∈ HHYD. Here we deal with the following question:
Question 1.1. If V ∈ kΓkΓYD, dimV <∞, when GKdimB(V ) <∞?
As customary, we go back and forth between Yetter-Drinfeld modules and
braided vector spaces. Note that the braided vector space V is triangular as
in [U] (but we do not rely on the results of [U]). Also, not every triangular
braiding arises from kΓkΓYD for some abelian group Γ.
Braided vector spaces arising as Yetter-Drinfeld modules over abelian
groups are direct sums of points and blocks:
⋄ A point of label q ∈ k× is a braided vector space (V, c) of dimension 1
with c = q id. Then B(V ) is isomorphic to a truncated polynomial ring
k[T ]/〈Tm〉 if q is a root of 1 of order m > 1; or to a polynomial ring k[T ],
otherwise. All irreducible objects in kΓkΓYD are like this.
⋄ A block V(ǫ, ℓ), where ǫ ∈ k× and ℓ ∈ N≥2, is a braided vector space with
a basis (xi)i∈Iℓ such that for i, j ∈ Iℓ = {1, 2, . . . , ℓ}, 1 < j:
c(xi ⊗ x1) = ǫx1 ⊗ xi, c(xi ⊗ xj) = (ǫxj + xj−1)⊗ xi.(1.1)
Here is our first significant result:
Theorem 1.2. GKdimB(V(ǫ, ℓ)) <∞ if and only if ℓ = 2 and ǫ ∈ {±1}.
If this happens, then GKdimB(V(ǫ, ℓ)) = 2.
See Propositions 3.4, 3.5 and Theorems 3.2, 4.3. The Nichols algebra
B(V(1, 2)) is a quadratic domain and has a PBW-basis with 2 generators; it
appeared in the literature under the name of Jordan plane. See §3.2. The
Nichols algebra B(V(−1, 2)) is not a domain and has a PBW-basis with 3
generators, one of them of height 2; it is presented by one quadratic and one
cubic relations. We call it a super Jordan plane. See §3.3. If ǫ ∈ {±1}, then
we refer to V(ǫ, 2) as an ǫ-block.
1.3. The main result.
1.3.1. The class of braided vector spaces. We start by fixing the class of
braided vector spaces (V, c) considered in this paper. First, we suppose that
V = V1 ⊕ · · · ⊕ Vt ⊕ Vt+1 ⊕ · · · ⊕ Vθ,(1.2)
c(Vi ⊗ Vj) = Vj ⊗ Vi, i, j ∈ Iθ,(1.3)
where Vh is a ǫh-block, with ǫ
2
h = 1, for h ∈ It; and Vi is a qii-point, with qii ∈
k×, i ∈ It+1,θ. For simplicity, we assume that Vh is a 1-block, for 1 ≤ h ≤ t+,
and a −1-block, for t+ + 1 ≤ h ≤ t+ + t− = t, where t+ ∈ {0, . . . , t} is the
number of 1-blocks. If i 6= j ∈ Iθ, then we set cij = c|Vi⊗Vj : Vi⊗Vj → Vj⊗Vi.
If i, j ∈ It+1,θ, i.e. they are points, then there exists qij ∈ k× such that
cij = qijτ,
where τ is the usual flip. We fix xj ∈ Vj , non-zero, for j ∈ It+1,θ.
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Let now i ∈ It and j ∈ It+1,θ (a block and a point); set Bij = {i, 2i+12 , j}.
Here is our second hypothesis: we assume that there exists a basis xi, x2i+1
2
of Vi, qij, qji ∈ k× and aji ∈ k such that the braiding is given by
(c(xr ⊗ xs))r,s∈Bij =
 ǫixi ⊗ xi (ǫix2i+12 + xi)⊗ xi qijxj ⊗ xiǫixi ⊗ x2i+1
2
(ǫix2i+1
2
+ xi)⊗ x2i+1
2
qijxj ⊗ x2i+1
2
qjixi ⊗ xj qji(x2i+1
2
+ ajixi)⊗ xj qjjxj ⊗ xj
 .
(1.4)
Notice that
cijcji = id ⇐⇒ qijqji = 1 and aji = 0.(1.5)
The interaction between the block i and the point j is Iij = qijqji; it is
weak if qijqji = 1, mild if qijqji = −1, strong if qijqji /∈ {±1}.
We define the ghost between i and j as Gij =
{
−2aij , ǫj = 1,
aij , ǫj = −1.
. So
cijcji is determined by the interaction and the ghost. If Gij ∈ N, then we
say that the ghost is discrete.
We next impose the form of the braidings between two different blocks.
For every i 6= h ∈ It, there exist qih, qhi ∈ k× and aih, ahi ∈ k such that the
braiding between Vi and Vh with respect to the basis Bi and Bh as above is
given by
the braidings of Vi ⊕ kxh and Vh ⊕ kxi are given as in (1.4);
c
(
x2i+1
2
⊗ x2h+1
2
)
= qih
(
x2h+1
2
+ aihxh
)
⊗ x2i+1
2
;
c
(
x2h+1
2
⊗ x2i+1
2
)
= qhi
(
x2i+1
2
+ ahixi
)
⊗ x2h+1
2
.
Finally, set i ∼ j when cijcji 6= idVj⊗Vi , i 6= j ∈ Iθ. Let ≈ be the
equivalence relation on Iθ generated by ∼. Here is our last assumption: V
is connected, i.e i ≈ j for all i, j ∈ Iθ.
Remark 1.3. If V ∈ kΓkΓYD, dimV < ∞, then V does not have necessarily
the form (1.2), (1.3) with cij given by (1.4) for i ∈ It and j ∈ It+1,θ. In
our opinion, the best way to understand the class of braided vector spaces
defined above is to define, following [Gñ, Definition 2.1], a decomposition
of a braided vector space W as a family of subspaces (Wi)i∈I such that
W = ⊕Wi, c(Wi⊗Wj) =Wj ⊗Wi, i, j ∈ I. Thus, a braided vector space is
of diagonal type when it has a decomposition with all subspaces of dimension
1, whereas for the class we consider here, all subspaces are either points (i.e.
of dimension 1) or blocks (specifically Jordan or super Jordan).
However there are examples of decompositionsW =W1⊕W2 whereW2 is
a point and W1 is of diagonal type, but the braiding of W is not of diagonal
type, in rough terms because ‘the action of the group-like corresponding
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to W2 on W1 is not diagonal’. We call these examples a pale block plus a
point. The classification of the Nichols algebras of such braidings with finite
GKdim when dimW1 = 2, hence dimW = 3, is given in §8; see Table 4. The
classification of all Nichols algebras over abelian groups with finite GKdim
requires an inductive approach, parallel the one in the present paper; the
first step would be to deal with Question 8.2.
Also, if V is a Yetter-Drinfeld module oven an abelian group and the
decomposition in (1.2) is of Yetter-Drinfeld modules (where V1, . . . , Vt are
blocks and Vt+1, . . . Vθ are points as assumed) then (1.3) and (1.4) hold.
Remark 1.4. Let U,W ∈ HHYD both finite-dimensional and assume that
cU,W cW,U = idW⊗U . Then B(U ⊕W ) ≃ B(U) ⊗ B(W ) by [Gñ] (at least as
graded vector spaces) and GKdimB(U⊕W ) = GKdimB(U)+GKdimB(W ).
Hence it is enough to reduce to connected V .
1.3.2. Diagonal type. We discuss here the case t = 0, i.e. V is of diagonal
type. A complete answer is not known presently, but we dare to propose:
Conjecture 1.5. If V is of diagonal type and GKdimB(V ) < ∞, then the
corresponding root system is finite.
This would imply the classification of the Nichols algebras of diagonal
type with finite GKdim from [H2]. See [An1, An2] for the defining relations.
There is evidence on the validity of this Conjecture.
Theorem 1.6. [AAH2] Assume that V is of diagonal type. If either its
generalized root system is infinite and dimV = 2, or else V is of affine
Cartan type, then GKdimB(V ) =∞.
The converse implication (finite root system implies finite GKdim) is
known, see [H1]. Braided vector spaces of diagonal type play a crucial role
in our approach; in this text we assume that
Hypothesis 1.7. Conjecture 1.5 is true.
This Hypothesis is used in the proof of our main result Theorem 1.10 not
as a restriction on the sub-diagram of diagonal type but rather as a tool
to discard possibilities. Namely, in several instances we obtain an auxiliary
braided vector space of diagonal type that is discarded by Hypothesis 1.7.
See §1.3.5 for an exposition; the Hypothesis is used in the proofs of Lemmas
4.33, 5.6, 5.7, 5.32, 5.35, 7.9 and 7.10 and in the proof of Theorem 8.3.
1.3.3. Flourished graphs. Towards our main classification result, we need
to introduce a class of decorated graphs, extending the generalized Dynkin
diagrams of [H2], designed to describe (some) braided vector spaces of the
form (1.2), (1.3).
Definition 1.8. A flourished graph is a graph D with θ vertices and the
following decorations:
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◦ The vertices have three kind of decorations +, − and q ∈ k×; they are
depicted respectively as ⊞, ⊟ and
q◦. There are t+ vertices of the first
kind, and t− of the second. They are numbered respectively 1, . . . , t+;
t+ + 1, . . . , t+ + t− =: t; t + 1, . . . , θ (with possibly different q’s). The
vertices in It are called blocks, the remaining are called points.
◦ If i 6= j are points, and there is an edge between them, then it is decorated
by some q˜ij ∈ k× − 1:
qi◦ q˜ij qj◦ .
◦ If h is a block and j is a point, then an edge between h and j is decorated
either by Ghj or by (−,Ghj) for some Ghj ∈ k×; or not decorated at all.
The full subgraph with vertices It+1,θ is denoted Ddiag; it is a generalized
Dynkin diagram [H2]. The set of its connected components is denoted X .
Let V be as in §1.3.1. We attach a flourished graph D to V by the following
rules. The set of vertices of D is Iθ. The edges obey the following rules:
• If h ∈ It, then corresponding vertex is depicted as ⊞ when ǫh = 1, respec-
tively ⊟ when ǫh = −1.
• If j ∈ It+1,θ, then the corresponding vertex is depicted as
qjj◦ .
• There is an edge between i and j ∈ Iθ iff i ∼ j.
• If i ∈ It, j ∈ It+1,θ, Iij is weak and Gij 6= 0, respectively Iij is mild, then
the edge between i and j is labelled by Gij , respectively by (−,Gij).
• If i 6= j ∈ It+1,θ and qijqji 6= 1, then the corresponding edge is decorated
by q˜ij = qijqji.
Here are the flourished graphs parametrizing Nichols algebras with finite
GKdim:
Definition 1.9. A flourished graph is admissible when it is not of diagonal
type (i.e. t > 0) and the following conditions hold.
(a) There are no edges between blocks.
(b) The only possible connections between a connected component J ∈ X
and one block are described in Table 1 (the point connected with the
block is black for emphasis).
(c) Let J ∈ X (a connected component of Ddiag). Then there is a unique
j ∈ J connected to a block.
(d) If J ∈ X has |J | > 1, then it is connected to a unique block i.
(e) If J = {j} ∈ X and qjj ∈ G′3, then it is connected to a unique block i.
(f) If a block h is connected to a point j by an edge labelled (−,Ghj) for
some Ghj ∈ k×, then there is no other edge connecting h with a point
and there is no other edge connecting j with a block.
The next is the main result of this monograph.
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Table 1. Connecting components and blocks; Gij ∈ N, ω ∈ G′3.
⊞
Gij 1• ⊟ Gij 1• ⊞ 1 −1• ω2 ω◦
⊞
Gij −1• ⊟ Gij −1• −1◦ ω2 ω• 1 ⊞
⊞
1 ω• ⊟ (−1,1) −1• ⊞ 1 −1• ω ω
2
◦ ω ω
2
◦
⊞
1 −1• −1 −1◦ . . . −1◦ −1 −1◦ ⊞ 1 −1• ω ω
2
◦ ω2 ω◦
⊞
2 −1• −1 −1◦ ⊞ 1 −1• r−1 r◦ , r 6= ±1
⊞
1 −1• ω −1◦ ⊟ (−1,1) −1• −1 −1◦
Theorem 1.10. Let V be a braided vector space as in §1.3.1, not of diag-
onal type. Then GKdimB(V ) < ∞ if and only if its flourished graph D is
admissible.
Table 2. Nichols algebras of a block and a point with finite
GKdim
V B(V ); GKdim generators and relations
L(1,G ) §4.3.1; G + 3 k〈x1, x2, x3|x2x1 − x1x2 + 12x21, x1x3 − q12 x3x1,
⊞
G 1• z1+G , ztzt+1 − q21q22 zt+1zt, 0 ≤ t < G 〉
L(−1,G ) §4.3.2; 2 k〈x1, x2, x3|x2x1 − x1x2 + 12x21,
⊞
G −1• x1x3 − q12 x3x1, z1+G , z2t , 0 ≤ t ≤ G 〉
L−(1,G ) §4.3.3; G + 3 k〈x1, x2, x3|x21, x2x21 − x21x2 − x1x21,
⊟
G 1• x1x3 − q12 x3x1, x21x3 − q212x3x21, z1+2G ,
z22k+1, z2kz2k+1 − q21q22 z2k+1z2k, 0 ≤ k < G 〉
L−(−1,G ) §4.3.4; G + 2 k〈x1, x2, x3|x21, x2x21 − x21x2 − x1x21, x23,
⊟
G −1• x1x3 − q12 x3x1, x21x3 − q212x3x21, z1+2G ,
z22k, z2k−1z2k − q21q22 z2kz2k−1, 0 < k ≤ G 〉
L(ω, 1) §4.3.5; 2 k〈x1, x2, x3|x2x1 − x1x2 + 12x21,
⊞
1 ω• x1x3 − q12 x3x1, z2, x33, z31 , z31,0〉
C1 §4.4.1; 2 k〈x1, x2, x3|x21, x2x21 − x21x2 − x1x21,
⊟
(−1,1) −1• x23, f20 , f21 , z21 , x21x3 − q212x3x21,
x2z1 + q12z1x2 − q12 f0x2 − 12f1〉
1.3.4. Organization of the paper and scheme of the proof. Section 2 is devoted
to preliminaries. The next Sections contain several partial classification re-
sults. In Section 3 we discuss Nichols algebras of blocks and prove a large
part of Theorem 1.2. In Section 3 we classify Nichols algebras of a direct
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sum of a block and a point with finite GKdim, cf. Theorem 4.1. Along the
way, the techniques in this Section allow us to finish the proof of Theorem
1.2. In Section 5 we classify Nichols algebras of a direct sum of a block and
several points with finite GKdim, cf. Theorems 5.1 and 5.2. In Section 6 we
show that the Nichols algebra of a direct sum of two blocks has finite GKdim
if and only if the blocks commute in the braided sense. Section 7 contains
the discussion of the general case, while in Section 8 we discuss Examples
of admissible flourished graphs and the braided vector spaces over abelian
groups not in the class discussed in this monograph.
Let us discuss now the general scheme of the proof of Theorem 1.10,
assuming the results listed above and other technical Propositions. We pro-
ceed inductively on t and θ. First, we observe that if GKdimB(V ) <∞ and
i, j ∈ It are two blocks, then cjicij = id by §6, thus D satisfies (a).
(i). There are no points, i.e. t = θ. Hence θ = 1 by the preceding
observation (since we assume that V is connected), i.e. it is a block. Then
Theorem 1.2 says that V is a Jordan plane, or a super Jordan plane.
(ii). θ = 2. It is enough to consider t = 1 by hypothesis and the pre-
ceding observation, i.e. it is a block and a point. Theorem 4.1 says that
GKdimB(V ) < ∞ iff V appears in Table 2. Clearly, the corresponding
flourished diagrams are those in Table 1 with θ = 2.
(iii). θ > 2, t = 1. Theorems 5.1, 5.2 say that GKdimB(V ) < ∞ if and
only if the connected components of Vdiag := Vt+1⊕· · ·⊕Vθ appear in Tables
2 and 3, and the existence of a component with mild interaction forces the
diagram of Vdiag to be connected. This implies (b) and the first claim in (f).
(iv). Lemma 7.9 provides (c) and Lemma 7.10 provides (d); Theorem 7.1
implies (e); the second claim in (f) follows from Lemma 7.2.
Thus, we see that the flourished diagram of a V with GKdimB(V ) < ∞
is admissible. Conversely, if the flourished diagram of V is admissible, then
GKdimB(V ) <∞ by Theorem 7.11.
For illustration, we describe the Nichols algebras of one point and several
blocks in §1.3.6.
1.3.5. About the proofs. The proofs of the Theorems that support our main
result involve two kind of arguments: first, discarding Nichols algebras with
infinite GKdim; second, proving that the remaining have finite GKdim, com-
puting it and describing the relations and a PBW-basis. For the first we
either use Lemmas 2.5 and 2.6 that are generalizations of results in [R2]; or
else reduce to the diagonal case by a variety of techniques, mainly:
♥ Filtrations of braided vector spaces. Given a Yetter-Drinfeld module V
with a flag of Yetter-Drinfeld submodules, we consider the associated
Yetter-Drinfeld module grV . Then GKdimB(grV ) ≤ GKdimB(V ). See
§3.4. If the flag is complete (as a flag of vector spaces), then gr V is of
diagonal type and we apply Theorem 1.6, or invoke Hypothesis 1.7. How-
ever there are instances where a more elaborated argument is needed: we
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Table 3. Nichols algebras of one block and several points with
finite GKdim: connected components of Vdiag not in Table 2
V B(V ); GKdim generators and relations
L(A(1|0)1; r), r ∈ G′N , N > 2 §5.3.1; 2 k〈xi, i ∈ I†3|x3
2
x1 − x1x3
2
+ 12x
2
1, x21, x3
2
3
2
2,
⊞
1 −1• r
−1 r◦ x22, x23
2
2
, x13, x3
2
3, x332, x
N
3 , [x3
2
2, x23]
N
c 〉
L(A(1|0)1; r), r /∈ G∞ §5.3.2; 4 k〈xi, i ∈ I†3|x3
2
x1 − x1x3
2
+ 12x
2
1, x21, x3
2
3
2
2,
⊞
1 −1• r−1 r◦ x22, x23
2
2
, x13, x3
2
3, x332〉
L(A(1|0)2;ω), ω ∈ G′3 §5.3.3; 2 k〈xi, i ∈ I†3|x3
2
x1 − x1x3
2
+ 12x
2
1, x21, x3
2
3
2
2, x
2
2,
⊞
1 −1• ω −1◦ x23
2
2
, x13, x3
2
3, x
2
3, x
3
23, [x3
2
2, x3]
3
c ,
[x3
2
2, x23]
6
c , [[x3
2
2, x23]c, x3]
3
c〉
L(A(1|0)3;ω), ω ∈ G′3 §5.3.4; 2 k〈xi, i ∈ I†3|x3
2
x1 − x1x3
2
+ 12x
2
1, x21, x3
2
3
2
2,
⊞
1 ω• ω2 −1◦ x32, x3
2
2x3
2
23 + q13q23x3
2
23x3
2
2, x
3
3
2
2
, [x3
2
2, x2]
3
c ,
x13, x3
2
3, x
2
3, x223, [x3
2
2, x23]
6
c〉
L(A(2|0)1;ω), ω ∈ G′3 §5.3.5; 2 k〈xi, i ∈ I†4|x3
2
x1 − x1x3
2
+ 12x
2
1, x21, x3
2
3
2
2, x
2
2,
⊞
1 −1• ω ω
2
◦ ω ω
2
◦ x23
2
2
, x13, x3
2
3, x14, x3
2
4, x24, x332, x334, x443, x
3
3,
x334, x
3
4, [x3
2
23, x2]
3
c , [[x3
2
23, x2]c, [x3
2
23, x24]c]
3
c ,
[x3
2
23, x24]
3
c , [[x3
2
23, x2]c, [[x3
2
23, x24]c, x2]c]
3
c ,
[[x3
2
23, x24]c, x2]
3
c , [[x3
2
23, x24]c, [[x3
2
23, x24]c, x2]c]
3
c , 〉
look at the filtration of B = B(V ) induced by the flag and correspondingly
at grB; then we identify a braided subspace U of the space of primitive el-
ements in grB such that GKdimB(U) =∞; this does the job since clearly
GKdimB(U) ≤ GKdimB(V ). The space U is not contained in grV and
derivations are used to verify that the extra elements are not 0.
♥ Splitting of Nichols algebras. We deal with decomposable Yetter-Drinfeld
modules V = U⊕W . Then the natural projection B(V )։ B(U) admits a
section, namely the natural inclusion B(U) →֒ B(V ). As in the usual con-
text of Hopf algebras, the algebra K = B(V )coB(U) is a braided Hopf alge-
bra in a suitable category and B(V ) is reconstructed as B(V ) ≃ K#B(U)
by a sort of braided bosonization à la Majid-Radford [AHS, Lemma 3.2].
In fact, GKdimB(V ) = GKdimK + GKdimB(U) under suitable finite-
ness assumptions. Furthermore, it turns out that K is the Nichols algebra
of K1 = adc B(U)(W ) [HS, Proposition 8.6]. That is, we are reduced
to compute the braiding of K1 (which is not the original braiding). In
many cases, it happens that this braiding is of diagonal type, so we ap-
ply Theorem 1.6 or invoke Hypothesis 1.7. However, the full strength of
Hypothesis 1.7 is not required: for instance, Theorem 4.1 (giving Table 2)
requires only that the Nichols algebra of a rank 3 braided vector space of
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Table 3 (continuation)
L(D(2|1);ω), ω ∈ G′3 §5.3.6; 2 k〈xi, i ∈ I†4|x3
2
x1 − x1x3
2
+ 12x
2
1, x21, x3
2
3
2
2, x
2
2,
⊞
1 −1• ω ω
2
◦ ω2 ω◦ x23
2
2
, x13, x3
2
3, x14, x3
2
4, x24, [[x234, x3]c, x3]c,
x332, x443, x
3
3, x
3
34, x
3
334, x
3
4, [x3
2
234, x2]
3
c , x
3
3
2
234
,
[[[x3
2
234, x2]c, x3]c, x3]
3
c , [[x3
2
234, x2]c, x3]
3
c ,
[[[x3
2
234, x2]c, x3]c, x3]
3
c〉
L(A2, 2) §5.3.7; 2 k〈xi, i ∈ I†3|x3
2
x1 − x1x3
2
+ 12x
2
1, x21, x3
2
3
2
3
2
2, x
2
2,
⊞
2 −1• −1 −1◦ x23
2
2
, x23
2
3
2
2
, x13, x3
2
3, x
2
3, x
2
23, x
2
3
2
3
2
23
, [x3
2
3
2
23, x3
2
2]
2
c ,
[x3
2
3
2
23, x3
2
2]c, x2]
2
c , [[x3
2
3
2
23, x3
2
2]c, x2]c, x3]
2
c ,
x23
2
23
, [x3
2
23, x2]
2
c , [x3
2
3
2
23, x2]
2
c〉
L(Aθ−1), θ > 2 §5.3.8; 2 k〈xi, i ∈ I†θ|x3
2
x1 − x1x3
2
+ 12x
2
1, x21, x3
2
3
2
2, x
2
2,
⊞
1 −1• −1 −1◦ . . . −1◦ −1 −1◦ x23
2
2
, x1j , x3
2
j (j > 2), x
2
ij (2 ≤ i ≤ j ≤ θ),
[xk−1 k k+1, xk] (3 ≤ k < θ), я2kℓ(k < ℓ ∈ Iθ)〉
C2 §5.4.2; 3 x3
2
x3
2
1 − x3
2
1x3
2
− x1x3
2
1, x3
2
x12 + q12x12x3
2
+ x13
2
2,
⊟
(−1,1) −1• −1 −1◦ x21, x3
2
x3
2
2 + q12x3
2
2x3
2
− 12x132 2 − q12x12x32 ,
x3
2
x13
2
2 − q12x13
2
2x3
2
, x22, x
2
12, x
2
3
2
2
, x2
13
2
2
, [x123, x2]c,
[x3
2
2, x123]
2
c , [x1, [x3
2
23, x2]c]c − q12q13x123x12,
x123x3
2
23 + x3
2
23x123, x
2
3, x
2
123, x
2
23, x
2
3
2
23
, x2
13
2
23
,
x13, x3
2
3, [x1, [x3
2
2, x123]c]c − 2q12x12x13
2
23,
[x3
2
, [x3
2
2, x123]c]c − 2q12x12x13
2
23 + 2q12x3
2
2x13
2
23.
hyperbolic diagonal type has infinite GKdim, and only at one step in the
proof of Lemma 4.33.
Notice that K1 is not always of diagonal type; for example C1, C2 and E⋆
are not, cf. §4.4.1, 5.4.2, 8.1.4; their Nichols algebras have to be computed
in an ad-hoc manner. In other cases we reduce to previously investigated
Nichols algebras.
For the second kind or argument, we present by generators and relations
and exhibit a PBW-basis of the Nichols algebras considered, so that the
computation of the GKdim flows naturally (often this confirms a previous
calculation by braided bosonization and reduction to the diagonal case). In
the splitting context, if K1 is of diagonal type, then the relations of B(V )
can described in a straightforward way from the relations of B(U), those of
K known by [An2], and the action of the former on the latter. Otherwise,
we guess the relations by looking at the associated graded algebra and then
prove that the guess was right; see for instance B(E⋆), 8.1.4.
The notation for the braided vector spaces in the leftmost column in Table
2, respectively Table 3, respectively Table 4, is explained in §4.3, respectively
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Table 8 and §5.1, respectively §8.1.4. Notice that L stands for Laistrygonian,
C for Cyclop, P for Poseidon and E for Endymion.
1.3.6. The Poseidon Nichols algebras. Here we present B(V ), where V =
P(q,G ) is the Poseidon braided vector space with parameters G = (Gk) ∈ Nt
and q = (qij)i,j∈Iθ , such that qijqji = 1, if i 6= j, and ǫi := qii ∈ G2 for all
i ∈ Iθ. Here t ∈ N≥2 and θ = t + 1. The braiding of V is described by the
diagram
⊞
G1 PP
PP
PP
PP
PP
PP
PP
P . . . ⊟
Gi
. . . ⊞
Gt
♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥
ǫθ• .
In the first line, one has ⊞ or ⊟ according to ǫi = 1 or −1. See §7.3 for
unexplained notation. The presentation of B (V ) by generators and relations
is
k〈xi, i ∈ I‡|xi+ 1
2
xi − xixi+ 1
2
+
1
2
x2i , i ∈ It, ǫi = 1,
x2i , xi+ 1
2
xi+ 1
2
i − xi+ 1
2
ixi+ 1
2
− xixi+ 1
2
i, i ∈ It, ǫi = −1;
xixj − qij xjxi, ⌊i⌋ 6= ⌊j⌋ ∈ It;
xixθ − qiθ xθxi, (adc xi+ 1
2
)1+|2ai|(xθ), i ∈ It;
щmщn − pm,nщnщm, m 6= n ∈ A; щ2n,n ∈ A, ǫn = −1〉.
(1.6)
It can be shown that GKdim(B(V )) = 2t+ |{m ∈ A : pm,m = 1}|.
Table 4. Nichols algebras of one pale block of dimension 2
plus one point with finite GKdim, not covered by the classi-
fication; see §8.1.4
V GKdim generators and relations
E+(q) 1 k〈x1, x2, x3|x21, x22, x1x2 + x2x1, (x2x3 − qx3x2)2,
x3(x2x3 − qx3x2)− q−1(x2x3 − qx3x2)x3, x1x3 − qx3x1〉
E−(q) 1 k〈x1, x2, x3|x21, x22, x1x2 + x2x1, x23,
x3(x2x3 − qx3x2) + q−1(x2x3 − qx3x2)x3, x1x3 − qx3x1〉
E⋆(q) 2 k〈x1, x2, x3|x21, x22, x1x2 + x2x1, x23, x231, x2213,
x2[x23, x13]c − q2[x23, x13]cx2 − q x13x213〉
1.4. Applications.
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1.4.1. Examples of Hopf algebras. Every Nichols algebra B(V ) for V in The-
orem 1.10, for instance those in Tables 2 or 3, can be realized in kΓkΓYD for
some finitely generated abelian group Γ. Same for those in Table 4. Thus
B(V )#kΓ is a new example of a pointed Hopf algebra with finite GKdim.
More examples would be available computing the liftings. See [AAH1] for
the case of the Jordan and super Jordan planes. These examples could be
worked out as test cases to verify conjectures on the homological behaviour
of Hopf algebras with finite GKdim, see e.g. [B+, B1, B2, BG, G].
1.4.2. Domains. Among the Nichols algebras either of blocks or else appear-
ing in Tables 2 or 3, or else in §1.3.6, the only domains are
⋄ B(V(1, 2)), see [AAH1];
⋄ B(L(1,G )), see Proposition 4.18;
⋄ B(P(q,G )) where all diagonal entries in q are 1, see Proposition 7.8.
Theorem 1.11. Let V ∈ kΓkΓYD, dimV <∞, such that GKdimB(V ) <∞.
Then the following are equivalent:
(a) B(V ) is a domain.
(b) V is as in (1.2), (1.3), its flourished diagram is admissible, all blocks
are Jordan and all connected components J ∈ X are points with label 1.
Proof. Theorem 7.13 says that if V is as in (1.2), (1.3) and its flourished
diagram is admissible, then B(V ) is a domain if and only if all blocks are
Jordan, i.e. ⊞, and all J ∈ X are points with label 1, i.e. 1•. Now if V is not
as in (1.2), (1.3), then it contains a braided subspace W of the form a pale
block and a point, see the discussion at the end of §8.1.1. But then W is one
of E± or E⋆ that are not domains, so B(V ) could not be a domain. 
This is a fundamental piece of information for the classification of pointed
Hopf algebras with finite GKdim that are domains.
1.4.3. Co-Frobenius Hopf algebras. A Hopf algebra is co-Frobenius if it ad-
mits a non-zero integral. See [ACE] for a list of equivalent characterizations–
and references for them. Here is an application of Theorem 1.2:
Theorem 1.12. Let H be a pointed Hopf algebra with G(H) =: Γ abelian
and let V ∈ kΓkΓYD be its infinitesimal braiding. The following are equivalent:
(1) H is co-Frobenius.
(2) grH ≃ B(V ), where V is of diagonal type and dimB(V ) <∞.
Proof. A Hopf algebra is co-Frobenius if and only if its coradical filtration is
finite [ACE, AD]. Since H is pointed, this is also equivalent to dimR <∞,
where R is the diagram of H [AD]. Thus (2) implies (1). Conversely, if H
is co-Frobenius then dimB(V ) < ∞ as B(V ) →֒ R, hence V is of diagonal
type by Theorems 1.2 and 8.3; cf. §8.1. Then B(V ) = R by [An2, Theorem
2]. 
14 ANDRUSKIEWITSCH; ANGIONO; HECKENBERGER
2. Preliminaries
2.1. Conventions. The q-numbers are the polynomials
(n)q =
n−1∑
j=0
qj, (n)!
q
=
n∏
j=1
(j)q,
(
n
i
)
q
=
(n)!
q
(n− i)!
q
(i)!
q
∈ Z[q],
n ∈ N, 0 ≤ i ≤ n. If q ∈ k, then (n)q, (n)!q,
(
n
i
)
q
denote the evaluations of
(n)q, (n)
!
q
,
(n
i
)
q
at q = q.
Let GN be the group of N -th roots of unity, and G
′
N the subset of primitive
roots of orderN ; G∞ =
⋃
N∈NGN . All the vector spaces, algebras and tensor
products are over k.
If V,W ∈ HHYD, then cV,W : V ⊗W →W ⊗ V denotes the corresponding
braiding. If R is a Hopf algebra in HHYD, then R#H is the bosonization
of R by H. Let ad be the adjoint action of H and adc the braided adjoint
action of R. Then adc x ⊗ id = ad(x#1) for x ∈ R. If x ∈ R is primitive,
then adc x(y) = xy −multiplication ◦ c(x⊗ y) for all y ∈ R.
Let Γ be an abelian group. We denote by Γ̂ the group of characters of
Γ. The objects in kΓkΓYD are the same as Γ-graded Γ-modules, the Γ-grading
is denoted V = ⊕g∈ΓVg. If g ∈ Γ and χ ∈ Γ̂, then the one-dimensional
vector space kχg , with action and coaction given by g and χ, is in HHYD. Let
W ∈ kΓkΓYD and (wi)i∈I a basis of W consisting of homogeneous elements of
degree gi, i ∈ I, respectively. Then there are skew derivations ∂i, i ∈ I, of
T (W ) such that for all x, y ∈ T (W ), i, j ∈ I
∂i(wj) = δij , ∂i(xy) = ∂i(x)(gi · y) + x∂i(y).(2.1)
Nichols algebras are graded Hopf algebras in HHYD, or also braided graded
Hopf algebras, coradically graded and generated in degree one. See [AS1] for
alternative characterizations.
Given a braided vector space with a basis (xi), we denote in T (V ), or
B(V ), or any intermediate Hopf algebra,
xij = (adc xi)xj , xi1i2...iM = (adc xi1)xi2...iM .(2.2)
2.2. Nichols algebras of diagonal type. Let V be a braided vector space
of diagonal type with θ := dimV < ∞. Let (xi)i∈Iθ be a basis of V and
q = (qij)i,j∈Iθ ∈ kθ×θ such that qij 6= 0 and c(xi ⊗ xj) = qijxj ⊗ xi for all
i, j ∈ I = Iθ. Let (αi)i∈I be the canonical basis of Zθ and χ the bilinear
form on Zθ such that χ(αi, αj) = qij for all i, j ∈ I; set qαβ = χ(α, β) for
α, β ∈ Zθ. We refer to [H1] for proofs or references of the following facts:
2.2.1. B(V ) is Zθ-graded with deg xi = αi for all i ∈ I.
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2.2.2. There is a totally ordered subset L ⊂ B(V ) consisting of Zθ-homoge-
neous elements such that
{lm11 · · · lmkk | k ∈ N0, l1 > · · · > lk ∈ L, 0 < mi < Nli for all i ∈ Ik}(2.3)
is a linear basis of B(V ) (a so called restricted PBW basis); here
Nl = min{n ∈ N:(n)qdeg l,deg l = 0} ∈ N ∪∞.
2.2.3. Let ∆(V ) = {deg l, l ∈ L} ⊂ Zθ, or just ∆ if V is clear from the
context, be the set of positive roots of B(V ). If L is finite, then ∆ and the
multiplicities of appearance of each root are uniquely determined.
2.2.4. Let i ∈ I such that for all j 6= i, there exists n ∈ N0 such that
(n+ 1)qii(1− qniiqijqji) = 0. Let cii = 2 and
cij := −min{n ∈ N0 : (n + 1)qii(1− qniiqijqji) = 0}, j 6= i.(2.4)
Let si ∈ GL(Zθ) be given by si(αj) = αj − cijαi, j ∈ I. The reflection at
the vertex i of q is the matrix Ri(q) = (tjk)j,k∈I, where
tjk := χ(si(αj), si(αk)) = qjkq
−cij
ik q
−cik
ji q
cijcik
ii , j, k ∈ I.(2.5)
Theorem 2.1. [H1, AA] If Ri(V ) is the braided vector space corresponding
to Ri(q), then GKdimB(Ri(V )) = GKdimB(V ). 
2.3. On the Gelfand-Kirillov dimension.
2.3.1. Basic facts. Our main reference for this topic is [KL]. Let A be a
finitely generated k-algebra. If V is a finite-dimensional generating subspace
of A and An =
∑
0≤j≤n V
j, then
GKdimA := limn→∞ logn dimAn.(2.6)
Then GKdimA does not depend on the choice of V [KL, 1.1]. In general, if
A is not finitely generated, then
GKdimA := sup{GKdimB|B ⊆ A, B finitely generated}.(2.7)
Suppose that GKdimA < ∞. We say that a finite-dimensional subspace
V ⊆ A is GK-deterministic if GKdimA = limn→∞ logn dim
∑
0≤j≤n V
j.
Clearly, if V is a GK-deterministic subspace of A, then any finite-dimensional
subspace of A containing V is GK-deterministic.
Let A and B be two algebras. Then
GKdim(A⊗B) ≤ GKdimA+GKdimB,
but the equality does not hold in general. For instance, it does hold when A
or B has a GK-deterministic subspace, see [KL, Proposition 3.11]. We need
the smash product version of this result.
Lemma 2.2. Let K be a Hopf algebra, R a Hopf algebra in KKYD, A a
K-module algebra and B an R-module algebra in KKYD. Assume that the
actions of K on A, of K on B, of K on R, and of R on B are locally finite.
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(a) GKdimA#K ≤ GKdimA + GKdimK. If either K or A has a GK-
deterministic subspace, then GKdimA#K = GKdimA+GKdimK.
(b) GKdimB#R ≤ GKdimB + GKdimR. If either K or B has a GK-
deterministic subspace, then GKdimB#R = GKdimB +GKdimR.
Proof. (a) Let X ⊆ A#K be a finite-dimensional subspace and let V ⊆ A,
W ⊆ K be finite-dimensional subspaces such that X ⊆ V#W . Since the
action of K on A is locally finite, we may assume that V is a K-submodule
of A. We may further assume that W is a subcoalgebra of K. Then
n∑
i=0
Xi ⊆
n∑
i,j=0
V i#W j
for any n ∈ N by the definition of the smash product A#K. Therefore
GKdimA#K ≤ GKdimA + GKdimK. Assume now that A has a GK-
deterministic subspace. One can argue similarly if K has a GK-deterministic
subspace. Then we may choose V in such a way that it is additionally GK-
deterministic. In that case the above formula also shows that
GKdimA#K = GKdimA+GKdimK.
(b) Analogous to (a), but there is a slight point since the comultiplication
R → R ⊗ R is not an algebra map to the tensor product algebra. As the
appropriate algebra structure of R ⊗ R is defined via the Yetter-Drinfeld
structure of R, cf. [AHS, Remark 1.8 (i)], we may apply the argument in (a)
only when the actions of K on R and B are locally finite. 
Remark 2.3. The algebra A has a GK-deterministic subspace when:
◦ GKdimA ≤ 2, cf. the proof of [KL, Proposition 3.12].
◦ A = U(g), where g is a finite-dimensional Lie algebra.
◦ A = kG, where G is a finitely generated group.
Example 2.4. Let Γ = Z2, g = (1, 0), h = (0, 1). Let W ∈ kΓkΓYD with
basis (wi)i∈Z such that W = Wg, g · wi = −wi and h · wi = wi+1 for all
i ∈ Z. Then the action of Γ on W is not locally finite, but B(W ) = ΛW and
GKdimB(W ) = 0. Furthermore
GKdim(B(W )#kΓ) ∗=∞ > 2 = GKdimB(W ) + GKdimkΓ.
∗: Let V = 〈g±1, h±1, w0〉; then Λ(〈w0, w1 . . . wn−1〉) ⊂ V n2 , hence 2n ≤
dimV n
2
and the claim follows. In particular, the assumption on local finite-
ness in Lemma 2.2 (a) can not be omitted.
2.3.2. A criterium for infinite GKdim. The next statement is inspired by
[R2, Lemma 19]; in many cases treated here, the infiniteness of the GKdim
relies on it.
Lemma 2.5. Let B = ⊕n≥0Bn be a finitely generated graded algebra with
B0 = k and (yk)k≥0 a family of homogeneous elements such that
{yi1 . . . yil : ij ∈ N, i1 < · · · < il}(2.8)
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is linearly independent and there exist m, p ∈ N such that
deg yi ≤ mi+ p, ∀i ∈ N.(2.9)
Then GKdimB =∞.
Proof. Let 1 ≤ i1 < i2 < · · · < il; by (2.8), we have
deg yi1 · · · yil ≤ m(i1 + · · · + il) + lp ≤ m
il(il + 1)
2
+ lp ≤ (m+ p)i2l .
Thus for each M ∈ N, the monomials yi1yi2 · · · yil with
1 ≤ i1 < · · · < il ≤ ⌊
√
M/(m+ p)⌋
have degree ≤M . Let G be a finite set of homogeneous generators of B and
let BM be the subspace generated by products of j elements in G, 0 ≤ j ≤M .
Then BM ⊇
⊕M
k=0 Bk since B0 = k1. Therefore
dimBM ≥
M∑
k=0
dimBk ≥ 2⌊
√
M/(m+p)⌋
by (2.8). Hence GKdimB =∞. 
Let (W, c) be a braided vector space and x1, x2 ∈W linearly independent.
Let B be a pre-Nichols algebra of W . Set yi = (adc x1)ix2 ∈ B; clearly
deg yi = i+ 1, so Lemma 2.5 implies
Lemma 2.6. If the set (2.8) is linearly independent, then GKdimB = ∞.

Now assume that 〈x1, x2〉 is a braided subspace of W of diagonal type,
that is c(xi ⊗ xj) = qijxj ⊗ xi, where qij ∈ k× for all i, j ∈ I2. Set
µk =
k−1∏
i=0
(1− qi11q12q21).(2.10)
Lemma 2.7. [R2, Lemma 14,Corollary 18]
(a) If k ∈ N, then yk = 0 iff µkxk1 = 0, iff (k)!q11µk = 0.
(b) If yk 6= 0 for all k ∈ N, then the set (2.8) is linearly independent. 
Lemma 2.8. If 〈x1, x2〉 is a braided subspace of W of diagonal type as above,
q11 = 1 and q12q21 6= 1, then GKdimB(W ) =∞.
Proof. By assumption, (k)!q11µk = (1 − q12q21)k 6= 0 for all k, hence the set
(2.8) is linearly independent by Lemma 2.7; then Lemma 2.6 applies. 
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3. Yetter-Drinfeld modules of dimension 2
3.1. Indecomposable modules and blocks. Let Γ be an abelian group,
g ∈ Γ, χ ∈ Γ̂ and η : Γ→ k a (χ, χ)-derivation, i. e.
η(ht) = χ(h)η(t) + η(h)χ(t), h, t ∈ Γ.
Let Vg(χ, η) ∈ kΓkΓYD be a vector space of dimension 2, homogeneous of
degree g and with action of Γ given in a basis (xi)i∈I2 by
h · x1 = χ(h)x1, h · x2 = χ(h)x2 + η(h)x1,(3.1)
for all h ∈ Γ. Then Vg(χ, η) is indecomposable in kΓkΓYD ⇐⇒ η 6= 0. As
a braided vector space, Vg(χ, η) is either of diagonal type, when η(g) = 0,
or else isomorphic to V(ǫ, 2), ǫ = χ(g) (indecomposability as Yetter-Drinfeld
module is not the same as indecomposability as braided vector space).
Lemma 3.1. Let V ∈ kΓkΓYD, dimV = 2. Then either V is of diagonal type
or else V ≃ Vg(χ, η) for unique g, χ and η (up to non-zero scalars) with
η(g) 6= 0.
Proof. Assume that V is not of diagonal type; then V is indecomposable.
Since kΓ is cosemisimple and Γ is abelian, there exists g ∈ Γ such that V is
homogeneous of degree g. As V is not simple, socV ≃ kχ1g and V/ soc V ≃
k
χ2
g for some χ1, χ2 ∈ Γ̂. Pick x1 ∈ socV − 0 and x2 ∈ Vg2 − socV ; then
h · x2 = χ2(h)x2 + η(h)x1 for all h ∈ Γ, where η is a (χ1, χ2)-derivation.
Since V is not of diagonal type, χ1(g) = χ2(g) and η(g) 6= 0. Now
χ1(h)η(g) + η(h)χ2(g) = η(hg) = χ1(g)η(h) + η(g)χ2(h)
(since Γ is abelian), hence χ1(h) = χ2(h) for all h ∈ Γ. 
Here is our first result on Nichols algebras of blocks.
Theorem 3.2. Let ǫ ∈ k×, ℓ ≥ 2. If GKdimB(V(ǫ, ℓ)) <∞, then ǫ = ±1.
The proof of Theorem 3.2 is given in §3.5.
The Nichols algebras B(V(1, 2)) and B(V(−1, 2)) have both GKdim = 2,
see §3.2 and 3.3. We conclude:
Corollary 3.3. Let g, χ, η be as above and assume that η(g) 6= 0. Then
GKdimB(Vg(χ, η)) <∞ ⇐⇒ χ(g) = ±1.
Assume that ǫ 6= ±1. To prove the Theorem, it suffices to consider the
case ℓ = 2. Following [GH, Remark 4.5], we attach a braided Hopf algebra of
diagonal type to B(V(ǫ, ℓ)) in §3.4. Then we prove the Theorem for ǫ /∈ G∞
or ǫ ∈ G′N , N > 3 in §3.5. A separate proof is required when N = 3, see
Step 3. Throughout this Section, V = V(ǫ, 2) is the braided vector space
with basis x1, x2 such that
c(xi ⊗ x1) = ǫx1 ⊗ xi, c(xi ⊗ x2) = (ǫx2 + x1)⊗ xi, i ∈ I2.(3.2)
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We realize it as V1(ǫ, 2) ∈ kZkZYD when needed. As in (2.2), we denote
x21 = (adc x2)x1 = x2x1 − ǫx1x2.(3.3)
3.2. The Jordan plane. Here we consider V = V(1, 2). The Nichols algebra
B(V) turns out to be a quadratic algebra well-studied in the literature, the so-
called Jordan plane. Together with the quantum planes, the Jordan plane
exhausts the classification of the AS-regular algebras of dimension 2, see
[ArS]. From a Hopf-theoretical viewpoint, it is associated to the quantum
Jordan SL(2) defined in [Gv] and independently but later in [D+, Za]; and
in dual form independently in [LM, O]. The appellation Jordan comes from
[D+]1.
Proposition 3.4. B(V(1, 2)) is presented by generators x1, x2 and relation
x2x1 − x1x2 + 1
2
x21.(3.4)
GKdimB(V(1, 2)) = 2 and B = {xa1xb2 : a, b ∈ N0} is a basis of B(V(1, 2)).
Proof. Let B be the algebra presented by (3.4). The monomials xa1xb2 gener-
ate the vector space B. Using skew derivations, cf. (2.1), we see that (3.4)
holds in B(V(1, 2)) and that B ⊂ B(V(1, 2)) is linearly independent. (The
latter conclusion holds because k has characteristic 0). Thus there is an
algebra isomorphism B → B(V(1, 2)). Since B(V(1, 2)) has the same Hilbert
series as a polynomial ring in 2 variables, GKdimB(V(1, 2)) = 2. 
A recursive argument starting from (3.4) shows that in B(V(1, 2))
x2x
n
1 = x
n
1x2 −
n
2
xn+11 , n ∈ N.(3.5)
Since x21 = −12x21 by (3.4), the case n = 2 implies
x21x2 = (x1 + x2)x21.(3.6)
3.3. The super Jordan plane. We are tempted to call the next example a
super Jordan plane albeit it does not coincide apparently with some objects
with similar names in the literature. After appearance of this paper, the
cohomology of the super Jordan plane was determined in [RS]. In particular,
it has infinite global dimension what corroborates its absence from the list
in [ArS].
Proposition 3.5. The defining ideal J (V(−1, 2)) is generated by
x21,(3.7)
x2x21 − x21x2 − x1x21.(3.8)
GKdimB(V(−1, 2)) = 2 and B = {xa1xb21xc2 : a ∈ {0, 1}, b, c ∈ N0} is a basis
of B(V(−1, 2)).
1We thank Christian Ohn for clarifications on this story.
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In presence of (3.7), (3.8) is equivalent to the quantum Serre relation
(adc x2)
2x1 − x1(adc x2)(x1).(3.9)
Proof. Both (3.7) and (3.8) are 0 in B(V(−1, 2)) being annihilated by the
skew derivations ∂1 and ∂2, cf. (2.1). Notice that ∂1(x21) = x1, ∂2(x21) = 0.
Hence the quotient B˜ of T (V ) by (3.7) and (3.8) projects onto B(V(−1, 2)).
Now by (3.7) we have
x21x1 = x1x2x1 = x1x21.(3.10)
Hence the subspace I spanned by B is a left ideal of B˜, by (3.8), (3.10).
Since 1 ∈ I, B˜ is spanned by B. To prove that B˜ ≃ B(V(−1, 2)), it remains
to show that B is linearly independent in B(V(−1, 2)). We claim that this
is equivalent to prove that B′ = {xc2xb21xa1 : a ∈ {0, 1}, b, c ∈ N0} is linearly
independent. Indeed, B˜ is spanned by B′ since the subspace spanned B′ is
also a left ideal; if B′ is linearly independent, then the Hilbert series of B˜ is
(1− t)−1(1 − t2)−1(1 + t) = (1− t)−2, so B should be linearly independent
and vice versa. Now suppose that there is a non-trivial linear combination
of elements of B′ in B(V(−1, 2)), say of minimal degree. As
∂1(x
c
2x
b
21) = b x
c
2x
b−1
21 x1, ∂1(x
c
2x
b
21x1) = x
c
2x
b
21,(3.11)
such linear combination does not have terms with a or b greater than 0.
We claim that the elements xc2, c ∈ N0, are linearly independent, yielding
a contradiction. Indeed, it is enough to show that ∂n−11 ∂2(x
n
2 ) 6= 0 for all
n ∈ N. We argue by induction. For n = 1, ∂2(x2) = 1. Now assume that
∂n−11 ∂2(x
n
2 ) = µn ∈ k×. Then
∂n1 ∂2(x
n+1
2 )
♣
= ∂n−11 ∂2(x
n
2 )
n∑
k=1
∂1(g
k · x2) ⋆= µn
(
n∑
k=1
(−1)k+1k
)
.
To establish ♣, we prove by induction on j that
∂n1 ∂2(x
n+1
2 ) = ∂
n−j
1
(
∂j1∂2(x
n
2 ) g
j+1 · x2
)
+ ∂n−11 ∂2(x
n
2 )
j∑
k=1
∂1(g
k · x2).
Indeed, ∂n1 ∂2(x
n+1
2 ) = ∂
n
1 (∂2(x
n
2 ) g · x2 + xn2 ) = ∂n1 (∂2(xn2 ) g · x2) is the step
j = 0; and the recursive step follows from ∂n−j1
(
∂j1∂2(x
n
2 ) g
j+1 · x2
)
=
= ∂n−j−11
(
∂j+11 ∂2(x
n
2 ) g
j+2 · x2 + ∂j1∂2(xn2 )∂1(gj+1 · x2)
)
= ∂n−j−11
(
∂j+11 ∂2(x
n
2 ) g
j+2 · x2
)
+ ∂n−11 ∂2(x
n
2 )∂1(g
j+1 · x2).
Taking j = n, we get ♣. Now from ⋆ we compute µ2k = (−1)k(k!)2, µ2k+1 =
(−1)kk!(k + 1)!. This proves the claim. Then B is a basis of B(V(−1, 2))
and B˜ = B(V(−1, 2)). The computation of GKdim follows from the Hilbert
series at once. 
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3.4. Filtrations of Nichols algebras. Let H be a Hopf algebra. The cate-
gory of (increasingly) filtered objects in HHYD is tensor. For, if V,W ∈ HHYD
and (Vi)i∈N0 , (Wj)j∈N0 are ascending filtrations of Yetter-Drinfeld submod-
ules of V and W , respectively, then V ⊗W is filtered by
(V ⊗W )k =
∑
j≤k
Vj ⊗Wk−j, k ∈ N0.
So we may consider filtered Hopf algebras in HHYD by requiring the structure
maps to be of filtered objects. The following facts are standard.
Remark 3.6. Let B be filtered Hopf algebra in HHYD, with filtration (Bi)i∈N0 .
(a) The associated graded object grB = ⊕i∈N0 gri B, where gri B =
Bi/Bi−1, is a graded Hopf algebra in HHYD.
(b) If π : B → P is an epimorphism of Hopf algebras in HHYD, then P is
a filtered Hopf algebra with Pi = π(Bi), i ∈ N0.
(c) If B = ⊕n∈N0Bn is also a graded Hopf algebra in HHYD, with each
term of the filtration a graded subobject: Bi = ⊕n∈N0Bni for all i,
then grB = ⊕i,n∈N0 gri Bn is a N0×N0-graded Hopf algebra in HHYD.
(In this situation we say that B is a graded filtered Hopf algebra).
Let now 0 = V0 ( V1 · · · ( Vd = V ∈ HHYD be a flag of Yetter-Drinfeld
submodules, dimV = θ; it induces a filtration of T = T (V ) that becomes a
graded filtered algebra in HHYD; let T nm be the m-th term of the filtration of
the homogeneous component T n.
Lemma 3.7. (a) T (V ) is a graded filtered Hopf algebra in HHYD.
(b) Every pre-Nichols algebra B of V is a graded filtered Hopf algebra in
H
HYD and grB is a pre-Nichols algebra of grV .
(c) GKdimB(grV ) ≤ GKdimB(V ).
Proof. As ∆(Vi) ⊆ Vi ⊗ k + k ⊗ Vi, T nm ⊆
∑
i+j=n
k+l=m
T ikT
j
l and c(T
i
k ⊗ T jl ) =
T jl ⊗ T ik, we have
∆(T nm) ⊆
∑
i+j=n
k+l=m
T ik ⊗ T jl ,
by induction on n; (a) follows. Now the first claim of (b) is immediate,
see Remark 3.6 (b), (c). As B is generated by B1 = V , the algebra grB is
generated by gr1 B = gr V ; (b) is proved. Now (c) follows by [KL, 6.5]. 
The flag 0 = V0 ( V1 · · · ( Vd = V ∈ HHYD of Yetter-Drinfeld submodules
is complete if it has no proper refinement. If dimVi = dimVi−1 + 1 for
all i, i.e. it is flag of vector spaces, then it is absolutely complete. If the
flag is absolutely complete, then V diag := grV is of diagonal type. If B is a
pre-Nichols algebra of V , then Bdiag := grB is a pre-Nichols algebra of V diag.
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Lemma 3.8. Let ǫ ∈ k×, ℓ ≥ 2. If B is a pre-Nichols algebra of V(ǫ, ℓ),
then GKdimB(Vdiag) ≤ GKdimB, where Vdiag is the braided vector space of
diagonal type with matrix (qij)i,j∈I, qij = ǫ for all i, j ∈ I.
Proof. V = V(ǫ, ℓ) has a complete flag given by Vk = 〈xi : i ∈ Ik〉, k ∈ Iℓ.
Since c(xi ⊗ xj) = ǫxj ⊗ xi + Vi−1 ⊗ xj, for i, j ∈ Iℓ, Lemma 3.7 applies. 
3.5. Proof of Theorem 3.2.
Step 1. If ǫ /∈ G∞, then B(V(ǫ, ℓ)) = T (V(ǫ, ℓ)).
This was claimed without proof in [AS1, 3.20 (a)].
Proof. Let B = B(V(ǫ, ℓ)); then Bdiag is a pre-Nichols algebra of Vdiag as
in Lemma 3.8. Now B(Vdiag) ≃ T (Vdiag) by [FG, 5.2 (b)], hence Bdiag ≃
T (Vdiag) and the claim follows, say by looking at the Hilbert series. 
Step 2. If ǫ ∈ G′N , N ≥ 4, then GKdimB(V(ǫ, ℓ)) =∞ for all ℓ ≥ 2.
Proof. We may assume that ℓ = 2. By Lemma 3.8, it suffices to show that
GKdimB(Vdiag) =∞. Now Vdiag is of Cartan type with Cartan matrix
A =
(
2 2−N
2−N 2
)
.
Thus Theorem 1.6 applies. 
Step 3. Let ǫ ∈ G′3. Then GKdimB(V(ǫ, 2)) =∞.
Proof. Let V = V(ǫ, 2). We determine first dimBn(V ) for n ≤ 4. To do so,
we compute inductively for n ≤ 4
J(n) := ker ∂2 : T
n(V )→ Bn−1(V ),
and I(n) := J(n) ∩ ( ker ∂1 : T n(V )→ Bn−1(V )),
so that Bn(V ) = T n(V )/I(n), n ≤ 4. Now ker ∂2 is a subalgebra of T (V ),
since ∂2 is a skew-derivation, and it is invariant under the action of g since
g−1∂2g = ǫ∂2.
Clearly J(1) = kx1 and I(1) = 0. So let n = 2. Note that x
2
1 ∈ J(2).
Further, ǫ2 + ǫ+ 1 = 0 by assumption. Let x21 = x2x1 − ǫx1x2. Since
∂2(x1x2) = x1, ∂2(x2x1) = ǫx1, ∂2(x
2
2) = − ǫ2x2 + x1,
we conclude that J(2) = kx21 + kx21. We record that
g · x21 = ǫ2x21 + (ǫ− ǫ2)x21.(3.12)
Further,
∂1(x
2
1) = −ǫ2x1, ∂1(x21) = (1− ǫ2)x2 − ǫx1
and hence I(2) = 0.
Now let n = 3. Then x31, x1x21, x21x1 ∈ J(3). Moreover,
∂2(x
2
1x2) = x
2
1,
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∂2(x
2
2x1) = − x2x1 + ǫx21,
∂2(x2x1x2) = x2x1 + ǫ
2x1x2 + ǫx
2
1,
∂2(x1x
2
2) = − ǫ2x1x2 + x21,
∂2(x
3
2) = − ǫ2x2x1 + ǫx1x2 + x21.
Let
z1 = x
2
2x1 + x2x1x2 + x1x
2
2 + (ǫ
2 − ǫ)x21x2,
z2 = x
3
2 − ǫ2x22x1 + ǫ2x1x22 − ǫ2x21x2.
Then J(3) = kx31 + kx1x21 + kx21x1 + kz1 + kz2. We record that
g · z1 = z1 + 2ǫ2(x2x21 + x1x2x1 + x21x2) + (4ǫ− 1)x31,
g · z2 = z2 + ǫ2z1 + ǫx1x21 + (1− ǫ)x31.
Further,
∂1(x
3
1) = 0,
∂1(x1x21) = ǫ
2x2x1 − ǫ2x1x2 − ǫ2x21,
∂1(x21x1) = ǫx2x1 − ǫx1x2 − ǫ2x21,
∂1(z1) = − ǫ2x2x1 + (2ǫ− ǫ2)x1x2 + (2− ǫ)x21,
∂1(z2) = (ǫ− ǫ2)x22 + x2x1 − ǫx1x2 − x21
and hence I(3) = kx31. At this place we used that char k 6= 2.
Finally, let us assume that n = 4. Since ker ∂2 is an algebra, we conclude
first that
x41, x
2
1x21, x1x21x1, x21x
2
1, x
2
21, x1z1, x1z2, z1x1, z2x1 ∈ J(4).
Moreover, for ∂2 : T
4(V )→ B3(V ) we also obtain that
∂2(x
3
1x2) = 0,
∂2(x
2
1x
2
2) = − ǫ2x21x2,
∂2(x1x2x1x2) = x1x2x1 + ǫ
2x21x2,
∂2(x2x1x1x2) = x2x
2
1 + x
2
1x2,
∂2(x2x1x2x2) = − ǫ2x2x1x2 + x1x22 + x2x21 + ǫ2x1x2x1 + ǫ2x21x2,
∂2(x2x2x1x2) = x
2
2x1 − ǫx2x1x2 − x2x21 + ǫ2x21x2,
∂2(x2x2x2x2) = x
3
2 − x2x1x2 + ǫ2x1x22 − ǫ2x2x21 + ǫx1x2x1 + ǫx21x2.
These formulas immediately imply that the elements
x41, x
2
1x21, x1x21x1, x21x
2
1, x
2
21, x1z1, x1z2, z1x1, z2x1, x
3
1x2
form a basis of J(4). Since I(V ) = ⊕n≥2I(n) is a two-sided ideal and since
x31 ∈ I(3), it is clear that x41, x31x2, x2x31 ∈ I(4). Moreover,
∂1(x
2
1x21) = − ǫx1x2x1 + x21x2,
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∂1(x1x21x1) = x2x
2
1 − ǫx21x2,
∂1(x
2
21) = (ǫ
2 − ǫ)x22x1 + (1− ǫ)x1x22
+ 2ǫx2x
2
1 + (ǫ
2 − 1)x1x2x1 + ǫx21x2,
∂1(x1z1) = x
2
2x1 + x2x1x2 + x1x
2
2
+ 2ǫ2x2x
2
1 + ǫ
2x1x2x1 + (ǫ
2 − 1)x21x2,
∂1(z1x1) = x
2
2x1 + x2x1x2 + x1x
2
2
− x2x21 + (2ǫ2 − 1)x1x2x1 + (ǫ2 − ǫ)x21x2,
∂1(x1z2) = x
3
2 + ǫ
2x2x1x2 − x1x22 − ǫ2x1x2x1 + (ǫ− ǫ2)x21x2,
∂1(z2x1) = x
3
2 − x22x1 + ǫ2x1x22 + ǫx2x21 − ǫ2x1x2x1 − ǫ2x21x2.
Let
z3 = z1x1 − x1z1 + (ǫ2 − ǫ)x1x21x1 + (ǫ− ǫ2)x21x21 ∈ T 4(V ).
The above formulas imply that x41, x
3
1x2, x2x
3
1, z3 form a basis of I(4).
Consider now the N20-graded algebra Bdiag. The elements x32 and
w := x1x
3
2 − x32x1
are primitive and non-zero in Bdiag, since I(3) has no non-zero element of
N20-degree 3α2 and I(4) has no non-zero element of N
2
0-degree α1 +3α2. Let
B˜1 be the braided Hopf subalgebra of Bdiag generated by x1, x2, w. Let B˜2
be the graded braided Hopf algebra associated to the natural Hopf algebra
filtration of B˜1, where the generators x1, x2, w have degree one. Let B˜3 be
the Nichols algebra quotient of B˜2. Then
GKdim B˜3 ≤ GKdim B˜2 ≤ GKdim B˜1 ≤ GKdimBdiag = GKdimB(V ).
On the other hand, the Dynkin diagram of the degree one part of B˜3 is a
triangle with vertices labeled by ǫ and edges labeled by ǫ−1. Thus B˜3 is of
Cartan type with Cartan matrix of (affine) type A˜2. Thus
GKdimB(V ) = GKdim B˜3 =∞
by Theorem 1.6. 
4. Yetter-Drinfeld modules of dimension 3
4.1. The setting. Let Γ be an abelian group. In this Section we consider
V ∈ kΓkΓYD, dimV = 3, such that the corresponding braided vector space is
not of diagonal type. So, V is not semisimple and we have three possibilities
that we discuss in §4.1.1, 4.1.2 and 4.1.3.
4.1.1. A block and a point. Here V = Vg1(χ1, η) ⊕ kχ2g2 , where g1, g2 ∈ Γ,
χ1, χ2 ∈ Γ̂ and η : Γ → k is a (χ1, χ1)-derivation. Here Vg1(χ1, η) ∈ kΓkΓYD
is indecomposable with basis (xi)i∈I2 and action given by (3.1); while k
χ2
g2 ∈
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kΓ
kΓYD is irreducible with base (x3). Also η(g1) 6= 0, otherwise this is discussed
in §4.1.2, and then we may suppose that η(g1) = 1 by normalizing x1. Let
qij = χj(gi), i, j ∈ I2; ǫ = q11; a = q−121 η(g2).
Then the braiding is given in the basis (xi)i∈I3 by
(c(xi ⊗ xj))i,j∈I3 =
 ǫx1 ⊗ x1 (ǫx2 + x1)⊗ x1 q12x3 ⊗ x1ǫx1 ⊗ x2 (ǫx2 + x1)⊗ x2 q12x3 ⊗ x2
q21x1 ⊗ x3 q21(x2 + ax1)⊗ x3 q22x3 ⊗ x3
 .(4.1)
Let V1 = Vg1(χ1, η), V2 = kχ2g2 . If ǫ2 = 1, then
c2|V1⊗V2 = id ⇐⇒ q12q21 = 1 and a = 0.(4.2)
The scalar q12q21 will be called the interaction between the block and the
point. The interaction is
weak if q12q21 = 1, mild if q12q21 = −1, strong if q12q21 /∈ {±1}.
So c2|V1⊗V2 is determined by the interaction and the (somewhat hidden) pa-
rameter a. We introduce a normalized version of a, called the ghost :
(4.3) G =
{
−2a, ǫ = 1,
a, ǫ = −1.
If G ∈ N, then we say that the ghost is discrete.
Theorem 4.1. Let V be a braided vector space with braiding (4.1). Then
the following are equivalent:
(1) GKdimB(V ) <∞.
(2) V is as in Table 5.
Table 5. Nichols algebras of a block and a point with finite
GKdim
interaction ǫ q22 G B(V ), § GKdim
weak ±1 1 or /∈ G∞ 0 B(V(ǫ, 1))⊗B(kx3) 3
∈ G∞ − {1} 2
1 1 discrete B(L(1,G )), 4.3.1 G + 3
−1 discrete B(L(−1,G )), 4.3.2 2
∈ G′3 1 B(L(ω,G )), 4.3.5 2
−1 1 discrete B(L−(1,G )), 4.3.3 G + 3
−1 discrete B(L−(−1,G )), 4.3.4 G + 2
mild −1 −1 1 B(C1), 4.4.1 2
Scheme of the proof. First, ǫ2 = 1 and the interaction is not strong, by
Corollary 3.3 and Lemma 4.6. If a = 0 and q12q21 = 1, then B(V ) ≃
B(V(ǫ, 1))⊗B(kx3) has either GKdim = 2 if q22 ∈ G′N , N > 1, or 3 otherwise.
For the rest, Theorems 4.12 and 4.29 apply. 
26 ANDRUSKIEWITSCH; ANGIONO; HECKENBERGER
4.1.2. A pale block and a point. Here is the second possibility in dimension
3: again V = Vg1(χ1, η) ⊕ kχ2g2 is a Yetter-Drinfeld module over kΓ, where
g1, g2 ∈ Γ, χ1, χ2 ∈ Γ̂ and η : Γ → k is a (χ1, χ1)-derivation, as in §4.1.1.
To be out of §4.1.1 we need η(g1) = 0; thus the braiding will not be of the
form (4.1). Then η(g2) 6= 0 because V is assumed not of diagonal type.
Let qij = χj(gi), i, j ∈ I2; ǫ = q11; by normalizing x1, we assume that
q−121 η(g2) = 1. Then the braiding is given in the basis (xi)i∈I3 by
(c(xi ⊗ xj))i,j∈I3 =
 ǫx1 ⊗ x1 ǫx2 ⊗ x1 q12x3 ⊗ x1ǫx1 ⊗ x2 ǫx2 ⊗ x2 q12x3 ⊗ x2
q21x1 ⊗ x3 q21(x2 + x1)⊗ x3 q22x3 ⊗ x3
 .(4.4)
Since 〈x1, x2〉 is of diagonal Cartan type, we may assume that ǫ ∈ G2∪G3.
This case is solved in §8.1, see Theorem 8.3.
Notation 4.2. A braided vector space of dimension 3 whose braiding is given
in a basis (xi)i∈I3 by (4.4) is called a pale block and a point. Indeed, (xi)i∈I2
form a braided subspace that in itself is of diagonal type, but becomes a
block only together with x3.
4.1.3. Indecomposable of dimension 3. Assume that V is indecomposable but
not of diagonal type. Then V = Vg is homogeneous of degree g ∈ Γ where
the action of g in some basis is given by
ǫ1 1 00 ǫ1 η
0 0 ǫ2
, where ǫ1, ǫ2 ∈ k×
and η ∈ k. If η = 0, then the braided vector space V is as in 4.1.1. If η 6= 0,
then ǫ1 = ǫ2 =: ǫ so that V is isomorphic to V(ǫ, 3) as braided vector space.
We may assume that ǫ ∈ {±1}, by Theorem 3.2.
Theorem 4.3. If ǫ ∈ {±1}, then GKdimB(V(ǫ, ℓ)) =∞ for all ℓ ≥ 3.
The proof is given in §4.2.2. This completes the proof of Theorem 1.2.
We next summarize Theorems 4.1 and 4.3, and the discussion above.
Corollary 4.4. Let Γ be an abelian group, V ∈ kΓkΓYD, dimV = 3, not of
diagonal type. If GKdimB(V ) <∞, then V is as listed in Table 5.
4.1.4. We fix the notation for the rest of this Section. Let (V, c) be a braided
vector space of dimension 3, with a basis (xi)i∈I3 and braiding given by (4.1),
for some qij ∈ k×, i, j ∈ I2, a ∈ k; and ǫ ∈ {±1}. The braided subspace
spanned by x1, x2 is ≃ V(ǫ, 2) and we may use the material from §3.1, 3.2,
3.3, e. g. x21 = x2x1 − ǫx1x2. We realize (V, c) as a Yetter-Drinfeld module
Vg1(χ1, η) ⊕ kχ2g2 over some abelian group Γ with suitable g1, g2, χ1, χ2 and
η; for instance Γ = Z2 would do. Here V1 = Vg1(χ1, η) is spanned by x1 and
x2, while V2 = k
χ2
g2 is spanned by x3.
In order to analyze the structure of B(V ), we consider K = B(V )coB(V1),
see §4.2.3, 4.4. By the general theory, see [HS, Proposition 8.6], and also
[AHS, Lemma 3.2], K = ⊕n≥0Kn inherits the grading of B(V ); B(V ) ≃
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K#B(V1) and K is the Nichols algebra of
K1 = adc B(V1)(V2).(4.5)
Now K1 ∈ B(V1)#kΓB(V1)#kΓYD with the adjoint action and the coaction given by
δ = (πB(V1)#kΓ ⊗ id)∆B(V )#kΓ.(4.6)
For further use, we introduce
zn := (adc x2)
nx3, n ∈ N0.(4.7)
Remark 4.5. Assume that GKdimB(V1) < ∞ (hence, it is 2) and that the
action of B(V1) on K is locally finite; then by Lemma 2.2 and Remark 2.3,
GKdimB(V ) = GKdim(K#B(V1)) = GKdimK + 2.
4.1.5. Strong interaction. The following lemma simplifies significantly our
problem.
Lemma 4.6. If the interaction is strong, then GKdimB(V ) =∞.
Proof. By assumption, q212q
2
21 6= 1. Let Bdiag be the braided Hopf algebra of
diagonal type associated to the natural flag of Yetter-Drinfeld submodules
of V , see §3.4. The class of x21 ∈ Bdiag is non-zero and primitive since
∆(x21) = x21 ⊗ 1 + 1⊗ x21 − ǫx1 ⊗ x1
in B(V ). Consider the filtration of Bdiag, where x1, x2, x3 and x21 have
degree one. Let B˜ be the associated graded braided Hopf algebra; V˜ := B˜1,
generated by x1, x2, x3, and x21, is of diagonal type, with Dynkin diagram
consisting of four vertices. Since g21 ·x21 = x21, the vertex of x21 has label 1.
Moreover, this vertex is connected by an edge with the vertex of x3, which
is labeled by q212q
2
21, since
g21 · x3 = q212x3, g2 · x21 = q221x21.
Since q212q
2
21 6= 1, GKdimB(V˜ ) = ∞ by Lemma 2.8. The Lemma follows
because GKdimB(V˜ ) ≤ GKdim B˜ ≤ GKdimB(V ). 
4.2. Weak interaction. We assume that q12q21 = 1.
4.2.1. We establish first a series of useful formulae.
Lemma 4.7. The following hold in B(V ) for all n ∈ N0:
g1 · zn = ǫnq12zn, x1zn = ǫnq12znx1, x21zn = q212znx21,(4.8)
xn21x2 = (nǫx1 + x2)x
n
21, g2 · zn = qn21q22zn.(4.9)
Proof. (4.8): the case n = 0 is g1 ·x3 = q12x3, by hypothesis, x1x3 = q12x3x1,
because the interaction is weak, and x21x3 = q
2
12x3x21; this last equality can
be checked with derivations, for instance ∂3(x21x3 − q212x3x21) = a(ǫ− 1)x21.
Now suppose that (4.8) holds for n. Then
x2zn = ǫ
nq12znx2 + zn+1.(4.10)
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We compute
g1 · zn+1 ⋆= g1 · (x2zn − ǫnq12znx2) ⋆= (ǫx2 + x1)ǫnq12zn − ǫ2nq212zn(ǫx2 + x1)
= ǫn+1q12 [(x2zn − ǫnq12znx2) + (x1zn − ǫnq12znx1)] ⋆= ǫn+1q12zn+1
where we applied in ⋆ either of the equalities in (4.8) for n. Similarly,
x1zn+1 = x1(x2zn − ǫnq12znx2) = ǫ(−x21 + x2x1)zn − ǫ2nq212znx1x2
= −ǫq212znx21 + ǫn+1q12x2znx1 − q212znx1x2
= ǫn+1q12x2znx1 − q212zn(ǫx21 + x1x2)
= ǫn+1q12x2znx1 − ǫq212znx2x1
= ǫn+1q12(x2znx1 − ǫnq12znx2)x1 = ǫn+1q12zn+1x1.
Also x21x2 = (ǫx1 + x2)x12 by (3.6) and (3.8). Hence the first equation in
(4.9) follows by induction; and also
x21zn+1 = x21(x2zn − ǫnq12znx2) = (ǫx1 + x2)x21zn − ǫnq312znx21x2
= q212(ǫx1 + x2)znx21 − ǫnq312zn(ǫx1 + x2)x21
= q212(x2zn − ǫnq12znx2)x21 = q212zn+1x21.
For the second equation in (4.9), we compute using (4.8)
g2 · zn+1 = g2 · (x2zn − ǫnq12znx2)
= q21(x2 + ax1)q
n
21q22zn − ǫnq12qn+121 q22zn(x2 + ax1)
= qn+121 q22(x2zn − ǫnq12znx2) = qn+121 q22zn+1.
which completes the proof. 
We define recursively a family (µn)n∈N0 by
µ0 = 1, µ2k+1 = −(a+ kǫ)µ2k, µ2k = (a+ k + ǫ(a+ k − 1))µ2k−1.
(4.11)
Thus
µn+1 =
{
(2a+ n)µn if n is odd,
−2a+n2 µn if n is even,
when ǫ = 1;
µn+1 =
{
µn if n is odd,
−(a− n2 )µn if n is even,
when ǫ = −1.
Therefore, if G is discrete, then µn = 0 ⇐⇒ n > |2a|, while
G /∈ N0 =⇒ µn 6= 0 for all n ∈ N0.(4.12)
Lemma 4.8. For all k ∈ N0, ∂1(zk) = ∂2(zk) = 0,
∂3(z2k) = µ2kx
k
21, ∂3(z2k+1) = µ2k+1x1x
k
21.(4.13)
Therefore, if G is discrete, then zn = 0 ⇐⇒ n > |2a|.
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Proof. The claims for k = 0 follow at once because ∂i(xj) = δij . Arguing
recursively,
∂1(zk+1)
(4.10)
= ∂1(x2zk − ǫkq12zkx2) = 0,
∂2(zk+1)
(4.10)
= ∂2(x2zk − ǫkq12zkx2) = g2 · zk − ǫkq12zk (4.8)= 0
Also
∂3(z2k+1) = ∂3(x2z2k − q12z2kx2) = µ2k
(
x2x
k
21 − q12q21 xk21(x2 + ax1)
)
(4.9)
= µ2k
(
x2x
k
21 − (kǫx1 + x2)xk21 − axk21x1
)
= −(a+ kǫ)µ2k x1xk21;
∂3(z2k) = ∂3(x2z2k−1 − q12ǫ z2k−1x2)
= µ2k−1
(
x2x1x
k−1
21 − ǫ x1xk−121 (x2 + ax1)
)
= µ2k−1
(
x2x1x
k−1
21 − ǫ x1((k − 1)ǫx1 + x2)xk−121 − ǫa x21xk−121
)
= µ2k−1
(
xk21 − (k − 1 + ǫa)x21xk−121
)
= µ2k−1 (1 + (k − 1 + ǫa)(1 + ǫ)) xk21
= (a+ k + ǫ(a+ k − 1)) µ2k−1xk21
where we used x21x1 = x1x12, by (3.6) and (3.10), and x
2
1 = −(1+ǫ)x12. 
If ǫ = 1, then (4.13) says that
∂3(z2k) =
(−1)k
2k
µ2kx
2k
1 , ∂3(z2k+1) =
(−1)k
2k
µ2k+1x
2k+1
1 .(4.14)
Lemma 4.9. If the ghost is not discrete, then GKdimB(V ) =∞.
Proof. By hypothesis and (4.12), deg zn = n+ 1. We claim that the set
S = {z2n1 · · · z2nk : k, ni ∈ N, n1 < · · · < nk}
is linearly independent. Otherwise, there exists a non-trivial linear combi-
nation of elements of S, that we assume it is of minimal degree. By Lemmas
4.7 and 4.8, and (3.11) when ǫ = −1,
∂nk1 ∂3(z2n1 . . . z2nk) = nk!µ2nkz2n1 . . . z2nk−1 , ǫ = −1,
∂2nk1 ∂3(z2n1 . . . z2nk) =
(−1)nk
2nk
(2nk)!µ2nkz2n1 . . . z2nk−1 , ǫ = 1.
Hence the coefficient of z2nk , where nk is maximal, of the linear combination
is again a linear dependence by (4.12), a contradiction; the claim follows.
Since B(V ) is finitely generated, GKdimB(V ) =∞ by Lemma 2.5. 
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4.2.2. Proof of Theorem 4.3. It is enough to assume that ℓ = 3. The ideal
I generated by x1 in B(V(ǫ, 3)) is a coideal since x1 is primitive, and a
Yetter-Drinfeld submodule since kx1 is stable by the Z-action. Then B˜ =
B(V(ǫ, 3))/I is a N0-graded Hopf algebra in kZkZYD, generated by (the images
of) x2, x3. Let
w =
{
x3x2 − x2x3 + 12x22 ∈ B˜g2 , ǫ = 1,
(adc x3)
2(x2)− x2(adc x3)(x2) ∈ B˜g3 , ǫ = −1.
We claim that w 6= 0. Indeed, (adc x3)2x2 − x2(adc x3)(x2) /∈ I by direct
computation of of the component of degree 3 of B(V(−1, 3)), and similarly
for ǫ = 1. Now w is a primitive element in B˜, hence the Nichols algebra of
the span V of the linearly independent primitive elements x2, x3 and w is a
quotient of B˜. But V is as in (4.1) for
q12 = q21 = q22 = 1, a = 2, if ǫ = 1,
q12 = q21 = q22 = −1, a = −1, if ǫ = −1.
Since GKdimB(V ) ≤ GKdim B˜ ≤ GKdimB(V(ǫ, 3)), Lemma 4.9 implies
that GKdimB(V(ǫ, 3)) =∞. 
4.2.3. Recall K = B(V )coB(V1) ≃ B(K1), K1 = adB(V1)(V2), cf. §4.1.4.
Remark 4.10. If G is discrete, then the family (zn)0≤n≤|2a| is a basis of K
1.
Indeed, (zn)0≤n≤|2a| is linearly independent, because the zn’s are homoge-
neous of distinct degrees, and are 6= 0 by (4.13). We have for all n ∈ N0
adc x1(zn) = x1zn − g1 · znx1 (4.8)= ǫnq12znx1 − ǫnq12znx1 = 0,(4.15)
adc x21(zn) = adc x2 adc x1(zn)− ǫ adc x1 adc x2(zn) = 0.(4.16)
Then K1 is generated by zn, n ∈ N0, and the Remark follows.
If ǫ = 1, then we define recursively νk,n as follows: νn,n = 1,
ν0,n+1 = −
(n
2
+ a
)
ν0,n, νk,n+1 = νk−1,n −
(
n+ k
2
+ a
)
νk,n, 1 ≤ k ≤ n.
Lemma 4.11. The coaction (4.6) on zn, n ∈ N0, is given by (4.17), when
ǫ = 1, and by (4.18), (4.19), when ǫ = −1:
δ(zn) =
n∑
k=0
νk,n x
n−k
1 g
k
1g2 ⊗ zk.(4.17)
δ(z2n) =
n∑
k=1
k
(
n
k
)
µk,n x1x
n−k
21 g
2k−1
1 g2 ⊗ z2k−1(4.18)
+
n∑
k=0
(
n
k
)
µk,nx
n−k
21 g
2k
1 g2 ⊗ z2k,
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δ(z2n+1) =
n∑
k=0
(
n
k
)
µk,n+1 x1x
n−k
21 g
2k
1 g2 ⊗ z2k(4.19)
+
n∑
k=0
(
n
k
)
µk+1,n+1x
n−k
21 g
2k+1
1 g2 ⊗ z2k+1.
Proof. We proceed by induction on n. Since δ(z0) = g2 ⊗ z0, the claim is
clear for n = 0. Assume that ǫ = 1 and that (4.17) holds for n. Then
δ(zn+1)
(4.10)
= (x2 ⊗ 1 + g1 ⊗ x2)δ(zn)− q12δ(zn)(x2 ⊗ 1 + g1 ⊗ x2)
=
n∑
k=0
νk,n
(
x2x
n−k
1 g
k
1g2 ⊗ zk + xn−k1 gk+11 g2 ⊗ x2zk
− q12xn−k1 gk1g2x2 ⊗ zk − q12xn−k1 gk+11 g2 ⊗ zkx2
)
⋆
= −
n∑
k=0
(n+ k
2
+ a
)
νk,nx
n+1−k
1 g
k
1g2 ⊗ zk +
n+1∑
k=1
νk−1,n x
n+1−k
1 g
k
1g2 ⊗ zk
= −(n
2
+a
)
ν0,nx
n+1
1 ⊗ z0+
n∑
k=1
[
νk−1,n −
(n+ k
2
+ a
)
νk,n
]
xn+1−k1 g
k
1g2⊗ zk
+ νn,ng
n+1
1 g2 ⊗ zn+1.
Here, we use (3.5) and the identity x2g
k
1 = g
k
1x2 − kx1gk1 in ⋆. But this is
(4.17) for n+1. Assume next that ǫ = −1 and that (4.18) holds for n. Then
δ(z2n+1)
(4.10)
= (x2 ⊗ 1 + g1 ⊗ x2)δ(z2n)− q12δ(z2n)(x2 ⊗ 1 + g1 ⊗ x2)
=
n∑
k=1
k
(
n
k
)
µk,n x2x1x
n−k
21 g
2k−1
1 g2 ⊗ z2k−1︸ ︷︷ ︸
A
+
n∑
k=0
(
n
k
)
µk,nx2x
n−k
21 g
2k
1 g2 ⊗ z2k︸ ︷︷ ︸
B
n∑
k=1
k
(
n
k
)
µk,ng1x1x
n−k
21 g
2k−1
1 g2 ⊗ x2z2k−1︸ ︷︷ ︸
C
+
n∑
k=0
(
n
k
)
µk,ng1x
n−k
21 g
2k
1 g2 ⊗ x2z2k︸ ︷︷ ︸
D
− q12
( n∑
k=1
k
(
n
k
)
µk,n x1x
n−k
21 g
2k−1
1 g2x2 ⊗ z2k−1︸ ︷︷ ︸
E
+
n∑
k=0
(
n
k
)
µk,nx
n−k
21 g
2k
1 g2x2 ⊗ z2k︸ ︷︷ ︸
F
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+
n∑
k=1
k
(
n
k
)
µk,nx1x
n−k
21 g
2k−1
1 g2g1 ⊗ z2k−1x2︸ ︷︷ ︸
G
+
n∑
k=0
(
n
k
)
µk,nx
n−k
21 g
2k
1 g2g1 ⊗ z2kx2︸ ︷︷ ︸
H
)
.
Now A− q12E =
∑n
k=1 k
(n
k
)
µk,n I ⊗ z2k−1 where
I
(3.3),(4.1)
= xn+1−k21 g
2k−1
1 g2 − x1x2xn−k21 g2k−11 g2 − x1xn−k21 g2k−11 (x2 + ax1)g2
⋆
=
(
xn+1−k21 − x1x2xn−k21 − x1xn−k21 (−x2 + (2k − 1− a)x1)
)
g2k−11 g2
(3.10),(4.9)
=
(
xn+1−k21 − x1x2xn−k21 + x1(x2 + (k − n)x1)xn−k21
)
g2k−11 g2
(3.7)
= xn+1−k21 g
2k−1
1 g2.
Here and below, we use in ⋆ the identity gj1x2 = (−1)j(x2 − jx1)gj1.
Now B − q12F =
n∑
k=0
(
n
k
)
µk,nJ ⊗ z2k, where
J = x2x
n−k
21 g
2k
1 g2 − xn−k21 g2k1 (x2 + ax1)g2
⋆
=
(
x2x
n−k
21 − xn−k21 (x2 − (2k − a)x1)
)
g2k1 g2
(3.10),(4.9)
= (n+ k − a)x1xn−k21 g2k1 g2.
Also C − q12G =
n∑
k=1
k
(
n
k
)
µk,nK where
K = g1x1x
n−k
21 g
2k−1
1 g2 ⊗ x2z2k−1 − q12x1xn−k21 g2k−11 g2g1 ⊗ z2k−1x2
= −x1g1xn−k21 g2k−11 g2 ⊗ (z2k − q12z2k−1x2)− q12x1xn−k21 g2k1 g2 ⊗ z2k−1x2
∗
= −x1xn−k21 g2k1 g2 ⊗ z2k,
where in ∗ we use g1x21 = x21g1. Next D − q12H =
n∑
k=0
(
n
k
)
µk,nL, where
L = xn−k21 g
2k+1
1 g2 ⊗ (z2k+1 + q12z2kx2)− q12xn−k21 g2k+11 g2 ⊗ z2kx2
= xn−k21 g
2k+1
1 g2 ⊗ z2k+1.
Putting together the previous computations,
(B + C)− q12(F +G) =
n∑
k=0
(
n
k
)
µk,n(n− a)x1xn−k21 g2k1 g2 ⊗ z2k;
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(A+D)− q12(E +H) =
n−1∑
k=0
(k + 1)
(
n
k + 1
)
µk+1,n x
n−k
21 g
2k+1
1 g2 ⊗ z2k+1
+
n∑
k=0
(
n
k
)
µk,nx
n−k
21 g
2k+1
1 g2 ⊗ z2k+1
=
n∑
k=0
(k + 1)
(
n
k + 1
)(
n
k
)
µk+1,n+1
because
(k + 1)
(
n
k + 1
)
µk+1,n +
(
n
k
)
µk,n =
n!µk+1,n
k!(n−k−1)!
(
1 + k−an−k
)
=
(
n
k
)
µk+1,n+1.
This gives (4.19). The proof of (4.18) for δ(z2n+2) is similar. 
We are ready for the main result of this Subsection. Recall that the
interaction is weak. We also assume G 6= 0, otherwise B(V ) ≃ B(V1)⊗B(V2).
Theorem 4.12. GKdimB(V ) is finite if and only if ǫ, q22 and G are as in
Table 6; in such case, GKdimB(V ) = GKdimK + 2.
Table 6. Nichols algebras with finite GKdim, weak interaction
ǫ q22 G GKdimK
1 1 discrete G + 1
−1 discrete 0
∈ G′3 1 0
−1 1 discrete G + 1
−1 discrete G
Proof. By Lemma 4.9, we may assume that the ghost is discrete. We claim
that the braided vector space K1 is of diagonal type with braiding matrix
(pij)0≤i,j≤2|a| = (ǫ
ijqi12q
j
21q22)0≤i,j≤2|a|.
Hence, the corresponding generalized Dynkin diagram has labels
pii = ǫ
iq22, pijpji = q
2
22, i 6= j ∈ {0} ∪ I2|a|.
Indeed, by Remark 4.10 it is enough to compute
c(zi ⊗ zj) = gi1g2 · zj ⊗ zi = ǫijqi12qj21q22zj ⊗ zi,
by Lemmas 4.11 and 4.7, (4.15) and (4.16). We proceed then case by case.
Case 1. q222 = 1.
Here the Dynkin diagram of K1 is totally disconnected with vertices i ∈
I2|a| labeled with ǫ
iq22. The vertices with label 1, respectively −1, contribute
with 1, respectively 0, to GKdimB(K1).
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Case 2. ǫ = 1, q22 ∈ G′3, G = 1.
The Dynkin diagram is of Cartan type A2, so B(K1) is finite-dimensional.
Case 3. ǫ = 1, q222 6= 1, q22 /∈ G′3.
Since G ≥ 1, the Dynkin diagram has at least 2 vertices. The Dynkin sub-
diagram corresponding to the vertices 0 and 1 has labels q22 on the vertices
and q222 on the edge. If q22 /∈ G∞, then K1 does not admit all reflections;
hence GKdimB(K1) = ∞. If q22 ∈ G′M with M ≥ 4, then K1 is of Cartan
type with Cartan matrix
(
2 2−M
2−M 2
)
. Then GKdimB(K1) = ∞ by
Theorem 1.6.
Case 4. ǫ = 1, q22 ∈ G′3, G > 1.
The Dynkin subdiagram ofK1 corresponding to the vertices 0, 1 and 2 has
labels q22 on the vertices, respectively, and q
−1
22 on the edge between them.
This Dynkin diagram is of Cartan type with affine Cartan matrix A
(1)
2 , and
GKdimB(K1) =∞ by Theorem 1.6.
Case 5. ǫ = −1, q222 6= 1.
Since a 6= 0, the Dynkin diagram of K1 has at least 3 vertices. The
Dynkin subdiagram corresponding to the vertices 0 and 2 has labels q22 on
the vertices and q222 on the edge. If q22 is not a root of 1, then K
1 does not
admit all reflections and then GKdimB(K1) =∞. If q22 ∈ G′N with N ≥ 4,
then K1 is of Cartan type with Cartan matrix(
2 2−N
2−N 2
)
.
Then GKdimB(K1) = ∞ by Theorem 1.6. Finally, if q22 ∈ G′3 then the
Dynkin subdiagram of K1 corresponding to the vertices 0 and 1 has labels
q22 and −q22 on the vertices, respectively, and q−122 on the edge between
them. This Dynkin diagram is of Cartan type with affine Cartan matrix(
2 −1
−4 2
)
. Therefore GKdimB(K1) =∞ by Theorem 1.6.
The last claim follows from the decomposition B(V ) ≃ B(K1)#B(V1),
Lemma 2.2 and Proposition 3.4, see Remark 4.5. 
4.3. The Nichols algebras with finite GKdim. Here we describe a pre-
sentation by generators and relations and exhibit an explicit PBW basis of
the Nichols algebras in Theorem 4.12. We denote the braided vector space
with braiding (4.1) by
L(q22,G ), if the interaction is weak, ǫ = 1;
L−(q22,G ), if the interaction is weak, ǫ = −1;
C1, if the interaction is mild, ǫ = q22 = −1, G = 1.
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Recall the relations of the Jordan and super Jordan planes:
x2x1 − x1x2 + 1
2
x21,(3.4)
x21,(3.7)
x2x21 − x21x2 − x1x21.(3.8)
Remark 4.13. Assume that the interaction is weak. Let
y2k = x
k
21, y2k+1 = x1x
k
21, k ∈ N0
By Lemma 4.7
∂3(zt) = µtyt, ztyn = ǫ
ntqn21ynzt, t, n ∈ N0.(4.20)
Lemma 4.14. Assume that ǫ2 = q222 = 1. In B(L(q22,G )), or correspond-
ingly B−(L(q22,G ))
z|2a|+1 = 0,(4.21)
ztzt+1 = q21q22zt+1zt t ∈ N0, t < |2a|,(4.22)
z2t = 0 t ∈ N0, ǫtq22 = −1.(4.23)
∂3(z
n+1
t ) = µtq
nt
21q
n
22n ytz
n
t , n, t ∈ N0, ǫtq22 = 1.(4.24)
Proof. Lemma 4.8 contains (4.21). Using Lemmas 4.7, 4.8, and Remark 4.13,
we compute
∂3(zkzk+1 − q21q22zk+1zk) = µkyk(g2 · zk+1) + µk+1zkyk+1
− q21q22
(
µk+1yk+1(g2 · zk) + µkzk+1yk
)
= µk+1q
k+1
21 (1− q222)yk+1zk = 0,
so (4.22) holds for all t ∈ N0 by the same result.
Now assume that t ∈ N0 is such that ǫtq22 = −1.
∂3(z
2
t ) = µtyt(g2 · zt) + µtztyt = µtqt21(q22 + ǫt)ytzt = 0,
so (4.23) also follows.
Assume that t ∈ N0 is such that ǫtq22 = 1. To prove (4.24) we use
induction on n. The case n = 0 follows by Lemma 4.8. Now assume it holds
for n and compute
∂3(z
n+2
t ) = µtq
nt
21q
n
22n ytz
n
t (g2 · zt) + µtzn+1t yt
= µtq
(n+1)t
21 q
n+1
22 (n+ ǫ
t(n+1)qn+122 ) ytz
n
t .
Then (4.24) holds for all n ∈ N0. 
Lemma 4.15. Let B be a quotient algebra of T (V ). Assume that x1x3 =
q12x3x1, and either
(a) (3.4), or else
(b) (3.8), x21x3 = q
2
12x3x21
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hold in B. Then for all n ∈ N0,
x1zn = ǫ
nq12znx1(4.25)
x21zn = q
2
12znx21.(4.26)
Proof. By hypothesis, x1z0 = q12z0x1 since z0 = x3. Now x21z0 = q
2
12z0x21
holds in (a) by the previous relation and (3.4), while it holds in (b) by
hypothesis. The inductive step follows as in the proof of Lemma 4.7. 
Lemma 4.16. Let B be a quotient algebra of T (V ), ǫ2 = q222 = 1.
(i) Assume that (4.22) and (4.23) hold in B. Then for 0 ≤ t < k ≤ 2|a|,
ztzk = ǫ
tkqk−t21 q22zkzt.(4.27)
(ii) Assume that z2t = 0 in B for t ∈ N0 such that ǫtq22 = −1. Then
ztzt+1 = q21q22zt+1zt in B.
In other words, (ii) says that (4.23) for a specific t implies (4.22) for t.
Proof. (i) We argue by induction on n = t + k. For n = 1, we have t = 0,
k = 1, and z0z1 = q21q22z1z0 by hypothesis. Now assume (4.27) holds for
n ≥ 1. If n is even and k − 1 = t = n2 , then ztzt+1 = q21q22zt+1zt by
hypothesis. If n is odd and t = k − 2 = n−12 , then
0 = adc x2 (ztzt+1 − q21q22zt+1zt) = adc x2(ztzt+1 − q21q22zt+1zt)
= z2t+1 + ǫ
tq12ztzt+2 − q21q22(zt+2zt + ǫt+1q12z2t+1)
= (1− ǫt+1q22)z2t+1 + ǫt+1q12(ztzt+2 − ǫtq221q22zt+2zt).
That is, ztzt+2 − ǫtq221q22zt+2zt = q21(q22 − ǫt+1)z2t+1. If ǫt+1q22 = −1, then
z2t+1 by hypothesis; otherwise ǫ
t+1 = q22. Hence ztzt+2 = ǫ
tq221q22zt+2zt.
Finally, if k − t > 2,
0 = adc x2
(
ztzk − ǫtkqk−t21 q22zkzt
)
= zt+1zk−ǫ(t+1)kqk−t−121 q22zkzt+1+ǫtq12
(
ztzk+1 − ǫt(k+1)qk+1−t21 q22zk+1zt
)
,
and the proof follows recursively.
(ii) Using the definition of zt+1,
ztzt+1 − q21q22zt+1zt = zt(x2zt − ǫtq12ztx2)− q21q22(x2zt − ǫtq12ztx2)zt
= (1 + ǫtq22)ztx2zt = 0.

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4.3.1. The Nichols algebra B(L(1,G )). Recall that zn = (adcx2)nx3.
Proposition 4.17. Let G ∈ N. The algebra B(L(1,G )) is presented by
generators x1, x2, x3 and relations (3.4),
x1x3 = q12 x3x1,(4.28)
z1+G = 0,(4.29)
ztzt+1 = q
−1
12 zt+1zt, 0 ≤t < G .(4.30)
B(L(1,G )) has a PBW-basis
B = {xm11 xm22 znGG . . . zn11 zn00 : mi, nj ∈ N0};
hence GKdimB(L(1,G )) = 3 + G .
Proof. Relations (4.28), (4.29) are 0 in B(L(1,G )) being annihilated by ∂i,
i = 1, 2, 3, and (4.30) holds by Lemma 4.14. Hence the quotient B˜ of T (V )
by (3.4), (4.28), (4.29) and (4.30) projects onto B(L(1,G )). Then (4.27)
holds in B˜.
We claim that the subspace I spanned by B is a right ideal of B˜. Indeed,
• Ix1 ⊆ I follows by Lemma 4.15,
• Ix2 ⊆ I since ztx2 = ǫtq21(x2zt − zt+1), so we use (4.29), (4.27),
and Ix3 ⊆ I by definition. Since 1 ∈ I, B˜ is spanned by B.
To prove that B˜ ≃ B(L(1,G )), it remains to show that B is linearly
independent in B(L(1,G )). For, suppose that there is a non-trivial linear
combination S of elements of B in B(L(1,G )), say of minimal degree. Now
∂1(x
m1
1 x
m2
2 z
nG
G
. . . zn11 z
n0
0 ) = m1 q
∑
ni
12 x
m1−1
1 x
m2
2 z
nG
G
. . . zn11 z
n0
0 ,
∂2(x
m1
1 x
m2
2 z
nG
G
. . . zn11 z
n0
0 ) = m2 q
∑
ni
12 x
m1
1 x
m2−1
2 z
nG
G
. . . zn11 z
n0
0 ,
since ∂1, ∂2 are skew derivations, so we apply Lemma 4.7 and ∂2(zt) = 0.
Then such linear combination does not have terms with m1 or m2 greater
than 0. Let k be maximal such that znkk . . . z
n1
1 z
n0
0 has non-zero coeffi-
cient in S for some k ≥ 1, and for such k fix the maximal nk. By (4.24),
ykz
nk−1
k . . . z
n1
1 z
n0
0 has non-zero coefficient in ∂3(S), and ∂3(S) is also a non-
trivial linear combination of elements of B, a contradiction. Then B is a
basis of B(L(1,G )) and B˜ = B(L(1,G )). The computation of GKdim follows
from the Hilbert series at once. 
Proposition 4.18. Let G ∈ N. The algebra B(L(1,G )) is a domain.
Proof. Consider the algebra B generated by (Xi)i∈I3 , (Zt)t∈IG with the fol-
lowing relations (where Z0 = X3 for convenience): (3.4), (4.28), (4.30) (with
Xi in the place of xi and Zt in the place of zt), X2Zt − q12ZtX2 = Zt+1,
0 ≤ t < G , X2ZG − q12ZGX2 = 0. Clearly the assignments Xi ↔ xi and
Zt ↔ zt provide an algebra isomorphism B ≃ B(L(1,G )); in particular
(4.25) and (4.27) hold in B. Consider the filtration of B where degX1 = 0
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and all the other defining generators having degree 1. We claim that grB is
presented by (X i)i∈I3 , (Zt)t∈IG with the relations
X2X1 −X1X2 = 0,(4.31)
X1Zt − q12ZtX1 = 0, 0 ≤t ≤ G ,(4.32)
X2Zt − q12ZtX2 = 0, 0 ≤t ≤ G ,(4.33)
ZtZk − qk−t21 ZkZt = 0, 0 ≤t < k ≤ G ,(4.34)
where Z0 = X3 for convenience. Indeed, the algebra B˜ with the mentioned
presentation admits a surjective algebra homomorphism onto grB. But B˜ is
a quantum polynomial ring, hence it has a PBW-basis analogous to B above
and the claim follows. Now B˜ is a domain, hence so is B ≃ B(L(1,G )). 
4.3.2. The Nichols algebra B(L(−1,G )).
Proposition 4.19. Let G ∈ N. The algebra B(L(−1,G )) is presented by
generators x1, x2, x3 and relations (3.4), (4.28), (4.29) and
z2t = 0, 0 ≤t ≤ G .(4.35)
The set
B = {xm11 xm22 znGG . . . zn11 zn00 : ni ∈ {0, 1},mj ∈ N0}
is a basis of B(L(−1,G )) and GKdimB(L(−1,G )) = 2.
Proof. Relations (4.28), (4.29) are 0 in B(L(−1,G )) being annihilated by ∂i,
i = 1, 2, 3, and (4.35) holds by Lemma 4.14. Hence the quotient B˜ of T (V )
by (3.4), (4.28), (4.29) and (4.35) projects onto B(L(−1,G )). Then Lemma
4.16 (ii) holds, so also (4.27) holds in B˜ by Lemma 4.16(i) .
We claim that the subspace I spanned by B is a right ideal of B˜. Indeed,
Ix1 ⊆ I follows by Lemma 4.15, Ix2 ⊆ I by (4.29), (4.27) and (4.35), and
Ix3 ⊆ I by definition. Since 1 ∈ I, B˜ is spanned by B.
To prove that B˜ ≃ B(L(−1,G )), it remains to show that B is linearly
independent in B(L(−1,G )). For, suppose that there is a non-trivial linear
combination S of elements of B in B(L(−1,G )), say of minimal degree. Then
such linear combination does not have terms with m1 or m2 greater than 0
as in Proposition 4.17. Let k be maximal such that znkk . . . z
n1
1 z
n0
0 has non-
zero coefficient in S for some k ≥ 1, and for such k fix the maximal nk. By
(4.24), ykz
nk−1
k . . . z
n1
1 z
n0
0 has non-zero coefficient in ∂3(S), and ∂3(S) is also
a non-trivial linear combination of elements of B, a contradiction. Then B
is a basis of B(L(−1,G )) and B˜ = B(L(−1,G )). The computation of GKdim
follows from the Hilbert series at once. 
4.3.3. The Nichols algebra B(L−(1,G )).
Proposition 4.20. Let G ∈ N. The algebra B(L−(1,G )) is presented by
generators x1, x2, x3 and relations (3.7), (3.8), (4.28) and
z1+2G = 0,(4.36)
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x21z0 = q
2
12 z0x21,(4.37)
z22k+1 = 0, 0 ≤k < G ,(4.38)
z2kz2k+1 = q
−1
12 z2k+1z2k, 0 ≤k < G .(4.39)
The set
B = {xm11 xm221 xm32 zn2G2G . . . zn11 zn00 : m1, n2k+1 ∈ {0, 1},m2,m3, n2k ∈ N0}
is a basis of B(L−(1,G )) and GKdimB(L−(1,G )) = G + 3.
Proof. Relations (3.7), (3.8), (4.28) and (4.36) are 0 in B(L(−1,G )) being
annihilated by ∂i, i = 1, 2, 3, and (4.37), (4.38), (4.39) hold by Lemma 4.14.
Hence the quotient B˜ of T (V ) by these relations projects onto B(L−(1,G )).
Then ztzt+1 = q21q22 zt+1zt for all t by Lemma 4.16 (ii) , so (4.27) holds in
B˜ by Lemma 4.16(i) .
We claim that the subspace I spanned by B is a right ideal of B˜. Indeed,
Ix1 ⊆ I follows by Lemma 4.15, Ix2 ⊆ I by (4.36), (4.27) and (4.38), and
Ix3 ⊆ I by definition. Since 1 ∈ I, B˜ is spanned by B.
To prove that B˜ ≃ B(L−(1,G )), it remains to show that B is linearly
independent in B(L−(1,G )). For, suppose that there is a non-trivial linear
combination S of elements of B in B(L−(1,G )), say of minimal degree. As
in the proof of Proposition 3.5, each vector xm11 x
m2
21 x
m3
2 z
n2G
2G . . . z
n1
1 z
n0
0 in S
with non-trivial coefficient satisfies mi = 0, i = 1, 2, 3. Let k be maximal
such that znkk . . . z
n1
1 z
n0
0 has non-zero coefficient in S for some k ≥ 1, and for
such k fix the maximal nk. By (4.24) and (4.20), ykz
nk−1
k . . . z
n1
1 z
n0
0 has non-
zero coefficient in ∂3(S), and ∂3(S) is also a non-trivial linear combination
of elements of B, a contradiction. Then B is a basis of B(L−(1,G )) and
B˜ = B(L−(1,G )). The computation of GKdim follows from the Hilbert
series at once. 
4.3.4. The Nichols algebra B(L−(−1,G )).
Proposition 4.21. Let G ∈ N. The algebra B(L−(−1,G )) is presented by
generators x1, x2, x3 and relations (3.7), (3.8), (4.28), (4.36), (4.37) and
z22k = 0, 0 ≤k ≤ G ,(4.40)
z2k−1z2k = −q−112 z2kz2k−1, 0 <k ≤ G .(4.41)
The set
B = {xm11 xm221 xm32 zn2G2G . . . zn11 zn00 : m1, n2k ∈ {0, 1},m2,m3, n2k−1 ∈ N0}
is a basis of B(L−(−1,G )) and GKdimB(L−(−1,G )) = G + 2.
Proof. Analogous to Proposition 4.17. 
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4.3.5. The Nichols algebra B(L(ω, 1)).
Remark 4.22. As in the previous cases, (4.28) and
z2 = 0(4.42)
hold in B(L(ω, 1)). As q22 = ω ∈ G′3 we also have
z30 = 0.(4.43)
Let z1,0 := z1z0 − q12q22z0z1.
Remark 4.23. The following equations hold in B(L(ω, 1)) by Lemma 4.7
g1 · z1,0 = q212z1,0, g2 · z1,0 = q21q222z1,0,(4.44)
∂1(z1,0) = ∂2(z1,0) = 0, ∂3(z1,0) = (1− q222)z1,0.(4.45)
Lemma 4.24. Let B be a quotient algebra of T (V ). Assume that (4.28),
(4.42) and (4.43) hold in B. Then the following relations also hold:
z1z1,0 = q12ω
2z1,0z1, z1,0z0 = q12ω
2z0z1,0,(4.46)
x2z1,0 = q
2
12z1,0x2 + q12(1− ω)z21 , x1z1,0 = q212z1,0x1.(4.47)
Proof. The second equation in (4.46) follows because
z1,0z0 − q12ω2z0z1,0 = (z1x3 − q12ωx3z1)x3 − q12ωx3(z1x3 − q12ωx3z1)
= x2x
3
3 − q12(1 + ω + ω2)
(
x3x2x
2
3 + q12x
2
3x2x3
)− q312x33x2 = 0.
As x2z1 = q12z1x2 by (4.42), we have that
x2z1,0 − q212z1,0x2 = x2(z1x3 − q12ωx3z1)− q212(z1x3 − q12ωx3z1)x2
= q12z1x2x3 − q12ω(z1 + q12x3x2)z1 − q212z1x3x2 + q212ωx3x2z1
= q12(1− ω)z21 .
so the first equation in (4.47) holds. Using it and (4.46) we compute
z1z1,0 − q12ω2z1,0z1 = (x2x3 − q12x3x2)z1,0 − q12ω2z1,0z1
= q21ωx2z1,0x3 − q12x3
(
q212z1,0x2 + q12(1− ω)z21
)− q12ω2z1,0z1
= q21ω
(
q212z1,0x2 + q12(1− ω)z21
)
x3 − q212ωz1,0x3x2
− q212(1− ω)x3z21 − q12ω2z1,0z1
= q12ωz1,0z1 + ω(1− ω)
(
z1z1,0 + q12q22z1,0z1 + q
2
12q
2
22
)
− q212(1− ω)x3z21 − q12ω2z1,0z1 = ω(1− ω)
(
z1z1,0 − q12ω2z1,0z1
)
and the first equation in (4.46) holds. Finally notice that x1zi = q12zix1,
i = 0, 1, as in Lemma 4.15, giving the second equation in (4.47). 
Lemma 4.25. In B(L(ω, 1)),
z31 = z
3
1,0 = 0.(4.48)
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Proof. As ∂i(z
3
1) = ∂i(z
3
1,0) = 0 for i = 1, 2, it remains to prove that ∂3
annihilates them. For the first relation, we use Lemma 4.7,
∂3(z
3
1) = µ1x1(g2 · z21) + µ1z1x1(g2 · z1) + µ1z21x1
= µ1q
2
21(1 + ω + ω
2)x1z
2
1 = 0.
By Lemma 4.24, z1z1,0 = q12ω
2z1,0z1, and using (4.45),
∂3(z
3
1,0) = (1− ω2)z1(g2 · z21,0) + (1− ω2)z1,0z1(g2 · z1,0) + (1− ω2)z21,0z1
= (1− ω2)q221(1 + ω + ω2)z1z21,0 = 0;
so z31,0 = 0. 
Proposition 4.26. Let ω ∈ G′3. The algebra B(L(ω, 1)) is presented by
generators x1, x2, x3 and relations (3.4), (4.28), (4.42), (4.43) and (4.48).
The set
B = {xm11 xm22 zn11 zn21,0zn30 : mi ∈ N0, 0 ≤ nj ≤ 2}
is a basis of B(L(ω, 1)) and GKdimB(L(ω, 1)) = 2.
Proof. Relations (3.4), (4.28), (4.42), (4.43) are 0 in B(L(1,G )) being annihi-
lated by ∂i, i = 1, 2, 3, and (4.48) holds by Lemma 4.25. Hence the quotient
B˜ of T (V ) by (3.4), (4.28), (4.42), (4.43) and (4.48) projects onto B(L(ω, 1)).
We claim that the subspace I spanned by B is a right ideal of B˜. Indeed,
Ix3 ⊆ I by definition and Ix1 ⊆ I, Ix2 ⊆ I follow by Lemma 4.24. Since
1 ∈ I, B˜ is spanned by B.
To prove that B˜ ≃ B(L(ω, 1)), it remains to show that B is linearly inde-
pendent in B(L(ω, 1)). For, suppose that there is a non-trivial linear com-
bination S of elements of B in B(L(ω, 1)), say of minimal degree. As in the
proof of Proposition 4.17, each vector xm11 x
m2
2 z
n1
1 z
n2zn30 in S with non-trivial
coefficient satisfies m1 = m2 = 0. As
∂3(z
n1
1 z
n2zn30 ) = (n3)ω z
n1
1 z
n2zn3−10 + q
n2−1
21 (1− ω2)ωn3(n2)ωzn1+11 zn2−1zn30
+ µ1q
n1+n2−1
21 ω
2n2+n3(n1)ωx1z
n1−1
1 z
n2zn30 ,
∂3(S) is also a non-trivial linear combination of elements of B, a contradic-
tion. Then B is a basis of B(L(ω, 1)) and B˜ = B(L(ω, 1)). The computation
of GKdim follows from the Hilbert series at once. 
4.4. Mild interaction. We assume in this Subsection that q12q21 = −1.
Then we may assume that ǫ = −1. For, if ǫ = 1, then GKdimB(V ) = ∞
by Lemma 2.8, since x1, x3 span a braided vector subspace of diagonal type
with braiding matrix (qij)1≤i,j≤2.
We keep the notation in §4.1.4; so, B(V ) ≃ K#B(V1), K ≃ B(K1),
K1 = adc B(V1)(V2). We first describe K1 in detail. Let zn as in (4.7) and
fn = adc x1(zn), n ∈ N0.
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Lemma 4.27. The following hold in B(V ) for all n ∈ N0:
K1 = 〈zm, fm : m ∈ N0〉, adc x21(K1) = 0,(4.49)
g1 · z2n = q12z2n, g1 · z2n+1 = −q12z2n+1 + q12f2n,(4.50)
g2 · z2n = q2n21 q22z2n, g2 · z2n+1 = q2n+121 q22(z2n+1 + af2n),(4.51)
g1 · fn = (−1)n+1q12fn, g2 · fn = qn+121 q22fn,(4.52)
adc x1(fn) = 0, adc x2(fn) = −fn+1.(4.53)
Proof. The claims on g1 · z0, g2 · z0 follow by definition. We record that
g1 · z1 = g1 · adc x2(x3) = adc(−x2 + x1)q12x3 = −q12z1 + q12f0,
g1 · f0 = g1 · adc x1(x3) = adc(−x1)q12x3 = −q12f0.
We start by proving that adc x21(x3) = 0. By definition,
adc x21(x3) = adc x1(z1) + adc x2(f0).
If i ∈ I2, then ∂i(adc x21(x3)) = 0 because ∂i(x3) = ∂i(z1) = ∂i(f0) = 0.
Moreover,
∂3(z1) = x2 − q12g2 · x2 = x2 − q12q21(x2 + ax1) = 2x2 + ax1,(4.54)
∂3(f0) = x1 − q12g2 · x1 = 2x1;(4.55)
therefore
∂3(adc x1(z1)) = x1∂3(z1)− q12∂3(−z1 + f0)g2 · x1
= x1(2x2 + ax1) + (−2x2 − ax1 + 2x1)x1 = 2x1x2 − 2x2x1.
On the other hand,
∂3(adc x2(f0)) = x2∂3(f0)− ∂3(−q12f0)g2 · x2
= x2 · 2x1 + q122x1q21(x2 + ax1) = 2x2x1 − 2x1x2.
This implies that adc x21(x3) = 0.
Since K1 = adc B(V1)(x3) and xa1xb2xc21, a ∈ {0, 1}, b, c ∈ N0, is a basis of
B(V1), one has K1 = 〈zn, fn : n ∈ N0〉. Also, x21B(V1) ⊆ B(V1)x21; hence
adc x21(K
1) = adc(x21B(V1))(x3) ⊆ (adc B(V1)x21)(x3) = 0
which proves (4.49). We proceed with (4.53). Since x21 = 0, we have
adc x1(fn) = (adc x1)
2(zn) = (adc x
2
1)(zn) = 0, n ∈ N0.
Moreover, because of (4.49) and the definitions, we have
adc x2(fn) = adc(x2x1)(zn)
= adc(x21 − x1x2)(zn) = − adc x1(zn+1) = −fn+1.
It remains to prove (4.50), (4.51) and (4.52). We proceed by induction on
n. Assume that g1 · z2n and g2 · z2n are known for a given n ∈ N0. Then
g1 · f2n = g1 · (adc x1)(z2n) = (adc(−x1))(q12z2n) = −q12f2n;
g2 · f2n = g2 · (adc x1)(z2n) = (adc(q21x1))(q2n21 q22z2n) = q2n+121 q22f2n.
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Then we obtain that
g1 · z2n+1 = g1 · adc x2(z2n) = adc(−x2 + x1)(q12z2n) = −q12z2n+1 + q12f2n;
g2 · z2n+1 = g2 · adc x2(z2n) = adc q21(x2 + ax1)(q2n21 q22z2n)
= q2n+121 q22(z2n+1 + af2n).
The inductive step for the action on f2n+1, z2n+1, is similar; use (4.53). 
Lemma 4.28. If n ∈ N0, then
∂3(f2n) = 2
n∏
i=1
(i− a)xn21x1,
∂3(f2n+1) = 2
n∏
i=1
(i− a)(2x1xn21x2 − xn+121 )
In particular, if N ∈ N0 and a /∈ IN then fn 6= 0 for all n, 0 ≤ n ≤ 2N + 1.
Proof. We proceed by induction on n. For n = 0 the claim holds by (4.55).
Let n ≥ 0. Then g1 · fn = (−1)n+1q12fn by (4.52) and fn+1 = −(adc x2)fn
by (4.53). Hence
∂3(fn+1) = ∂3(−x2fn + (−1)n+1q12fnx2)
= −x2∂3(fn) + (−1)n+1q12q21∂3(fn)(x2 + ax1).
Let now n ∈ N0 such that the claim holds for ∂3(f2n). Then (3.8) and (3.10)
imply that
−x2xn21x1 + xn21x1(x2 + ax1) = −(xn21x2 + nx1xn21)x1 + x1xn21x2
= −xn21(x21 − x1x2) + x1xn21x2
= 2x1x
n
21x2 − xn+121 .
Thus the claim for ∂3(f2n+1) holds. Moreover,
−x2(2x1xn21x2 − xn+121 )− (2x1xn21x2 − xn+121 )(x2 + ax1)
= −2(x21 − x1x2)xn21x2 + (xn+121 x2 + (n+ 1)x1xn+121 )
− 2x1xn21x22 + xn+121 x2 − 2ax1xn21(x21 − x1x2) + ax1xn+121
= −2xn+121 x2 + 2x1xn21x22 + xn+121 x2 + (n+ 1)x1xn+121
− 2x1xn21x22 + xn+121 x2 − ax1xn+121
= (n + 1− a)x1xn+121 .
From this the claim for ∂3(f2n+2) follows. The rest is clear. 
Here is the main result of this Subsection; recall that q12q21 = −1.
Theorem 4.29. GKdimB(V ) is finite if and only if a = 1 and q22 = −1;
in this case GKdimB(V ) = 2.
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The proof is split in several Lemmas. By Lemma 2.8, q22 6= 1. A combi-
nation of Lemma 4.28 with Lemma 2.5 leads to the first step.
Lemma 4.30. If a /∈ N, then GKdimB(V ) =∞.
Proof. Let N ∈ N. We claim that if a /∈ IN , then the elements
fi1 · · · fik , k ∈ N0, 0 ≤ i1 < · · · < ik ≤ 2N + 1
are linearly independent in B(V ). Indeed, this follows from Lemma 4.28; use
that ∂1(fn) = ∂2(fn) = 0 for all n ∈ N0 and
x1fn = (−1)n+1q12fnx1, x21fn = q212fnx21,
cf. Lemma 4.27. Since fi ∈ Bi+2(V ) for all i ∈ N0, Lemma 2.5 applies. 
Now the braided vector space K1 is not of diagonal type, as the next
Lemma shows. But for our further analysis of K1, again the quotient Hopf
algebra B = B(V1)/(x1)#kΓ turns out to be very useful.
Lemma 4.31. Let δ′ : K1 → B⊗K1 be the coaction δ′ = (π⊗ id)∆B(V )#kΓ,
where π12 : B(V )#kΓ→ B is the canonical algebra projection with π(x3) =
π(x1) = 0. Then for all n ∈ N0,
δ′(f2n) = g
2n+1
1 g2 ⊗ f2n,
δ′(f2n+1) = g
2n+2
1 g2 ⊗ f2n+1 − 2x2g2n+11 g2 ⊗ f2n.
Proof. Induction on n using (4.52) and (4.53). 
Lemma 4.32. If a 6= 1, and q22 /∈ G′2 ∪G′3, then GKdimB(V ) =∞.
Proof. Lemma 4.28 and the assumption a 6= 1 imply that f0, f2 6= 0. Since
adc x1(fn) = 0 for all n ≥ 0, Lemma 4.31 and equations
g1g2 · f0 = q22f0, g1g2 · f2 = q221q22f2,
g31g2 · f0 = q212q22f0, g31g2 · f2 = q22f2
imply that W = kf0+kf2 is a braided subspace of K
1 of diagonal type with
braiding matrix (pij)i,j∈I2 with respect to the basis f0, f2, where p11 = p22 =
q22 and p12p21 = q
2
22. Thus GKdimB(W ) = ∞ by the assumptions on q22.
Indeed, if q22 /∈ G∞, then W does not admit all reflections; while if ord q22 =
N > 3, then W is of Cartan type with Cartan matrix
(
2 2−N
2−N 2
)
.
Thus Theorem 1.6 applies. Finally, if q22 = 1, then U := kx1 + kx3 is a
braided vector space of diagonal type with braiding matrix (pij)i,j∈I2 , where
p11 = −1 = p12p21, p22 = 1. Then GKdimB(U) =∞ by Lemma 2.8. 
Another approach to the calculation of GKdimB(V ) excludes further pos-
sibilities. Recall the braided Hopf algebra Bdiag, cf. §3.4.
Lemma 4.33. If q22 ∈ G′N , where N ≥ 3, then GKdimB(V ) =∞.
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Proof. Assume first that N is odd. Here Bdiag is a braided graded Hopf
algebra of diagonal type generated by U :=
∑3
i=1 kxi. The braiding matrix
(pij)i,j∈I3 of U satisfies
p11 = p13p31 = p22 = p23p32 = −1, p12p21 = 1, p33 = q22.
Therefore the reflection R3(U) is well-defined and has a braiding matrix
(p′ij)i,j∈I3 such that p
′
ij = −q22 for all i, j ∈ {1, 2}. Since −q22 ∈ G′2N and
2N ≥ 6, we conclude that GKdimB(R3(U)) =∞, by Theorem 1.6. Hence
GKdimB(V ) ≥ GKdimBdiag ≥ GKdimB(U) = GKdimB(R3(U)) =∞.
Assume next that N = 2M is even. Then U as in the proof above has
generalized Dynkin diagram
−1◦
1
−1 q◦
3
−1 −1◦
2
, q ∈ G′2M .(4.56)
This is of Cartan type, with Cartan matrix A =
 2 0 −10 2 −1
−M −M 2
. IfM =
2, then A is of affine type and GKdimB(U) =∞ by Theorem 1.6. Similarly,
if M > 3, then A contains a rank 2 submatrix of affine or indefinite type, so
GKdimB(U) = ∞ by Theorem 1.6. If M = 3, then A is of hyperbolic type
we conclude that GKdimB(U) =∞, from the Hypothesis 1.7. 
Lemma 4.34. If q22 = −1 and a 6= 1, then GKdimB(V ) =∞.
Proof. First, ∂3(z0) = 1; ∂3(z1) = 2x2 + ax1, (4.54); and
∂3(z2) = x2∂3(z1)− ∂3(−q12z1 + q12f0)q21(x2 + ax1)
= x2(2x2 + ax1) + (2x1 − 2x2 − ax1)(x2 + ax1)
= (2− a)x1x2 − ax2x1
by (4.50) and (4.55) for any values of q22 and a. Therefore
∂3(z2) = 2x1x2 − ax21(4.57)
and hence z2 6= 0 in B(V ). Assume that a 6= 1 and that adc x22(x3) = 0
in Bdiag. Since B(V ) ≃ K#B(V1) via the multiplication map and since
z2 ∈ K = ker ∂1 ∩ ker ∂2, (4.49) implies that there exists λ ∈ k× such that
z2 = λf1 in K. Then ∂3(f1) is a multiple of 2x1x2− ax21, a contradiction to
a 6= 1 and Lemma 4.28.
Now z2 = adc x
2
2(x3) is a non-zero primitive element in Bdiag of Γ-degree
g21g2. Consider the canonical Hopf algebra filtration of Bdiag with generators
x1, x2, x3 and z2 of degree 1 and let B˜1 be the associated braided graded
Hopf algebra. It is generated in degree 1. Let B˜2 be the Nichols algebra
quotient of B˜1. The Dynkin diagram of B˜2 is a cycle where all vertices and
all edges have label −1 since q22 = −1. Thus B˜2 is of Cartan type with an
affine Cartan matrix. Thus GKdim B˜2 = ∞ by Theorem 1.6. This implies
the claim. 
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4.4.1. The Nichols algebra B(C1). To prove Theorem 4.29, it remains the
case a = 1, q22 = −1. Recall that the corresponding braided vector space is
denoted C1, cf. page 35. Recall the relations of the super Jordan plane:
x21,(3.7)
x2x21 − x21x2 − x1x21.(3.8)
Lemma 4.35. The following hold in B(V ):
x2f0 + q12f0x2 = −f1(4.58)
x2z1 + q12z1x2 =
1
2
f1 + q12f0x2,(4.59)
x2f1 = q12f1x2,(4.60)
z20 = 0, f
2
0 = 0,(4.61)
z21 = 0, f
2
1 = 0.(4.62)
Proof. Note that (4.58) follows by (4.53) for n = 0. Now z2, f1 ∈ K and
∂3(z2) = 2x1x2 − x21 by (4.57). Thus 2z2 = f1 by Lemma 4.28; i.e.
1
2
f1 = z2 = adc x2(z1) = x2z1 + q12(z1 − f0)x2(4.63)
by (4.50), and (4.59) follows.
Next we claim that (4.60) holds. Since ∂i(f2) = 0 for all i ∈ I2, Lemma 4.28
implies that f2 = 0. By (4.53) and (4.52), 0 = adc x2(f1) = x2f1 − q12f1x2.
Now we prove that (4.61) holds. As q22 = −1, z20 = x23 = 0. Therefore
f20 = (x1x3 − q12x3x1)2 = x1x3x1x3 + q212x3x1x3x1.
Moreover, ∂1(f
2
0 ) = ∂2(f
2
0 ) = 0 since f0 ∈ K. Further,
∂3(f
2
0 ) = x1x3x1 + x1g2 · (x1x3) + q212g2 · (x1x3x1) + q212x3x1g2 · x1 = 0
since g2 · x1 = q21x1, x21 = 0, q12q21 = −1, and g2 · x3 = −x3.
Finally we claim that (4.62) holds. First we prove that ∂3(z
2
1) = 0. To do
so we need the following formula, for which we use (4.58) and (4.59):
(2x2 + x1)(g2 · z1) = (2x2 + x1)(−q21)(z1 + f0)
= −q21
(
2(adc x2)(z1 + f0) + (adc x1)(z1 + f0)
+ (g1 · (z1 + f0))(2x2 + x1)
)
= −q21
(
f1 − 2f1 + f1 + 0 + (−q12z1)(2x2 + x1)
)
= −z1(2x2 + x1).
Now we conclude from (4.54) that
∂3(z
2
1) = ∂3(z1)(g2 · z1) + z1∂3(z1)
= (2x2 + x1)(g2 · z1) + z1(2x2 + x1) = 0.
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This in turn implies that z21 = 0. Similarly, since g2 · f1 = −q221f1 and
∂3(f1) = 2(x1x2 − x2x1) by (the proof of) Lemma 4.27, we obtain from
(4.60) and the first equation in (4.53) that
∂3(f
2
1 ) = ∂3(f1)(g2 · f1) + f1∂3(f1)
= 2(x1x2 − x2x1)(−q221f1) + 2f1(x1x2 − x2x1)
= 2(−q221)q212f1(x1x2 − x2x1) + 2f1(x1x2 − x2x1) = 0,
and then f21 = 0. 
Remark 4.36. By definition of f0, f1, z1, we have the identities
x1z0 = f0 + q12z0x1, x1z1 = f1 − q12z1x1 + q12f0x1, x2z0 = z1 + q12z0x2.
Lemma 4.37. Let B be a quotient algebra of T (V ). Assume that (3.7),
(3.8), (4.58), (4.59), (4.60), (4.61) and (4.62) hold in B. Then the following
relations also hold:
x1f0 = −q12f0x1, x1f1 = q12f1x1,(4.64)
x21z1 = q
2
12z1x21 + 2x2f1 − x1f1 − 2x21f0, x21z0 = q212z0x21,(4.65)
x21f0 = q
2
12f0x21, x21f1 = q
2
12f1x21,(4.66)
z1z0 = −q12z1z0, f0z0 = −q12z0f0,(4.67)
f1z0 = −q212z0f1 − 2q12f0z1, f0z1 = −z1f0,(4.68)
f1z1 = q12z1f1 − q12f0f1, f1f0 = q12f0f1,(4.69)
In particular these relations hold in B(V ).
Proof. Note that (4.64) follows from (3.7). For (4.65) and (4.66),
x21z0 = (x1x2 + x2x1)z0 = x1(z1 + q12z0x2) + x2(f0 + q12z0x1)
= f1 − q12z1x1 + q12f0x1 + q12(f0 + q12z0x1)x2 − (q12f0x2 + f1)
+ q12(z1 + q12z0x2)x1 = q
2
12z0x21,
x21z1 = x1
(
− q12z1x2 + q12f0x2 + 1
2
f1
)
+ x2(f1 + q12f0x1 − q12z1x1)
= −q12(f1 + q12f0x1 − q12z1x1)x2 − q212f0x1x2 +
1
2
q12f1x1 − q12f1x2
+ q12(−q12f0x2 − f1)x1 − q12
(
− q12z1x2 + q12f0x2 + 1
2
f1
)
x1
= q212z1x21 − 2x21f0 + 2x2f1 − x1f1,
x21f0 = (x1x2 + x2x1)f0 = x1(−q12f0x2 − f1)− q12x2f0x1
= q212f0x1x2 − q12f1x1 − q12(−q12f0x2 − f1)x1 = q212f0x1,
x21f1 = (x1x2 + x2x1)f1 = −q12x1f1x2 + q12x2f1x1 = q212f1x21,
where we use (4.58), (4.59), (4.60), (4.64) and Remark 4.36.
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We prove (4.67) from the first equality of (4.61) since
0 = adc x1(x
2
3) = f0z0 + q12z0f0,(4.70)
0 = adc x2(x
2
3) = z1z0 + q12z0z1.(4.71)
From (4.70) and (4.58),
0 = adc x2(f0z0 + q12z0f0) = −f1z0 − q12f0z1 + q12z1f0 − q212z0f1.(4.72)
From (4.71) and (4.62) we conclude that
0 = (adc x2)(z1z0 + q12z0z1)
=
1
2
f1z0 + q12(−z1 + f0)z1 + q12z21 +
1
2
q212z0f1
=
1
2
(f1z0 + 2q12f0z1 + q
2
12z0f1).
Together with (4.72), the last equation implies that (4.68) holds. Hence
0 = (adc x2)(f0z1 + z1f0)
= −f1z1 − q12 1
2
f0f1 +
1
2
f1f0 + q12(−z1 + f0)(−f1)
= −f1z1 + q12z1f1 − q12f0f1.
From the second equality of (4.61) we conclude that
0 = (adc x2)(f
2
0 ) = −f1f0 + q12f0f1,
so (4.69) holds. The last statement follows by Lemma 4.35. 
Lemma 4.38. The set B = {fn11 fn20 zn31 zn40 : 0 ≤ ni ≤ 1, i ∈ I4} is a basis
of K. In particular, dimK = 16.
Proof. First we claim that K is spanned by the monomials fn11 f
n2
0 z
n3
1 z
n4
0
with ni ∈ N0. By (4.49), K is generated as an algebra by the zi’s and the
fi’s; as f2 = 0 and by (4.63) 2z2 = f1, it is enough to consider z0, z1, f0,
f1. Thus the claim follows since (4.67), (4.68), (4.69) hold in K ⊂ B(V ).
Thus K is spanned by B since the monomials with some ni ≥ 2 are 0 by
(4.61) and (4.62). We claim now that B is linearly independent. Recall that
∂i(fj) = ∂i(zj) = 0 for i = 1, 2, j = 0, 1, and
∂3(z0) = 1, ∂3(z1) = 2x2 + x1, ∂3(f0) = 2x1, ∂3(f1) = 2x1x2 − 2x2x1.
Assume that
∑
0≤ni≤1
an1n2n3n4 f
n1
1 f
n2
0 z
n3
1 z
n4
0 = 0 for some an1n2n3n4 . As
∂1∂2∂3(f1f0z1z0) = 4g
2
1g2 · (f0z1z0) = −4q212 f0z1z0,
∂3∂1∂3(f0z1z0) = ∂3(2q12 z1z0 − q12 f0z0) = −4x22 6= 0,
we have f1f0z1z0 6= 0. Thus a1111 = 0 since f1f0z1z0 has degree 8 in B(V )
and the other elements have degree ≤ 7. As f1f0z1 6= 0 is the unique element
in degree 7, a1110 = 0. In degree 6, a1101 f1f0z0 + a1011 f1z1z0 = 0. But
0 = f0(a1101 f1f0z0 + a1011 f1z1z0) = −q21a1011 f1f0z1z0,
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0 = z1(a1101 f1f0z0 + a1011 f1z1z0) = −q21(a1011 + a1101) f1f0z1z0,
by (4.69), (4.61) and (4.62), so a1011 = a1101 = 0. By a similar argument all
the other an1n2n3n4 are also zero, so B is a basis of K. 
Theorem 4.29 is now proved.
Remark 4.39. The Lemma allows us to understand the structure of K–and
hence of B(V )–from a different perspective. We observed that Bdiag is a
braided Hopf algebra of diagonal type. More precisely, it is of Cartan type
with Dynkin diagram of type A3, where all labels are −1. Thus the cor-
responding Nichols algebra B has dimension 26. The subalgebra B′ of B
generated by kx1+ kx2 has dimension 4, and hence the right coinvariants of
B with respect to B′ form a subalgebra of dimension 24 = 16. The proposi-
tion implies that K has the same dimension as BcoB
′
, and hence the graded
object associated with the filtration on K induced by the one on B(V ) is
isomorphic as a braided Hopf algebra to BcoB
′
.
We close this Subsection giving the presentation of B(C1).
Proposition 4.40. The algebra B(C1) is presented by generators x1, x2, x3
and relations (3.7), (3.8), (4.58), (4.59), (4.60), (4.61) and (4.62). The set
B = {xm11 xm221 xm32 fn11 fn20 zn31 zn40 : m1, ni ∈ {0, 1},m2,m3 ∈ N0}
is a basis of B(C1) and GKdimB(C1) = 2.
Proof. Relations (3.7), (3.8), (4.58), (4.59), (4.60), (4.61) and (4.62) are 0
in B(C1), see Lemma 4.35. Hence the quotient B˜ of T (V ) by these relations
projects onto B(C1). We claim that the subspace I spanned by B is a right
ideal of B˜. Indeed, Ix3 ⊆ I by definition while Ix1 ⊆ I, Ix2 ⊆ I follow by
Lemma 4.37 and Remark 4.36. Since 1 ∈ I, B˜ is spanned by B.
To prove that B˜ ≃ B(C1), it remains to show that B is linearly independent
in B(C1). For, suppose that there is a non-trivial linear combination S of
elements of B in B(C1), say of minimal degree. As in the proof of Proposition
3.5, each vector xm11 x
m2
21 x
m3
2 f
n1
1 f
n2
0 z
n3
1 z
n4
0 in S with non-trivial coefficient
satisfies mi = 0, i = 1, 2, 3. But then we obtain a contradiction with Lemma
4.38. Thus B is a basis of B(C1) and B˜ = B(C1). The computation of GKdim
follows from the Hilbert series at once. 
5. One block and several points
5.1. The setting. Let Γ be an abelian group. In this Section we consider
V ∈ kΓkΓYD, dimV > 3 as in (1.2) and (1.3), with one block and several
points. We seek to determine when GKdimB(V ) < ∞. Recall that by
Theorem 1.2, the block is assumed of the form V(ǫ, 2), with ǫ2 = 1.
For a more suggestive presentation, we introduce the notation
I2,θ = Iθ − {1}, I†θ = Iθ ∪ {
3
2
}, θ ∈ N.
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Let g1, . . . , gθ ∈ Γ, χ1, . . . , χθ ∈ Γ̂ and η : Γ → k a (χ1, χ1)-derivation.
Let Vg1(χ1, η) ∈ kΓkΓYD be the indecomposable with basis (xi)i∈I†1 and action
given by (3.1)– but with 32 instead of 2; while k
χj
gj ∈ kΓkΓYD is irreducible with
basis (xj), j ∈ I2,θ. Let
V = Vg1(χ1, η) ⊕ kχ2g2 ⊕ · · · ⊕ kχθgθ .
Thus (xi)i∈I†
θ
is a basis of V . We suppose that V is not of diagonal type,
hence η(g1) 6= 0; we may assume that η(g1) = 1 by normalizing x1. Let
qij = χj(gi), i, j ∈ Iθ; aj = q−1j1 η(gj), j ∈ Iθ.
Let ⌊i⌋ be the largest integer ≤ i. Then the braiding in the basis (xi)i∈I†
θ
is
c(xi ⊗ xj) =
{
q⌊i⌋jxj ⊗ xi, i ∈ I†θ, j ∈ Iθ;
q⌊i⌋1(x3
2
+ a⌊i⌋x1)⊗ xi, i ∈ I†θ, j = 32 .
(5.1)
Let ǫ := q11. Notice that B(Vg1(χ1, η) ⊕ kχjgj ) →֒ B(V ) for all j ∈ I2,θ, thus
we may apply the results from §4. By Theorem 1.2, we may assume that
ǫ2 = 1, thus a1 = ǫ. The interaction and the ghost between the block and
the points are the vectors I = (Ij)j∈I2,θ , G = (Gj)j∈I2,θ given by
Ij = q1jqj1, Gj =
{
−2(aj)j∈I2,θ , ǫ = 1,
(aj)j∈I2,θ , ǫ = −1,
j ∈ I2,θ.(5.2)
The interaction is strong if there exists h ∈ I2,θ such that Ih /∈ {±1}; when
it is not strong, it is
weak if Ih = 1, ∀h ∈ I2,θ; mild, otherwise.
We say that the ghost is discrete if G ∈ NI2,θ0 − {0}.
We can present our main object of interest in the language of braided
vector spaces. Given (qij)i,j∈Iθ , with q
2
11 = 1, and G ∈ kI2,θ , we set a1 = ǫ =
q11 and consider the braided vector space (V, c) of dimension θ + 1, with a
basis (xi)i∈I†
θ
and braiding given by (5.1). This braided vector space (V, c)
can be realized as a Yetter-Drinfeld module Vg1(χ1, η)⊕
⊕
j∈Iθ
k
χj
gj over some
abelian group Γ as described above; for instance Γ = Zθ would do. Such a
realization will be called principal.
The braided subspace V1 spanned by x1, x3
2
is ≃ V(ǫ, 2), while Vdiag
spanned by (xi)i∈I2,θ is of diagonal type. Obviously,
V = V1 ⊕ Vdiag.(5.3)
Let X be the set of connected components of the generalized Dynkin diagram
of the matrix q = (qij)i,j∈I2,θ . If J ∈ X , then we set J ′ = I2,θ − J ,
VJ =
∑
j∈J
k
χj
gj , GJ = (Gj)j∈J , IJ = (q1hqh1)h∈J .
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As before, J could have weak, mild or strong interaction IJ .
Table 7. A block and several points, finite GKdim, weak
interaction, ǫ = 1; here ω ∈ G′3 and dJ = GKdimB(KJ).
The meaning of KJ is explained in §5.2.1 below.
VJ type GJ KJ dJ
1◦ A1 discrete (A1)GJ+1 GJ + 1
−1◦ A1 discrete (A1)GJ+1 0
ω◦ A1 1 A2 0
−1◦ −1 −1◦ . . . −1◦ −1 −1◦ Aθ−1 (1, 0, . . . , 0) A3, θ = 3 0
Dθ, θ > 3
−1◦ −1 −1◦ A2 (2, 0) D4 0
−1◦ ω −1◦ sl(2|1) (1, 0) g(2, 3) 0
−1◦ ω2 ω◦ sl(2|1) (1, 0) sl(2|2) 0
(0, 1) g(2, 3) 0
−1◦ ω ω
2
◦ ω ω
2
◦ sl(1|3) (1, 0, 0) g(3, 3) 0
−1◦ ω ω
2
◦ ω2 ω◦ osp(2, 4) (1, 0, 0) g(3, 3) 0
−1◦ r−1 r◦ , r /∈ G∞ sl(2|1) (1, 0) sl(2|2) 2
−1◦ r−1 r◦ , r ∈ G′N , N > 3 sl(2|1) (1, 0) sl(2|2) 0
Here are the main results of this Section.
Theorem 5.1. Let V be a braided vector space with braiding (5.1). Assume
that ǫ = 1. Then the interaction is weak and the following are equivalent:
(i) GKdimB(V ) <∞.
(ii) For every J ∈ X , either GJ = 0, or else VJ is as in Table 7.
Furthermore, if (ii) holds, then
GKdimB(V ) = 2 +
∑
J∈X
GKdimB(KJ).(5.4)
After some preliminaries in this Subsection, we prove Theorem 5.1 in §5.2.
Theorem 5.2. Let V be a braided vector space with braiding (5.1). Assume
that ǫ = −1. Then the following are equivalent:
(i) GKdimB(V ) <∞.
(ii) For J ∈ X , either of the following holds:
(a) The interaction of J is weak and GJ = 0.
(b) The interaction of J is weak, J = {i}, Gi discrete and qii = ±1.
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(c) The interaction of J is mild, J = {i}, Gi = 1 and qii = −1.
(d) The interaction of J is mild, J = {i, j} has Dynkin diagram −1◦ −1 −1◦ ,
i.e. is of type A2, (Gi,Gj) = (1, 0) and (Ii,Ij) = (−1, 1).
Furthermore, if there is one component J with mild interaction, i.e. of type
(c) or (d), and no components disconnected from the block, i.e. of type (a),
then the diagram is connected, i.e. J = I2,θ.
If (ii) holds, then
GKdimB(V ) = 2 +
∑
J∈X
GKdimB(KJ).(5.5)
We prove Theorem 5.2 in §5.4.
To start with the proofs of Theorems 5.1 and 5.2, we infer from Theorem
4.1, since Vg1(χ1, η) ⊕ kχjgj →֒ V , j ∈ I2,θ, that the interaction is not strong,
qii ∈ G2 ∪ G3 whenever Gi 6= 0 (according to Table 5) and the ghost G is
either 0 or discrete. On the other hand, GKdimB(Vdiag) < ∞. If qii = 1,
then qijqji = 1 for all j ∈ I2,θ, j 6= i by Lemma 2.8, so that the connected
component containing i is the singleton {i}.
Now, if J ∈ X is a point, then the result follows from Theorem 4.1. Thus
we need to analyze those J with |J | ≥ 2.
Next, if J ∈ X has weak interaction and GJ = 0, then
B(V ) ≃ B(V1 ⊕ VJ ′)⊗B(VJ),
hence GKdimB(V ) = GKdimB(V1 ⊕ VJ ′) + GKdimB(VJ) by Lemma 2.2.
Therefore, we consider those J ∈ X with weak interaction only when GJ 6= 0.
5.2. Proof of Theorem 5.1 (ǫ = 1). After some preliminaries on the
algebra K, we reduce to connected components in Corollary 5.5, and then
deal with the case |J | = 2 in §5.2.2, and with |J | > 2 in §5.2.3.
5.2.1. Weak interaction and the algebra K. Here we assume that the interac-
tion is weak, but ǫ could be ±1. We shall use the results and notations from
the preceding Sections, but with a caveat: 32 replaces 2 when appropriate, e.
g. x3
2
1 = x3
2
x1 − ǫx1x3
2
. As in §4, let K = B(V )coB(V1); again
B(V ) ≃ K#B(V1); K ≃ B(K1) and K1 = adc B(V1)(Vdiag) ∈ B(V1)#kΓB(V1)#kΓYD,
with the coaction (4.6) and the adjoint action. We introduce
zj,n := (adcx3
2
)nxj, j ∈ I2,θ, n ∈ N0.(5.6)
We have that
g1 · zj,n = ǫnq1jzj,n, (by Lemma 4.7)(5.7)
gi · zj,n = qni1qijzj,n,(5.8)
for all i, j ∈ I2,θ, n ∈ N0. Indeed, gi · zj,0 = gi · xj = qijxj ; and
gi · zj,n+1 = gi · (x3
2
zj,n − ǫnq1jzj,nx3
2
)
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= qi1(x3
2
+ aix1)q
n
i1qijzj,n − ǫnq1jqn+1i1 qijzj,n(x3
2
+ aix1)
(4.8)
= qn+1i1 qij(x3
2
zj,n − ǫnq1jzj,nx3
2
) = qn+1i1 qijzj,n+1.
Remark 5.3. As in Remark 4.5, if GKdimB(V1) <∞ and the action of B(V1)
on K is locally finite, then by Lemma 2.2, GKdimB(V ) = GKdimK + 2.
Lemma 5.4. Assume that the interaction is weak and that G is discrete.
Then the braided vector space K1 is of diagonal type with respect to the basis
(zj,n)j∈I2,θ,0≤n≤|2aj |(5.9)
with braiding matrix
(pim,jn) i,j∈I2,θ,
0≤m≤|2ai|,0≤n≤2|aj |
= (ǫnmqni1q
m
1jqij) i,j∈I2,θ,
0≤m≤|2ai|,0≤n≤2|aj |
.
Hence, the corresponding generalized Dynkin diagram has labels
pim,im = ǫ
mqii, pim,jnpjn,im = qijqji, (i,m) 6= (j, n).
Proof. We have adc x3
2
zj,n = zj,n+1 by definition and adc x1zj,n = 0 by (4.15)
for all j, n; hence K1 is generated by the family (5.9); and this family is
linearly independent, because the zj,n’s are homogeneous of distinct degrees,
and are 6= 0 by (4.13). By Lemma 4.11 the coaction (4.6) on zj,n, n ∈ N0, is
given by (5.10), when ǫ = 1, and by (5.11), (5.12), when ǫ = −1:
δ(zj,n) =
n∑
k=0
νk,n x
n−k
1 g
k
1gj ⊗ zj,k.(5.10)
δ(zj,2n) =
n∑
k=1
k
(
n
k
)
µk,n x1x
n−k
3
2
1
g2k−11 gj ⊗ zj,2k−1(5.11)
+
n∑
k=0
(
n
k
)
µk,nx
n−k
3
2
1
g2k1 gj ⊗ zj,2k,
δ(zj,2n+1) =
n∑
k=0
(
n
k
)
µk,n+1 x1x
n−k
3
2
1
g2k1 gj ⊗ zj,2k(5.12)
+
n∑
k=0
(
n
k
)
µk+1,n+1x
n−k
3
2
1
g2k+11 gj ⊗ zj,2k+1.
We compute
c(zi,m ⊗ zj,n) = gm1 gi · zj,n ⊗ zi,m = ǫnmqni1qm1jqij zj,n ⊗ zi,m,
by Lemmas 4.11 and 4.7, (4.15) and (4.16). 
Let KJ be the braided vector subspace of K
1 spanned by (zj,n) j∈J,
0≤n≤|2aj |
.
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Corollary 5.5. The braided subspaces corresponding to the connected com-
ponents of the Dynkin diagram of K1 are KJ , J ∈ X . Hence
GKdimK = GKdimB(K1) =
∑
J∈X
GKdimB(KJ). (5.13)
Observe that if GJ = 0, then KJ = VJ .
5.2.2. |J | = 2. Recall that GJ 6= 0. Below we denote ı =
√−1.
Lemma 5.6. Assume that |J | = 2. Then GKdimB(KJ) is finite if and only
if it appears in Table 7.
Proof. Say J = {i, j}; we set q := qijqji 6= 1 for brevity. Recall that ǫ = 1.
There are several possibilities:
(a) qii = ω ∈ G′3, qjj = −1, Gj > 0.
Let U be the braided vector subspace of KJ spanned by 1 = zi,0, 2 = zj,1,
3 = zj,0, i. e. the central diagram in (5.14). We apply the reflections at
various vertices as described below:
−ωq2◦
2
q−1ω2
✆✆
✆✆
✆✆
✆✆
✆
q4ω2
ww
1
∗ '' −1◦
2
q
☎☎
☎☎
☎☎
☎☎
☎☎
ww
3
'' −1◦
2
q
✆✆
✆✆
✆✆
✆✆
ω◦
1 q−1ω2
−ωq2◦
3
ω◦
1
q −1◦
3
−qω◦
1
q−1 −1◦
3 RR
2

∓ı ω◦
2
−ω2
q5ω2
✄✄
✄✄
✄✄
✄✄
ww
1
#
'' −1◦
2
q−1
☎☎
☎☎
☎☎
☎☎
q2ω◦
1
q5ω2 ∓ı ω◦
3
q2ω◦
1
q−1 −1◦
3
(5.14)
∗: only for q 6= ω2; #: only when q = ±ı or q = ±ı ω2.
Then the following possibilities are excluded since GKdimB(U) =∞:
• q /∈ G∞. By Theorem 1.6 since ω◦ q −1◦ has an infinite root system.
• −ωq2 = 1, that is q = ±ı ω. By Lemma 2.8 applied to R1(U).
• −ωq2 = −1, that is q = ±ω. By Lemma 2.8 applied to R2R3(U).
• −ωq2 ∈ G′N , N > 3, but q 6= ω2. By Theorem 1.6 applied to R1(U), since
the subdiagram spanned by 2 and 3 is of Cartan type but not finite.
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• −ωq2 ∈ G′3, that is q = ±ı or q = ±ı ω2. By Theorem 1.6 applied to
R1R2R3(U), since the subdiagram spanned by 2 and 3 is of Cartan type
but not finite.
It remains the following case:
◦ q = ω2. Then dimB(U) <∞ by [H2, Table 2, row 8], type super A.
We argue according to Gj . If Gj = 1 and Gi = 0, then U = KJ . There are
two more cases: (α) Gj > 1: then KJ contains a braided vector subspace U
′
spanned by zi,0, zj,0, zj,1, zj,2: (β) Gj = 1 = Gi, then KJ is spanned by zi,0,
zi,1, zj,0, zj,1. The respective diagrams are
(α)
−1◦
ω2
−1◦ ω2 ω◦ ω2 −1◦ ,
(β)
ω◦
ω2
ω2
❂❂
❂❂
❂❂
❂❂
❂
ω2 −1◦
ω2
−1◦ ω2 ω◦.
(5.15)
Hence GKdimB(V ) =∞ in these cases by Hypothesis 1.7.
(b) qii = ω ∈ G′3, qjj = −1, Gj = 0 and thus Gi = 1.
Then KJ is spanned by the vertices 1 = zi,0, 2 = zi,1, 3 = zj,0, and its
diagram is the left-hand side in (5.16). We apply the reflection at 3, that is
ω◦
2
ω2
q
✼✼
✼✼
✼✼
✼✼
ω◦
1
q −1◦
3
zz
3
$$ −ωq◦
2
ω2q2
q−1
❀❀
❀❀
❀❀
❀❀
−ωq◦
1
q−1 −1◦
3
.
(5.16)
Then the following possibilities are excluded looking at R3(KJ ):
• −ωq = 1, i. e. q = −ω2. Then GKdimB(KJ) =∞ by Lemma 2.8.
• −ωq ∈ G′N , N > 3. Then GKdimB(KJ) =∞ by Theorem 1.6.
• −ωq /∈ G∞. Then GKdimB(KJ) =∞ by Theorem 1.6.
• Either −ωq = ω, i. e. q = −1; or else −ωq = ω2, i. e. q = −ω. Here
GKdimB(V ) =∞ by Hypothesis 1.7 because the braiding matrices are
ω◦
ω2
−1
❁❁
❁❁
❁❁
❁❁
ω◦ −1 −1◦ ,
ω◦
ω2
−ω
❂❂
❂❂
❂❂
❂❂
ω◦ −ω −1◦ .
(5.17)
The last possibility gives a positive answer:
◦ −ωq = −1, i. e. q = ω2. Then dimB(KJ) <∞ by [H2, Table 2, row 15].
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(c) qii = qjj = ω ∈ G′3, Gi = 1.
We consider the braided vector subspace U of KJ corresponding to the
subdiagram spanned by the vertices 1 = zi,0, 2 = zi,1, 3 = zj,0, that is the
central diagram in (5.18). We apply the reflections as described below:
ω◦
2
ω2
q2ω2
✾✾
✾✾
✾✾
✾✾
ω◦
1
q−1ω2 q2ω2◦
3

1
#  ω◦
2
ω2
q
✻✻
✻✻
✻✻
✻✻
✻
ω◦
1
q ω◦
3

3
#  ω
2q2◦
2
ωq4
q−1ω2
✾✾
✾✾
✾✾
✾✾
ω2q2◦
1
q−1ω2 ω◦
3
.
(5.18)
#: only for q /∈ G′3. Many possibilities are excluded as we discuss now:
• ω2q2 = 1, i. e. q = −ω2. Then GKdimB(R3(U)) =∞ by Lemma 2.8.
• ω2q2 = −1, i. e. q = ±ıω2. Then R3(U) has diagram
−1◦
2
∓ı
✼✼
✼✼
✼✼
✼✼
✼
−1◦
1
∓ı ω◦
3
that appeared in (5.14); hence GKdimB(U) =∞ by case (a).
• ω2q2 = ω, i. e. q = −ω (the possibility q = ω is discussed separately).
Then R1(U) contains a subdiagram of type A(1)1 , since its diagram is
ω◦
ω
❁❁
❁❁
❁❁
❁❁
ω2
ω◦ −ω ω◦.
Hence GKdimB(U) =∞ by Theorem 1.6.
• ω2q2 ∈ G′N , N > 3. Then GKdimB(R3(U)) =∞ by Theorem 1.6.
• ω2q2 /∈ G∞. Then GKdimB(R3(U)) =∞ by Theorem 1.6.
• If q = ω, respectively q = ω2, then U is of type A(1)2 , respectively U has a
subdiagram of type A
(1)
1 , hence GKdimB(U) =∞ by Theorem 1.6.
• ω2q2 = ω2, i. e. q = −1 (we assumed q 6= 1). The braiding matrix is
ω◦
ω2
−1
❁❁
❁❁
❁❁
❁❁
ω◦ −1 ω◦.
(5.19)
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The subdiagram
ω◦ −1 ω◦ has infinite root system, hence GKdimB(V ) =
∞ by Theorem 1.6.
(d) qii = ω ∈ G′3, qjj = ω2, Gi = 1.
We consider the braided vector subspace U corresponding to the subdia-
gram spanned by the vertices 1 = zi,0, 2 = zi,1, 3 = zj,0, that is the left-hand
diagram in (5.20). We apply the reflections as described below:
ω◦
2
ω2
q
✼✼
✼✼
✼✼
✼✼
✼
ω◦
1
q ω2◦
3
zz
3
# $$ q
2
◦
2
q4
q−1ω
✼✼
✼✼
✼✼
✼✼
q2◦
1
q−1ω ω2◦
3
.
(5.20)
#: only for q /∈ G′3. Many possibilities are excluded as we discuss now:
• q = −1. Then GKdimB(R3(U)) =∞ by Lemma 2.8.
• q2 ∈ G′N , N > 3. Then GKdimB(R3(U)) =∞ by Theorem 1.6.
• q2 /∈ G∞. Then GKdimB(R3(U)) =∞ by Theorem 1.6.
• q2 = −1. Then R3(U) has diagram
−1◦
2
∓ıω
✽✽
✽✽
✽✽
✽✽
−1◦
1
∓ıω ω2◦
3
that appeared in (5.14); hence GKdimB(U) =∞ by case (a).
• q = ±ω,±ω2. The braiding matrices are respectively
ω◦
ω2
±ω
❀❀
❀❀
❀❀
❀❀
ω◦ ±ω ω
2
◦ ,
ω◦
ω2
±ω2
❁❁
❁❁
❁❁
❁❁
ω◦ ±ω
2 ω2◦ .
(5.21)
If q ∈ G′3, then these matrices are of indefinite Cartan type; by Hypoth-
esis 1.7, GKdimB(U) =∞. If −q ∈ G′3, then the subdiagram
ω◦ q ω
2
◦
has infinite root system, hence GKdimB(V ) =∞ by Theorem 1.6.
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(e) qii = ω ∈ G′3, qjj /∈ G2 ∪G3, thus Gj = 0 and Gi = 1.
We set r = qjj. We consider the braided vector subspace U corresponding
to the subdiagram spanned by the vertices 1 = zi,0, 2 = zi,1, 3 = zj,0. The
braiding matrix is
ω◦
ω2
q
❁❁
❁❁
❁❁
❁❁
ω◦ q r◦.
(5.22)
• Either q /∈ G∞ or r /∈ G∞. Here GKdimB(U) = ∞ by Theorem 1.6.
Indeed, if r 6= q−1, then we consider the subdiagram ω◦ q r◦ ; while for
r = q−1, GKdimB(R1(U)) =∞, cf. the subdiagram ω◦ q
2ω ωq◦ :
ω◦
2
ω2
q
✽✽
✽✽
✽✽
✽✽
ω◦
1
q q−1◦
3
zz
1
$$ ω◦
2
ω2
q2ω
✽✽
✽✽
✽✽
✽✽
ω◦
1 ω2q−1
ωq◦
3
.
(5.23)
• q, r ∈ G∞, r /∈ G2 ∪G3. Here GKdimB(U) =∞ by Hypothesis 1.7.
(f) qii = −1, qjj 6= 1. We omit qjj ∈ G3 because this was considered
before. If qjj 6= −1, Gj = 0 hence Gi ≥ 1. So, we can assume always
Gi ≥ 1 without loss of generality.
We set r = qjj. We consider the braided vector subspace U corresponding
to the subdiagram spanned by the vertices 1 = zi,0, 2 = zi,1, 3 = zj,0, that is
the central diagram in (5.24). We apply the reflections as described below:
−1◦
2
q
✿✿
✿✿
✿✿
✿✿
−1◦
1
q−1 −qr◦
3

1
 −1◦
2
q
✼✼
✼✼
✼✼
✼✼
✼
−1◦
1
q r◦
3

3
#  −q
N−1r◦
2
q2(N−1)r2
q−1r2
❂❂
❂❂
❂❂
❂❂
❂
−qN−1r◦
1 q−1r2
r◦
3
.
(5.24)
#: only for r ∈ G′N , q /∈ rZ. There are some positive answers:
◦ q = r = −1, (Gi,Gj) = (1, 0) or (2, 0). Then KJ is of Cartan type A3 or
D4 respectively, hence dimB(KJ) <∞.
◦ q ∈ G′3, r = −1, (Gi,Gj) = (1, 0); dimB(KJ) < ∞ by [H2, Table 2,
row 15]. It can be shown that the root system of this Nichols algebra is
isomorphic to that of the modular Lie superalgebra g(2, 3).
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◦ r /∈ G2 ∪ G3, q = r−1. Then Gj = 0. If Gi = 1, then KJ is of super type
A, hence dimB(KJ) < ∞ when r ∈ G∞, while GKdimB(KJ) = 2 when
r /∈ G∞, see [H2, Table 2, row 9].
• q = r = −1, (Gi,Gj) /∈ {(1, 0), (2, 0)}. Then KJ has a subdiagram of affine
Cartan type A
(1)
3 or D
(1)
4 , thus GKdimB(KJ) =∞ by Theorem 1.6.
• q ∈ G′3, r = −1, (Gi,Gj) 6= (1, 0). Then KJ contains a braided subspace
U ′ with diagram of either of the following types:
−1◦
1
ω
❀❀
❀❀
❀❀
❀❀
ω
✄✄
✄✄
✄✄
✄✄
ω
−1◦ −1◦ −1◦

1
 −1◦
1
ω2
✿✿
✿✿
✿✿
✿✿
ω2
✆✆
✆✆
✆✆
✆✆
ω2
ω◦ ω2
ω2
ω◦ ω2 ω◦;
−1◦
2
ω
ω
−1◦
3
ω
−1◦
1
ω −1◦
4

3
 ω◦
2
ω2
ω2
✾✾
✾✾
✾✾
✾✾
✾✾
ω
−1◦
3
ω2
−1◦
1
ω ω◦
4

1
 −ω2◦
2
ω2
ω
❁❁
❁❁
❁❁
❁❁
ω2
−1◦
3
ω2
−1◦
1
ω2 −ω2◦
4
.
In the first case, R1(U ′) contains a subdiagram of affine Cartan type A(1)2 ,
hence GKdimB(VJ) =∞ by Theorem 1.6. In the second, the diagonal of
R1R3(U ′) has infinite GKdim by Theorem 1.6.
• q /∈ G2 ∪G3, r = −1; then GKdimB(R3(U)) =∞ by Theorem 1.6.
• r /∈ G2 ∪ G3, q = r−1, Gj = 0, Gi ≥ 1. Then KJ contains a braided
subspace U ′ with diagram of the following type:
r◦
r−1
❀❀
❀❀
❀❀
❀❀
❀
r−1
✄✄
✄✄
✄✄
✄✄
✄
r−1
−1◦
1
−1◦ −1◦

1
 −1◦
r−1
❁❁
❁❁
❁❁
❁❁
❁
r
✄✄
✄✄
✄✄
✄✄
✄
r−1
−1◦
1
−1◦ −1◦ .
Erasing the vertex 1 of R1(U ′) we are in the previous case, therefore
GKdimB(KJ) =∞.
• r /∈ G∞, q 6= r−1. Then GKdimB(KJ) = ∞ by Theorem 1.6 (applied to
R1(U) when q ∈ r−N) or Theorem 1.6.
• r ∈ G∞ and q /∈ G∞. Then GKdimB(KJ) = ∞ by Theorem 1.6 applied
to R1(U).
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• q, r ∈ G∞, r /∈ G2 ∪G3, r 6= q−1. The braiding matrix is
−1◦
q
❁❁
❁❁
❁❁
❁❁
❁
−1◦ q r◦.
(5.25)
Here GKdimB(U) =∞ by Hypothesis 1.7. 
5.2.3. |J | > 2. We now conclude the consideration of J ∈ X with GJ 6= 0.
Recall that ǫ = 1 and ω ∈ G′3.
Lemma 5.7. Assume that |J | > 2. Then GKdimB(KJ) is finite if and only
if it appears in Table 7.
Proof. We proceed by induction on |J |.
Step 1. |J | = 3. Say J = {i, j, k}; set q := qijqji 6= 1, r := qjkqkj 6= 1,
u = qikqki.
By Lemma 5.6 for each pair of connected vertices, at most one of them
has positive ghost, while the other has ghost 0. Also every connected Dynkin
subdiagram of rank 2 with non-zero ghost, appears in Table 7.
a. Gj > 0. Thus Gj ∈ {1, 2}, Gi = Gk = 0.
Let U be the braided vector subspace spanned by 1 = zi,0, 2 = zj,0,
3 = zj,1, 4 = zk,0. Let t = q
2
jj. Then GKdimB(U) = ∞ by Hypothesis 1.7,
since there is no square in the list in [H2] and the Dynkin diagram of U is
qii◦ q
q u
❄❄
❄❄
❄❄
❄❄
qjj◦
rt
⑧⑧
⑧⑧
⑧⑧
⑧
qjj◦ r
qkk◦ .
This case excluded, we may assume that Gi > 0 (otherwise Gk > 0 but
then we exchange i and k) and u = 1 (otherwise we exchange i and j and
reduce to case a).
b. qii = ω. Thus Gi = 1, Gj = 0, q = ω
2, qjj = −1.
Set s = qkk. Let U be the braided vector subspace spanned by 1 = zi,0,
2 = zi,1, 3 = zj,0, 4 = zk,0. Its generalized Dynkin diagram is
ω◦
ω2
ω2
✂✂
✂✂
✂✂
✂✂
✂
ω◦ ω2 −1◦ r s◦.
(5.26)
By Hypothesis 1.7, GKdimB(V ) = ∞, since no diagram with 4 points
like this appears in the list in [H2].
ON FINITE GK-DIMENSIONAL NICHOLS ALGEBRAS 61
So, we may assume that Gi > 0, u = 1 and qii = −1.
c. Gk > 0. By case b we may assume qkk = −1.
Let U be the braided vector subspace spanned by zi,0, zi,1, zj,0, zk,0, zk,1.
Its generalized Dynkin diagram is
−1◦
q
❂❂
❂❂
❂❂
❂❂
−1◦
r
  
  
  
  
 
−1◦ q
qjj◦ r
−1◦ .
By Hypothesis 1.7, GKdimB(V ) = ∞, since no diagram with 5 points like
this appears in the list in [H2].
d. So, we may assume that Gi > 0, Gj = Gk = 0, u = 1, qii = −1.
Let U be the braided vector subspace spanned by 1 = zi,0, 2 = zi,1, 3 = zj,0,
4 = zk,0. There are some cases with dimB(KJ) <∞:
◦ q = qjj = r = s = −1, Gi = 1. Then KJ is of Cartan type D4.
◦ q = q−1jj ∈ G′3, r = s−1 = q±1, Gi = 1; this is [H2, Table 3, row 18].
The remaining possibilities are excluded as we discuss now:
• q = qjj = r = s = −1, Gi = 2. Then KJ is of Cartan type D(1)4 , hence
GKdimB(KJ) =∞ by Theorem 1.6.
• q /∈ G∞. We may assume qjj = q−1 by Lemma 5.6 and r = q−m for some
m ∈ N by Theorem 1.6. Then R1U and R3R1U have diagrams
s◦
q−m
−1◦
1 q−1
−1◦
3 q
−1◦ ,

3
 −sq
−m
◦
qm
q−1−m
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
q1−m
❆❆
❆❆
❆❆
❆❆
❆❆
q−1◦ q
−1◦
q−1
q◦.
Thus GKdimB(R3R1(U)) =∞ by Theorem 1.6.
• qjj 6= −1, either r /∈ G∞ or s /∈ G∞. We may assume q ∈ G∞ by the
previous step; moreover, qjj = q
−1 by Lemma 5.6, and q = ω, rs = 1 by
Theorem 1.6. Then GKdimB(R3R1(U)) =∞ by Theorem 1.6.
• qjj = −1, q = ω, either r /∈ G∞ or s /∈ G∞. As R1U has the ver-
tex 3 labeled with ω, we may assume rs = 1 by Theorem 1.6. Then
GKdimB(R3(U)) =∞ by Theorem 1.6.
• qjj = q = −1, either r /∈ G∞ or s /∈ G∞. We may assume r = s−n, n ∈ N,
by Theorem 1.6. Then GKdimB(R1R3(U)) =∞ by Theorem 1.6.
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• Either q = q−1jj , r, s ∈ G∞, or else q = ω, qjj = −1, r, s ∈ G∞.
−1◦
q
−1◦ q
q−1◦ r
s◦,
−1◦
ω
−1◦ ω
−1◦ r
s◦.
(5.27)
By Hypothesis 1.7, GKdimB(U) =∞.
Step 2. |J | = 4. Say J = {i, j, k, ℓ}.
Assume Gi > 0 and qijqji 6= 1. By the previous Step, Gi = 1, Gj = 0,
qikqki = qiℓqℓi = 1, qii = −1 and qijqji = q−1jj ∈ {−1, ω}. We may assume
qjkqkj 6= 1 since J is connected, so the subdiagram corresponding to i, j, k
appears in Table 7; in particular Gk = 0. Let U be the subspace of KJ
spanned by the vertices 1 = zi,0, 2 = zi,1, 3 = zj,0, 4 = zk,0, 5 = zℓ,0.
(a) qjℓqℓj 6= 1. Thus U has a diagram of the following shape:
−1◦
q−1jj
❂❂
❂❂
❂❂
❂❂
❂
qℓℓ◦
r
  
  
  
  
 
t
−1◦
q−1jj
qjj◦ s
qkk◦ ,
where r 6= 1, s 6= 1. Then GKdimB(KJ) =∞ by Hypothesis 1.7, since there
is no diagram in [H2, Table 4] like this.
(b) qjℓqℓj = 1. Thus qkℓqℓk 6= 1.
There is one case with dimB(KJ) <∞:
◦ qjj = qkk = qℓℓ = qijqji = qjkqkj = qkℓqℓk = −1, Gℓ = 0. Then U = KJ is
of Cartan type D5.
In the remaining cases GKdimB(KJ) =∞.
• qjj = qkk = qℓℓ = qijqji = qjkqkj = qkℓqℓk = −1, Gℓ = 1. Then KJ is of
Cartan type D
(1)
5 , so Theorem 1.6 applies.
• qjj = qkk = qijqji = qjkqkj = −1, either qkℓqℓk /∈ G∞ or qℓℓ /∈ G∞. If
qkℓqℓk 6= q−1ℓℓ , q−2ℓℓ , then apply Theorem 1.6; otherwise ditto to R4(U).
• qjj = ω2, qijqji = ω, qjkqkj = q−1kk = ω±1, either qkℓqℓk /∈ G∞ or qℓℓ /∈ G∞.
The argument is similar to the previous case.
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Set q = qkℓqℓk, r = qℓℓ.
• qjj = qkk = qijqji = qjkqkj = −1, q, r ∈ G∞; or
• qjj = ω2, qijqji = ω, qjkqkj = q−1kk = ω±1, q, r ∈ G∞. The Dynkin
diagrams are
−1◦
−1
−1◦
−1
−1◦
−1
−1◦ q
r◦
−1◦
ω
−1◦ ω
ω2◦
ω±1
ω∓1◦ q
r◦.
(5.28)
By Hypothesis 1.7, GKdimB(KJ) =∞.
Step 3. |J | = m > 4. Say J = {2, . . . ,m+ 1}, G2 > 0.
We argue recursively. Since the Dynkin diagram spanned by J is con-
nected, there is a connected subdiagram J˜ with |J | = m− 1 and 2 ∈ J˜ ; we
may assume that J˜ = {2, . . . ,m}; thus this subdiagram appears in Table
7, and up to renumbering qjj = −1, Gj = 0, qjkqkj = 1 if |k − j| ≥ 2,
qjkqkj = −1 if |k − j| = 1, j, k ∈ I2,m. By the recursive hypothesis, m+ 1 is
connected with no j < m− 1. Hence either m+1 is connected only with m,
or else qm−1m+1qm+1m−1 = qm+1m+1 = −1, Gm+1 = 0. In one case we have
that dimB(KJ) <∞:
◦ qmm+1qm+1m = qm+1m+1 = −1, qm−1m+1qm+1m−1 = 1, Gm+1 = 0. Then
KJ is of Cartan type Dm.
In all other cases GKdimB(KJ) = ∞. Set q = qmm+1qm+1m, r =
qm+1m+1, s = qm−1m+1qm+1m−1. By Theorem 1.6, we discard:
• q = r = −1, s = 1, Gm+1 = 1. Then KJ is of type D(1)m+1.
• s = r = −1, q = 1. Then KJ is of type D(1)m .
• s = 1, either q /∈ G∞ or else r /∈ G∞ (if q = r−1, or r−2, consider
Rm+1(KJ )).
Hypothesis 1.7 covers the remaining cases, see [H2, Table 4]. 
5.3. The Nichols algebras with finite GKdim, Vdiag connected. Let
V = V1 ⊕ Vdiag be as discussed before (5.3). We assume that the Dynkin
diagram of Vdiag is connected, i.e. X = {J} and Vdiag = VJ , where J = I2,θ,
and that |J | > 1, as the case |J | = 1 was treated in §4. We provide a
presentation by generators and relations and exhibit an explicit PBW basis
of B(V ), for all V as in Theorem 5.1, see Table 7. We give names to these
braided vector spaces in Table 8. The subspace V1 ⊕ kx2 is a braided vector
subspace of type
• L(−1, 2) when V is of type L(A2, 2),
• L(ω, 1) when V is of type L(A(1|0)3;ω), or
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Table 8. V = V(1, 2) ⊕ VJ , |J | > 1
VJ V
−1◦ r−1 r◦ ; r ∈ k× L(A(1|0)1; r)
−1◦ ω −1◦ ; ω ∈ G′3 L(A(1|0)2;ω)
ω◦ ω2 −1◦ ; ω ∈ G′3 L(A(1|0)3;ω)
−1◦ ω ω
2
◦ ω ω
2
◦ ; ω ∈ G′3 L(A(2|0)1;ω)
−1◦ ω ω
2
◦ ω2 ω◦ ; ω ∈ G′3 L(D(2|1);ω)
−1◦ −1 −1◦ , G = (2, 0) L(A2, 2)
−1◦ −1 −1◦ . . . −1◦ −1 −1◦ L(Aθ−1), θ > 2
• L(−1, 1) for all the other cases.
Thus the subalgebra generated by V1 ⊕ kx2 is a Nichols algebra of the cor-
responding type. We recall next the relations of each of them. For this,
remember the change of index with respect to §4; the 2 and 3 there are now
3
2 and 2. As in (2.2), we set xi1i2...iM = adc xi1 xi2...iM .
First, the defining relations of B(L(−1, 2)) are
x3
2
x1 − x1x3
2
+
1
2
x21,(3.4)
x1x2 − q12 x2x1,(4.28)
(adc x3
2
)3x2,(5.29)
x22, x
2
3
2
2
, x23
2
3
2
2
.(5.30)
Here (5.29) and (5.30) are the specializations of (4.29) and (4.35) at G = 2,
respectively.
Second, the defining relations of B(L(ω, 1)) are (3.4), (4.28),
(adc x3
2
)2x2,(5.31)
x32, x
3
3
2
2
, [x3
2
2, x2]
3
c .(4.43,4.48)
Third, the defining relations of B(L(−1, 1)) are (3.4), (4.28), (5.31) and
x22, x
2
3
2
2
.(5.32)
Here (5.31) and (5.32) are the specializations of (4.29) and (4.35) at G = 1,
respectively.
Remark 5.8. We have
x1xj = q1jxjx1, x3
2
xj = q1jxjx3
2
, j ∈ I3,θ,(5.33)
since q1jqj1 = 1 and Gj = 0.
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5.3.1. The Nichols algebra B(L(A(1|0)1; r)), r ∈ G′N , N ≥ 3. The subalge-
bra generated by x2, x3 is a Nichols algebra of type A(1|0)1. Thus,
(adc x3)
2x2 = 0, x
N
3 = 0.(5.34)
Let W be a braided vector space of diagonal type with Dynkin diagram
−1◦ r−1 r◦ r−1 −1◦ . By [An2, Theorem 3.1], B(W ) is presented by genera-
tors y1, y2, y3 and relations
(adc y2)
2y1, (adc y2)
2y3, (adc y1)y3, y
2
1, y
2
3, y
N
2 , y
N
123.(5.35)
Here is a basis of B(W ):
BW = {yn11 yn1212 yn123123 yn22 yn2323 yn33 : n1, n12, n23, n3 ∈ {0, 1}, 0 ≤ n2, n123 < N}.
Remark 5.9. By Lemma 5.4, K1 is isomorphic toW as braided vector spaces.
Hence there exists an isomorphism of braided Hopf algebras ψ : B(W )→ K
such that ψ(y1) = x3
2
2, ψ(y2) = x3, ψ(y3) = x2. Let
ц12 = x3
2
23 = ψ(y12), ц123 = [x3
2
2, x23]c = ψ(y123).(5.36)
Thus, the following identity holds in B(L(A(1|0)1; r)):
цN123 = 0,(5.37)
and the following set is a basis of K:
BK = {xn13
2
2
цn212ц
n3
123x
n4
3 x
n5
23x
n6
2 : 0 ≤ n1, n2, n5, n6 < 2, 0 ≤ n3, n4 < N}.
Lemma 5.10. Let B be a quotient algebra of T (V ). Assume that (5.31),
(5.32), (5.33), (5.34), (5.37) hold in B. Then there exists an algebra map
φ : B(W )→ B such that φ(y1) = x3
2
,2, φ(y2) = x3, φ(y3) = x2.
Proof. Let Φ : T (W ) → B be the algebra map defined as φ on the yi’s. We
claim that Φ annihilates all the relations in (5.35), and the Lemma follows.
The second and the sixth relations are annihilated by (5.34) while the last is
(5.37). The fourth and the fifth relations are annihilated because of (4.35),
and for the third relation we apply Lemma 4.16 (ii). Finally,
Φ
(
(adc y2)
2y1
)
= (adc x3)
2x3
2
,2 = q
2
31(adc x3
2
)(adc x3)
2x2 = 0,
where we use (5.33) and (5.34). 
Proposition 5.11. The algebra B(L(A(1|0)1; r)) is presented by generators
xi, i ∈ I†3, and relations (3.4), (4.28), (5.31), (5.32), (5.33), (5.34), (5.37).
The set
B =
{
xm11 x
m2
3
2
xn13
2
2
цn212ц
n3
123x
n4
3 x
n5
23x
n6
2 :
0 ≤ n1, n2, n5, n6 < 2, 0 ≤ n3, n4 < N, 0 ≤ m1,m2
}
is a basis of B(L(A(1|0)1; r)) and GKdimB(L(A(1|0)1; r)) = 2.
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Proof. We first prove that B is a basis of B := B(L(A(1|0)1; r)): since B ≃
K#B(V1), see §5.2.1, the claim follows from Remark 5.9 and Proposition
3.5. Then GKdimB = 2 by computing the Hilbert series.
Relations (3.4), (4.28), (4.29), (4.35), (5.33), (5.34), (5.37) hold in B as
we have discussed at the beginning of the subsection. Hence the quotient B˜
of T (V ) by these relations projects onto B.
We claim that the subspace I spanned by B is a left ideal of B˜. Indeed,
x1I ⊆ I by definition, and x3
2
I ⊆ I by (3.4). By Lemma 5.10,
x3φ(BW ) = φ(y2BW ) ⊂ φ(BW ), x3
2
2φ(BW ) = φ(y1BW ) ⊂ φ(BW )
x2φ(BW ) = φ(y3BW ) ⊂ φ(BW ).
As I =
∑
m1,m2
kxm11 x
m2
3
2
φ(BW ), we have that
x3I =
∑
m1,m2
kx3x
m1
1 x
m2
3
2
φ(BW ) =
∑
m1,m2
kxm11 x
m2
3
2
x3φ(BW ) ⊂ I,
x2I =
∑
m1,m2
kx2x
m1
1 x
m2
3
2
φ(BW )
=
∑
m1,m2
kxm11 x
m2
3
2
x2φ(BW ) + kx
m1
1 x
m2−1
3
2
x3
2
2φ(BW ) ⊂ I,
by (5.33), (4.35). Since 1 ∈ I, B˜ is spanned by B. Thus B˜ ≃ B since B is a
basis of B. 
5.3.2. The Nichols algebra B(L(A(1|0)1; r)), r /∈ G∞. The subalgebra gen-
erated by x2, x3 is a Nichols algebra of type A(1|0)1. Thus,
x332 = 0.(5.38)
Let W be a braided vector space of diagonal type with Dynkin diagram
−1◦ r−1 r◦ r−1 −1◦ . By [An2, Theorem 3.1], B(W ) is presented by genera-
tors y1, y2, y3 and relations
(adc y2)
2y1, (adc y2)
2y3, (adc y1)y3, y
2
1, y
2
3.(5.39)
Here is a basis of B(W ):
BW = {yn11 yn1212 yn123123 yn22 yn2323 yn33 : 0 ≤ n1, n2, n5, n6 < 2, 0 ≤ n3, n4}.
Remark 5.12. By Lemma 5.4, K1 is isomorphic to W as braided vec-
tor spaces. Hence there exists an isomorphism of braided Hopf algebras
ψ : B(W )→ K such that ψ(y1) = x3
2
2, ψ(y2) = x3, ψ(y3) = x2. Let ц12,
ц123 be as in (5.36). Thus, the following set is a basis of K:
BK = {xn13
2
2
цn212ц
n3
123x
n4
3 x
n5
23x
n6
2 : 0 ≤ n1, n2, n5, n6 < 2, 0 ≤ n3, n4}.
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Proposition 5.13. The algebra B(L(A(1|0)1; r)) is presented by generators
xi, i ∈ I†3, and relations (3.4), (4.28), (5.31), (5.32), (5.33), (5.38). The set
B = {xm11 xm23
2
xn13
2
2
цn212ц
n3
123x
n4
3 x
n5
23x
n6
2 : 0 ≤ n1, n2, n5, n6 < 2, 0 ≤ m1,m2, n3, n4}
is a basis of B(L(A(1|0)1; r)) and GKdimB(L(A(1|0)1; r)) = 4.
Proof. Analogous to Proposition 5.11. 
5.3.3. The Nichols algebra B(L(A(1|0)2;ω)). The subalgebra generated by
x2, x3 is a Nichols algebra of type A(1|0)2. Thus,
x22 = 0, x
2
3 = 0, x
3
23 = 0.(5.40)
Let W be a braided vector space of diagonal type with Dynkin diagram
−1◦ ω −1◦ ω −1◦ . By [An2, Theorem 3.1], B(W ) is presented by gener-
ators y1, y2, y3 and relations
(adc y1)y3, y
2
1, y
2
2, y
2
3, [[y12, y123]c, y2]c,(5.41)
[y123, y2]
3
c , y
3
12, y
6
123, y
3
23, [[y123, y23]c, y2]c.(5.42)
Here is a basis of B(W ):{
yn11 y
n2
12 [y12, [y12, y123]c]
n3
c [y12, y123]
n4
c y
n5
123[y123, y2]
n6
c [y123, y23]
n7
c y
n8
2 y
n9
23 y
n10
3 :
0 ≤ n1, n3, n4, n7, n8, n10 < 2, 0 ≤ n2, n6, n9 < 3, 0 ≤ n5 < 6
}
.
Remark 5.14. By Lemma 5.4, K1 is isomorphic to W as braided vec-
tor spaces. Hence there exists an isomorphism of braided Hopf algebras
ψ : B(W )→ K such that ψ(y1) = x3
2
2, ψ(y2) = x3, ψ(y3) = x2. Let ц12,
ц123 be as in (5.36). Thus, the following identities hold in B(L(A(1|0)2;ω)):
ц312 = 0, ц
6
123 = 0, [ц123, x3]
3
c = 0,(5.43)
and the following set is a basis of K: BK ={
xn13
2
2
цn212 [ц12, [ц12,ц123]c]
n3
c [ц12,ц123]
n4
c ц
n5
123[ц123, x3]
n6
c [ц123, x32]
n7
c x
n8
3 x
n9
32x
n10
2 :
0 ≤ n1, n3, n4, n7, n8, n10 < 2, 0 ≤ n2, n6, n9 < 3, 0 ≤ n5 < 6
}
.
Lemma 5.15. Let B be a quotient algebra of T (V ). Assume that (5.31),
(5.32), (5.33), (5.40), (5.43) hold in B. Then there exists an algebra map
φ : B(W )→ B such that φ(y1) = x3
2
,2, φ(y2) = x3, φ(y3) = x2.
Proof. Let Φ : T (W ) → B be the algebra map defined as φ on the yi’s.
We claim that Φ annihilates all the relations in (5.41) and (5.42), and the
Lemma follows. For (5.41), Φ annihilates the first relation by Lemma 4.16
(ii), the second by (5.32), the third and the fourth relations by (5.40); for
the last, notice that [x3
2
23, x3]c = 0 since x
2
3 = 0, so
Φ ([[y12, y123]c, y2]c) = [[x3
2
23, [x3
2
23, x2]c]c, x3]c = [x3
2
23, [x3
2
23, x23]c]c
= (adc x3
2
)2x323 = 0,
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c.f. (5.40). For (5.42), the first three relations are annihilated by (5.43), and
the fourth by (5.40); for the last relation,
Φ ([[y32, y321]c, y2]c) = [[[x3
2
2, x23]c, x23]c, x3]c = −q23[[[x3
2
23, x2]c, x23]c, x3]c
= q223[[[x3
2
23, x2]c, x3]c, x23]c = q
2
23[[x3
2
23, x23]c, x23]c = 0,
where we use (5.33) and (5.40). 
Proposition 5.16. The algebra B(L(A(1|0)2;ω)) is presented by generators
xi, i ∈ I†3, and relations (3.4), (4.28), (5.31), (5.32), (5.33), (5.40), (5.43).
The set
B =
{
xm11 x
m2
3
2
xn13
2
2
цn212 [ц12, [ц12,ц123]c]
n3
c [ц12,ц123]
n4
c ц
n5
123
[ц123, x3]
n6
c [ц123, x32]
n7
c x
n8
3 x
n9
32x
n10
2 : 0 ≤ m1,m2,
0 ≤ n2, n6, n9 < 3, 0 ≤ n5 < 6, 0 ≤ n1, n3, n4, n7, n8, n10 < 2
}
is a basis of B(L(A(1|0)2;ω)) and GKdimB(L(A(1|0)2;ω)) = 2.
Proof. We first prove that B is a basis of B := B(L(A(1|0)2;ω)): since B ≃
K#B(V1), see §5.2.1, the claim follows from Remark 5.14 and Proposition
3.5. Then GKdimB = 2 by computing the Hilbert series.
Relations (3.4), (4.28), (5.31), (5.32), (5.33), (5.40), (5.43) hold in B as
we have discussed at the beginning of the subsection. Hence the quotient B˜
of T (V ) by these relations projects onto B.
We claim that the subspace I spanned by B is a left ideal of B˜. Indeed,
x1I ⊆ I by definition, and x3
2
I ⊆ I by (3.4). By Lemma 5.15,
x3φ(BW ) = φ(y2BW ) ⊂ φ(BW ), x3
2
2φ(BW ) = φ(y1BW ) ⊂ φ(BW )
x2φ(BW ) = φ(y3BW ) ⊂ φ(BW ).
As I =
∑
m1,m2
kxm11 x
m2
3
2
φ(BW ) and (5.33), (4.35) hold in B˜, the same com-
putation of Proposition 5.11 applies to prove that x3I ⊂ I, x2I ⊂ I. Since
1 ∈ I, B˜ is spanned by B. Thus B˜ ≃ B since B is a basis of B. 
5.3.4. The Nichols algebra B(L(A(1|0)3;ω)). The subalgebra generated by
x2, x3 is a Nichols algebra of diagonal type A(1|0)3. Thus,
x32 = 0, x
2
3 = 0, x223 = 0.(5.44)
Let W be a braided vector space of diagonal type with Dynkin diagram
ω◦ ω2
ω2 ❁❁
❁❁
❁❁
❁❁
−1◦
ω2
ω◦.
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By [An2, Theorem 3.1], B(W ) is presented by generators y1, y2, y3 and
relations
y112, y113, y
2
2 , y
3
3,(5.45)
y331, y332, y
3
1 , y
3
13,(5.46)
y123 − q23ω[y13, y2]c − q12(1− ω2)y2y13, y6123.(5.47)
Here is a basis of B(W ):
BW = {ya11 ya212 [y12, y13]a3c ya4123[y123, y13]a5c [y13, y23]a6c ya713ya82 ya923ya103 :
0 ≤ n2, n3, n5, n6, n8, n9 < 2, 0 ≤ n1, n7, n10 < 3, 0 ≤ n4 < 6
}
.
Remark 5.17. By Lemma 5.4, K1 is isomorphic to W as braided vec-
tor spaces. Hence there exists an isomorphism of braided Hopf algebras
ψ : B(W )→ K such that ψ(y1) = x3
2
2, ψ(y2) = x3, ψ(y3) = x2. Let ц12,
ц123 be as in (5.36), ц13 = ψ(y13). Thus, the following identities hold in
B(L(A(1|0)3;ω)):
x3
2
2x3
2
23 + q13q23x3
2
23x3
2
2 = 0, ц
6
123 = 0,(5.48)
and the following set is a basis of K:
BK =
{
xn13
2
2
цn212 [ц12,ц13]
n3
c ц
n4
123[ц123,ц13]
n5
c [ц13, x32]
n6
c ц
n7
13x
n8
3 x
n9
32x
n10
2 :
0 ≤ n2, n3, n5, n6, n8, n9 < 2, 0 ≤ n1, n7, n10 < 3, 0 ≤ n4 < 6
}
.
Lemma 5.18. Let B be a quotient algebra of T (V ). Assume that (5.31),
(4.43), (4.48), (5.33), (5.44), (5.48) hold in B. Then there exists an algebra
map φ : B(W )→ B such that φ(y1) = x3
2
,2, φ(y2) = x3, φ(y3) = x2.
Proof. Let Φ : T (W ) → B be the algebra map defined as φ on the yi’s. We
claim that Φ annihilates all the relations in (5.45), (5.46) and (5.47), and the
Lemma follows. For (5.45), Φ annihilates the third and the fourth relations
by (5.44), the first by (5.48) and the second by (5.31), (4.43).
For (5.46), Φ annihilates the first relation by (4.43), the second by (5.44),
while the third and the fourth relation follow by (4.48). Finally, for (5.47),
Φ applies the first relation to (adc x3
2
)x223 = 0, c.f. (5.44), and the second
relation to ц6123 = 0, c.f. (5.48). 
Proposition 5.19. The algebra B(L(A(1|0)3;ω)) is presented by generators
xi, i ∈ I†3, and relations (3.4), (4.28), (5.31), (4.43), (4.48), (5.33), (5.44),
(5.48). The set
B =
{
xm11 x
m2
3
2
xn13
2
2
цn212 [ц12,ц13]
n3
c ц
n4
123[ц123,ц13]
n5
c [ц13, x32]
n6
c ц
n7
13x
n8
3 x
n9
32x
n10
2 :
0 ≤ m1,m2, 0 ≤ n2, n3, n5, n6, n8, n9 < 2, 0 ≤ n1, n7, n10 < 3, 0 ≤ n4 < 6
}
is a basis of B(L(A(1|0)3;ω)) and GKdimB(L(A(1|0)3;ω)) = 2.
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Proof. We first prove that B is a basis of B := B(L(A(1|0)3;ω)): since
B ≃ K#B(V1), the claim follows from Remark 5.17 and Proposition 3.5.
Then GKdimB = 2 by computing the Hilbert series.
Relations (3.4), (4.28), (5.31), (4.43), (4.48), (5.33), (5.44), (5.48) hold
in B as we have discussed at the beginning of the subsection. Hence the
quotient B˜ of T (V ) by these relations projects onto B.
We claim that the subspace I spanned by B is a left ideal of B˜. Indeed,
x1I ⊆ I by definition, and x3
2
I ⊆ I by (3.4). By Lemma 5.18,
x3φ(BW ) = φ(y2BW ) ⊂ φ(BW ), x3
2
2φ(BW ) = φ(y1BW ) ⊂ φ(BW )
x2φ(BW ) = φ(y3BW ) ⊂ φ(BW ).
As I =
∑
m1,m2
kxm11 x
m2
3
2
φ(BW ) and (5.33), (4.35) hold in B˜, the same com-
putation of Proposition 5.11 applies to prove that x3I ⊂ I, x2I ⊂ I. Since
1 ∈ I, B˜ is spanned by B. Thus B˜ ≃ B since B is a basis of B. 
5.3.5. The Nichols algebra B(L(A(2|0)1;ω)). The subalgebra generated by
x2, x3, x4 is a Nichols algebra of type A(2|0)1. Thus,
x24 = 0, x332 = 0, x334 = 0, x443 = 0,(5.49)
x22 = 0, x
3
3 = 0, x
3
34 = 0, x
3
4 = 0.(5.50)
Let W be a braided vector space of diagonal type with Dynkin diagram
−1◦ ω ω
2
◦ ω
ω2
ω◦
−1◦
.
By [An2, Thm. 3.1], B(W ) is presented by generators yi, i ∈ I4, and relations
y13, y221, y224, y14, y442, y223,(5.51)
y34, y
2
1, y
3
2, y
3
123, [y123, y1234]
3
c , [y123, [y1234, y2]c]
3
c ,(5.52)
y324, y
2
3, y
3
4, y
3
1234, [y1234, y2]
3
c , [y1234, [y1234, y2]c]
3
c .(5.53)
Here is a basis of B(W ):
BW = {yn11 yn212 [y12, y1234]n3c yn4123[y123, y1234]n5c [y123, [y1234, y2]c]n6c yn71234
[y1234, [y1234, y2]c]
n8
c [y1234, y2]
n9
c [y1234, y23]
n10
c y
n11
124y
n12
2 y
n13
23 y
n14
234y
n15
24 y
n16
3 y
n17
4 :
0 ≤ n1, n2, n3, n10, n11, n13, n14, n15 < 2,
0 ≤ n4, n5, n6, n7, n8, n9, n12, n16, n17 < 3}.
Remark 5.20. By Lemma 5.4, K1 is isomorphic to W as braided vec-
tor spaces. Hence there exists an isomorphism of braided Hopf algebras
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ψ : B(W )→ K such that ψ(y1) = x3
2
2, ψ(y2) = x3, ψ(y3) = x2, ψ(y4) = x4.
Let ц12, ц123 be as in (5.36),
ц1234 = ψ(y1234) = [x3
2
23, x24]c.(5.54)
Thus, the following identities hold in B(L(A(2|0)1;ω)):
[x3
2
23, x2]
3
c = 0, [[x3
2
23, x2]c, [x3
2
23, x24]c]
3
c = 0,
[x3
2
23, x24]
3
c = 0, [[x3
2
23, x2]c, [[x3
2
23, x24]c, x2]c]
3
c = 0,(5.55)
[[x3
2
23, x24]c, x2]
3
c = 0, [[x3
2
23, x24]c, [[x3
2
23, x24]c, x2]c]
3
c = 0,
and the following set is a basis of K:
BK = {xn13
2
2
цn212 [ц12,ц1234]
n3
c ц
n4
123[ц123,ц1234]
n5
c [ц123, [ц1234, x3]c]
n6
c ц
n7
1234
[ц1234, [ц1234, x3]c]
n8
c [ц1234, x3]
n9
c [ц1234, x32]
n10
c x
n11
3
2
234
xn123 x
n13
32 x
n14
324x
n15
34 x
n16
2 x
n17
4 :
0 ≤ n1, n2, n3, n10, n11, n13, n14, n15 < 2,
0 ≤ n4, n5, n6, n7, n8, n9, n12, n16, n17 < 3}.
Lemma 5.21. Let B be a quotient algebra of T (V ). Assume that (5.31),
(5.32), (5.33), (5.49), (5.50), (5.55) hold in B. Then there exists an algebra
map φ : B(W ) → B such that φ(y1) = x3
2
,2, φ(y2) = x3, φ(y3) = x2,
φ(y4) = x4.
Proof. Let Φ : T (W ) → B be the algebra map defined as φ on the yi’s. We
claim that Φ annihilates all the relations in (5.51), (5.52) and (5.52), and the
Lemma follows. All the relations in (5.51) and the first relation in (5.52) are
annihilated by Φ because of (5.31), (5.32), (5.33), (5.49). For the remaining
relations, we use (5.50), (5.55). 
Proposition 5.22. The algebra B(L(A(2|0)1;ω)) is presented by generators
xi, i ∈ I†4, and relations (3.4), (4.28), (5.31), (5.32), (5.33), (5.49), (5.50),
(5.55). The set
B =
{
xm11 x
m2
3
2
xn13
2
2
цn212 [ц12,ц1234]
n3
c ц
n4
123[ц123,ц1234]
n5
c [ц123, [ц1234, x3]c]
n6
c ц
n7
1234
[ц1234, [ц1234, x3]c]
n8
c [ц1234, x3]
n9
c [ц1234, x32]
n10
c x
n11
3
2
234
xn123 x
n13
32 x
n14
324x
n15
34 x
n16
2 x
n17
4 :
0 ≤ m1,m2, 0 ≤ n1, n2, n3, n10, n11, n13, n14, n15 < 2,
0 ≤ n4, n5, n6, n7, n8, n9, n12, n16, n17 < 3
}
is a basis of B(L(A(2|0)1;ω)) and GKdimB(L(A(2|0)1;ω)) = 2.
Proof. We first prove that B is a basis of B := B(L(A(2|0)1;ω)): since
B ≃ K#B(V1), the claim follows from Remark 5.20 and Proposition 3.5.
Then GKdimB = 2 by computing the Hilbert series.
Relations (3.4), (4.28),(5.31), (5.32), (5.33), (5.49), (5.50), (5.55) hold in B
as we have discussed at the beginning of the subsection. Hence the quotient
B˜ of T (V ) by these relations projects onto B.
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We claim that the subspace I spanned by B is a left ideal of B˜. Indeed,
x1I ⊆ I by definition, and x3
2
I ⊆ I by (3.4). By Lemma 5.21,
x3φ(BW ) = φ(y2BW ) ⊂ φ(BW ), x3
2
2φ(BW ) = φ(y1BW ) ⊂ φ(BW ),
x4φ(BW ) = φ(y4BW ) ⊂ φ(BW ), x2φ(BW ) = φ(y3BW ) ⊂ φ(BW ).
As I =
∑
m1,m2
kxm11 x
m2
3
2
φ(BW ) and (5.33), (4.35) hold in B˜, the same compu-
tation of Proposition 5.11 applies to prove that x4I ⊂ I, x3I ⊂ I, x2I ⊂ I.
Since 1 ∈ I, B˜ is spanned by B. Thus B˜ ≃ B since B is a basis of B. 
5.3.6. The Nichols algebra B(L(D(2|1);ω)). The subalgebra generated by
x2, x3, x4 is a Nichols algebra of type D(2|1). Thus,
x24 = 0, x332 = 0, x443 = 0, [[x234, x3]c, x3]c = 0,(5.56)
x22 = 0, x
3
3 = 0, x
3
34 = 0, x
3
334 = 0, x
3
4 = 0.(5.57)
Let W be a braided vector space of diagonal type with Dynkin diagram
−1◦ ω ω
2
◦ ω2
ω
ω◦
−1◦
.
By [An2, Thm. 3.1], B(W ) is presented by generators yi, i ∈ I4, and relations
y21, y13, y34, y221, [[y124, y2]c, y2]c,(5.58)
y23, y14, y442, y223, [[y324, y2]c, y2]c,(5.59)
y32, y
3
224, y
3
123, [y1234, y2]
3
c , [[y1234, y2]c, y2]
3
c ,(5.60)
y34, y
3
24, y
3
1234, [y1234, y224]
3
c .(5.61)
Here is a basis of B(W ):
BW = {yn11 yn212 yn3123yn41234[y1234, y2]n5c [[y1234, y2]c, y2]n6c [y1234, y224]n7c
yn8124[y124, y2]
n9
c y
n10
2 y
n11
23 y
n12
234 [y234, y2]
n13
c y
n14
224y
n15
24 y
n16
3 y
n17
4 :
0 ≤ n1, n2, n8, n9, n11, n12, n13, n16 < 2,
0 ≤ n3, n4, n5, n6, n7, n10, n14, n15, n17 < 3}.
Remark 5.23. By Lemma 5.4, K1 is isomorphic to W as braided vec-
tor spaces. Hence there exists an isomorphism of braided Hopf algebras
ψ : B(W )→ K such that ψ(y1) = x3
2
2, ψ(y2) = x3, ψ(y3) = x2, ψ(y4) = x4.
Let ц12, ц123, ц1234 be as in (5.36), (5.54). Thus, the following identities
hold in B(L(D(2|1);ω)):
[x3
2
23, x2]
3
c = 0, [[x3
2
23, x24]c, x3]
3
c = 0,(5.62)
[[[x3
2
23, x24]c, x3]c, x3]
3
c = 0, [x3
2
23, x24]
3
c = 0, [[x3
2
23, x24]c, x334]
3
c = 0.
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and the following set is a basis of K:
BK = {xn13
2
2
цn212ц
n3
123ц
n4
1234[ц1234, x3]
n5
c [[ц1234, x3]c, x3]
n6
c [ц1234, x334]
n7
c
xn83
2
234
[x3
2
234, x3]
n9
c x
n10
3 x
n11
32 x
n12
324[x324, x3]
n13
c x
n14
334x
n15
34 x
n16
2 x
n17
4 :
0 ≤ n1, n2, n8, n9, n11, n12, n13, n16 < 2,
0 ≤ n3, n4, n5, n6, n7, n10, n14, n15, n17 < 3}.
Lemma 5.24. Let B be a quotient algebra of T (V ). Assume that (5.31),
(5.32), (5.33), (5.56), (5.57), (5.62) hold in B. Then there exists an algebra
map φ : B(W ) → B such that φ(y1) = x3
2
,2, φ(y2) = x3, φ(y3) = x2,
φ(y4) = x4.
Proof. Let Φ : T (W ) → B be the algebra map defined as φ on the yi’s. We
claim that Φ annihilates all the relations in (5.58), (5.59), (5.60), (5.61), and
the Lemma follows. For the last relation in (5.58),
Φ ([[y124, y2]c, y2]c) =
[[
x3
2
234, x3
]
c
, x3
]
c
= (adc x3
2
)[[x234, x3]c, x3]c = 0,
by (5.33) and the last relation in (5.56). All the other relations in (5.58) and
all the relations in (5.59) follow directly by (5.31), (5.32), (5.33), (5.56). For
(5.60) and (5.61), we use (5.57), (5.62). 
Proposition 5.25. The algebra B(L(D(2|1);ω)) is presented by generators
xi, i ∈ I†4, and relations (3.4), (4.28), (5.31), (5.32), (5.33), (5.56), (5.57),
(5.62). The set
B = {xm11 xm23
2
xn13
2
2
цn212ц
n3
123ц
n4
1234[ц1234, x3]
n5
c [[ц1234, x3]c, x3]
n6
c [ц1234, x334]
n7
c
xn83
2
234
[x3
2
234, x3]
n9
c x
n10
3 x
n11
32 x
n12
324[x324, x3]
n13
c x
n14
334x
n15
34 x
n16
2 x
n17
4 :
0 ≤ m1,m2, 0 ≤ n1, n2, n8, n9, n11, n12, n13, n16 < 2,
0 ≤ n3, n4, n5, n6, n7, n10, n14, n15, n17 < 3}.
is a basis of B(L(D(2|1);ω)) and GKdimB(L(D(2|1);ω)) = 2.
Proof. Analogous to Proposition 5.22. 
5.3.7. The Nichols algebra B(L(A2, 2)). The subalgebra generated by x2, x3
is a Nichols algebra of type A2. Thus,
x22 = 0, x
2
3 = 0, x
2
32 = 0.(5.63)
Let W be a braided vector space of diagonal type with Dynkin diagram
−1◦ −1 −1◦ −1
−1
−1◦
−1◦
.
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By [An2, Thm. 3.1], B(W ) is presented by generators yi, i ∈ I4, and relations
[y123, y2]c, y13, y
2
1, y
2
12, y
2
123, [y124, y3]
2
c ,(5.64)
[y124, y2]c, y34, [[y124, y3]c, y2]
2
c , y
2
124, y
2
2, y
2
23,(5.65)
[y324, y2]c, y14, [y24, y3]
2
c , y
2
24, y
2
3, y
2
4 .(5.66)
Here is a basis of B(W ): BW =
{yn11 yn212 yn3123yn41234[y1234, y2]n5c yn6124yn72 yn823 yn9234yn1024 yn113 yn124 : 0 ≤ ni < 2}.
Remark 5.26. By Lemma 5.4, K1 is isomorphic to W as braided vec-
tor spaces. Hence there exists an isomorphism of braided Hopf alge-
bras ψ : B(W )→ K such that ψ(y1) = x3
2
3
2
2, ψ(y2) = x3, ψ(y3) = x3
2
2,
ψ(y4) = x2. Thus, the following identities hold in B(L(A2, 2)):
x23
2
3
2
23
= 0, [x3
2
3
2
23, x3
2
2]
2
c = 0, [x3
2
3
2
23, x2]c, x3
2
2]
2
c = 0,(5.67)
[x3
2
3
2
23, x2]
2
c = 0, x
2
33
2
2
= 0, [x32, x3
2
2]
2
c = 0, [[x3
2
3
2
23, x2]c, x3
2
2]c, x3]
2
c = 0,
and the following set is a basis of K:
BK = {xn13
2
3
2
2
xn23
2
3
2
23
[x3
2
3
2
23, x3
2
2]
n3
c [[x3
2
3
2
23, x2]c, x3
2
2]
n4
c [[[x3
2
3
2
23, x2]c, x3
2
2]c, x3]
n5
c
[x3
2
3
2
23, x2]
n6
c x
n7
3 x
n8
33
2
2
[x32, x3
2
2]
n9xn1032 x
n11
3
2
2
xn122 : 0 ≤ ni < 2}.
Lemma 5.27. Let B be a quotient algebra of T (V ). Assume that (5.29),
(5.30), (5.33), (5.63), (5.67) hold in B. Then there exists an algebra map
φ : B(W )→ B such that φ(y1) = x3
2
3
2
2, φ(y2) = x3, φ(y3) = x3
2
2, φ(y4) = x2.
Proof. Let Φ : T (W ) → B be the algebra map defined as φ on the yi’s. We
claim that Φ annihilates all the relations in (5.64), (5.65), (5.66), and the
Lemma follows. By (5.33) and (5.67),
Φ([y123, y2]c) = [[x3
2
3
2
23, x3
2
2]c, x3]c = [x3
2
3
2
23, x3
2
23]c
= (xαx3
2
23 + q12q13x3
2
23xα)x3
2
23 − q12q13x3
2
23(xαx3
2
23 + q12q13x3
2
23xα) = 0,
since x2
33
2
2
= 0 implies that x23
2
23
= 0, and x23 = 0. Now [x3
2
23, x23]c = 0
because x223 = 0, and using again that x
2
3
2
23
= 0,
Φ([y124, y2]c) = [[x3
2
3
2
23, x2]c, x3]c = [x3
2
3
2
23, x23]c = −2q12q13 x23
2
23
= 0.
Similarly,
Φ([y324, y2]c) = [[x3
2
23, x2]c, x3]c = [x3
2
23, x23]c = 0.
Finally, Φ applies the remaining relations to (5.29), (5.30), (5.33), (5.63),
(5.67), and the claim follows. 
Proposition 5.28. The algebra B(L(A2, 2)) is presented by generators xi,
i ∈ I†3, and relations (3.4), (4.28), (5.29), (5.30), (5.33), (5.63), (5.67). The
set B =
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{xm11 xm23
2
xn13
2
3
2
2
xn23
2
3
2
23
[x3
2
3
2
23, x3
2
2]
n3
c [[x3
2
3
2
23, x2]c, x3
2
2]
n4
c [[[x3
2
3
2
23, x2]c, x3
2
2]c, x3]
n5
c
[x3
2
3
2
23, x2]
n6
c x
n7
3 x
n8
33
2
2
[x32, x3
2
2]
n9xn1032 x
n11
3
2
2
xn122 : 0 ≤ m1,m2, 0 ≤ ni < 2}.
is a basis of B(L(A2, 2)) and GKdimB(L(A2, 2)) = 2.
Proof. Analogous to Proposition 5.22. 
5.3.8. The Nichols algebra B(L(Aθ−1)). The subalgebra generated by xi, i ∈
I2,θ, is a Nichols algebra of type Aθ−1. Thus,
x2ij = 0, 2 ≤ i ≤ j ≤ θ,(5.68)
[xk−1 k k+1, xk] = 0, 3 ≤ k < θ.
Let W be a braided vector space of diagonal type with Dynkin diagram
−1◦ −1 −1◦ −1
−1
−1◦
−1◦
. . .
−1◦ −1 −1◦ .
Set as above yij , i ≤ j, and for k < ℓ ∈ Iθ,
ч1ℓ = [y1, y3ℓ]c, чkℓ = [ч1ℓ, y2k], k > 1.
We order the letters yij, чkℓ as follows:
• yij < ykℓ, чij < чkℓ if either i < k or else i = k, j < ℓ,
• y1j < чkℓ < ymn for all j, k, ℓ,m, n ∈ Iθ, m ≥ 2.
Given a = (an) ∈ {0, 1}θ(θ−1), let ya be the product of yanij , ч ankℓ with the
previous order, where n is the position of the letter yij, чkℓ. By [An2, Thm.
3.1], B(W ) is presented by generators yi, i ∈ Iθ, and relations
y2ij, [yk−1 k k+1, yk], 3 ≤ k < θ,(5.69)
ч2kℓ, [y134, y3].(5.70)
Here is a basis of B(W ): BW = {ya : a ∈ {0, 1}θ(θ−1)}.
Remark 5.29. By Lemma 5.4, K1 is isomorphic to W as braided vec-
tor spaces. Hence there exists an isomorphism of braided Hopf algebras
ψ : B(W )→ K such that ψ(y1) = x3
2
2, ψ(yj) = xj, j ≥ 2. Set as above xij,
2 ≤ i ≤ j, and
x1j = ψ(y1j) = [x3
2
2, y2j]c, яkℓ = ψ(чkℓ) = [я1ℓ, x2k], k > 1,
я1ℓ = ψ(ч1ℓ) = [x3
2
2, x3ℓ]c, x
a = ψ(ya), a ∈ {0, 1}θ(θ−1).
Thus, the following identities hold in B(L(Aθ−1)):
x21j , я
2
kℓ, j, k, ℓ ∈ Iθ,k < ℓ,(5.71)
and BK = {xa : a ∈ {0, 1}θ(θ−1)} is a basis of K.
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Lemma 5.30. Let B be a quotient algebra of T (V ). Assume that (5.31),
(5.32), (5.33), (5.68), (5.71) hold in B. Then there exists an algebra map
φ : B(W )→ B such that φ(y1) = x3
2
2, φ(yj) = xj, j ≥ 2.
Proof. Let Φ : T (W ) → B be the algebra map defined as φ on the yi’s. We
claim that Φ annihilates all the relations in (5.69), (5.70), and the Lemma
follows. By (5.33) and (5.68),
Φ([y134, y3]c) = [[x3
2
2, x34]c, x3]c = (adc x3
2
)[x234, x3]c = 0.
Finally, Φ applies the remaining relations to (5.33), (5.68), (5.71), and the
claim follows. 
Proposition 5.31. The algebra B(L(Aθ−1)) is presented by generators xi,
i ∈ I†θ, and relations (3.4), (4.28), (5.31), (5.32), (5.33), (5.68), (5.71). The
set B = {xm11 xm23
2
xa : mi ∈ N0, a ∈ {0, 1}θ(θ−1)} is a basis of B(L(Aθ−1))
and GKdimB(L(Aθ−1)) = 2.
Proof. Analogous to Proposition 5.22. 
5.4. Proof of Theorem 5.2 (ǫ = −1). Here B(V1) is a super Jordan plane.
Let j ∈ I2,θ. If GKdimB(V ) < ∞, then we see from Table 5 the following
possibilities:
Table 9
interaction Ij = q1jqj1 qjj Gj
1 ∈ k× 0
1 ±1 discrete
−1 −1 1
We start by a result that will be applied several times.
Lemma 5.32. Let W = V1 ⊕ U be a direct sum of braided vector spaces,
where V1 and U have dimension 2, V1 is a −1-block with basis x1, x3
2
and U
is of diagonal type with respect to a basis x2, x3. Assume that both x2 and
x3 have mild interaction with V1. Then GKdimB(W ) =∞.
Proof. By Theorem 4.29, q22 = q33 = −1. Set q = q23q32. We consider the
flag of braided subspaces: 0 = V0 ( V1 ( V2 = W , where V1 is spanned by
(xi)i∈I3 . Let Bdiag := grB(W ), a pre-Nichols algebra of Vdiag, see §3.4. Thus
GKdimB(W ) =∞ since the Dynkin diagram of Vdiag is:
−1◦
2
−1
−1 q
✽✽
✽✽
✽✽
✽✽
−1◦
3
2
−1
−1◦
1 −1
−1◦
3
,
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by Hypothesis 1.7 (or by Theorem 1.6 if q = ±1). 
Corollary 5.33. If GKdimB(V ) <∞, then Vdiag has at most one connected
component with mild interaction.
5.4.1. Connected components of Vdiag. Let J ∈ X . We assume that GJ 6= 0.
One of the implications in Theorem 5.2 follows from §4, so we assume that
GKdimB(V1 ⊕ VJ) <∞.
Lemma 5.34. If the interaction of J is weak, then |J | = 1.
Proof. Let i ∈ J such that Gi > 0. Then qii = ±1 by Theorem 4.12. If
qii = 1, then J = {i} as already discussed, cf. page 52. If qii = −1 and
|J | > 1, then there is j ∈ J − {i} with q := qijqji 6= 1. By Lemma 5.4,
pi1,i1 = 1 and pi1,j0 = q; hence GKdimB(KJ) =∞ by Lemma 2.8. 
Assume from the rest of this Subsection that the interaction of J is mild.
In the next proof, we denote xi1i2...iM = adc xi1 xi2...iM , cf. (2.2).
Lemma 5.35. If |J | > 1, then |J | = 2, say J = {2, 3}; and q22 = q23q32 =
q33 = −1, I2 = −1, I3 = 1, G2 = 1, G3 = 0.
Proof. First we assume that |J | = 2, say J = {2, 3}. By Lemma 5.32, we
may suppose that I2 = −1 (thus q22 = −1), I3 = 1. Set q = q23q32, r = q33.
We consider the flag of braided subspaces: 0 = V0 ( V1 ( V2 = V1 ⊕ VJ ,
where V1 is spanned by (xi)i∈I3 . Let Bdiag := grB(V1 ⊕ VJ), a pre-Nichols
algebra of Vdiag, see §3.4. Now the Dynkin diagram of U = Vdiag has vertices
{1, 32 , 2, 3} and edges as follows:
−1◦
1
−1
−1◦
3
2
−1
−1◦
2 q
r◦
3
.
Step 1. (q, r) 6= (−1,−1). We distinguish two cases:
• Either q /∈ G∞ or r /∈ G∞. If q 6= r−1, r−2, then GKdimB(U) = ∞ by
Theorem 1.6. For q = r−1, respectively q = r−2, we apply the reflections
as described below:
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−1◦
−1
−1◦
−1
q r◦
−1◦

2
 −1◦
−1
−q
❄❄
❄❄
❄❄
❄❄
−1◦
−1
q−1 −qr◦
−1◦
−q
⑧⑧⑧⑧⑧⑧⑧⑧⑧

1
 −1◦
−1
−q−1
❄❄
❄❄
❄❄
❄❄
−1◦
−1
−q2r◦
−1◦
−q
⑧⑧⑧⑧⑧⑧⑧⑧⑧
Then GKdimB(R1R2(U)) = ∞, respectively GKdimB(R2(U)) = ∞, by
Theorem 1.6.
• q, r ∈ G∞. Thus GKdimB(V1 ⊕ VJ) =∞ by Hypothesis 1.7.
Step 2. (q, r) = (−1,−1), G3 > 0.
For simplicity of the proof of this Step, we consider a different flag of
braided subspaces: 0 = V0 ( V1 ( V2 = V3 ( V4 = V1 ⊕ VJ , where V1 is
spanned by (xi)i∈I2 and V2 is spanned by (xi)i∈I†2 . Let B
diag := grB(V1⊕VJ),
a pre-Nichols algebra of Vdiag, see §3.4, with the same Dynkin diagram:
−1◦
1
−1
−1◦
3
2
−1
−1◦
2 −1
−1◦
3
.
As in §4, see (4.7), we set zn := (adc x3
2
)nx3, n ∈ N0. Then z1, z2 6= 0 by
Lemma 4.8, and z2 ∈ B35. By direct computation,
∆(z2) = z2 ⊗ 1− ax3
2
1 ⊗ x3 + ax1 ⊗ z1 + 1⊗ z2.
Suppose that z2 ∈ B34. Notice that B34 is spanned by the monomials in letters
xi, i ∈ I†2 with at most one x3
2
, since T (V )34 is spanned by these monomials,
cf. Remark 3.6 and Lemma 3.7. We check that all these monomials are
written as a linear combination of x1x3
2
1, x1x3
2
z0, x1z1, x3
2
1z0, z1z0, where
we use the defining relations of B(L−(−1,G3)), cf. Proposition 4.21. Then
z2 is a linear combination of these elements and we get a contradiction with
Proposition 4.21. Thus z2 ∈ B35 − B34.
Let z be class of z2 in Bdiag. Then z is a non-zero primitive element in
Bdiag. Let B˜1 be the subalgebra of Bdiag generated by Z = 〈x1, x3
2
, x2, x3, z〉,
and consider the algebra filtration of B˜1, such that the generators have degree
one. This is a Hopf algebra filtration, hence the associated graded algebra
B˜2 is a braided Hopf algebra. The Nichols algebra B(Z) is a subquotient
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of B˜2. Then GKdimB(Z) ≤ GKdim B˜2 ≤ GKdim B˜1 ≤ GKdimBdiag =
GKdimB(V1⊕VJ). The braided vector space Z is of Cartan type D(1)4 , since
it has diagram
−1◦
1
−1
✼✼
✼✼
✼✼
✼✼
−1◦
z
−1◦
3
2
−1
−1◦
2 −1
−1
✝✝✝✝✝✝✝✝✝
−1◦
3
,
so GKdimB(Z) =∞ by Theorem 1.6, and then GKdimB(V1 ⊕ VJ) =∞.
Step 3. |J | ≥ 3.
We assume that |J | = 3, say J = {2, 3, 4}, and obtain a contradiction.
Then the general case follows. By Lemma 5.32, we may suppose that I2 =
−1, I3 = I4 = 1, and by the previous steps q22 = q23q32 = q33 = −1,
G3 = 0. Set q = q24q42, r = q44, s = q34q43. We consider the flag of braided
subspaces: 0 = V0 ( V1 ( V2 = V1 ⊕ VJ , where V1 is spanned by (xi)i∈I4 .
Let Bdiag := grB(V1⊕ VJ), a pre-Nichols algebra of Vdiag, see §3.4. Now the
Dynkin diagram of U = Vdiag has vertices {1, 32 , 2, 3, 4} and edges as follows:
−1◦
1
−1
−1◦
3
2
−1
−1◦
2
q
−1
−1◦
3 s
r◦
4
.
By Hypothesis 1.7, q = 1 (otherwise the vertex 2 would have valence 4,
contradicting [H2]) and r = s = −1 (the only posible extension of D4 in the
list in [H2]). Thus V1 is of Cartan type A4 and
B = {xn11 xn212xn3123xn41234xn52 xn623xn7234xn83 xn934xn104 : 0 ≤ ni ≤ 1}
is a basis of B(V1). Let B4 be the subset of B of those elements of degree 4.
Notice that B4j = 0 for j ≤ 3 and B44 is spanned by the monomials in letters
xi, i ∈ I4, since T (V )4j = 0 and T (V )44 is spanned by these monomials, cf.
Remark 3.6 and Lemma 3.7. The subalgebra generated by V1 is the Nichols
algebra of V1; thus B4 is a basis of B55.
We observe that (adc x3
2
)x3 = 0 because I3 = 1 and G3 = 0. We next
claim that ∂2(x3
2
23) = 0. Indeed, ∂2(x3
2
23) =
= ∂2(x3
2
2x3 − q13q23x3x3
2
2)
(4.54)
= (2x3
2
+ x1)q23x3 − q13q23x3(2x3
2
+ x1)
= q23
(
2(x3
2
x3 − q13x3x3
2
) + (x1x3 − q13x3x1)
)
= 0.
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We next introduce u = [x3
2
23, x2]c. We observe that ∂1(u) = 0, and
∂2(u) = ∂2(x3
2
23x2 + q12q32x2x3
2
23) = x3
2
23 + q12q32 g2 · x3
2
23
= x3
2
23 + q12q32q21q22q23(x3
2
23 + x123) = −x123,
∂3(u) = ∂3(x3
2
23x2 + q12q32x2x3
2
23) = 2q32(x3
2
2x2 + q12x2x3
2
2) = 0.
where we use (4.67) for the last equality. Suppose that u ∈ B44; i.e. u is a
linear combination of the elements of B4. As ∂4(x1234) = 2x123, ∂4(x234) =
2x23, ∂4(x34) = 2x3, ∂4(x4) = 1, and ∂4 annihilates u and the remaining
PBW generators, the elements of B4 containing x1234, x234, x34, x4 have
coefficient 0. For the elements of the shape x1y ∈ B4, ∂1(x1y) gives y up to
a non-zero scalar. As ∂1 annihilates u and the remaining elements of B4, the
elements x1y ∈ B4 also have coefficient 0. Thus
u = b1 x12x23 + b2 x12x2x3 + b3 x123x2 + b4 x123x3 + b5 x2x23x3,(5.72)
for some bi ∈ k. Applying ∂2 to this equality gives
−x123 = q23(b2 − 2b1)x1x23 − 2b2q23 x1x2x3 + b3 x123 − b5q223 x23x3,
so b1 = b2 = b5 = 0, b3 = −1. Applying ∂3 to (5.72),
0 = −2q32 x12x2 − 2b4 x12x3 + b4 x123,
so we have a contradiction. Thus u ∈ B45 − B44. Next we compute
∆(x3
2
23) = x3
2
23 ⊗ 1 + 2x3
2
2 ⊗ x3 + (2x3
2
+ x1)⊗ x23 + 1⊗ x3
2
23,
∆(u) = u⊗ 1− 2x21 ⊗ x3x2 + 1⊗ u.
Let u be the class of u in Bdiag. Thus u is a non-zero primitive element
in Bdiag. Let B˜1 be the subalgebra of Bdiag generated by Z = 〈x4, u〉, and
consider the algebra filtration of B˜1, such that the generators u and x4 have
degree one. This is a Hopf algebra filtration, hence the associated graded
algebra B˜2 is a braided Hopf algebra, and B(Z) is a subquotient of B˜2. Then
GKdimB(Z) ≤ GKdim B˜2 ≤ GKdim B˜1 ≤ GKdimBdiag = GKdimB(V1 ⊕
VJ). The braided vector space Z has diagram
−1◦
−1
1◦ , so GKdimB(Z) =
∞ by Lemma 2.8, and then GKdimB(V1 ⊕ VJ) =∞. 
5.4.2. The Nichols algebra B(C2). Assume that |J | = 2, say J = {2, 3}; and
q22 = q23q32 = q33 = −1, I2 = −1, I3 = 1, G2 = 1, G3 = 0. Recall that
the corresponding braided vector space is denoted C2. Recall the relations
of B(C1), with the change of index with respect to §4 (the 2 and 3 there are
now 32 and 2):
x21,(3.7)
x3
2
x3
2
1 − x3
2
1x3
2
− x1x3
2
1,(3.8)
x3
2
x12 + q12x12x3
2
+ x13
2
2(4.58)
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x3
2
x3
2
2 + q12x3
2
2x3
2
− 1
2
x13
2
2 − q12x12x3
2
,(4.59)
x3
2
x13
2
2 − q12x13
2
2x3
2
,(4.60)
x22, x
2
12,(4.61)
x23
2
2
, x2
13
2
2
.(4.62)
Remark 5.36. We have
x1x3 = q13x3x1, x3
2
x3 = q13x3x3
2
,(5.73)
since q13q31 = 1 and G3 = 0. The subalgebra generated by x1, x2, x3 is a
Nichols algebra of diagonal type A3. Thus,
x23 = 0, x
2
123 = 0,(5.74)
x223 = 0, [x123, x2]c = 0.(5.75)
Lemma 5.37. The following hold in B(V ):
x23
2
23
= 0,(5.76)
x2
13
2
23
= 0,(5.77)
[x3
2
2, x123]
2
c = 0,(5.78)
x123x3
2
23 = −x3
2
23x123,(5.79)
[x1, [x3
2
23, x2]c]c = q12q13x123x12,(5.80)
[x1, [x3
2
2, x123]c]c = 2q12x12x13
2
23,(5.81)
[x3
2
, [x3
2
2, x123]c]c = 2q12x12x13
2
23 − 2q12x3
2
2x13
2
23.(5.82)
Proof. We claim that ∂i(x
2
3
2
23
) = 0 for all i ∈ I†3. For i 6= 3, we notice that
∂1(x3
2
23) = ∂3
2
(x3
2
23) = ∂2(x3
2
23) = 0. For i = 3, ∂3(x3
2
23) = 2x3
2
2, and as
x23
2
2
= 0, we deduce that
x3
2
2x3
2
23 = −q13q23x3
2
23x3
2
2(5.83)
Thus
∂3(x
2
3
2
23
) = 2x3
2
23x3
2
2 − 2q31q32x3
2
2x3
2
23 = 0.
Analogously we prove that x2
13
2
23
= 0, since ∂1, ∂2 and ∂3
2
annihilate x13
2
23,
∂3(x13
2
23) = 2x13
2
2 and as x
2
13
2
2
= 0 we have
x13
2
2x13
2
23 = x13
2
2(x13
2
2x3 − q213q223x3x13
2
2) = −q213q223x13
2
23x13
2
23.(5.84)
Thus (5.76) and (5.77) hold in B(V ). For (5.79), we use (5.76) and (5.74):
0 = g1 · x23
2
23
= x23
2
23
− x123x3
2
23 − x3
2
23x123 + x
2
123 = −x123x3
2
23 − x3
2
23x123.
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Let u = [x3
2
23, x2]c, v = [x3
2
2, x123]c. By the second relation in (5.75)
g1 · u = q212q13([x123, x2]c − u) = −q212q13 u =⇒ [x1, u]c = x1u+ q212q13ux1.
We claim that (5.80) holds in B(V ). By direct computation,
∂1(u) = ∂3
2
(u) = ∂3(u) = 0, ∂2(u) = −x123.(5.85)
Thus, ∂1([x1, u]c) = ∂3
2
([x1, u]c) = ∂3([x1, u]c) = 0, and ∂2([x1, u]c) =
= x1∂2(u) + q
2
12q13∂2(u) g2 · x1 = −x1x123 + q12q13 x123x1 = 2q12q13 x123x1
since x1x123 = −q12q13 x123x1, as ad2c x1 = 0, by (3.7). Also,
∂2(x123x12) = 2x123x12, ∂3(x123x12) = 2q31q32 x
2
12 = 0.
Now we claim that ∂i(x1v − q212q13vx1) = 2q12∂i(x12x13
2
23) for all i ∈ I†3,
i.e. (5.81) holds in B(V ). By direct computation, ∂1(v) = ∂3
2
(v) = 0,
∂2(v) = ∂2(x3
2
2x123 + q13q23x123x3
2
2)
= −q21q23(2x3
2
+ x1)x123 + q13q23 x123(2x3
2
+ x1)
= −2q31q12x13
2
23,
∂3(v) = 2x3
2
2x12 + 2q13q31q23q32 x12x3
2
2 = −4x3
2
2x12,
where we use (4.58)-(4.62). Thus, ∂1, ∂3
2
annihilate both sides of (5.81), and
∂2(x1v − q212q13vx1) = 2q21q23(x1x13
2
23 + q12q13x13
2
23x1) = 4q21q23 x1x13
2
23,
∂3(x1v − q212q13vx1) = −4x1x3
2
2x12 + 4q
2
12 x3
2
2x12x1 = 4q12x12x13
2
2,
∂2(x12x13
2
23) = −2q221q23 x1x13
2
23,
∂3(x12x13
2
23) = 2x12x13
2
2.
Similarly (5.82) holds in B(V ) since ∂1, ∂3
2
annihilate both sides, and
∂2(x3
2
v − q212q13vx3
2
) = 4q21q23 x3
2
x13
2
23 + 2q21q23 x1x13
2
23
= 2q12∂2(x12x13
2
23 − x3
2
2x13
2
23),
∂3(x3
2
v − q212q13vx3
2
) = −4x1x3
2
2x12 + 4q
2
12 x3
2
2x12x1 = 4q12x12x13
2
2,
= 2q12∂3(x12x13
2
23 − x3
2
2x13
2
23).
Finally we claim that ∂i(v
2) = 0 for all i ∈ I†3. It suffices to prove that
∂2(v
2) = ∂3(v
2) = 0. By direct computation,
[x13
2
23, x2]c = −q12q13v.(5.86)
From this equation and (5.77),
x13
2
23v = q
2
12q32 vx13
2
23.(5.87)
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Thus,
∂2(v
2) = −2q31q12 vx13
2
23 − 2q31q12q221q23 x13
2
23v = 0.
As x22 = 0, vx2 = q
2
12x2v. Using this equation and (5.81), (5.82),
x12v = q13q23 vx12, x3
2
2v = q13q23 vx3
2
2.(5.88)
Then we compute:
∂3(v
2) = 4q231q
2
32 x12x3
2
2x13
2
23 − 4 vx12x3
2
2 = 0.
Thus (5.78) holds in B(V ). 
We fix the notation u = [x3
2
23, x2]c, v = [x3
2
2, x123]c for the rest of this
Subsection, as in the proof of last Lemma.
Remark 5.38. By definition of x13
2
23, x123, x3
2
23, v, u, x23, we have
x1x3
2
23 = x13
2
23 + q12q13(x123 − x3
2
23)x1, x1x23 = x123 + q12q13x23x1,
x3
2
x23 = x3
2
23 + q12q13x23x3
2
, x3
2
2x123 = v − q13q23x123x3
2
2,
x3
2
23x2 = u− q12q32x2x3
2
23, x2x3 = x23 + q23x3x2.
Lemma 5.39. Let B be a quotient algebra of T (V ). Assume that (3.7), (3.8),
(4.58), (4.59), (4.60), (4.61), (4.62), (5.76), (5.77), (5.78), (5.79), (5.80),
(5.81) and (5.82) hold in B. Then the following relations also hold:
x1x13
2
23 = q12q13x13
2
23x1, x1x123 = −q12q13x123x1,
x1v = q
2
12q13vx1 − 2q12x12x13
2
23, x1x3 = q13x3x1,
x1u = −q212q13ux1 + q12q13x123x12, x3
2
1x3 = q
2
13x3x3
2
1
x3
2
1x13
2
23 = q
2
12q
2
13x13
2
23x3
2
1, x3
2
1x123 = q
2
12q
2
13x123x3
2
1,
x3
2
1x3
2
23 = q
2
12q
2
13x3
2
23x3
2
1 − q212q213x123x3
2
1, x3
2
1v = q
4
12q
2
13vx3
2
1,
x3
2
1u = q
4
12q
2
13ux3
2
1, x3
2
1x23 = q
2
12q
2
13x23x3
2
1,
x3
2
x123 = −q12q13x123x3
2
− x13
2
23, x3
2
x3 = q13x3x3
2
,
x3
2
x13
2
23 = q12q13x13
2
23x3
2
,
x3
2
x3
2
23 = −q12q13x3
2
23x3
2
+ q12q13x123x3
2
+
1
2
x13
2
23,
x3
2
v = q212q13vx3
2
+ 2q12x12x13
2
23 − 2q12x3
2
2x13
2
23,
x3
2
u = −q212q13ux3
2
+ q212q13(x123 − x3
2
23)x3
2
2 −
q12q13
2
v,
x12x3
2
23 = −q13q23x3
2
23x12 + x12x123 − q13q23v,
x13
2
2x3
2
23 = q12q
2
13q23x3
2
23x13
2
2 − 2q213q223x12x13
2
23,
x13
2
2u = q
3
12q
2
13q23ux13
2
2 − 2q12q313q23x12v,
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x3
2
2x13
2
23 = q21q23q13x13
2
23x3
2
2 + 2q13q23x12x13
2
23,
x12x23 = −q12q13q23x23x12 − 2q12x2x123,
x13
2
2x23 = −q21q213q23x23x13
2
2 + q12q13q23v,
x13
2
23x2 = −q212q32x2x13
2
23 − q12q13v,
x12x13
2
23 = q13q23q21x13
2
23x12, x2x123 = −q21q23x123x2,
x12x123 = −q13q23x123x12, x12v = q13q23vx12,
x13
2
2x3 = q
2
13q23x3x13
2
2 + x13
2
23 x12u = q12q13q23ux12,
x12x3 = q13q23x3x12 + x123, x3
2
2v = q13q13vx3
2
2,
x3
2
2x3
2
23 = −q12q23x3
2
23x3
2
2, x13
2
2v = q
2
12q
2
13q23vx13
2
2,
x3
2
2x3 = q13q23x3x3
2
2 + x3
2
23, x3
2
2u = q12q13ux3
2
2,
x13
2
2x13
2
23 = −q313q23x13
2
23x13
2
2, vx2 = q
2
12q32x2v,
x3
2
2x23 = −q12q13q23x23x3
2
2 − q23u, x2u = q21q23ux2,
x13
2
2x123 = q12q
2
13q23x123x13
2
2, x2x23 = −q23x23x2,
x13
2
23x123 = q12q13x123x13
2
23, x13
2
23v = q
2
12q32vx13
2
23,
x13
2
23x3
2
23 = q12q13x3
2
23x13
2
23, x13
2
23u = −q312q13q32ux13
2
23,
x13
2
23x23 = −q212q213x23x13
2
23, x13
2
23x3 = −q213q23x3x13
2
23,
x123v = q31q32vx123, x123x3
2
23 = −x3
2
23x123,
x123u = q12q32ux123, x123x23 = −q12q13x23x123,
x123x3 = −q13q23x3x123, vx3
2
23 = −q12q13x3
2
23v,
vu = q212q13uv, vx23 = q
2
12q
2
13q23x23v,
vx3 = −q213q223x3v, x3
2
23u = q12q32ux3
2
23,
x3
2
23x23 = −q12q13x23x3
2
23, x3
2
23x3 = −q13q23x3x3
2
23,
ux23 = q12q13x23u, ux3 = −q13q223x3u,
x23x3 = −q23x3x23.
In particular these relations hold in B(V ).
Proof. The equations are proved recursively on the degree from the defining
relations. 
Lemma 5.40. The set
BK =
{
xn112x
n2
13
2
2
xn3
13
2
23
[x123, x3
2
2]
n4
c x
n5
123x
n6
3
2
2
xn73
2
23
[x3
2
23, x2]
n8
c x
n9
2 x
n10
23 x
n11
3 :
0 ≤ n1, n2, n3, n4, n5, n6, n7, n9, n10, n11 ≤ 1
}
.
is a basis of K and GKdimK = 1.
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Proof. First we claim that K is spanned by the monomials
xn112x
n2
13
2
2
xn3
13
2
23
vn4xn5123x
n6
3
2
2
xn73
2
23
un8xn92 x
n10
23 x
n11
3 , ni ∈ N0.(5.89)
Using the relations in Lemma 5.39 and Remark 5.38, K1 = adc B(V1)(Vdiag)
is spanned by x12, x13
2
2, x3
2
2, x2, x3 since the subspace generated by them
is stable by adc x1, adc x3
2
, adc x3
2
1. Then x13
2
23, v, x123, x3
2
23, u, x23 also
belong to K. Thus the subspace generated by (5.89) is contained in K. On
the other hand, the subspace generated by (5.89) is a left ideal by Lemma
5.39 and Remark 5.38; as 1 belongs to this subspace, it is K. Now we can
restrict all the ni, i 6= 8, in (5.89) to the set {0, 1} because of Lemma 5.39,
(4.61), (4.62), (5.74) and (5.75). Thus K is spanned by BK .
We claim now that BK is linearly independent. From (5.85),
∂1∂2∂3∂2(u
n) =
n∑
k=0
uk∂1∂2∂3∂2(u)g1g
2
2g3 · un−1−k = −4nun−1,
for all n ∈ N. We claim that x12x13
2
2x3
2
2u
nx2 6= 0 for all n ∈ N0. Indeed, it
holds for n = 0 by Lemma 4.38, and recursively
∂1∂2∂3∂2(x12x13
2
2x3
2
2u
nx2) = −4nq21q23 x12x13
2
2x3
2
2u
n−1x2 6= 0.
Set юn = x12x13
2
2x13
2
23vx123x3
2
2x3
2
23u
nx2x23x3. We claim that
∂3(юn) = x12x13
2
2x13
2
23vx123x3
2
2x3
2
23u
nx2x23.
Indeed ∂3 annihilates x12, x13
2
2, x3
2
2, u, x2, and
∂3(v) = −4x3
2
x12, ∂3(x13
2
23) = 2x13
2
2, ∂3(x123) = 2x12,
∂3(x3
2
23) = 2x3
2
− x12, ∂3(x23) = 2x2, ∂3(x3) = 1.
As ∂3 is a skew derivation, ∂3(юn) is the sum of 11 terms, each of them
obtained by applying ∂3 either to a PBW generator different to u or else
to un, and applying g3 to the generators on the right. Here, 5 of these
summands are 0 because ∂3 annihilates the corresponding PBW generator,
and another 5 summands are 0 because we can reorder the PBW generators
to obtain the square of a PBW generator which is zero, see Lemma 5.39,
(4.61), (4.62), (5.74) and (5.75). The exception is the summand containing
∂3(x3) = 1. By a similar argument,
∂21∂2∂3(x12x13
2
2x13
2
23vx123x3
2
2x3
2
23u
nx2x23) = 4χ
n+5
1 χ
2n+7
2 χ
n+4
3 (g
2
1g2g3)
x12x13
2
2vx123x3
2
2x3
2
23u
nx2x23,
∂21∂2∂3∂2(x12x13
2
2vx123x3
2
2x3
2
23u
nx2x23) = 8q31q32χ
n+3
1 χ
2n+5
2 χ
n+3
3 (g
2
1g
2
2g3)
x12x13
2
2x123x3
2
2x3
2
23u
nx2x23,
∂3
2
∂2∂3(x12x13
2
2x123x3
2
2x3
2
23u
nx2x23) = 4χ
n
1χ
2n+2
2 χ
n+1
3 (g1g2g3)
x12x13
2
2x123x3
2
2u
nx2x23,
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∂1∂2∂3(x12x13
2
2x123x3
2
2u
nx2x23) = 4χ
n+1
1 χ
2n+3
2 χ
n+1
3 (g1g2g3)
x12x13
2
2x3
2
2u
nx2x23,
∂2∂3(x12x13
2
2x3
2
2u
nx2x23) = 2x12x13
2
2x3
2
2u
nx2,
so юn 6= 0 for all n ∈ N. By Lemma 5.39, and (4.61), (4.62), (5.74), (5.75),
xn112x
n2
13
2
2
xn3
13
2
23
vn4xn5123x
n6
3
2
2
xn73
2
23
un8xn92 x
n10
23 x
n11
3
· x1−n113 x1−n1023 x1−n92 x1−n73
2
23
x1−n63
2
2
x1−n5123 v
1−n4x1−n3
13
2
23
x1−n2
13
2
2
x1−n112
gives юn8 multiplied by a non-zero scalar. Let S be a non-trivial linear
combination of elements of BK . Let N be the minimum of
∑
i 6=8 ni between
the elements of BK with non-zero coefficient and pick
xm112 x
m2
13
2
2
xm3
13
2
23
vm4xm5123x
m6
3
2
2
xm73
2
23
um8xm92 x
m10
23 x
m11
3 ,
∑
i 6=8
mi = N,
with non-zero coefficient. Then
S · x1−m113 x1−m1023 x1−m92 x1−m73
2
23
x1−m63
2
2
x1−m5123 v
1−m4x1−m3
13
2
23
x1−m2
13
2
2
x1−m112(5.90)
is a sum of юn’s with non-zero coefficient, one for each term of BK such
that ni = mi, i 6= 8, n8 = n, and non-zero coefficient in S. As the юn’s are
non-zero and grюn = 4n+26, (5.90) is non-zero, and S is so. Thus the claim
follows, so BK is a basis of K. 
We close this Subsection giving the presentation of B(C2).
Proposition 5.41. The algebra B(C2) is presented by generators xi, i ∈ I†3,
and relations (3.7), (3.8), (4.58), (4.59), (4.60), (4.61), (4.62), (5.76), (5.77),
(5.78), (5.79), (5.80), (5.81) and (5.82). The set{
xa11 x
a2
13
2
xa33
2
xa412x
a5
13
2
2
xa6
13
2
23
[x123, x3
2
2]
a7
c x
a8
123x
a9
3
2
2
xa103
2
23
[x3
2
23, x2]
a11
c x
a12
2 x
a13
23 x
a14
3 :
0 ≤ a1, a4, a5, a6, a7, a8, a9, a10, a12, a13, a14 ≤ 1
}
.
is a basis of B(C2) and GKdimB(C2) = 3.
Proof. Relations (3.7), (3.8), (4.58), (4.59), (4.60), (4.61), (4.62), (5.76),
(5.77), (5.78), (5.79), (5.80), (5.81) and (5.82) are 0 in B(C1), see Lemma
5.37 and Remark 5.36. Hence the quotient B˜ of T (V ) by these relations
projects onto B(C2). We claim that the subspace I spanned by B is a right
ideal of B˜. Indeed, Ix3 ⊆ I by definition while Ix1 ⊆ I, Ix3
2
⊆ I, Ix2 ⊆ I
follow by Lemma 5.39 and Remark 5.38. Since 1 ∈ I, B˜ is spanned by B.
To prove that B˜ ≃ B(C2), it remains to show that B is linearly independent
in B(C2). For, suppose that there is a non-trivial linear combination S of
elements of B in B(C2), say of minimal degree. As in the proof of Proposition
3.5, each vector in S with non-trivial coefficient satisfies ai = 0, i = 1, 2, 3.
But then we obtain a contradiction with Lemma 5.40. Thus B is a basis of
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B(C2) and B˜ = B(C2). The computation of GKdim follows from the Hilbert
series at once. 
5.4.3. Several components.
Lemma 5.42. Let W = V1 ⊕ U be a direct sum of braided vector spaces,
where V1 and U have dimension 2, V1 is a −1-block with basis x1, x3
2
and U
is of diagonal type with respect to a basis x2, x3, q23q32 = 1. Assume that
x2 has mild interaction with V1, and x3 has weak interaction with G3 > 0.
Then GKdimB(W ) =∞.
Proof. By Lemmas 4.38 and 4.8, u1 := x12, u2 := x13
2
2, u3 := x3
2
3 are non-
zero elements of K1. Moreover they are linearly independent since u2 has
degree 3, u1, u3 have degree 2 and
∂2(u1) = 2x1, ∂2(u3) = 0, ∂3(u3) = x1.
By direct computation,
δ(u1) = g1g2 ⊗ u1 + 2x1g2 ⊗ x2,
δ(u2) = g
2
1g2 ⊗ u2 + x1g1g2 ⊗ (2x3
2
2 − u1) + 2(x1x3
2
− x3
2
x1)g2 ⊗ x2,
δ(u3) = g1g3 ⊗ u3 + x1g3 ⊗ x3.
Notice that adc x1u2 = 0 by (4.8), and adc x1u1 = adc x1u3 = 0 since x
2
1 = 0.
Thus U = ku1 ⊕ ku2 ⊕ ku3 is a braided vector subspace of K1 of diagonal
type with Dynkin diagram
−q33◦
3
−1
−1
❁❁
❁❁
❁❁
❁❁
−1◦
1 −1
−1◦
2
.
If q33 = −1, then GKdimB(U) = ∞ by Lemma 2.8. If q33 = 1, then
GKdimB(U) = ∞ by Theorem 1.6 since the braiding is of affine type A(1)2 .
In any case, GKdimK =∞. 
5.4.4. The Nichols algebras with finite GKdim, several connected components
in Vdiag. Let V = V1 ⊕ Vdiag be a braided vector space as described in §5.1,
where the braided subspace V1 ≃ V(ǫ, 2) is a block with ǫ2 = 1, while Vdiag
is of diagonal type. We assume that the interaction between V1 and Vdiag is
weak. Let X be the set of connected components of the generalized Dynkin
diagram of Vdiag. If J ∈ X , then we denote by DJ its generalized Dynkin
diagram and by GJ its ghost, see the paragraph after (5.3). Then we denote
V = L((DJ)J∈X , (GJ )j∈X ).
Notice that given a finite set X and collections (DJ )J∈X of generalized
Dynkin diagrams and (GJ )j∈X of appropriate vectors, then there is a unique
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braided vector space V = L((DJ )J∈X , (GJ )j∈X ). We assume in this § that
for every J ∈ X :
◦ If GJ 6= 0, then (DJ ,GJ ) (or the corresponding abbreviation) belongs either
to Table 5 or to Table 7. In this case, we denote by RJ the defining
relations of B(L(DJ ,GJ)) as described in those Tables, and by BJ a basis
of B(KJ) as described in the previous Subsections.
◦ If GJ = 0, then GKdimB(VJ) < ∞. In this case, we denote by RJ a set
of defining relations of B(VJ) and by BJ a basis of B(VJ). (If Conjecture
1.5 is valid, then these relations are known from [An2]).
Let B0 be a basis of B(V1) as described in Propositions 3.4, 3.5. We fix
an order of the elements of X : J1, . . . , J|X |.
Our goal is to describe a presentation of B(V ) = B(L((DJ)J∈X , (GJ )j∈X )).
We follow the same path as in previous related subsections.
Lemma 5.43. Assume that the interaction is weak and that G is discrete.
Let i, j ≥ 2 be such that qijqji = 1. Then
zi,mxj = q
m
1jqij xjzi,m 0 ≤ m ≤ 2|ai|.(5.91)
Proof. By Lemma 5.4, K1 is a braided vector space of diagonal type with
matrix (pks,ℓt). As pim,j0pj0,im = qijqji = 1, the corresponding elements zi,m
and xj satisfy adc zi,mxj = 0. 
Lemma 5.44. Assume that the interaction is weak and that G is discrete.
Let i, j ≥ 2 be such that qijqji = 1, Gi ≤ Gj and B a quotient algebra of T (V )
such that (5.91) and zi,2|ai|+1 = zj,2|aj |+1 = 0 hold in B. Then
zi,mzj,n = pim,jn zj,nzi,m for all m,n ∈ N0.(5.92)
Proof. By induction on n. For n = 0, if m ≤ 2|ai|, then (5.92) holds by
(5.91), while if m > 2|ai| then zi,m = 0 since zi,2|ai|+1 = 0.
Assume that (5.92) holds for a fixed n and all m ∈ N0. By direct compu-
tation and inductive hypothesis,
0 = adc x3
2
[zi,m, zj,n]c =
[
adc x3
2
zi,m, zj,n
]
c
+ ǫmq1izi,m adc x3
2
(zj,n)
− ǫmnqm1jqni1qij adc x3
2
(zj,n)zi,m
= [zi,m+1, zj,n]c + ǫ
mq1i
(
zi,mzj,n+1 − ǫm(n+1)qm1jqn+1i1 qijzj,n+1zi,m
)
= ǫmq1i [zi,m, zj,n+1]c ,
so (5.92) holds for n+ 1 and all m ∈ N0. 
Proposition 5.45. The algebra B(V ) is presented by generators xi, i ∈ I†θ,
and relations RJ , J ∈ X ,
zi,mxj = q
m
1jqij xjzi,m i, j not connected, Gi ≤ Gj , 0 ≤ m ≤ 2|ai|.(5.93)
The set B =
{
b0b1 · · · b|X | : b0 ∈ B0, bi ∈ BJi
}
is a basis of B(V ) and
GKdimB(V ) = 2 +∑J∈X GKdimB(KJ).
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Proof. We first prove that B is a basis of B := B(V ): it follows since B ≃
K#B(V1), see §5.2.1, and K ≃ B(K1) ≃ ⊗J∈XB(KJ) by Corollary 5.5.
Then GKdimB = 2+∑J∈X GKdimB(KJ) by computing the Hilbert series.
Relations RJ and (5.93) hold in B by previous Subsections and Lemma
5.43. Hence the quotient B˜ of T (V ) by these relations projects onto B.
We claim that the subspace I spanned by B is a left ideal of B˜. Indeed,
x1I ⊆ I, x3
2
I ⊆ I since x1b0, x3
2
b0 belongs to the subspace spanned by B0.
Let i ≥ 2, b0 ∈ B0, bj ∈ BJj . Then i ∈ Jk for some k. If Gk 6= 0, then
xib0 ∈
∑
b′0∈B0
2|ai|∑
n=0
k b′0zi,n, using the relations in Rk.
If Gk = 0, then kxib0 = kb0xi. In any case,
xib0b1 . . . b|X | ∈
∑
b′0∈B0
2|ai|∑
n=0
k b′0zi,nb1 . . . b|X |
=
∑
b′0∈B0
2|ai|∑
n=0
k b′0b1 . . . bk−1zi,nbkbk+1 . . . b|X |
⊆
∑
b′0∈B0
∑
b′
k
∈Bk
k b′0b1 . . . bk−1b
′
kbk+1 . . . b|X | ⊆ I
by Lemma 5.44 and the relations in Rk. Thus xiI ⊆ I for all i ∈ I†θ. Since
1 ∈ I, B˜ is spanned by B. Thus B˜ ≃ B since B is a basis of B. 
6. Two blocks
6.1. The setting. Let I‡j = {j, j + 12}, I‡ = I‡1 ∪ I‡2 = {1, 32 , 2, 52}. Let gi ∈ Γ,
χi ∈ Γ̂ and ηi : Γ → k a (χi, χi)-derivation, i ∈ I2. Let Vgi(χi, ηi) ∈ kΓkΓYD
be the indecomposable with basis (xh)h∈I‡i
and action given by (3.1). Let
V = V1 ⊕ V2, where Vi = Vgi(χi, ηi), i ∈ I2.
Thus (xh)h∈I‡ is a basis of V . Let
qij = χj(gi), aij = q
−1
ij ηj(gi), i, j ∈ Iθ.
We suppose that V is neither of diagonal type nor of the form 1 block & 2
points, hence aii 6= 0, i ∈ I2; we may assume that ηi(gi) = 1 by normalizing
xi. If i ∈ I2, then set Gi =
{
−2aji, qii = 1,
aji, qii = −1
where j 6= i. The ghost is
G = (G1,G2). Thus G1 is the ghost of the braiding of the block 1 with the
point 2, and vice versa for G2.
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We seek to know when GKdimB(V ) <∞. Since B(Vi⊕ kχjgj ) →֒ B(V ) for
i 6= j ∈ I2, we may apply the results from §5, 6 and assume that
q2ii = 1 hence aii = qii =: ǫi, q12q21 ∈ {±1}, G ∈ N20.(6.1)
Here is the main result of this Section.
Theorem 6.1. The following are equivalent:
(1) GKdimB(V ) <∞.
(2) c2|V1⊗V2 = id.
From what we have already explained, c2|V1⊗V2 = id implies that
GKdimB(V ) = GKdimB(V1) + GKdimB(V2) = 4.
So, let us assume that c2|V1⊗V2 6= id. Again, we can codify the situation in
the language of braided vector spaces. With the previous conventions, the
braiding is given in the basis (xi)i∈I‡ by (c(xi ⊗ xj))i,j∈I‡ =

ǫ1x1 ⊗ x1 (ǫ1x3
2
+ x1)⊗ x1 q12x2 ⊗ x1 q12(x5
2
+ a12x2)⊗ x1
ǫ1x1 ⊗ x3
2
(ǫ1x3
2
+ x1)⊗ x3
2
q12x2 ⊗ x3
2
q12(x5
2
+ a12x2)⊗ x3
2
q21x1 ⊗ x2 q21(x3
2
+ a21x1)⊗ x2 ǫ2x2 ⊗ x2 (ǫ2x5
2
+ x2)⊗ x2
q21x1 ⊗ x5
2
q21(x3
2
+ a21x1)⊗ x5
2
ǫ2x2 ⊗ x5
2
(ǫ2x5
2
+ x2)⊗ x5
2
 .
(6.2)
Conversely, given a braided vector space with a braiding (6.2) we may
define principal realizations over abelian groups.
Here is our first reduction:
Lemma 6.2. If q12q21 = −1, then GKdimB(V ) =∞.
Proof. From the hypothesis, we conclude that q11 = q22 = −1. Consider the
filtration given by the natural order of I‡. Then grV is of diagonal type,
actually of affine Cartan type, hence Theorem 1.6 applies. 
Therefore we may assume that q12q21 = 1 and consequently G 6= 0. There
are three alternatives:
ǫ1 = ǫ2 = 1, ǫ1 = −ǫ2 = 1, ǫ1 = ǫ2 = −1.
We dispose of the first two alternatives in §6.2 and the third in §6.3, see
Lemmas 6.4, 6.6 and 6.9. Altogether these give a proof of Theorem 6.1.
Before starting, a bit of notation. As in §4, let K = B(V )coB(V1); again
B(V ) ≃ K#B(V1); K ≃ B(K1) and K1 = adc B(V1)(V2) ∈ B(V1)#kΓB(V1)#kΓYD,
with the coaction (4.6) and the adjoint action. We shall use as customary
the derivations ∂i, i ∈ I‡. The next observation will be used often:
Remark 6.3. If i ∈ I‡ and ∂i(x) = 0, then ∂i(adc xix) = 0.
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6.2. ǫ1 = 1. Here we deal with the alternatives ǫ1 = 1 and ǫ2 = ±1. We
distinguish the cases when either G2 = 0, G1 ≥ 1, see Lemma 6.4; or else
G2 ≥ 1, G1 ≥ 0, see Lemma 6.6. In both situations, we introduce for all
n,m ∈ N0, the following elements of K1:
zn = (adc x3
2
)nx2, шm,n = (adc x1)
m(adc x3
2
)nx5
2
, wn = ш0,n.(6.3)
The definition of zn is consistent with (4.7). By definition, (4.8), and (4.13),
adc x1zn = 0, ∂5
2
(zn) = 0, n ∈ N0.(6.4)
Also ∂2(zn) 6= 0 ⇐⇒ 0 ≤ n ≤ G1 and the family (zn)0≤n≤G1 is linearly
independent, by Remark 4.10.
By (3.5) x3
2
xn1 = x
n
1x3
2
− n2xn+11 , for all n ∈ N. Thus
adc x1шm,n = шm+1,n, adc x3
2
шm,n = шm,n+1 − m
2
шm+1,n,(6.5)
Thus the zn’s and the шm,n’s generate K
1.
Case 1. G2 = 0, G1 ≥ 1.
Lemma 6.4. If ǫ1 = 1, G2 = 0 and G1 ≥ 1, then GKdimB(V ) =∞.
We need some preliminaries before the proof of Lemma 6.4.
Lemma 6.5. (a) If m > 0, then шm,n = 0. Hence
adc x1(wn) = 0, ∀n ∈ N0.(6.6)
(b) Let ̟m = (−1)m
∏
0≤k≤m−1(a21 +
k
2 ). We have for all n ∈ N0
∂1(wn) = ∂2(wn) = ∂3
2
(wn) = 0; ∂5
2
(wn) = ̟nx
n
1 ;(6.7)
g1 · wn = q12wn, g2 · wn = qn21(ǫ2wn + zn).(6.8)
(c) The elements (zn)0≤n≤G1 and (wn)0≤n≤G1 form a basis of K
1.
Proof. (a): By induction on n. Clearly, if шm,n = 0, then шm′,n = 0 for all
m′ ≥ m. Now ш1,0 = adc(x1)x5
2
= 0 because B(V2 ⊕ kx1) ≃ B(V2)⊗B(kx1).
The recursive step follows because шm,n+1 = adc x3
2
шm,n+
m
2 шm+1,n by (6.5).
Now (6.6) follows from this and (6.5). (b): By definition, ∂1(wn) = ∂2(wn) =
0; while ∂3
2
(wn) = 0 by definition and Remark 6.3. Now g1 ·w0 = q12w0 hence
g1 · wn+1 = g1 · (x3
2
wn − q12wnx3
2
) = (x3
2
+ x1)q12wn − q212wn(x3
2
+ x1)
= q12wn+1 + q12(x1wn − q12wnx1) = q12(wn+1 +ш1,n) = q12wn+1;
∂5
2
(wn+1) = ∂5
2
(x3
2
wn − q12wnx3
2
) = x3
2
∂5
2
(wn)− q12∂5
2
(wn)g2 · x3
2
= x3
2
̟nx
n
1 − q12q21̟nxn1 (x3
2
+ a21x1)
= ̟n
(
x3
2
xn1 − xn1x3
2
− a21xn+11
)
(3.5)
= −̟n(n
2
+ a21)x
n+1
1 .
Next we compute g2 · w0 = g2 · x5
2
= ǫ2x5
2
+ x2, while
g2 · wn+1 = g2 · (x3
2
wn − q12wnx3
2
)
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= qn+121
(
(x3
2
+ a21x1)(ǫ2wn + zn)− q12(ǫ2wn + zn)(x3
2
+ a21x1)
)
= qn+121
(
ǫ2(x3
2
wn − q12wnx3
2
) + (x3
2
zn − q12znx3
2
)
+a21 (ǫ2(x1wn − q12wnx1) + (x1zn − q12znx1)))
(6.4),(6.6)
= qn+121 (ǫ2wn+1 + zn+1)
In the last equality, we use that adc x1wn = x1wn − q12wnx1, by the last
identity in (6.7). (c): first, (zn)0≤n≤G1 and (wn)0≤n generate K
1 by (a).
Second, wn 6= 0 ⇐⇒ 0 ≤ n ≤ G1 by (b). Finally, since gr zn = grwn =
n + 1, it suffices to prove that {zn, wn} for a fixed 0 ≤ n ≤ G1 are linearly
independent, what follows applying ∂2 and ∂5
2
. 
Proof of Lemma 6.4. By Lemma 4.11, the coaction (4.6) on zn and wn,
0 ≤ n ≤ G1, is given by (4.17), that read in the present context as follows:
δ(zn) =
n∑
k=0
νk,n x
n−k
1 g
k
1g2 ⊗ zk, δ(wn) =
n∑
k=0
νk,n x
n−k
1 g
k
1g2 ⊗ wk.(6.9)
Let pij = q
i
12q
j
21ǫ2, 0 ≤ i, j ≤ G1. The braided vector space K1 has
braiding
c(zi ⊗ zj) = pijzj ⊗ zi, c(zi ⊗wj) = pij(wj + ǫ2zj)⊗ zi,
c(wi ⊗ zj) = pijzj ⊗ wi, c(wi ⊗wj) = pij(wj + ǫ2zj)⊗ wi.
Then the braided vector subspace W = W1 ⊕W2, where W1 = 〈z0, w0〉 and
W2 = 〈z1〉, has braiding in the ordered basis z0, w0, z1 given by ǫ2z0 ⊗ z0 (ǫ2w0 + z0)⊗ z0 p01z1 ⊗ z0ǫ2z0 ⊗ w0 (ǫ2w0 + z0)⊗ w0 p01z1 ⊗ w0
p10z0 ⊗ z1 p10(w0 + ǫ2z0)⊗ z1 ǫ2z1 ⊗ z1
 .(6.10)
That is, W1 is an ǫ2-block, W2 is a point with label ǫ2, the interaction is
weak and a = ǫ2, cf. (4.1); thus G =
{
−2, ǫ2 = 1,
−1, ǫ2 = −1
is negative. Hence
GKdimB(W ) =∞ by Lemma 4.9. 
Case 2. G2 ≥ 1, G1 ≥ 0.
Lemma 6.6. If ǫ1 = 1, G2 ≥ 1 and G1 ≥ 0, then GKdimB(V ) =∞.
We need some preliminaries before the proof of Lemma 6.6. Let (µn)
be the scalars defined in (4.11), with a21 in the place of a, and let κn =
(−1)n∏n−1i=0 ( i2 + a21
)
, n ∈ N0. It is easy to see that
κn =
(−1)k
2k
µn, where k = ⌊n
2
⌋.(6.11)
Then (4.14) says in the present context that ∂2(zn) = κnx
n
1 .
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Lemma 6.7. (a) If m > 1, then шm,n = 0. Hence for all n ∈ N0
adc x1(ш1,n) = 0,(6.12)
ш1,n+1 = [x3
2
,ш1,n]c.(6.13)
(b) We have for all n ∈ N0
g1 ·ш1,n = q12ш1,n, g2 ·ш1,n = qn+121 ǫ2ш1,n;(6.14)
∂1(ш1,n) = ∂3
2
(ш1,n) = ∂5
2
(ш1,n) = 0;(6.15)
∂2(ш1,n) =
a12κn+1
a21
xn+11 .(6.16)
In particular, if G1 = 0, then ш1,n 6= 0 for every n ∈ N0.
(c) For every n ∈ N0, ∂1(wn) = ∂3
2
(wn) = 0,
g1 · wn = q12(wn + a12zn + nш1,n−1),(6.17)
g2 · wn = qn21(ǫ2wn + zn + na21ǫ2ш1,n−1),(6.18)
∂2(wn) =
a12nκn
a21
xn−11 (x3
2
+ a21x1),(6.19)
∂5
2
(wn) = κnx
n
1 .(6.20)
(d) Assume that G1 > 0. The elements (zn)0≤n≤G1 , (wn)0≤n≤G1 and
(ш1,n)0≤n≤G1−1 form a basis of K
1.
Proof. To start with (a), ∂1(ш1,0) = ∂3
2
(ш1,0) = ∂5
2
(ш1,0) = 0, while
∂2(ш1,0) = −a12x1, g1 ·ш1,0 = q12ш1,0, g2 ·ш1,0 = q21ǫ2ш1,0.(6.21)
Indeed,
∂2(ш1,0) = ∂2(x1x5
2
− q12(x5
2
+ a12x2)x1) = −q12a12∂2(x2x1) = −a12x1;
g1 ·ш1,0 = q12
(
x1(x5
2
+ a12x2)− q12(x5
2
+ 2a12x2)x1
)
= q12 (ш1,0 + a12(x1x2 − q12x2x1)) = q12ш1,0;
g2 ·ш1,0 = q21
(
x1(ǫ2x5
2
+ x2)− q12(ǫ2x5
2
+ (1 + a12ǫ2)x2)x1
)
= q21 (ǫ2ш1,0 + x1x2 − q12x2x1) = q21ǫ2ш1,0.
However, ш2,0 = 0: clearly ∂1(ш2,0) = ∂3
2
(ш2,0) = ∂5
2
(ш2,0) = 0, while
∂2(ш2,0) = ∂2(x1ш1,0 − q12ш1,0x1) = −a12x21 + q12a12x1q21x1 = 0.
Hence шm,0 = 0 for every m ≥ 2 by definition, and (a) holds by (6.5).
From this, again by (6.5), we get (6.13). Next we prove (6.14). Arguing
recursively, since
ш1,n+1 = x3
2
ш1,n − q12ш1,nx3
2
(6.22)
and ш2,n = x1ш1,n − q12ш1,nx1 by the inductive hypothesis, we have
g1 ·ш1,n+1 = q12
(
(x3
2
+ x1)ш1,n − q12ш1,n(x3
2
+ x1)
)
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= q12 (ш1,n+1 +ш2,n) = q12ш1,n+1;
g2 ·ш1,n+1 = qn+121 ǫ2
(
(x3
2
+ a21x1)ш1,n − q12ш1,n(x3
2
+ a21x1)
)
= qn+121 ǫ2 (ш1,n+1 + a21ш2,n) = q
n+1
21 ǫ2ш1,n+1.
Now (6.15) follows at once; while (6.16) for n = 0 is just (6.21). If (6.16)
holds for n, then
∂2(ш1,n+1) = ∂2(x3
2
ш1,n − q12ш1,nx3
2
)
=
a12κn+1
a21
(
x3
2
xn+1 − xn+1(x3
2
+ a21x1)
)
(3.5)
=
a12κn+1
a21
(
−n+ 1
2
xn+21 − a21xn+21
)
=
a12κn+2
a21
xn+21 .
Then the last statement in (b) follows. To start with (c), observe that
∂1(w1) = ∂3
2
(w1) = 0, and a fortiori ∂1(wn) = ∂3
2
(wn) = 0 recursively, while
g1 · w1 = q12(w1 + a12z1 +ш1,0), g2 · w1 = q21(ǫ2w1 + z1 + a21ǫ2ш1,0);
∂2(w1) = −a12(x3
2
+ a21x1), ∂5
2
(w1) = −a21x1.
Indeed,
g1 · w1 = q12
(
(x3
2
+ x1)(x5
2
+ a12x2)− q12(x5
2
+ 2a12x2)(x3
2
+ x1)
)
= q12 (w1 + a12(x1x2 − q12x2x1) + a12z1 +ш1,0) ;
g2 · w1 = q21
(
(x3
2
+ a21x1)(ǫ2x5
2
+ x2)
− q12(ǫ2x5
2
+ (1 + a12ǫ2)x2)(x3
2
+ a21x1)
)
= q21 (ǫ2w1 + a21(x1x2 − q12x2x1) + z1 + a21ǫ2ш1,0) ;
also,
∂2(w1) = ∂2(x3
2
x5
2
− q12(x5
2
+ a12x2)x3
2
) = −q12a12∂2(x2x3
2
)
= −a12(x3
2
+ a21x1);
∂5
2
(w1) = ∂5
2
(x3
2
x5
2
− q12x5
2
x3
2
) = x3
2
− q12q21(x3
2
+ a21x1).
Next, assume that (6.17) holds for n. Then
wn+1 = x3
2
wn − q12(wn + a12zn + nш1,n−1)x3
2
.
We compute
g1 · wn+1 = g1 ·
(
x3
2
wn − q12(wn + a12zn + nш1,n−1)x3
2
)
= q12
(
(x3
2
+ x1)(wn + a12zn + nш1,n−1)
−q12(wn + 2a12zn + 2nш1,n−1)(x3
2
+ x1)
)
= q12
(
wn+1 + a12zn+1 + n(x3
2
− q12ш1,n−1x3
2
) + x1wn − q12wnx1
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+ a12(x1zn − q12znx1) + n(x1ш1,n−1 − q12ш1,n−1x1)
)
,
and (6.17) follows because [x1, zn]c = 0 = ш2,n. Similarly,
g2 · wn+1 = g2 ·
(
x3
2
wn − q12(wn + a12zn + nш1,n−1)x3
2
)
= qn+121
(
(x3
2
+ a21x1)(ǫ2wn + zn + na21ǫ2ш1,n−1)
−q12(ǫ2wn + zn + na21ǫ2ш1,n−1 + a12ǫ2zn + nǫ2ш1,n−1)(x3
2
+ a21x1)
)
= qn+121
(
ǫ2wn+1 + zn+1 + (n+ 1)a21ǫ2ш1,n + a21[x1, zn]c + na
2
21ǫ2ш2,n−1
)
,
and (6.18) follows because [x1, zn]c = 0 = ш2,n−1. We check (6.19) for n = 2:
∂2(w2) = ∂2(x3
2
w1 − q12(w1 + a12z1 +ш1,0)x3
2
)
= x3
2
∂2(w1)− ∂2(w1 + a12z1 +ш1,0)(x3
2
+ a21x1) = −a12x3
2
(x3
2
+ a21x1)
−
(
−a12(x3
2
+ a21x1)− a12a21x1 − a12x1
)
(x3
2
+ a21x1)
= a12
(
−x3
2
+ x3
2
+ (2a21 + 1)x1
)
(x3
2
+ a21x1)
as claimed. Set Pn =
nκn
a21
. If (6.19) holds for n, then
∂2(wn+1) = a12Pnx3
2
xn−11 (x3
2
+ a21x1)
−
(
a12Pnx
n−1
1 (x3
2
+ a21x1) + a12κnx
n
1 + n
a12κn
a21
xn1
)
(x3
2
+ a21x1)
= −a12
(
Pn(
n−1
2 + a21) + κn +
nκn
a21
)
xn1 (x3
2
+ a21x1)
= −a12κn
a21
(
n(n−12 + a21) + a21 + n
)
xn1 (x3
2
+ a21x1)
= a12Pn+1x
n
1 (x3
2
+ a21x1).
Next we deal with (6.20); the case n = 1 was already settled. If (6.20)
holds for n, then
∂5
2
(wn+1)
♥
= ∂5
2
(x3
2
wn − q12wnx3
2
)
= κn
(
x3
2
xn − xn(x3
2
+ a21x1)
)
(3.5)
= κn
(
−n
2
xn+11 − a21xn+11
)
= κn+1x
n+1
1 ;
here ♥ holds because ∂5
2
(zn) = ∂5
2
(ш1,n−1) = 0. Hence (c) is proved.
For (d), notice that zG1+1 = wG1+1 = шG1 = 0 since κG1+1 = 0. Thus
(zn)0≤n≤G1 , (wn)0≤n≤G1 and (ш1,n)0≤n≤G1−1 span the vector space K
1. To
prove that these elements are linearly independent, it suffices to consider
elements of the same degree, zn, wn and ш1,n−1. We use now ∂2, ∂5
2
and
that κn 6= 0 for n ≤ G1. 
96 ANDRUSKIEWITSCH; ANGIONO; HECKENBERGER
We now compute the coaction (4.6) given by δ = (πB(V1)#kΓ⊗id)∆B(V )#kΓ.
By Lemma 4.11, this is given by (6.9) on zn, 0 ≤ n ≤ G1.
Lemma 6.8. The coaction (4.6) of K1 ∈ B(V1)#kΓB(V1)#kΓYD is determined by (6.9),
δ(ш1,n) =
n∑
h=0
Ah,n x
n−h
1 g
h+1
1 g2 ⊗ш1,h − a12Bh,n xn+1−h1 gh1g2 ⊗ zh,(6.23)
δ(wn) = g
n
1 g2 ⊗ wn +
n−1∑
j=0
aj ⊗ wj +
n−1∑
j=0
bj ⊗ zj +
n−2∑
j=0
cj ⊗ш1,j,(6.24)
where aj ,bj ∈ B(V1)#kΓ have degree n − j, cj ∈ B(V1)#kΓ has degree
n− j − 1, and
Ah,n =
(
n
h
)
κn+1
κh+1
, Bh,n =
(
n
h
)
κn
κh
.(6.25)
Proof. Since ш1,0 = x1x5
2
− q12(x5
2
+ a12x2)x1, we have
δ(ш1,0) = (x1 ⊗ 1 + g1 ⊗ x1)(g2 ⊗ x5
2
)− q12(g2 ⊗ x5
2
)(x1 ⊗ 1 + g1 ⊗ x1)
− q12a12(g2 ⊗ x2)(x1 ⊗ 1 + g1 ⊗ x1) = x1g2 ⊗ x5
2
+ g1g2 ⊗ x1x5
2
− q12
(
g2x1 ⊗ x5
2
+ g2g1 ⊗ x5
2
x1 + a12g2x1 ⊗ x2 + a12g1g2 ⊗ x2x1
)
= g1g2 ⊗ш1,0 − a12x1g2 ⊗ z0.
Hence A0,0 = 1 = B0,0. Now we assume that (6.23) holds for n; hence
δ(ш1,n+1)
(6.22)
= (x3
2
⊗ 1 + g1 ⊗ x3
2
)
×
n∑
h=0
(
Ah,n x
n−h
1 g
h+1
1 g2 ⊗ш1,h − a12Bh,n xn+1−h1 gh1g2 ⊗ zh
)
− q12
n∑
h=0
(
Ah,n x
n−h
1 g
h+1
1 g2 ⊗ш1,h − a12Bh,n xn+1−h1 gh1 g2 ⊗ zh
)
× (x3
2
⊗ 1 + g1 ⊗ x3
2
) = I + II + III + IV + V + V I + V II + V III,
where
I =
n∑
h=0
Ah,n x3
2
xn−h1 g
h+1
1 g2 ⊗ш1,h,
II =
n∑
h=0
Ah,n g1x
n−h
1 g
h+1
1 g2 ⊗ x3
2
ш1,h,
III = −a12
n∑
h=0
Bh,n x3
2
xn+1−h1 g
h
1 g2 ⊗ zh,
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IV = −a12
n∑
h=0
Bh,n g1x
n+1−h
1 g
h
1g2 ⊗ x3
2
zh,
V = −q12
n∑
h=0
Ah,n x
n−h
1 g
h+1
1 g2x3
2
⊗ш1,h,
V I = −q12
n∑
h=0
Ah,n x
n−h
1 g
h+2
1 g2 ⊗ш1,hx3
2
,
V II = a12q12
n∑
h=0
Bh,n x
n+1−h
1 g
h
1g2x3
2
⊗ zh,
V III = a12q12
n∑
h=0
Bh,n x
n+1−h
1 g
h+1
1 g2 ⊗ zhx3
2
.
Then by a direct computation using (3.5), we have
I + V = −
n∑
h=0
Ah,n(a21 +
n+h+2
2 )x
n+1−h
1 g
h+1
1 g2 ⊗ш1,h;
II + V I =
n∑
h=0
Ah,n x
n−h
1 g
h+2
1 g2 ⊗ш1,h+1;
III + V II = a12
n∑
h=0
Bh,n(a21 +
n+h+1
2 )x
n+2−h
1 g
h
1 g2 ⊗ zh;
IV + V III = −a12
n∑
h=0
Bh,n x
n+1−h
1 g
h+1
1 g2 ⊗ zh+1.
Hence
I + V + II + V I =
n+1∑
h=0
Ah,n+1 x
n+1−h
1 g
h+1
1 g2 ⊗ш1,h,
III + V II + IV + V III =
n+1∑
h=0
Bh,n+1 x
n+2−h
1 g
h
1g2 ⊗ zh,
where An+1,n+1 = An,n, Bn+1,n+1 = Bn,n
Ah,n+1 = Ah−1,n −Ah,n(a21 + n+h+22 ), A0,n+1 = −A0,n(a21 + n+22 );(6.26)
Bh,n+1 = Bh−1,n −Bh,n(a21 + n+h+12 ), B0,n+1 = −B0,n(a21 + n+12 ).(6.27)
From A0,0 = 1 = B0,0, (6.26) and (6.27), (6.25) follows by induction.
For (6.24), note that δ(wn) ∈ B(V1)#kΓ⊗K1. As (zn)0≤n≤G1 , (wn)0≤n≤G1
and (ш1,n)0≤n≤G1−1 form a basis of K
1 by Lemma 6.7 and δ is a graded map,
δ(wn) =
n∑
j=0
aj ⊗ wj +
n∑
j=0
bj ⊗ zj +
n−1∑
j=0
cj ⊗ш1,j ,
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for some aj ,bj ∈ B(V1)#kΓ of degree n − j and cj ∈ B(V1)#kΓ of degree
n− j − 1. It remains to prove that an = gn1 g2, bn = cn−1 = 0, which follows
by induction. 
Proof of Lemma 6.6. Set N = G1 = −2a21. If x ∈ {wN , zN ,ш1,N−1}, then
c(x⊗wN ) = gN1 g2 · wN ⊗ x = qN21gN1 · (ǫ2wN + zN +Na21ǫ2ш1,N−1)⊗ x
= qN12q
N
21(ǫ2wN + (1 + ǫ2Na12)zN +N(N + a21ǫ2)ш1,N−1)⊗ x
= (ǫ2wN + (1− 2ǫ2a21a12)zN − 2a221(ǫ2 − 2)ш1,N−1)⊗ x,
c(x⊗zN ) = gN1 g2 · zN ⊗ x = qN12qN21ǫ2zN ⊗ x = ǫ2zN ⊗ x,
c(x⊗ш1,N−1) = gN1 g2 ·ш1,N−1 ⊗ x = ǫ2ш1,N−1 ⊗ x.
by Lemmas 6.7 and 6.8. Set yN = (1− 2ǫ2a21a12)zN − 2a221(ǫ2 − 2)ш1,N−1.
Then W = 〈yN , wN , zN 〉 is a 3-dimensional braided vector subspace of K1,
with braiding in the ordered basis yN , wN , zN given byǫ2yN ⊗ yN (ǫ2wN + yN )⊗ yN ǫ2zN ⊗ yNǫ2yN ⊗ wN (ǫ2wN + yN )⊗wN ǫ2zN ⊗ wN
ǫ2yN ⊗ zN ǫ2(wN + ǫ2yN )⊗ zN ǫ2zN ⊗ zN
 .(6.28)
Hence W = W1 ⊕ W2, where W1 = 〈yN , wN 〉 and W2 = 〈zN 〉, W1 is an
ǫ2-block, W2 is a point with label ǫ2, the interaction is weak and a = ǫ2,
cf. (4.1); thus G =
{
−2, ǫ2 = 1,
−1, ǫ2 = −1
is negative, and GKdimB(W ) = ∞ by
Lemma 4.9. 
6.3. ǫ1 = ǫ2 = −1.
Lemma 6.9. If ǫ1 = ǫ2 = −1, then GKdimB(V ) =∞.
We consider again the scalars (µn) defined in (4.11), with a21 in the place
of a. As in Remark 4.13, set y2k = x
k
3
2
1
, y2k+1 = x1x
k
3
2
1
, k ∈ N0. Then
µn+1yn+1 = µn
(
x3
2
yn − (−1)nyn(x3
2
+ a21x1)
)
for all n ∈ N0.(6.29)
It follows by the proof of Lemma 4.8.
We introduce for all n,m ∈ N0 and a ∈ Z/2, the following elements of K1:
zn = (adc x3
2
)nx2, щa,m,n = (adc x1)
a(adc x3
2
1)
m(adc x3
2
)nx5
2
.(6.30)
The definition of zn is consistent with (4.7), hence (6.4) holds and the fam-
ily (zn)0≤n≤G1 is linearly independent. Moreover (4.14) says in the present
context that ∂2(zn) = µnyn. We pick some of the щa,m,n’s:
wn := щ0,0,n, жn := щ1,0,n−1, юn := щ0,1,n−1.(6.31)
By (3.8) and (3.10), x3
2
x3
2
1 = x3
2
1x3
2
+x1x3
2
1 and x3
2
1x1 = x1x3
2
x1 = x1x3
2
1.
By (4.9), x3
2
xn3
2
1
= xn3
2
1
x3
2
+ nx1x
n
3
2
1
. Thus
adc x1щa,m,n = щa+1,m,n, adc x3
2
щ0,m,n = щ0,m,n+1 + nщ1,m,n,(6.32)
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adc x3
2
1щa,m,n = щa,m+1,n, adc x3
2
щ1,m,n = щ0,m+1,n −щ1,m,n+1.(6.33)
Thus the zn’s and the щa,m,n’s generate K
1.
Lemma 6.10. (a) If a+m > 1, then щa,m,n = 0. Hence for all n ∈ N,
adc x3
2
(жn) = юn −жn+1, adc x3
2
(юn) = юn+1.(6.34)
(b) We have for all n ∈ N, юn = 2жn+1. Hence,
adc x1(wn) = жn+1, adc x1(жn) = 0;(6.35)
adc x3
2
(wn) = wn+1, adc x3
2
(жn) = жn+1.(6.36)
(c) We have for all n ∈ N0
g1 ·жn = (−1)nq12жn, g2 ·жn = −qn21жn;(6.37)
∂1(жn) = ∂3
2
(жn) = ∂5
2
(жn) = 0;(6.38)
∂2(жn) =
a12µn
a21
yn.(6.39)
In particular, if G1 = 0, then жn 6= 0 for every n ∈ N0.
(d) For every n ∈ N0, ∂1(wn) = ∂3
2
(wn) = 0,
g1 · wn = (−1)nq12(wn + a12zn − nжn),(6.40)
g2 · wn = −qn21(wn − zn + na21жn),(6.41)
∂2(wn) =
a12nµn
a21
yn−1(x3
2
+ a21x1),(6.42)
∂5
2
(wn) = µn yn.(6.43)
(e) Assume that G1 > 0. The elements (zn)0≤n≤2G1 , (wn)0≤n≤2G1 and
(жn)1≤n≤2G1 form a basis of K
1.
Proof. To start with (a), we notice that
(adc x3
2
1)x = x3
2
1x− x1(g1 · x)x1 − (g21 · x)x3
2
1, x ∈ B(V ).(6.44)
Hence,
щ0,1,0 = x3
2
1x5
2
− q12x1x5
2
x1 − q212(x5
2
+ 2a12x2)x3
2
1.
As ∂1(x3
2
1) = x1, ∂3
2
(x3
2
1) = ∂2(x3
2
1) = ∂5
2
(x3
2
1) = 0, we have ∂3
2
(щ0,1,0) = 0,
∂1(щ0,1,0) = x1(g1 · x5
2
)− q12g1 · (x5
2
x1)− q12x1x5
2
− q212(x5
2
+ 2a12x2)x1 = 0;
∂2(щ0,1,0) = −2a12q212q221x3
2
1 = −2a12x3
2
1;
∂3
2
(щ0,1,0) = x3
2
1 − q12q21x21 − q212q221x3
2
1 = 0.
By direct computation, g1 ·щ0,1,0 = q12щ0,1,0. Hence,
щ1,1,0 = x1щ0,1,0 − q12щ0,1,0x1.
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Thus ∂i(щ1,1,0) = 0 for all i ∈ I‡, so щ1,1,0 = 0. Now,
щ0,2,0 = x3
2
1щ0,1,0 − q12x1щ0,1,0x1 − q212щ0,1,0x3
2
1.
Hence ∂i(щ0,2,0) = 0 for i =
3
2 ,
5
2 . Also,
∂1(щ0,1,0) = q12x1щ0,1,0 + q
2
12щ0,1,0x1 − q12x1щ0,1,0 − q212щ0,1,0x1 = 0;
∂2(щ0,1,0) = −2a12x23
2
1
− x1x3
2
1x1 + 2a12x
2
3
2
1
= 0.
Thus щ0,2,0 = 0. We claim that щ1,1,n = щ0,2,n = 0 for all n ∈ N0; the case
n = 0 was already settled. If this holds for n, then
0 = adc x3
2
щ1,1,n = щ0,2,n −щ1,1,n+1,
0 = adc x3
2
щ0,2,n = щ0,2,n+1 + nщ1,2,n = щ0,2,n+1 + n adc x3
2
1щ1,1,n,
by (6.32) and (6.33), so щ1,1,n+1 = щ0,2,n+1 = 0.
Finally we prove that щa,m,n = 0 for all m,n ∈ N0, a = 0, 1 such that
a+m > 1 by induction on a+m. The case a+m = 2 was already settled,
and the inductive step follows since by (6.32) and (6.33),
щa+1,m,n = adc x1щa,m,n, щa,m+1,n = adc x3
2
1щa,m,n.
Finally (6.34) is a direct consequence of (6.32) and (6.33).
As ю1 = щ0,1,0, we have already seen that
∂1(ю1) = ∂3
2
(ю1) = ∂5
2
(ю1) = 0, ∂2(ю1) = −2a12x3
2
1.
As ∂1(ж1) = ∂3
2
(ж1) = ∂5
2
(ж1) = 0, ∂2(ж1) = −a12x1, we have
∂1(ж2) = ∂3
2
(ж2) = ∂5
2
(ж2) = 0, ∂2(ж2) = −a12x3
2
1.
Hence ю1 = 2ж2. If юn = 2жn+1, then
юn+1 = adc x3
2
юn = 2adc x3
2
жn+1 = 2 (юn+1 −жn+2)
by (6.34), and we prove the inductive step. Now (6.35) and (6.36) follow by
(6.32) and (6.33) and the previous equality. This ends the proof of (b).
To start with (c),
g1 ·ж1 = g1 · adc x1x5
2
= − adc x1
(
q12(x5
2
+ a12x2)
)
= −q12ж1,
g2 ·ж1 = g2 · adc x1x5
2
= q21 adc x3
2
1
(− x5
2
+ x2)
)
= −q21ж1.
so (6.37) holds for n = 1. If (6.37) holds for n, then
g1 ·жn+1 = g1 · adc x3
2
жn = (−1)nq12 adc(−x3
2
+ x1)жn = (−1)n+1q12жn+1,
g2 ·жn+1 = g2 · adc x3
2
жn = −qn+121 adc(x3
2
+ a21x1)жn = −qn+121 жn+1.
The cases n = 1, 2 of (6.38) were already settled, while the recursive step
follows from (6.36). The cases n = 1, 2 of (6.39) were also settled. If (6.39)
holds for n, then
∂2(жn+1) = ∂2
(
x3
2
жn − (−1)nq12жnx3
2
)
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=
a12µn
a21
(
x3
2
yn − (−1)nyn(x3
2
+ a21x1)
)
(6.29)
=
a12µn+1
a21
yn+1.
Next we prove (d). Note that ∂1(w1) = ∂3
2
(w1) = 0, and a fortiori
∂1(wn) = ∂3
2
(wn) = 0 recursively. Now we compute
g1 · w1 = −q12(w1 + a12z1 −ж1), ∂2(w1) = −a12(x3
2
+ a21x1),
g2 · w1 = −q21(w1 − z1 + a21ж1), ∂5
2
(w1) = −a21x1.
Assume that (6.40) holds for n. Then
g1 · wn+1 = g1 ·
(
adc x3
2
)
wn
= (−1)nq12
(
adc(−x3
2
+ x1)
)
(wn + a12zn − nжn)
= (−1)nq12 (−wn+1 − a12zn+1 + nжn+1
+жn+1 + a12(adc x1)zn − n(adc x1)жn)
= (−1)n+1q12(wn+1 + a12zn+1 − (n+ 1)жn+1
− a12(adc x1)zn + n(adc x1)жn),
and (6.40) follows because (adc x1)zn = (adc x1)жn = 0. Similarly, for (6.41),
g2 · wn+1 = −qn+121
(
adc(x3
2
+ a21x1)
)
(wn − zn + na21жn)
= −qn+121 (wn+1 − zn+1 + na21жn+1
+a21жn+1 − a21(adc x1)zn + na221(adc x1)жn
)
= −qn+121 (wn+1 − zn+1 + (n+ 1)a21жn+1) .
Notice that ∂2(w1) = −a12(x3
2
+ a21x1), so (6.42) holds for n = 1 since
y0 = 1. If (6.42) holds for n, then
∂2(wn+1) = ∂2
(
x3
2
wn − (−1)nq12(wn + a12zn − nжn)x3
2
)
=
a12µn
a21
(
nx3
2
yn−1 − (−1)n
(
n yn−1(x3
2
+ a21x1) + a21yn − n yn
))
× (x3
2
+ a21x1)
(6.29)
=
(n+ 1)a12µn+1
a21
yn(x3
2
+ a21x1).
Now ∂5
2
(w1) = −a21x1, so (6.43) holds for n = 1. If (6.43) holds for n, then
∂5
2
(wn+1) = ∂5
2
(
x3
2
wn − (−1)nq12(wn + a12zn − nжn)x3
2
)
= µn
(
x3
2
yn − (−1)nyn(x3
2
+ a21x1)
)
(6.29)
= µn+1yn+1.
For (e), notice that z2G1+1 = w2G1+1 = ж2G1+1 = 0 since µ2G1+1 = 0.
Thus (zn)0≤n≤2G1 , (wn)0≤n≤2G1 and (жn)1≤n≤2G1 span the vector space K
1.
To prove that these elements are linearly independent, it suffices to consider
elements of the same degree, zn, wn and жn. We use now ∂2, ∂5
2
and that
κn 6= 0 for n ≤ 2G1. 
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We now compute the coaction (4.6) given by δ = (πB(V1)#kΓ⊗id)∆B(V )#kΓ.
By Lemma 4.11, this is given by (6.9) on zn, 0 ≤ n ≤ G1.
Lemma 6.11. The coaction (4.6) of K1 ∈ B(V1)#kΓB(V1)#kΓYD is given by (6.9),
δ(wn) = g
n
1 g2 ⊗ wn +
n−1∑
j=0
aj ⊗ wj +
n−1∑
j=0
bj ⊗ zj +
n−1∑
j=1
cj ⊗жj,(6.45)
δ(жn) = g
n
1 g2 ⊗жn +
n−1∑
j=0
a˜j ⊗ wj +
n−1∑
j=0
b˜j ⊗ zj +
n−1∑
j=1
c˜j ⊗жj,(6.46)
for some aj ,bj , cj , a˜j , b˜j , c˜j ∈ B(V1)#kΓ of degree n− j.
Proof. Analogous to (6.24). Indeed, δ(wn), δ(жn) ∈ B(V1)#kΓ ⊗ K1. As
(zn)0≤n≤G1 , (wn)0≤n≤G1 and (жn)1≤n≤G1 form a basis of K
1 by Lemma 6.10
and δ is a graded map,
δ(wn) =
n∑
j=0
aj ⊗ wj +
n∑
j=0
bj ⊗ zj +
n∑
j=1
cj ⊗жj ,
δ(жn) =
n∑
j=0
a˜j ⊗ wj +
n∑
j=0
b˜j ⊗ zj +
n∑
j=1
c˜j ⊗жj ,
for some aj ,bj , cj , a˜j , b˜j , c˜j ∈ B(V1)#kΓ of degree n− j. We claim that
an = c˜n = g
n
1 g2, bn = cn = a˜n = b˜n = 0.
The proof is direct, by induction on n. 
Proof of Lemma 6.9. Set N = 2G1 = 2a21. If x ∈ {wN , zN ,жN}, then
c(x⊗ wN ) = gN1 g2 · wN ⊗ x = −qN21gN1 · (wN − zN +Na21жN )⊗ x
= −(−1)NqN12qN21(wN + (Na12 − 1)zN +N(a21 −N)жN )⊗ x
= (−wN + (1− 2a21a12)zN + 2a221жN )⊗ x,
c(x⊗ zN ) = gN1 g2 · zN ⊗ x = −(−1)NqN12qN21zN ⊗ x = −zN ⊗ x,
c(x⊗жN ) = gN1 g2 ·жN ⊗ x = −(−1)NqN12qN21жN ⊗ x = −жN ⊗ x.
by Lemmas 6.10 and 6.11. Set yN = (1 − 2a21a12)zN + 2a221жN . Then
W = 〈yN , wN , zN 〉 is a 3-dimensional braided vector subspace of K1, with
braiding in the ordered basis yN , wN , zN given by−yN ⊗ yN (−wN + yN)⊗ yN −zN ⊗ yN−yN ⊗ wN (−wN + yN )⊗ wN −zN ⊗ wN
−yN ⊗ zN −(wN − yN )⊗ zN −zN ⊗ zN
 .(6.47)
Hence W = W1 ⊕W2, where W1 = 〈yN , wN 〉 and W2 = 〈zN 〉, W1 is an −1-
block, W2 is a point with label −1, the interaction is weak and a = −1, cf.
(4.1); thus G = −1 is negative, and GKdimB(W ) =∞ by Lemma 4.9. 
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7. Several blocks, several points
7.1. Notations. Let t, θ ∈ N, 2 ≤ t < θ. We fix the notation on the braided
vector spaces we will consider in this Section:
I
‡
k = {k, k + 12}, k ∈ It;(7.1)
I‡ = I‡1 ∪ · · · ∪ I‡t ∪ It+1,θ;(7.2)
gi ∈ Γ, χi ∈ Γ̂, i ∈ Iθ;(7.3)
ηk : Γ→ k a (χk, χk)-derivation, ηk(gk) = 1, k ∈ It.(7.4)
For k ∈ It, we set Vk = Vgk(χk, ηk) ∈ kΓkΓYD with basis (xh)h∈I‡
k
and action
γ · xk = χk(γ)xk, γ · xk+ 1
2
= χk(γ)xk+ 1
2
+ ηk(γ)xk, γ ∈ Γ.(7.5)
For i ∈ It+1,θ we set Vi = kχigi . Then we set
V = V1 ⊕ · · · ⊕ Vt ⊕ Vt+1 ⊕ · · · ⊕ Vθ, cij = c|Vi⊗Vj : Vi ⊗ Vj → Vj ⊗ Vi.
(7.6)
Thus (xh)h∈I‡ is a basis of V . Let
qij = χj(gi), i, j ∈ Iθ; aik = q−1ik ηk(gi), k ∈ It, i ∈ Iθ.
We want to know when GKdimB(V ) <∞. Thence, we may assume that
(A) q2kk = 1 hence akk = qkk =: ǫk, k ∈ It, see §3;
(B) qklqlk = 1, akl = 0, k 6= l ∈ It, by §6. Hence
xixj = q⌊i⌋⌊j⌋xjxi, i, j ∈ I‡1 ∪ · · · ∪ I‡t , ⌊i⌋ 6= ⌊j⌋.(7.7)
(C) q˜ik := qikqki = ±1 for all k ∈ It, i ∈ It+1,θ by Lemma 4.6.
(D) Gik ∈ N0 for all k ∈ It, i ∈ It+1,θ by Lemmas 4.9 and 4.30, where
Gik :=
{
−2aik, ǫk = 1,
aik, ǫk = −1.
(E) The corresponding flourished diagram is connected, see §1.3.
7.2. Several blocks, one point. Here we assume that θ = t+ 1. Let
ak := aθ k = q
−1
θ k ηk(gθ), Gk = Gθ k, k ∈ It.
Theorem 7.1. Let V be a braided vector space as in (7.6) with θ = t + 1.
We keep all the assumptions in §7.1. Then the following are equivalent:
(1) GKdimB(V ) <∞.
(2) Gk ∈ N, q˜k θ = 1 for all k ∈ It, and ǫ2θ = 1.
If this happens, then GKdimB(V ) is computed by (7.17).
Assume that GKdimB(V ) < ∞. Then q˜k θ ∈ {±1} by Lemma 4.6. Also
ak ∈ N0 and ǫθ ∈ G2 ∪ G3 by §4. Observe that ak 6= 0; otherwise, the
block k would be disconnected to θ and to all other blocks. Here is our first
reduction:
104 ANDRUSKIEWITSCH; ANGIONO; HECKENBERGER
Lemma 7.2. If there is k ∈ It such that q˜k θ = −1; then GKdimB(V ) =∞.
Proof. It is enough to deal with k = 1. By Theorem 4.1, we may assume
q11 = qθ θ = −1.
Suppose q˜2 θ = −1. Consider the filtration given by the natural order of
I‡. Then grV is of diagonal type, and the Dynkin subdiagram spanned by
I
‡
1 ∪ I‡2 ∪ {θ} is of affine Cartan type D(1)4 , hence Theorem 1.6 applies.
Suppose q˜2 θ = 1. Let K = B(V )coB(V2) and V ′ = ⊕j 6=2Vj. Then
B(V ) ≃ K#B(V2); K ≃ B(K1) and K1 = adc B(V2)(V ′) ∈ B(V2)#kΓB(V2)#kΓYD,
with coaction (4.6) and the adjoint action, cf. §4.1.4. Let z0 = xθ, z1 =
(adc x5
2
)xθ. Notice that z1 6= 0 since a2 6= 0, and x1, x3
2
, z0, z1 are linearly
independent. Let U be the subspace of K1 spanned by x1, x3
2
, z0, z1. As
δ(z0) = g3 ⊗ z0, δ(z1) = g2g3 ⊗ z1 + x2g3 ⊗ z0
and (adc x2)xi = 0, i = 1,
3
2 , U is a braided vector subspace of type 1 block
and 2 points with mild interaction, so GKdimB(U) = ∞ by Lemma 5.32.
Thus GKdimB(V ) =∞. 
By the previous Lemma, we may assume that q˜k θ = 1 for all k ∈ It, i.e.
all blocks have weak interaction with the point θ. Once again, we consider
a suitable decomposition of V , namely V = W ⊕ Vθ where W = ⊕1≤j≤tVj.
Then K = B(V )coB(W ) satisfies
B(V ) ≃ K#B(W ); K ≃ B(K1) and K1 = adc B(W )(Vθ) ∈ B(W )#kΓB(W )#kΓYD.
In order to analyze the braided vector space K1, we introduce the elements
щn := (adc x3
2
)n1 . . . (adc xt+ 1
2
)ntxθ, n = (n1, . . . , nt) ∈ Nt0.(7.8)
Below, (ej)j∈It is the canonical basis of Z
t. Let j ∈ It. As in (3.3), we denote
xj+ 1
2
j = xj+ 1
2
xj − ǫjxjxj+ 1
2
. We define recursively a family (µ
(j)
n )n∈N0 as in
(4.11) for a = aj , ǫ = ǫj , and the following elements, see Remark 4.13:
y
〈n〉
j :=
{
xjx
m
j+ 1
2
j
, n = 2m+ 1 odd;
xm
j+ 1
2
j
, n = 2m even.
(7.9)
We claim that {y〈n〉j xmj+ 1
2
: m,n ∈ N0} is a basis of B(Vj). This is clear when
ǫj = −1; for ǫj = 1, it follows since y〈n〉j = (−1)
k
2k
xnj , k = ⌊n2 ⌋. This basis
allows a unified notation in Proposition 7.7 below.
Lemma 7.3. (a) Let j ∈ It and n = (n1, . . . , nt) ∈ Nt0. Then
adc xj(щn) = adc xj+ 1
2
j(щn) = 0,(7.10)
adc xj+ 1
2
(щn) =
∏
i<j
qniji щn+ej ;(7.11)
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gj ·щn = qj θ
t∏
i=1
qniji щn, gθ ·щn = ǫθ
t∏
i=1
qniθ iщn;(7.12)
∂j(щn) = ∂j+ 1
2
(щn) = 0; ∂θ(щn) =
t∏
j=1
µ(j)nj y
〈n1〉
1 . . . y
〈nt〉
t .(7.13)
(b) Let A := {n ∈ Nt0 : 0 ≤ n ≤ a}, where a = (2|a1|, . . . 2|at|). The
elements (щn)n∈A form a basis of K
1.
If k,n ∈ Nt0, then k ≤ n means 0 ≤ kj ≤ nj for all j ∈ It.
Proof. For (7.10), we use (7.7) and (4.8):
(7.14) adc xj(щn) =
∏
i<j
qniji
∏
i>j
q
ni(nj+1)
ji(
adc x
n1
3
2
. . . x
nj−1
j− 1
2
x
nj+1
j+ 3
2
. . . xnt
t+ 1
2
)
(adc xj)(adc xj+ 1
2
)njxθ = 0;
the other equality follows analogously, and (7.11) is a consequence of (7.7).
For the first equality in (7.12) we use the first one of (4.8) and the assumption
aij = 0 for i, j ∈ It. For the second equality in (7.12) we use the second one
of (4.9) and (7.10). For (7.13) we argue recursively on N =
∑
ni. The first
equality follows using Remark 6.3. The second for N = 0 follows at once.
Let щ = щn, j := min{i : ni 6= 0}, so we can write
щ = xj+ 1
2
щ˜− q щ˜xj+ 1
2
, q = qj θǫj
t∏
i=j
qniji , щ˜ = щ0,...,nj−1,nj+1,...,nt.
Then we make a computation similar to that in Lemma 4.8:
∂θ(щ) = xj+ 1
2
∂θ(щ˜)− qqθj∂θ(щ˜)(xj+ 1
2
+ aj xj)
=
t∏
i=j
µ(i)ni
(
xj+ 1
2
y
〈nj〉
j − ǫ
nj−1
j y
〈nj〉
j xj+ 1
2
)
y
〈nj+1〉
j+1 . . . y
〈nt〉
t
= µ
(j)
nj+1
t∏
i=j+1
µ(i)ni y
〈nj+1〉
j y
〈nj+1〉
j+1 . . . y
〈nt〉
t .
(b): By (a) the elements щn, n ∈ Nt0, generate K1. By (7.13), щn 6= 0 iff
n ∈ A; and (щn)n∈A is linearly independent since its image by ∂θ is so. 
Lemma 7.4. The coaction (4.6) on щn, n ∈ Nt0, is given by
δ(щn) =
∑
0≤k≤n
νnk y
〈n1−k1〉
1 . . . y
〈nt−kt〉
t g
k1
1 . . . g
kt
t gθ ⊗щk1,...,kt(7.15)
for some scalars νnk , 0 ≤ k ≤ n, where νnn = 1.
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Proof. We argue recursively on N =
∑
ni as in the proof of (7.13). The
statement for N = 0 follows at once. Let щ = щ0,...,0,nj+1,nj+1,...,nt, so
щ = xj+ 1
2
щ˜− q щ˜xj+ 1
2
, for q = qj θ
t∏
i=j
qniji , щ˜ = щ0,...,0,nj,nj+1,...,nt.
We may assume j = 1. Then we compute
δ(щ) = (x3
2
⊗ 1 + g1 ⊗ x3
2
)δ(щ˜)− q δ(щ˜)(x3
2
⊗ 1 + g1 ⊗ x3
2
)
=
∑
0≤k≤n
νnk
(
x3
2
y
〈n1−k1〉
1 − y〈n1−k1〉1 (ǫ1x3
2
+ (a1 + ǫ1k1)x1
)
×
× y〈n2−k2〉2 . . . y〈nt−kt)〉t gk11 . . . gktt gθ ⊗щk1,...,kt
+
∑
0≤k≤n
νnk
t∏
i=1
qni−ki1i y
〈n1−k1〉
1 . . . y
〈nt−kt〉
t g
k1+1
1 . . . g
kt
t gθ
⊗
(
x3
2
щk1,...,kt − q1 θ
t∏
i=1
qki1iщk1,...,ktx3
2
)
=
∑
0≤k≤n
νnk y
〈n1+1−k1〉
1 y
〈n2−k2〉
2 . . . y
〈nt−kt〉
t g
k1
1 . . . g
kt
t gθ ⊗щk1,...,kt
+ νnk
t∏
i=1
qni−ki1i y
〈n1−k1〉
1 . . . y
〈nt−kt〉
t g
k1+1
1 . . . g
kt
t gθ ⊗щk1+1,...,kt.
Thus we obtain the recursive formula for
νn1+1,...,ntn1+1,k2...,kt = ν
n1,...,nt
n1,k2...,kt
t∏
i=2
qni−ki1i ν
n1+1,...,nt
0,k2,...,kt
= νn1,...,nt0,k2,...,kt ,
νn1+1,...,ntk1,...,kt = ν
n1,...,nt
k1,...,kt
+ νn1,...,ntk1−1,...,ktǫ
n1−k1+1
1
t∏
i=2
qni−ki1i , 1 ≤ ki ≤ ni.
In particular, νn1+1,...,ntn1+1,...,nt = ν
n1,...,nt
n1,...,nt = 1. 
Lemma 7.5. The braided vector space K1 is of diagonal type with respect
to the basis (щn)n∈A with braiding matrix (pm,n)m,n∈A, where
pm,n = ǫθ
t∏
i,j=1
q
minj
ij q
mi
i θ q
nj
θ j .(7.16)
Hence, the corresponding generalized Dynkin diagram has labels
pm,m = ǫ
m1
1 · · · ǫmtt ǫθ, pm,npn,m = ǫ2θ, m 6= n.
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Proof. We compute
c(щm ⊗щn) = gm11 . . . gmtt gθ ·щn ⊗щm
= ǫθ
t∏
i,j=1
q
minj
ij q
mi
i θ q
nj
θ jщn ⊗щm
by Lemmas 7.3 and 7.4. Now we compute
pm,m = ǫθ
t∏
i=1
q
m2i
ii (qi θqθ i)
mi = ǫm11 · · · ǫmtt ǫθ,
pm,npn,m = ǫ
2
θ
(
t∏
i=1
q2miniii (qi θqθ i)
mi+ni
)(
t∏
i=1
(qijqji)
minj
)
= ǫ2θ,
since the interaction is weak and ǫ2k = 1 if k ∈ It. 
End of the proof of Theorem 7.1. If ǫθ ∈ G′3, then we may assume ǫk = 1
for all k ∈ It. In this case the Dynkin diagram of K1 contains a subdiagram
of affine Cartan type A
(1)
2 , so GKdimK =∞.
If ǫ2θ = 1, then the braiding of K
1 corresponds to a quantum linear space
where the labels of the vertices are given by pm,m ∈ {±1}, m ∈ A. Thus
GKdimK = |{m ∈ A : pm,m = 1}|. (7.17)
7.3. The Nichols algebras P(q,G ). Here we present the Nichols algebras
of finite GKdim from the previous Subsection. Let t ≥ 2 and θ = t+ 1; we
keep the notation from §7.1. We fix
• q ∈ kθ×θ such that ǫi := qii = ±1, qijqji = 1 for all i 6= j ∈ Iθ.
• G = (Gj) ∈ Nt, (aj) such that Gj =
{
−2aj, ǫj = 1,
aj, ǫj = −1;
cf. (4.3).
Let P(q,G ) be the braided vector space with basis (xi)i∈I‡ and braiding
c(xi ⊗ xj) =

qij xj ⊗ xi, ⌊i⌋ ≤ t, ⌊i⌋ 6= ⌊j⌋,
ǫj xj ⊗ xi, ⌊i⌋ = j ≤ t,
(ǫj xj + x⌊j⌋)⊗ xi, ⌊i⌋ ≤ t, j = ⌊i⌋+ 12 ,
qθj xj ⊗ xθ, i = θ, j ∈ Iθ,
qθj (xj + ajx⌊j⌋)⊗ xθ, i = θ, j /∈ Iθ.
(7.18)
The braided vector spaces in Theorem 7.1 with finite GKdim have this shape.
The following relations hold in B(P(q,G )), see e.g. §4.3:
xi+ 1
2
xi − xixi+ 1
2
+
1
2
x2i = 0, i ∈ It, ǫi = 1;(7.19)
x2i = 0, xi+ 1
2
xi+ 1
2
i − xi+ 1
2
ixi+ 1
2
− xixi+ 1
2
i = 0, i ∈ It, ǫi = −1;(7.20)
xixj = qij xjxi, ⌊i⌋ 6= ⌊j⌋ ∈ It;(7.21)
xixθ = qiθ xθxi, i ∈ It;(7.22)
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(adcxi+ 1
2
)1+|2ai|(xθ) = 0, i ∈ It.(7.23)
We denote by щn, n ∈ Nt0, the element defined by (7.8) in T (V ) or some
quotient of T (V ). Let A := {n ∈ Nt0 : 0 ≤ n ≤ a = (2|a1|, . . . 2|at|)}. Let
pm,n be defined by (7.16) and ǫn := ǫθ
∏t
i=1 ǫ
ni
i .
Let W be a braided vector space of diagonal type with braiding matrix
(pm,n)m,n∈A. Then B(W ) is presented by generators wn, n ∈ A and relations
wmwn = pm,nwnwm m 6= n ∈ A; w2n = 0, n ∈ A, ǫn = −1.
We order A lexicographically. Then a basis of B(W ) is:
BW =
{ ∏
n∈A
wbnn : 0 ≤ bn < 2 if ǫn = −1
}
.
Remark 7.6. By Lemma 7.5, K1 is isomorphic toW as braided vector spaces.
Hence there is an isomorphism of braided Hopf algebras ψ : B(W )→ K such
that ψ(wn) = щn, n ∈ A; and the following identities hold in B(P(q,G )):
щmщn = pm,nщnщm m 6= n ∈ A;(7.24)
щ2n = 0, n ∈ A, ǫn = −1;(7.25)
and the following set is a basis of K:
BK =
{ ∏
n∈A
щbnn : 0 ≤ bn < 2 if ǫn = −1
}
.
Recall the definition of y
〈n〉
j in (7.9) for j ∈ It, n ∈ N0.
Proposition 7.7. The algebra B(P(q,G )) is presented by generators xi,
i ∈ I‡, and relations (7.19), (7.20), (7.21), (7.22), (7.23), (7.24), (7.25). A
basis of B(P(q,G )) and the GKdim are given by
B =
{
y
〈m1〉
1 x
m2
3
2
. . . y
〈m2t−1〉
t x
m2t
t+ 1
2
∏
n∈A
щbnn : 0 ≤ bn < 2 if ǫn = −1,
bn,mi ∈ N0 if ǫn = 1, i ∈ It
}
,
GKdimB(P(q,G )) = 2t+ |{m ∈ A : pm,m = 1}|.
Proof. We first prove that B is a basis of B := B(P(q,G )): since B ≃
K#B(V1) and B(V1) ≃ ⊗ti=1B(Vgi(χi, ηi)), the claim follows from Remark
5.9 and Propositions 3.5, 3.4. The formula for the GKdimB follows by
computing the Hilbert series.
Relations (7.19), (7.20), (7.21), (7.22), (7.23), (7.24), (7.25) hold in B as
we have discussed already. Hence the quotient B˜ of T (V ) by these relations
projects onto B.
We claim that the subspace I spanned by B is a left ideal of B˜. Indeed,
xjI ⊆ I and xj+ 1
2
I ⊆ I for all j ∈ It by (7.19), (7.20), (7.21). It remains to
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prove that xθI ⊆ I. By (7.21), (7.22), (7.23),
y
〈mj〉
j щn = q
mj
jθ
t∏
i=1
q
mjni
ji щny
〈mj〉
j ,
xj+ 1
2
щn = q
mj
jθ
t∏
i=1
q
mjni
ji щnxj+ 1
2
+
∏
i<j
qniji щn1,...,nj+1,...,nt ,
щn1,...,|2aj |+1,...,nt = 0.
As щ0,...,0 = xθ, from the previous equations we have that
xθy
〈m1〉
1 x
m2
3
2
. . . y
〈m2t−1〉
t x
m2t
t+ 1
2
щbnn
∈
min{m2i,|2ai|}∑
ti=0
y
〈m1〉
1 x
m2−t1
3
2
. . . y
〈m2t−1〉
t x
m2t−tt
t+ 1
2
щt1,...,ttщ
bn
n .
Using this fact, (7.24) and (7.25) we conclude that
xθy
〈m1〉
1 x
m2
3
2
. . . y
〈m2t−1〉
t x
m2t
t+ 1
2
щbnn ∈ I,
and the claim follows. Since 1 ∈ I, B˜ is spanned by B. Thus B˜ ≃ B since B
is a basis of B. 
If ǫi = −1 at least one i, then B(P(q,G )) is not a domain. Conversely,
Proposition 7.8. If qii = ǫi = 1 for all i ∈ Iθ, then B(P(q,G )) is a domain.
Proof. Similar to the proof of Proposition 4.18: Consider the algebra B
generated by Xi, i ∈ I‡ and (Щn)n∈A with defining relations (7.19), (7.21),
(7.22), (7.23), (7.24) and (7.11) (with Xi in the place of xi and Щn in the
place of щn). Clearly the assignments Xi ↔ xi and Щn ↔ щn provide an
algebra isomorphism B ≃ B(P(q,G )). Consider the filtration of B where
degXi = 0, i ∈ It, and all the other defining generators having degree 1. We
claim that grB is presented by (Xi)i∈I‡ , (Щn)n∈A with the relations
Xi+ 1
2
Xi = XiX i+ 1
2
, i ∈ It,(7.26)
XiXj = qijXjXi, ⌊i⌋ 6= ⌊j⌋ ∈ It;(7.27)
XjЩn = qk θ
t∏
i=1
qniki ЩnXj, j ∈ I‡k, k ∈ It;(7.28)
ЩmЩn = pm,nЩnЩm m 6= n ∈ A.(7.29)
Indeed, the algebra B˜ with the mentioned presentation admits a surjective
algebra homomorphism onto grB. But B˜ is a quantum polynomial ring,
hence it has a PBW-basis analogous to B above and the claim follows. Now
B˜ is a domain, hence so is B ≃ B(P(q,G )). 
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7.4. Several blocks, several points. Let V be a braided vector space as
in (7.6) with θ = t+N , N ≥ 2; and t ≥ 2 as always in this Section. Let X
be the set of connected components of Vdiag. We keep all the assumptions
in §7.1. Here is our first reduction.
Lemma 7.9. Assume that there are k 6= ℓ ∈ It (two blocks), J ∈ X with
|J | ≥ 2 and i ∈ J such that cikcki 6= id, ciℓcℓi 6= id. Then GKdimB(V ) =∞.
Proof. By assumption, there is j ∈ It+1,θ, i 6= j with qijqji 6= 1. By Theorem
4.12, we may assume that aik, aiℓ 6= 0. It is enough to consider the case
t = N = 2: we may set k = 1, ℓ = 2, i = 3, j = 4. Let q = q34q43 6= 1. By
Lemma 7.2, q13q31 = q23q32 = 1; that is, the interaction is weak. We may
assume q14q41 = q24q42 = 1, with G41,G42 ∈ N0.
We fix the decomposition V = W⊕W ′, whereW = V1⊕V2,W ′ = V3⊕V4.
Then K = B(V )coB(W ) satisfies
B(V ) ≃ K#B(W ); K ≃ B(K1) and K1 = adc B(W )(W ′) ∈ B(W )#kΓB(W )#kΓYD.
By Lemma 7.5, щ0,0 := x3, щ1,0 := (adc x3
2
)x3, щ0,1 := (adc x5
2
)x3 and
щ1,1 := (adc x3
2
)(adc x5
2
)x3 are linearly independent elements of K
1; the
coaction and the braiding of these elements are given by (7.15) and (7.16).
Let U be the subspace of K1 spanned by щ0,0, щ1,0, щ0,1, щ1,1 and x4. As
y
〈n〉
i · x4 = 0 for i = 1, 2 and all n ∈ N0, and δ(x4) = g4 ⊗ x4, we have that
c(щm,n ⊗ x4) = gm1 gn2 g3 · x4 ⊗щm,n = qm14qn24q34 x4 ⊗щm,n,
c(x4 ⊗щm,n) = g4 ·щm,n ⊗ x4 = qm41qn42q43щm,n ⊗ x4,
so U is a braided vector subspace of K1, whose braiding is of diagonal type
with Dynkin diagram
p(0,0),(0,0)◦
q
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
p(1,0),(1,0)◦
q
p(0,1),(0,1)◦
q
ss
ss
ss
ss
ss
ss
p(1,1),(1,1)◦
q
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐
q44◦ .
Then GKdimB(U) = ∞ either by Lemma 2.8 if some p(i,j),(i,j) = 1, or else
by Hypothesis 1.7; thus GKdimB(V ) =∞. 
Lemma 7.10. Assume that there are k 6= ℓ ∈ It (two blocks), J ∈ X
with |J | ≥ 2 and i 6= j ∈ J such that cikcki 6= id, cjℓcℓj 6= id. Then
GKdimB(V ) =∞.
Proof. For simplicity, we may assume that t = 2; that Vdiag is connected, i.e.
J = I3,θ, θ ≥ 4; and that k = 1, ℓ = 2, i = 3, j = θ. Finally we assume
c1θcθ1 = id, c23c32 = id, c.f. Lemma 7.9.
Step 1. q13q31 = q2θqθ2 = −1.
As V1 ⊕
( ⊕3≤h≤θ Vh) is a braided vector subspace of V , we may assume
θ = 4, q33 = q34q43 = q44 = −1, cf. Theorem 5.2. We consider the flag of
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braided subspaces: 0 = V0 ( V1 ( V2 = V , where V1 is spanned by (xi)i∈I4 .
Let Bdiag := grB(V ), a pre-Nichols algebra of Vdiag, see §3.4. The Dynkin
diagram of Vdiag has vertices {1, 32 , 2, 52 , 3, 4} and edges as follows:
−1◦
1
−1
−1◦
4
−1
−1◦
3
2
−1
−1◦
2 −1
−1◦
3 −1
−1◦
5
2
.
Hence Vdiag is of Cartan type D(1)5 , so GKdimB(Vdiag) = ∞ by Theorem
1.6, and consequently GKdimB(V ) =∞.
Step 2. q13q31 = −1 and q2θqθ2 = 1.
As V1 ⊕
( ⊕3≤h≤θ Vh) is a braided vector subspace of V , again we may
assume θ = 4, q33 = q34q43 = q44 = −1. We fix the decomposition V =
W ⊕W ′, where W = V2, W ′ = V1⊕V3⊕V4. Then K = B(V )coB(W ) satisfies
B(V ) ≃ K#B(W ); K ≃ B(K1) and K1 = adc B(W )(W ′) ∈ B(W )#kΓB(W )#kΓYD.
Set x5 = (adc x5
2
)x4 6= 0. Then the subspace U spanned by V1 = 〈x1, x3
2
〉,
x3, x4, x5 is a braided vector subspace of K
1, with a decomposition one
block plus three points, where the block is V1, with mild interaction with
x3, and x3, x4, x5 is a connected component of the diagonal part, with
diagram
−1◦
4
−1 −1◦
3
−1 −1◦
5
. Hence GKdimB(U) = ∞ by Theorem 5.2,
so GKdimB(V ) =∞.
Step 3. q13q31 = q2θqθ2 = 1, a13 6= 0, a2θ 6= 0.
We fix the decomposition V = W ⊕W ′, where W = V1 ⊕ V2, W ′ = Vdiag.
Then K = B(V )coB(W ) satisfies
B(V ) ≃ K#B(W ); K ≃ B(K1) and K1 = adc B(W )(W ′) ∈ B(W )#kΓB(W )#kΓYD.
The subspace U of K1 spanned by z = (adc x3
2
)x3, z
′ = (adc x5
2
)xθ and
xh, h ∈ I3,θ, is a braided vector subspace of diagonal type of dimension N
whose Dynkin diagram has either two ramifications for N > 2, or is a 4-cycle
for N = 2. Then GKdimB(U) = ∞ by Hypothesis 1.7, and consequently
GKdimB(V ) =∞. 
We are now ready to complete the proof of the main result of this mono-
graph. Let V be a braided vector space as in(7.6); since 2 ≤ t, it is not of
diagonal type (the case t = 1 is settled in §5). Let D be the flourished graph
of V .
Theorem 7.11. If D is admissible, then GKdimB(V ) <∞.
112 ANDRUSKIEWITSCH; ANGIONO; HECKENBERGER
Proof. Since D is admissible, all assumptions in §7.1 are valid. Let
V1 = V1 ⊕ · · · ⊕ Vt, V2 = Vt+1 ⊕ · · · ⊕ Vθ = Vdiag.(7.30)
By (B), the blocks braided commute, hence
B(V1) = B(V1)⊗ . . .⊗B(Vt),
where ⊗ means the braided tensor product of algebras, cf. [Gñ]. In particu-
lar, one gets a PBW-basis of B(V1) by ordered juxtaposition of the bases of
B(V1), . . . , B(Vt); hence GKdimB(V1) = 2t.
We consider K = B(V )coB(V1). Then
B(V ) ≃ K#B(V1); K ≃ B(K1) and K1 = adc B(V1)(V2) ∈ B(V1)#kΓB(V1)#kΓYD.
As usual let X be the set of connected components of the Dynkin diagram
of V2 = Vdiag. If J ∈ X , then VJ := ⊕j∈JVj and K1J = adc B(V1)(VJ ).
Example 7.12. IfD contains a mild interaction, i.e. an edge (−1,1) , then it
is either C1, that is ⊟
(−1,1) −1• or else C2, that is ⊟
(−1,1) −1• −1 −1◦ . This
follows from (b) and (f). Thus, the Theorem follows under this assumption.
From now on, we assume that the interactions between a block Vi, i ∈ It,
and a component VJ , J ∈ X , are all weak. We claim:
(a) K1 = ⊕J∈XK1J .
(b) K1J is a braided subspace of diagonal type of K
1.
(c) c(K1J ⊗K1L) = K1L ⊗K1J and c2K1
J
⊗K1
L
= idK1
J
⊗K1
L
for all J 6= L ∈ X .
(a): Clearly K1 =
∑
J∈X K
1
J . Consider the Z
θ-grading of V given by
degVj = ej , where (ej)j∈Iθ is the canonical basis of Z
θ; it extends to gradings
in T (V ) and B(V ). Then K1J is a graded subspace whose homogeneous
components have degree modulo Zt in 〈ej : j ∈ J〉. Hence the sum is direct.
(b): Suppose first that J = {j} has one element. Let h ∈ It. If
Ghj = 0, i.e. j and h are disconnected, then adc(Vh)(Vj) = 0. Thus
K1J = adc B
(⊕h∈It:Ghj 6=0Vh) (Vj) and this is of diagonal type by Lemma 7.5.
Similarly, if |J | > 1, then there is exactly one i ∈ It by Definition 1.9 (d),
hence K1J = adc B (Vi) (Vj) is of diagonal type by Lemma 5.4.
(c): Let J 6= L ∈ X . We analize three possibilities:
(α): J is connected only to the block i, L is connected only to the block h.
Then K1J , respectively K
1
L, is of diagonal type with respect to the basis
(zj,n)j∈J,0≤n≤|2aij |, respectively (zℓ,m)ℓ∈L,0≤m≤|2ahℓ|, see Lemma 5.4. Now, if
ǫi = 1, then the coaction is given by (5.10) is given by
δ(zj,n) =
n∑
k=0
νk,n x
n−k
i g
k
i gj ⊗ zj,k, δ(zℓ,m) =
m∑
t=0
νt,m x
m−t
h g
t
hgℓ ⊗ zℓ,t.
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If i = h, then c(zj,n ⊗ zℓ,m) = qmji qniℓqjℓ zℓ,m ⊗ zj,n, as shown in the proof of
Lemma 5.4. Thus
c2(zj,n ⊗ zℓ,m) = qmjiqniℓqjℓqnℓiqmij qℓj zj,n ⊗ zℓ,m = zj,n ⊗ zℓ,m.
Indeed, qjiqij = 1 = qiℓqℓi because the interactions are weak, while qjℓqℓj = 1
because j and ℓ live in different connected components. If i 6= h, then
adc xi(zℓ,m) = adc xi(adc xh+1
2
)m(xℓ) = 0, hence
c(zj,n ⊗ zℓ,m) = gni gj · zℓ,m ⊗ zj,n = qmjhqniℓqjℓ zℓ,m ⊗ zj,n
=⇒ c2(zj,n ⊗ zℓ,m) = qmjhqniℓqjℓqnℓiqmhjqℓj zj,n ⊗ zℓ,m = zj,n ⊗ zℓ,m.
If ǫi = −1 , then the argument is similar, using (5.11), (5.12) and (4.8).
(β): J is connected is connected only to the block i and L = {ℓ} is con-
nected to the blocks h1, . . . , hs ∈ It.
Here K1J is as before, and K
1
L, is of diagonal type with respect to the basis
(щm)m∈A see Lemma 7.5. Applying this Lemma, ℓ plays the role of θ and
the index set is {h1, . . . , hs} instead of It, e.g. A = {n ∈ Ns0 : 0 ≤ n ≤ a}.
Now
adc xi(щm) = 0
{
by (7.10) if i ∈ {h1, . . . , hs},
because ℓ and i are disconnected, if i /∈ {h1, . . . , hs}.
Hence
c(zj,n ⊗щm) = gni gj ·щm ⊗ zj,n = qjℓqniℓ
∏
1≤a≤s
(qjhaq
n
iha)
ma щm ⊗ zj,n.
On the other hand, by (7.15), taking into account (4.8) when i ∈ {h1, . . . , hs}
or that all interactions are weak, concluding that
c(щm ⊗ zj,n) =
∏
1≤a≤s
gmaha gℓ · zj,n ⊗щm = qℓjqnℓi
∏
1≤a≤s
(qhajq
n
hai)
ma zj,n ⊗щm.
Thus
c(zj,n ⊗щm) = qjℓqℓjqniℓqnℓi
∏
1≤a≤s
(qhajqjhaq
n
ihaq
n
hai)
ma zj,n ⊗щm = zj,n ⊗щm.
Indeed, qjℓqℓj = 1 because j and ℓ live in different connected components,
qniℓqℓi = 1 = qhajqjha and qihaqhai = 1 if ha 6= i because the interactions are
weak, while qihaqhai = ǫ
2
i = 1 if ha = i.
(γ): J = {j} is connected to to the blocks i1, . . . , ir ∈ It and L = {ℓ} is
connected to to the blocks h1, . . . , hs ∈ It.
Here K1J and K
1
L are of diagonal type with respect to bases (щm)m∈AJ ,
(щn)n∈AK , see Lemma 7.5. The proof of this case follows as the previous
one by (7.15), taking into account (7.10) when some ib ∈ {h1, . . . , hs}, or
that all interactions are weak.
Therefore K1 is of diagonal type and
K = B(K1) = B(K1J1)⊗ . . .⊗B(K1Jr),
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where J1, . . . Jr is a numbering of X . In particular, one gets a PBW-basis
of K by ordered juxtaposition of the bases of B(K1J1), . . . , B(K1Jr); hence
GKdimK =
∑
J∈X GKdimB(K1J) and
GKdimB(V ) = 2t+
∑
J∈X
GKdimB(K1J).

Theorem 7.13. If D is admissible, then B(V ) is a domain if and only if all
blocks are Jordan, i.e. ⊞, and all J ∈ X are points with label 1, i.e. 1•.
Proof. If B(V ) is a domain, then clearly all blocks are Jordan and all J ∈ X
are points with label 1. Conversely, if this holds, then the proof goes as
the proof of Proposition 7.8, using the preceding arguments: consider an
appropriate filtration of B(V ) and show that grB(V ) is a domain, having a
PBW-basis with all elements of infinite height. 
8. Appendix
8.1. Nichols algebras over abelian groups.
8.1.1. The context. Let Γ be an abelian group and V = ⊕g∈ΓVg ∈ kΓkΓYD,
dimV < ∞. The following discussion aims to describe the general form of
V . Let V
(λ)
g be the (T −λ)-primary component with respect to the action of
g on the homogeneous component Vg, and let V
λ
g = ker(g − λ id)|Vg ⊆ V (λ)g .
Then Vg = ⊕λ∈k×V (λ)g , and
c(V (λ)g ⊗ V (µ)h ) = V (µ)h ⊗ V (λ)g , g, h ∈ Γ, λ, µ ∈ k×.(8.1)
Lemma 8.1. Assume that GKdimB(Vg) <∞. Then
(a) If λ ∈ k×, λ /∈ G2 ∪G3, then V λg = V (λ)g has dimension ≤ 1.
(b) If λ ∈ G′3, then V λg = V (λ)g has dimension ≤ 2.
(c) If V 1g 6= 0, then either Vg = V 1g (i.e. g acts trivially on Vg) or else Vg
has dimension 2 and g acts by a Jordan block.
(d) If V −1g 6= 0, then either V (−1)g = V −1g or else V (−1)g has dimension 2 and
g acts by a Jordan block.
Proof. By Theorem 1.2, V
(λ)
g could contain a block only if λ2 = 1. If v1 ∈ V λg
and v2 ∈ V µg are linearly independent, then the span of v1, v2 is a braided
subspace of diagonal type with braiding matrix
(
λ µ
λ µ
)
. Thus if λ = µ, this
is of Cartan type A
(1)
1 unless λ ∈ G2 ∪ G3. This shows (a), and (b) follows
similarly. If V
(1)
g 6= 0, then Vg = V (1)g by Lemma 2.8 (otherwise there are v1,
v2 as above with µ = 1 6= λ). If W1, W2 are two different blocks inside Vg,
then c2W1⊗W2 6= id, thus GKdimB(Vg) = ∞ by the results in §6. If λ2 = 1
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and V
(λ)
g ⊇W ⊕ kx, where W has dimension 2 and g acts on it by a Jordan
block, then the ghost ofW ⊕kx is negative, hence GKdimB(V (λ)g ) =∞. So,
(c) and (d) are proved. 
Let us say that the braiding (8.1) is pale when it is not of the form de-
scribed in §1.3.1. Therefore, if the braiding is pale, then either λ ∈ G2 ∪G3
and V λg = V
(λ)
g has dimension > 1, or vice versa for µ, or both. In the next
§ we consider the smallest possible case, namely a pale block and a point, cf.
§4.1.2. Clearly any braided vector space with pale braiding contains a pale
block and a point, so this is a necessary first step towards the general case.
We classify all braidings of type a pale block and a point in Theorem 8.3. As
an outcome, the pale braidings to be considered next are of the form
V = V −1g ⊕ V (µ)h , dimV −1g ≥ 3.(8.2)
Question 8.2. Determine when GKdimB(V ) <∞, if V has the shape (8.2).
8.1.2. A pale block and a point. Let V be a braided vector space of dimension
3 with braiding given in the basis (xi)i∈I3 by
(c(xi ⊗ xj))i,j∈I3 =
 ǫx1 ⊗ x1 ǫx2 ⊗ x1 q12x3 ⊗ x1ǫx1 ⊗ x2 ǫx2 ⊗ x2 q12x3 ⊗ x2
q21x1 ⊗ x3 q21(x2 + x1)⊗ x3 q22x3 ⊗ x3
 .(8.3)
Let V1 = 〈x1, x2〉, V2 = 〈x3〉. Let Γ = Z2 with a basis g1, g2. We realize V
in kΓkΓYD by V1 = Vg1 , V2 = Vg2 , g1 · x1 = ǫx1, g2 · x1 = q21x1, g1 · x2 = ǫx2,
g2 · x2 = q21(x2 + x1), gi · x3 = qi2x3. Our goal is to compute GKdimB(V ).
Since V1 is of diagonal Cartan type, we may assume that ǫ ∈ G2 ∪G3.
As usual, let q˜12 = q12q21; in particular the Dynkin diagram of the braided
subspace 〈x1, x3〉 is ǫ◦ q˜12 q22◦ . Below we consider the filtration
V1 = 〈x1, x3〉 ⊂ V2 = V(8.4)
of V and the corresponding V diag, cf. §3.4. We summarize the results of this
Subsection in the next Theorem.
Theorem 8.3. Let V be as above.
(a) If ǫ ∈ G3, then GKdimB(V ) =∞.
(b) If ǫ = −1 and GKdimB(V ) <∞, either of the following holds:
(i) q˜12 = 1 and q22 = ±1; in this case GKdimB(V ) = 1.
(ii) q22 = −1 = q˜12; in this case GKdimB(V ) = 2.
Proof. (a): If ǫ = 1, then this is Proposition 8.5. If ǫ ∈ G′3, then this is
proved in §8.1.5.
(b): Assume that q˜12 = 1. If q22 = ±1, then the claim follows from
Propositions 8.6 and 8.7. If q22 6= ±1, then this is proved in §8.1.4. Assume
finally that q˜12 6= 1. Then we reduce to four possible cases described in
(8.24), by means of Hypothesis 1.7. The analysis of these cases is performed
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in Proposition 8.8–that takes care of (ii)–and Lemmas 8.9, 8.10 and 8.11,
discarding the remaining cases. 
As in many other places, we consider K = B(V )coB(V1); then K =
⊕n≥0Kn inherits the grading of B(V ); B(V ) ≃ K#B(V1) and K is the
Nichols algebra of K1 = adc B(V1)(V2). Now K1 ∈ B(V1)#kΓB(V1)#kΓYD with the ad-
joint action and the coaction given by (4.6), i.e. δ = (πB(V1)#kΓ⊗id)∆B(V )#kΓ.
For later use, we introduce шm,n = (adc x1)
m(adc x2)
nx3, and particularly
wm = (adc x1)
mx3 = шm,0, zn = (adc x2)
nx3 = ш0,n.
Then
g1·шm,n = q12ǫm+nшm,n, g2 · wm = qm21q22wm,(8.5)
zn+1 = x2zn − q12ǫnznx2, шm+1,n = x1шm,n − q12ǫm+nшm,nx1,(8.6)
∂1(шm,n) = 0, ∂2(шm,n) = 0,(8.7)
∂3(wm) =
∏
0≤j≤m−1
(1− ǫj q˜12)xm1 .(8.8)
Proof of (8.8). For m = 0, it is clear. Recursively, ∂3(wm+1) =
= ∂3(x1wm − q12ǫmwmx1) =
∏
0≤j≤m−1
(1− ǫj q˜12)(1− q12ǫmq21)xm+11 . 
8.1.3. The block has ǫ = 1. Here B(V1) ≃ S(V1) is a polynomial algebra, so
that x1 and x2 commute, and
(adc x2)
pшm,n = шm,n+p.(8.9)
Consequently шm,n, m,n ∈ N0 generate K1. We claim that
g2 ·шm,n = qm+n21 q22
∑
0≤j≤n
(
n
j
)
шm+j,n−j,(8.10)
Proof. By induction on n. If n = 0, then (8.10) is the second part of (8.5).
Assume that (8.10) holds for n; we prove it for n + 1 by induction on m.
First,
g2 ·ш0,n+1 = g2 · (zn+1) = g2 · (x2zn − q12ǫnznx2)
= qn+121 q22
∑
0≤j≤n
(
n
j
)(
(x2 + x1)шj,n−j − q12ǫnшj,n−j(x2 + x1)
)
(8.9)
= qn+121 q22
( ∑
0≤j≤n
(
n
j
)
(шj,n+1−j +шj+1,n−j)
)
and the claim follows. Next, assuming that (8.10) holds for m and n, we
have
g2 ·шm+1,n = g2 · (x1шm,n − q12ǫm+nшm,nx1)
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= qm+n+121 q22
∑
0≤j≤n
(
n
j
)(
x1шm+j,n−j − q12ǫm+nшm+j,n−jx1
)
and the claim follows by (8.6). 
Now we may assume that q˜12 = 1 by Lemma 2.8. Then wm = 0 for all
m > 0, by (8.7) and (8.8); thus шm,n = 0 for all m > 0 by (8.9). Hence
g2 · zn = qn21q22zn, n ∈ N0.(8.11)
Lemma 8.4. The following are equivalent:
(i) GKdimK <∞.
(ii) q22 = −1.
If this happens, then K ≃ Λ(K1) has GKdim = 0.
Proof. To start with, we claim that for all n ∈ N0:
∂3(zn) = (−1)nxn1 ,(8.12)
δ(zn) =
∑
0≤j≤n
(−1)n+j
(
n
j
)
xn−j1 g
j
1g2 ⊗ zj .(8.13)
First, (8.12) is clear for n = 0. If it holds for n, then ∂3(zn+1) =
∂3(x2zn − q12znx2) = (−1)nx2xn1 − q12(−1)nxn1q21(x2 + x1) = (−1)nxn+11 .
By the previous remarks, (8.12) implies that the family (zn)n∈N0 is a basis
of K1. Next, (8.13) for n = 0 is just δ(x3) = g2 ⊗ x3. If (8.13) holds for n,
then
δ(zn+1) =
∑
0≤j≤n
(−1)n+j
(
n
j
)(
(x2 ⊗ 1 + g1 ⊗ x2)xn−j1 gj1g2 ⊗ zj
− q12xn−j1 gj1g2 ⊗ zj(x2 ⊗ 1 + g1 ⊗ x2)
)
=
∑
0≤j≤n
(−1)n+j
(
n
j
)(
x2x
n−j
1 g
j
1g2 ⊗ zj︸ ︷︷ ︸
(α)
+ g1x
n−j
1 g
j
1g2 ⊗ x2zj︸ ︷︷ ︸
(β)
− q12xn−j1 gj1g2x2 ⊗ zj︸ ︷︷ ︸
(γ)
− q12xn−j1 gj1g2g1 ⊗ zjx2︸ ︷︷ ︸
(η)
)
Now
(α) + (γ) =
(
xn−j1 x2g
j
1g2 − q˜12xn−j1 (x2 + x1)gj1g2
)⊗ zj = −xn+1−j1 gj1g2 ⊗ zj ;
(β) + (η) = xn−j1 g
j
1g2g1 ⊗ (x2zj − q12zjx2) = xn−j1 gj+11 g2 ⊗ zj+1
and the claim follows. Therefore, by (8.11) and (8.13), we have for p, n ∈ N0
c(zn ⊗ zp) =
∑
0≤j≤n
(−1)n+j
(
n
j
)
adc(x
n−j
1 g
j
1g2)zp ⊗ zj = qn12qp21q22zp ⊗ zn.
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In conclusion, K1 is of diagonal type with braiding matrix (qn21q22)n,p∈N0
with respect to the basis (zn)n∈N0 ; thus locally
q22◦ q
2
22 q22◦ . Then
GKdimB(K1) =∞ unless q22 = −1; in this last case, B(K1) = Λ(K1). 
Proposition 8.5. GKdimB(V ) =∞.
Proof. By Lemma 8.4, it remains to consider the case q22 = −1. Now B(V )
is a graded connected finitely generated algebra isomorphic to B(V1)#Λ(W ),
where W has the basis (zn)n∈N0 . Since the elements zn1 . . . znℓ are linearly
independent when n1 < · · · < nℓ, GKdimB(V ) =∞ by Lemma 2.5. 
8.1.4. The block has ǫ = −1. Here B(V1) ≃ Λ(V1) is an exterior algebra and
consequently шm,n, m,n ∈ {0, 1} generates K1. It is easy to check that
g2 · z1 = q21q22(z1 + w1), ∂3(z1) = (1− q˜12)x2 − q˜12x1,(8.14)
δ(z1) = g1g2 ⊗ z1 +
(
(1− q˜12)x2 − q˜12x1
)
g2 ⊗ x3.(8.15)
Case 1: q˜12 = 1. Then w1 = 0 by (8.7) and (8.8); hence ш1,1 =
−(adc x2)w1 = 0. In consequence, z0 = x3 and z1 form a basis of K1,
as they are linearly independent by (8.14). Then
c(x3 ⊗ x3) = q22x3 ⊗ x3, c(x3 ⊗ z1) = q21q22z1 ⊗ x3,
c(z1 ⊗ x3) = q12q22x3 ⊗ z1, c(z1 ⊗ z1) = −q22z1 ⊗ z1.(8.16)
Thus K1 is of diagonal type with Dynkin diagram
q22◦ q
2
22 −q22◦ . If q22 6=
±1, then this diagram does not appear in the Table 1 in [H2] and we conclude
by our Hypothesis 1.7 that GKdimK = GKdimB(V ) =∞.
For q ∈ k×, let E±(q) = V be the braided vector space as in (8.3) under
the assumptions that ǫ = −1, q12 = q = q−121 , q22 = ±1. We call B(E±(q))
and the Nichols algebra B(E⋆(q)) studied in Proposition 8.8 the Endymion
algebras.
Proposition 8.6. The algebra B(E+(q)) is presented by generators x1, x2, x3
and relations
x21 = 0, x
2
2 = 0, x1x2 = −x2x1,(8.17)
(x2x3 − qx3x2)2 = 0,(8.18)
x3(x2x3 − qx3x2) = q−1(x2x3 − qx3x2)x3,(8.19)
x1x3 = qx3x1.(8.20)
Let z1 = x2x3 − qx3x2. Then B(E+(q)) has a PBW-basis
B = {xm11 xm22 xm33 zm41 : m1,m2,m4 ∈ {0, 1}, m3 ∈ N0};
hence GKdimB(E+(q)) = 1.
Proof. Relations (8.17) are 0 in B(E+(q)) because B(V1) ≃ Λ(V1); (8.16)
implies (8.18) and (8.19). In turn (8.20), i.e. w1 = 0, holds by (8.7) and
(8.8). Hence the quotient B˜ of T (E+(q)) by (8.17), (8.18), (8.19) and (8.20)
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projects onto B(E+(q)). Also the following relations hold in B˜ by the last
identity in (8.17) and (8.20) via the q-Jacobi identity, resp. the second
identity in (8.17):
x1z1 = −qz1x1, x2z1 = −qz1x2.(8.21)
Now the subspace I spanned by B is a right ideal of B˜; this follows without
troubles from (8.17), (8.18), (8.19), (8.20) and (8.21). To prove that B˜ ≃
B(E+(q)), it remains to show that B is linearly independent in B(E+(q)).
But B(V ) ≃ B(K1)#B(V1), so that B(V ) ≃ B(K1)⊗B(V1) as vector spaces
and the claim follows by the commutation relations already exposed. Then
B is a basis of B(E+(q)) and B˜ = B(E+(q)). The computation of GKdim
follows from the Hilbert series at once. 
Proposition 8.7. The algebra B(E−(q)) is presented by generators x1, x2, x3
and relations (8.17), (8.20),
x23 = 0,(8.22)
x3(x2x3 − qx3x2) = −q−1(x2x3 − qx3x2)x3.(8.23)
Let z1 = x2x3 − qx3x2. Then B(E−(q)) has a PBW-basis
B = {xm11 xm22 xm33 zm41 : m1,m2,m3 ∈ {0, 1}, m4 ∈ N0};
hence GKdimB(E−(q)) = 1.
Proof. Adapt mutatis mutandis the proof of Proposition 8.6. 
Case 2: q˜12 6= 1. The braided vector space V diag has Dynkin diagram
−1◦ q˜12 q22◦ q˜12 −1◦ .
By Hypothesis 1.7 and after inspection of the Table 2 in [H2], we conclude
that there are 4 possible diagrams, listed next:
q22 = −1 = q˜12, q22 = q, q˜12 = q−1, q2 6= 1,
q22 = −1, q˜12 = ω ∈ G′3, q22 = −ω, q˜12 = ω ∈ G′3.
(8.24)
We deal below with the different possibilities.
For q ∈ k×, let E⋆(q) = V be the braided vector space as in (8.3) under
the assumptions that ǫ = −1, q22 = −1, q12 = q, q21 = −q−1. Recall (2.2).
Proposition 8.8. The algebra B(E⋆(q)) is presented by generators x1, x2, x3
and relations (8.17),
x23 = 0, x
2
31 = 0,(8.25)
x2[x23, x13]c − q2[x23, x13]cx2 = q x13x213,(8.26)
x2213 = 0.(8.27)
Moreover B(E⋆(q)) has a PBW-basis
B = {xm12 xm223 xm3213[x23, x13]m4c xm51 xm613 xm73 :
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m1,m3,m5,m6,m7 ∈ {0, 1}, m2,m4 ∈ N0};
hence GKdimB(E⋆(q)) = 2.
Proof. Relations (8.17) are 0 in B(E⋆(q)) because B(V1) ≃ Λ(V1); (8.25) are
0 since x1, x3 generate a Nichols algebra of Cartan type A2 at −1.
Notice that [x23, x13]c = x23x13 + x13x23. By (8.17) and (8.25),
x2x23 = −q x23x2, x2x213 = q x213x2,(8.28)
x23x3 = −q x3x23, x23x1 = −q−1x1x23 − q−1x213,(8.29)
x213x1 = q
−1x1x213, [x23, x13]cx1 = −q−2x1[x23, x13]c,(8.30)
x1x13 = −q x13x1, x213x3 = q[x23, x13]c − q2x3x213,(8.31)
x13x3 = −q x3x13, x13[x23, x13]c = [x23, x13]cx13,(8.32)
x213x13 = q x13x213, [x23, x13]cx3 = q
2x3[x23, x13]c.(8.33)
By direct computation, ∂3(x213) = 4x2x1 6= 0 (being in Λ(V1)), and
∂3([x23, x13]c) = 2x23x1 + 2q
−1x2x13 + 2x13x2 + 2q
−1x1(x23 + x13)
= −2q−1(x213+x23x1)+ 2q−1(x213− q x13x2)+ 2x13x2+2q−1x1(x23+x13)
= 2q−1x1x13 6= 0, being in 〈x1, x3〉 as discussed above.
Now we prove that (8.26) holds in B(V ). Notice that ∂1 annihilates all
factors in each term; also, ∂2 annihilates the right-hand side, and
∂2(x2[x23, x13]c − q2[x23, x13]cx2) = g2 · [x23, x13]c − q2[x23, x13]c = 0.
Now we compute ∂3. For the left-hand side,
∂3(x2[x23, x13]c − q2[x23, x13]cx2) = 2q−1x2x1x13 + 2x1x13(x2 + x1)
= −2q−1 x1(x213 − q x13x2) + 2x1x13x2 = −2q−1 x1x213 + 4x1x13x2,
while for the right-hand side,
∂3(x13x213) = 2x1(g2 ·x213)+4x13x1x2 = q−1
(−2q−1 x1x213+4x1x13x2).
Hence (8.26) holds in B(V ). For (8.27), we also check that ∂i(x2213) = 0 for
i = 1, 2, 3. As ∂1, ∂2 annihilate x213 it remains the case i = 3:
∂3(x
2
213) = 4x2x1(g3 · x213) + 4x213x2x1 = 4
(
q−2x2x1x213 + x213x2x1
)
= 0.
Hence the quotient B˜ of T (E⋆(q)) by (8.17), (8.25), (8.26) and (8.27) projects
onto B(E⋆(q)).
We notice that (8.28), . . . , (8.33) hold in B˜ since they are derived from
(8.17), (8.25), (8.26) and (8.27). The following relations also hold in B˜:
x213x23 = q(x23 + x13)x213, x213[x23, x13]c = q
2[x23, x13]cx213,
[x23, x13]cx23 = (x23 + x13)[x23, x13]c.
Thus the subspace I spanned by B is a right ideal of B˜. To prove that
B˜ ≃ B(E⋆(q)), it remains to show that B is linearly independent in B(E⋆(q)).
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Recall the filtration (8.4). We claim that the classes of [x23, x13]c and x
2
23
in Bdiag are non-zero primitive elements of Bdiag. By direct computation,
∆([x23, x13]c) = [x23, x13]c ⊗ 1− 2x13x1 ⊗ x3 − x13 ⊗ x13
− 2x1 ⊗ x3x13 + 1⊗ [x23, x13]c;
∆(x223) = x
2
23 ⊗ 1− x13 ⊗ x23 + (2q−1x2x13 − q x1x13)⊗ x3
− 2x1 ⊗ x23x3 + 1⊗ x223.
Hence it suffices to prove that [x23, x13]c ∈ B45 − B44, x223 ∈ B46 − B45.
Suppose that [x23, x13]c ∈ B44. Then [x23, x13]c is written as a linear com-
bination of words in letters x1, x3. As B(V ) is spanned by B, there exists
a ∈ k such that [x23, x13]c = a x1x13x3. Applying ∂1 and ∂3 to this equality,
0 = −q2a x13x3, 2q−1 x1x13 = a x1x13
Hence we have a contradiction, so [x23, x13]c ∈ B45 − B44. Now suppose that
x223 ∈ B45. As B(V ) is spanned by B, there exist ai ∈ k such that
x223 = a1 [x23, x13]c + a2 x23x13 + a3 x23x1x3 + a4 x213x3
+ a5 x213x1 + a6 x1x13x3 + a7 x2x1x13 + a8 x2x13x3.
Thus 0 = ∂2(x
2
23) = qa7 x1x13 − q2a8 x13x3, so a7 = a8 = 0. Applying ∂1,
0 = qa3 x23x3 + a5 x213 − q2a6 x13x3,
so a3 = a5 = a6 = 0. Applying ∂3,
2q−1x2x13 − q x1x13 = 2q−1a1 x1x13 + q−1a2 (2x2 + x1)x13 + 2a2 x23x1
+ 4a4 x2x1x3 + a4 x213.
Using the derivations ∂i we prove that x2x13, x1x13, x2x13, x23x1, x2x1x3,
x213 are linearly independent. Hence 2a2 = 0 and 2q
−1a2 = 2q
−1, so we have
a contradiction. Thus x223 ∈ B46 − B45.
As V diag is of type A3 at q = −1, Bdiag has a PBW basis whose set of
generators contains x2, x23, x213, x1, x13, x3; notice that [x23, x13]c is another
PBW generator disconnected from the previous ones. As x223, [x23, x13]c 6=
0 in Bdiag are primitive (the corresponding scalars are both 1), x23 and
[x23, x13]c they have infinity height in Bdiag; hence the classes of the elements
of B are linearly independent in Bdiag, so B is linearly independent in B(V ).
Then B is a basis of B(E⋆(q)) and B˜ ≃ B(E⋆(q)). The computation of GKdim
follows from the Hilbert series at once. 
Lemma 8.9. If ǫ = −1, q22 = −1, q˜12 = ω ∈ G′3, then GKdimB(V ) =∞.
Proof. We consider the decomposition V = V1 ⊕ V2 but with different pro-
jection and section, and correspondingly a different algebra of coinvariants
as in §8.1.2: now we have K = B(V )coB(V2). Then K = ⊕n≥0Kn inherits
the grading of B(V ); B(V ) ≃ K#B(V2) and K is the Nichols algebra of
K1 = adc B(V2)(V1). As x23 = 0, K1 is spanned by x1, x31, x2, x32, recall
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the notation (2.2). Now K1 ∈ B(V2)#kΓB(V2)#kΓYD with the adjoint action and the
coaction (4.6); in this case, this is explicitly
δ(x1) = g1 ⊗ x1, δ(x31) = g1g2 ⊗ x31 + (1 − ω)x3g1 ⊗ x1,
δ(x2) = g1 ⊗ x2, δ(x32) = g1g2 ⊗ x32 + (1 − ω)x3g1 ⊗ (x2 + x1).
As x3 · x31 = x3 · x32 = 0, the braiding of K1 satisfies:
c(x31 ⊗ x31) = g1g2 · x31 ⊗ x31 = ωx31 ⊗ x31,
c(x32 ⊗ x31) = g1g2 · x31 ⊗ x32 = ωx31 ⊗ x32,
c(x31 ⊗ x32) = g1g2 · x32 ⊗ x31 = ω(x32 + x31)⊗ x31,
c(x32 ⊗ x32) = g1g2 · x32 ⊗ x32 = ω(x32 + x31)⊗ x32.
Hence W = 〈x31, x32〉 is a braided vector subspace of K1. Now W is isomor-
phic to the block V(ω, 2) (consider the basis ωx31, x32), so GKdimB(W ) =
∞ by Theorem 1.2. Therefore GKdimB(V ) =∞. 
Lemma 8.10. If ǫ = −1, q22 = q, q˜12 = q−1, q2 6= 1, then GKdimB(V ) =
∞.
Proof. Let B := B(V ) and Bdiag := grB(V ) with respect to (8.4), a pre-
Nichols algebra of V diag, see §3.4. Thus Bnm is the m-th term of the filtration
in Bn = Bn(V ). Recall x13, x23 as in (2.2) and set u = [x23, x3]c. By direct
computation,
∆(u) = u⊗ 1− (1 + q)x13 ⊗ x3 − (1 + q−1)x1 ⊗ x23 + 1⊗ u.
Suppose that u ∈ B33. Notice that B33 is spanned by the monomials in letters
x1 and x3, since T (V )
3
3 is spanned by these monomials, cf. Remark 3.6 and
Lemma 3.7. As x1, x3 generate a Nichols algebra of type super A2, these
monomials are written as a linear combination of x1x13, x1x
2
3, x13x3, x
3
3; the
last term is zero if q3 = 1. Hence
u = a1 x1x13 + a2 x1x
2
3 + a3 x13x3 + a4 x
3
3 for some ai ∈ k.
Thus 0 = ∂1(u) = −a1q12 x13 + a2q212 x23, which says that a1 = a2 = 0, and
−(1 + q)x13 = ∂3(u) = a3(q − 1)x1x3 + a3 x13 + a4(3)q x23.
As x1x3, x13, x
2
3 are linearly independent, we have 1 + q = 0, a contradic-
tion. Thus u ∈ B34 − B33. Let x4 be the class of u in Bdiag. Then x4 is
a non-zero primitive element in Bdiag. Let B˜1 be the subalgebra of Bdiag
generated by Z = 〈x1, x2, x3, x4〉, and consider the algebra filtration of B˜1,
such that the generators have degree one. This is a Hopf algebra filtration,
hence the associated graded algebra B˜2 is a braided Hopf algebra, and B(Z)
is a subquotient of B˜2. Then GKdimB(Z) ≤ GKdim B˜2 ≤ GKdim B˜1 ≤
ON FINITE GK-DIMENSIONAL NICHOLS ALGEBRAS 123
GKdimBdiag = GKdimB(V ). The braided vector space Z has diagram
q◦ q
−1
q3
❄❄
❄❄
❄❄
❄❄
q−1
−1◦
q−2
−1◦
q−2
−q2◦ .
Hence the diagram has a 4-cycle and GKdimB(Z) = ∞ by Hypothesis 1.7,
so GKdimB(V ) =∞. 
In the previous proof, Theorem 1.6 works for many values of q, without
appealing to Hypothesis 1.7.
Lemma 8.11. If ǫ = −1, q22 = −ω, q˜12 = ω ∈ G′3, then GKdimB(V ) =∞.
Proof. Let B := B(V ), Bdiag := grB(V ) with respect to (8.4), see §3.4, and
Bnm the m-th term of the filtration in Bn = Bn(V ). Recall x13, x23 (2.2). Set
x13,3 = [x13, x3]c, x23,3 = [x23, x3]c, u = [x23,3, x3]c.
By direct computation,
∆(u) = u⊗ 1 + 2ω x13,3 ⊗ x3 + ω x13 ⊗ x23 + (ω2 − ω)x1 ⊗ x33 + 1⊗ u.
Suppose that u ∈ B44. Notice that B44 is spanned by the monomials in letters
x1 and x3, since T (V )
4
4 is spanned by these monomials, cf. Remark 3.6
and Lemma 3.7. As x1, x3 generate a Nichols algebra of type super B2,
these monomials are written as a linear combination of x1x13,3, x13,3x3, x
2
13,
x1x13x3, x13x
2
3, x1x
3
3, x
4
3. As ∂1(u) = 0, all the terms with a factor x1 have
coefficient 0. Thus
u = a1 x13,3x3 + a2 x
2
13 + a3 x13x
2
3 + a4 x
4
3 for some ai ∈ k.
Hence,
2ω x13,3 = ∂3(u) = a1 x13,3 + a1(ω
2 − 1)x13x3 + a2q21(1− ω)x1x13
+ a3(1− ω)x13x3 + a3(ω2 − ω)x1x23 + a4(4)−ω x33.
We have a contradiction since x13,3, x13x3, x1x13, x1x
2
3, x
3
3 are linearly in-
dependent. Thus u ∈ B45 − B44. Let x4 be class of u in Bdiag. Then x4 is a
non-zero primitive element in Bdiag. Let B˜1 be the subalgebra of Bdiag gen-
erated by Z = 〈x1, x2, x3, x4〉, and consider the algebra filtration of B˜1, such
that the generators have degree one. This is a Hopf algebra filtration, hence
the associated graded algebra B˜2 is a braided Hopf algebra. The Nichols
algebra B(Z) is a subquotient of B˜2. Then GKdimB(Z) ≤ GKdim B˜2 ≤
GKdim B˜1 ≤ GKdimBdiag = GKdimB(V ). The braided vector space Z is
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of diagonal type with diagram
−1◦ ω −ω◦ ω
ω
−1◦
1◦.
Hence GKdimB(Z) =∞ by Lemma 2.8, so GKdimB(V ) =∞. 
Remark 8.12. Let us come back to the Nichols algebra K described in §8.1.2.
Collecting previous information or by direct computation, we have
g2 · w1 = q21q22w1, ∂3(w1) = (1− q˜12)x1,(8.34)
δ(w1) = g1g2 ⊗ w1 + (1− q˜12)x1g2 ⊗ x3,(8.35)
g2 ·ш1,1 = q221q22ш1,1, ∂3(ш1,1) = (1− q˜12)2x2x1,(8.36)
δ(ш1,1) = g
2
1g2 ⊗ш1,1 +
(
(1− q˜12)x2 − q˜12x1
)
g1g2 ⊗ w1
− (1− q˜12)x1g1g2 ⊗ z1 + (1− q˜12)2x2x1g2 ⊗ x3
(8.37)
This shows that x3, z1, w1,ш1,1 form a basis of K
1. Also, using this infor-
mation, (8.14) and (8.15), we compute
c(x3 ⊗ x3) = q22x3 ⊗ x3, c(x3 ⊗ w1) = q21q22w1 ⊗ x3,
c(x3 ⊗ z1) = q21q22(z1 + w1)⊗ x3, c(x3 ⊗ш1,1) = q221q22ш1,1 ⊗ x3,
c(w1 ⊗ x3) = q12q22x3 ⊗ w1
+ q22(1− q˜12)w1 ⊗ x3, c(w1 ⊗ w1) = −q˜12q22w1 ⊗ w1,
c(w1 ⊗ z1) = −q˜12q22(z1 + w1)⊗ w1
+q21q22(1− q˜12)ш1,1 ⊗ x3, c(w1 ⊗ш1,1) = q12q
2
21q22ш1,1 ⊗ w1,
c(z1 ⊗ x3) = q12q22x3 ⊗ z1
+
(
(1− q˜12)z1 − q˜12w1
)⊗ x3, c(z1 ⊗ w1) = −q˜12q22w1 ⊗ z1−(1− q˜12)q21q22ш1,1 ⊗ x3,
c(z1 ⊗ z1) = −q˜12q22(z1 + w1)⊗ z1
−q21q22(1− 2q˜12)ш1,1 ⊗ x3, c(z1 ⊗ш1,1) = q12q
2
21q22ш1,1 ⊗ z1,
c(ш1,1 ⊗ x3) = q212q22x3 ⊗ш1,1
+q12q22
(
(1− q˜12)z1 − q˜12w1
)⊗ w1
− q22(1− q˜12)2ш1,1 ⊗ x3,
c(ш1,1 ⊗ w1) = q212q21q22w1 ⊗ш1,1
+q˜12q22(1− q˜12)ш1,1 ⊗ w1,
c(ш1,1 ⊗ z1) = q212q21q22(z1 + w1)⊗ш1,1
+ q˜212q22ш1,1 ⊗ w1,
c(ш1,1 ⊗ш1,1) = q˜212q22ш1,1 ⊗ш1,1
Now Theorem 8.3 says that GKdimK =∞ unless q22 = −1 = q˜12, where
GKdimK = 2. We ask:
Question 8.13. Let K1 be a braided vector space with basis x3, z1, w1,ш1,1
and braiding given just above. Prove directly the statement about the
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GKdim, and in the case q22 = −1 = q˜12 find the defining relations. Is
there a class of braided vector spaces including this example?
8.1.5. The block has ǫ = ω ∈ G′3.
Case 1: q˜12 = 1. Let Bdiag := grB(V ), a pre-Nichols algebra of V diag, see
§3.4; we use below the notation from that §. By direct computation,
∆(z1) = z1 ⊗ 1− x1 ⊗ x3 + 1⊗ z1.
Suppose that z1 ∈ B22. Notice that B22 is spanned by the monomials in letters
x1 and x3, since T (V )
2
2 is spanned by these monomials. As x3x1 = q21x1x3,
z1 = a1 x
2
1 + a2 x1x3 + a3 x
2
3 for some ai ∈ k, so
0 = ∂1(z1) = a1(1 + ω)x1 + q12a2 x3,
−x1 = ∂3(z1) = a2 x1 + a3(1 + ω)x3,
Hence we have a contradiction, and z1 ∈ B23 − B22.
Let x4 be class of z1 in Bdiag. Then x4 is a non-zero primitive element in
Bdiag. Let B˜1 be the subalgebra of Bdiag generated by Z = 〈x1, x2, x3, x4〉,
and consider the algebra filtration of B˜1, such that the generators have degree
one. This is a Hopf algebra filtration, hence the associated graded algebra
B˜2 is a braided Hopf algebra. The Nichols algebra B(Z) is a subquotient
of B˜2. Then GKdimB(Z) ≤ GKdim B˜2 ≤ GKdim B˜1 ≤ GKdimBdiag =
GKdimB(V ). The braided vector space Z has diagram
ω◦
ω2
  
  
  
  
 
ω2
ω◦
ω2
ωq22◦
q222
q22◦ ,
so GKdimB(Z) =∞ by Hypothesis 1.7, and then GKdimB(V ) =∞.
Case 2: q˜12 6= 1. Here the braided vector space V diag has Dynkin diagram
ω◦ ω2
q˜12 ❂
❂❂
❂❂
❂❂
❂
ω◦
q˜12✁✁
✁✁
✁✁
✁✁
q22◦
By Hypothesis 1.7 and after inspection of the Table 2 in [H2], we conclude
that q22 = −1, q˜12 = ω2. Let Bdiag := grB(V ), a pre-Nichols algebra of V diag,
see §3.4. Set x12 = (adc x1)x2, x123 = (adc x1)z1. By direct computation,
∆(z2) = z2 ⊗ 1 + ω2(x21 + x12)⊗ x3 + ω2x1 ⊗ z1 + 1⊗ z2.
Suppose that z2 ∈ B34. Notice that B34 is spanned by the monomials in letters
xi, i ∈ I3 with at most one x2, since T (V )34 is spanned by these monomials,
cf. Remark 3.6 and Lemma 3.7. We check that all these monomials are
written as a linear combination of x1x12, x
2
1x2, x123, x1x2x3, x1w1, w1x2,
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w1x3, x1z1, z1x3. As ∂1, ∂2 annihilate z2, all the terms with a factor x1 or
x2 do not appear. Thus z2 = a1 x123 + a2 w1x3 + a3 z1x3 for some ai ∈ k, so
ω2(x21 + x12) = ∂3(z2) = a1(1− ω2)(x12 + ωx1x2) + a2(w1 + (1− ω2)x1x3)
+ a3(z1 + (1− ω2)x2x3 − ω2x1x3).
As x21, x12, x1x2, w1, x1x3, z1, x2x3 are linearly independent, we have a
contradiction. Thus z2 ∈ B35 − B34.
Let x4 be class of z2 in Bdiag. Then x4 is a non-zero primitive element in
Bdiag. Let B˜1 be the subalgebra of Bdiag generated by Z = 〈x1, x2, x3, x4〉,
and consider the algebra filtration of B˜1, such that the generators have degree
one. This is a Hopf algebra filtration, hence the associated graded algebra
B˜2 is a braided Hopf algebra. The Nichols algebra B(Z) is a subquotient
of B˜2. Then GKdimB(Z) ≤ GKdim B˜2 ≤ GKdim B˜1 ≤ GKdimBdiag =
GKdimB(V ). The braided vector space Z has diagram
ω◦ ω2
ω2 ❀
❀❀
❀❀
❀❀
❀
ω◦
ω2✄✄
✄✄
✄✄
✄✄
−1◦ ω −ω
2
◦
so GKdimB(Z) =∞ by Hypothesis 1.7, and then GKdimB(V ) =∞.
8.2. Admissible flourished diagrams. We comment on the general shape
of these diagrams. Let D be an admissible flourished graph with t = t++ t−
blocks and θ vertices (i.e. θ − t points), cf. Definition 1.9. By Example
7.12, we may assume that all interactions between points and blocks are
weak, what we do in the following discussion. As usual, let X be the set of
connected components of Ddiag and let
X± = {J ∈ X : J = {j}, qjj = ±1}, Xgen = X − (X+ ∪ X−).
Then the axioms (b), (d) and (e) imply that every J ∈ Xgen is connected to
one and only block ⊞.
Also, if t = 1, then the classification follows from (b): either a block ⊞
connected to various connected components as in Table 1 or else a block
⊟ connected to various points with label ±1. Assume that t > 1. By the
preceding remarks and connectedness of D, the general shape of D is as
follows:
• For h ∈ It+ , the h-th block ⊞ is linked to various connected components
J ∈ Xgen as in Table 1, and also to some connected components in X±; at
least one of these last is linked to another block.
• For h ∈ It++1,t, the h-th block ⊟ is linked to various connected components
in X±; at least one of these last is linked to another block.
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Here is an example:
−1• −1 −1◦ . . .−1◦ −1 −1◦ −1• −1 −1◦
⊞
1
1
✁✁✁✁✁✁✁✁✁
5
PPP
PPP
PPP
PPP
PPP
PPP
P
ω• ⊞ 60
2
♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥ −1•
−1• 23 ⊟ 8 1• 3
18
⊞
1 −1• ω2 ω◦
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