Desarrollo de técnicas para el manejo de incertidumbre e imprecisión en problemas de decisión con múltiples objetivos: informe final by Smith Quintero, Ricardo Agustín et al.
UNIVERSIDAD NACIONAL DE COLOMBIA  
 
 
DIRECCIÓN DE INVESTIGACIÓN  
SEDE MEDELLIN 
 
GUIA PARA LA PRESENTACION DEL INFORME FINAL DE INVESTIGACIÓN 
 
 
1. Ficha del proyecto 
 
Título. Desarrollo de Técnicas para el Manejo de Incertidumbre e 
Imprecisión en Problemas de Decisión con Múltiples Objetivos 
Código DIME: 030805708 
Código QUIPU: 20201003547 
Facultad. Minas 
Investigador principal y Coinvestigadores. Intensidades horarias asignadas: 
Ricardo A. Smith Quintero, Investigador Principal, 5 h/s 
Gloria Patricia Jaramillo Álvarez, Coinvestigadora, 5 h/s 
Jaime Ignacio Vélez Upegui, Coinvestigador, 1 h/s 
Verónica Botero, Coinvestigadora, 1 h/s 
Humberto Caballero, coinvestigador, 1 h/s 
 
Auxiliares de Investigación: 
 
Catalina Góez, Estudiante, Maestría en Ingeniería - Recursos Hidráulicos 
Sebastián Jaén, Escuela de Sistemas 
Juan Felipe Henao, Escuela de Sistemas 
Jesús Gómez, Estudiante Ingeniería Civil 
Claudia C. Rave, Estudiante, Maestría en Ingeniería - Recursos 
Hidráulicos 
 
Fecha de inicio y terminación 
 
Abril 2003 a Mayo 2005 
 
 
 
 
 
 
2. Descripción del proyecto 
 
      Resumen ejecutivo de la idea central.  
 
En los procesos de toma de decisiones con múltiples objetivos hay dos 
elementos de primera importancia a considerar: la imprecisión y la 
incertidumbre. En la jerga de la ciencia de la decisión, la imprecisión es la 
situación en la que la  información no es cuantificable, o es incompleta o no 
puede obtenerse. La imprecisión en análisis de decisiones se maneja 
básicamente a través de teoría de la probabilidad o de la teoría de “conjuntos 
difusos”. La incertidumbre proviene de la naturaleza probabilística o 
estocástica de las variables implicadas en la decisión.  
 
Tanto los métodos de Programación Multiobjetivo Difusos como los de 
Programación Multiobjetivo estocásticos ya han sido usados en análisis 
multiobjetivo, pero realmente su desarrollo es aún muy incipiente. Cuando se 
comparan estos métodos de análisis multiobjetivo con los desarrollos de 
métodos difusos y estocásticos en consideraciones de un solo objetivo la 
diferencia es abrumadora. Realmente han sido muy pocos los desarrollos y 
propuestas en Programación Multiobjetivo Difusa y Estocástica, especialmente 
con verdaderas consecuencias prácticas de gran aplicabilidad. Este es un 
campo de trabajo en investigación de operaciones sobre el cual aún queda 
mucho por explorar. Se puede decir que el análisis multicriterio ya puede 
constituir por sí mismo una herramienta de manejo de incertidumbre, al 
minimizar criterios que pueden constituir amenazas futuras. 
 
En este proyecto se propone estudiar e implementar algunas metodologías 
propuestas para el manejo del riesgo e incertidumbre cuando se quieren 
evaluar varios objetivos a la vez. 
 
Objetivos del proyecto. 
 
Objetivo General 
Desarrollar técnicas para el manejo adecuado de la incertidumbre y la 
imprecisión en problemas de decisión con múltiples objetivos. 
 
Objetivos Específicos 
• Compilar y analizar las propuestas que a nivel mundial se han hecho acerca 
del manejo de la incertidumbre y la imprecisión en toma de decisiones 
• Desarrollar propuestas metodológicas para incorporar de forma apropiada 
la incertidumbre y la imprecisión  en análisis multiobjetivo 
• Desarrollar un sistema soporte que incorpore las herramientas matemáticas 
desarrolladas. 
• Hacer aplicaciones a casos reales de toma de decisiones. Se usará 
específicamente en aplicaciones ambientales y en el campo financiero. 
 
 
3. Resultados directos  
 
Descripción de los productos obtenidos. 
 
A. Aportes al conocimiento en el campo técnico, científico o humanístico  
 
Propuestas metodológicas nuevas 
Propuestas de manejo del riesgo y la incertidumbre en toma de decisiones 
innovadoras 
Aplicaciones novedosas 
 
      B. Innovaciones tecnológicas. 
 
Ninguno 
 
C. Montajes experimentales para investigación,  docencia o extensión. 
   
Ninguno 
 
D. Impacto poblacional en el ámbito cultural, social u otro 
 
Ninguno 
 
E. Planteamiento de nuevas tesis o conjeturas a estudiar. 
 
Elaboración de tesis de maestría en el posgrado en Recursos Hidráulicos 
 
 
4. Resumen ejecutivo de los resultados indirectos 
 
Se deberá explicitar  uno por uno  los resultados indirectos logrados como 
consecuencia del desarrollo del proyecto, así: 
 
 
 
 
A. Formación del recursos humanos 
 
La tesis de maestría de la estudiante Catalina Góez titulada "Riesgo e 
Incertidumbre en Problemas con Múltiples Objetivos. Caso de Estudio: 
Quebrada La Iguaná" y que debe terminarse en el semestre 02 de 2005. 
 
B. Publicaciones 
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2004. 
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Habana, Cuba, 4 al 8 de octubre, 2004. 
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5. Dificultades 
 
Continuidad de los estudiantes. 
Manejo de los recursos económicos asignados al proyecto 
 
 
6. Anexos 
 
Se presenta como anexo los documentos que respalda los resultados 
indirectos obtenidos en respuesta al desarrollo del proyecto, tales como: 
 
• Nombre de los responsables, títulos y resúmenes de la tesis de maestría 
desarrollada. 
• Copias de los artículos publicados en revistas nacionales e internacionales 
y en memorias de Congresos. 
 
 
7. Informe financiero 
 
Este debe incluir el monto ejecutado en cada uno de los rubros financiados por 
el proyecto (Servicios prestados, servicios técnicos, viajes y viáticos, materiales 
e insumos, equipos, publicaciones, bibliografía). 
 
El informe financiero debe ser revisado y aprobado por la Asistencia 
Administrativa de la  DIME. 
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Capítulo 1 
 
 
INTRODUCCIÓN 
 
 
1.1. GENERALIDADES 
 
Desde el advenimiento de la investigación de operaciones, como una 
aproximación científica para la toma de decisiones, se han desarrollado una gran 
variedad de herramientas y han sido aplicadas en problemas de ingeniería, 
negocios, gobiernos, economía y en ciencias naturales y sociales. Estos 
problemas son caracterizados por la necesidad de asignar una cantidad limitada 
de recursos a una colección de actividades como control de calidad, redes de 
transporte, análisis de colas, horarios de tareas, inversión de capital en selección 
de portafolio, entrega de servicios de salud, administración de recursos hídricos y 
programas de obtención de energía, por mencionar algunos (Goicoechea et al., 
1982). 
 
En las últimas décadas, se ha incrementado la conciencia de la necesidad 
de identificar y considerar simultáneamente varios objetivos en el análisis y la 
solución de algunos problemas, en particular aquellos que se derivan del estudio 
de sistemas de gran escala. En los procesos de toma de decisiones ya ni siquiera 
se habla de consideraciones mono objetivas, la consideración tradicional de un 
solo objetivo económico es algo del remoto pasado en ciencias de la decisión. Los 
problemas de toma de decisiones hoy en día son tan complejos y requieren de 
visiones integrales de todo el problemas, que pensar en soportar las decisiones 
asociadas a estos problemas con base en un solo objetivo sería una consideración 
demasiado simplista. Inclusive si el proceso de toma de decisiones se realiza en 
un ambiente meramente económico, las características de riesgo e incertidumbre, 
las altas dinámicas de mercados, la volatilidad en los precios, y la presencia de 
competidores, entre otros, hacen que se requiera de la consideración de múltiples 
objetivos para soportar adecuadamente cualquier proceso de toma de decisiones. 
Nadie toma hoy en día una decisión basado únicamente en un único criterio 
asociado a la relación costo – beneficio. 
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 En el desarrollo de diseño de proyectos y programas de cualquier área, hoy 
en día ya no se plantean procesos de toma de decisiones basados únicamente en 
la estimación de beneficios y costos. Los análisis sobre la planificación, inversión, 
operación y manejo de proyectos se basan en consideraciones, por ejemplo, de 
objetivos económicos, ambientales, regionales y sociales. Este cambio hacia 
valores sociales y normas, por ejemplo, ha incitado la promulgación de leyes que 
regulan el uso y la administración de los recursos naturales con referencias 
explícitas a múltiples objetivos (Goicoechea et al., 1982). Según lo anterior, es 
necesario asumir que las decisiones que se toman con respecto a un problema en 
particular, sin importar si son tomadas por una o varias personas, frecuentemente 
incluyen objetivos que se encuentran en conflicto (Ehrgott y Gabdibleux, 2002). La 
legislación ambiental colombiana hace referencia explicita de la necesidad de 
considerar múltiples objetivos en varios procesos de toma de decisiones como el 
Diagnóstico Ambiental de Alternativas. 
 
Así, los intentos de incluir objetivos económicos, ambientales, sociales o de 
otro carácter, explícitamente en los modelos de toma de decisiones incluyen el uso 
de herramientas de análisis multiobjetivo. Esta es una área de mucho desarrollo 
hoy en día en investigación de operaciones de tal manera que se puedan hacer 
propuestas metodológicas que soporten adecuadamente los procesos de toma de 
decisiones multiobjetivos. Mucho son los métodos disponibles en análisis 
multiobjetivo, llamados también métodos multicriterio o múltiatributo, algunos de 
ellos basados en la transformación de los objetivos a una escala de valoración 
diferente a la monetaria (utilidades, valores, energía y otros), otros basados en la 
evaluación de la distancia a una solución ideal multiobjetivo, otros basados en 
procedimientos de clasificación de todas las alternativas considerando todos los 
objetivos, otros basados en consideraciones de “trade off” o de intercambio entre 
objetivos, y muchos otros basados en combinaciones de los métodos anteriores. 
Para una descripción detallada de los métodos de análisis multiobjetivo el lector se 
referencia al libro de Smith y otros (2000). 
 
Debido a que, en general, los objetivos a ser considerados en un problema 
de toma de decisiones están en competencia directa, es imposible obtener 
simultáneamente los valores óptimos de todos los objetivos. Buscar valores 
óptimos debe sustituirse ahora por buscar una solución satisfactoria. El significado 
en este caso de satisfactoria esta asociado directamente con los intereses de la 
persona o del grupo de personas (decisor o decisores) responsables por la toma 
de decisiones y de quienes ellos representan (públicos o privados). En los 
procesos de toma de decisiones con múltiples objetivos se debe entonces tener en 
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consideración la estructura de preferencias del decisor o los decisores, lo cual 
representa una componente subjetiva en el proceso de toma de decisiones. Las 
técnicas de análisis multiobjetivo tienen entonces una importante componente 
subjetiva, por lo tanto de imprecisión. 
 
Cuando se modela un proceso de toma de decisiones del mudo real 
mediante el uso de modelos de investigación de operaciones, una de las 
dificultades es que las metas y restricciones son a menudo representadas 
mediante formas lingüísticas vagas, como por ejemplo, “queremos utilidades 
esencialmente mayores o iguales a un X pesos” o “quisiéramos que la 
contaminación del río expresada por el parámetro B sea significativamente menor 
a un nivel Y”. Esos ejemplos se podrían repetir no solo para el caso para muchas 
otros objetivos en consideración. Otra dificultad en los procesos de toma de 
decisiones se debe a que los parámetros no son conocidos de manera exacta. Por 
ejemplo, “la tasa de erosión es aproximadamente C Ton/año” o “la tasa de 
oportunidad del mercado llegará a valores cercanos a D%”. La consideración de 
estas imprecisiones pueden ser incluidas explícitamente en los modelos de toma 
de decisiones de múltiples objetivos. Los desarrollos y metodologías orientados en 
la consideración de aspectos imprecisos, vagos o difusos en los procesos de toma 
de decisiones serán denominados acá en el área genérica de “Programación 
Multiobjetivo Difusa”. 
 
En los problemas de ingeniería son innumerables todos los objetivos que se 
quieran considerar en el proceso de toma de decisiones deben estar 
explícitamente considerados en ese proceso. En muchos de éstos problemas se 
deben tomar decisiones en condiciones de escasez o limitada información, en 
donde el comportamiento de varias de las variables involucradas en la estimación 
de los parámetros del modelo de toma de decisiones son inciertos. 
Tradicionalmente estos parámetros se han asumido como conocidos en el 
momento de resolver el problema y, por tanto, constantes a la hora de resolverlo. 
Sin embargo, esta es una consideración demasiado simplista y reduccionista del 
verdadero problema de toma de decisiones que esta embebido en un mundo 
incierto y estas incertidumbres se deben considerar de alguna manera en la 
búsqueda de soluciones de ese problema. Si el problema de optimización es el 
resultado de la representación mediante un modelo de una situación real en la que 
hemos de tomar una decisión, es muy frecuente que se desconozcan los valores 
de algunos de los parámetros que intervienen en él (Caballero et al., 1998). Este 
desconocimiento da lugar a que las decisiones que se tomen con respecto al 
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problema que se quiere resolver, se presenten en un entorno de riesgo o 
incertidumbre.  
 
La incertidumbre se presenta debido a razones como por ejemplo, 
crecimiento de la demanda, elasticidad de precios, comportamientos de los 
diferentes mercados, condiciones de la naturaleza, fiabilidad de equipos, tasas de 
inflación, crecimiento económico, regulaciones ambientales, opinión pública, etc. 
La incertidumbre es algo inherente a los procesos de decisión, y por ello no se 
puede eliminar. Por ejemplo, en el diseño de una presa en un punto sobre un río 
es de primera importancia el conocimiento de la variación de los caudales del río. 
Sin embargo, la información sobre estos caudales difícilmente existe en este punto 
(en cuyo caso tiene que ser generada por métodos indirectos) y si existe es una 
información muy limitada cubriendo unos pocos años (30 o más años en el mejor 
de los caso). Representar el comportamiento de los caudales del río con base en 
esta información esta revestido de gran incertidumbre, la cual debo considerar de 
alguna manera en el proceso de toma de decisiones sobre el tamaño de la presa. 
El conocimiento de las incertidumbres es útil para tomar decisiones racionales, 
para diseños de costo efectivo, para operar sistemas con seguridad y para mejorar 
el conocimiento de los riesgos y fiabilidad del aprovechamiento de los recursos 
hidráulicos (Bender, 2002). 
 
Difícilmente existe un problema de toma de decisiones en la vida real que 
no se encuentre en un ambiente de incertidumbre, o, lo que es lo mismo, que se 
encuentre en una ambiente de certeza en donde todo se pueda asumir como 
absolutamente conocido. Debido a las dificultades en la consideración de 
incertidumbre en los procesos de toma de decisión, es que muchos de estos 
procesos se asumen en ambientes de certeza, lo cual obviamente genera 
“incertidumbre” en la misma decisión que finalmente se tome. La representación 
de la incertidumbre en los procesos de toma de decisiones se hace generalmente 
mediante el modelamiento probabilístico o estocástico de las variables inciertas. 
Muchos han sido los procedimientos estocásticos para la consideración de 
incertidumbres en investigación de operaciones, aunque la inmensa mayoría de 
ellos asociados a decisiones mono objetivas y muy pocos de ellos relacionados 
con decisiones multiobjetivo. En general se habla de riesgo cuando el modelo 
probabilístico o estocástico a ser utilizado para representar el comportamiento de 
la variable incierta es conocido, y se habla de incertidumbre cuando ese modelo 
no es conocido. Los desarrollos y metodologías orientados en la consideración de 
aspectos de riesgo e incertidumbre en los procesos de toma de decisiones serán 
denominados acá en el área genérica de “Programación Multiobjetivo Estocástica”. 
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En el campo de toma de decisiones hay múltiples ejemplos de la presencia 
de la incertidumbre. En algunos análisis la incertidumbre se considera 
explícitamente, en otros casos se incluye de manera implícita en el análisis, pero 
en la mayoría de los casos es completamente ignorada. Incluso cuando la 
incertidumbre es considerada la mayoría de los decisores prefieren el uso de 
evaluadores únicos del comportamiento del sistema basados típicamente en el 
valor esperado del evaluador. Sin embargo, la consideración adecuada de la 
incertidumbre lleva a la consideración de varios criterios, por ejemplo la 
consideración del valor esperado del evaluador y la reducción del riesgo de tener 
un mal valor de ese evaluador, lo cual llevaría a plantear el problema de toma de 
decisiones bajo incertidumbre en un contexto de múltiples criterios, agregando 
complejidad al proceso de toma de decisiones. Técnicas como la simulación de 
Monte Carlo pueden dar funciones de distribución de probabilidades del evaluador 
en lugar de valores puntuales del mismo. 
 
En los procesos de toma de decisiones con múltiples objetivos hay 
entonces dos elementos de primera importancia a considerar: la imprecisión y la 
incertidumbre. En la jerga de la ciencia de la decisión, la imprecisión es la 
situación en la que la  información no es cuantificable, o es incompleta o no puede 
obtenerse. La imprecisión en análisis de decisiones se maneja básicamente a 
través de teoría de la probabilidad o de la teoría de “conjuntos difusos”. La 
incertidumbre proviene de la naturaleza probabilística o estocástica de las 
variables implicadas en la decisión.  
 
Tanto los métodos de Programación Multiobjetivo Difusos como las de 
Programación Multiobjetivo Estocásticos ya han sido usados en análisis 
multiobjetivo, pero realmente su desarrollo es aún muy incipiente. Cuando se 
comparan estos métodos de análisis multiobjetivo con los desarrollos de métodos 
difusos y estocásticos en consideraciones de un solo objetivo la diferencia es 
abrumadora. Realmente han sido muy pocos los desarrollos y propuestas en 
Programación Multiobjetivo Difusa y Estocástica, especialmente con verdaderas 
consecuencias prácticas de gran aplicabilidad. Este es un campo de trabajo en 
investigación de operaciones sobre el cual aún queda mucho por explorar. Se 
puede decir que el análisis multicriterio ya puede constituir por sí mismo una 
herramienta de manejo de incertidumbre, al minimizar criterios que pueden 
constituir amenazas futuras. 
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En este proyecto se propone estudiar e implementar algunas metodologías 
propuestas para el manejo del riesgo e incertidumbre cuando se quieren evaluar 
varios objetivos a la vez. 
 
Los resultados generados por esta investigación tendrían una aplicación en 
sectores en los cuales es importante tomar decisiones, como por ejemplo el sector 
eléctrico, agrícola, social, entre muchos otros. 
 
 
1.2. OBJETIVOS 
 
1.2.1. Objetivo General 
 
Desarrollar técnicas para el manejo adecuado de la incertidumbre y la 
imprecisión en problemas de decisión con múltiples objetivos. 
 
1.2.2. Objetivos Específicos 
 
• Compilar y analizar las propuestas que a nivel mundial se han hecho acerca 
del manejo de la incertidumbre y la imprecisión en toma de decisiones. 
 
• Desarrollar propuestas metodológicas para incorporar de forma apropiada la 
incertidumbre y la imprecisión  en análisis multiobjetivo. 
 
• Desarrollar un sistema soporte que incorpore las herramientas matemáticas 
desarrolladas. 
 
• Hacer aplicaciones a casos reales de toma de decisiones. Se usará 
específicamente en aplicaciones ambientales y en el campo financiero. 
 
 
1.3. JUSTIFICACIÓN 
 
En la actualidad hay una gran disponibilidad de metodologías para la toma 
de decisiones considerando múltiples objetivos, pero éstas, en la práctica, 
generalmente se han usado considerando un entorno de certidumbre y no se ha 
estudiado a fondo el manejo de la incertidumbre e imprecisión de los parámetros o 
de la información obtenida y de la información subjetiva suministrada por el 
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decisor. Un enfoque determinista suele usar valores medios que suelen conducir a 
resultados que subestiman las valoraciones realizadas, de por ejemplo los costos, 
y tiene inconvenientes adicionales, como el que el decisor no conozca el rango de 
incertidumbre de los resultados, y por ello no pueda incorporar sus preferencias 
respecto al riesgo. Tampoco es posible medir la flexibilidad de las decisiones, esto 
es, su capacidad de responder eficientemente a cambios en los parámetros. 
 
En los procesos de toma de decisiones con múltiples es entonces necesaria 
la consideración adecuada de la imprecisión y la incertidumbre. Aunque los 
métodos de Programación Multiobjetivo Difusos y Estocásticos ya han sido usados 
en análisis multiobjetivo, su desarrollo es aún muy incipiente. Realmente han sido 
muy pocos los desarrollos y propuestas en Programación Multiobjetivo Difusa y 
Estocástica, especialmente con verdaderas consecuencias prácticas de gran 
aplicabilidad. Se hace necesario entonces el desarrollo de metodologías para la 
toma de decisiones muticriterio con consideraciones de incertidumbre e 
imprecisión, y esto es lo que nos proponemos desarrollar en este trabajo.  
 
1.4. METODOLOGÍA 
 
La metodología a ser utilizada en esta investigación incluye la ejecución de 
las siguientes tareas: 
 
1. Revisión de propuestas presentadas en la literatura científica acerca del 
tratamiento de la incertidumbre y de la imprecisión en toma de decisiones. 
 
2. Revisión de Aplicaciones realizadas con dichas propuestas. 
 
3. Desarrollo de metodologías novedosas para el tratamiento de la incertidumbre 
en la toma de decisiones con múltiples objetivos. Se basarán principalmente en 
el manejo de variables estocásticas en el análisis de múltiples objetivos. 
 
4. Desarrollo de metodologías novedosas para el tratamiento de la imprecisión en 
la toma de decisiones con múltiples objetivos. Se basarán principalmente en la 
incorporación de preferencias mediante lógica difusa y uso de métodos 
heurísticos. 
 
5. Desarrollo de metodologías para el análisis de sensibilidad en análisis 
multiobjetivo. 
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6. Desarrollo de sistema soporte y programación del algoritmos. 
 
7. Casos de aplicación. Se harán finalmente aplicaciones del algoritmo 
desarrollado con casos reales. Los resultados obtenidos serán discutidos y, si 
es del caso, tenidos en cuenta, para una afinación final del algoritmo. 
 
 
1.5. CONTENIDO 
 
En el Capítulo 2 se presenta una revisión de la literatura o del marco teórico 
que sustenta esta investigación. Los Capítulos 3, 4 y 5 presentan los métodos de 
Programación Multiobjetivo Estocásticos revisados o desarrollados en esta 
investigación con sus respectivas aplicaciones. En el Capítulo 3 se describen los 
métodos multiobjetivos estocásticos explícitos y se presenta una aplicación de 
esos métodos. En el Capítulo 4 se describe el uso de algunos indicadores 
propuestos en la literatura para manejar el riesgo y la incertidumbre. En el Capítulo 
5 se expone la metodología de los métodos estocásticos multiobjetivos implícitos y 
se presentan las respectivas aplicaciones. En los Capítulos 6 y 7 se presentan los 
métodos de Programación Multiobjetivo Difusa. En el Capítulo 6 se exponen los 
métodos basados en lógica difusa y en el Capítulo 7 los métodos basados en 
consideraciones explícitas de las interrelaciones entre objetivos. En el Capítulo 8 
se presentan algunas consideraciones sobre el análisis de sensibilidad y en el 
Capítulo 9 las consideraciones para la determinación de los pesos de importancia 
relativa en los problemas de análisis multiobjetivo. Finalmente en el Capítulo 10 se 
presentan las conclusiones y algunas recomendaciones. 
 
 
Capítulo 2 
 
 
MARCO TEÓRICO 
 
 
2.1. TÉCNICAS DE ANÁLISIS MULTIOBJETIVO 
 
Los problemas de toma de decisiones hoy en día son tan complejos y 
requieren de visiones integrales de todo el problemas, que pensar en soportar las 
decisiones asociadas a estos problemas con base en un solo objetivo sería una 
consideración demasiado simplista. Inclusive si el proceso de toma de decisiones 
se realiza en un ambiente meramente económico, las características de riesgo e 
incertidumbre, las altas dinámicas de mercados, la volatilidad en los precios, y la 
presencia de competidores, entre otros, hacen que se requiera de la consideración 
de múltiples objetivos para soportar adecuadamente cualquier proceso de toma de 
decisiones. Nadie toma hoy en día una decisión basado únicamente en un único 
criterio asociado a la relación costo – beneficio. 
 
 Los análisis sobre la planificación, inversión, operación y manejo de 
proyectos se basan en consideraciones, por ejemplo, de objetivos económicos, 
ambientales, regionales y sociales. Este cambio hacia valores sociales y normas, 
por ejemplo, ha incitado la promulgación de leyes que regulan el uso y la 
administración de los recursos naturales con referencias explícitas a múltiples 
objetivos (Goicoechea et al., 1982). Según lo anterior, es necesario asumir que las 
decisiones que se toman con respecto a un problema en particular, sin importar si 
son tomadas por una o varias personas, frecuentemente incluyen objetivos que se 
encuentran en conflicto (Ehrgott y Gabdibleux, 2002). La legislación ambiental 
colombiana hace referencia explicita de la necesidad de considerar múltiples 
objetivos en varios procesos de toma de decisiones como el Diagnóstico 
Ambiental de Alternativas. 
 
Muchos problemas del mundo real son multiobjetivos porque consideran 
varios objetivos que deben ser optimizadas simultáneamente. Los decisores 
quieren identificar una o pocas “mejores” alternativas en un conjunto dado de 
alternativas. Para ello, inicialmente se hablaba de funciones objetivo con variables 
de decisión y una serie de restricciones, asumiendo que los datos para el 
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problema dado eran conocidos perfectamente. Sin embargo, esto no es un 
supuesto muy real en problemas multiobjetivos donde muchos de los coeficientes 
y parámetros son variables aleatorias, más que cantidades fijas. Una razón 
importante por la que no se conocen perfectamente estos datos, es que muchos 
de ellos representan información sobre el futuro, por lo que no se pueden conocer 
con certeza. 
 
Así, los intentos de incluir objetivos económicos, ambientales, sociales o de 
otro carácter, explícitamente en los modelos de toma de decisiones incluyen el uso 
de herramientas de análisis multiobjetivo. Esta es una área de mucho desarrollo 
hoy en día en investigación de operaciones de tal manera que se puedan hacer 
propuestas metodológicas que soporten adecuadamente los procesos de toma de 
decisiones multiobjetivos. Mucho son los métodos disponibles en análisis 
multiobjetivo, llamados también métodos multicriterio o múltiatributo, algunos de 
ellos basados en la transformación de los objetivos a una escala de valoración 
diferente a la monetaria (utilidades, valores, energía y otros), otros basados en la 
evaluación de la distancia a una solución ideal multiobjetivo, otros basados en 
procedimientos de clasificación de todas las alternativas considerando todos los 
objetivos, otros basados en consideraciones de “trade off” o de intercambio entre 
objetivos, y muchos otros basados en combinaciones de los métodos anteriores. 
Para una descripción detallada de los métodos de análisis multiobjetivo el lector se 
referencia al libro de Smith y otros (2000). 
 
Existe una gran gama de métodos “clásicos” de análisis multiobjetivo, como 
factores ponderantes (Zadeh, 1963), método de las restricciones (Haimes et al., 
1971), programación por compromiso (Zeleny, 1973) con diferentes métricas y 
programación por metas (Charnes y Cooper, 1963), entre otros. Para problemas 
de carácter discreto, son reconocidos los métodos: ELECTRE I, II y IV (Roy, 
1968), función de utilidad multicriterio (Goicochea et al, 1982) y promedios 
ponderados (Goicochea y et al, 1982).  Estos métodos consideran certidumbre en 
la información.  
 
Muchos han sido los procedimientos estocásticos para la consideración del 
riesgo y la incertidumbres en investigación de operaciones, aunque la inmensa 
mayoría de ellos asociados a decisiones mono objetivas y muy pocos de ellos 
relacionados con decisiones multiobjetivo. Algunos de estos métodos consideran 
explícitamente el modelamiento del riesgo y la incertidumbre en el modelo de toma 
de decisiones multiobjetivo como el método PROTRADE (Goicoechea et al, 1982) 
el cual involucra incertidumbre en las variables de decisión usando programación 
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estocástica multiobjetivo. Otros consideran los aspectos de incertidumbre en la 
evaluación de los criterios o proponen criterios que de alguna manera evalúan 
aspectos relacionados con la incertidumbre (Ku, 1995). Otros proponen 
consideraciones implícitas del manejo de la incertidumbre en el modelo de toma 
de decisiones multiobjetivo haciendo uso de métodos de Monte Carlo para generar 
series temporales de las variables inciertas. 
 
Muchos métodos de toma de decisiones multiobjetivo soportan el manejo 
de incertidumbre o información de criterios inexacta utilizando varias técnicas.  En 
los métodos Electre (Roy, 1978) y en Promethee (Brans y Vincke, 1985), la 
incertidumbre es capturada usando modelos de umbral. Los métodos “difusos” 
representan la incertidumbre usando números “difusos”. El método PRIME (Salo y 
Hämäläinen, 2001), representa la incertidumbre usando intervalos para los radios 
de los pesos. En los métodos multiatributos de teoría de la utilidad, de Keeney y 
Raiffa (1976), la incertidumbre es representada usando probabilidades de 
distribución y las alternativas son evaluadas en base a su utilidad esperada 
(Lahdelma et al, 2002). 
 
 
2.2. CERTEZA, RIESGO E INCERTIDUMBRE 
 
Los procesos de toma de decisión se pueden modelar en ambientes de 
certeza, riesgo e incertidumbre. Una decisión se toma en una ambiente de certeza 
cuando se asume que todo es conocido o puede estimarse con seguridad. Se dice 
que la decisión se hace bajo riesgo en los casos en los cuales hay elementos 
aleatorios con probabilidades conocidas.  Si estas son desconocidas se dice que 
la toma de decisiones se hace bajo incertidumbre. En este trabajo nos 
concentraremos en los procesos de toma de decisiones en condiciones de riesgo 
e incertidumbre. 
 
Cuando se desconoce cual será el estado futuro de la naturaleza, es 
factible considerar posibles estados θ1, θ2, ..., θe e identificar las probabilidades de 
ocurrencia P(θ1), P(θ2), ..., P(θe) respectivas, aunque esto último no siempre puede 
lograrse. Cuando se pueden establecer las probabilidades de ocurrencia, se dice 
que la decisión se hace bajo riesgo, de lo contrario se dice que la decisión se hace 
bajo incertidumbre.  
 
Ahora la función objetivo no tendrá un único valor, sino que tendrá tantos 
valores como estados se consideren. Una función Zj(x) representa los retornos de 
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una alternativa factible x en el caso de que se presente cierto estado de la 
naturaleza θj. En el caso discreto Zij representa el retorno que se obtendría si se 
presenta el estado de la naturaleza θj y se toma la decisión Ai. 
 
 
2.3. INCERTIDUMBRE 
 
“Incertidumbre” es un término genérico para describir algo que no es 
conocido, porque ocurre en el futuro o tiene un impacto que es desconocido (Ku, 
1995). El término “incertidumbre” ha sido usado para referirse a algo desconocido 
que no se puede resolver determinísticamente o algo desconocido que solo se 
puede resolver a través del tiempo. Schweppe et al. (1989) definen la 
incertidumbre como cantidades o eventos que están mas allá del conocimiento 
previo o del control del decisor. Paraskevopoulos et al. (1991) atribuyen los 
orígenes de la incertidumbre a errores en la especificación, estimación estadística 
de relaciones y suposición de variables exógenas. La incertidumbre surge debido 
a la información incompleta como puede ser contradicciones en fuentes de 
información, imprecisiones lingüísticas, ambigüedad o simplemente falta de 
información. Tal información incompleta también puede provenir de 
simplificaciones y aproximaciones que es necesario hacer para hacer los modelos 
manejables. La incertidumbre algunas veces se refiere a la aleatoriedad en la 
naturaleza o variabilidad en los datos. 
 
En la literatura, los términos “incertidumbre” y “riesgo” son frecuentemente 
usados indiferentemente. Knight (1921) fue el primero en diferenciar entre el 
riesgo como “cuantificable” y la incertidumbre como “no cuantificable”. Strangert 
(1977, p. 35) interpreta a Knight como sigue: la incertidumbre se refiere a una 
percepción no estructurada de lo incierto, mientras que el riesgo se refiere a la 
situación en la cual a  cada alternativa se le ha asignado un resultado y a cada 
posible resultado una probabilidad. El concepto de Strangert de incertidumbre 
pura, fue introducido alrededor de 1950 donde los posibles resultados son dados 
sin asignarles ninguna probabilidad de ocurrencia. Según las definiciones de 
Knight, Barbier y Pearce (1990) notan que el riesgo denota probabilidades 
ampliamente cuantificables, mientras que la incertidumbre se refiere a contextos 
en los que las probabilidades no son conocidas. Este mismo concepto se plantea 
en Smith y otros (2000) que hablan de riesgo cuando el modelo probabilístico o 
estocástico a ser utilizado para representar el comportamiento de la variable 
incierta es conocido, y hablan de incertidumbre cuando ese modelo no es 
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conocido. Hertz y Thomas (1984) asocian el riesgo con la carencia de 
previsibilidad acerca de la estructura del problema, resultados o consecuencias en 
la decisión o planeación mientras que la incertidumbre implica la carencia de 
previsibilidad acerca de todos los elementos de la estructura del problema. 
Chapman y Cooper (1983) consideran que el riesgo es la implicación indeseable 
debida a la incertidumbre. El riesgo también puede entenderse como el enfoque 
hacia los malos resultados, por ejemplo, cuando algo puede salir mal. Choobineh y 
Behrens (1992) consideran la incertidumbre como la manifestación de las 
consecuencias desconocidas producto de un cambio y el riesgo como las 
consecuencias de tomar una acción en la presencia de incertidumbre. Desde una 
perspectiva ingenieril, Merill y Wood (1991) observan la relación causal entre 
riesgo e incertidumbre: la incertidumbre se refiere a factores fuera de control y no 
conocidos con certidumbre, mientras que el riesgo es un peligro que se corre 
como producto de la incertidumbre. 
 
Las incertidumbres reflejan nuestra carencia de perfecto entendimiento de 
los fenómenos y procesos (Yen, 2002). En análisis de recursos hidráulicos, diseño 
y administración, las incertidumbres pueden emerger de las siguientes fuentes 
(Yen, 2002): 
 
• Incertidumbres naturales asociadas con la aleatoriedad inherente a los 
procesos naturales. 
 
• Incertidumbre del modelo que refleja la inhabilidad del modelo de simulación o 
la técnica de diseño para representar el comportamiento físico real del sistema. 
 
• Incertidumbres en los parámetros del modelo resultantes de la inhabilidad para 
cuantificar con precisión los parámetros de entrada. 
 
• Incertidumbres en los datos incluyendo (a) errores de medida, (b) 
inconsistencia y no homogeneidad en los datos, (c) errores de manejo y 
trascripción de los datos y (d) representatividad inadecuada de la muestra 
debido a limitaciones espaciales y temporales. 
 
• Incertidumbres operacionales incluidas aquellas asociadas con la construcción, 
manufactura, mantenimiento y otros factores humanos que no se tienen en 
cuenta durante la modelación o el proceso de diseño. 
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2.4. MANEJO DE LA INCERTIDUMBRE EN TOMA DE DECISIONES 
 
En los casos específicos de múltiples objetivos, la consideración de los 
aspectos de incertidumbre en los procesos de toma de decisiones se ha manejado 
de maneras muy clásicas. Tradicionalmente cuando se habla de incertidumbre en 
los procesos de toma de decisiones se refiere a variables y procesos asociados 
únicamente con la toma de decisiones, tales como condiciones de financiamiento, 
estructuras de preferencias, riesgo en la decisión, etc. En este caso se asume que 
variables inciertas asociadas con los diferentes objetivos han sido analizadas en la 
respectiva evaluación de esos objetivos. Por ejemplo, si uno de los objetivos es la 
satisfacción adecuada de la demanda de un producto, la incertidumbre en la 
disponibilidad de agua se analiza en la evaluación de este objetivo y no en el 
proceso de toma de decisiones.  Esta es una manera muy limitada de considerar 
la incertidumbre pues variables inciertas de diferentes objetivos pueden estar 
relacionadas y tendrían un contexto muy distinto cuando se consideran de manera 
conjunta que cuando se consideran de manera individual. Además, siempre se 
querrá saber como variables inciertas asociadas a los diferentes objetivos pueden 
afectar la decisión final. Este no es un problema fácil que requiere de mayor 
trabajo. 
 
Desde la llamada “ciencia de la decisión” se han desarrollado propuestas 
sobre el manejo de la incertidumbre en problemas de decisión. Sin embargo, en 
los métodos hasta ahora desarrollados, no es claro como realizar el tratamiento de 
la incertidumbre inherente a casi todos los procesos de toma de decisión. 
Generalmente se hace considerando posibles escenarios de ocurrencia de ciertas 
variables del problema o realizando análisis de sensibilidad sobre ciertas variables 
críticas. Además, considerando que el criterio de elección es único, como por 
ejemplo elegir la alternativa de menor costo. Algunas opciones de manejo de 
incertidumbre son:. 
 
• Métodos Multiobjetivo Estocásticos Explícitos. Métodos Probabilísticos. 
• Uso de Indicadores de riesgo e incertidumbre 
• Métodos Multiobjetivo Estocásticos Implícitos. Simulación de Monte Carlo. 
• Análisis de sensibilidad 
• Escenarios - Análisis de riesgos 
 
Par un conocimiento en detalle de estas y otras metodologías en el 
tratamiento del riesgo y la incertidumbre se pueden consultar en las siguientes 
referencias: Ang y Tang, 1975; Goicoechea et al, 1982; Cooper et al, 2004; Ku, 
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1995; Orcun et al, 2001; Liu, 2001; Smith et al, 2000; Bender, 2002; Yen, 2002; 
Dai et al, 2003; Aouni et al, 2004; Sakawa et al, 2004; Botterhuis y McCaffrey, 
2003; Goicoechea y Muñoz, 2000. 
 
Los tres últimos métodos no son realmente metodologías formales de 
considerar aspectos de riesgo e incertidumbre en procesos de toma de decisiones 
multiobjetivo. Estos métodos corresponden a procesos que tratan de aportar 
elementos para reducir la incertidumbre en la toma de decisiones. Por ejemplo, 
cuando se realiza un análisis de sensibilidad se trata de mirar en que rangos de 
variación de los parámetros la decisión no se ve afectada, dando de esta manera 
una idea sobre el nivel de incertidumbre alrededor de ciertos valores de esos 
parámetros. 
 
La investigación acá propuesta se concentra en los tres primeros métodos 
ya que además de referirse a procesos formales de consideración del riesgo y la 
incertidumbre, corresponden a los procesos en donde menos desarrollo se ha 
presentado y donde se necesitan aportes para el tratamiento adecuado del riesgo 
y la incertidumbre. 
 
 
2.4.1. Métodos Multiobjetivo Estocásticos Explícitos. Métodos 
probabilísticos 
 
Para resolver problemas en los que se desconocen los valores de algunos 
de los parámetros que intervienen en el mismo (situaciones de riesgo o de 
incertidumbre), es posible adoptar distintas “soluciones”. En determinadas 
circunstancias, y con base en la información disponible acerca de ellos, es posible 
“sustituir” estos valores por una estimación de los mismos, una medición no exacta 
de su valor esperado o bien tratar estos parámetros como variables aleatorias 
(Caballero et al, 1998). 
 
La programación estocástica analiza la resolución de problemas de 
programación matemática en los que algunos parámetros son desconocidos pero 
se conoce la distribución de probabilidad asociada a ellos y, por tanto, las 
situaciones que se analizan mediante la misma son situaciones de riesgo. 
(Caballero et al, 1998). Prékopa (1995) define la programación estocástica como 
la resolución de problemas de programación matemática en los que algunos o 
todos los parámetros son variables aleatorias. (Caballero et al, 1998) 
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El tratamiento probabilístico es adecuado en el caso de incertidumbres a 
corto plazo, con sucesos de alta frecuencia. El elevado costo del error, en caso de 
tomarse una decisión incorrecta basada en probabilidades que luego no se 
cumplen, hace que sea imprescindible encontrar métodos efectivos de tratar estas 
incertidumbres a largo plazo. 
 
La programación estocástica es una de la áreas de investigación de 
operaciones más retadoras e interesantes. Pretende tratar la incertidumbre con 
modelos de toma de decisiones de una manera coherente y sistemática (Stancu-
Minasian, 1990). Los procedimientos estocásticos en donde para el caso de 
múltiples objetivos se maximizan los valores esperados a menudo involucran 
varianzas muy grandes inaceptables. Se requiere de procedimientos de toma de 
decisiones estocásticos que consideren múltiples objetivos de manera explícita. 
De esta manera se pudiera decir que una nueva rama de la investigación de 
operaciones se ha ido consolidando lentamente: la programación estocástica con 
varias funciones objetivo. 
  
El problema de toma de decisiones con múltiples funciones objetivo y en un 
ambiente de incertidumbre con un tratamiento estocástico se encuentra en la 
literatura en varios contextos. Lau (1980) considera el problema del repartidor de 
periódicos con tres funciones objetivos: maximizar los beneficios netos esperados, 
maximizar la utilidad esperada y maximizar la probabilidad de lograr un beneficio. 
Teghem y Kunsh (1985) consideran dos problemas de planificación energética. 
Muchos ejemplos de toma de decisiones en las áreas de, por ejemplo, 
planificación de la producción, planificación de la operación, y problemas de 
asignación, que han sido propuestos en la literatura en una estructura multicriterio 
determinística, serían resueltos de manera más apropiada mediante el uso de 
procedimientos estocásticos multiobjetivo. Charnes y Stedry (1966) y  Hendrix y 
Stedry (1974) ya mostraban aplicaciones de programación meta probabilística 
hace más de 30 años. 
 
Aunque en años recientes ha habido un interés creciente en los problemas 
de programación estocásticos y de programación matemática con múltiples 
funciones objetivos, sin embargo, el campo de la programación estocástica con 
múltiples funciones objetivos ha sido prácticamente olvidado en la literatura. La 
mayoría de los métodos que se encuentran son generalizaciones de métodos 
utilizados para resolver problemas determinísticos o de programación estocástica, 
no son métodos específicamente desarrollados para darle solución a problemas 
de programación estocástica con múltiples objetivos. La solución de problemas de 
 2-8
programación estocástica con múltiples funciones objetivo puede obtenerse de las 
siguientes maneras (Stancu-Minasian, 1990): 
 
• Buscando reemplazar el problema de programación estocástica con múltiples 
funciones objetivos por un problema determinístico equivalente con múltiples 
funciones objetivo (siguiendo procedimientos que se usan en procedimientos 
de programación estocásticos con un solo criterio), y usando entonces un 
método conocido (no estocástico) de análisis multiobjetivo para darle solución 
al problema. 
 
• Buscando reducir el problema a un problema estocástico con una sola función 
objetivo (usando funciones síntesis, matrices de distancia, programación meta, 
etc.), y usando entonces un método de programación estocástica de un solo 
criterio. 
 
Se reconoce que (Stancu-Minasian, 1990) la solución de problemas de 
programación matemática con varias funciones objetivo determinísticas enfrenta 
varias dificultades debido al hecho de que el vector de soluciones no esta 
únicamente definido. Igualmente aparecen dificultades al resolver problemas de 
programación estocásticos con una sola función objetivo teniéndose que recurrir a 
modelos estocásticos relativamente simples. Se  explica entonces que la solución 
de problemas de programación estocástica con múltiples funciones objetivo se 
enfrente con dificultades casi irresolubles y ambigüedades. 
 
El planteamiento de problemas de programación estocástica con múltiples 
funciones objetivo requiere el replanteamiento de muchos de los conceptos de los 
problemas de programación multiobjetivo determinística. En el caso estocástico 
los logros, las metas, las restricciones e incluso la definición del conjunto de 
soluciones eficientes involucra la consideración de probabilidades de logros. Las 
restricciones se plantean ahora como la probabilidad de que se cumplan. Una 
solución pertenece al conjunto de soluciones eficiente con cierto nivel de 
probabilidad. Por ejemplo, se dice que el conjunto de soluciones estocásticas 
eficientes a un nivel de probabilidad α (llamado Sα) se define como: 
 
Sα = {x / x∈D, Fi(Zi(x)) = α, i=1,2, ..., r , no existe otro x`∈ D tal que  
Fi(Zi(x`)) = α para todo i=1,2,....,r ,  Zi(x`) ≥ Zi(x) para todo i=1, 2, ...,r 
y al menos para un i0, Zi0(x`) > Zi0(x)} 
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En donde x representa el vector de variables de decisión, Zi(x) la i-ava 
función objetivo, r el número de funciones objetivo, D el espacio de soluciones 
factibles y Fi() la i-ava función acumulada de probabilidades. 
 
Incluso el problema de toma de decisiones en grupo se puede plantear en 
un entorno estocástico considerando que los pesos de las funciones objetivos son 
variables aleatorias ya que los diferentes miembros del grupo pueden asignar 
varios pesos a las funciones objetivos individuales. 
 
En el marco de las dos aproximaciones presentadas arriba para la solución 
de problemas de programación estocástica con múltiples funciones objetivo se han 
propuesto, entre otros, los siguientes métodos (Stancu-Minasian, 1990): problema 
estocástico de Chebyshev, problema de programación estocástica de división de 
funciones objetivos, programación estocástica meta, programación estocástica de 
múltiples soluciones de mínimo riesgo, métodos interactivos y modelos de criterios 
de múltiples divisiones de funciones objetivo. 
 
Contini (1968) fue uno de los primeros en proponer una versión de 
programación meta estocástica en donde consideraba que la relación entre las 
funciones objetivo y las variables de decisión era una relación lineal que incluía un 
termino aleatorio (random noise) normalmente distribuido con media cero y matriz 
de covarianza V. En el procedimiento propuesto se propone un vector meta Y 
conformado por los niveles requeridos de las funciones objetivo, y se trata de 
determinar el vector de variables de decisión que maximizan la probabilidad de 
que el vector de logros de las funciones objetivo pertenezca a Y. Varias 
propuestas adicionales se han hecho en la literatura a este método de 
programación meta estocástica (Chobot, 1973; Stancu-Minasian y Tigan, 1988; 
Stancu-Minasian, 1990).  
 
Entre los métodos interactivos Goicochea y otros (1982) propusieron el 
método PROTRADE (Probabilístic Tradeoff Development), el cual se considera 
que es un equivalente estocástico del método determinístico STEM. Es un método 
interactivo que establece un dialogo entre el usuario y el modelo, dándole al 
decisor la opción de realizar el proceso de búsqueda de la solución eficiente 
modificando las condiciones iniciales de acuerdo con los resultados parciales que 
se van obteniendo. Durante las interacciones el decisor puede mejorar los valores 
obtenidos para una función objetivo como también la probabilidad de alcanzar ese 
objetivo o ambos. Este método tiene la ventaja de ser interactivo y de estar 
referido a un problema muy general, considerando restricciones no lineales y 
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funciones de distribución de probabilidades generales para los coeficientes de los 
objetivos lineales. Sin embargo, el enfoque probabilístico basado en la búsqueda 
de soluciones óptimas para un conjunto prefijado de probabilidades, lleva siempre 
a decisiones muy arriesgadas, ya que sus resultados, una vez materializadas las 
incertidumbres, pueden apartarse sustancialmente del objetivo perseguido. 
 
Teghem (1990) propuso otro método estocástico interactivo, llamado 
STRANGE (Estrategia para Generación Nuclear de Electricidad), el cual usa 
análisis paramétrico para proveer información detallada de una gran cantidad de 
soluciones eficientes.  Leclercq (1982) consideró un problema multiobjetivo donde 
los coeficientes son variables aleatorias y algunas de las restricciones contienen 
variables aleatorias.  El algoritmo de solución consiste de una serie de 
alternaciones entre estados computacionales y de decisión (Wu, 1997). 
 
Marcotte y Soland (1986) proporcionaron un algoritmo interactivo de ramas 
y límites para optimización estocástica multiobjetivo. Urli y Nadeau (1990) 
formularon un modelo general de programación lineal multiobjetivo para la 
situación cuando los decisores poseían sólo información incompleta sobre los 
parámetros estocásticos.  El algoritmo contiene un número de modos para la 
transformación de objetivos y restricciones estocásticos para obtener un 
equivalente determinístico de una formulación de programación lineal multiobjetivo 
que pueda ser resuelta mediante un método interactivo (Wu, 1997). 
 
La programación estocástica con restricciones aleatorias (Chance 
Constraint Programming - CCP) es otro tipo de programación matemática que 
incorpora elementos estocásticos dentro de las funciones de restricción (Birge, 
1997). Charnes y Cooper (1959) introducen el CCP como medida para manipular 
la aleatoriedad de la incertidumbre en los datos (Botterhuis y McCaffrey, 2003). 
Los modelos “chance constrained” apuntan a mantener las decisiones del estado 
uno con un interés mayor en la confiabilidad de la decisión.  La situación de 
decisión es modelada mediante un modelo de programación lineal, donde algunas 
de las entradas son variables aleatorias resultando así restricciones aleatorias en 
el modelo. La aproximación mediante el método de “chance constrained” requiere 
que estas desigualdades se cumplan con una cierta (alta) probabilidad.  Las 
dificultades para los modelos “chance constrained” vienen del cálculo de las 
probabilidades incluidas en el modelo (Kall y Mayer, 1994). 
 
Kall (1982) señala que la elección de un método de resolución u otro para 
resolver problemas de programación estocástica depende del tipo de problema 
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que se pretenda resolver y deberá de realizarse con base a las características del 
problema y a las preferencias del decisor. Incluso, se puede considerar la 
posibilidad de combinar más de un criterio para poder recoger aspectos deseables 
de la solución al problema, pero, en general, no es posible ordenar estos 
conceptos. En el caso multiobjetivo, la resolución de estos problemas debe 
realizarse teniendo en cuenta al mismo tiempo el carácter estocástico y el 
multiobjetivo del problema, lo que implica que la obtención de soluciones sea más 
complicada (Caballero et al, 1998). 
 
Como se puede ver de la revisión de literatura sobre programación 
estocástica multiobjetivo, la gran abrumadora mayoría de los esfuerzos para la 
solución de problemas de programación estocástica con múltiples funciones 
objetivos están orientados a obtener determinísticos equivalentes del problema y 
luego solucionarlo mediante el uso de un método tradicional de análisis 
multiobjetivo. 
 
 
2.4.2. Criterios de riesgo e incertidumbre 
 
En la representación de un problema de toma de decisiones multiobjetivo, el 
conjunto de criterios u objetivos constituyen todos los aspectos que se quieren 
incluir en esa decisión. Normalmente estos criterios son evaluados considerando 
un ambiente de certeza. Difícilmente existe un problema de toma de decisiones en 
la vida real que no se encuentre en un ambiente de incertidumbre, o, lo que es lo 
mismo, que se encuentre en una ambiente de certeza en donde todo se pueda 
asumir como absolutamente conocido.  
 
Los criterios pueden ser evaluados en ambientes de incertidumbre. Si se 
conoce la distribución de probabilidades de los estados de la naturaleza (condición 
de riesgo) se puede calcular el valor esperado de los diferentes criterios que se 
asumen son inciertos. Esta sería un manera de considerar la incertidumbre en una 
problema de toma de decisiones de análisis multiobjetivo. Una vez estimado los 
valores esperados de los criterios se puede proceder a usar un método de análisis 
multiobjetivo determinístico para el proceso de toma de decisiones. Sin embargo, 
este tipo de enfoque “determinista” mediante el uso de valores medios suelen 
conducir a resultados que subestiman las valoraciones realizadas, y tiene 
inconvenientes adicionales, como el que el decisor no conozca el rango de 
incertidumbre de los resultados, y por ello no pueda incorporar sus preferencias 
respecto al riesgo. Este tipo de procedimientos no tiene en cuenta la variabilidad 
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del criterio incierto. Los procedimientos estocásticos en donde para el caso de 
múltiples objetivos se maximizan los valores esperados a menudo involucran 
varianzas muy grandes inaceptables. 
 
Es debido a las limitaciones de la consideración de valores esperados de 
los criterios inciertos que han sido introducidos otros criterios, que igualmente 
pueden ser estimados en ambientes de riesgo e incertidumbre, sino que además 
describen otros comportamientos del criterio en consideración, como por ejemplo 
aspectos relacionados con su vulnerabilidad, variabilidad, robustez y otros (Smith 
y otros, 2000). Un criterio incierto, en donde se conoce la distribución de 
probabilidades de los estados de la naturaleza, puede entonces ser reemplazado 
en el proceso de toma de decisiones por un conjunto de criterios que describen 
adecuadamente su comportamiento (valor esperado, variación y otros), todos ellos 
estimados considerando esa distribución de probabilidades. 
 
El riesgo se puede valorar de distintas formas, pero las más usuales son la 
robustez y la flexibilidad. Por robustez se entiende la probabilidad de que los 
atributos de la solución adoptada no se alejen excesivamente de los de la solución 
óptima para diversos escenarios, por lo que, cualquiera que sea el suceso real 
futuro, la alternativa se comportará bien. La flexibilidad, por su parte, es la 
capacidad para responder al cambio de forma eficiente, es decir, minimizando el 
arrepentimiento debido a la elección de una solución determinada, y no la óptima 
para el escenario que realmente ocurra. 
 
El análisis de riesgos se lleva a cabo mediante la formulación y resolución 
de un juego contra la naturaleza. Es decir, se evalúa el comportamiento de las 
posibles estrategias ante los distintos estados que pueda adoptar la naturaleza y 
se escoge una de ellas mediante la aplicación de un criterio de decisión en 
presencia de incertidumbre. El análisis de riesgos permite además incorporar las 
preferencias de los decisores frente al riesgo. Según el comportamiento frente al 
riesgo del decisor, se escogerá el criterio de selección más adecuado. En general, 
la estrategia de decisión más utilizada es la de escoger aquella solución cuyo 
máximo arrepentimiento bajo cada escenario es el mínimo de todas las estrategias 
(criterio de Savage), que es coherente con un carácter conservador del decisor. 
Este criterio tiene una interpretación interesante dentro del marco multicriterio, ya 
que el arrepentimiento generado por una estrategia frente a cada escenario puede 
asimilarse a la distancia de esa solución respecto al ideal para ese escenario. Esta 
distancia, a su vez, puede calcularse por distintas métricas, según se busque una 
solución de máxima eficiencia o de máximo equilibrio. La elección de estas 
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métricas, y sus implicaciones respecto a la actitud frente al riesgo de los 
decisores, es un campo de gran interés para investigación. Otros criterios para el 
análisis de riesgos se presentan en Smith y otros (2000). 
 
Incluso cuando no se conoce la distribución de probabilidades (ambiente de 
incertidumbre) y se debe tomar la decisión conociendo que ciertos criterios son 
inciertos, hay criterios propuestos que tratan de evaluar la incertidumbre en el 
proceso de toma de decisiones como la minimización del máximo arrepentimiento 
(Pereira, 1995; Smith y otros, 2000). Estos criterios son de suma importancia ya 
que el no conocimiento de la distribución de probabilidades de los estados de la 
naturaleza es una condición bastante común en la practica. 
 
En ocasiones no solo nos interesa representar el comportamiento  de las 
alternativas representando adecuadamente los criterios inciertos mediante el uso 
de criterios adicionales que representan su comportamiento inherente (valor 
esperado, varianza y otros), sino además usar otras características que se 
consideran deseables en los procesos de decisión que se toman en ambientes 
cada vez más inciertos y de la más alta responsabilidad (Ku, 1995). Estas 
características adicionales reflejan el comportamiento de las alternativas bajo 
condiciones normalmente no contempladas, como, por ejemplo, la capacidad de 
adaptarse a consideraciones no contempladas, o la capacidad de responder a 
cambios que no pueden predecirse o la capacidad de retornar a su situación 
normal ante cambios en las condiciones del entorno. Estos criterios adicionales 
nos darán información valiosa sobre las alternativas en el momento de tomar las 
decisiones, especialmente en esos ambientes de gran incertidumbre. En este 
sentido se han propuesto un conjunto de criterio como flexibilidad, adaptabilidad, 
recuperabilidad, elasticidad y otros. 
 
Muchos son los criterios propuestos en la literatura para evaluar los 
procesos de toma de decisiones bajo amientes de riesgo e incertidumbre (Smith et 
al, 2000).  Aunque hay una preocupación creciente por usar un conjunto de 
criterios que representen adecuadamente los procesos de toma de decisiones en 
ambientes de riesgo e incertidumbre, realmente muy poco trabajo se ha hecho en 
este sentido en el campo de ciencias de la decisión. Hace falta mucho trabajo, no 
solo en la propuesta de criterios sino además en la manera como pueden ser 
estimados o calculados. Pereira (1995) clasificación los criterios para apoyar 
complejos procesos de toma de decisiones como: criterios de valor esperado, 
criterios de vulnerabilidad, criterios de robustez, criterios de satisfacción y 
combinación Pareto-óptimas de estos criterios. 
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Tal vez uno de los trabajos más relevantes en la propuesta de criterios 
adecuados para soportar procesos de toma de decisiones en ambientes de riesgo 
e incertidumbre lo hizo Ku (1995), aunque ella se quedo corta en llegar a 
propuestas de cómo se pueden calcular o estimar muchos de los criterios 
propuestos por ella. Los criterios mas sobresalientes propuestos por Ku (1995) 
para caracterizar una alternativa ante una situación de incertidumbre son:  
  
Flexibilidad: Se refiere a la capacidad del proyecto de responder a cambios 
que no pueden predecirse. 
 
Robustez: Es la capacidad del proyecto de soportar satisfactoriamente 
todos los posibles estados de la naturaleza previstos. 
 
Vulnerabilidad: Es la capacidad del proyecto de soportar satisfactoriamente 
cambios que pueden predecirse. 
 
Adaptabilidad: Se refiere a la capacidad del proyecto de responder a 
cambios que pueden predecirse. 
 
Elasticidad: Es la capacidad del proyecto de retornar a su situación normal 
ante cambios en las condiciones del entorno. 
 
Liquidez: Es la facilidad de transición desde una situación dada en un 
periodo de tiempo a una situación deseada a en el próximo periodo de tiempo. 
 
Plasticidad: Se refiere a la capacidad del proyecto de permanecer en una 
misma situación sin permitir transformaciones. 
 
Uno de los problemas típicos en la estimación o calculo de estos criterios es 
que se disponga de la información que se requiere. Esto normalmente no es el 
caso y representa una gran limitante para su uso. 
 
 
2.4.3. Métodos Multiobjetivo Estocásticos Implícitos. Simulación de 
Monte Carlo 
 
Los métodos de Análisis Multiobjetivo estocásticos Implícitos separan el 
problema de toma de decisiones de la consideración de incertidumbre. 
Básicamente ellos generan series sintéticas de las variables o de los criterios 
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inciertos con los cuales se pueden estimar varias características de los criterios 
(valor esperado, varianza y otros) que se agregan al conjunto de criterios con los 
cuales se tomará la decisión usando algún método de análisis multiobjetivo 
determinístico.  
 
Para la representación estocástica o probabilística de las variables 
aleatorias se usan registros históricos de esa variable y sigue un procedimiento 
estándar de modelamiento para escoger, estimar y probar el modelo a ser utilizado 
para la generación de series sintéticas. Una de las técnicas más utilizadas con 
este propósito es la simulación de Monte Carlo. 
 
La simulación de Monte Carlo es una técnica estocástica usada para 
resolver problemas matemáticos. Los métodos de Monte Carlo generan valores 
aleatorios para crear escenarios diferentes del problema en estudio. Los métodos 
de Monte Carlo comprenden una variedad de técnicas que brindan la posibilidad 
de soluciones de problemas de índole físico o matemático, mediante pruebas 
aleatorias sucesivas. Dicho de otra manera estas técnicas permiten encontrar la 
solución de un problema numérico empleando experimentos de muestreo artificial, 
mediante la generación de números con una distribución de probabilidad 
determinada que simula los resultados de una variable física. Estas técnicas 
combinan conceptos estadísticos con la virtud que tienen los computadores para 
realizar cálculos de manera rápida. 
 
La técnica de simulación de Monte Carlo, en principio, genera valores 
aleatorios de parámetros de entrada estocásticos de acuerdo con sus respectivas 
características probabilísticas. Se genera un gran número de conjuntos de 
parámetros, para calcular la salida correspondiente del modelo y de esta manera 
poder determinar algunas características estadísticas de la salida del modelo 
(Yen, 2002). 
 
 
2.4.4. Análisis de sensibilidad 
 
La manera más común de incorporar la incertidumbre es el análisis de 
sensibilidad de los parámetros más significativos. Generalmente se asume que se 
da un cambio en el valor de una variable y el resto sigue igual. Entonces se 
evalúan los efectos de cada posible cambio. Por ejemplo, en un problema de 
inversión financiera esto sería observar como cambia la estrategia de inversión 
elegida ante diferentes factores que irían variándose uno a uno, como por ejemplo 
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las tasas de intereses, o el presupuesto etc. Así, puede estimarse la sensibilidad 
de la solución escogida con cada factor en forma individual. El principal problema 
de este enfoque es, que la consideración de cambios aislados en los parámetros 
no es una hipótesis realista, además de que no existe una forma clara de valorar 
los resultados arrojados por el análisis y se evalúan casi de forma cualitativa, más 
que cuantitativa. La inclusión de varios objetivos simultáneamente es aún más 
compleja y poco estudiada. 
 
En el proceso de decisión debe darse especial atención, no sólo a la forma 
en que se ha obtenido las preferencias, ni a los modelos teóricos que se ha 
seguido, sino también a la estabilidad de los resultados a los cambios de los 
valores de los parámetros de preferencia que se estén usando. En estos casos, 
una pequeña diferencia en los parámetros puede derivar en un ordenamiento 
“inverso” de las alternativas evaluadas. Normalmente el análisis de sensibilidad se 
realiza, variando los parámetros y observando qué tanto cambian los resultados. 
El problema radica en que está es una valoración más cualitativa que cuantitativa. 
 
En análisis de sensibilidad tradicional evalúa la sensibilidad de la solución 
escogida a cada variable incierta individualmente, lo que puede hacerse en un 
tiempo proporcional al número de variables ha ser consideradas. Sin embargo, 
uno también podría estar interesado en efectos de cambios de combinaciones de 
variables. Por ejemplo, una estrategia podría ser perfectamente robusta respecto a 
cada variable considerada individualmente, pero un cambio en una combinación 
particular de dos o más variables  podría afectarla severamente. Pero buscar el 
efecto del cambio en todas las combinaciones posibles requiere un tiempo que 
crece en forma exponencial con el número de variables a ser considerados. 
Básicamente lo que debe buscarse son las variables a las que la solución es más 
vulnerable. Este problema puede ser susceptible de abordar a través de 
evaluaciones combinatoriales mediante Algoritmos Genéticos (Goldberg, 1989), 
cuyas cadenas binarias corresponden a la serie de variables inciertas: 0 
corresponde a no cambio y 1 a un cierto cambio (pueden usarse representaciones 
más amplias). Además de que permite un análisis de sensibilidad mucho más 
amplio que el tradicional, esto también podría permitir darle valoraciones 
específicas a las alternativas que se midieran mediante el índices de su robustez. 
 
En un intento por buscar la forma de valorar cuantitativamente la 
sensibilidad de una alternativa elegida por un método Multiobjetivo - MO - a 
cambios en los valores de las preferencias del decisor, se intentará desarrollar 
mecanismos de valoración mediante índices que estimen la robustez de las 
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soluciones encontradas y la vulnerabilidad de perder su clasificación ante cambios 
en los parámetros de importancia relativa de los objetivos. Jaramillo (1999) 
desarrolló mecanismos de valoración mediante un índice de robustez como la 
probabilidad de que un conjunto de combinaciones de pesos, elegidos 
aleatoriamente, conduzcan a escoger esa alternativa como mejor alternativa, y un 
índice de estabilidad estimando la vulnerabilidad de la alternativa seleccionada 
por el método en cuestión como la mejor, a continuar precediendo la clasificación, 
ante cambios en la estructura de preferencias en cualquier dirección. La robustez 
de una alternativa tiene relación directa con la cantidad de combinaciones posibles 
de los pesos que conducen a escoger esa alternativa como mejor alternativa. Los 
análisis de sensibilidad buscan soluciones robustas aunque no haya una definición 
clara de este término. La estabilidad es una característica complementaria de la 
robustez. La estabilidad puede compararse con la situación de un sujeto ante un 
abismo ¿Qué tan cerca se encuentra del abismo?. Bajo este punto de vista, dos 
procesos en los que se usan diferentes combinaciones de parámetros pueden 
conducir a elegir la misma alternativa, pero un resultado puede ser más estable 
que otro. Son escasas las situaciones en las que el decisor se encuentra 
absolutamente seguro de los pesos que él valoró. Una alta estabilidad de la 
decisión tomada le indica que puede implementarla con confianza, a pesar de  su 
vacilación a la hora de expresar sus preferencias, ya que puede esperarse que los 
verdaderos pesos correspondientes a sus preferencias, imposibles de estimar en 
la realidad, no estén demasiado lejos de los asignados por él explícitamente 
(Jaramillo, 1999). Este tipo de valoración parece prometedora pero se requiere 
validarla en casos de aplicación reales, mejorar la capacidad de generalizarlo en 
un número no limitado de objetivos (en la actualidad se encuentra limitado a tres) y 
adoptarla para más métodos multicriterio como por ejemplo los ELECTRE. 
 
Surge la importancia de buscar “soluciones robustas a las preferencias 
imprecisas del decisor”. Entre más robusta la alternativa a implementar, mayor 
probabilidad de que estructuras de preferencias en otro tiempo, o de otros 
decisores, o de las generaciones futuras (desarrollo sostenible) conlleven a la 
selección de la misma alternativa elegida en la actualidad. En la literatura técnica 
no se encuentra ningún elemento que ayude a cuantificar la sensibilidad de la 
solución encontrada por los métodos de análisis multiobjetivo. 
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2.4.5. Escenarios  
 
Los escenarios son una herramienta estratégica utilizada de manera 
sistemática por diferentes instituciones. Los escenarios son herramientas para 
tratar de entender que puede pasar en el futuro. Los escenarios son una 
herramienta que permite considerar las incertidumbres de largo plazo cuando se 
diseña una estrategia o se desarrolla un plan. Los escenarios representan una 
serie de futuros posibles contra los cuales se pueden probar las estrategias de una 
organización, buscando, por ejemplo, estrategias robustas que se comporten 
adecuadamente en todos los escenarios, o estrategias adecuadas para ciertos 
escenarios. Los escenarios por si solos no diseñan estrategias o responden 
preguntas, pero si ayudan a responderlas considerando las incertidumbres de 
largo plazo representadas por los futuros posibles consignados en ellos. La 
construcción de los escenarios es, en general, un proceso independiente de la 
construcción de las estrategias de una organización.  
 
Los escenarios describen el futuro como un conjunto de posibilidades que 
cubran conjuntamente el abanico completo de los futuros posibles. Se define un 
escenario como la descripción de los cambios que se pueden producir en un cierto 
conjunto de variables o parámetros hasta el horizonte considerado, y que están 
fuera del control de los decisores. El conjunto de escenarios debe ser amplio y 
coherente, englobando todos los posibles desarrollos futuros de un sistema. 
Aunque por otra parte, también es recomendable no generar un número elevado 
de los mismos, con el fin de facilitar su manejo y comprensión por parte de los 
decisores. En realidad, al estar interrelacionados generalmente muchos de los 
parámetros, los desarrollos hipotéticos del conjunto se pueden agrupar en un 
número pequeño de escenarios coherentes. 
 
Como se pude ver, en primera instancia se definen los escenarios y luego 
se usan en el contexto estratégico de la organización para el diseño de estrategias 
o la construcción de planes para la organización. Los escenarios, por ejemplo, 
usados en ese contexto, ayudan a responder preguntas como:  
 
¿Que haríamos si tal cosa pasara? 
¿Qué haríamos si los precios del petróleo subieran? 
¿Qué haríamos si la guerra civil en Colombia se prolonga? 
¿Cuál sería el impacto de ciertos desarrollos tecnológicos? 
¿Cuál debería ser nuestra respuesta? 
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Los escenarios presentan como ventaja adicional el que por sí mismos 
contribuyen a que los decisores entiendan mejor el papel de las incertidumbres de 
largo plazo y aprendan a tomar decisiones más informadas en este contexto 
incierto al revelar nuevas oportunidades y amenazas estratégicas. Su 
inconveniente principal es que son difíciles de validar y utilizar, teniendo en cuenta 
que hay que evaluar en ellos las consecuencias de situaciones imaginarias a muy 
largo plazo. 
 
Los escenarios son utilizados en algunas de sus formas desde principios de 
la década de los años 60. Tal vez la empresa más famosa por su uso y que más 
ha contribuido al desarrollo de la herramienta es Shell. Los libros más conocidos 
sobre escenarios han sido escritos por ex - funcionarios de Shell, y la metodología 
actualmente aceptada como estándar para el diseño de escenarios ha sido 
propuesta por ellos. Esta herramienta le ha permitido a Shell reconocer 
importantes cambios en el futuro antes de que ocurrieran, tales como las crisis 
energéticas de los años 1973 y 1979, el crecimiento en la conservación de energía 
y la caída en la demanda por petróleo, la evolución del movimiento ambientalista, 
y los cambios ocurridos en Rusia. Aunque la temporalidad y la cuantificación de 
estos eventos o tendencias no siempre fueron correctas, los escenarios a menudo 
fueron bastante claros sobre los resultados e implicaciones de esos cambios o 
tendencias.  
 
Una evaluación retrospectiva sobre el uso de escenarios en Shell concluye 
que los escenarios han servido fundamentalmente para cambiar como los 
gerentes y administradores de la empresa ven y entienden su mundo. Fuera de lo 
anterior, no se ha podido demostrar con evidencias reales que el Grupo Shell, 
como un todo, haya cambiado su comportamiento o haya desarrollado más 
capacidad de adaptación, debido al uso de escenarios. Como máximo se 
estableció en el Grupo un vinculo más bien débil entre el conocimiento por 
adelantado que brindan los escenarios y las decisiones de negocios que se 
hicieron. Shell continúa realizando sistemáticamente ejercicios de escenarios, 
tiene un equipo de trabajo altamente capacitado dedicado de manera exclusiva a 
este trabajo, y cada ejercicio de escenarios le toma alrededor de dos años para su 
realización.  
 
En Colombia hay pocas experiencias sobre el diseño de escenarios y su 
uso como herramienta estratégica. Recientemente (1998) se realizó en el país el 
ejercicio de escenarios conocido como Destino Colombia, el cual llegó a proponer 
cuatro escenarios futuros para el país. Este ejercicio pretendía un uso de los 
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escenarios distinto al ejercicio de escenarios energéticos para Colombia. En 
Destino Colombia se presentan los posibles futuros en los que se puede 
encaminar el país y se muestra que hay claramente uno de ellos que es el más 
conveniente para el país. Se trata entonces de usar estos resultados como 
herramienta en foros de discusión para lograr que se hagan los esfuerzos que se 
requieren para que el país efectivamente se encamine por ese futuro más 
adecuado. La UPME (2002) realizó el trabajo llamado "Futuros para una energía 
sostenible en Colombia" el cual fue un ejercicio de escenarios orientado a definir 
unos escenarios energéticos de desarrollo para el país con un horizonte hasta el 
año 2020. Este trabajo pretende indicar las incertidumbres de largo plazo en este 
sector de tal manera que puedan ser tenidas en cuenta en el diseño de las 
estrategias de desarrollo del mismo.  
 
 
2.5. IMPRECISIÓN 
 
2.5.1. Análisis  Multiobjetivo Difuso 
 
Los modelos ’difusos’ evalúan la subjetividad del comportamiento humano y 
modelan la imprecisión del fenómeno mental que no es de carácter estocástico. 
Por ejemplo, ¿Qué escala de valoración usar para evaluar algunos indicadores 
ambientales o sociales? ¿Cómo expresar matemáticamente valoraciones 
lingüísticas como ‘bueno’, ‘pobre’ etc.? Los conjuntos difusos permiten representar 
matemáticamente este tipo de valoración. 
 
El problema en cuestión revela alta complejidad pues puede presentar 
conflicto de intereses en las diferentes objetivos, conflicto de intereses entre los 
decisores (la empresa, las autoridades o la comunidad afectada), e información 
incompleta e imprecisa (difusa). Una alternativa a la problemática mencionada, se 
hace posible mediante el empleo de un método cuantitativo de toma de decisiones 
con base en lógica difusa denominado Análisis Multiobjetivo Difuso, que permite 
manejar información de carácter impreciso y encontrar soluciones satisfactorias 
que optimicen diferentes criterios en conflicto. 
 
La lógica difusa fue desarrollada por L. A. Zadeh, profesor de la Universidad 
de California en Berkeley, a mediados de los 60’s, cuando publicó el artículo 
“Fuzzy Sets“. En el, propuso una “nueva” lógica multi-valuada, retomando los 
conceptos expuestos de tiempo atrás por lógicos como Lukasiewicz, Russell y 
Max Black. El Desarrolló un álgebra completa para conjuntos Difusos, que resulta 
 2-21
ser una extensión de la tradicional lógica bi-valuada (crisp) tradicional. Según 
Bellman y Zadeh (1970), la  incertidumbre hace referencia a los fenómenos 
aleatorios que se manejan con la teoría de la probabilidad, mientras que la 
imprecisión puede tratarse adecuadamente con la teoría de conjuntos difusos. 
Muchos son los libros sobre Lógica Difusa que se encuentran en la literatura, entre 
los que se destacan los textos de Bellman y Zadeh (1970), Duckstein (1991), Chen 
y Hwang (1992), Sakawa (2002) y Carlsson y Fullér (2002). 
 
En general, los métodos de análisis multiobjetivo difuso, otorgan 
inicialmente a cada alternativa una calificación difusa “fuzzy rating” que 
corresponde a la agregación de los puntajes de desempeño de la alternativa con 
respecto a todos los objetivos. Posteriormente, se realiza una fase de 
ordenamiento difuso “fuzzy ranking”  en la cual se comparan el puntaje agregado 
de las alternativas mediante un método de ordenamiento difuso.  
 
Los resultados de ambas fases se denominan calificación final “final rating” 
y posición de ordenamiento “ranking order”, respectivamente.  El puntaje o 
calificación de desempeño de una alternativa con respecto a todos los atributos se 
representa por medio de un conjunto difuso, por lo que la calificación final se 
expresará también como un conjunto difuso. 
 
Los problemas del mundo real tienen una mezcla de datos clásicos “crisp” y 
datos imprecisos “fuzzy”, los cuales pueden tener una gran cantidad de 
alternativas y alcanzar cientos de atributos. 
 
De acuerdo a Chen y Hwang (1992), los métodos de Análisis Multiobjetivo 
Difuso, pueden clasificarse como se presenta a continuación: 
 
• Por el tamaño del problema que pueden solucionar (número de atributos y 
número de alternativas), clasificándose en aquellos que son apropiados para 
solucionar problemas con menos de 10 alternativas y 10 atributos, y aquellos 
que son útiles en la solución de problemas con cualquier número de 
alternativas y menos de 350 atributos. 
 
• Por el tipo de datos que pueden usar: clasificados en métodos para datos 
difusos únicamente, métodos para datos clásicos “crisp” únicamente y métodos 
para una mezcla de datos difusos con clásicos, siendo esto último lo común en 
el mundo real. 
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• Por el método de Análisis Multiobjetivo tradicional del cual partieron: Promedios 
Ponderados (Simple Additive Weighting, SAW), Proceso Analítico Jerárquico 
(Analytic Hierarchical  Process, AHP), Método Conjuntivo (Conjunctive Method, 
CM), Método Disyuntivo (Disjunctive method, DM), Función de Utilidad 
Multiatributo (Multiple Attribute Utility Function, MAUF), métodos de prevalencia 
(Outranking Methods, OM), Maximin y métodos clásicos de Análisis 
Multiobjetivo (Análisis Multiobjetivo  Clásico).  
 
• Por la técnica que se requiere para aplicarlos como son los α-cortes, 
operaciones de la aritmética difusa, método de evaluación por pesos (método 
del eigenvector, ME), medidas de posibilidad y necesidad o prioridad 
(POS/NES), intuición humana, Métodos de evaluación por pesos (Weight 
Assessing Methods, WAM),  métodos de ordenamiento (Ranking Methods, RM) 
métodos de prevalencia difusa (Fuzzy Outranking Relation, FOR),  operadores 
máximo y mínimo y modelación semántica (modelación que permite convertir 
un dato lingüístico en un número difuso y este a un crisp).  
 
Lo anterior se representa en la Figura 2.1 adaptada de Chen y Hwang 
(1992), donde los números representan los principales autores en cada método. 
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Toma de
decisiones 
con Análisis
Multiobjetivo 
Difuso 
Alternativas: Sin límite 
Objetivos/Atributos/criterios:  
menos de 350
Datos clásicos 
Datos difusos y 
clásicos MAUF 
AMA 
clásico
OM 
Datos difusos 
SAW 
AHP 
α - corte 
Aritmética difusa 
ME 
WAM y operaciones
aritméticas  
1 
2 
3 
4 
Alternativas: menos de 10 
Objetivos/Atrbutos/criterios: 
menos de 10 
Intuición Humana 6 
CM/DM POS/NES 5 
RM y Aritmética Difusa 7 
FOR 8
Datos difusos Maximin Operadores Max y Min 9 
Datos difusos y 
clásicos
MO 
Clásico
Modelación semántica 10 
Autores: 1.    Baas & Kwakernaak (1977) 
        Kwarkernaak, (1979) 
        Dubois & Prade (1982) 
        Chen & Mcinnis (1980) 
2. Bonissone (1980, 1982) 
3. Saaty (1977) 
4. Laarhoven & Pedrycz (1983) y
Buckley (1984, 1985) 
5. Dubois et al.(1988) 
6. Efstathiou & Rajkovic (1979) 
7. Negi (1989) 
8. Siskos et al (1984), Brans et al (1984) 
9. Bellman & Zadeh (1970), Yager (1978) 
10. Chen & Hwang (1992) 
 
Figura 2.1. Clasificación de métodos de Análisis Multiobjetivo Difusos 
 
 
2.5.2. Consideración Explícita de la Imprecisión 
 
Son muchas las metodologías matemáticas y empíricas adaptadas en 
diferentes áreas científicas, sociales y económicas, entre ellas las múltiples 
técnicas de investigación de operaciones, las cuales generalmente se toman del 
ámbito puramente tecno-económico y se aplican sin mayores adaptaciones en 
áreas con alta componente social o alto impacto en decisiones que implican otras 
complejidades diferentes, trayendo consigo una serie de problemas cuyas 
consecuencias pueden llegar a traducirse en perdidas económicas y/o humanas 
incuantificables. 
 
 2-24
En el caso de aplicaciones en problemas de importantes componentes 
sociales los aspectos de imprecisión son realmente importantes. Una manera 
propuesta para el manejo de la toma de decisiones en ambientes muy imprecisos 
es el uso de metodologías de análisis multiobjetivo muy controladas mediante el 
uso de tablas de decisión (Universidad Nacional de Colombia, 2002). Mediante 
este recurso se plantean las decisiones mediante combinación de información en 
un esquema tabular de toma de decisiones. Por ejemplo, una regla de decisión 
para el caso de la evaluación del riesgo por inundaciones pudiera plantearse 
como: si la vulnerabilidad social a la ocurrencia de inundaciones es alta y la 
amenaza por inundaciones es media entonces el riesgo por inundaciones es alto. 
Obviamente que esta regla de decisión dependerá de las características del 
territorio donde se aplique. 
 
Las reglas de decisión son entonces una manera bastante simple y directa 
para el manejo de la imprecisión. Incluso estas reglas de decisión podrían 
representarse bajo consideraciones difusas. Por ejemplo, en la mezcla de la 
vulnerabilidad y la amenaza se podría considerar la representación de estas dos 
variables mediante herramientas difusas y aplicar la lógica difusa cuando se 
combinan para definir el riesgo. 
 
 
2.6. ASPECTOS IMPORTANTES ADICIONALES A TRATAR EN LA 
INVESTIGACIÓN  
 
Los métodos de análisis multiobjetivo tratan de articular en parámetros 
específicos las preferencias del decisor. Los parámetros más usados son los 
pesos de importancia relativa, pero estos pesos se refieren específicamente al 
objetivo en sí (por ejemplo: importancia de minimizar costos), sin considerar los 
rangos de variación en los criterios, ni las posibles incertidumbres que se tendrán 
al dar esas valoraciones. Una de las ventajas del análisis de escenarios es que da 
a conocer al decisor el rango de incertidumbre de los resultados, y así permite 
analizar cómo varían sus preferencias en función de esta incertidumbre, e incluso 
escoger que criterios de decisión (minimax, mínimo arrepentimiento, valor 
esperado, etc) usar para su proceso de decisión. En análisis multiobjetivo esta 
variación podría ser representada en funciones de utilidad de acuerdo con la teoría 
de la utilidad multiatributo (MAUT). Sin embargo sería útil conciliar en alguna 
medida ambos enfoques y ampliar las relaciones entre riesgo-actitud ante el 
riesgo-parámetros de preferencias MO. 
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Otro aspecto fundamental a estudiar en la dificultad que tiene el decisor en 
dar un valor exacto a los parámetros de preferencia MO. Generalmente el decisor 
vacila, o piensa más en rangos que en valores exactos, e incluso puede aportar 
valores diferentes si la pregunta se le hace en tiempos o en situaciones diferentes. 
Los proceso de análisis multiobjetivo deben ser capaces de asimilar y mitigar los 
efectos de este. La lógica difusa puede ser usada útilmente en la combinación  de 
múltiples objetivos sin la necesidad de estimar pesos o de seleccionar un 
ordenamiento de preferencias de los objetivos. Por ejemplo, las metas y los 
preferencias entre varios elementos pueden ser modelados como funciones de 
pertenencia difusas, en las que no se solicita un valor único y absolutista sino que 
cada posible valor tendrá una medida de “intensidad”. 
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Capítulo 3 
 
 
MÉTODOS MULTIOBJETIVO ESTOCÁSTICOS EXPLÍCITOS 
MÉTODOS PROBABILÍSTICOS 
 
 
3.1. INTRODUCCIÓN 
 
El problema de toma de decisiones con múltiples funciones objetivo y en un 
ambiente de incertidumbre con un tratamiento estocástico se encuentra en la 
literatura en varios contextos. Aunque en años recientes ha habido un interés 
creciente en los problemas de programación estocásticos y de programación 
matemática con múltiples funciones objetivos, sin embargo, el campo de la 
programación estocástica con múltiples funciones objetivos ha sido prácticamente 
olvidado en la literatura. La mayoría de los métodos que se encuentran son 
generalizaciones de métodos utilizados para resolver problemas determinísticos o 
de programación estocástica, no son métodos específicamente desarrollados para 
darle solución a problemas de programación estocástica con múltiples objetivos. 
La solución de problemas de programación estocástica con múltiples funciones 
objetivo puede obtenerse de las siguientes maneras (Stancu-Minasian, 1990): 
 
Buscando reemplazar el problema de programación estocástica con 
múltiples funciones objetivos por un problema determinístico equivalente con 
múltiples funciones objetivo (siguiendo procedimientos que se usan en 
procedimientos de programación estocásticos con un solo criterio), y usando 
entonces un método conocido (no estocástico) de análisis multiobjetivo para darle 
solución al problema. 
 
Buscando reducir el problema a un problema estocástico con una sola 
función objetivo (usando funciones síntesis, matrices de distancia, programación 
meta, etc.), y usando entonces un método de programación estocástica de un solo 
criterio. 
 
Se reconoce que la solución de problemas de programación matemática 
con varias funciones objetivo determinísticas enfrenta varias dificultades debido al 
hecho de que el vector de soluciones no esta únicamente definido (Stancu-
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Minasian, 1990). Igualmente aparecen dificultades al resolver problemas de 
programación estocásticos con una sola función objetivo teniéndose que recurrir a 
modelos estocásticos relativamente simples. Se  explica entonces que la solución 
de problemas de programación estocástica con múltiples funciones objetivo se 
enfrente con dificultades casi irresolubles y ambigüedades. 
 
En el marco de las dos aproximaciones presentadas arriba para la solución 
de problemas de programación estocástica con múltiples funciones objetivo se han 
propuesto, entre otros, los siguientes métodos (Stancu-Minasian, 1990): problema 
estocástico de Chebyshev, problema de programación estocástica de división de 
funciones objetivos, programación estocástica meta, programación estocástica de 
múltiples soluciones de mínimo riesgo, métodos interactivos y modelos de criterios 
de múltiples divisiones de funciones objetivo. En el capitulo 2 se realizó una 
detallada revisión de literatura sobre los métodos disponibles. 
 
Kall (1982) señala que la elección de un método de resolución u otro para 
resolver problemas de programación estocástica depende del tipo de problema 
que se pretenda resolver y deberá de realizarse con base a las características del 
problema y a las preferencias del decisor. Incluso, se puede considerar la 
posibilidad de combinar más de un criterio para poder recoger aspectos deseables 
de la solución al problema, pero, en general, no es posible ordenar estos 
conceptos. En el caso multiobjetivo, la resolución de estos problemas debe 
realizarse teniendo en cuenta al mismo tiempo el carácter estocástico y el 
multiobjetivo del problema, lo que implica que la obtención de soluciones sea más 
complicada (Caballero et al, 1998). 
 
De la revisión de literatura realizada en el capitulo 2 sobre programación 
estocástica multiobjetivo, la gran abrumadora mayoría de los esfuerzos para la 
solución de problemas de programación estocástica con múltiples funciones 
objetivos están orientados a obtener determinísticos equivalentes del problema y 
luego solucionarlo mediante el uso de un método tradicional de análisis 
multiobjetivo. 
 
Acá se presentan de manera detallada dos procedimientos para la solución 
de problemas de programación estocástica explícita de múltiples objetivos: el 
método PROTRADE desarrollado por Goicochea y otros (1982) y el método 
Ecualizador Estocástico propuesto por Jaramillo (2004). Inicialmente se presentan 
algunas generalidades sobre la programación multiobjetivo estocástica, y a 
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continuación se presentan los dos procedimientos anteriores con sus respectivos 
casos de aplicación. 
 
 
3.2. PROGRAMACIÓN MULTIOBJETIVO ESTOCÁSTICA 
 
Cuando se tiene un problema de optimización con múltiples objetivos, es 
posible que algunos de sus parámetros sean variables estocásticas. Por ejemplo, 
si se tiene el siguiente problema con p objetivos estocásticos: 
 
Maximizar z(x) = [zB1 B(x),zB2 B(x),...., zBp B(x)] 
 
Sujeto a las restricciones gBl B(x) ≤ bBl B , i=1,...m (que constituyen el espacio 
factible S). 
 
Donde cada objetivo es una función lineal o no lineal zBi B(x), B B∀i =1,....,p, cuyos 
parámetros pueden ser variables aleatorias que siguen alguna función de 
probabilidad conocida y E[z(x) ] = [E[zB1 B(x)], E[zB2 B(x)],...., E[zBp B(x)]].   
 
Para cada solución x* factible al problema, cada objetivo i toma valores 
aleatorios z Bi B(x*), que siguen una función de distribución de probabilidad. Por 
ejemplo, si se contará con solo dos objetivos, la solución x* podría dar como 
resultado las siguientes funciones de distribución acumulada para los objetivos: 
 
 
 
 
 
 
 
 
 
 
Figura 3.1. Funciones de distribución de probabilidades para dos objetivos 
 
 
              Z1 
1 
0.5
Z1(x*) 
F 
              Z2 
1 
0.5
Z2(x*) 
F 
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La solución x* también podría  representarse por un conjunto de vectores 
del tipo [zBi B(x*),G Bi B(x*),(1-αBi B)*] para diferentes valores de αBi B, donde zBi B(x*) es el valor 
del objetivo i en las unidades originales, tal que P(ZBi B ≥ ZBi B (x*))= (1-αBi B)*; es decir (1-
αBi B)* es la probabilidad de alcanzar al menos ZBi B(x*); G Bi B(x*) es el valor normalizado 
de ZBi B(x*), así: 
3.1 min
i
max
i
i
max
i
i ZZ
*)(ZZ*)(G −
−= xx             (3.1) 
 
Donde ZBi PBmax P y ZBi PBmin P son valores máximos y mínimos de referencia para cada 
objetivo i. La normalización de los valores de los objetivos es necesaria con fin de 
compararlos entre sí, ya que, usualmente los objetivos se representan en 
diferentes unidades. 
 
3.2.1. Comparación entre valores de los objetivos para una solución factible 
 
Dada una solución factible x*, es de esperarse que las funciones de 
probabilidad acumulada de algunos objetivos tengan atributos más convenientes 
que para otros, e incluso, es posible que esas conveniencias sólo se cumplan para 
algunos  valores de αB, B mientras que para otros valores de α no. Lo anterior se 
representa en la Figura 3.2. En esta figura la función de los valores G B1 B se 
representa en negro y la de G B2 Ben azul. El objetivo 1 es más conveniente que el 2 
en el rango (0, αB1 B) y el objetivo 2 lo es en el rango (αB1 B,1). 
 
              G 
1 
α1 
G1(x*)
F 
G2(x*) 
 
Figura 3.2. Funciones de probabilidad acumulada para dos objetivos 
normalizados GB1B(x*) y GB2B(x*) 
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           Beneficios 
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  Frecuencias Acumuladas 
         Alternativa 1 
     Alternativa 2 
3.2.2. Comparación de soluciones considerando un solo objetivo 
 
Cuando se considera un solo objetivo, la solución x* puede valorarse según 
algunos atributos de su desempeño respecto a Z, así: 
 
• Valor esperado: Si la función objetivo se desea maximizar, entre mayor valor 
esperado mejor es x*. 
• Desviación estándar: Entre menor desviación estándar mejor es x*. 
• Combinando los dos anteriores: Entre mayor (valor esperado/ desviación) 
mejor es x*. 
• Dominancia estocástica de primer grado: Cuando se comparan las curvas 
de frecuencias acumuladas de dos alternativas x* y x´, la mejor solución es 
aquella cuya función es totalmente inferior a la otra y se dice que domina a 
esta última. 
• Dominancia estocástica de segundo grado: Cuando se comparan las curvas 
de frecuencias acumuladas de dos alternativas y una domina en un rango de 
valores de los beneficios y la otra alternativa domina  en otro rango (Ver Figura 
3.3), la mejor alternativa es la que domina en un tramo más largo de la curva. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.3. Dominancia estocástica de segundo orden 
 
• MaxiMin. Entre mayor logro Z´,tal que P(Z<Z´)≈0, mejor es x*. 
• MaxiMax. Entre mayor logro Z´,tal que P(Z<Z´)≈1, mejor mejor es x*. 
• β-Robustez: Dado un valor mínimo de beneficios que satisfacen al decisor β, 
entre mayor probabilidad de superarlo (P(Z ≥ β)) mejor es x*. Lo anterior se 
representa en la Figura 3.4. 
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Alternativa 2
Alternativa 1
 
Beneficios 
1 
 
β 
F 
P1(β) 
P2(β) 
 
Figura 3.4. Criterio de β-Robustez  
 
• α-Beneficios: Para un α dado por el decisor, entre mayor valor ZP’P(x*), tal que 
P(Z ≥ ZP’P(x*)) = (1-α) mejor es x*. 
 
 
 
Beneficios 
1 
α 
F 
Z’2(x*)Z’1(x*)
 
Figura 3.5. Criterio de α- Beneficios 
 
Otros criterios bajo incertidumbre de interés son el arrepentimiento, máximo 
arrepentimiento, satisfacción. Todos estos criterios se discutirán con más detalle 
en el capítulo 4. 
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Los anteriores criterios permiten comparar diferentes soluciones 
considerando un solo objetivo. Teóricamente, la solución con mayor valor 
esperado, menor desviación estándar, mayor dominancia estocástica, etc. es la 
mejor. Suele suceder que la solución con mayor valor esperado, no es la de menor 
desviación, o la de mayor dominancia estocástica, por lo que desde este punto de 
vista un problema con un objetivo bajo incertidumbre puede verse como un 
problema multicriterio donde los criterios son los criterios de incertidumbre 
elegidos por el decisor para valorar las soluciones. 
 
 
3.2.3. Soluciones α-óptimo-Paretianas 
 
En un problema multiobjetivo determinístico, las mejores soluciones son las 
soluciones óptimo-Paretianas o no dominadas, localizadas en la llamada Frontera 
de Pareto. Una solución óptimo-paretiana xB0 B es aquella solución factible para la 
cual no existe ninguna solución x B1 B factible, que la supere (o sea igual) en todos los 
objetivos. El conjunto de soluciones no dominadas u óptimo-pareatianas puede 
definirse, para el caso en que todos los objetivos se estén maximizando, como el 
conjunto S dado por S = { x: x∈X, no existe otra solución x´∈ X, tal que ZBiB(x´)>ZBiB(x) 
para algún i ∈ {1,2,…,p} y ZBkB(x´)≥ ZBkB(x) para todo k ≠ i, en donde X es el espacio de 
soluciones posibles} (Goicochea y otros, 1982). En términos de objetivos, si x es 
una solución óptimo-paretiana , significa que, en el conjunto factible, no se puede 
mejorar estrictamente un objetivo, salvo si se acepta que disminuya al menos en 
otro. 
 
En un problema multiobjetivo estocástico, la definición de solución optimo-
paretiana es mucho más compleja, porque una solución x no tiene un único 
desempeño respecto a un objetivo i. Para un vector particular α = (αB1 B, αB2 B,..., αBp B), 
(tal que para cada objetivo i, P(ZBi B ≥ ZBi B (x)) = (1-αBi B), una alternativa puede dominar a 
otras, pero no necesariamente las domina para otro conjunto de valores α. Por lo 
tanto la definición de soluciones óptimo-paretianas se extiende al concepto de 
soluciones α-óptimo-paretianas. Una solución α’-óptimo-paretiana xB0 B (factible) es 
aquella para la cual, dado un vector α’= (α’B1 B, α’B2 B,..., α’Bp B), no existe ninguna solución 
xB1 B (factible), que la supere (o sea igual) en los valores ZBi B de todos los objetivos, 
siendo  P(ZBi B ≥ ZBi B (x))= (1-α’Bi B)). El conjunto de soluciones α-óptimo-pareatianas 
puede definirse, para el caso en que todos los objetivos se estén maximizando, 
como el conjunto S dado por S = { x: x∈ X, no existe otra solución x´∈ X, tal que 
ZPα’PBiB(x´)>ZPα P´BiB(x) para algún i ∈ {1,2,…,p} y ZPα’PBkB(x´)≥ ZPα’PBkB(x) para todo k ≠ i, en donde X 
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el espacio de soluciones posibles, y P(ZBi B ≥ ZPαPBi B(x))= (1-α’Bi B)}.  En términos de 
objetivos, si x es una solución α’-óptimo-paretiana, significa que, en el conjunto 
factible, no se puede mejorar estrictamente el logro en un objetivo, salvo si se 
acepta que disminuya al menos el logro de otro objetivo o se aumente el riesgo 
asumido, reflejado en α, en ese mismo objetivo o en otro objetivo. 
 
No existe entonces, una única frontera de Pareto, sino que para cada 
posible vector α las mejores soluciones son las soluciones α-óptimo-paretianas. 
La solución a elegir puede ser entonces cualquier solución α-óptimo-paretiana, 
donde el vector α ,elegido por el decisor, es definido a partir de su actitud hacia el 
riesgo. Son entonces las valoraciones subjetivas que permiten esa elección, las 
preferencias relativas entre objetivos, y el riesgo que el decisor está dispuesto a 
asumir. Esta estructura de preferencias suele ser imposible de definir al principio 
del proceso, sin un aprendizaje previo, un conocimiento de las posibilidades e 
intercambios posibles entre objetivos del problema. 
 
 
3.2.4. Relación entre soluciones α-óptimo-Paretianas  
 
En un problema multiobjetivo determinístico, dada una solución actual 
óptimo-paretiana x B0 B, si a partir de esta, deseo encontrar otra solución óptimo- 
paretiana x B1 B mejor respecto al objetivo k, tiene que ser a expensas de disminuir los 
logros por lo menos en otro objetivo i ≠ k. En la Figura 3.6 se presenta este 
intercambio. 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.6. Relaciones entre soluciones óptimo-paretianas 
 
Z PmaxP 
ZB1B(x) 
ZB2B(x)
−∆ Z‘Bj-1B 
+∆ Z‘Bj 
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α1 
α2 
Z12 
F1 
Z1 
Z2 
α1 
α2 
α3 
α1> α2  
1-α1 < 1- α2 
A mayor α mayores valores de Z 
pero más riesgo 
Curvas α-Pareto 
En el problema MO estocástico, dada una solución actual αP0 P-óptimo-
paretiana x B0 Ba la que están asociadas funciones de probabilidad acumulada FP0 P= 
(FB1 PB0 P, FB2 PB0 P,..., FBp PB0 P) para los diferentes objetivos, si deseo encontrar otra alternativa 
αP0 P-óptimo-paretiana xB1 Bque le supere en logro de un objetivo i, tiene que ser a 
expensas de desmejorar en otro objetivo  i ≠ k el valor de ZBi B, tal que P(ZBi B≥ ZBi B(xB1 B)) ≥ 
(1- αP0 PBi B).  
 
Pero en un problema MO estocástico, a partir de una solución αP0 P-óptimo-
paretiana, también se puede obtener una solución αP1 P-óptimo-paretiana, es decir, 
se puede pasar de una solución de la αP0 P- frontera paretiana a una αP1 P- frontera 
paretiana, así: dada una solución actual αP0 P-óptimo-paretiana xB0 Ba la que están 
asociadas funciones de probabilidad acumulada FP0 P= (FB1 PB0 P, FB2 PB0 P,..., FBp PB0 P) para los 
diferentes objetivos, si deseo encontrar otra alternativa αP1 P-óptimo-paretiana x B1 Bque 
le supere en algún atributo de FBk B, tiene que ser a expensas de desmejorar el 
objetivo  i ≠ k el valor de ZBi B, tal que P(ZBi B≥ ZBi B(xB1 B)) ≥ (1- αP1 PBi B).  
 
En general: si a partir de una solución deseo encontrar otra solución 
eficiente mejor en un atributo de FBk B(media, varianza, β-robustez, α-beneficios), 
tiene que ser a costa de otro atributo de sí misma o de otra FBi B, i ≠ k (Figura 3.7). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.7. Curvas α-óptimo-paretianas en un problema multiobjetivo estocástico 
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3.3. MÉTODO PROTRADE 
 
Entre los métodos interactivos Goicochea y otros (1982) propusieron el 
método PROTRADE (Probabilístic Tradeoff Development), el cual se considera 
que es un equivalente estocástico del método determinístico STEM. Es un método 
interactivo que establece un dialogo entre el usuario y el modelo, dándole al 
decisor la opción de realizar el proceso de búsqueda de la solución eficiente 
modificando las condiciones iniciales de acuerdo con los resultados parciales que 
se van obteniendo. Durante las interacciones el decisor puede mejorar los valores 
obtenidos para una función objetivo como también la probabilidad de alcanzar ese 
objetivo o ambos. Este método tiene la ventaja de ser interactivo y de estar 
referido a un problema muy general, considerando restricciones no lineales y 
funciones de distribución de probabilidades generales para los coeficientes de los 
objetivos lineales. Sin embargo, el enfoque probabilístico basado en la búsqueda 
de soluciones óptimas para un conjunto prefijado de probabilidades, lleva siempre 
a decisiones muy arriesgadas, ya que sus resultados, una vez materializadas las 
incertidumbres, pueden apartarse sustancialmente del objetivo perseguido. 
 
El método PROTRADE (Probabilistic Tradeoff Development) es uno de los 
pocos métodos desarrollados específicamente para  múltiples objetivos con 
variables aleatorias. A pesar de haber sido propuesto hace más de 20 años muy 
pocos desarrollos se encuentran en la literatura en el campo de la programación 
estocástica de múltiples objetivos.  
 
En el PROTRADE los objetivos deben ser funciones lineales en las que los 
coeficientes de las variables de decisión c Bij B son variables aleatorias que siguen una 
distribución normal y las restricciones deben ser convexas y diferenciables. 
 
Para solucionar este tipo de problemas, inicialmente el vector de funciones 
objetivo es sustituido por una función equivalente que corresponde a la suma 
ponderada de los valores esperados de los objetivos normalizados en donde los 
factores de ponderación tienen valor 1 (Goicochea y otros, 1982). La solución 
inicial está dada por la solución del problema de programación lineal. Después de 
hacer una estimación de la función de la utilidad que refleja las preferencias del 
decisor, él determinará el incremento que desea obtener con respecto a la utilidad 
alcanzada en la solución inicial y se redefinirá la función objetivo, en donde los 
factores de ponderación dependerán del incremento deseado en la función de 
utilidad. Al mismo tiempo se adicionaran nuevas restricciones que representan los 
nuevos niveles de aspiración  y los sacrificios aceptables por el decisor para el 
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logro de estos niveles. Luego se obtiene una nueva solución del problema de 
programación lineal para ser evaluada por el decisor. El procedimiento anterior 
puede realizarse iterativamente hasta obtener una solución satisfactoria para el 
decisor. 
 
Existen muchos caminos para estructurar las preferencias del decisor y 
luego introducirlas en el análisis. Uno de esos caminos es la función de utilidad 
que se sugiere en el PROTRADE, que surge por la necesidad de reconciliar las 
expectativas del decisor con las realidades físicas del problema, además es 
importante resaltar, que la naturaleza del problema dictará el tipo de función de 
utilidad que se debe utilizar. 
 
 
3.3.1 Descripción Metodológica 
 
Definición del problema 
 
Se especifica un vector de funciones objetivo Z(x) y un dominio de 
soluciones factibles DB1 B⊂ RPnP. 
 
3.2 z(x) = [zB1 B(x), zB2 B(x),.... zBp B(x)]                (3.2) 
 
3.3 DB1 B = {x : x ∈ RPnP, gBq B(x) ≤ 0, x > 0}, q ∈ I[1, Q]         (3.3) 
 
3.4 zBi B(x) =∑
=
n
j 1
cBij B xBj B,     zBi B(x) =  E [zBi B(x)]         (3.4)B 
 
3.5 cij ∼ N[E(cij), var(cij)]            (3.5) 
 
Las funciones gq(x) son diferenciables y convexas. 
 
Rango de las funciones objetivo 
 
Se minimiza y se maximiza cada función objetivo sujeta a D1, para 
determinar los rangos máximo y mínimo de las funciones objetivo. 
 
Sea xP* Pi tal que: 
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3.6 zi (xP* Pi) = max zi(x),  i ∈ I[1, p]       (3.6) 
              x ∈ D1 
 
Se define el siguiente vector: 
3.7 
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3.8 B = { xP* Pi, i ∈ I[1,p]}       (3.8) 
 
3.9 zi min = min zi(x)               (3.9) 
          x ∈ D1 
 
Función objetivo sustituta inicial 
 
El vector de funciones objetivos, se sustituirá por una función objetivo 
equivalente correspondiente a la suma ponderada de los valores esperados de los 
objetivos normalizados. De esta manera todas las funciones Gi(x) estarán en el 
intervalo [0,1]. 
3.10 ∑
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⋅==
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0 )()()( xxx         (3.10) 
donde,  
3.11 
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Los factores de ponderación wi serán  uno para todos los objetivos. La 
solución del problema de programación lineal resultante, dará una solución inicial 
x1. 
 
Solución inicial 
 
Se maximiza F(x) con  x ∈ D1. La solución resultante x1 es usada para 
generar un vector de metas inicial no dominado G1. 
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Cada una de las componentes de este vector indica el porcentaje de logro 
del máximo posible del objetivo correspondiente. Por ejemplo, Gi(x1) representa el 
porcentaje de logro obtenido con la solución x1 para el objetivo i. 
 
Elección de la función de utilidad 
 
En interacción con el decisor, se estima una función de utilidad multicriterio 
ya sea aditiva o multiplicativa u(G). Donde G es el vector de las funciones objetivo 
normalizadas. La FUM seleccionada refleja la utilidad que le proporciona al 
decisor, el vector de metas iniciales G. 
 
• Forma multiplicativa 
3.13 [ ]∏
=
⋅⋅+=⋅+
p
i
iii ukkuk
1
)(1)(1 GG                   (3.13) 
• Forma aditiva 
3.14 ∑
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1
)()( G              (3.14) 
 
Los valores de k y ki se estiman por fuera del proceso. 
 
Redefinición de la función objetivo sustituta 
 
Se redefine la función sustituta inicial usando los resultados de los pasos 3 
y 5. Los pesos de la función objetivo sustituta (3.10) serán reemplazados por: 
 
3.15 
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donde, r es el tamaño del paso requerido para obtener una nueva meta en 
la dirección de un incremento deseado ∆u(G). Este incremento es determinado por 
el decisor de acuerdo a lo que desea aumentar en la función de utilidad respecto a 
la utilidad alcanzada con x1.  
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Es posible estimar r calculando u(G1), eligiendo un valor deseado ∆u(G) 
entre (0,1) y resolver para r en: 
 
3.16 ∆u(G) = u[G1 + r∇U(G1)] - u(G1)      (3.16) 
 
Siguiendo los pasos anteriores se obtendrá la nueva función sustituta que 
está dada por la expresión 3.17. 
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Generación de una solución alternativa 
 
Se maximiza S1(x) con  x ∈ D1. La solución resultante x2 es usada para 
generar los vectores G2 y U2. 
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Generar un vector V1 
 
Este vector expresa los intercambios entre los valores de los objetivos para 
la solución x2 y la probabilidad de alcanzar esos valores. 
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donde, 1-αi es tal que: 
 
3.21 [ ] iii ZZ α−≥≥ 1)()(Pr 2xx                 (3.21) 
 
ó su equivalente determinístico (Charnes y Cooper 1963): 
 
3.22 ∑
=
n
j 1
E(cij) xj + Kα i[xPt PAx] P1/2  P≥  Zi(x2)           (3.22) 
 
donde, Kαi es un valor normal estándar tal que Φ( Kαi ) = αi, Φ representa la 
función de distribución acumulativa normal, A es una matriz de covarianza 
simétrica y positiva. De acuerdo a la primera solución 1 - αi ≤ 0.5. 
 
Pregunta para el decisor 
 
El decisor está satisfecho con la solución x2? Esta solución satisface todos 
sus objetivos?. Si es así el proceso termina y la solución deseada es U2. Si no es 
así se continúa con el paso siguiente. 
 
Seleccionar la función objetivo mas insatisfactoria 
 
El decisor debe seleccionar el objetivo k que menos le satisface, ya sea su 
logro (Gk(x2)), su probabilidad (1 - αk) ó ambas. Debe especificar un valor deseado 
∈k y αk P0 P tal que: 
3.23 [ ] 01)(Pr kkkZ α−≥≥∈x            (3.23) 
 
Redefinir el espacio de soluciones factible 
 
Se define una nueva región factible D2, agregando al espacio factible D1 
una nueva restricción. 
 
3.24 
[ ]
[ ]
⎪⎪⎩
⎪⎪⎨
⎧
>
≥∈+
∈≤
= ∑
=
0
)(
,10)(
1
2/1
0
x
Axxx
           x
D
n
T
2
j
kjij
q
k
KcE
QIqg
α           (3.24) 
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La nueva restricción indica que el decisor está ahora dispuesto a negociar 
entre el logro del objetivo k y la probabilidad de alcanzarlo, con tal de que se 
satisfaga la restricción. 
 
Generar la nueva función objetivo sustituta 
 
Generar una nueva función objetivo sustituta S2(x) y resolver el problema 
de programación matemática:  
 
3.25 )()(2 x∑
≠
=
q
ki
iiGwS x              i ≠ k  , x ∈ D2           (3.25) 
 
Volver al paso 3.1.7 para maximizar S2(x) sujeto a D2. La función objetivo 
S2(x) ya no tendrá el término correspondiente al objetivo k, ya que éste hace parte 
de las restricciones. 
 
Los tres pasos anteriores se repiten iterativamente cambiando las 
aspiraciones de los objetivos hasta obtener un vector satisfactorio V*: 
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En este momento el decisor puede estar satisfecho con la solución 
encontrada y sus respectivas probabilidades, o tiene suficiente información de las 
limitaciones del problema para  evaluar si la función de utilidad fue la adecuada o 
desea cambiarla y volver a realizar todos los pasos siguientes a la definición de la 
función de utilidad. Si el usuario no está satisfecho con los logros de los objetivos 
pero si con la función de utilidad, puede seguir cambiando los niveles de 
aspiración ∈k ó las probabilidades αk Pl P y seguir con una búsqueda secuencial de 
una mejor alternativa. En términos generales, el decisor puede aumentar el nivel 
del objetivo pero disminuyendo la probabilidad de alcanzar ese nivel. 
 
En caso de que las variables aleatorias sigan una distribución diferente a la 
normal, el mismo proceso puede adecuarse a sus particulares equivalentes 
determinísticos. 
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El conjunto de soluciones no dominadas para un nivel α (Fi[Zi(x)]= α para 
cada objetivo i, se define como el conjunto de los vectores x para los que no existe 
ninguna otra solución x' tal que, Zl(x') > Zl(x) para algún objetivo l y Zk(x') ≥ Zk(x) 
para todos los objetivos k≠l). Si α cambia, el conjunto de soluciones no dominadas 
puede cambiar. Goicoechea y otros (1982) demostraron que si el decisor 
especifica muy altos niveles deseados en el logro de objetivos y muy altas 
probabilidades de alcanzarlo, es posible que pueda obtener una solución no 
dominada respecto a un nuevo espacio factible Dj, limitado por las restricciones 
físicas del problema y las restricciones estocásticas adicionales que a veces 
"cortan" el espacio factible original, pero dominada respecto a este último. Sin 
embargo, puede decirse que dicha solución es preferida por el decisor en el 
sentido de que satisface las restricciones físicas del problema y refleja la 
probabilidad deseada. 
 
 
3.3.2 Ventajas y Desventajas del método PROTRADE 
 
Ventajas 
 
Uno de los supuestos iniciales del planteamiento del problema restringe a 
que los coeficientes cij se distribuyan normalmente. En caso de que las variables 
aleatorias sigan una distribución diferente a la normal, el mismo proceso puede 
adecuarse a sus particulares equivalentes determinísticos. Los equivalentes 
determinísticos se desarrollaron inicialmente bajo el supuesto de normalidad en 
las variables aleatorias, y luego se hace un desarrollo mas general utilizando la 
técnica del cambio variable (Hogg y Craig; Lindgren,1968), para que de esta 
manera se extendiera hacia problemas en donde las variables aleatorias se 
ajustaran a distribuciones de probabilidad como la función Exponencial, la función 
Uniforme y la función Beta. Gracias al desarrollo de los equivalentes 
determinísticos el algoritmo multiobjetivo PROTRADE puede ser utilizado en 
aplicaciones mas realistas y de mayor magnitud y variedad en diferentes 
problemas.  
 
Una ventaja importante que tiene el método es que le permite al decisor 
negociar los niveles de las funciones objetivo y sus respectivas probabilidades de 
lograrlas contra las otras. Si el usuario no está satisfecho con los logros de los 
objetivos pero si con la función de utilidad, puede seguir cambiando los niveles de 
aspiración ∈k o las probabilidades αk Pl P y seguir con una búsqueda secuencial de 
una mejor alternativa. En términos generales, el decisor puede aumentar el nivel 
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del objetivo pero disminuyendo la probabilidad de alcanzar ese nivel. (Goicoechea 
et al, 1982) 
 
Es un proceso iterativo, en el que el decisor no tiene que expresar las 
preferencias definitivas al inicio del proceso, sino que va buscando la solución que 
más le satisface mediante aprendizaje de las posibilidades eficientes que le 
satisfagan y los niveles de confianza que está dispuesto a asumir. En este sentido 
expresa claramente la dinámica de las negociaciones o intercambios entre 
objetivos y niveles de confianza. 
 
Hace un adecuado planteamiento de un equivalente determinístico de un 
problema estocástico que es de difícil resolución. 
 
Desventajas  
 
El método PROTRADE, en su proceso inicial obtiene una solución preferida 
por el decisor mediante el método de la Función de utilidad multiatributo FUM, que 
según ciertos autores es el más recomendado en situaciones de incertidumbre. 
Debido a que la resolución matemática del problema altamente no lineal que 
resulta al formularlo es de difícil resolución, el PROTRADE trata de resolverlo 
mediante una formulación lineal del problema, que en teoría aporta la misma 
solución (en un punto dado) que el método FUM. Es decir, encuentra los valores 
de los parámetros wi de una suma ponderada, que hacen que se obtenga la 
misma solución que se obtendría por el FUM. Esto aparentemente suena 
adecuado, pero el tratamiento que le da el PROTRADE no es así.  
 
El método con una solución obtenida mediante suma ponderada, calcula la 
utilidad FUM que esta solución aportaría al decisor (según las FU expresadas por 
el decisor) y le pregunta luego cuanto desearía mejorar esa utilidad (con un límite 
máximo de 1). Es de esperarse que si a un decisor se le hace esta pregunta, sin 
expresarle que tiene limitantes, etc, el dirá 1 (estamos hablando de decisores 
racionales, entre más de una cosa buena mejor).  
 
Si estuviéramos hablando de decisores muy resignados que dijeran valores 
menores que uno, el método falla, porque puede arrojar una nueva solución no 
factible, o no dominada (a un nivel de confianza de 0.5 para todos los objetivos). Si 
suponemos que el decisor dice que desea una utilidad de 0.99, es porque el punto 
solución está muy cercano al ideal, y esto, generalmente, es propio de una 
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solución no factible. Es decir le puede prometer al decisor niveles que luego no se 
puede alcanzar. 
 
Los pesos wi obtenidos, solo son válidos en el punto que se está evaluando 
x1 inicialmente, pues no es lógico pensar que una función lineal con unos 
parámetros únicos pueda reemplazar la FUM no lineal. Una función no lineal 
puede linealizarse pero por tramos, es decir los parámetros son diferentes en los 
diferentes tramos, si estoy en otro punto diferente a x1, no puedo usar los mismo 
wi que obtuve en esa solución inicial. 
 
Como resultado de este proceso, el método obtiene una solución x2 que 
presenta al decisor para evaluar su satisfacción. Esta solución x2 fue producto de 
la estructura de preferencias del decisor, expresadas como si estuviéramos en un 
estado de certidumbre, por lo que seguramente no será muy satisfactoria cuando 
la pongamos a evaluar considerando ya el verdadero estado de incertidumbre, 
pues las preferencias de un decisor son muy diferentes en los dos estados. Lo 
peor es que se seguirán  usando, en algunas partes del proceso, los factores wi 
obtenidos en el proceso inicial, cuyas características son: se obtuvieron 
suponiendo un estado de incertidumbre, fueron artificialmente obtenidos (se 
obtuvieron, a partir de una respuesta, y no viceversa como es lo lógico), no están 
representando bien el verdadero significado de los pesos de una suma ponderada, 
solo podían ser adecuados para una función homóloga a la FUM en un punto (si 
cambio de punto, ya no deben tomar esos mismos valores), etc. 
 
En este punto del proceso se le presenta al decisor una alternativa 
preferida, para unos niveles de confianza del 50%, y el debe elegir en que objetivo 
desea mejorar algún aspecto. El método busca una nueva solución que cumpla 
con estos requisitos pero a sabiendas de que se debe hacer un sacrificio en otro 
objetivo, no le pide que especifique que está dispuesto a sacrificar y hasta que 
niveles, es decir, no hay control del decisor sobre el sacrificio que deberá asumir. 
La función objetivo que usa el nuevo planteamiento usa los pesos wi obtenidos en 
el proceso inicial. Esto no es conveniente debido, no solo a las características 
explicadas anteriormente sobre estos pesos, sino porque se usan 
incorrectamente. Los pesos de una suma ponderada, reflejan los intercambios que 
el decisor está dispuesto a hacer entre unidades de los objetivos, por ejemplo, si 
w1 y w2 son los pesos de los objetivos 1 y 2 respectivamente, significa que el 
decisor está dispuesto a perder w1/w2 unidades en el objetivo 2 a cambio de una 
unidad de ganancia en el objetivo 1. 
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3.3.3 Aplicación del método PROTRADE  
 
Se presenta una aplicación del método PROTRADE descrito en la sección 
anterior. Este caso de aplicación aunque corresponde a un caso real la suposición 
de cierta información hace que en la práctica se tenga un caso hipotético. El 
método PROTRADE es bastante intensivo en requerimientos de información, 
especialmente en la información asociada con las funciones de distribución de 
probabilidades, la cual es muy difícil de tener o conseguir en nuestro medio. De 
todas maneras el caso de aplicación mostrado muestra de manera detallada la 
aplicación de la metodología y las ventajas y limitaciones del método. A 
continuación se describe el caso de aplicación y se muestra la aplicación del 
PROTRADE y los resultados obtenidos. 
 
Se tiene una región semiárida que ha sido usada como tierra para pastar. El 
abuso de ésta práctica ha dado como resultado una sobre explotación del pasto 
con consecuencias altas de deterioro en la cuenca. Considerando que la región 
tiene condiciones pobres de pastoreo y posibilidades de implementar programas 
de regeneración, se presenta una oportunidad para realizar, diseñar e implementar 
programas alternativos para el uso múltiple de la cuenca. 
 
Existe entonces una intención de definir los usos más apropiados de la 
tierra considerando un conjunto de criterios evaluadores, es decir, tomar la 
decisión sobre el uso más adecuado de la tierra en el marco de un problema de 
múltiples objetivos. Se consideran entonces cinco objetivos dados como: 
 
1) Producción de ganado  
2) Aumento de agua de escorrentía 
3) Cultivo de cosechas seleccionadas 
4) Control de tasa de sedimentación 
5) Producción de peces de estanque 
 
En la región existen oportunidades para aumentar la escorrentía por medio 
de vegetación y tratamiento de los suelos. Algunos de éstos tratamientos también 
tienen potencial para disminuir las tasas de sedimentación. Además, una 
investigación reciente relacionada con la cosecha de peces de estanque puede 
usarse para determinar la viabilidad que tiene en la región la producción de peces 
y la extensión de ésta práctica. También se encuentra compitiendo por el uso del 
agua (disponible a través de las prácticas de escorrentía y lluvia), el cultivo de 
algunas cosechas seleccionadas. 
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Formulación del problema 
 
Con referencia al área de estudio, la autoridad planificadora debe decidir 
como extender las prácticas actuales de manejo, las cuales esencialmente no se 
encuentran dentro del programa de regeneración, y la extensión de las nuevas 
prácticas, las cuales podrían contribuir para el logro de los cinco objetivos 
esbozados arriba. 
 
Las prácticas consideradas en este estudio están representadas por las 
siguientes variables de decisión: 
 
x1 = hectáreas de tierra con prácticas de manejo actuales (sin programa de 
recuperación). 
 
x2 = hectáreas de tierra con contornos de pasto de condiciones buenas. 
 
x3 = hectáreas de tierra con contornos de pasto de condiciones pobres. 
 
x4 = hectáreas de tierra con tratamientos de suelo compactado para incrementar el 
agua de escorrentía. 
 
x5 = hectáreas de tierra con tratamientos de consolidación y sal para incrementar 
el agua de escorrentía. 
 
x6 = hectáreas de tierra tratada con cobertura de plástico y grava para incrementar 
el agua de escorrentía. 
 
x7 = hectáreas de tierra cultivada para producción de trigo. 
 
x8 = hectáreas de tierra cultivada para producción de maíz. 
 
x9 = hectáreas de tierra cultivada para producción de alfalfa. 
 
x10 = hectáreas de tierra cultivada para producción de cebada. 
 
x11 = hectáreas de tierra cultivada para producción de sorgo. 
 
x12 = hectáreas de tierra destinada para la construcción de estanques para peces. 
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Con éstas prácticas en mente los cinco objetivos toman forma de funciones 
lineales de esas prácticas como sigue: 
 
Producción de ganado 
 
3.27 ∑
=
⋅=
12
1
1 )(
i
ii xlf x                 [unidades de animal]  (3.27) 
 
Agua de escorrentía 
 
3.28 ∑
=
⋅=
12
1
2 )(
i
ii xrf x                 [metros cúbicos]   (3.28) 
 
Cosechas seleccionadas 
 
3.29 ∑
=
⋅=
12
1
3 )(
i
ii xcf x                 [kilogramos]    (3.29) 
 
Sedimentos 
 
3.30 ∑
=
⋅=
12
1
4 )(
i
ii xsf x                 [metros cúbicos]   (3.30) 
 
Producción de peces 
 
3.31 ∑
=
⋅=
12
1
5 )(
i
ii xpf x                 [kilogramos]    (3.31) 
 
Donde, li representa el número de cabezas de ganado  (por ejemplo, 
unidades de animal (UA)) por hectárea de tierra con la práctica o tratamiento i; ri 
es el agua de escorrentía producida en m P3 Ppor hectárea de tierra con la práctica o 
tratamiento i; ci es la producción de un cultivo en kilogramos por hectárea de tierra 
con la práctica o tratamiento i; si es la producción de sedimentos en m P3 Ppor 
hectárea de tierra con la práctica o tratamiento i y pi es la producción de peces en 
kilogramos por hectárea de tierra con la práctica o tratamiento i. Estos coeficientes 
son variables aleatorias normalmente distribuidas y se simulan con Monte Carlo. 
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De las funciones objetivo ilustradas anteriormente, la correspondiente a los 
sedimentos (ecuación 3.29) debe ser minimizada, mientras que las demás deben 
ser maximizadas. 
 
Las cinco funciones objetivo se deben cumplir sujetas a unas restricciones 
específicas de tierra, capital y agua, que están dadas por: 
 
Tierra 
 
3.32 lbxxx =+++ 1221 L                    (3.32) 
 
Capital 
 
3.33 qbxqxqxq ≤⋅++⋅+⋅ 12122211 L                          (3.33) 
 
Agua 
 
3.34 wbxwxwxw ≤⋅++⋅+⋅ 12122211 L                     (3.34) 
 
Donde, el parámetro qi representa el costo unitario ($/Hectárea) de 
implementar la i-ésima práctica, wi el gasto de agua en m P3 Ppor hectárea por la i-
ésima práctica, bl = 380 ha, bq = $35000 y bw es el agua disponible en m P3 Pa través 
de prácticas para el aumento de la escorrentía y lluvia. 
 
Parámetros de las funciones objetivo y de las restricciones 
 
Los parámetros correspondientes a las funciones objetivo y a las 
restricciones se presentan en la Tabla 3.1 a la Tabla 3.5. 
 
Tabla 3.1. Parámetros de la producción de ganado 
Parámetro Valor Esperado Desviación Estándar Unidades 
l2 0.1375 0.0550 UA/ha 
l3 0.0365 0.0120 UA/ha 
li, i ≠ 2, 3 0 0 UA/ha 
q2 0.1000 x 10 P3P NR $/ha 
q3 0.0750 x 10 P3P NR $/ha 
w2 0.0019 x 10 P3P NR mP3P/ha 
w3 0.0005 x 10 P3P NR mP3P/ha 
NR: No se requiere en el análisis 
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Tabla 3.2. Parámetros de la producción de agua 
Parámetro Valor Esperado Desviación Estándar Unidades 
r1 0.428 x 10 P3P 0.223 x 10 P3P mP3P/ha 
r2 0.098 x 10 P3P 0.152 x 10 P3P mP3P/ha 
r3 0.079 x 10 P3P 0.089 x 10 P3P mP3P/ha 
r4 0.990 x 10 P3P 0.223 x 10 P3P mP3P/ha 
r5 1.410 x 10 P3P 0.223 x 10 P3P mP3P/ha 
r6 1.980 x 10 P3P 0.223 x 10 P3P mP3P/ha 
ri,  i ≠ [1, 6] 0 0 mP3P/ha 
q1 0 0 $/ha 
q2 0.100 x 10 P3P NR $/ha 
q3 0.075 x 10 P3P NR $/ha 
q4 0.056 x 10 P3P NR $/ha 
q5 0.085 x 10 P3P NR $/ha 
q6 0.191 x 10 P3P NR $/ha 
NR: No se requiere en el análisis 
 
Tabla 3.3. Parámetros de la cosechas seleccionadas 
Parámetro Valor Esperado Desviación Estándar Unidades 
c7 3.024 x 10 P3P 0.505 x 10 P3P kg/ha 
c8 1.568 x 10 P3P 0.249 x 10 P3P kg/ha 
c9 7.392 x 10 P3P 1.037 x 10 P3P kg/ha 
c10 3.169 x 10 P3P 0.102 x 10 P3P kg/ha 
c11 2.576 x 10 P3P 0.249 x 10 P3P kg/ha 
q7 0.232 x 10 P3P NR $/ha 
q8 0.323 x 10 P3P NR $/ha 
q9 0.262 x 10 P3P NR $/ha 
q10 0.242 x 10 P3P NR $/ha 
q11 0.278 x 10 P3P NR $/ha 
w7 5.830 x 10 P3P NR mP3P/ha 
w8 5.010 x 10 P3P NR mP3P/ha 
w9 18.850 x 10 P3P NR mP3P/ha 
w10 6.390 x 10 P3P NR mP3P/ha 
w11 13.700 x 10 P3P NR mP3P/ha 
NR: No se requiere en el análisis 
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Tabla 3.4. Parámetros de la tasa de sedimentación 
Parámetro Valor Esperado Desviación Estándar Unidades 
s1 19.86 20.63 kg/ha 
s2 0.11 0.12 kg/ha 
s3 0.15 0.17 kg/ha 
s4 0.24 0.36 kg/ha 
s5 0.16 0.37 kg/ha 
s6 0 0 $/ha 
s7 0.24 0.40 $/ha 
s8 0.33 0.33 $/ha 
s9 0.11 0.12 $/ha 
s10 0.21 0.29 $/ha 
s11 0.35 0.44 mP3P/ha 
s12 - - - 
 
Tabla 3.5. Parámetros de la producción de peces de estanque 
Parámetro Valor Esperado Desviación Estándar Unidades 
p12 3741 2000 kg/ha 
q12 8875 NR $/ha 
NR: No se requiere en el análisis 
 
Implementación del PROTRADE 
 
En este punto se han formulado las funciones objetivo, las restricciones y se 
han definido los parámetros del modelo. De acuerdo a esto se puede comenzar a 
implementar el método PROTRADE.  
 
Paso 1: En este paso las funciones objetivo 3.27 a 3.31 formuladas arriba 
se organizan ligeramente de tal forma que el procesos de optimización solo 
involucre la maximización. Sea: 
 
zi(x) = fi(x)  para i = 1, 2, 3, 5 
z4(x) = f4(x) 
 
Paso 2: Se maximiza cada función objetivo individualmente sujetas a las 
restricciones 3.32 a 3.34. Con esto se obtiene el vector U1. 
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Peces
Sedimentos
Cultivos
aEscorrentí
Ganado
                   U
kg
m
kg
m
UA
x
x
x
x
x
3
3
3
0
3
3
0
1
1078.14
1014.58
1097.331
1091.541
1000.52
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
−
=  
De igual manera se minimiza cada función objetivo para obtener el siguiente 
vector: 
Peces
Sedimentos
Cultivos
aEscorrentí
Ganado
                   U
kg
m
kg
m
UA
x
x
x
x
x
3
3
3
0
3
3
0
1
1078.14
1014.58
1097.331
1091.541
1000.52
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
−
=  
 
Paso 3: Se define la función objetivo sustituta inicial como sigue: 
 
∑∑
==
=−
−==
5
1
5
1 min
*
min
0 )()(
)()()(
i
i
i iii
ii G
zz
zzFS x
x
xxx
  
   
 
Paso 4: Se maximiza S0(x) sujeta a las restricciones 3.31 a 3.33 para 
encontrar una solución inicial x1 y un vector de metas G1. 
 
][
70.1
00.0
00.0
75.13
00.0
00.0
00.0
06.69
06.69
00.0
06.69
37.157
1 ha
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢
⎣
⎡
=x ,     
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
=
431.0
585.0
306.0
401.0
183.0
1G  
 
De G1 se puede observar que el nivel de alcance de la producción de 
ganado, por ejemplo, es únicamente 18.3% del máximo valor posible, y que los 
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otros niveles son relativamente bajos también. Sin embargo, estos niveles se 
acomodan a las realidades físicas del problema.  
 
En este punto se quisiera conocer la estructura de las preferencias del 
decisor ó “valores deseados” para iniciar la búsqueda de otra solución, de ser 
necesario. 
 
Paso 5: Para asistir al decisor en la articulación de sus preferencias para 
este problema en particular se propone la función multiplicativa de utilidad 
multiatributo siguiente: 
 
[ ]∏
=
⋅⋅+=⋅+
p
i
iii ukkuk
1
)(1)(1 GG  
 
Para evaluar los parámetros k, ki y la forma de la función simple de utilidad 
multiatributo ui(Gi) se le hacen una serie de preguntas al decisor: 
 
a) Se le pidió al decisor que organizara jerárquicamente las cinco funciones 
objetivo en orden de importancia. Finalmente se llegó a la siguiente 
organización: 
 
G3, cultivos > G1, ganado > G4, sedimentos > G2, escorrentía > G5, peces 
 
Por ejemplo, para el decisor el objetivo 3 es mas importante que el 
objetivo 1 y así sucesivamente. 
 
b) Considerando dos objetivos al tiempo, se le pidió al decisor que asignara un 
valor relativo a cada objetivo. Se obtuvo la siguiente respuesta: 
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Por ejemplo, el decisor es indiferente entre 60% de los cultivos y 100% de 
la producción máxima de ganado. 
 
c) Teniendo en cuenta el vector (G1, G2,..., G5), se le pregunta al decisor la 
probabilidad p que va a asignar en la lotería. 
 
             (0, 1, 0, 1, 0)  
            p 
      (0, 1, 0, 0, 0)  
        1- p 
             (0, 0, 0, 0, 0) 
 
Por ejemplo, el decisor es indiferente entre el vector (0, 1, 0, 0, 0) el 
cual puede obtenerse con una probabilidad de 1 y los vectores (0, 1, 0, 1, 0) 
y (0, 0, 0, 0, 0) con probabilidades p y 1 – p, respectivamente. Inicialmente 
el decisor sugirió un valor de p = 0.8, pero este valor es inconsistente con 
los valores relativos asignados en b), por lo cual se cambió por 0.6. 
 
d) Se le pidió al decisor que seleccionara un valor 0 < G3 < 1, correspondiente 
a la lotería siguiente: 
 
          (0, 0, 1, 0, 0) 
           0.5 
      (0, 0, G3, 0, 0) 
           0.5 
               (0, 0, 0, 0, 0) 
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El decisor eligió un valor de G3 = 0.3. 
 
Estas valoraciones se usaron entonces para evaluar los valores de 
las constantes k y ki en la función de utilidad u(G). Se escogieron Gi P0 P y  Gi P* P 
para definir la mínima y la máxima cantidad deseada para la i-ésima función 
objetivo Gi = Gi(x) y u(Gi) = u(Gi P0 P,...,Gi, Gi+1 P0 P,..., G5 P0 P). También se determinó 
u(Gi) = kiui(Gi), donde ui(Gi) es la función de utilidad individual de i-ésimo 
objetivo, en la cual ui(Gi P0 P) = 0 y ui(Gi P* P) = 1. De esta manera se llega al 
siguiente sistema no lineal de ecuaciones: 
 
u3(0.6)k3 – k1       = 0 
u1(0.8)k1 – k4       = 0 
u4(0.9)k4 – k2       = 0 
u2(0.5)k2 – k5       = 0 
k1 – 0.6(k2 + k1 +kk1k2)          = 0 
1 + k - ∏
=
+
5
1
)1(
i
ikk                 = 0 
Para resolver el sistema anterior es necesario definir la forma de las 
funciones de utilidad individuales u(Gi). De d) se tiene que u(0.3) = 0.5u(1.0) 
+ 0.5u(0.0) = 0.5. Además, el decisor está dispuesto a adoptar una función 
de utilidad de la forma u3(G3) = c(1.0 – exp(bP. PG3)) para el objetivo de los 
cultivos. 
 
Resolviendo el sistema de ecuaciones no lineales se obtiene: 
 
k3 = 0.519 
k1 = 0.260 
k4 = 0.223 
k2 = 0.201 
k5 = 0.081 
k = -0.534 
 
Paso 6: Se redefine la función objetivo sustituta y se utilizan los resultados 
de los pasos 4 y 5 como sigue: 
 
∑
=
⋅=
5
1
1 )()(
i
ii GwS xx  
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donde, 
 
1
)(
)(
1
1 G
⎥⎦
⎤⎢⎣
⎡+=
ii
i G
U
G
rw ∂
∂ G
x
 
 
a) Se calcula u(G1): 
 
u1(G1) = u1(0.183) = 0.249 
u2(G2) = u2(0.401) = 0.312 
u3(G3) = u3(0.306) = 0.507 
u4(G4) = u4(0.585) = 0.585 
u5(G5) = u5(0.431) = 0.295 
y 
u(G1) = 0.493 
 
b) Se le pide al decisor que elija un incremento en la utilidad 0 < ∆u(G) < 1. Se 
sugirió un valor de ∆u(G) = 0.20. 
 
c) Se resuelve la siguiente expresión para hallar el valor de r. 
 
∆u(G) = u[G1 + r∇U(G1)] - u(G1) 
 
u[G1 + r∇U(G1)] = 0.496 + 0.20 
 
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
⋅+
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
=∇⋅=
053.0
176.0
553.0
139.0
250.0
431.0
585.0
306.0
401.0
183.0
)( rur 11 GG  
 
u(G1 + r∇u(G1)) = 0.693 
  
Con esto se obtiene un valor de r = 0.588 
 
Finalmente los valores de los pesos son: 
 
w1 = 1.807 
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w2 = 1.205 
w3 = 2.067 
w4 = 1.178 
w5 = 1.073 
 
Cada valor de wi puede ser entendido como un peso relativo que el 
decisor elige para cada i-ésimo objetivo. Por ejemplo, G3 pesa mas que G1, 
G1 pesa mas que G2 y así sucesivamente. Se nota que aunque el decisor 
organizó jerárquicamente los objetivos en el paso 5, acá cuantifico con 
pesos relativos cada uno. 
 
Paso 7: Se genera una solución alternativa, la cual expresa en este punto 
del trabajo, las preferencias del decisor. 
 
max S1(x) =1.807G1(x)+ 1.205G2(x)+ 2.067G3(x)+ 1.178G4(x)+ 1.073G5(x) 
 
sujeto a las restricciones 3.31 a 3.33. La solución óptima x2 se presenta 
abajo y es usada para generar los vectores G2 y U2. 
 
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢
⎣
⎡
=
06.0
00.0
00.0
32.12
00.0
82.8
00.0
05.118
73.100
00.0
00.140
00.0
2x ,    
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
=
016.0
998.0
354.0
480.0
370.0
1G , 
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
−
=
3
3
3
3
2
1024.0
73.63
1071.117
1075.275
1025.19
x
x
x
x
U  
 
 
Paso 8: Se genera el vector V1 en el cual se presenta las metas y sus 
respectivas probabilidades de alcanzarlas. 
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⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
=
)5.0,016.0(
)5.0,998.0(
)5.0,354.0(
)5.0,480.0(
)5.0,370.0(
1V  
 
Por ejemplo, [ ] 5.0370.0Pr 1 ≥≥G  
 
En este punto del análisis el decisor ha tenido la oportunidad de presentar 
sus preferencias con respecto a las diferentes metas ( las cuales pueden estar 
generalmente en conflicto con las “realidades” del problema; por ejemplo, las 
restricciones del problema no son satisfechas) y los pasos 7 y 8 no reconcilian 
estas preferencias y realidades. 
 
Paso 9: El vector V1 no es satisfactorio para el decisor, entonces se debe 
continuar. 
 
Paso 10: Se le pregunta al decisor cual es el objetivo con los menores 
valores satisfactorios (Gk(x2), 1 - αk). El decisor especifica que el quisiera que G3 
(cultivos) se incrementara de 0.354 a 0.450 y con una probabilidad de 65% o 
mejor. 
 [ ] 650.0)1097.331)(450.0()(Pr 33 ≥≥ xz x  
 
Paso 11: Se define un nuevo espacio de soluciones factibles D2, incluyendo 
los requerimientos del paso 10. 
 
D2:  3801221 =+++ xxx L  
3512122211 ≤⋅++⋅+⋅ xqxqxq L  
Wxwxwxw ≤⋅++⋅+⋅ 12122211 L  
[ ]∑
=
≥+
12
T Axx
1
32/1 )1097.331)(450.0()(
3
j
jj xKxcE α  
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donde, la matriz de covarianza está dada por: 
 
⎥⎥
⎥
⎦
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⎢⎢
⎢
⎣
⎡
=
)var(),cov(
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ccc
ccc
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L
 
 
Para este problema es razonable asumir mutua independencia estocástica 
entre las variables ci, tal que: 
 
Cov(ci,cj) = 0  para i ≠ j 
 
En la Tabla 3.1 a la Tabla 3.5 se presentan estimativos de éstas varianzas.  
 
También se tiene que: Φnormal(kα3) = 1 – 0.650. De las tablas de la 
distribución normal estándar se encuentra lo siguiente kα3 = -0.385. Así, la última 
restricción se convierte en: 
 
∑ ∑
= =
≥⎥⎦
⎤⎢⎣
⎡−
12
x
1
3
2/1
12
1
2 )1097.331)(450.0()var(385.0)(
j j
jjjj xxccE  
 
En la restricción de agua, W , se varía paramétricamente para encontrar la 
cantidad de agua producida por prácticas de aumento de escorrentía y lluvia. 
 
Paso 12: Se maximiza S1(x) sujeta a D2. La solución de este problema nos 
conduce a una nueva solución x3. 
 
 3-34
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢
⎣
⎡
=
00.0
00.0
00.0
10.13
00.0
76.22
00.0
21.96
10.120
00.0
10.120
00.0
3x  
 
Con este nuevo vector se puede alcanzar G3 = 0.450 con una probabilidad 
mínima de 0.650. Ahora queremos saber como cambian las otras metas y sus 
probabilidades de acuerdo a este nuevo requerimiento del decisor. 
 
Determinar 1 - αi para i = 1, GANADO: 
 
∑ ∑
= =
≥⎥⎦
⎤⎢⎣
⎡−
12
1
1
2/1
12
1
2 0.52)var()(
1
j j
jjjj GxlKxlE α  
 
y para las varianzas dadas: 
 
[ ] 12/123222232 0.52)0130.0()0550.0(0365.01375.0 1 GxxKxx ≥+++ α  
 
Así, con x3 se encuentra la siguiente relación: 
 
[ ] 12/122 0.52)1.120()0550.0()1.120)(1375.0( 1 GK ≥+ α  
10.5260.651.16 1 GK ≥+ α  
 
y para G1 = 0.370 (de V1) tenemos que Kα1 ≥ 0.413 y de las tablas de la 
distribución normal Φnormal(0.413) = 0.660 =α1 ó 1 - α1 = 0.340. Esto es que se 
puede sostener el nivel de G1 = 0.370, pero con una probabilidad mínima de 
alcanzarlo de 0.340, en contraposición a 0.5 de probabilidad que se tenía antes de 
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que el decisor hiciera su requerimiento por un mayor valor en el objetivo de los 
cultivos, en el paso 10. 
 
para i = 2, ESCORRENTÍA: 
 
∑ ∑
= =
+≥⎥⎦
⎤⎢⎣
⎡−
12
1
2
2/1
12
1
2 00.3091.511)var()(
2
j j
jjjj GxrKxrE α  
 
y para x3 y las varianzas dadas: 
 
[ ] 00.3091.511)21.96()223.0()1.121()223.0()1.120()152.0(
)21.96)(410.1()1.120)(990.0()1.121)(098.0(
2
2/1222222
2
+≥+++
++
GKα
 
 
y para G2 = 0.480 (de V1) tenemos que Kα3 ≥ 0.231 y de las tablas de la 
distribución normal Φnormal(0.231) = 0.591 = α2 ó 1 - α2 = 0.409. 
 
para i = 4, SEDIMENTOS: 
 
∑ ∑
= =
−≥⎥⎦
⎤⎢⎣
⎡−−
12
1
4
2/1
12
1
2 08.754994.7490)var()(
4
j j
jjjj GxsKxsE α  
 
y para x3, las varianzas dadas y G4 = 0.998 (de V1) tenemos Kα4 ≥ -0.065 y 
de las tablas de la distribución normal Φnormal(-0.065) = 0.475 = α4 ó 1 - α4 = 0.525.  
 
para i = 5, PECES, notamos que x12 = 0 y por lo tanto 1 - α5 = 0.  
 
Ahora se puede poner bajo consideración del decisor el vector V2: 
 
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
=
)0.0,016.0(
)525.0,998.0(
)650.0,450.0(
)409.0,480.0(
)340.0,370.0(
2V  
 
Paso 13: En este punto el decisor ha ganado conocimiento de cómo 
cambian las diferentes metas (de V2) y está dispuesto a aceptar, de las cuatro 
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primeras metas, los niveles y la probabilidad de alcanzarlos. Sin embargo, él 
encuentra que el quinto objetivo (peces) tiene un nivel inaceptable, G5 = 0. Él 
quisiera tener G5 = 0.10 con una probabilidad mínima de alcanzarlo de 0.70. 
Ahora, el problema de optimización se convierte en: 
 max ∑
≠
⋅=
5
3
2 )()(
i
ii GwS xx  
sujeto a: 
 
3801221 =+++ xxx L  
 3512122211 ≤⋅++⋅+⋅ xqxqxq L  
 Wxwxwxw ≤⋅++⋅+⋅ 12122211 L  
 ∑ ∑
= =
≥⎥⎦
⎤⎢⎣
⎡−
12
1
3
2/1
12
1
2 )1097.331)(450.0()var(385.0)(
j j
jjjj xxcxcE  
 [ ] )1078.14)(100.0()var(525.0)( 32/1212121212 xxpxpE ≥−  
 
donde, Φnormal(-0.525) = α5 = 1 – 0.70 
 
Paso 14: La optimización anterior produce el vector x4. 
 
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
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⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢
⎣
⎡
=
66.0
00.0
00.0
66.20
00.0
00.0
00.0
30.122
00.168
00.0
10.48
00.0
4x  
 
Nuevamente, se debe determinar 1 - αi para cada i. 
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para i = 1, GANADO: 
 
∑ ∑
= =
≥⎥⎦
⎤⎢⎣
⎡−
12
1
1
2/1
12
1
2 0.52)var()(
1
j j
jjjj GxlKxlE α  
 
donde x2 = 48.10, x3 = 0. 
 
[ ] 12/122 0.52)10.48()055.0()10.48)(1375.0( 1 GK ≥+ α  
 
y para G1 = 0.370 (de V1) tenemos que Kα1 ≥ 4.777 y de las tablas de la 
distribución normal Φnormal(4.777) = α1 ≈ 0.999 ó 1 - α1 ≈ 0.000. El decisor quiere, 
ahora, conocer el valor de G1 para 1 - α1 = 0.5, 
 
Kα1 = 0.000 
y 
G1 ≤ 0.127 
 
Así, él tendrá G1 = 0.127 con una probabilidad de 0.5 o mejor. 
 
para i = 2, ESCORRENTÍA: 
 
∑ ∑
= =
+≥⎥⎦
⎤⎢⎣
⎡−
12
1
2
2/1
12
1
2 00.3091.511)var()(
2
j j
jjjj GxrKxrE α  
 
donde, x2 =48.10, x4 = 168.0, x5 = 122.30, x1 = x3 = x6 = 0. 
 
[ ] 00.3091.511)30.122()223.0()0.168()223.0()10.48()152.0(
)30.122)(410.1()0.168)(990.0()10.48)(098.0(
2
2/1222222
2
+≥+++
++
GKα
 
y para G2 = 0.480 (de V1) tenemos que Kα2 = -68.19 y de las tablas de la 
distribución normal Φnormal(-68.19) = α2 ≈ 0  ó 1 - α2 ≈ 1.0. 
 
para i = 3, CULTIVOS, el vector solución x4 conduce a G3 = 0.450 con una 
probabilidad de 0.65 o mejor.  
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para i = 4, SEDIMENTOS: 
 
∑ ∑
= =
−≥⎥⎦
⎤⎢⎣
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[ ]
08.754994.7490
)66.20)(12.0()3.122)(37.0()0.168)(36.0()10.48)(12.0(
)66.20)(11.0()30.122)(16.0()0.168)(24.0()10.48)(11.0(
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2/12222
4
−≥
++++
−−−−
G
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y para G4 = 0.998 (de V1) tenemos que Kα4 ≥ -0.028 y de las tablas de la 
distribución normal Φnormal(-0.028) = α4 = 0.489  ó 1 - α4 = 0.511. 
 
Finalmente, para i = 5, PECES, el vector solución x4 vuelve a dar G5 = 0.10 
con una probabilidad de 0.70 o mejor, tal y como él lo requirió previamente. 
 
La nueva solución alternativa (vector V3) se puede poner bajo consideración 
del decisor. 
 
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
=
)700.0,100.0(
)511.0,998.0(
)650.0,450.0(
)000.1,480.0(
)500.0,127.0(
3V  
 
El decisor quedó satisfecho con estos valores por lo tanto se termina el 
proceso de iteración. 
 
 
3.4. ECUALIZADOR MULTIOBJETIVO ESTOCÁSTICO 
 
Se propone una herramienta metodológica que permita buscar la solución 
eficiente satisfactoria para el decisor, en un proceso interactivo, donde, hallada 
una solución α-óptimo-paretiana, pueda buscar mejores alternativas en los 
objetivos que más le interesan: mejores frente al riesgo, o mejores frente a los 
logros que puede alcanzar. Esta herramienta le debe permitir, entonces, navegar 
por los diferentes α-fronteras paretianas, dándole toda la información pertinente a 
cada  solución encontrada y conduciendo el proceso hacia soluciones más 
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satisfactorias para el decisor. A esa herramienta la denominamos Ecualizador 
Estocástico Multiobjetivo. 
 
A continuación se explicará el Ecualizador Estocástico Multiobjetivo 
suponiendo que los coeficientes de las funciones objetivos son lineales y siguen 
distribuciones normales (equivalentes determinísticos Normales). Para ver el 
desarrollo de otros eqiuvalentes determinísticos ver: (Goicoechea et al., 1982; 
Goicoechea y Muñoz, 2000). 
 
 
3.4.1. Descripción Metodológica 
 
Definición del problema 
 
Se tiene el siguiente problema con p objetivos estocásticos: 
 
Maximizar  z(x) = [z1(x), z2(x),...., zp(x)] 
 
Sujeto a las restricciones gi(x) ≤ bi , i = 1,..., m (que constituyen el espacio 
factible S) 
 
Donde cada objetivo es    zi(x) =∑
=
n
j 1
cij xj,                     ∀i =1,...., p 
 
Y los coeficientes de costos de las funciones objetivo son variables 
aleatorias tal que: 
cij ∼ N[E(cij), var(cij)] 
 
Por lo que   zi(x) =  E [zi(x)] = [E[z1(x)], E[z2(x)],...., E[zp(x)]] 
 
Paso inicial 
 
Hallar una solución x0 indiferente al riesgo y a la importancia de los 
objetivos. Esta se halla aplicando el método de programación de compromiso con 
métrica infinito, pesos iguales, y valores esperados de las funciones objetivo 
E[Z(x)]. La solución encontrada por este método aportará iguales logros 
normalizados para todos los objetivos, es decir, G1 = G2 = ....= Gp e iguales 
probabilidades de alcanzarlos (1-α1) = (1-α2) = ... = (1-αp) = 0.50. Esta solución es 
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0.5-óptima paretiana, y equilibrada respecto a los logros de los objetivos. Esta 
solución tiene asociada un FP0 P= (FP0 P1,FP0 P2,...,FP0 Pp) o puede ser representada 
parcialmente por el siguiente vector: 
 
3.35 
0
50
50
50
22
11
0
xpq
.G
.G
.G
S
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
∈
∈
∈
= MMM         (3.35) 
 
Donde G1 ≈ G2 ≈ ... ≈ Gp.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.8. Representación gráfica del ecualizador estocástico multiobjetivo 
 
En la Figura 3.8, en la parte superior se presenta la función F de cada 
objetivo para la solución actual x0, y en la parte inferior se presentan barras 
desplazables (ecualizador) en el que se definen vectores (∈i, Gi, αi) . Desplazando 
estas barras es posible definir otros vectores correspondientes a la misma 
solución actual. 
 
La herramienta presenta los valores de las variables de decisión 
correspondientes a x0 = (x1, x2,..,xn). Igualmente presenta los valores de los 
atributos de cada función Fi: media, desviación estándar, minimax, maximax, etc. 
 
 
            Z1
1 
α = 0.5 
∈10 
           F1 
G B1B 
1-α1 Objetivo 1 
G B2B 
1-α2 Objetivo 2 
 
             Z2
1 
α = 0.5
∈20 
           F2 
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Una gráfica de las funciones superpuestas, G vrs α, permite que el decisor 
evalué mejor sus posibilidades con la alternativa x0, como se presenta en la Figura 
3.9 en el caso de 2 objetivos. 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.9. Funciones de probabilidad acumulada para los objetivos 1 y 2 
evaluados en la solución inicial x0 
 
Paso 1 
 
El decisor debe evaluar si está satisfecho con x0 o desea otra alternativa 
que le supere en algunos aspectos. Debe ahora elegir sobre que objetivo k desea 
mejorar y que sacrificios está dispuesto a aceptar. 
 
El decisor tiene dos opciones principales:  
 
• Mejorar en algunos atributos de su propia Fk a costa de otros atributos de la 
misma Fk.  
• Mejorar en algunos atributos de su propia Fk, a costa de atributos de Fi, para    
k ≠ i. 
 
Para ello puede expresar sus deseos como por ejemplo, mejorar el valor 
medio de Zi, expresar un valor αi para el cual desea mejorar el valor de Zi 
correspondiente (criterio α-beneficio), o elegir un valor de Zi para el que quiere 
mejorar su probabilidad de excedencia (1-αi) (criterio µ-beneficio), por lo tanto en 
cada uno de los puntos anteriores tiene otras opciones adicionales: 
 
I. Mejorar en algunos atributos de su propia Fk a costa de otros atributos de la 
misma Fk. 
 
            G
 
1 
0.5 
 
G10
              F 
 
G20
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Por ejemplo, el decisor podría expresar que: 
 
Desea mejorar el valor medio de Zk, minimizando su propia desviación 
estándar σk. 
 
II. Mejorar en algunos atributos de su propia Fk, a costa de atributos de Fi, para k≠i. 
 
Por ejemplo, el decisor podría expresar que: 
 
1. Desea mejorar el logro del objetivo k, (puede decirlo en  valores de 
unidades de ∈ PtPk  o en unidades normalizadas G PtPk entre 0 y 1) asociado al 
anterior αPt-1 Pk (esto es equivalente a mejorar el αPt-1 P-beneficio de k): 
 
a. Sacrificando en el logro alcanzado por otro objetivo i ≠ k, para la 
anterior αPt-1 Pi. Para ello debe expresar que nuevo nivel ∈ PtPi está 
dispuesto a aceptar, lógicamente menor que el nivel alcanzado en la 
solución actual (esto es equivalente a disminuir el αPt-1 P-beneficio de i). 
 
b. Sacrificando en la probabilidad de alcanzar el logro actual de algún 
objetivo i ≠ k. Para ello debe expresar que nuevo nivel (1-αPt Pi) está 
dispuesto a aceptar, lógicamente menor que la probabilidad 
alcanzada en la solución actual (esto es equivalente a disminuir la β Pt-
1
P-robustez del objetivo i). 
 
 
2. Desea mejorar la probabilidad de alcanzar el logro del objetivo k, (1-αPt Pk) 
(esto es equivalente a mejorar la β Pt-1 P-robustez de k): 
 
a. Sacrificando en el logro alcanzado por otro objetivo i ≠ k. Para ello 
debe expresar que nuevo nivel ∈ PtPi está dispuesto a aceptar 
(lógicamente menor que el nivel alcanzado en la solución actual), 
conservando su (1-αPt-1 Pi). Esto es equivalente a disminuir la β Pt-1 P-
robustez de i): 
 
b. Sacrificando en la probabilidad de alcanzar el logro actual de algún 
objetivo i ≠ k. Para ello debe expresar que nueva probabilidad (1-αPt Pi) 
está dispuesto a aceptar (lógicamente menor que la probabilidad 
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alcanzada en la solución actual) (esto es equivalente a disminuir el 
αPt-1 P-beneficio de i) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.10. Sacrificios expresos del decisor en  el Ecualizador Estocástico 
Multiobjetivo 
 
En la Figura 3.10 se presenta cómo, por medios gráficos, el decisor puede 
expresar sus deseos de mejora en algunos atributos a cambio de algunos 
sacrificios expresos que está dispuesto a hacer con referencia a la solución actual. 
 
Según la petición del decisor el ecualizador debe encontrar una nueva 
solución eficiente x1, a partir de una nueva formulación del problema. Esta 
formulación intenta conservar los aspectos de la solución anterior, a excepción de 
las peticiones explícitamente hechas por el decidor. 
 
 Por ejemplo, para el caso I.1.a., el problema quedaría así: 
 
El decisor desea mejorar el logro del objetivo k, asociado al anterior αPt-1 Pk 
(esto es equivalente a mejorar el αPt-1 P-beneficio de k), sacrificando en el logro 
alcanzado por otro objetivo i ≠ k, para la anterior αPt-1 Pi. Para ello debe expresar que 
nuevo nivel ∈ PtPi está dispuesto a aceptar (lógicamente menor que el nivel 
alcanzado en la solución actual), (esto es equivalente a disminuir el αP t-1 P-beneficio 
de i). 
 
            Z1
1 
α = 0.5 
∈10 
           F1 
G B1B 
1-α1 Objetivo 1 
G B2B 
1-α2 Objetivo 2 
 
             Z2
1 
α = 0.5
∈20 
           F2 
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Maximizar   ∈ PtPk 
 
Sujeto a: 
 
• restricciones originales S 
• restricciones que condicionen la permanencia de algunos niveles (usando el 
equivalente determinístico de funciones normales) 
 
∑
=
n
j 1
E(clj) xj + Kα Pt-1 P l[xPTPAlx] P1/2  P≥  Zl (xt-1)                    Para cada objetivo l ≠ k ≠ i                
                               
• restricciones que expresen los nuevos sacrificios que se está dispuesto a hacer 
en el objetivo i 
 
∑
=
n
j 1
E(cij) xj + Kα Pt-1 P i[xPTPAix] P1/2  P≥  ∈ PtPi  = ∈ Pt-1 Pi -∆i Pt P                         Para el objetivo i 
 
donde,  -∆i Pt P , representa el sacrificio que se está dispuesto a hacer en el 
logro del objetivo  i. 
 
• para el objetivo k 
 
∑
=
n
j 1
E(ckj) xj + KPt-1 Pαk[xPTPAkx] P1/2  P≥  ∈ PtPk                                      Para el objetivo k                          
 
En este caso las variables de decisión son ∈ PtPk, más las variables de 
decisión originales x. 
             
Por ejemplo, para el caso II.2.a, el problema quedaría así: 
 
Desea mejorar la probabilidad de alcanzar el logro del objetivo k, (1-αPt-1 Pk) 
(esto es equivalente a mejorar la β Pt-1 P-robustez de k), sacrificando en el logro 
alcanzado por otro objetivo i ≠ k. Para ello debe expresar que nuevo nivel ∈ PtPi está 
dispuesto a aceptar (lógicamente menor que el nivel alcanzado en la solución 
actual) (esto es equivalente a disminuir la β P t-1P-robustez de i): 
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Minimizar   Kα PtPk 
 
Sujeto a: 
 
• restricciones originales S 
• restricciones que condicionen la permanencia de algunos niveles (usando el 
equivalente determinístico de funciones normales) 
 
∑
=
n
j 1
E(clj) xj + Kα Pt-1 P l[xPTPAlx] P1/2  P≥  Zl(xt-1)                    Para cada objetivo l ≠ k ≠ i                          
 
• restricción condicionada a conservar como mínimo Zk(xt-1)         
 
∑
=
n
j 1
E(ckj) xj + Kα PtP k[xPTPAx] P1/2  P≥  Zk(xt-1)                                   Para el objetivo k            
 
• restricciones que expresen los nuevos sacrificios que se está dispuesto a 
hacer. 
 
∑
=
n
j 1
E(cij) xj + Kα PtP i[xPTPAx] P1/2  P≥  ∈ PtPi                                            Para el objetivo i            
 
Las variables de decisión son Kα PtP k y las variables originales x. El valor que 
nos interesa como resultado es (1-αk) que resulta de, una vez hallado el valor Kαk:   
1 - φnormal(Kαk) = 1- αk. A menor Kαk, mayor 1- αk. 
 
Paso 2 
 
El decisor evalúa la nueva solución xt, sus funciones de probabilidad, y el 
conjunto de valores asociados: 
 
3.36 
txppq
G
G
G
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
−∈
−∈
−∈
α
α
α
1
1
1
222
111
MMM      (3.36) 
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Ahora, el decisor debe decidir si está satisfecho con estos valores o 
propone nuevas mejoras a expensas de algunos sacrificios que está dispuesto a 
hacer y vuelve al paso 1.                    
 
Si alguno de los objetivos no está bajo incertidumbre, es posible incluirlo en 
el análisis de forma semejante, donde la desviación estándar siempre es 0, por lo 
tanto cuando se incluya como restricción, será de la forma: 
 
∑
=
n
j 1
crj xj P  P≥  Zr(xt-1)                       Para el objetivo r            
 
Cuando se desea mejorar su logro, se involucra en la función objetivo, 
maximizando   ∈ PtPr. 
 
Comparación de alternativas discretas del grupo final seleccionado mediante 
el ecualizador 
 
Cada vez que el ecualizador encuentra un nueva alternativa α-paretiana, 
tiene posibilidad de obtener todas las funciones de distribución acumuladas de los 
logros obtenibles por la alternativa. Esto le permite analizar todas las posibles 
consecuencias que tendría la alternativa, asociada a sus riesgos. Si los valores de 
los objetivos son normalizados, se puede superponer en una sola gráfica todas las 
funciones de todos los objetivos y el decisor puede analizar en cuál o cuáles 
objetivos la alternativa es conveniente, en cuales es inconveniente, según sus 
preferencias, y con base en ello solicitar nuevos cambios. 
 
También es posible que cada vez que obtenga una solución interesante 
para el decisor, el ecualizador la registra para posteriores comparaciones con 
otras alternativas ya registradas. Esto le permite que al final del proceso iterativo 
con el ecualizador, tenga, en vez de una sola alternativa, un grupo discreto de 
alternativas, para hacer un post-análisis para elegir al final una de ellas para 
implementar. 
 
Cuando el problema de optimización es de un solo objetivo se han 
desarrollado los criterios de comparación entre alternativas mencionados en el 
numeral 3.3.1. No obstante, para la comparación entre alternativas bajo 
incertidumbre y múltiples objetivos, se han desarrollado pocos, sino nulos, criterios 
de elección. 
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Cuando se cuenta con un número de alternativas discretas se puede hacer 
un análisis de decisión multicriterio discreto usando métodos como el ELECTRE, 
Programación de compromiso, etc. Para ello se debe organizar una matriz de 
pagos así: 
 
 Z1 ... Zi ... Zp 
A1 Z11 ... Z1i ... Z1p 
A2 Z21 ... Z2i ... Z2p 
... ... ... ... ... ... 
Am Zm1 ... Zmi ... Zmp 
 
Donde Zij es el valor de las consecuencias de implementar la alternativa i 
respecto al objetivo j. Zij es una variable aleatoria, caracterizada estadísticamente 
en los pasos anteriores.  
 
El decisor debe elegir para cada  objetivo i, que criterios de incertidumbre 
debería tener en cuenta para su evaluación. El objetivo i será entonces 
reemplazado por n objetivos, siendo n el número de criterios de incertidumbre que 
elije para i. Por ejemplo para el objetivo i puede elegir los criterios de µ/σ 
(media/desviación estándar), y β-robustez, por lo tanto, la matriz de pagos será 
ahora: 
 
 Z1 ... 
Zi1 
µ/σ 
Zi2 
β-robustez ... Zp 
A1 Z11 ... Z1i(1) Z1i(2) ... Z1p 
A2 Z21 ... Z2i(1) Z2i(2) ... Z2p 
... ... ... ... ... ... ... 
Am Zm1 ... Zmi(1) Zmi(2) ... Zmp 
 
Así, Cada objetivo bajo incertidumbre puede ser reemplazado por algunos 
criterios de incertidumbre. Este método permite combinar objetivos determinísticos 
con objetivos aleatorios. 
 
El problema ahora puede ser evaluado por algún método de análisis 
multiobjetivo discreto usando la nueva matriz de pagos.  
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3.4.2 Ventajas del Ecualizador Multiobjetivo Estocástico 
 
• El método no exige que el decisor defina su esructura de preferencias y su 
disposición al riesgo al principio del proceso, pues aún no conoce las 
posibilidades del problema, el método le ayuda a definirlas progresivamente a 
la luz de las posibilidades e intercambios convenientes o no que el van 
señalando las alternativas visitadas. 
 
• El método no pide en ningún momento parámetros indirectos para expresar las 
preferencias de los decisores. El método le pide que haga nuevas propuestas 
considerando valores en las unidades reales de los objetivos, (no pide pesos 
por ejemplo). 
 
• Todas las propuestas de los decisores consideran un ambiente de 
incertidumbre. Por eso el método comienza su interacción con el decisor 
partiendo de la solución más equilibrada posible, obtenida mediante el método 
de Programación de Compromiso con métrica infinito, considerando pesos 
iguales, y niveles de confianza del 50% para todos los objetivos. Ya el decisor 
analizando sus preferencias y su propensión o aversión al riesgo va navegando 
por diferentes puntos de  la frontera de Pareto (que no es única, en realidad es 
la frontera α-pareto), hasta obtener una solución factible, satisfactoria y 
eficiente según los niveles de confianza con los que se siente satisfecho. 
 
• El decisor puede navegar por todo el espacio de decisión y saber, en forma 
simultánea, el estado de todos los objetivos, los niveles de confianza 
correspondientes, y las variables de decisión en el punto en el que está 
localizado.  
 
• El decisor no tiene que asumir independencia entre los objetivos, sino que, 
entendiendo el sistema como un conjunto inter-relacionado va descubriendo 
los niveles a los que tiene que ceder en algunos objetivos para mejorar en 
otros. El ecualizador permite ver simultáneamente que pasa con cada uno de 
los objetivos al decidir sobre unas condiciones respecto a dos de ellos. 
 
• Permite establecer dependencias entre objetivos al visualizar como cambia un 
objetivo con cambios en otro y no hay posibilidad de que haya inconsistencias 
en las preferencias. 
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• Los usuarios van entendiendo que está pasando al interior del proceso y el 
mismo va construyendo progresivamente la solución. Por todo esto el decisor 
no requiere la ayuda de analistas expertos en metodologías de toma de 
decisiones. 
 
• El ecualizador es capaz de ofrecerle al decisor suficiente información en cada 
interacción (respecto a objetivos, logros, niveles de confianza, intercambios, 
variables), al punto de que sus nuevas decisiones pueden ser fruto de una 
adquisición muy completa de nueva información. Esto hace que el decisor 
converja más rápidamente a la solución satisfactoria. 
 
• El método más que una herramienta analítica, es una herramienta para 
evaluación de reacciones ante la respuesta de ¿Qué pasa sÍ?. 
 
• El decisor no tiene que dar parámetros explícitos acerca de sus preferencias: 
las preferencias rara vez están bien establecidas (conflictos, incertidumbres). 
El proceso debe contribuir a aclararlas, más que a solicitarlas explícitamente. 
 
• Se puede analizar diferentes regiones de la frontera de Pareto. La selección de 
esas regiones depende de las preferencias del usuario expresadas en términos 
de valores de los objetivos, o de la probabilidad de alcanzarlos y puede 
cambiarlas fácilmente  durante el análisis mientras aprende sobre posibles 
soluciones eficientes. 
 
• Con el ecualizador no es necesario terminar todo el proceso si el decisor se 
arrepiente de un paso dado. En cambio los resultados obtenidos le ayudan a 
conocer como va cambiando el proceso de acuerdo a los valores que va 
asignando. 
 
• El PROTRADE asigna nuevas relajaciones y exige mejoras sobre varios 
objetivos a la vez. Lo que puede suceder es que se sacrifique inútilmente en 
algunos objetivos. El Ecualizador, al intercambiar por pares permite mayor 
control del decisor sobre los sacrificios que está dispuesto a aceptar y facilidad 
de análisis sobre las nuevos resultados obtenidos, entendiendo el porqué de 
los nuevos intercambios entre objetivos. 
 
• El Ecualizador, dados los avances tecnológicos, usa herramientas de 
información e interacción directa e inmediata con el decisor (no con analistas), 
características que permiten que la idea central de los métodos de articulación 
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progresiva, pase de mera teoría  a una metodología que pueda llevarse a la 
práctica. 
 
• Es mucho más simple de entender y de calcular que el PROTRADE. 
 
• En cada nueva iteración la función objetivo de la reformulación es lineal y solo 
incluye una variable de decisión, lo que lo hace más fácil de resolver. 
 
• El ecualizador permite seleccionar no necesariamente una única solución final, 
sino  un pequeño grupo de soluciones, las cuales, una vez deducidas sus 
funciones de probabilidad acumuladas F, pueden ser comparadas por 
diferentes criterios bajo incertidumbre como: el mayor valor esperado, menor 
varianza, mayor valor esperado dividido desviación estándar, dominancia 
estocástica, Mínimo arrepentimiento, etc. Todos ellos evaluados a la luz de 
múltiples objetivos. 
 
• El ecualizador permite combinar en el análisis, objetivos bajo incertidumbre con 
objetivos bajo certidumbre. 
 
 
3.4.3 Aplicación del Ecualizador Multiobjetivo Estocástico 
 
Se presenta a continuación la solución al problema planteado en el numeral 
3.2.3 en el cual se requiere planificar sobre usos y prácticas en una cuenca de una 
región semiárida, aplicando el Ecualizador Multiobjetivo Estocástico. 
 
En la solución de este problema se utilizaron las mismas variables de 
decisión, las mismas funciones objetivo (ecuaciones 3.27 a 3.31) y las mismas 
restricciones (ecuaciones 3.32 a 3.34). Para este problema se consideró que el 
agua disponible en la restricción 3.34 (bw) era igual a 4000 m P3P. Los parámetros 
utilizados en las funciones objetivo y en las restricciones se muestran el la Tabla 
3.6 a Tabla 3.8. 
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Tabla 3.6. Valores medios de los coeficientes de las funciones objetivo 
i li (UA/ha) ri (mP3P/ha) ci (kg/ha) s1 (*) pi (kg/ha) 
1 - 428 - 19.86 - 
2 0.1375 98 - 0.11 - 
3 0.0365 79 - 0.15 - 
4 - 990 - 0.24 - 
5 - 1410 - 0.16 - 
6 - 1980 - 0.00 - 
7 - - 3024 0.24 - 
8 - - 1568 0.33 - 
9 - - 7392 0.11 - 
10 - - 3169 0.21 - 
11 - - 2576 0.35 - 
12 - - - - 3741 
* Las mismas unidades que se indican en la tabla Tabla 3.4 
 
Tabla 3.7. Valores medios de los coeficientes de las funciones objetivo 
i qi ($/ha) wi (mP3P/ha) 
1 - - 
2 100 19 
3 75 5 
4 56 - 
5 85 - 
6 191 - 
7 232 5830 
8 323 5010 
9 262 18850 
10 242 6390 
11 278 13700 
12 8875 - 
 
Tabla 3.8. Desviación estándar de los coeficientes de las funciones objetivo y las 
restricciones para las variables xi 
i li (UA/ha) ri (mP3P/ha) ci (kg/ha) s1 pi (kg/ha) 
1 - 0.223 - - - 
2 0.055 0.152 - - - 
3 0.013 0.089 - - - 
4 - 0.223 - - - 
5 - 0.223 - - - 
6 - 0.223 - - - 
7 - - 0.505 - - 
8 - - 0.249 - - 
9 - - 1.037 - - 
10 - - 1.102 - - 
11 - - 0.249 - - 
12 - - - - 2 
 3-52
Implementación del Ecualizador Multiobjetivo Estocástico 
 
Paso 1: Solución determinística 
 
Programación de compromiso con métrica infinito y pesos iguales, 
considerando los valores esperados de los coeficientes. La solución encontrada se 
presenta en la Tabla 3.10. 
 
En la Tabla 3.9 se presentan los valores máximos y mínimos hallados 
resolviendo el problema bajo certidumbre. 
 
Tabla 3.9. Valores máximos y mínimos bajo certidumbre 
 Z1 Z2 Z3 Z4 Z5 
Zi Max 52.25 752.40 2808.56 0.00 1421.58 
Zi Min 0.00 0.00 0.00 41.80 0.00 
 
Tabla 3.10. Solución por Programación de Compromiso 
xi DESCRIPCION DE LA VARIABLE Alternativa
   
1 
Hectáreas de tierra con prácticas de manejo actuales (sin programa 
de recuperación). 
0.00 
2 Hectáreas  de tierra con contornos de pasto de condiciones buenas. 95.23 
3 Hectáreas  de tierra con contornos de pasto de condiciones pobres. 0.00 
4 
Hectáreas  de tierra con tratamientos de suelo compactado para 
incrementar el agua de escorrentía. 
0.06 
5 
Hectáreas  de tierra con tratamientos de consolidación y sal para 
incrementar el agua de escorrentía. 
0.00 
6 
Hectáreas  de tierra tratada con cobertura de plástico y grava para 
incrementar el agua de escorrentía. 
90.48 
7 Hectáreas cultivadas para la producción de trigo. 0.00 
8 Hectáreas cultivadas para la producción de maíz. 0.00 
9 Hectáreas cultivadas para la producción de alfalfa. 95.23 
10 Hectáreas cultivadas para la producción de cebada. 0.00 
11 Hectáreas cultivadas para la producción de sorgo. 0.00 
12 
Hectáreas de tierra destinada para la construcción de estanques 
para peces. 
95.23 
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OBJETIVOS 
   
1 Producción animal (animales) 13.09 
2 Escorrentía superficial (m3) 188.55 
3 Producción agrícola (kg ) 703.93 
4 Tasa de sedimentos (m3) 20.97 
5 Producción piscícola en e (kg) 356.25 
   
PORCENTAJES OBTENIDOS CON RESPECTO AL MAXIMO DE CADA OBJETIVO 
   
1 Producción animal (%) 25.05 
2 Escorrentía superficial (%) 25.05 
3 Producción agrícola (%) 25.06 
4 Tasa de sedimentos (%) 49.83 
5 Producción piscícola en e (%) 25.06 
 
Esta alternativa ofrece las funciones de probabilidad acumulada F, α vrs Zi 
que se muestran en la Tabla 3.11 y en la Figura 3.11. 
 
Tabla 3.11. Funciones de probabilidad acumulada con la alternativa de 
programación de compromiso 
α Z1 Z2 Z3 Z4 Z5 
0.05 4.49 147.66 541.51 -20.97 42.98 
0.1 6.39 156.69 577.38 -20.97 112.17 
0.2 8.70 167.62 620.83 -20.97 195.96 
0.3 10.36 175.51 652.15 -20.97 256.38 
0.4 11.79 182.24 678.92 -20.97 308.00 
0.5 13.11 188.54 703.94 -20.97 356.26 
0.6 14.44 194.84 728.96 -20.97 404.51 
0.7 15.87 201.57 755.73 -20.97 456.13 
0.8 17.53 209.46 787.05 -20.97 516.55 
0.9 19.84 220.39 830.50 -20.97 600.34 
0.9999 32.63 280.98 1071.3 -20.97 1064.7 
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Figura 3.11. Funciones de probabilidad acumulada con la alternativa de 
programación de compromiso 
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Paso 2: Optimización bajo Incertidumbre 
 
UIteración 1: U Supóngase que el decisor desea mejorar, respecto a la 
solución anterior,  el valor de Z1, sujeto a sacrificar en el valor del objetivo 3 
hasta 500 kg de producción agrícola , asociado, a α anterior (0.5). 
 
EL replanteamiento del problema sería el siguiente: 
 
Maximizar   ∈ Pt=1 P1 
 
Sujeto a: 
 
• restricciones originales S 
          
 3801221 ≤+++ xxx L  
 
3500012122211 ≤⋅++⋅+⋅ xqxqxq L  
 
400012122211 ≤⋅++⋅+⋅ xwxwxw L  
 
12,...,1,0 =∀≥ ix i  
 
• restricciones que condicionen la permanencia de algunos niveles (usando el 
equivalente determinístico de funciones Normales) 
 
Para el objetivo 2 
∑ ∑
= =
≥
⎥⎥⎦
⎤
⎢⎢⎣
⎡−
12
j j
jjjj xrxrE
1
2/1
12
1
2 55.188)var(0)(  
 
Para el objetivo 4 
 
∑
=
−≥
12
j
jj xsE
1
97.20)(  
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Para el objetivo 5 
 
∑ ∑
= =
≥
⎥⎥⎦
⎤
⎢⎢⎣
⎡−
12
j j
jjjj xpxpE
1
2/1
12
1
2 25.356)var(0)(  
 
• restricciones que expresen los nuevos sacrificios que se está dispuesto a hacer 
en el objetivo 3 
 
∑ ∑
= =
≥
⎥⎥⎦
⎤
⎢⎢⎣
⎡−
12
j j
jjjj xcxcE
1
2/1
12
1
2 500)var(0)(  
 
• para el objetivo 1 
 
∑ ∑
=
=
=
≥∈
⎥⎥⎦
⎤
⎢⎢⎣
⎡−
12
j
t
j
jjjj xlxlE
1
1
1
2/1
12
1
2)var(0)(  
 
 
En este caso las variables de decisión son ∈ Pt=1 P1 más las variables de 
decisión originales, y: 
 
12,...,1,0 =∀≥ ix i  
 
011 ≥∈ =t  
 
La solución de esta primera iteración se muestra en la Tabla 3.12. 
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Tabla 3.12. Solución del problema en la primera iteración 
xi DESCRIPCION DE LA VARIABLE Alternativa  
   
1 
Hectáreas de tierra con prácticas de manejo actuales (sin 
programa de recuperación). 
0.00  
2 
Hectáreas  de tierra con contornos de pasto de condiciones 
buenas. 
122.99  
3 
Hectáreas  de tierra con contornos de pasto de condiciones 
pobres. 
0.00  
4 
Hectáreas  de tierra con tratamientos de suelo compactado para 
incrementar el agua de escorrentía. 
0.00  
5 
Hectáreas  de tierra con tratamientos de consolidación y sal 
para incrementar el agua de escorrentía. 
0.00  
6 
Hectáreas  de tierra tratada con cobertura de plástico y grava 
para incrementar el agua de escorrentía. 
89.14  
7 Hectáreas cultivadas para la producción de trigo. 0.00  
8 Hectáreas cultivadas para la producción de maíz. 0.00  
9 Hectáreas cultivadas para la producción de alfalfa. 67.64  
10 Hectáreas cultivadas para la producción de cebada. 0.00  
11 Hectáreas cultivadas para la producción de sorgo. 0.00  
12 
Hectáreas de tierra destinada para la construcción de estanques 
para peces. 
95.23  
   
OBJETIVOS 
  Z α 
1 Producción animal (animales) 16.912 0.5 
2 Escorrentía superficial (m3) 188.55 0.5 
3 Producción agrícola (kg ) 500.00 0.5 
4 Tasa de sedimentos (m3) -20.97 0.5 
5 Producción piscícola en e (kg) 356.25 0.5 
    
 
Esta alternativa ofrece las funciones de probabilidad acumulada F, que se 
muestran en la Tabla 3.13. 
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Tabla 3.13. Funciones de probabilidad acumulada con la alternativa de la primera 
iteración   
α1 Z1 Z2 Z3 Z4 Z5 
0.01 4.29 137.62 369.09 -20.97 0.80 
0.1 8.24 153.58 410.11 -20.97 112.17 
0.2 11.22 165.58 440.97 -20.97 195.96 
0.3 13.36 174.24 463.22 -20.97 256.38 
0.4 15.20 181.64 482.23 -20.97 308.00 
0.5 16.91 188.55 500.00 -20.97 356.25 
0.6 18.63 195.46 517.77 -20.97 404.50 
0.7 20.46 202.86 536.79 -20.97 456.13 
0.8 22.61 211.52 559.04 -20.97 516.55 
0.9 25.58 223.52 589.90 -20.97 600.33 
0.99 42.07 290.05 760.90 -20.97 1064.65 
 
Es posible observar, que la función de probabilidades acumuladas de Z4 y 
Z5 no cambiaron, pero la de la Z2 sí. Incluso para valores de alfa menores de 0.5, 
F2 desmejoró. Esto debido a que en la iteración solo se pidió conservar como 
mínimo el vector (α2 = 0.5, Z2 = 188.55 m P3P), igual para los otros objetivos. Así que 
si se desea conservar otras características de F2, debe incluirse esta petición de 
forma explícita como restricción en la formulación del problema: 
 
Por ejemplo; 
 
UIteración 1: U Supóngase que el decisor desea mejorar, respecto a la solución 
anterior, el valor de Z1, sujeto a sacrificar en el valor del objetivo 3 hasta 500 Kg de 
producción agrícola , asociado, a α anterior (0.5) y conservar para Z2 no solo el 
vector (α2 = 0.5, Z2 = 188.55 m P3P), sino también el vector (α2 = 0.1, Z2 = 156.72 m P3P) 
(podría ser la varianza, u otro α-beneficio de la solución encontrada en la iteración 
anterior). En ese caso bede incluirse la restricción: 
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La formulación total del problema quedaría: 
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Maximizar   ∈ Pt=1 P1 
 
Sujeto a: 
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Y la solución al problema sería entonces la que se muestra en la Tabla 
3.14. 
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Tabla 3.14. Funciones de probabilidad acumulada con la alternativa de la primera 
iteración modificada 
α1 Z1 Z2 Z3 Z4 Z5 
0.05 5.78 146.70 384.63 -20.97 42.98 
0.1 8.24 156.72 410.11 -20.97 112.17 
0.2 11.22 168.85 440.97 -20.97 195.96 
0.3 13.36 177.60 463.22 -20.97 256.38 
0.4 15.20 185.08 482.23 -20.97 308.00 
0.5 16.91 192.06 500.00 -20.97 356.25 
0.6 18.63 199.05 517.77 -20.97 404.50 
0.7 20.46 206.53 536.79 -20.97 456.13 
0.8 22.61 215.27 559.04 -20.97 516.55 
0.9 25.58 227.41 589.90 -20.97 600.33 
0.9999 42.07 294.64 760.90 -20.97 1064.65 
 
Para graficar y comparar los resultados obtenidos con la alternativa en los 
diferentes objetivos, es necesario normalizar los valores: para ello se hallarán 
nuevos valores de Zimax y Zimin. Zi Pmax P se obtiene de optimizar Zi(x), considerando α 
≈ 0.99 (Tabla 3.15), y sin considerar los otros objetivos, y Zi Pmin P de elegir el mínimo 
valor de cada objetivo al usar las diferentes soluciones encontradas en este paso 
en la función objetivo Zi(x)(). 
 
Tabla 3.15. Optimización independiente de cada objetivo considerando 
inertidumbre 
Z X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 
Z1 100.95 0 380 0 0 0 0 0 0 0 0 0 0 
Z2 949.84 0 0 0 0 0 380 0 0 0 0 0 0 
Z3 2456.49  0 0 0 0 0 0 0 0 126.15 253.85 0 0 
Z4 0.00 0 0 0 0 0 0 0 0 0 0 0 0 
Z5 3192.38 0 0 0 0 0 0 0 0 0 0 0 380 
 
Tabla 3.16. Matriz de pagos para la optimización de Zi(x), considerando α ≈ 0.99 
 Z1 Z2 Z3 Z4 Z5 
Z1 100.95 -81.39 0.00 -41.8 0.00 
Z2 9.32 949.84 0.00 0.00 0.00 
Z3 0.00 0.00 2456.49 -67.18 0.00 
Z4 0.00 0.00 0.00 0.00 0.00 
Z5 0.00 0.00 0.00 -133.00 3192.38 
Zi Max 100.95 949.84 2456.49 0.00 3192.38 
Zi Min 0.00 -81.40 0.00 -133.00 0.00 
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La solución encontrada en la iteración 1, tiene los logros normalizados Gi(x) 
que se presentan en la Tabla 3.17 y Figura 3.12. 
 
Tabla 3.17. Logros normalizados de la primera iteración modificada 
α1 Z1 Z2 Z3 Z4 Z5 
0.05 0.057 0.221 0.156 0.842 0.013 
0.1 0.081 0.230 0.166 0.842 0.035 
0.2 0.111 0.242 0.179 0.842 0.061 
0.3 0.132 0.251 0.188 0.842 0.080 
0.4 0.150 0.258 0.196 0.842 0.096 
0.5 0.167 0.265 0.203 0.842 0.111 
0.6 0.184 0.271 0.210 0.842 0.126 
0.7 0.202 0.279 0.218 0.842 0.142 
0.8 0.223 0.287 0.227 0.842 0.161 
0.9 0.253 0.299 0.240 0.842 0.188 
0.9999 0.4167 0.364 0.309 0.842 0.333 
 
 
Solución Iteración 1 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.2 0.4 0.6 0.8 1
Gi(x)
F
Z1
Z2
Z3
Z4
Z5
 
Figura 3.12. Logros normalizados de la primera iteración modificada 
 
De la Tabla 3.17 y la Figura 3.12 se puede decir que el objetivo 4 tiene 
logros considerables, mientras que por ejemplo el objetivo 5 no.  
 
UIteración 2: U Es posible que el decisor desee mejorar F5 a expensas de 
sacrificar el vector (Z4 = -20.97, α = 0.5) a (Z4 = -40, α = 0.5). El expresa por 
ejemplo que para el vector (Z5 = 356.25, α = 0.5), desearía disminuir el valor de α 
correspondiente. 
 
La formulación del problema quedaría: 
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Minimizar   KPt=2 Pα5 
 
Sujeto a: 
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Cuya solución es KPt=2 Pα5 = -0.0615 equivalente a α = 0.47, lo que no representa 
una cambio importante. Se evaluó para otros sacrificios mayores de Z4  (-50, -60, -
80) y no cambia la respuesta , por lo que pudo deducirse que si se desea mejorar 
en Z5 no depende sustancialmente de estar dispuesto a hacer sacrificios en Z4.  
 
El decisor expresa entonces que en aras de disminuir el alfa en (Z5 = 
356.25, α = 0.5), Z5, está dispuesto a sacrificar  en Z2, considerando que del vector 
(Z2 = 193.06, α = 05), está dispuesto a sacrificar hasta (Z2 = 150, α = 05). 
 
La formulación del problema sería entonces: 
 
 
 
 
 
 
 3-63
Minimizar   KPt=2 Pα5 
 
Sujeto a: 
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Y la solución sería KPt=2 Pα5 = -0.3853 equivalente a α5 = 0.35. La solución 
completa se presenta en la Tabla 3.18 y la Tabla 3.19. 
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Tabla 3.18. Solución del problema en la primera iteración 
xi DESCRIPCION DE LA VARIABLE Alternativa  
   
1 
Hectáreas de tierra con prácticas de manejo actuales (sin 
programa de recuperación). 
0.00  
2 
Hectáreas  de tierra con contornos de pasto de condiciones 
buenas. 
122.98  
3 
Hectáreas  de tierra con contornos de pasto de condiciones 
pobres. 
0.00  
4 
Hectáreas  de tierra con tratamientos de suelo compactado para 
incrementar el agua de escorrentía. 
0.00  
5 
Hectáreas  de tierra con tratamientos de consolidación y sal 
para incrementar el agua de escorrentía. 
0.00  
6 
Hectáreas  de tierra tratada con cobertura de plástico y grava 
para incrementar el agua de escorrentía. 
69.67  
7 Hectáreas cultivadas para la producción de trigo. 0.00  
8 Hectáreas cultivadas para la producción de maíz. 0.00  
9 Hectáreas cultivadas para la producción de alfalfa. 67.64  
10 Hectáreas cultivadas para la producción de cebada. 0.00  
11 Hectáreas cultivadas para la producción de sorgo. 0.00  
12 
Hectáreas de tierra destinada para la construcción de estanques 
para peces. 
119.70  
   
OBJETIVOS 
  Z α 
1 Producción animal (animales) 16.91 0.5 
2 Escorrentía superficial (m3) 150.00 0.5 
3 Producción agrícola (kg ) 500.00 0.5 
4 Tasa de sedimentos (m3) -20.97 0.5 
5 Producción piscícola en e (kg) 447.82 0.35 
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Tabla 3.19. Logros normalizados de la primera iteración modificada 
α1 Z1 Z2 Z3 Z4 Z5 
0.05 5.78 110.02 384.63 -20.97 54.02 
0.1 8.24 118.85 410.11 -20.97 141.00 
0.2 11.22 129.54 440.97 -20.97 246.33 
0.3 13.36 137.25 463.22 -20.97 322.27 
0.4 15.20 143.84 482.23 -20.97 387.17 
0.5 16.91 150.00 500.00 -20.97 447.82 
0.6 18.62 156.16 517.77 -20.97 508.48 
0.7 20.46 162.75 536.79 -20.97 573.37 
0.8 22.60 170.46 559.04 -20.97 649.32 
0.9 25.58 181.15 589.90 -20.97 754.65 
0.9999 42.07 240.41 760.90 -20.97 1338.32 
 
De esta manera el decisor puede ir jugando con sus preferencias y a 
medida que el proceso avanza obtiene mas conocimiento del comportamiento del 
problema y puede finalmente tomar la decisión que mas le satisfaga. 
 
 
 
Capítulo 4 
 
 
INDICADORES DE RIESGO E INCERTIDUMBRE 
 
 
4.1. INTRODUCCIÓN 
 
Tal como se indicó en el capitulo 2, cuando se desconoce cual será el 
estado futuro de la naturaleza, es posible considerar un conjunto de posibles e 
estados de la naturaleza θ1, θ2, ..., θe. En el caso discreto esa función de distribución 
de probabilidades estará definida por la probabilidades de ocurrencia de cada 
estado de la naturaleza. Cuando se puede identificar y estimar la distribución de 
probabilidades asociada a esos estados de la naturaleza se dice que estamos en 
el mundo del riesgo y la incertidumbre. Cuando no es posible definir o estimar o 
calcular esa distribución de probabilidades se dice que la decisión se hace bajo 
incertidumbre. 
 
De esta manera la función objetivo no tendría un único valor, sino que 
tendrá tantos valores como estados se consideren. Una función Zj(x) representa 
los retornos de una alternativa factible x en el caso de que se presente cierto 
estado de la naturaleza θj. En el caso discreto Zij representa el retorno que se 
obtendría si se presenta el estado de la naturaleza θj y se toma la decisión Ai 
(Smith et al., 2000).  
 
La Figura 4.1 representa de manera gráfica el problema para el caso de dos 
posibles estados de la naturaleza θ1 y θ2. Cada alternativa o decisión Ai se 
representa como un punto con coordenadas {Zi1, Zi2}.  
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Figura 4.1. Alternativas considerando múltiples estados de la naturaleza 
 
¿Cómo decidir cual es la mejor alternativa?  
 
En la Figura 4.1, respecto al estado θ1 la mejor alternativa es la alternativa 4 
y respecto al estado θ2 la mejor alternativa es la 1. Sin embargo, es posible 
percibir que, cualquiera que sea el estado futuro de la naturaleza, las alternativas 
5 y 6 siempre tendrían peores retornos que alguna de las otras alternativas, por lo 
que puede concluirse que las alternativas 5 y 6 son dominadas. Una alternativa Ai 
es dominada por la alternativa Aj si se cumple que Zik ≤  Zjk, para todo estado θk, 
k=1, 2,..., e. 
 
En la Figura 4.1, las alternativas 1, 2, 3 y 4 son no dominadas o Pareto-
óptimas. Estas alternativas son mejores que cada una de las otras alternativas en 
por lo menos uno de los posibles estados. No se puede afirmar que las 
alternativas no dominadas son mejores entre sí, pero sí que son, todas ellas,  
mejores que las dominadas. 
 
Es concluyente que la selección debe hacerse entre las alternativas no 
dominadas pero, no existe una manera directa ni única de seleccionar de entre 
estas la mejor. Se debe usar algún criterio de selección. Algunos de ellos 
consideran el retorno esperado, la vulnerabilidad, la flexibilidad o la robustez de 
las alternativas (Smith et al., 2000). Cada criterio permite integrar en una sola 
función valores que toman las funciones objetivo de los estados de la naturaleza 
considerados, es decir, permite valorar el comportamiento global de las 
alternativas respecto a todos los estados de la naturaleza (Smith et al., 2000).  
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Pereira (1995) clasifica los criterios en cuestión en: criterios de valor 
esperado, criterios de vulnerabilidad, criterios de robustez, criterios de satisfacción 
y combinación Pareto-óptimas de algunos de estos. Todos estos criterios, que se 
describen más adelante, son útiles en la evaluación de alternativas bajo riesgo. 
Cuando la decisión se hace bajo incertidumbre, es decir, cuando se desconocen 
las probabilidades de los estados de la naturaleza, existen dos vías de solución: 
asumir iguales probabilidades para todos los estados de la naturaleza (Criterio de 
Laplace) o únicamente usar criterios en los que no se requiere conocer las 
probabilidades, como los criterios de maximin o máximax, el criterio de minimizar 
el máximo arrepentimiento y, el criterio de maximizar la mínima satisfacción que se 
describirán más adelante. 
 
Un aspecto importante de esta propuesta es que los criterios de riesgo e 
incertidumbre describen características diferentes del comportamiento de una 
alternativa con respecto a un criterio específico. Por ejemplo, se puede usar el 
criterio de valor esperado neto para evaluar las alternativas desde el punto de 
vista económico. El criterio de valor presente neto puede entonces calcularse en 
un ambiente de riesgo e incertidumbre mediante el uso de los criterios de riesgo e 
incertidumbre como el valor esperado, la vulnerabilidad, la robustez y otros, que 
describen características distintas del comportamiento de las alternativas con 
respecto al valor presente neto. De esta manera se tendría para cada alternativa el 
valor esperado del valor presente neto, la vulnerabilidad del valor presente neto, la 
robustez del valor presente neto, etc. Un único criterio (valor presente neto) se nos 
ha convertido en un conjunto de criterios mediante el uso de criterios de riesgo e 
incertidumbre. Aunque este es un camino de análisis bastante adecuado, que 
reconoce la condición de riesgo e incertidumbre, hay que ser cuidadosos para no 
terminar en el análisis de decisiones con un número excesivo de criterios. 
 
En la literatura se encuentran numerosas formas de caracterizar una 
alternativa ante la incertidumbre y los autores no siempre están de acuerdo en los 
conceptos. Sin embargo, son relevantes algunos criterios, sobre los que se trata 
aquí de definir el concepto más divulgado y aceptado. 
 
Los criterios para caracterizar una alternativa ante una situación de 
incertidumbre más sobresalientes son (Smith et al., 2000): 
 
• Valor Esperado: Representa el comportamiento medio de la alternativa 
considerando todos los estados de la naturaleza. 
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• Vulnerabilidad: Es la capacidad del proyecto de soportar satisfactoriamente 
cambios que pueden predecirse. 
• Robustez: Es la capacidad del proyecto de soportar satisfactoriamente todos 
los posibles estados de la naturaleza previstos. 
• Satisfacción: Evalúa el nivel de satisfacción que la alternativa le produce al 
decisor. 
• Flexibilidad: Se refiere a la capacidad del proyecto a responder a cambios que 
no pueden  predecirse.  
• Adaptabilidad: Se refiere a la capacidad del proyecto a responder a cambios 
que pueden  predecirse.  
• Elasticidad: Es la capacidad del proyecto de retornar a su situación normal 
ante un cambio en las condiciones del entorno. 
• Liquidez: Es la facilidad de transición desde una situación dada en un período 
de tiempo a una situación deseada en el próximo período de tiempo. 
• Plasticidad: Se refiere a la capacidad del proyecto de permanecer en una 
misma situación. Se diferencia de la flexibilidad en que esta última permite 
transformación y la plasticidad no. 
 
Algunos criterios de estos son muy utilizados como los que se basan en 
valor esperado o en vulnerabilidad, mientras que otros constituyen propuestas 
bastante novedosas que describen características bastante interesantes para los 
procesos de toma de decisiones. En los esquemas actuales de toma de 
decisiones en ambientes cada vez más inciertos, los criterios como flexibilidad, 
adaptabilidad, liquidez y otros adquieren mayor relevancia y es necesario definir 
formas para su cálculo y uso. 
 
La elección entre una alternativa u otra depende de las preferencias del 
decisor; por ésta razón se han diseñado una serie de criterios que favorecen y 
soportan la toma de decisiones, los cuales establecen ventajas de una alternativa 
sobre otra según las preferencias. En este trabajo solo se presentaran los criterios 
de riesgo e incertidumbre. Los criterios más tradicionales y "básicos" como los 
económicos (valor presente neto, relación beneficio costo, tasa interna de retorno 
y otros), de demanda (déficit, costo de racionamiento y otros) y otros no serán 
discutidos acá. 
 
Los criterios de riesgo e incertidumbre se presentan en dos contextos: 
riesgo e incertidumbre. En el primer caso se asume que se conoce la función de 
distribución de probabilidades y en segundo caso que no se conoce. Esto se hace 
para los criterios de riesgo e incertidumbre más utilizados (valor esperado, 
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vulnerabilidad, robustez y satisfacción). A continuación se presentan criterios más 
novedosos con propuestas de cálculo, tales como flexibilidad, adaptabilidad y 
otros. 
 
 
4.2. CRITERIOS DE RIESGO 
 
En este caso se asume para el cálculo de los criterios que se conoce la 
función de distribución de probabilidades de los estados de la naturaleza. En las 
expresiones de cálculo acá presentadas se asume que los estados de la 
naturaleza conforman un conjunto discreto de e estados. Para el caso continuo las 
expresiones son similares pero habría que usar integrales para el cálculo de los 
valores esperados. 
 
Se tiene entonces θ1, θ2, ..., θe posibles estados de la naturaleza con 
probabilidades de ocurrencia P(θ1), P(θ2), ..., P(θe). Para el caso discreto Zij 
representa el retorno que se obtendría si se presenta el estado de la naturaleza θj 
y se toma la decisión Ai. En este caso se asume que se tienen n posibles 
decisiones o alternativas. 
 
Los criterios que se presentan a continuación corresponden a los criterios 
más utilizados o comúnmente utilizados en el mundo del riesgo. Existen un 
conjunto de criterios más novedosos que no se presentan en esta sección y que 
se discuten más adelante. En este sentido los criterios a ser presentados acá son: 
 
• Criterios de Valor Esperado 
• Criterios de Vulnerabilidad 
• Criterios de Robustez 
• Criterios de Satisfacción 
 
A continuación se discuten estos criterios en el mundo del riesgo. 
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4.2.1. Criterios de valor esperado 
 
Criterio de maximizar el valor esperado 
 
Con este criterio se selecciona la alternativa de mayor valor esperado de los 
retornos Z(x) utilizando la siguiente expresión (Smith et al., 2000): 
 
4.1.      (4.1) [ ]
⎭⎬
⎫
⎩⎨
⎧ == ∑
=
n,.....,,i,)(PZZEMax
e
j
jiji 321
1
θ
    
En la Figura 4.2, cada segmento de recta E[Z(x)] representa el conjunto de 
puntos con igual valor esperado, y  su pendiente es equivalente a la razón entre 
probabilidades. La mejor alternativa  es la que intercepta el segmento con mayor 
valor esperado, que en este caso es la alternativa 2. 
 
El criterio del valor esperado es adecuado sólo si la variación de los 
retornos, respecto a todos los estados de la naturaleza, es pequeña. Sólo uno de 
los estados se dará en la realidad; si la variación es alta, es posible que una 
alternativa óptima en promedio no sea muy buena para uno de los estados que 
quizá sea el que realmente ocurrirá. 
 
A pesar de que el  criterio del valor esperado es muy utilizado, no es muy 
recomendado debido a que en la práctica nos enfrentamos a problemas en los 
cuales dentro de una misma alternativa encontramos retornos que difieren mucho 
entre los estados de la naturaleza, y nos puede conducir a resultados poco 
confiables. Pero cualquiera que sea el caso es bueno tenerlo en cuenta para ser 
analizado detalladamente en un problema específico. 
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 E[Z(x)]= P(θ1)Z1(x)+ P(θ2)Z2(x) 
1
2
5
6
3
4
Z2(x) 
Z1(x) 
No dominadas 
Dominadas 
 
Figura 4.2. Selección de la mejor alternativa por el criterio del valor esperado 
 
 
Criterio de varianza o desviación estándar 
 
La varianza de un conjunto describe la variabilidad de alrededor de la 
media. Se puede pensar que si la varianza es muy alta significa que hay una alta 
dispersión alrededor de la media y por lo tanto una alta incertidumbre en que este 
valor pueda ser obtenido. Por el contrario varianzas muy bajas significan una muy 
baja variabilidad alrededor de la media o valor esperado y por lo tanto una alta 
certidumbre de que la media puede ser alcanzada. El criterio de varianza o de 
desviación estándar debe entonces ser minimizado.  
 
Con este criterio se selecciona entonces la alternativa de menor varianza o 
desviación estándar de los retornos Z(x) utilizando la siguiente expresión: 
 
4.2.     (4.2) [ ]
⎭⎬
⎫
⎩⎨
⎧ =−= ∑
=
n,.....,,i,}]Z[EZ){(PZVMin
e
j
iijji 321
1
2θ
 
La desviación estándar se calcula como la raíz cuadrada de la anterior 
expresión. 
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4.2.2. Criterios de vulnerabilidad 
 
La vulnerabilidad representa la capacidad de las alternativas de soportar 
satisfactoriamente cambios que pueden predecirse. En el mundo del riesgo en 
general las vulnerabilidades se representan valores esperados de distancias o 
magnitudes, por ejemplo: distancia al mejor valor (a ser minimizado), distancia al 
peor valor (a ser maximizado) y magnitud de máxima falla (a ser minimizado). Los 
criterios de vulnerabilidad son muy útiles cuando se consideran posibles estados 
de la naturaleza críticos como sequías, grandes avenidas, etc. 
 
Los criterios de vulnerabilidad más aplicados en el mundo del riesgo son el 
criterio de valor esperado de la distancia al peor valor y el criterio basado en el 
valor esperado de las funciones de arrepentimiento. Otros criterios bastante 
utilizados se basan en el valor esperado de magnitudes como las máximas fallas. 
 
Criterio del valor esperado de la mayor distancia al peor valor 
 
Los retornos pueden representarse mediante funciones no lineales, como 
por ejemplo la distancia al origen de los ejes o al peor nivel ZMin, que corresponde 
al conjunto de los peores valores posibles de Zij en cada estado de la naturaleza 
θj. La mejor alternativa se obtiene de la siguiente manera: 
                                                                                                                                                   
4.3.    (4.3) ( )
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
=⎟⎟⎠
⎞
⎜⎜⎝
⎛ −= ∑
=
n,....,,i,ZZ)(PDMax
q/
q
Min,jij
e
j
ji
q 321
1
1
θ
     
donde, Zj,Min es el peor valor respecto al estado θj y q define la norma o 
métrica utilizada. Este peor valor ideal puede calcularse para cada posible estado 
θj de la siguiente manera:  
 
4.4. { }n,.....,,i,ZMinZ ijMinj, 321==       (4.4) 
 
El criterio escoge aquella alternativa que en promedio esté mas alejada del 
mínimo retorno en cada estado. Este criterio también se puede entender como un 
valor esperado en el que se tiene en cuenta que tan interesante es una alternativa 
de otra respecto a cada posible estado de la naturaleza.  
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Criterio de valor esperado de las funciones de arrepentimiento 
 
Otra posibilidad de caracterizar las alternativas, es mediante su 
comparación con una alternativa ideal ZMax. Esto se puede hacer valorando las 
distancias de cada alternativa a la alternativa ideal. La mejor alternativa es, por lo 
tanto, la más cercana a esa referencia (menor distancia al mejor valor) y se 
obtiene a partir de: 
 
4.5.      (4.5) ( )
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
=⎟⎟⎠
⎞
⎜⎜⎝
⎛ −= ∑
=
n,.....,,i,ZZ)(PDMin
q/
q
ijMax,j
e
j
ji
q 321
1
1
θ
    
donde Zj,Max es el valor ideal respecto al estado θj. Este valor ideal puede 
calcularse optimizando cada posible estado θj de la siguiente manera:  
 
4.6. { }n,.....,,i,ZMaxZ ijMaxj, 321==       (4.6) 
 
Las distancias a la alternativa ideal son llamadas arrepentimientos porque 
equivalen a los retornos no obtenidos a causa de no conocer con certeza el estado 
futuro de la naturaleza. La Figura 4.3 ilustra, en forma gráfica, las distancias al 
peor valor y los arrepentimientos de una posible alternativa, considerando dos 
estados de la naturaleza y q = 2. 
 
Este criterio tiene una estructura muy semejante a la del criterio de la 
distancia al peor valor, pero se diferencia porque selecciona aquella alternativa 
que en promedio está mas cerca de del mejor retorno en cada estado de la 
naturaleza. La diferencia entre el máximo retorno de un estado y un determinado 
retorno del mismo estado, se conoce con el nombre de arrepentimiento.  
 
El criterio de la mayor distancia al peor valor y el de la menor distancia al 
mejor valor buscan objetivos muy similares y generalmente ambos criterios 
escogen la misma alternativa. 
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Solución Ideal 
Alternativa 
Peor Solución 
Arrepentimiento 
Distancia al peor 
Figura 4.3. Distancia al peor valor y arrepentimiento de una alternativa 
 
Criterio de valor esperado de magnitudes de falla 
 
El decisor puede definir un nivel mínimo de rentabilidad que el esperaría en 
cualquier solución. Las alternativas que estén por debajo de este nivel de 
rentabilidad en cualquier estado de la naturaleza se asume que han fallado, y la 
magnitud de la falla será la distancia entre la mínima rentabilidad definida por el 
decisor y la rentabilidad de la alternativa. Cuando la rentabilidad de la alternativa 
esta por encima de la mínima fijada por el decisor no se presenta falla o se dice 
que la falla es nula o cero. Se trata de evaluar el valor esperado de de las 
magnitudes de falla de cada alternativa. 
 
Si se considera que Zij representa el retorno que se obtendría si se presenta 
el estado de la naturaleza θj y se toma la decisión Ai y ZMin representa la 
rentabilidad mínima establecida por el decisor las fallas Fij de la alternativa i para 
el estado de la naturaleza θj se puede evaluar como: 
 
Fij = 0, si Zij ≥ ZMin
Fij = Zij - ZMin , si Zij < ZMin
 
El valor esperado de las fallas para una alternativa esta dado entonces 
como: 
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4.7.      (4.7) ( )
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donde q define la norma o métrica utilizada. 
 
4.2.3. Criterios  Pareto óptimos 
 
Los criterios de máximo valor esperado y minimizar el máximo 
arrepentimiento proporcionan soluciones complementarias respecto a eficiencia 
económica y vulnerabilidad. El primer criterio ofrece soluciones rentables pero 
quizá muy vulnerables y el segundo criterio soluciones menos vulnerables pero 
quizá con bajos beneficios o excesivos costos. Es posible generar una familia de 
alternativas óptimas de Pareto combinando esos dos criterios, de la siguiente 
manera: 
 
4.8. [ ]{ }n,....,,i,D)(ZEMin ii 3211 =⋅−+⋅ αα           (4.8) 
        
 
donde, α es un factor de ponderación definido por el decisor. En la Figura 
4.4 se representa la familia de alternativas considerando diferentes valores de α. 
 
  Vulnerabilidad 
Valor esperado 
α = 1 
α = 0
α = 0.8
α = 0.6
α = 0.4
α = 0.2
 
Figura 4.4. Alternativas Pareto óptimas para diferentes valores de α  
 
Para la aplicación de este criterio se recomienda entrar a analizar 
detalladamente la componente del valor esperado en el problema a ser estudiado, 
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para determinar que tan significativo puede ser el criterio a la hora de tomar una 
decisión.  
 
              
4.2.4. Criterios de Robustez 
 
La robustez puede considerarse como un tipo de flexibilidad pasiva, ya que 
una alternativa robusta no requiere de transformaciones pues sus condiciones 
esenciales son la insensibilidad y tolerancia ante cambios inesperados y actúa 
bien en la mayoría de los posibles estados de la naturaleza. La robustez de una 
alternativa permite ignorar los cambios, y los resultados del proyecto no dependen 
de decisiones que se tomen en el futuro. 
 
La robustez suele ser una condición deseada pero su gran desventaja, 
entre otras, suele ser su costo económico. Sin embargo, es un costo que carecerá 
de incertidumbre, por lo menos teóricamente, y puede preferirse a otras 
condiciones. La robustez permite que el costo de la alternativa,  o su beneficio, 
varíe muy poco ante cambios en los estados de la naturaleza. 
 
En los casos en los que la situación de aplicación de la alternativa es amplia 
y generalizada, la robustez es una condición importante. Es útil también cuando es 
alta la probabilidad de error en los parámetros del modelo estadístico que se usa 
para evaluar las alternativas, ya que proporciona alternativas poco vulnerables a 
ellos. 
 
La robustez puede estimarse, realizando análisis de sensibilidad ante 
cambios en los parámetros, condiciones, restricciones etc. Se ha sugerido hacer, 
además, análisis de riesgo (por ejemplo uso de simulación de Montecarlo) y 
análisis de escenarios. Igualmente se han desarrollado algunos criterios de 
robustez que se presentan a continuación.  
 
Criterio β-Robustez 
 
Este criterio utiliza la ecuación (4.9) para seleccionar la alternativa mas 
robusta. 
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4.9.         (4.9) 
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1 βφ              (4.10) 
       
Este criterio lo que hace básicamente es determinar la alternativa que tenga 
mayor probabilidad de obtener retornos dentro del rango aceptable del decisor, en 
donde β es el nivel de aceptabilidad; β puede establecerse en función de la 
máxima diferencia con respecto al mejor retorno en cada estado de la naturaleza. 
Este criterio es bueno en la medida en que se puedan encontrar alternativas con 
altas probabilidades de quedar dentro del rango de retornos aceptables del 
decisor, con niveles de aceptabilidad realmente satisfactorios. 
 
Criterio µ-Déficit 
 
El criterio β-robustez minimiza la probabilidad de que los déficits sean 
superiores a β, pero no representa la magnitud de estos casos. Una alternativa 
con un valor de Rβ alto puede ser vulnerable respecto a alguno de los estados de 
la naturaleza. El índice δµ,i  caracteriza la vulnerabilidad de una alternativa i y es 
equivalente al déficit correspondiente a una probabilidad acumulada µ% definida 
por el decisor. La solución menos vulnerable se obtiene aplicando la siguiente 
expresión: 
 
4.11. { }n.....,,,i,Min i, 321=µδ                (4.11) 
 
El criterio del minimizar el máximo arrepentimiento es un caso particular del 
criterio de minimizar el µ-déficit cuando µ = 100%. La relación entre los criterios β-
Robustez y µ-déficit se describe mediante la Figura 4.6. 
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Déficit 
1 
µ 
δµ(x)
Probabilidad 
acumulada 
 
Figura 4.5. Criterio del µ-déficit 
 
Probabilidad 
acumulada 
β δµ(x) Déficit 
µ 
Rβ(x)
Figura 4.6. Relación entre los criterios β-robustez y µ-déficit 
 
Es posible obtener alternativas óptimas de Pareto con características 
moderadas de robustez y déficits, tal que cumplan con: 
 
 
4.12.  { }n,1,2,3,....i,α)δ(1)Rα(1Min iµ,iβ, =−+−   (4.12) 
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4.2.5. Criterios de Satisfacción 
 
Estos criterios son muy utilizados cuando se consideran estados 
intermedios de aceptabilidad de la alternativa que va a ser seleccionada. Los 
criterios de Satisfacción se basan en la llamada función de satisfacción. 
 
4.13. j,i
ZLsi,
LZLsi,
LL
LZ
LZsi,
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ijj
jijj
jj
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jij
ij ∀
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1
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     (4.13) 
 
donde, Lj1 es el nivel de retornos por debajo del cual todos los valores de Zij 
le son insatisfactorios al decisor, y Lj2 es el nivel por encima del cual todos los 
valores de Zij son satisfactorios. 
 
El criterio de valor esperado de la satisfacción se define entonces como: 
 
4.14. [ ]{ }n,....,,i,S)(PSEMax ijej ji 3211 == ∑ = θ    (4.14) 
 
Este criterio busca aquella alternativa que maximiza el valor esperado de la 
función de Satisfacción. 
 
 
4.3. CRITERIOS DE INCERTIDUMBRE 
 
En este caso se asume para el calculo de los criterios que no se conoce la 
función de distribución de probabilidades de los estados de la naturaleza. En las 
expresiones de calculo acá presentadas se asume que los estados de la 
naturaleza conforman un conjunto discreto de e estados.  
 
Se tiene entonces θ1, θ2, ..., θe posibles estados de la naturaleza en donde  Zij 
representa el retorno que se obtendría si se presenta el estado de la naturaleza θj 
y se toma la decisión Ai. 
 
Al igual que en el caso del riesgo los criterios que se presentan a 
continuación corresponden a los criterios más utilizados o común mente utilizados 
en el mundo del riesgo y la incertidumbre.  
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4.3.1. Criterio de Laplace 
 
Este criterio es similar al criterio de valor esperado en el mundo del riesgo y 
la mejor alternativa se elige aplicando la siguiente ecuación: 
 
4.15. [ ]
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e
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            (4.15) 
        
El  criterio de Laplace postula que si no se tiene información disponible  
acerca de las probabilidades de ocurrencia de los estados de la naturaleza, es 
razonable asumir equiprobabilidad en ellas. Por lo tanto si hay e posibles estados, 
la probabilidad de cada uno de ellos es 1/e. De esta manera el criterio propone 
que el decisor calcule los valores esperados para cada alternativa asumiendo 
equiprobabilidad y seleccione aquella que tenga mayor valor esperado. 
 
Un aspecto importante de este criterio es que a pesar de que es utilizado en 
problemas de decisiones bajo incertidumbre, sus características lo convierten en 
un enfoque muy similar al utilizado en decisiones bajo riesgo. 
 
 
4.3.2. Criterios de Vulnerabilidad 
 
Minimizar el máximo arrepentimiento 
 
Este criterio selecciona la alternativa que minimiza el máximo 
arrepentimiento, de la siguiente maneta: 
 
4.16. [ ( ) ]{ }n,....,,,i,e,...,,,j,ZZMaxDMin ijMax,ji 321321 ==−=    (4.16) 
 
Se había mencionado que la diferencia entre el máximo retorno de un 
estado y un determinado retorno se conoce con el nombre de arrepentimiento. 
Este criterio lo que busca es seleccionar una alternativa en la cual el  
arrepentimiento  por no haber escogido la mejor alternativa para el estado de la 
naturaleza que realmente va a ocurrir sea el menor.  
 
Una gran ventaja que tiene este criterio sobre los demás criterios de 
vulnerabilidad es que la alternativa seleccionada suele ser moderadamente buena 
con respecto a todos los posibles estados de la naturaleza. 
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Maximizar la mínima distancia al peor valor 
 
Este criterio selecciona la mejor alternativa como aquella que tenga el 
máximo valor de las mínimas distancias al peor valor. Este criterio esta entonces 
dado como: 
                                                                                                                                                   
4.17. [ ( ) ]{ }n,....,,,i,e,...,,,j,ZZMinDMax Min,jiji 321321 ==−=   (4.17) 
     
donde, Zj,Min es el peor valor respecto al estado θj. 
 
El criterio representa cada alternativa por el valor mas alejado del mínimo 
retorno en cada estado, y luego escoge como mejor alternativa la que tenga la 
menor de esas distancias.  
 
Criterio maximin  
 
Para elegir la mejor alternativa por medio de éste criterio se hace uso de la 
siguiente expresión: 
 
4.18. [ ( ) ]{ }n,.....,,,i,e,...,,,j,ZMinDMax ij*i 321321 ===           (4.18) 
          
Este criterio es conocido como el criterio de los pesimistas. Es ideal para 
aquellas personas que tienen excesiva aversión al riesgo y que prefieren ante todo 
no ganar que perder. Se opta por aquella alternativa que en el peor de los casos, 
retorne mayores beneficios. 
 
Criterio maximax 
  
La selección de la mejor alternativa se hace mediante el uso de la siguiente 
ecuación: 
 
4.19. [ ( ) ]{ }n,.....,,,i,e,...,,,j,ZMaxDMax iji 321321 ===∗∗            (4.19) 
   
Es conocido como el criterio del optimista y es completamente contrario al 
criterio maximin. Es ideal para aquellas personas que les gusta asumir riesgos y 
que prefieren ante todo ganar. Se selecciona aquella alternativa que retorne 
mayores beneficios, sin tener en cuenta cual fuese el estado de la naturaleza. 
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Este criterio en la mayoría de los casos excede los límites normales del 
riesgo y no es muy aconsejable, ya que por lo general aquellas alternativas que 
son muy eficientes en algún estado de la naturaleza suelen tener resultados 
desastrosos para otros estados.  
 
Criterio de Hurwics 
 
Este criterio hace un balance entre los criterios maximax y maximin. Este 
sugiere que el resultado de cada estrategia sea promediado usando un factor α 
que represente las actitudes del decisor ante el riesgo, y se seleccione aquella 
alternativa que tenga el mayor promedio. Un decisor muy cauteloso tendería a 
elegir un α muy cercano a 1, reduciendo este criterio al maximin; por otro lado un 
decisor aventurero y optimista daría valores de α muy cercanos a 0 reduciéndolo 
al criterio maximax.  
 
4.20. { }n,....,,,i,D)(DMax **i*i 3211 =⋅−+⋅ αα     (4.20) 
 
 
4.3.3. Criterios de Robustez 
 
En el caso de incertidumbre se puede usar un criterio similar al criterio β de 
robustez explicado para el caso de riesgo. En este caso se define inicialmente las 
decisiones o alternativas aceptables usando el índice Φij como: 
 
4.21. j,i
caso otro en ,                     
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   si ,     
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ijMax,j
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−
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1 βφ            (4.21) 
 
Con base en este índice se pueden calcular varios criterios de robustez en 
el mundo de la incertidumbre. Uno de ellos por ejemplo sería utilizando el valor 
medio del índice como: 
 
4.22. 
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Otra posibilidad es definir como mejor alternativa la que tenga el mayor 
valor acumulado del índice Φij  como: 
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4.23.          (4.23) 
⎭⎬
⎫
⎩⎨
⎧ == ∑
=
n,......,,i,RMax ij
e
j
i, 321
1
φβ
 
Aunque estos dos criterios son equivalentes en el sentido de que siempre 
escogerían la misma decisión, su significado es un poco distinto. 
 
 
4.3.4. Criterios de Satisfacción 
 
El criterio de satisfacción bajo incertidumbre basado en la expresión (4.13) 
se puede definir de múltiples maneras. Una de esas maneras en utilizando las 
ideas de los criterios de maximin o de maximax descritos anteriormente.  El criterio 
de satisfacción estaría entonces dado por: 
 
Criterio Maximin: 
 
4.24. [ ( ) ]{ }n,.....,,,i,e,...,,,j,SMinDMax ij*i 321321 ===      (4.24) 
 
Criterio Maximax: 
 
4.25. [ ( ) ]{ }n,.....,,,i,e,...,,,j,SMaxDMax iji 321321 ===∗∗                (4.25) 
 
Criterio de Hurwicz: 
 
4.26. { }n,....,,,i,D)(DMax **i*i 3211 =⋅−+⋅ αα            (4.26) 
 
Con significados similares a los expuestos anteriormente pero en este caso 
se trabaja con satisfacción. 
 
 
4.4. CRITERIOS NOVEDOSOS 
 
Los criterios descritos anteriormente son bastante utilizados en los análisis 
bajo condiciones de riesgo e incertidumbre. Sin embargo se considera que en los 
ambientes cada vez más inciertos y complejos en los cuales hay que tomar 
decisiones, estos criterios nos son suficientes para describir todas las 
características buscadas en la posible decisión a tomar. Uno de los esfuerzos más 
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grandes que se han hecho en ciencias de la decisión de manera reciente son los 
esfuerzos por definir criterios que describan de manera adecuada características 
deseables de las alternativas en estos ambientes. Se presentan acá un conjunto 
de criterios novedosos que describen algunas de las características que se buscan 
en las decisiones alternativas cuando se hacen en ambientes inciertos muy 
complejos. 
 
Como criterios novedosos se pueden mencionar los siguientes: 
 
• Flexibilidad: Se refiere a la capacidad del proyecto a responder a cambios que 
no pueden  predecirse.  
• Adaptabilidad: Se refiere a la capacidad del proyecto a responder a cambios 
que pueden  predecirse.  
• Elasticidad: Es la capacidad del proyecto de retornar a su situación normal 
ante un cambio en las condiciones del entorno. 
• Liquidez: Es la facilidad de transición desde una situación dada en un período 
de tiempo a una situación deseada en el próximo período de tiempo. 
• Plasticidad: Se refiere a la capacidad del proyecto de permanecer en una 
misma situación. Se diferencia de la flexibilidad en que esta última permite 
transformación y la plasticidad no. 
 
En este trabajo se proponen criterios para la flexibilidad, la adptabilidad y la 
elasticidad, y para ellos se harán propuestas de descripción y calculo a 
continuación. 
 
 
4.4.1. Criterios de Flexibilidad 
 
La flexibilidad es la facilidad de poder transformar la alternativa rápidamente 
y a bajo costo, ante un cambio de estado de la naturaleza no previsto. Ella refleja 
la calidad de los planes de contingencia para hacerle frente a la incertidumbre. 
 
A diferencia de la robustez, es una condición activa, pues requiere de 
transformaciones de la alternativa inicial y la toma de nuevas decisiones en el 
momento en que cambia el estado de la naturaleza. 
 
La flexibilidad es útil cuando el decisor no tiene mucha confianza en el 
modelo usado, en la información actual o en sus preferencias y opta por dejar 
abiertas nuevas posibilidades para el futuro. Él quizá desea no comprometer 
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demasiado las alternativas para el futuro y no establecer elementos irreversibles 
que no permitirían luego deshacer situaciones o elegir un curso de acción 
diferente. 
 
Puede decirse que la robustez, a diferencia de la flexibilidad, busca prevenir 
más que curar y minimiza las sorpresas y los arrepentimientos. Teóricamente 
podemos hacer estas diferencias pero en la práctica suelen mezclarse estas dos 
condiciones;  algunos decisores pueden por ejemplo, buscar alternativas robustas 
pero involucrando algunos elementos flexibles. 
 
Elementos que definen la flexibilidad 
 
Ku (1995) caracteriza la flexibilidad de una alternativa mediante 5 
elementos: 
 
• Rango: Se refiere a la cantidad de posibilidades de transformación de la 
alternativa ante un inesperado cambio del estado de la naturaleza. 
• Cambio: Se refiere a la facilidad y costo de las transformaciones requeridas 
ante un cambio inesperado del estado de la naturaleza. 
• Tiempo: Se refiere a la rapidez con que puede hacerse la transformación de la 
alternativa. 
• Condición: Se refiere al escenario en el que se toma la decisión respecto a la 
incertidumbre presente, las estrategias y alternativas consideradas. 
• Favorabilidad: Se refiere a los nuevos resultados ante una transformación 
requerida. Si hay varias posibilidades de transformación de la alternativa, la de 
mayor favorabilidad será la que mejor resultado o beneficios aporte. 
 
Fuentes de flexibilidad 
 
Según Mandelbaum (1978), para incrementar la flexibilidad de un proyecto, 
debe tenerse en cuenta los siguientes aspectos: 
 
• Aumentar secuencialidad: Dividiendo el proyecto en secuencias, se disminuye 
el compromiso con las secuencias posteriores, dejando posibilidades abiertas 
para el futuro. 
• Dividir el espacio de acción, de recursos y oportunidades. De esta manera 
aumentan los elementos y opciones posibles de intercambiar. 
• Posponer acciones para dar tiempo y oportunidad de obtener más información 
y resolver incertidumbres. 
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• Explorar muchas opciones. 
• Reducir la resistencia al cambio. Verificar que los posibles cambios sean 
fáciles de hacer y económicos. 
• Aumentar la diversidad, por ejemplo, usando tecnologías mixtas. Esto 
disminuye dependencias a una sola de ellas. 
 
Medida de la flexibilidad 
 
La flexibilidad es una cualidad difícil de medir o estimar, ya que presenta 
alta dimensionalidad, requiere de mucha información y muchos estudios sobre 
multitud de posibilidades y depende del futuro por lo que requiere de un 
tratamiento estadístico. Sin embargo, se han establecido ciertas directrices para 
ello. 
 
Algunas formas de medir la flexibilidad de una alternativa son los 
indicadores y las medidas basadas en valores esperados (Ku,1995). 
 
Indicadores 
 
Son los más usados. Ellos reflejan las características esenciales de la 
flexibilidad en una alternativa. Los indicadores pueden combinarse para captar la 
flexibilidad de una alternativa. Algunos indicadores son: 
 
• Transición entre estados de decisión: refleja la capacidad de cambio. 
• Evento detonante y estado detonante: refleja la disponibilidad al cambio y la 
respuesta al estímulo. 
• Número de estados y tamaño del conjunto de elección: refleja la 
disponibilidad de transformaciones posibles. 
• Probabilidad del estado detonante o representación proporcional de 
limitantes: refleja la probabilidad de cambio. 
• Habilitadores: refleja las propiedades de la posición inicial. 
• Limitadores: refleja las barreras al cambio. 
• Motivadores: refleja la favorabilidad. 
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Medidas del valor esperado  
 
Este tipo de medida enfatiza las características de favorabilidad de la 
alternativa. Algunos son el beneficio relativo de la flexibilidad y la medida de 
flexibilidad normalizada. 
 
• Beneficio relativo de la flexibilidad 
 
Esta medida refleja la diferencia entre los beneficios obtenidos si se 
implanta una alternativa considerando solo algunos posibles estados de la 
naturaleza y los beneficios obtenidos si se consideran todos los posibles 
estados de la naturaleza. 
 
• Medida de flexibilidad normalizada 
 
Propuesta por Schneeweiss y  Kühn (1990, citado por Ku, 1995). 
Compara dos alternativas mediante la relación entre las diferencias de 
beneficios esperados de la siguiente manera: 
 
4.27. 
flexible)menos ivaE(alternatflexible)másidealmente ivaE(alternat
flexible)menos  ivaE(alternatda)selecciona ivaE(alternatN(B) −
−=  (4.27) 
 
La alternativa más flexible proporciona un valor N(B)=1 y la menos flexible 
N(B)=0. 
 
• Valor esperado de la información 
 
En análisis de decisión, el valor de la información es la diferencia neta 
entre el valor esperado de los costos en que se incurre si no se dispone de la 
información adicional y el valor esperado de los costos en que se incurre si se 
dispone gratuitamente de la información. 
 
Puede asociarse el valor de la información ganada (resolviendo las 
incertidumbres antes de decidir) al valor de la flexibilidad ganada. Puede 
estimarse la flexibilidad ganada como la diferencia entre el valor esperado de la 
información perfecta y el valor esperado de la información.  
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4.4.2. Criterios de Adaptabilidad 
 
La adaptabilidad es la capacidad que tiene la alternativa de responder a 
cambios que pueden  predecirse. Es un criterio íntimamente ligado al criterio de 
robustez. 
 
A diferencia de la robustez, la adaptabilidad es una condición que evalúa la 
capacidad de adaptarse de la alternativas por las acciones (en costos u otro 
evaluador) requeridas para adaptarse adecuadamente ante la ocurrencia de los 
distintos estados de la naturaleza. La robustez evalúa el comportamiento de las 
alternativas en los distintos estados de la naturaleza mostrando preferencia por 
aquellas alternativas que se comportan adecuadamente en todos los estados de la 
naturaleza. La robustez y la adaptabilidad son criterios complementarios.  
 
La adaptabilidad es útil cuando el decisor esta tomando decisiones en una 
ambiente de riesgo o incertidumbre y quisiera conocer una evaluación de la 
capacidad de la decisión de adaptarse a los distintos estados de la naturaleza.  
 
Elementos que definen la adaptabilidad 
 
Se puede caracterizar la adaptabilidad de una alternativa mediante los 
siguientes elementos: 
 
• Rango: Se refiere a la cantidad de posibilidades de adaptación de la alternativa 
ante la ocurrencia de un estado de la naturaleza. 
• Cambio: Se refiere a la facilidad y costo de las transformaciones requeridas 
ante la ocurrencia de un estado de la naturaleza. 
• Tiempo: Se refiere a la rapidez con que puede hacerse la transformación de la 
alternativa. 
• Favorabilidad: Se refiere a los nuevos resultados ante una transformación 
requerida. Si hay varias posibilidades de transformación de la alternativa, la de 
mayor favorabilidad será la que mejor resultado o beneficios aporte. 
 
Fuentes de adaptabilidad 
 
Para incrementar la adaptabilidad de un proyecto, debe tenerse en cuenta 
los siguientes aspectos: 
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• Aumentar secuencialidad: Dividiendo el proyecto en secuencias, se disminuye 
el compromiso con las secuencias posteriores, dejando posibilidades abiertas 
para el futuro. 
• Posponer acciones para dar tiempo y oportunidad de conocer cual es el estado 
de la naturaleza que se esta presentando. 
• Explorar muchas opciones de transformación de las alternativas ante la 
ocurrencia de los diferentes estados de la naturaleza.. 
 
Medidas de la Adaptabilidad 
 
La medidas propuestas para la adaptabilidad reflejan las características 
esenciales de las transformaciones que hay que hacer en una alternativa para 
adaptarse a la ocurrencia de los diferentes estados de la naturaleza. Las medidas 
propuestas de adaptabilidad son las siguientes: 
 
• Valor total de adaptabilidad: 
 
Esta medida esta dada como: 
 
4.28.         (4.28) 
⎭⎬
⎫
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En donde Vij representa el valor de los cambios que habría que hacer en 
la alternativa i si se presenta el estado de la naturaleza j para colocarla en un 
nivel de operabilidad adecuada. La operabilidad adecuada se mise con 
respecto a la mejor alternativa en cada estado de la naturaleza. Se debe 
considerar que en un estado de la naturaleza particular estos cambios no son 
proporcionales a la distancia que tiene la alternativa analizada con respecto a 
la mejor alternativa en ese estado de la naturaleza. Es función de la capacidad 
de adaptación de la alternativa.  
 
• Minimizar el máximo valor de adaptabilidad: 
 
Esta medida esta dada como: 
 
4.29. [ ( ) ]{ }n,.....,,,i,e,...,,,j,VMaxAMin iji 321321 ===         (4.29) 
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Este criterio representa cada alternativa por el mayor valor de 
adaptación a los diferentes estados de la naturaleza.  
 
• Medida de adaptabilidad normalizada 
 
Compara dos alternativas mediante la relación entre las diferencias de 
beneficios esperados de la siguiente manera: 
 
4.30. 
adaptable)menos ivaE(alternatadaptable)másidealmente ivaE(alternat
adaptable)menos  ivaE(alternatda)selecciona ivaE(alternatN(A) −
−= (4.30) 
 
La alternativa más adaptable proporciona un valor N(A)=1 y la menos 
adaptable N(A)=0. 
 
 
4.4.3. Criterios de Elasticidad 
 
La elasticidad es la capacidad de la alternativa de retornar a su situación 
normal ante un cambio en las condiciones del entorno. Acá habría que definir 
claramente que significa la condición inicial de una alternativa. Si se considera que 
la condición inicial es la capacidad que tiene la alternativa de regresar a un 
comportamiento "medio", la varianza puede ser una buena medida de la 
elasticidad ya que indica la variabilidad alrededor del valor esperado. Una 
alternativa con una varianza muy baja tendrá una poca dispersión alrededor del 
valor medio y por lo tanto una alta probabilidad de regresar a ese valor. 
 
Igualmente si se considera que el valor ideal (él máximo o el mínimo de 
acuerdo al criterio considerado) de una alternativa es la situación normal que se 
quisiera que la alternativa "retome" después de que ocurran ciertos estados de la 
naturaleza, entonces la elasticidad puede definirse por el costo que habría que 
pagar para llevar la alternativa a ese valor ideal en los diferentes estados de la 
naturaleza. En este caso se puede definir como criterio de elasticidad un valor 
medio de este costo considerando todos los estados de la naturaleza. La mejor 
alternativa de acuerdo con este criterio sería la que tuviera el menor costo medio. 
 
 
 
 
 4-26
Medidas de la Elasticidad 
 
La medidas propuestas para la elasticidad reflejan las características 
esenciales de las transformaciones que hay que hacer en una alternativa para que 
retome su estado "natural".  Las medidas propuestas de elasticidad son las 
siguientes: 
 
• Varianza: 
 
Esta medida esta dada como: 
 
4.31.             (4.31) [ ]
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En donde todos los términos de esta ecuación ya fueron definidos.  
 
• Costo medio: 
 
Esta medida esta dada como: 
 
4.32. 
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             (4.32) 
 
donde Cij representa el costo de llevar la alternativa i en el estado de la 
naturaleza j a su mejor posible comportamiento.  
 
• Medida de elasticidad normalizada 
 
Compara dos alternativas mediante la relación entre las diferencias de 
beneficios esperados de la siguiente manera:  
 
4.33. 
elástica)menos ivaE(alternatelástica)másidealmente ivaE(alternat
elástica)menos  ivaE(alternatda)selecciona ivaE(alternatN(A) −
−=        (4.33) 
 
La alternativa más adaptable proporciona un valor N(E)=1 y la menos 
adaptable N(E)=0. 
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4.5. SOLUCIÓN DEL PROBLEMA DE CONTROL DE INUNDACIONES 
MEDIANTE EL USO DE INDICADORES DE RIESGO E INCERTIDUMBRE 
 
En una población pequeña de bajas capacidades económicas, asentada en 
la planicie de inundación de una corriente, se quiere implementar una medida para 
mitigar los daños causados por las inundaciones, en un horizonte de planificación 
de 20 años. Se plantean diferentes escenarios para esbozar los posibles futuros 
dado que se presenten crecientes de diferentes periodos de retorno. Para hallar 
los escenarios asociados a los diferentes periodos de retorno, se hace un análisis 
de frecuencias de los caudales máximos anuales, por alguno de los métodos 
tradicionales. Para la serie de caudales máximos de dicha población se hizo el 
análisis de frecuencias y se obtuvieron los resultados presentados en la Tabla 4.1, 
asumiendo que éstos tenían una distribución Gumbel. 
 
Tabla 4.1. Caudales estimados para diferentes periodos de retorno 
T (años) p excedencia QT (m3/s) 
5 0.2 546.6 
10 0.1 618.8 
20 0.05 688.1 
 
En la Tabla 4.2, se presentan los diferentes estados de la naturaleza 
considerados o escenarios factibles: 
 
Tabla 4.2. Estados de la naturaleza y probabilidades asociadas 
θi Estados de la naturaleza P(θi) 
θ1 No hay crecientes en el horizonte de planificación 0.65 
θ2 Se presenta una creciente mayor a 546.6 m3/s (T = 5 años) 0.2 
θ3 Se presenta una creciente mayor a 618.8 m3/s (T = 10 años) 0.1 
θ4 Se presenta una creciente mayor a 688.1 m3/s (T = 20 años) 0.05 
 
Se proponen las siguientes tres alternativas como opciones factibles para 
abordar el problema: 
 
1. No hacer nada. 
2. Construir diques marginales diseñados para un periodo de retorno T de 10 
años. 
3. Reubicación de un porcentaje de la población. 
 
Se busca implementar la alternativa con la cual se incurra en los costos 
mas bajos, para esto se tiene en cuenta lo siguiente: 
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• Los daños por una creciente mayor a 600 m3/s valen: $600*106 
• Los daños por una creciente del orden de 550 m3/s valen: $400*106 
• Construir un dique para un periodo de retorno de 10 años (T = 10) cuesta: 
$200*106 
• Los daños causados por una creciente de mas de 650 m3/s, cuando existe un 
dique de  T= 10 años, valen: $100*106 
• La reubicación de la población ubicada en la mancha de inundación de periodo 
de retorno de 5 años cuesta: $300*106 
• Los daños por una creciente mayor a 600 m3/s, sin población en la mancha de 
inundación de T = 5 años, valen: $150*106 
 
Teniendo en cuenta lo anterior, se construye una matriz de costos de 
acuerdo a los escenarios considerados y según las alternativas propuestas (Ver 
Tabla 4.3). 
 
Tabla 4.3. Costo de la implementación de cada alternativa bajo los diferentes 
estados de la naturaleza 
Alternativas θ1 θ2 θ3 θ4
1 0 400 600 600 
2 200 200 200 300 
3 300 300 450 450 
 
La evaluación de las alternativas ante el riesgo y la incertidumbre se puede 
realizar utilizando los indicadores presentados en los numerales anteriores. 
 
Los resultados obtenidos después de aplicar los diferentes criterios para 
evaluar alternativas ante la presencia de riesgo se resumen en la Tabla 4.4 y ante 
la presencia de incertidumbre en la Tabla 4.5. 
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Tabla 4.4. Evaluación de las alternativas por los diferentes criterios bajo riesgo 
Máx Valor 
Esperado 
Miníma 
Varianza 
Mayor dis. 
peor valor
Menor dis. 
mejor valor
Magnitudes 
de Falla 
Pareto 
Óptimas β-Robustez Satisfacción
-170 57100 430 170 -15 229 0.85 0.70 
-205 475 95 5 -3 79 0.95 0.95 
-323 2869 128 23 -8 113 0.85 0.28 
 
 
Tabla 4.5. Evaluación de las alternativas por los diferentes criterios bajo 
incertidumbre 
Laplace Min Max Arrep. 
Max Mínima 
dis. peor 
valor 
Maximin Maximax Hurwickz Robustez 1 Robustez 2
-400 400 0 -600 0 -180 0.67 2.67 
-225 200 100 -300 -200 -230 0.25 1.00 
-375 300 0 -450 -300 -345 0.50 2.00 
 
 
Según lo presentado en la Tabla 4.4 (decisión bajo riesgo) se podría 
seleccionar como mejor alternativa la segunda, que se refiere a la construcción de 
diques marginales diseñados para un periodo de retorno de 10 años. Esto se 
puede decir, ya que cinco de los criterios utilizados seleccionaron ésta alternativa 
como la mas adecuada, al mismo tiempo si se observa la alternativa seleccionada 
con el criterio del máximo valor esperado, se podría decir que las diferencias entre 
la primera y la segunda no son tan significativas ($35*106) y en caso tal de 
implementar la primera dado que ocurriera otro estado de la naturaleza se 
incurriría en costos muy altos. Por otro lado la varianza de la primera alternativa es 
demasiado alta en comparación con la varianza de la segunda alternativa. Los 
criterios de magnitudes de falla, β-Robustez y satisfacción son criterios que se 
basan en unos niveles especificados por el decisor, por lo tanto es posible que con 
algunas variaciones de estos niveles la selección de la mejor alternativa pueda 
cambiar. No obstante y según los niveles especificados para este ejemplo, dos de 
éstos criterios escogen como mejor alternativa la segunda. Así, basados en la 
información considerada para tomar la decisión bajo riesgo, se puede escoger 
como mejor alternativa a implementar la de construir diques marginales diseñados 
para un periodo de retorno de 10 años. 
 
Ahora, considerando que la decisión se debe tomar ante un entorno de 
incertidumbre, y de acuerdo a los resultados encontrados para este caso (Ver 
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Tabla 4.5), se observa que de los ocho criterios utilizados cuatro eligen como 
mejor alternativa la primera y cuatro la segunda. Con el criterio de maximax se 
seleccionó como mejor alternativa la primera, pero como se mencionó 
anteriormente el criterio de maximax es un criterio que sería empleado por un 
decisor arriesgado, con el cual, en este caso, no se tienen en cuenta los gastos 
que se tendrían que pagar por el hecho de no hacer nada para evitar los 
problemas causados debido a las inundaciones. Además, el criterio de Hurwics es 
un criterio que hace un balance entre el maximax y el maximin y que para su 
cálculo requiere de la especificación de un valor α (para este ejemplo α = 0.3). 
Este valor determina que tan arriesgado es el decisor y entre mas alto se 
encuentre quiere decir que el decisor es mas arriesgado. 
 
Finalmente, en cualquiera de los dos casos (riesgo o incertidumbre) las 
mejores alternativas son la primera y la segunda y la elección depende de que tan 
arriesgado o averso es el decisor. 
 
Dado que éste es un problema hipotético se debe tener cuenta que todos 
los valores para evaluar los criterios, se tomaron de una forma aproximada. Para 
resolver el problema de una mejor manera sería fundamental revisar las 
condiciones físicas y sociales del punto de donde se tomó la información para 
hacer el análisis de frecuencias, además, de hacer otros estudios que ayuden a 
estimar mejor los valores de las alternativas planteadas. 
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Capítulo 5 
 
 
MÉTODOS MULTIOBJETIVO ESTOCÁSTICOS IMPLÍCITOS 
SIMULACIÓN DE MONTE CARLO 
 
 
5.1. INTRODUCCIÓN 
 
Hay muchos métodos cuantitativos para incorporar incertidumbre en los 
análisis de tome de decisiones. El método más comúnmente utilizado en 
ingeniería es el que se conoce con el nombre de simulación de Monte Carlo 
(Grayman, 2005). Este método nombrado de esta manera por la capital de 
Mónaco donde son muy famosos sus casinos, usa el concepto de aleatoriedad 
como parte del concepto de simulación. En general un modelo determinístico es 
utilizado para representar un proceso y se aplica a muchas iteraciones con los 
valores de los parámetros definidos a partir de una función de distribución de 
probabilidades para cada iteración, en lugar se solo escoger el mejor estimado de 
los parámetros. Los resultados de este análisis pueden entonces expresarse en 
términos probabilísticos. La simulación de Monte Carlo es especialmente atractiva 
debido a su facilidad de uso. 
 
La aplicación adecuada de la simulación de Monte Carlo requiere que 
(Grayman, 2005): 
 
• Todas las fuentes de incertidumbre involucradas en el problema sean 
identificadas 
• Las variables más importantes que deban ser modeladas 
probabilísticamente sean determinadas 
• Se asignes distribuciones de probabilidades a esas variables (se 
identifiquen y se estimen sus parámetros) 
 
Los métodos de Análisis Multiobjetivo estocásticos Implícitos se basan en la 
simulación de Monte Carlo y separan el problema de toma de decisiones de la 
consideración de incertidumbre. Básicamente ellos generan series sintéticas de 
las variables o de los criterios inciertos con los cuales se pueden estimar varias 
características de los criterios (valor esperado, varianza y otros) que se agregan al 
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conjunto de criterios con los cuales se tomará la decisión usando algún método de 
análisis multiobjetivo determinístico. 
 
Para la representación estocástica o probabilística de las variables 
aleatorias se usan registros históricos de esa variable y se sigue un procedimiento 
estándar de modelamiento para escoger, estimar y probar el modelo probabilístico 
o estocástico a ser utilizado para la generación de series sintéticas. Una de las 
técnicas más utilizadas con este propósito, tal como se menciono anteriormente, 
es la simulación de Monte Carlo. 
 
La simulación es una técnica muy poderosa y ampliamente utilizada para 
analizar y estudiar sistemas complejos. Se puede definir como la técnica que imita 
el funcionamiento de un sistema del mundo real cuando evoluciona en el tiempo. 
 
Un modelo de simulación comúnmente toma la forma de un conjunto de 
hipótesis acerca del funcionamiento del sistema, expresado como relaciones 
matemáticas o lógicas entre los objetos de interés del sistema. En contraste con 
las soluciones matemáticas exactas disponibles en la mayoría de los modelos 
analíticos, el proceso de simulación incluye la ejecución del modelo a través del 
tiempo para generar muestras representativas de las mediciones del desempeño o 
funcionamiento. En este aspecto, se puede considerar a la simulación como un 
experimento de muestreo acerca del sistema real, cuyos resultados son puntos de 
muestra. 
 
La simulación de Monte Carlo fue creada para resolver integrales que no se 
pueden resolver por métodos analíticos: para resolver estas integrales se usaron 
números aleatorios. Posteriormente se utilizó para cualquier esquema que emplee 
números aleatorios, usando variables aleatorias con distribuciones de probabilidad 
conocidas, el cual es usado para resolver ciertos problemas estocásticos. 
 
Por lo tanto es un proceso computacional que utiliza números aleatorios 
para derivar una salida, por lo que en vez de tener entradas con puntos dados, se 
asignan distribuciones de probabilidad a alguna o todas las variables de entrada. 
Esto generará una distribución de probabilidad para una salida después de una 
corrida de la simulación. 
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5.2. METODO DE ANÁLISIS MULTIOBJETIVO ESTOCÁSTICO IMPLÍCITO 
 
El método de análisis multiobjetivo estocástico implícito reconoce que 
algunos de los criterios a considerar son criterios inciertos y que esta 
incertidumbre se debe involucrar en el análisis. La propuesta en este caso es 
modelar mediante un procedimiento de simulación de Monte Carlo el 
comportamiento de los criterios inciertos ajustándole a estos criterios mediante 
algún procedimiento una distribución de probabilidades. Una vez que se tienen los 
modelos probabilísticos seleccionados y estimados se utilizan para generar series 
sintéticas de esos criterios, las cuales se pueden utilizar para calcular parámetros 
estadísticos de los criterios como media, varianza, coeficiente de variación y otros 
que pueden ahora incluirse en el proceso de toma de decisiones con algún 
método de análisis multicriterio. 
 
El método es entonces bastante simple y se puede describir en los 
siguientes pasos: 
 
1. Identifican los criterios inciertos 
2. Se ajusta y estima una función de distribución de probabilidades usando 
información histórica de los criterios o mediante algún procedimiento adecuado 
3. Usando la función de distribución de probabilidades ajustada a los criterios 
inciertos, esta se usa ahora para generar un conjunto de series sintéticas de 
valores de los criterios. 
4. Usando las series de valores de los criterios generadas sintéticamente se 
calculan los principales estadísticos de esas series 
5. Se usan los estadísticos calculados del paso anterior como criterios en el 
proceso de toma de decisiones multicriterio usando un método apropiado. 
 
El punto crucial entonces es la definición de la función de distribución de 
probabilidades y como se usa esa distribución para generar números aleatorios 
que puedan usarse en el proceso de toma de decisiones siguiendo el 
procedimiento antes descrito. En el numeral siguiente se presentan 
procedimientos para generar números aleatorios basados en ciertas funciones de 
distribución de probabilidades. 
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5.3. GENERACIÓN DE NÚMEROS ALEATORIOS 
 
La simulación de generación de series sintéticas ha sido ampliamente 
usada en hidrología y recursos hidráulicos. Por ejemplo, un número grande de 
“futuras” secuencias de caudales pueden ser generadas para estudiar el 
comportamiento de un sistema hidrológico o para evaluar alternativas de diseño y 
estrategias de operación en un proyecto de recursos hidráulicos bajo varios 
regímenes de flujo. En tales estudios, ésta suposición es que los caudales 
simulados deben ser estadísticamente “similares” a los ocurridos históricamente, 
por lo tanto, secuencias de caudales “igualmente probables” pueden ser 
generadas o simuladas.  
En esta sección se presentan algunos procedimientos para generar 
variables aleatorias no correlacionadas o aleatorias de un número de funciones de 
distribución continuas. Este capítulo no incluye procedimientos basados en 
modelos estocásticos. 
 
 
5.3.1. Generación de números aleatorios independientes 
 
En la mayoría de los casos, los números aleatorios generados con cualquier 
distribución pueden ser obtenidos a partir de una transformación de números 
aleatorios uniformes (0,1). Por ejemplo, para generar un número 
exponencialmente distribuido, la distribución de probabilidad acumulada 
exponencial es remplazada por un número aleatorio uniforme (0,1) y la inversa de 
la distribución de probabilidad acumulada da explícitamente el número aleatorio 
exponencial deseado. Si la distribución de probabilidad acumulada no puede ser 
invertida analíticamente se pueden usar relaciones entre las variables aleatorias 
de diferentes distribuciones. Por ejemplo, sacar el exponente (inversa de la 
transformación logarítmica) de números aleatorios normalmente distribuidos 
produce números aleatorios lognormales. Otro ejemplo es: sumar β números 
aleatorios exponenciales produce números aleatorios gamma. Esto se basa en el 
hecho de que una variable aleatoria gamma con parámetro de forma β (valor 
entero) y parámetro de escala α es la suma de β variables aleatorias 
exponenciales que tengan el mismo parámetro de escala. Si la distribución de 
probabilidad acumulada no puede ser invertida explícitamente, otra aproximación 
es resolver numéricamente la inversa de la distribución de probabilidad acumulada 
donde ésta es igualada a un número aleatorio uniforme (0,1). Esto se hace 
numéricamente integrando la distribución de probabilidad acumulada en el rango 
posible de valores que toma la variable aleatoria de tal manera que el resultado de 
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la integral es igual al número aleatorio uniforme. Varias de estas aproximaciones 
se presentan en esta sección. 
 
Generación de Números Aleatorios Uniformes 
 
Una variable aleatoria X uniformemente distribuida en el intervalo (a,b) si su 
función de densidad de probabilidad está dada por: 
 
5.1 
⎪⎩
⎪⎨
⎧ ≤≤−=
 caso otro     ,
bxa  si     ,
)ab()x(f
0
1
         (5.1) 
 
Una distribución uniforme en el intervalo (0,1) es usualmente referida como 
la distribución uniforme (0,1). Dado que los números aleatorios con distribución 
uniforme son usados frecuentemente para generar números aleatorios con otra 
distribución, la mayoría de los computadores actualmente y algunas calculadoras 
de bolsillo tienen rutinas para generar números aleatorios uniformes (0,1). Una 
variable X uniforme (a,b)  puede ser generara por: 
 
5.2 U)ab(ax ⋅−+=              (5.2) 
 
donde, U  es una variable uniforme (0,1). Un método común para generar 
números aleatorios uniformes (0,1) es el supuesto generador congruente de 
números pseudo-aleatorios. Comenzando en cualquier L0 (número semilla), una 
secuencia de enteros es generada por (Bratley et al., 1987): 
 
5.3 )mmod()qLp(L ii +⋅= −1            (5.3) 
 
donde, mod(m) significa que Li es el remanente cuando pLi-1+q es dividido 
por m. El número m es un número positivo grande y Li es un número entre 0 y m-1 
por esto el número uniforme  U entre 0 y 1 es U = Li / m. En la ecuación (5.3), si p 
= 1, el método se llama aditivo; si q = 0, se llama multiplicativo y si p ≠ 1 y qn  ≠ 0, 
se dice que el método es mixto. Coveyou and McPherson (1967) indican que el 
método multiplicativo es superior al aditivo y que el método mixto no es 
notablemente mejor que el multiplicativo. La mayoría de los computadores utilizan 
el método congruente multiplicativo. 
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Los valores de p, q y m en la ecuación (5.3) son importantes dado que la 
secuencia L1, L2, ..., eventualmente se repite y el punto desde el cual se repite 
depende de éstos valores. Por ejemplo, si p = 3, q = 5, m = 16 y la semilla L0 = 4, 
la secuencia se repite después de 8 reproducciones. El valor de m usualmente es 
tomado como 2n donde n es el número de bits (excluyendo signos) por palabra en 
un computador particular. Valores de m = 231-1, p = 16.807 y q = 0 han sido 
utilizados con 32-bits únicamente, incluyendo signos (Bratley et al., 1987).  
 
Con respecto a la semilla L0, un generador de números aleatorios particular 
puede producir secuencias de números aleatorios desunidas de tal manera que 
estas secuencias no son demasiado largas y las semillas son escogidas “lo 
suficientemente lejos” para las secuencias respectivas.  
 
Generación de Números Aleatorios Exponenciales 
 
La función de distribución acumulada exponencial está dada por: 
5.4  
5.5  xx    para              ,xxexp)x(F 001 ≥⎟⎠
⎞⎜⎝
⎛ −−−= α     (5.4) 
 
Donde, α es el parámetro de escala y x0 es el parámetro de localización. 
Remplazando F(x) por el número aleatorio uniforme U en el intervalo (0,1) y 
resolviendo para x, el número aleatorio exponencial X puede ser generado de la 
ecuación (5.4) como: 
 
5.6 )Uln(xX −−= 10 α                   (5.6a) 
 
o equivalentemente: 
 
UlnxX α−= 0                      (5.6b) 
 
Generación de Números Aleatorios Normales 
 
Varios métodos han sido sugeridos en la literatura para generar números 
aleatorios normales. Un método basado en la aproximación del teorema central 
del límite utiliza la siguiente ecuación: 
 
 5-6
5.7 ∑
=
+−=
N
i
iU
NZ
12
           (5.7) 
 
donde, Z es aproximadamente un número aleatorio normal con media cero 
y varianza uno (normal estándar) y Ui es una secuencia de números uniformes 
(0,1). Entre mas grande sea el valor de N, mejor será la aproximación normal. Se 
ha encontrado que el valor de N = 12 produce resultados satisfactorios (MacLaren 
et al., 1964). Sin embargo, el uso de éste método ha sido discutido por Bratley et 
al. (1987). 
 
Un generador común de números aleatorios normales usa el método de 
Box-Muller, en el cual dos números aleatorios independientes normales estándar 
Z1 y Z2 son generados a partir de: 
 
5.8 ( ) 211 22 UlnUsenZ −= π                (5.8a)  
y  
( ) 212 22 UlnUcosZ −= π     (5.8b) 
 
donde, U1 y U2 son dos números aleatorios uniformes (0,1) independientes. 
Los números aleatorios normales generados a partir de las ecuaciones (5.4) ó 
(5.6) son variables aleatorias normales estándar con media cero y varianza uno. 
Para generar un número aleatorio normal con media µ y varianza σ2, simplemente 
se transforma la variable normal estándar Z con: 
 
5.9 ZX ⋅+= σµ          (5.9) 
 
Generación de Números Aleatorios Log-Normales 
 
Si X es lognormalmente distribuida con parámetros µY,  σY  y xo, entonces Y 
= loga(X - xo) es normalmente distribuida con parámetros µY y σY (a es e para la 
base neperiana o 10 para la base común). Así, para generar números aleatorios 
lognormalmente distribuidos con parámetros µY, σY and xo, se debe usar la 
ecuación de transformación siguiente: 
 
5.10 ( )YexpxX a+= 0             (5.10) 
 
Dado que Y es normalmente distribuida con parámetros µY y σY, entonces: 
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5.11 [ ]ZexpxX YYa ⋅++= σµ0              (5.11) 
 
es la ecuación de transformación para generar X’s como función de la 
variable normal estándar Z. 
 
Generación de Números Aleatorios Gamma 
 
La función de densidad de probabilidad de la distribución gamma con 
localización, parámetro de escala y de forma, denotados por xo, α y β, 
respectivamente, está dada por la ecuación (5.12) (Bobee, 1975). 
 
5.12 ( )
( )⎟⎠
⎞⎜⎝
⎛ −−⎟⎠
⎞⎜⎝
⎛ −
Γ=
−
ααβα
β
0
1
01 xxexpxx)x(f         (5.12) 
 
donde, x0  ≤ x < ∞ para α > 0 y -∞ < x ≤ x0 para α < 0. Los parámetros α y β 
son los parámetros de escala y de forma, respectivamente y x0 es el parámetro de 
localización (β > 0 y α positiva o negativa). La variable Y = X – x0 tiene una 
distribución gamma-2 con parámetros α y β. 
 
Para un valor entero del parámetro de forma β la generación de los 
números aleatorios gamma puede ser hecha sobre la base de que la suma de β 
variables aleatorias independientes e idénticamente distribuidas exponencialmente 
con parámetro de escala α tiene distribución gamma con parámetro de 
localización x0 = 0, parámetro de escala α y parámetro de forma β. Un número 
aleatorio gamma con valor real del parámetro de forma β puede ser generado a 
partir de la suma de un número aleatorio gamma con parámetro de forma β 
truncado a su valor entero diga, N = [β], y uno con su parámetro de forma igual a 
su parte fraccionaria diga, f = β -N, donde 0 ≤ f ≤ 1. Así, el problema restante es 
generar una variable gamma con parámetro de forma f. El método propuesto por 
M.D. Jonk en 1964 el cual es descrito por Whittaker (1973) y Bratley et al. (1987) 
es usado para éste propósito. 
 
Sea Y y Z dos variables estándar independientes con distribución gamma y 
con parámetros de forma f y 1-f respectivamente. Defina: 
 
5.13 ZYW +=       (5.13a) 
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y 
)ZY(
YV +=       (5.13b) 
 
Se puede demostrar que W es una variable estándar exponencial con 
parámetro de escala 1 y V es una variable estándar con distribución beta y con 
parámetros f y 1-f (Johnson and Kotz, 1970). Así, para generar una variable 
gamma con parámetro de  forma f, W y V se generan de sus distribuciones 
respectivas y de las ecuaciones (5.13a) y (5.13b): 
 
5.14 YVWYf =⋅=        (5.14) 
 
de esta manera, Yf es una variable gamma estándar con parámetro de 
forma f. 
 
En resumen, el procedimiento para generar números aleatorios gamma con 
parámetros x0, α y β es: 
 
i) Fije el parámetro de forma β a un entero N = [β] y f = β - N. 
 
ii) Para N = 0, fije YN = 0; por otra parte, genere una secuencia de N 
números aleatorios uniformes (0,1) U1, U2,..., UN  y fije: 
 
5.15       (5.15) ∑
=
−=
N
i
iN UlnY
1
 
Note que YN es un número aleatorio estándar gamma con parámetro de 
forma N el cual se obtiene de sumar N números aleatorios estándar exponenciales 
–ln Ui con parámetro de escala 1. 
 
iii) Si f = 0, fije Yf = 0 y siga con el paso (iv); de lo contrario, genere el 
número aleatorio estándar gamma Yf con la ecuación (5.12). Comience generando 
la variable estándar beta V con parámetros f y 1-f como sigue. Genere dos 
números aleatorios uniformes (0,1) U1 y U2 y determine: 
 
5.16          (5.16) )f/(f/ UUS −+= 11211
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Si S > 1, deseche U1 and U2 y genere un nuevo par de U1 y U2 hasta que  S 
≤ 1. Cuando S ≤ 1, entonces: 
 
5.17 
S
UV
f/1
1=      (5.17) 
 
Para generar el número aleatorio estándar exponencial W con parámetro de 
escala 1, genere otro número aleatorio uniforme (0,1) U3, de modo que: 
 
5.18 3UlnW −=      (5.18) 
 
De esta manera, Yf  es obtenida como el producto de V y W como se indica 
en la ecuación (5.12). 
 
iv) Finalmente, el número aleatorio gamma deseado se calcula como: 
 
5.19 )YY(xX fN ++= α0        (5.19) 
 
donde X tiene distribución gamma con parámetros xo, α y β. 
 
Note que si xo = 0 el número aleatorio generado tiene distribución gamma-2 
con parámetros α y β. También, el mismo procedimiento descrito arriba puede ser 
usado para generar números aleatorios con distribución log-Pearson tipo III, 
tomando la transformación inversa de los logaritmos de los números aleatorios 
gamma. 
 
Generación de Números Aleatorios Gumbel 
 
La inversa de la función de distribución acumulada de la distribución 
Gumbel con parámetros x0 y α está dada por la ecuación (5.20). 
 
5.20 ))x(Flnln(xx −−= α0         (5.20) 
 
Así, remplazando por un número aleatorio uniforme (0,1) se tiene: 
 
5.21 )Ulnln(xX −−= α0     (5.21) 
 
Lo cual produce un número aleatorio con distribución Gumbel. 
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Generación de Números Aleatorios Weibull 
 
La inversa de la distribución Weibull con tres parámetros está dada por: 
 
5.22 [ ] βα /)x(Fln(xx 10 1−−+=    (5.22) 
 
Los números aleatorios con distribución Weibull se generan entonces con: 
5.23 [ ] βα /Uln(xx 10 1−−+=             (5.23) 
 
donde, xo es el parámetro de localización, α es el parámetro de escala y β 
es el parámetro de forma de la distribución Weibull y U (0,1) es un número 
aleatorio uniforme. 
 
 
5.4. APLICACIÓN DEL MÉTODO ESTOCÁSTICO IMPLÍCITO 
 
El método Estocástico Implícito se asume que la variable incierta tiene una 
función de distribución de probabilidades conocida. Así, a partir de la información 
histórica se hace un procedimiento para  ajustar una función de distribución de 
probabilidades a la variable que se considera incierta, incluyendo pruebas de 
bondad de ajuste y métodos de estimación de los parámetros de la distribución. 
Una vez determinada y estimada esa función de distribución de probabilidades se 
genera un número de series sintéticas que van a representar posibles escenarios 
de comportamiento de la variable incierta. Con base en esos resultados se 
estiman algunas características estadísticas de la variable incierta que se incluyen 
ahora en el proceso de toma de decisiones de análisis multicriterio. 
 
En este numeral se presenta la metodología empleada y los resultados 
obtenidos dentro de un proceso de definición de las características principales de 
un proyecto hidroeléctrico mediante el uso del método Estocástico Implícito y la 
aplicación de algunas técnicas convencionales de Análisis Multiobjetivo. 
 
 
5.4.1. Planteamiento del problema 
 
Se quiere evaluar la posibilidad de la construcción de un proyecto 
hidroeléctrico en el país. Para esto se evalúan diferentes alternativas, bajo 
diferentes criterios, propuestas en un estudio previo (Angel, 2000). Las alternativas 
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se definieron a partir de los principales parámetros de diseño de tal manera que 
una variación en uno de esos parámetros establece una alternativa. Los 
parámetros considerados fueron: 
 
• Altura de presa 
• Capacidad de procesamiento de la Central (caudal de diseño) 
• Derivación de un río 
 
Así, las diferentes combinaciones de las variaciones para los parámetros 
anteriores, determinan el conjunto de alternativas a ser evaluadas. 
 
Los objetivos considerados para la solución de este problema fueron los 
siguientes: 
 
• Eficiencia de la inversión (Maximizar): Representado por la tasa interna 
de retorno de la alternativa considerada. Este indicador es equivalente a 
la relación beneficio/costo en las soluciones adoptadas y tiene la ventaja 
de controlar la selección con base en un indicador de la rentabilidad. 
 
• Ambiental (Minimizar): Este objetivo es una calificación ambiental de la 
alternativa, a partir de la estimación de la magnitud del deterioro que 
produce implementar dicha alternativa. 
 
• Energético (Maximizar y/o Minimizar): Incorpora las preferencias 
asociadas a la capacidad instalada únicamente. 
 
• Tecnológico (Maximizar): Con este objetivo se incorporan aspectos 
relacionados con las desventajas técnicas y constructivas que se 
presentan para las alturas de presa mayores. También se incluyen 
algunas ventajas cuando las alturas de presa son bajas como es la 
existencia de diferentes posibilidades constructivas. 
 
En este ejemplo se considera que la capacidad instalada es la variable 
incierta. Se asume que esta variable tiene una distribución de probabilidades 
Normal con media conocida y coeficiente de variación igual a 0.1. Así, para cada 
alternativa se generan 100 series sintéticas con distribución Normal de la variable 
incierta (siguiendo el método de generación de números aleatorios normalmente 
distribuidos presentado anteriormente) y se calcula su media y su varianza. 
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Teniendo en cuenta lo anterior se plantean tres problemas para resolver 
dependiendo de lo que se busca para el objetivo energético: en el primero se 
busca maximizar la capacidad instalada (caso 1), en el segundo se quiere 
minimizar la varianza de la capacidad instalada (caso 2) y en el tercero se quiere 
maximizar la capacidad instalada y minimizar la varianza de la capacidad instalada 
(caso 3). En todos los casos el objetivo económico se maximiza, el ambiental se 
minimiza y el tecnológico se maximiza. Se propone entonces resolver el problema 
determinístico con dos técnicas de Análisis Multiobjetivo: Promedios Ponderados y 
Programación de Compromiso con diferentes métricas. 
 
Después de la simulación y de acuerdo a los resultados obtenidos por 
Angel (2000) para las diferentes alternativas y objetivos planteados se obtiene la 
matriz de pagos presentada en la Tabla 5.1. 
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Tabla 5.1. Matriz de pagos para el problema del proyecto hidroeléctrico 
ALTERNATIVAS CRITERIO 
Energético 
(Cap. Instalada) No. 
Altura 
de 
presa 
Caudal 
de 
diseño 
Deriv. 
media varianza
Económico
(TIR) 
Ambiental 
(Calificación) 
Tecnológico 
(Calificación)
1 40 60 Sin 223.09 499.92 12.6 % 0.42 1.00 
2 40 90 Sin 334.89 1114.49 12.2 % 0.42 1.00 
3 40 120 Sin 446.01 1987.36 12.4 % 0.42 1.00 
4 40 90 Con 223.09 499.92 12.0 % 0.51 1.00 
5 40 120 Con 334.89 1114.49 12.3 % 0.51 1.00 
6 40 150 Con 446.01 1987.36 12.5 %  0.51 1.00 
7 130 90 Sin 391.06 1526.58 13.8 % 0.48 1.00 
8 130 120 Sin 520.97 2713.84 14.0 % 0.48 1.00 
9 130 150 Sin 651.73 4214.99 13.7 % 0.48 1.00 
10 130 90 Con 391.06 1526.58 13.9 % 0.57 1.00 
11 130 120 Con 520.97 2713.84 14.1 % 0.57 1.00 
12 130 150 Con 651.73 4214.99 13.9 % 0.57 1.00 
13 150 90 Sin 408.11 1654.09 14.0 % 0.51 1.00 
14 150 120 Sin 544.20 2960.56 13.9 % 0.51 1.00 
15 150 150 Sin 679.89 4620.33 13.1 % 0.51 1.00 
16 150 90 Con 408.11 1654.09 14.1 % 0.60 1.00 
17 150 120 Con 544.20 2960.56 14.0 % 0.60 1.00 
18 150 150 Con 679.89 4620.33 13.3 % 0.60 1.00 
19 180 90 Sin 431.87 1866.40 13.7 % 0.54 0.90 
20 180 120 Sin 575.97 3321.59 13.6 % 0.54 0.90 
21 180 150 Sin 720.02 5187.50 13.1 % 0.54 0.90 
22 180 90 Con 431.87 1866.40 13.9 % 0.63 0.90 
23 180 120 Con 575.97 3321.59 13.8 % 0.63 0.90 
24 180 150 Con 720.02 5187.50 13.3 % 0.63 0.90 
25 210 90 Sin 455.87 2093.05 12.2 % 0.58 0.80 
26 210 120 Sin 607.21 3683.97 12.2 % 0.58 0.80 
27 210 150 Sin 758.79 5773.04 11.8 % 0.58 0.80 
28 210 90 Con 455.87 2093.05 12.5 % 0.67 0.80 
29 210 120 Con 607.21 3683.97 12.4 % 0.67 0.80 
30 210 150 Con 758.79 5773.04 12.0 % 0.67 0.80 
31 230 90 Sin 470.94 2229.53 11.3 % 0.63 0.70 
32 230 120 Sin 628.13 3914.20 11.5 % 0.63 0.70 
33 230 150 Sin 785.13 6131.80 11.1 % 0.63 0.70 
34 230 90 Con 470.94 2229.53 11.5 % 0.72 0.70 
35 230 120 Con 628.13 3914.20 11.8 % 0.72 0.70 
36 230 150 Con 785.13 6131.80 11.4 % 0.72 0.70 
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5.4.2. Solución del problema 
 
El problema se solucionó por medio del software SIAM 1.0 Beta, 
desarrollado por el posgrado de Gestión Ambiental de la Universidad Nacional de 
Colombia y utilizando los siguientes métodos propuestos y desarrollados en el 
software: Promedios Ponderados y Programación de Compromiso. 
 
Para el caso 1 algunas alternativas son dominadas por esto se eliminaron 
del conjunto de alternativas para la aplicación de los métodos de Análisis 
Multiobjetivo. Las alternativas descartadas fueron: la alternativa 2, 4, 5,  6, 7, 10, 
13, 16, 19, 20, 22, 23, 25, 26, 28, 29, 31, 32, 34 y 35. De esta manera queda un 
conjunto de 16 alternativas para evaluar. Asimismo, para el caso 2  se presentan 
algunas alternativas dominadas que se descartan para el análisis porsterior. Estas 
son: alternativa 2, 3, 4, 5, 6, 9, 12, 14, 15 y 17 a 36. Para el caso 3 las alternativas 
dominadas fueron la 4 y la 28. 
 
El porcentaje de logros obtenidos mediante cada una de las dieciséis 
alternativas restantes consideradas para cada uno de los cuatro criterios sugeridos 
para solución del caso 1 se muestran en la Figura 5.1a, para las siete alternativas 
del caso 2 en la Figura 5.1b y para las 34 alternativas del caso 3 en la Figura 5.1c. 
 
La Figura 5.1a, la Figura 5.1b y la  Figura 5.1c sirven como una primera 
identificación del comportamiento de las diferentes alternativas para los diversos 
objetivos y puede ser bastante útil pues ayuda al decisor o a quien ejecuta las 
metodologías de selección para guiar su trabajo o para detectar fallas en los 
métodos o herramientas empleadas. Sin embargo, este primer vistazo en ningún 
momento reemplaza la implementación de las técnicas desarrolladas para la toma 
de decisiones, por lo que debe ser considerado como una primera aproximación. 
Además, cuando se tiene un número grande de alternativas dentro del problema, 
este tipo de Figuras no permite observar claramente el comportamiento de cada 
una de ellas. 
 
Otro factor que se debe tener en cuenta antes de proceder a la toma de 
decisiones, es la importancia que el decisor le asigna a cada uno de los objetivos 
considerados. Para esto, se debe entonces conocer la distribución de pesos para 
cada uno de los objetivos. Para los dos primeros casos estudiados se utiliza la 
misma distribución de pesos y su distribución se muestra en la Figura 5.2. Para el 
tercer caso se utiliza la distribución presentada en la Figura 5.3. 
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Figura 5.1. Alternativas evaluadas para la solución del problema. a) Caso 1, b) 
Caso 2, c) Caso 3 
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Figura 5.2. Distribución de pesos de los diferentes objetivos considerados para 
los casos 1 y 2 
 
 
 
 
Figura 5.3. Distribución de pesos de los diferentes objetivos considerados para el 
caso 3 
 
Para utilizar el software la selección de los pesos fue arbitraria. Así, a los 
criterios energético, económico, ambiental y tecnológico se les asignó un peso de 
30%, 35%, 15% y 20% respectivamente para los casos 1 y 2. Para el caso3  se 
asignaron pesos de 17.8% (varianza de la capacidad instalada), 20.5% (media de 
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la capacidad instalada), 23.4% (económico), 21.6% (ambiental) y 16.7% 
(tecnológico). 
 
Promedios Ponderados 
 
Esta metodología es una de las aplicaciones más sencillas de las funciones 
de valor multiatributo. Consiste en la consideración de funciones de valor 
indiferente para todos los objetivos y una regla de agregación tipo sumatoria 
(Smith y otros, 2000). 
 
Caso 1: Maximizar la Capacidad Instalada 
 
Los resultados obtenidos para este caso mediante Promedios Ponderados 
se muestran en la Tabla 5.2 y en la Figura 5.4. 
 
Tabla 5.2. Ordenamiento de las alternativas del caso 1 mediante Promedios 
Ponderados 
Orden Alternativa Valor 
1 Alternativa 9 85.21 
2 Alternativa 12 83.04 
3 Alternativa 8 81.73 
4 Alternativa 14 80.30 
5 Alternativa 11 78.39 
6 Alternativa 15 78.21 
7 Alternativa 17 76.97 
8 Alternativa 18 76.04 
9 Alternativa 21 72.19 
10 Alternativa 24 70.02 
11 Alternativa 3 62.06 
12 Alternativa 1 52.50 
13 Alternativa 27 50.42 
14 Alternativa 30 48.26 
15 Alternativa 33 34.50 
16 Alternativa 36 33.50 
 
Puede observarse que las valoración de las diferentes alternativas con el 
método de promedios ponderados disminuye gradualmente, presentando como 
mejores alternativas la 9 y la 12 y dejando como últimas aquellas alternativas 
donde todos los criterios considerados presentan valores mas desfavorables. 
Según esto se puede decir que la alternativa seleccionada por el método de 
Promedios Ponderados como la más conveniente es la Alternativa 9. 
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Figura 5.4. Ordenamiento de las alternativas del caso 1 mediante Promedios 
Ponderados 
 
Caso 2: Minimizar la varianza de la Capacidad Instalada 
 
Los resultados obtenidos para este caso mediante Promedios Ponderados 
se muestran en la Tabla 5.3 y en la Figura 5.5. 
 
Tabla 5.3. Ordenamiento de las alternativas del caso 2 mediante Promedios 
Ponderados 
Orden Alternativa Valor 
1 Alternativa 13 74.52 
2 Alternativa 7 74.08 
3 Alternativa 16 69.36 
4 Alternativa 10 68.92 
5 Alternativa 1 65.00 
6 Alternativa 8 62.66 
7 Alternativa 11 57.50 
 
Se observa que las alternativas 9 y 12 ya no hacen parte del conjunto de 
alternativas no dominadas en este caso y que las alternativas seleccionadas como 
las mas adecuadas en el caso 2 son las alternativas 13 y 7. 
 
 
 
 
 5-19
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 5.5. Ordenamiento de las alternativas del caso 2 mediante Promedios 
Ponderados 
 
Caso 3: Maximizar la Capacidad Instalada y Minimizar la varianza de la Capacidad 
Instalada 
 
Los resultados obtenidos para este caso mediante Promedios Ponderados 
se muestran en la Tabla 5.4 y en la Figura 5.6. 
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Tabla 5.4. Ordenamiento de las alternativas del caso 3  mediante Promedios 
Ponderados 
Orden Alternativa Valor 
1 Alternativa 8 78.25 
2 Alternativa 9 75.93 
3 Alternativa 7 75.71 
4 Alternativa 14 75.38 
5 Alternativa 13 75.33 
6 Alternativa 11 72.55 
7 Alternativa 12 71.01 
8 Alternativa 10 70.01 
9 Alternativa 17 69.67 
10 Alternativa 3 69.66 
11 Alternativa 16 69.62 
12 Alternativa 15 68.84 
13 Alternativa 1 67.79 
14 Alternativa 2 66.91 
15 Alternativa 19 65.46 
16 Alternativa 20 65.34 
17 Alternativa 6 63.96 
18 Alternativa 18 63.92 
19 Alternativa 22 61.42 
20 Alternativa 5 61.11 
21 Alternativa 21 60.79 
22 Alternativa 23 60.41 
23 Alternativa 24 55.87 
24 Alternativa 26 45.97 
25 Alternativa 25 45.49 
26 Alternativa 27 41.78 
27 Alternativa 29 41.05 
28 Alternativa 30 36.85 
29 Alternativa 32 31.39 
30 Alternativa 31 29.43 
31 Alternativa 35 27.25 
32 Alternativa 33 26.98 
33 Alternativa 34 24.50 
34 Alternativa 36 22.84 
 
Para este caso se tiene que las cinco alternativas que se seleccionan como 
las mas adecuadas son las alternativas 8, 9, 7, 14 y 13. Comparando estos 
resultados con los obtenidos para el caso 1 y caso 2 se observa que dentro de 
estas primeras cinco alternativas se encuentran las seleccionadas como mejores 
para los casos 1 y 2. Por lo tanto para hacer la selección de la alternativa a 
implementar es mas recomendable tener en cuenta los resultados alcanzados con 
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la solución del caso 3, ya que este combina dos criterios (media de la capacidad 
instalada y varianza de la capacidad instalada) que se consideraron por separado 
en los casos 1 y 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 5.6. Ordenamiento de las alternativas del caso 3 mediante Promedios 
Ponderados 
 
Programación de Compromiso 
 
La Programación por Compromiso es una técnica basada en distancias, la 
cual identifica como mejor alternativa la solución que se encuentra más próxima a 
una solución ideal propuesta por el decisor. Las soluciones seleccionadas se 
denominan soluciones de compromiso. Para definir la cercanía de cualquier 
solución con respecto a la solución ideal se han propuesto varias medidas de 
distancia elevadas a una potencia o métricas. Las métricas más empleadas son la 
Métrica 1, Métrica 2 y Métrica Infinita (Smith y otros, 2000). 
 
Caso 1: Maximizar la Capacidad Instalada 
 
Empleando las métricas mencionadas anteriormente se obtienen los 
resultados mostrados en la Tabla 5.5. 
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Tabla 5.5. Ordenamiento de las alternativas del caso 1 mediante Programación 
de Compromiso 
Métrica 1 Métrica 2 Métrica Infinita 
Orden Alternativa Valor Orden Alternativa Valor Orden Alternativa Valor
1 Alternativa 9 14.78 1 Alternativa 9 81.47 1 Alternativa 9 7.12 
2 Alternativa 12 16.95 2 Alternativa 12 112.39 2 Alternativa 12 7.49 
3 Alternativa 8 18.26 3 Alternativa 15 187.91 3 Alternativa 18 9.33 
4 Alternativa 14 19.69 4 Alternativa 14 191.07 4 Alternativa 24 10.50
5 Alternativa 11 21.60 5 Alternativa 18 199.66 5 Alternativa 15 11.66
6 Alternativa 15 21.78 6 Alternativa 8 209.17 5 Alternativa 21 11.66
7 Alternativa 17 23.02 7 Alternativa 21 228.63 7 Alternativa 14 12.86
8 Alternativa 18 23.95 8 Alternativa 17 247.74 7 Alternativa 17 12.86
9 Alternativa 21 27.80 9 Alternativa 24 253.88 9 Alternativa 8 14.10
10 Alternativa 24 29.97 10 Alternativa 11 255.06 9 Alternativa 11 14.10
11 Alternativa 3 37.93 11 Alternativa 3 721.01 11 Alternativa 3 19.83
12 Alternativa 1 47.50 12 Alternativa 30 936.25 12 Alternativa 30 24.49
13 Alternativa 27 49.57 13 Alternativa 27 963.78 13 Alternativa 27 26.83
14 Alternativa 30 51.73 14 Alternativa 1 1206.25 14 Alternativa 1 30.00
15 Alternativa 33 65.50 15 Alternativa 36 1617.24 15 Alternativa 36 31.49
16 Alternativa 36 66.50 16 Alternativa 33 1735.25 16 Alternativa 33 35.00
 
Se puede observar que los resultados obtenidos sugieren que las mejores 
alternativas son las alternativas 9 y 12. A partir del tercer puesto las diferentes 
métricas comienzan a diferir. 
 
Se puede decir que para el caso 1 la alternativa 9 o 12 puede ser 
implementada ya que las dos metodologías empleadas (Promedios Ponderados y 
Programación de Compromiso) las escogieron como las mas adecuadas. 
Caso 2: Minimizar la varianza de la Capacidad Instalada 
 
Este caso se resolvió empleando las métricas uno, dos e infinito. Según 
esto se obtienen los resultados mostrados en la Tabla 5.6. 
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Tabla 5.6. Ordenamiento de las alternativas del caso 2  mediante Programación 
de Compromiso 
Métrica 1 Métrica 2 Métrica Infinita 
Orden Alternativa Valor Orden Alternativa Valor Orden Alternativa Valor
1 Alternativa 16 0.00 1 Alternativa 16 0.00 1 Alternativa 10 13.91
1 Alternativa 13 0.00 1 Alternativa 13 0.00 1 Alternativa 7 13.91
1 Alternativa 11 0.00 1 Alternativa 11 0.00 3 Alternativa 13 15.63
1 Alternativa 10 0.00 1 Alternativa 10 0.00 3 Alternativa 16 15.63
1 Alternativa 8 0.00 1 Alternativa 8 0.00 5 Alternativa 8 30.00
1 Alternativa 7 0.00 1 Alternativa 7 0.00 5 Alternativa 11 30.00
1 Alternativa 1 0.00 1 Alternativa 1 0.00 7 Alternativa 1 35.00
 
De los resultados obtenidos se observa que con la métrica uno y dos todas 
las alternativas se consideran igualmente factibles, mientras que con la métrica 
infinito se seleccionan como mejores alternativas las alternativas 10, 7 y 13. 
Comparando lo anterior con los resultados obtenidos con Promedios Ponderados 
se podría pensar que la alternativas para considerar como aceptables son las 
alternativas 7 y 13. 
 
Caso 3: Maximizar la Capacidad Instalada y Minimizar la varianza de la Capacidad 
Instalada 
 
Empleando las métricas uno, dos e infinito se obtienen los resultados 
mostrados en la Tabla 5.7. 
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Tabla 5.7. Ordenamiento de las alternativas del caso 3  mediante Programación 
de Compromiso 
Métrica 1 Métrica 2 Métrica Infinita 
Orden Alternativa Valor Orden Alternativa Valor Orden Alternativa Valor
1 Alternativa 8 21.74 1 Alternativa 8 161.24 1 Alternativa 14 8.79 
2 Alternativa 9 24.06 2 Alternativa 14 182.33 2 Alternativa 20 8.92 
3 Alternativa 7 24.28 3 Alternativa 9 190.25 3 Alternativa 8 9.63 
4 Alternativa 14 24.61 4 Alternativa 7 241.42 4 Alternativa 11 10.80
5 Alternativa 13 24.66 5 Alternativa 13 245.18 5 Alternativa 9 11.75
6 Alternativa 11 27.44 6 Alternativa11 258.68 5 Alternativa12 11.75
7 Alternativa 12 28.98 7 Alternativa 20 258.73 7 Alternativa 6 12.47
8 Alternativa 10 29.98 8 Alternativa 12 281.00 8 Alternativa 19 12.88
9 Alternativa 17 30.32 9 Alternativa 15 287.51 9 Alternativa 17 12.96
10 Alternativa 3 30.33 10 Alternativa 19 300.14 10 Alternativa 15 13.03
11 Alternativa 16 30.37 11 Alternativa 17 306.57 10 Alternativa 18 13.03
12 Alternativa 15 31.15 12 Alternativa 10 336.43 12 Alternativa 3 13.25
13 Alternativa 1 32.20 13 Alternativa 3 350.96 13 Alternativa 13 13.75
14 Alternativa 2 33.18 14 Alternativa 16 370.64 13 Alternativa 16 13.75
15 Alternativa 19 34.53 15 Alternativa 6 372.91 15 Alternativa 7 14.37
16 Alternativa 20 34.65 16 Alternativa 18 391.69 15 Alternativa 10 14.37
17 Alternativa 6 36.03 17 Alternativa 21 392.00 17 Alternativa25 14.81
18 Alternativa 18 36.07 18 Alternativa 23 403.07 17 Alternativa 26 14.81
19 Alternativa 22 338.57 19 Alternativa 22 425.11 19 Alternativa 21 14.83
20 Alternativa 5 38.88 20 Alternativa 2 493.13 20 Alternativa 22 15.12
21 Alternativa 21 39.20 21 Alternativa 5 512.66 20 Alternativa 23 15.12
22 Alternativa 23 39.58 22 Alternativa 24 524.18 20 Alternativa 24 15.12
23 Alternativa 24 44.12 23 Alternativa 1 557.32 23 Alternativa 2 16.42
24 Alternativa 26 54.02 24 Alternativa 26 619.49 23 Alternativa 5 16.42
25 Alternativa 25 54.50 25 Alternativa 25 645.59 25 Alternativa 27 17.93
26 Alternativa 27 58.21 26 Alternativa 29 767.14 26 Alternativa 29 18.00
27 Alternativa 29 28.94 27 Alternativa 27 857.28 26 Alternativa 30 18.00
28 Alternativa 30 63.14 28 Alternativa 30 995.20 28 Alternativa32 20.27
29 Alternativa 32 68.60 29 Alternativa 32 1067.34 29 Alternativa 1 20.50
30 Alternativa 31 70.56 30 Alternativa 31 1144.86 30 Alternativa 34 21.60
31 Alternativa 35 72.74 31 Alternativa 35 1216.07 30 Alternativa 35 21.60
32 Alternativa 33 73.01 32 Alternativa 34 1317.31 30 Alternativa 36 21.60
33 Alternativa 34 75.49 33 Alternativa 33 1371.54 33 Alternativa 31 21.83
34 Alternativa 36 77.15 34 Alternativa 36 1505.68 34 Alternativa 33 23.39
 
Las cinco primeras alternativas seleccionadas como mejores con el método 
de Programación de Compromiso, sin importar la métrica empleada, son en 
general las mismas que se obtuvieron como las mas adecuadas con el método de 
Promedios Ponderados. 
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En general, independientemente del caso estudiado y del método de 
análisis multiobjetivo utilizado para resolver el problema, se nota que las 
alternativas que tienen menor valoración son las últimas que aparecen en la matriz 
de pagos (ver Tabla 5.1). Si se observan los criterios económico, ambiental y 
tecnológico, éstas alternativas son las que presentan menores valores de la TIR, 
mayores valores en la calificación ambiental y menores valores de la calificación 
tecnológica. De esta manera, si solo se tuvieran en cuenta estos objetivos se 
podrían descartar las últimas alternativas, dado que son las que presentan 
menores logros de esos criterios. Esta consideración resulta consistente con los 
resultados obtenidos. 
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Capítulo 6 
 
 
ANÁLISIS MULTIOBJETIVO DIFUSO 
 
 
6.1. INTRODUCCIÓN 
 
En algunas situaciones de decisión se deben tomar decisiones sin contar 
con la suficiente información, con poco tiempo o recursos económicos 
insuficientes para completar estudios y la necesidad urgente de la empresa, 
comunidad o del Estado para implementar una alternativa. Lo anterior puede 
conducir a que el proceso de toma de decisiones se desarrolle sin herramientas 
adecuadas de decisión en condiciones de imprecisión de la información, 
conllevando implícitamente un riesgo de equivocación que pueden conducir a 
mayores costos a futuro para el proyecto.  
 
El problema en cuestión revela alta complejidad pues puede presentar 
conflicto de intereses en las diferentes objetivos, conflicto de intereses entre los 
decisores (la empresa, las autoridades o la comunidad afectada), e información 
incompleta e imprecisa (difusa). Una alternativa a la problemática mencionada, se 
hace posible mediante el empleo de un método cuantitativo de toma de decisiones 
con base en lógica difusa denominado Análisis Multiobjetivo Difuso, que 
permite manejar información de carácter impreciso y encontrar soluciones 
satisfactorias que optimicen diferentes criterios en conflicto. 
 
La lógica difusa fue desarrollada por L.A. Zadeh, profesor de la Universidad 
de California en Berkeley, a mediados de los 60’s, cuando publicó el artículo 
“Fuzzy Sets“. En el, propuso una “nueva” lógica multi-valuada, retomando los 
conceptos expuestos de tiempo atrás por lógicos como Lukasiewicz, Russell y 
Max Black. El Desarrolló un álgebra completa para conjuntos Difusos, que resulta 
ser una extensión de la tradicional lógica bi-valuada (crisp) tradicional. En Lógica 
Difusa, el razonamiento se fundamenta no en valores exactos sino en conceptos 
lingüísticos que son etiquetas verbales que califican el sistema tratado, ejemplo: 
Velocidad alta, Caudal bajo, etc. Por lo tanto, en el razonamiento intervienen los 
conceptos de vaguedad e Incertidumbre. Desde la década de los setenta se ha 
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intentado integrar los conceptos de lógica difusa y análisis multiobjetivo, pero de la 
revisión de literatura realizada, se deriva que aún es incipiente esa integración  
 
Según Bellman y Zadeh (1970), la  incertidumbre hace referencia a los 
fenómenos aleatorios que se manejan con la teoría de la probabilidad, mientras 
que la imprecisión puede tratarse adecuadamente con la teoría de conjuntos 
difusos. Las principales fuentes de imprecisión de acuerdo con Chen y Hwang 
(1992) provienen de: 
 
• Información no cuantificable: son aquellos valores que no podemos expresar 
cuantitativamente sino mediante variables lingüísticas como “bueno, aceptable, 
adecuado, justo, escaso, entre otros”, son datos cualitativos, calificados por la 
subjetividad de los individuos. 
 
• Información que no puede obtenerse: algunas veces la información exacta y 
precisa puede obtenerse a un costo muy alto, por lo que los que intervienen en 
los procesos de toma de decisiones prefieren trabajar con datos aproximados. 
 
• Información incompleta. 
 
• Ignorancia parcial: situación que ocurre cuando solo se conocen parte de los 
hechos.  
 
Algunas de las propiedades de la lógica difusa de acuerdo a los diferentes 
autores, son las siguientes: 
 
• Proporciona una lógica flexible y mejor adaptada al pensamiento humano que 
la clásica y generalmente la información con la que se cuenta respecto a los 
objetivos y preferencias del decisor suele estar expresada en términos 
imprecisos. (Arenas et al, s/f). 
 
• Dentro de las virtudes de la lógica difusa se destacan su facilidad para 
adaptarse a casos particulares con pocas variaciones de parámetros, su 
habilidad para combinar en forma unificada expresiones lingüísticas con datos 
numéricos y el no requerir de algoritmos muy sofisticados para su 
implementación. 
 
• La Lógica Difusa permite manejar el control de  problemas de decisión que no 
son fáciles de definir por modelos matemáticos duros (rigurosos 
matemáticamente) (Turban y Aronson, 1998). 
 
• La Lógica Difusa es conceptualmente fácil de entender, es flexible, soporta 
datos imprecisos,  se basa en el lenguaje humano, puede modelar funciones 
no lineales de alguna complejidad, puede combinarse con técnicas 
tradicionales, entre otros atributos (MathWorks, 2002). 
 
 
6.2. CONCEPTOS Y DEFINICIONES BÁSICOS 
 
A continuación se presentan los conceptos básicos de la Lógica Difusa que 
se requieren para la comprensión del desarrollo metodológico propuesto, 
retomando conceptos presentados en los textos de Bellman y Zadeh (1970), 
Duckstein (1991), Chen y Hwang (1992), Sakawa (2002) y Carlsson y Fullér 
(2002). 
 
 
6.2.1. Conjunto Clásico (Crisp) 
 
Para este tipo de conjuntos se puede determinar claramente si los 
elementos pertenecen o no al conjunto, mediante la denominada “función 
característica” así: 
 
:, comodefinidoticacaracterísfunciónsucyclásicoconjuntounZSea Z  
 
6.1. ( ){ }1=∈= xc/XxZ Z     (6.1) 
 
:decirEs  
6.2.     (6.2) ( ) ⎭⎬
⎫
⎩⎨
⎧
∉
∈=
Zx,
Zx,
xcZ 0
1
 
.xelementoslosporconformadoUniversalconjuntoelesXDonde  
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De lo anterior se desprende que los conjuntos clásicos solo presentan dos 
valores límites, cuando los elementos pertenecen al conjunto su función 
característica tendrá un valor de uno (1) y cuando no pertenecen su valor será  
cero (0). A manera de ejemplo se presenta la Figura 6.1.  
 
 
 
 
 
 
 
 
 
 
 
5 
1 
0 
"" cincoaigualesx
Figura 6.1. Representación del conjunto clásico o crisp “x es igual a 5” 
 
 
6.2.2. Conjunto Difuso 
 
Estos conjuntos son definidos por su “función de pertenencia”, la cual 
representa el grado en el que los elementos pertenecen al conjunto difuso, este 
grado va desde el valor de cero (0) que representa la total no-pertenencia hasta el 
valor de uno (1) que indica total pertenencia y se representa matemáticamente 
como sigue: 
 
:
,A A
ordenadosparesdeconjuntosiguiente
elpordefinidoapertenencidefunciónsuydifusoconjuntounSea µ
 
 
6.3. ( )( ){ }Xx/x,xA A ∈= µ         (6.3) 
 
 
:Donde
6.4. ( ) [ ]10,X:xA →µ    (6.4) 
 
.xelementoslosporconformadouniversalconjuntoelesXDonde  
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Los conjuntos difusos convexos, poseen funciones de pertenencia 
triangulares, curvas o trapezoidales como se presenta en la Figura 6.2. 
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 6.7. [ ]21 a,aA =α      (6.7) 
 
A manera de ejemplo, se presenta la Figura 6.3. 
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6.2.4. Número
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 4 “Aα = x que pertenecen al  intervalo [4,7]”=αycincoaigualmenteproximada "5,0
 6.3. Representaciones de conjuntos α-cortes o α-nivel 
 Difuso 
njunto difuso sobre el conjunto de los números reales  que puede 
presentar los valores cercanos a un número determinado. Los 
s tienen diferentes formas los más usados son los triangulares y 
iendo los primeros los que se utilizarán en la presente propuesta. 
 Difuso Triangular 
njunto difuso cuya función de pertenencia es de forma triangular, 
ineales a lado y lado del punto de mayor valor y representa la 
“ x  es aproximadamente igual al valor de p ”.  En la Figura 6.4 se 
s notaciones más comunes para representar los números difusos 
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1 
0 b c 
 
 a 
Notación 1: 
 
El número difuso se
representa por los tres
números (a b, c). 
a-α  a a+β 
1 
0 
β α 
Notación 2: 
 
El número difuso se representa
por las distancias al número
central “a” así (a,α,β), en literatura
se conocen como números
difusos L-R, de las iniciales left
(Izquierda) y right (Derecha) 
Figura 6.4. Representaciones de un número difuso triangular 
 
La  Figura 6.4 presenta números difusos triangulares asimétricos. Cuando 
las distancias α y β son iguales el número será simétrico y para el caso de la 
segunda notación se representará por (a,α), siendo “a” el centro y “α” la distancia 
a este centro. 
 
 
6.2.6. Principio de Extensión  
 
Este principio fue introducido por Lofti Zadeh y es usado frecuentemente 
por los autores para realizar operaciones sobre los conjuntos difusos cuando son 
de carácter discreto (Chen y Hwang, 1992). Sin embargo, dado su amplio ámbito 
de utilización en la teoría de los conjuntos difusos, a continuación se presenta 
brevemente su explicación. 
 
Mizumoto y Tanaka (1976) citados por  Galindo (s/f) presentan este  
principio como el que permite la transformación de la operación definida sobre 
dos elementos del Universo U , en otra operación  definida sobre dos conjuntos 
difusos de U . 
f
F
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Por ejemplo si U es la recta real R  y tenemos dos números difusos  y A B , 
entonces, se obtiene el número difuso ( )BAFCC ,: = ,  es la función inducida 
por  , tal que: .  Por el Principio de Extensión obtenemos que 
el número difuso resultante se calcula como: 
F
f { } { }( ) ( yxfyxF ,, = )
 
6.8. ( ) ( ) ( ) ( ){ }xBxAMaxzC y,xfz,Ry,x ∧= =∈    (6.8) 
 
Interpretando la intersección como el conector MIN la ecuación 6.8 se 
convierte en:  
 
6.9. ( ) ( ) ( ) ( )[ ]{ }y,xMinMaxzC BAy,xfz,Ry,x µµ=∈=   (6.9) 
 
delmáximoelcomoencuentraseapertenencidegradoelzvalorunPara ,"" mínimo 
parejasposibleslastodasdeyexvaloreslosdeapertenencidefuncioneslasde """"  
( ).,, yxfzdondeordenadas =  
 
Este principio se extiende a cualquier operación binaria como son las 
operaciones clásicas de la aritmética (suma, resta, multiplicación y división) de la 
siguiente manera (Jacob, s/f). 
 
:, quetienesebinariooperadorcualquierPara ⊗  
 
6.10. ( ) ( ) ( )[ ]{ }yxz/y,xMinMaxx BARy,xBA ⊗== ∈⊗ µµµ       (6.10) 
 
delmáximoelcomoencuentraseapertenencidegradoelzvalorunPara ,"" mínimo 
parejasposibleslastodasdeyexvaloreslosdeapertenencidefuncioneslasde """"  
".","" yxzdondeyxordenadas ⊗=⊗  
 
 
6.2.7. Unión 
 
La unión para los conjuntos difusos A, B se denota por AUB y corresponde 
al conjunto difuso más pequeño que contiene tanto al conjunto A como al B.  Esta 
operación se asocia al conector lógico “OR”, el cual se relaciona con decisores 
optimistas y su función de pertenencia está dada por: 
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6.11. ( ) BAAUB x µµµ ∨=         (6.11) 
 
Para números difusos de carácter discreto a la anterior ecuación se le 
aplica el principio de extensión explicado anteriormente, pero para los números 
difusos continuos se utilizan las denominadas S-normas o conormas triangulares 
(Carlsson y Fullér, 2002). 
 
En el presente propuesta se adoptará la S-norma usada más 
frecuentemente por los diferentes autores, que corresponde al operador “Max”, 
definiendo la unión como el máximo de los valores de pertenencia entre dos 
conjuntos difusos,  representada matemáticamente y gráficamente como: 
 
6.12. ( ) ( ) ( )[ ]x,xMaxx BAAUB µµµ =          (6.12) 
 
En la Figura 6.5 se observa el conjunto difuso A representado por la función 
de pertenencia triangular con línea punteada que encierra el área gris y centro en 
“a”, el conjunto difuso B está representado por la función de pertenencia triangular 
de línea continua y con centro en “b” y el resultado de la operación A∪B está 
representada por la línea continua azul. 
 
 
 
Figura 6.5. Unión de Conjuntos difusos 
 
 
6.2.8. Intersección 
 
La intersección para los conjuntos difusos A, B se denota por A∩B 
corresponde al conjunto difuso más grande contenido tanto en A y B.  La 
intersección se asocia al conector lógico AND el cual se relaciona con decisores 
optimistas y su función de pertenencia está dada por: 
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6.13. ( ) BABA x µµµ ∧=∩         (6.13) 
 
Para los números difusos continuos se aplican las denominadas T-normas o 
normas triangulares (Carlsson y Fullér, 2002). 
 
En la presente propuesta se adoptará la T-norma usada más 
frecuentemente por los diferentes autores, que corresponde al operador “Min”, 
definiendo la intersección como el mínimo de los valores de pertenencia entre dos 
conjuntos difusos,  representada matemáticamente y gráficamente como: 
 
6.14. ( ) ( ) ( )[ ]x,xMinx BABA µµµ =∩    (6.14) 
 
En la Figura 6.6 se observa el conjunto difuso A representado por la función 
de pertenencia triangular con línea punteada que encierra el área gris y centro en 
“a”, el conjunto difuso B está representado por la función de pertenencia triangular 
de línea continua y con centro en “b” y el resultado de la operación A∩B está 
representada por la línea continua roja. 
 
 
 
Figura 6.6. Intersección de Conjuntos difusos 
 
 
6.2.9. Operaciones matemáticas entre números difusos 
 
En este apartado de se presenta la formulación matemática de las 
operaciones básicas de la aritmética de números triangulares difusos, las cuales 
se basan en el método del α-corte (Chen y Hwang, 1992) que se presenta a 
continuación. 
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cualelconcorteundefiniósecualeslosparadifusosconjuntosdosByASean ,, −α
siguienteslosobtienense intervalos: 
 
[ ] [ ]2121 b,bBya,aA == αα  
 
Las cuatro operaciones aritméticas se definen como: 
 
6.15. Suma: [ 2211 ba,baBA ]++=+ αα        (6.15) 
 
6.16. Resta: [ 1221 ba,baBA ]+−=− αα            (6.16) 
 
6.17. Multiplicación: [ ]2211 ba,baBA ××=× αα       (6.17) 
 
6.18. División: ⎥⎦
⎤⎢⎣
⎡ ××=×=÷
1
2
2
1
111
b
a,
b
a
B
ABA
α
ααα      (6.18) 
 
De acuerdo lo anterior, el resultado se obtiene al aplicar la operación para 
diferentes valores de α-cortes.  Para simplificar este proceso, los autores 
proponen que para los números difusos triangulares se empleen las siguientes 
fórmulas para las operaciones aritméticas en números difusos triangulares, que se 
derivan de las ecuaciones 6.8 a la 6.11 (Chen y Hwang, 1992). 
 
Suma: Sean  y ( )cbaA ,,= ( )fedB ,,=  dos números difusos triangulares 
donde la operación suma se define como:  
 
6.19. ( )fc,eb,daBA +++=+    (6.19) 
 
Resta: La operación resta entre los números difusos triangulares 
y  se define como:  ( )cbaA ,,= ( fedB ,,= )
 
6.20. ( )dc,eb,faBAC −−−=−=    (6.20) 
 
 
Es importante mencionar que la suma y la resta difusa no son operaciones 
inversas, la resta entre dos números difusos triangulares corresponde al primero 
más la imagen del segundo.  
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6.21.  BCAyBAC +≠−=          (6.21) 
Multiplicación: La operación multiplicación entre los números difusos 
triangulares positivos y ( )cbaA ,,= ( )fedB ,,=  se define como:  
 
6.22. ( )fc,eb,daBA ×××=×        (6.22) 
 
División: La operación división entre los números difusos triangulares 
positivos y  se define como:  ( )cbaA ,,= ( fedB ,,= )
 
6.23. ⎟⎠
⎞⎜⎝
⎛ ×××=×==
d
c,
e
b,
f
a
B
A
B
AC 1111    (6.23) 
 
Exponenciación: Esta operación hace referencia a cuando un conjunto A 
se eleva a un escalar positivo que para este ejemplo denotaremos como γ, esta 
operación se expresa como : 
 
6.24. ( )[ ]γγ µ xA A=          (6.24) 
 
O'Hagan (1994) precisa que cuando γ = 2 esto corresponde al cuantificador 
lingüístico “muy” y cuando γ = 0.5 corresponde al cualificador lingüístico “un poco” 
ó “no mucho”. Afirma el autor que cuando γ > 1, el efecto de la exponenciación del 
conjunto difuso A es la reducción de los grados de pertenencia de todos los x , que 
son valores dentro del intervalo [0,1] y que dicho efecto es menos notorio en los 
valores de pertenencia más cercanos a 1.  
 
Por lo anterior algunos autores como Yager (1978) citado por O'Hagan 
(1994)  afirman que la exponenciación es una manera de establecer la importancia 
relativa de los factores que representan los conjuntos difusos en los procesos de 
toma de decisiones. 
 
 
6.2.10. Comparación entre números difusos 
 
La comparación entre valores es un aspecto muy importante en los 
procesos de decisión, es así como los métodos de Análisis Multiobjetivo 
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implícitamente realizan comparaciones entre los valores de los objetivos para 
seleccionar la mejor alternativa. Por lo anterior, se presentan en este apartado dos 
operadores que se emplean con frecuencia para comparar números difusos y que 
se han incorporado a la metodología propuesta que son la “defuzificación” y la 
“posibilidad”, adicionalmente se propone el operador “distancia difusa a la meta”, 
el cual  complementa la comparación de números difusos con el operador 
“posibilidad”. 
 
Defuzificación  
 
Cuando se desean comparar dos números difusos triangulares  y A B , 
Duckstein (1991) propone el empleo de una técnica denominada “defuzificación” 
mediante la cual los números difusos son transformados a un número crisp para 
compararlos, pudiendo así determinar cual de ellos es mayor o menor. Este 
operador se emplea en la metodología propuesta para determinar el máximo valor 
entre dos números difusos. A continuación se presenta la formulación matemática: 
 
:pordosrepresentaestriangulardifusosnúmerosdosByASean  
 
( ) ( f,e,dByc,b,aA == )  
 
:comodefineseByAdecióndefuzificaLa  
 
6.25. 3
cbaA* ++=        y      3
fedB* ++=        (6.25) 
 
** ByAcrispnúmeroslosentrencomparaciólarealizarentoncespuedeSe  
 
 
En la metodología propuesta se emplea para determinar el máximo entre 
dos números difusos y como un paso que  requiere el operador “distancia difusa a 
la meta”. 
 
Medida de posibilidad 
 
La posibilidad (π ) es una medida que expresa el grado de posibilidad que 
tiene el número difuso  de ser menor que el número difuso A B , lo cual se 
representa como ( AB ≥ )π .  En otras palabras, la posibilidad puede entenderse 
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como el grado de solapamiento que existe entre dos números difusos. Así, cuando 
los números difusos son iguales, la posibilidad tendrá un valor de uno (1).  En 
tanto se vayan alejando los números, este valor se acercará cada vez más  a cero 
(0). La formulación matemática para la posibilidad en números triangulares 
asimétricos es la siguiente: 
 
 
Sean y ( )cbaA ,,= ( )fedB ,,=  dos números difusos triangulares donde la 
operación posibilidad se define como: 
 
6.26. ( )
( ) ( )
( ) ( )
⎪⎪
⎪⎪
⎩
⎪⎪
⎪⎪
⎨
⎧
−+−
−−
−+−+≥
≤
=≥
formaotrade
efab
eb
efabebsi
ebsi
AB
1
0
1
π    (6.26) 
 
Lo anterior se puede observar en la Figura 6.7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
6-14
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
b ea c
be a
be a c
f
A B 
Caso 1: π(B≥A)=1
d
 
f
A B 
d 
Caso 2: π( B≥A)=0
 
f
A B 
d 
Caso 3: π( B≥A)= ( ) ( )efab
eb
−+−
−−1
Figura 6.7. Representación gráfica de la medida de posibilidad 
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Por otro lado algunos autores utilizan en lugar de la “posibilidad” un 
operador denominado “necesidad”, la cual se define matemáticamente como la 
unidad menos la posibilidad de que no ocurra el evento P =(B≥A) , es decir que la 
necesidad se refiere al grado de imposibilidad de que ocurra el evento opuesto a 
P , expresado matemáticamente como: 
 
( ) )AB(B,AN ≥−= π1  
 
El operador “posibilidad” se empleará en la metodología propuesta para 
determinar que tanto una alternativa dada B, cumple la meta o ideal A. Sin 
embargo, este operador vale cero (0) para cualquier alternativa que no cumple la 
meta a cabalidad sin diferenciar que tanto se aleja de ella. Dado que no es lo 
mismo una alternativa que se aleje por ejemplo dos unidades de la meta que otra 
que se aleje cien unidades, en el presente proyecto se propone un operador que 
denominamos “distancia difusa a la meta” que se presenta a continuación. 
 
Distancia difusa a la meta 
 
Este operador se desarrolló en el presente trabajo como complemento al 
operador posibilidad. Mide el grado de alejamiento de la alternativa B con respecto 
al ideal A y se representa matemáticamente como sigue: 
 
 
( )
( )
( )
( ) ( )( ) ( ) ( )
⎪⎪
⎪⎪
⎩
⎪⎪
⎪⎪
⎨
⎧
−+−
−−≥−×−
=≥−
=≥
=−
formaotrade
efab
esiABeb
ABsiBA
ABsi
ABD
b11
0**
10
π
π
π
 
 
Lo anterior se puede observar en la Figura 6.8. 
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Figura 6.8. 
 
f
A B 
Caso 1: π(B≥A)=1 
             D(B-A)=0 
d
 
f
A B 
d 
Caso 2: π( B≥A)=0 
             D(B-A)=0=A*-B*
d 
Caso 3: π( B≥A)= ( ) ( )efab
eb
−+−
−−16-17
be a c
Representación gráfica de la medida de distancia 
f
A B 
( ) ( )ABeb ≥− π* D:(A-B)= 
Si se desea mayor profundidad en el tema,  se referencia a lector a Chen y 
Hwang (1992) quienes presentan además de los anteriores, una recopilación de 
20 métodos que permiten comparar números difusos.  
 
 
6.2.11. Variables lingüísticas 
 
Las variables lingüísticas permiten la valoración de variables en términos 
lingüísticos, como por ejemplo, poco, mucho, suficiente, etc. Los conjuntos difusos 
también se utilizan para representar las denominadas variables lingüísticas, las 
cuales de acuerdo a Carlsson y Fullér (2002) se definen por los siguientes cinco 
elementos: ( ) MGUxTx ,,),(,
 
Donde:  
x  es el nombre de la variable. 
)(xT es el conjunto de términos o valores lingüísticos. 
U  es el universo del discurso. 
G  es una regla sintáctica que genera los términos en . )(xT
M es una regla semántica que asocia a cada x  un  significado. 
 
Por ejemplo sean: x  las variables lingüísticas para la velocidad. 
  
  generados por  G  { }RápidoModeradoDespacioxT ,,)( =
 
[ ]
h
KmU 1000 −=  
 
⎪⎪⎩
⎪⎪⎨
⎧
=
h
KmdeencimaporVelocidadRápido
h
KmacercanaVelocidadModerado
h
KmdedebajopormenteaproximadaVelocidadDespacio
M
70
55
40
 
 
 
El ejemplo anterior se representa gráficamente en la Figura 6.9. 
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Moderado Rápido Despacio  
40 55 70 
ra 6.9. Representación de variables lingüísticas para la velocidad 
 variables lingüísticas difusas constituyen una gran ventaja respecto a la 
o se valoran generalmente las variables, esto es que al dividir el rango 
s valores en intervalos excluyentes genera grandes diferencias entre 
es cercanas a los límites de los intervalos, lo que es su mayor 
. Por ejemplo, si un intervalo determina como Despacio a valores entre 
oderado a valores entre 46 y 60. Una velocidad de 44 queda clasificada 
pacio, mientras una de 46 queda determinada como moderada. Las 
ingüísticas difusas, no crean esos abismos entre valores tan cercanos. 
eralmente, en las diferentes aplicaciones el dominio se normaliza a 
tre 0 y 1, al respecto Chen y Hwang (1992), proponen utilizar un sistema 
para convertir sistemáticamente las variables lingüísticas en sus 
ientes números difusos, mediante el empleo de ocho escalas de 
. Para cada variable lingüística se tiene su correspondiente número 
ngular y es el decisor el que elige el número de niveles que desea 
ara representar la importancia de los objetivos o los valores de los 
ara las diferentes alternativas. 
6-19
Tabla 6.1. Resumen de los términos empleados en las escalas para conversión 
de términos lingüísticos 
ESCALA 2 3 5 5 7 9 
Número de términos empleados. Dos Tres Cinco Cinco Siete Nueve 
Ninguno.      X 
Muy bajo.   X  X X 
Bajo.  X X X X X 
Medianamente bajo.    X X X 
Medio. X X X X X X 
Medianamente alto.    X X X 
Alto. X X X X X X 
Muy alto. X  X X 
Excelente.  X 
Fuente: Adaptado de Chen y Hwang (1992). 
 
Gráficamente algunas de las escalas se representan de la manera como se 
muestra en las siguientes figuras. 
 
0
0,2
0,4
0,6
0,8
1
0,0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1,0
Bajo Medio Alto
 
     Fuente: Chen y Hwang, 1992 
 
Figura 6.10. Escala de tres términos lingüísticos 
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0,0
0,2
0,4
0,6
0,8
1,0
0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1
Bajo Medianamente bajo
Medio Medianamente alto
Alto
 
   Fuente: Chen y Hwang, 1992 
 
Figura 6.11. Escala de cinco términos lingüísticos (Tipo 2) 
 
A continuación se tratarán brevemente algunos aspectos del Análisis 
Multiobjetivo tradicional, debido a que muchos de los métodos de Análisis 
Multiobjetivo Difuso, han sido derivados de los métodos clásicos.  
 
 
6.3.  ANÁLISIS MULTIOBJETIVO DIFUSO 
 
Los problemas de Análisis Multiobjetivo se pueden representar por la 
siguiente matriz de pagos: 
 
nZZZ L21  
6.27.       (6.27) 
mA
A
A
M
2
1
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
mnmm
n
n
zzz
zzz
zzz
L
MOMM
L
L
21
22221
11211
 
 
Donde se tiene un conjunto de alternativas Ai, i=1,2,…m  y un conjunto de 
objetivos Zj, j= 1,2,…,n. Asociando una calificación de desempeño Zj  de la 
alternativa Ai  con respecto al objetivo Zj y obteniendo una calificación final para la 
alternativa agregando las calificaciones para cada objetivo de acuerdo a la 
importancia relativa de los mismos. Para el análisis multiobjetivo tradicional los zij  
son únicamente datos clásicos “crisp”, mientras que para el Análisis Multiobjetivo 
Difuso también se incluyen datos difusos e incluso de carácter lingüístico.  
 
 
6-21
 
 
6-22
En general, los métodos de análisis multiobjetivo difuso, otorgan 
inicialmente a cada alternativa una calificación difusa “fuzzy rating” que 
corresponde a la agregación de los puntajes de desempeño de la alternativa con 
respecto a todos los objetivos. Posteriormente, se realiza una fase de 
ordenamiento difuso “fuzzy ranking”  en la cual se comparan el puntaje agregado 
de las alternativas mediante un método de ordenamiento difuso.  
 
Los resultados de ambas fases se denominan calificación final “final rating” 
y posición de ordenamiento “ranking order”, respectivamente.  El puntaje o 
calificación de desempeño de una alternativa con respecto a todos los atributos se 
representa por medio de un conjunto difuso, por lo que la calificación final se 
expresará también como un conjunto difuso. 
 
Los problemas del mundo real tienen una mezcla de datos clásicos “crisp” y 
datos imprecisos “fuzzy”, los cuales pueden tener una gran cantidad de 
alternativas y alcanzar cientos de atributos. 
 
De acuerdo a Chen y Hwang (1992), los métodos de Análisis Multiobjetivo 
Difuso, pueden clasificarse como se presenta a continuación: 
 
• Por el tamaño del problema que pueden solucionar (número de atributos y 
número de alternativas), clasificándose en aquellos que son apropiados para 
solucionar problemas con menos de 10 alternativas y 10 atributos, y aquellos 
que son útiles en la solución de problemas con cualquier número de 
alternativas y menos de 350 atributos. 
 
• Por el tipo de datos que pueden usar: clasificados en métodos para datos 
difusos únicamente, métodos para datos clásicos “crisp” únicamente y métodos 
para una mezcla de datos difusos con clásicos, siendo esto último lo común en 
el mundo real. 
 
• Por el método de Análisis Multiobjetivo tradicional del cual partieron: Promedios 
Ponderados (Simple Additive Weighting, SAW), Proceso Analítico Jerárquico 
(Analytic Hierarchical  Process, AHP), Método Conjuntivo (Conjunctive Method, 
CM), Método Disyuntivo (Disjunctive method, DM), Función de Utilidad 
Multiatributo (Multiple Attribute Utility Function, MAUF), métodos de prevalencia 
(Outranking Methods, OM), Maximin y métodos clásicos de Análisis 
Multiobjetivo (Análisis Multiobjetivo  Clásico).  
• Por la técnica que se requiere para aplicarlos como son los α-cortes, 
operaciones de la aritmética difusa, método de evaluación por pesos (método 
del eigenvector, ME), medidas de posibilidad y necesidad o prioridad 
(POS/NES), intuición humana, Métodos de evaluación por pesos (Weight 
Assessing Methods, WAM),  métodos de ordenamiento (Ranking Methods, RM) 
métodos de prevalencia difusa (Fuzzy Outranking Relation, FOR),  operadores 
máximo y mínimo y modelación semántica (modelación que permite convertir 
un dato lingüístico en un número difuso y este a un crisp). 
 
Lo anterior se representa en la Figura 6.12 adaptada de Chen y Hwang 
(1992), donde los números representan los principales autores en cada método. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Autores: 1.    Baas & Kwakernaak (1977) 
        Kwarkernaak, (1979) 
        Dubois & Prade (1982) 
        Chen & Mcinnis (1980) 
2. Bonissone (1980, 1982) 
3. Saaty (1977) 
4. Laarhoven & Pedrycz (1983) y
Buckley (1984, 1985) 
5. Dubois et al.(1988) 
6. Efstathiou & Rajkovic (1979) 
7. Negi (1989) 
8. Siskos et al (1984), Brans et al (1984) 
9. Bellman & Zadeh (1970), Yager (1978) 
10. Chen & Hwang (1992) 
 
10 Modelación semántica MO 
Clásico
Datos difusos y 
clásicos
9 Operadores Max y Min MaximinDatos difusos 
8FOR 
7 RM y Aritmética Difusa 
5 POS/NES CM/DM
6 Intuición Humana 
Alternativas: menos de 10 
Objetivos/Atrbutos/criterios: 
menos de 10 
4 
3 
2 
1 
WAM y operaciones
aritméticas  
ME 
Aritmética difusa 
α - corte 
AHP 
SAW 
Datos difusos 
OM 
AMA 
clásico
MAUF 
Datos difusos y 
clásicos
Datos clásicos 
Alternativas: Sin límite 
Objetivos/Atributos/criterios:  
menos de 350
Toma de
decisiones 
con Análisis
Multiobjetivo 
Difuso 
Figura 6.12. Clasificación de métodos de Análisis Multiobjetivo Difuso 
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A continuación se presentan brevemente las principales propuestas 
metodológicas del empleo del Análisis Multiobjetivo Difuso en ambientes discretos, 
es decir aquellos en los que se debe toma la decisión de entre un conjunto finito 
de alternativas.  
 
Los métodos aquí presentados se basan en la recopilación que realizaron 
Chen y Hwang (1992), para cada uno de ellos se exponen unas generalidades y 
las ventajas y/o desventajas del mismo. En los textos de los autores puede 
consultarse la formulación matemática completa y ejemplos numéricos.  
 
 
6.3.1. Métodos de promedios ponderados difusos 
 
Las propuestas que se presentan a continuación pueden emplearse para 
problemas donde tanto los pesos como las calificaciones de desempeño de los 
objetivos son de carácter difuso, los cuales son comúnmente expresados con 
variables lingüísticas. Para estos métodos se utilizará la siguiente notación: 
 
           nZZZ L21
6.28.       (6.28) 
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Donde:  
iA  es el conjunto de alternativas con mi ,,2,1 L= . 
jZ  es el conjunto de objetivos con nj ,,2,1 L= . 
ijz  es la calificación de desempeño de la alternativa i  con respecto al      
objetivo j , se representa con datos difusos.  
jy  son los pesos de importancia de los objetivos j , se representa con 
datos difusos.  
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Baas y Kwakernaak 
 
El método de Baas y Kwakernaak (1977) citados por Chen y Hwang (1992),  
consiste en seleccionar la alternativa  con mayor utilidad difusa , esta utilidad 
se determina definiendo diferentes α-cortes para los pesos  y para las 
calificaciones de desempeño en los diferentes objetivos , obteniendo para cada 
uno las parejas  ( , ) y ( , ), que representan los cortes en lado izquierdo 
y derecho respectivamente.  
iA iU
jy
ijz
−
jy
+
jy
−
ijz
+
ijz
 
Posteriormente se aplica la siguiente ecuación: 
 
6.29. 
( )
∑
∑
=
== n
j
j
n
j
ijj
i
y
z*y
U
1
1
α
αα
α
         (6.29) 
 
La formulación matemática que proponen los autores se aplica a todas las 
posibles combinaciones de parejas ( , ) y ( , ), que equivale a  veces 
para un total de 16  iteraciones por cada α-corte, de estos 16  resultados se 
determinan los valores de utilidad mínima  y de utilidad máxima . 
−
ijz
+
ijz
−
jy
+
jy
42
iMinU iMaxU
 
Los pasos anteriores se repiten para diferentes α-cortes, definiendo como 
utilidad de la alternativa, aquel número difuso triangular que se forma con las  
y  para los diferentes α-cortes, como se presenta a manera de ejemplo en la 
Figura 6.13. 
iMinU
iMaxU
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Figura 6.13. Representación de la utilidad de la alternativa  iA
 
Posteriormente se comparan las utilidades de las diferentes alternativas 
mediante técnicas de comparación de números difusos y se selecciona la de 
mayor valor. 
 
Para obtener el resultado final se debe aplicar la formulación matemática a 
 combinaciones, donde n  representa el número de objetivos del problema a 
tratar,  por ejemplo si n=5, se tendría que aplicar el algoritmo matemático 1024  
veces en la evaluación de cada alternativa, hecho que hace de este un método 
ineficiente ya que es un proceso de “ensayo y error” que implica alto costo 
computacional, por lo que no será considerado para la propuesta metodológica 
que haremos. 
n22
 
Kwakernaak 
 
La propuesta Kwakernaak (1979) citado por Chen y Hwang (1992), surge 
como una mejora al método anterior, buscando reducir el número de iteraciones 
matemáticas que se requieren para encontrar las utilidades mínima  y 
máxima . 
iMinU
iMaxU
 
Igual que el método anterior, se define un α-corte, para el cual se obtienen  
las parejas  ( , ) y ( , ), los cuales  se ordenan de mayor a menor de la 
siguiente manera: 
−
jy
+
jy
−
ijz
+
ijz
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Posteriormente, se calcula la función de utilidad en el α-corte dado, como 
, mediante la siguiente formulación matemática: [ ααα maxmin , iii UUU = ]
)
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 0 ≤ j ≤ n ⎦⎣
(6.30) 
( ) ( )
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k
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mpmp
max 11α  0 ≤ j ≤ n ⎦⎣ +== jkk 11
nterior se realiza para diferentes α-cortes construyendo 
ad, con los diferentes valores mínimos y máximos, similar 
a figura demostrativa 21 del método anterior.  Finalmente, 
es de las diferentes alternativas mediante técnicas de 
 difusos y se selecciona la de mayor valor. 
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Chen & Mcinnis 
 
El método propuesto por Chen & Mcinnis (1980) citados por Chen y Hwang 
(1992), se basa en la premisa de que la complejidad para determinar las utilidades 
de las alternativas radica en el carácter continuo de las funciones de pertenencia 
de los pesos y de las calificaciones de la alternativa en todos los objetivos.  
 
Para subsanar lo anterior proponen convertir las funciones de pertenencia a 
unas discretas, mediante el empleo de α-cortes, este método no será considerado 
en la propuesta, debido a que la discretización de las funciones de pertenencia, no 
logra representar la cantidad de información que podría almacenar una función 
triangular difusa y con ello se esta agregando implícitamente mayor imprecisión al 
problema que se está tratando.  
 
Bonissone 
 
El  método de Bonissone (1980, 1982) citado por Chen y Hwang (1992) 
considera la formulación matemática tradicional del método de promedios 
ponderados (Goicochea y et al, 1982 y Smith et al, 2000), con la diferencia en que 
tanto los pesos como las calificaciones de las alternativas en los diferentes 
objetivos pueden ser datos difusos y/o crisp, los cuales se  representan por 
números difusos triangulares. 
 
La utilidad de la alternativa se obtiene con la aplicación de la siguiente 
ecuación: 
 
6.31.     (6.31) ( )∑
=
=
n
j
ijji zwU
1
 
.
.
:
iaalternativlaparajobjetivodelValorz
jobjetivodelPesow
iaalternativladeUtilidadU
Donde
ij
j
i
=
=
=
 
 
 
Para resolver esta ecuación se aplican los conceptos de aritmética difusa 
para números difusos triangulares que se explicaron en la sección anterior. 
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6.3.2. Proceso Analítico Jerárquico (Analytic Hierarchical  Process, AHP) 
 
Este procedimiento es incluido por  Chen y Hwang (1992) como un método 
de Análisis Multiobjetivo Difuso, que se basa en el método de Comparación por 
Pares o Proceso Analítico Jerárquico (AHP - Analytic Hierarchy Process) 
desarrollado por Thomas L. Saaty (Saaty, 1977,1980) pero con una variante 
difusa, la cual hace referencia a que los pesos empleados en la formulación 
matemática dejan de ser datos crisp y son cambiadas por variables difusas.  
 
El método tradicional solita al decisor que exprese razones de importancia 
 al realizar para una comparación por pares entre las alternativas para cada 
objetivo jerárquicamente y también entre los atributos, lo que resulta en 
ija
1+n  
matrices de comparación donde  es el número de objetivos.  Cada razón  
representa la importancia relativa de la alternativa  sobre la alternativa . 
n ija
iA jA
 
La variante difusa consiste en que si un decisor considera por ejemplo que 
la es más importante que la en una proporción de 3  a 1 ( ), los autores 
proponen suavizar este valor con expresiones lingüísticas como 
“Aproximadamente de 3 a 1”  ó “con una importancia entre  y ”, 
expresiones que son representadas por números difusos triangulares. 
1A 2A 1/3
1/2 1/4
 
Este método AHP se enfoca únicamente en la imprecisión en los pesos de 
importancia relativa.  Además, implica un alto esfuerzo computacional lo que 
reduce su aplicabilidad.  
 
 
6.3.3. Método Conjuntivo/Disyuntivo Difuso 
 
Dubois, Prade & Testamale (1988) citados por Chen y Hwang (1992) son 
los autores de este método, el cual se denomina “Conjuntivo” cuando el decisor 
tiene inclinaciones pesimistas y expresa para todos lo objetivos los mínimos 
valores que está dispuesto a aceptar, rechazando aquellas alternativas con 
valores menores a las metas propuestas del decisor.  Por el contrario se denomina 
“Disyuntivo” al hacer referencia a un decisor optimista que evalúa las alternativas 
de acuerdo a un objetivo, aquel con el mayor valor en calificación, sin considerar 
que la alternativa seleccionada puede ser muy mala en los otros objetivos. 
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El procedimiento se basa en definir una alternativa ideal que puede ser 
del tipo conjuntivo o disyuntivo dependiendo del decisor, para posteriormente 
determinar las denominadas medidas de “Posibilidad” y “Necesidad” de las 
alternativas con la alternativa ideal . 
0A
iA 0A
 
La posibilidad busca como su nombre lo indica, determinar la posibilidad 
que tiene el valor de la alternativa  de acercarse al valor de la alternativa . 
(Evento P). 
iA 0A
 
La necesidad se define matemáticamente como la unidad menos la 
posibilidad de que ocurra un evento P  , es decir que la necesidad se refiere al 
grado de imposibilidad de que ocurra el evento opuesto a P .  
 
Ambas medidas se van calculando simultáneamente para cada objetivo, 
comparando la calificación de  las alternativas   con la .  Posteriormente para 
obtener  la calificación final de la alternativa se agregan los resultados, empleando 
el operador “Min” para el caso conjuntivo y el operador “Max” para el disyuntivo. 
Finalmente se escoge la alternativa de acuerdo a unas reglas para el 
ordenamiento de las alternativas. 
iA 0A
 
El método, tal como es propuesto por los autores, es muy radical, ya que se 
desplaza del absoluto pesimismo al absoluto optimismo ya que la alternativa se 
selecciona con solo parte de la información disponible porque se califica teniendo 
en cuenta el objetivo con menor o mayor valor según el caso. Sin embargo la 
propuesta considera conceptos muy importantes, los cuales se retomarán para la 
propuesta metodológica y son los siguientes: 
 
El concepto de metas difusas, ya que para un decisor no experto es 
intuitivamente más fácil expresar sus preferencias en una meta que desea 
alcanzar o por debajo de la cual no aceptaría una alternativa, que expresar en un 
valor o “peso” la importancia relativa que tienen para él los objetivos. 
 
El empleo de las medidas de posibilidad y necesidad como una opción 
adecuada para  realizar la comparación entre dos números difusos, sin necesidad 
de emplear técnicas de defuzificación que son solo aproximaciones que no están 
representando totalmente la naturaleza difusa de los pesos y las calificaciones de 
los objetivos. 
 
6.3.4. Aproximación heurística de la función de utilidad multiobjetivo 
 
Efstathiou & Rajkovic (1979) son los autores de esta propuesta, en la cual 
exponen que la manera adecuada de obtener funciones de utilidad debe basarse 
en una aproximación lingüística que considere reglas de decisión del tipo “SI…. 
ENTONCES…..” (IF/THEN rules).  Así los decisores deben expresar estas reglas 
de decisión para todas las posibles combinaciones de las calificaciones de los 
objetivos así como del resultado que se obtendrá para cada combinación. La 
cantidad de reglas asciende a  donde  representa el número de objetivos del 
problema a tratar y 
nx n
x  el número de posibles calificaciones que puede tener el 
objetivo. Por ejemplo para el caso de 5 objetivos donde cada uno como mínimo 
tuviera tres posibles valores (bajo, medio y alto) se tendrían  combinaciones 
para un total de  reglas de decisión. 
53
243
 
 
6.3.5. Topsis difuso 
 
Negi (1989) citado por Chen y Hwang (1992) propone una variante difusa al 
método tradicional de Análisis Multiobjetivo conocido como TOPSIS (Technique for 
order preferente similarity to ideal solution), método basado en distancias en el 
cual el decisor define dos alternativas ideales una positiva con metas que se 
desean alcanzar y otra negativa con metas por debajo de las cuales no se 
aceptaría ninguna alternativa.  
 
La propuesta concibe entonces calificaciones difusas para las alternativas 
en los diferentes objetivos, determinando las distancias de estas calificaciones a 
las ideales mediante fórmulas difusas y agregándolas en un solo valor de cercanía 
relativa al ideal que permite realizar el ordenamiento final de las alternativas. 
 
 
6.3.6. Variantes difusas a los métodos tradicionales de Análisis 
Multiobjetivo 
 
En este grupo se encuentra el ELECTRE III (Roy, 1978) que como se 
mencionó anteriormente incorpora la naturaleza imprecisa del proceso subjetivo 
de la decisión, introduciendo los conceptos de umbral difuso de indiferencia, 
umbral difuso de preferencia y umbral difuso de veto. 
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Por su parte Siskos  y Takeda (1984) también presentan sus propuestas 
que aunque son similares a la de Roy, varían en las fórmulas empleadas. Ambos 
construyen relaciones de dominancia y no dominancia difusa para obtener 
finalmente una relación de mejor rango difusa.  
 
 
6.3.7. Métodos Max-Min  
 
Las propuestas que se presentan a continuación pueden emplearse para 
problemas donde las calificaciones de desempeño de los objetivos son de carácter 
difuso, indicando un grado de satisfacción de representa mediante una función de 
pertenencia difusa, como se muestra en la siguiente matriz de pagos: 
 
      nZZZ L21
6.32.             (6.32) 
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Donde:  
iA  es el conjunto de alternativas con mi ,,2,1 L= . 
jZ  es el conjunto de objetivos con nj ,,2,1 L= . 
ijµ  indica que tanto  satisface el objetivo . iA jZ
 
 
Aproximación de Bellman y Zadeh 
 
Bellman y Zadeh (1970), fueron los pioneros en tratar el tema de la toma de 
decisiones en ambientes difusos, para los autores una buena decisión es la que 
satisface tanto las metas como las restricciones, por eso la definen como la 
confluencia entre ellas, interpretando esa confluencia con el conector AND que 
adquiere el sentido de intersección. Es decir, definen una decisión difusa como el 
conjunto difuso que resulta de la intersección de las metas y las restricciones así:  
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,...,,,...,, 2121
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6.33. ( ) { }mn R...RRM...MMxD ∩∩∩∩∩∩∩= 2121   (6.33) 
 
      :apertenencidefunciónsiguientelaaequivaleQue
 
6.34. ( ) ( ) ( ) ( ) ( ) ( ) ( )[ ]x,...,x,x,x,...,x,xMinx mn RRRMMMD µµµµµµµ 2121=  (6.34) 
 
Optimizando la ecuación anterior, se encontrará la decisión óptima  
como aquella que satisface el conjunto de metas y restricciones de la mejor 
manera así: 
∗D
 
6.35. ( ) ( ) ( ) ( ) ( ) ( ) ( )[ ]{ }x,...,x,x,x,...,x,xMinMaxx mn RRRMMMD µµµµµµµ 2121=∗   (6.35) 
 
Para un conjunto de alternativas  y un conjunto de objetivos  de igual 
importancia, la decisión óptima  se encuentra utilizando el método 
iA jZ
∗D MinMax − . 
Es decir, primero se selecciona para cada alternativa la calificación de desempeño 
de menor valor (Mínimo valor de los ), conformando así el conjunto difuso de 
decisión ,  posteriormente de este conjunto se selecciona como alternativa 
óptima  la que tenga el grado de pertenencia con mayor valor. 
ijz
D
∗A
 
Cuando las metas (objetivos)  y/o las restricciones tienen diferentes 
importancias las unas de las otras, Bellman y Zadeh (1970) interpretan la decisión 
como una combinación lineal en la que los coeficientes reflejen la importancia 
relativa, como se presenta a continuación: 
 
6.36. ( ) ( ) ( )[ ] ( ) ( )[ ] 1
11
=+= ∑∑
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MiD x*xx*xx ii µβµαµ   (6.36) 
 
:quetalapertenencidefuncionessonyDonde βα  
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Aproximación de Yager 
 
Por su parte Yager (1978) citado por Chen y Hwang (1992),  O'Hagan 
(1994) propone otra  alternativa para considerar la importancia relativa de los 
objetivos con el uso de la operación exponenciación explicada en el capítulo 
anterior, asociando a cada objetivo o restricción un grado de importancia α , el 
cual se incluye dentro de la Función de Decisión ( )xD  en el sentido del teorema 
original de Bellman y Zadeh (1970) como se ilustra en las siguientes ecuaciones: 
 
6.38. ( ) { }mnnnn mnnnn R...RRM...MMxD +++ +++ ∩∩∩∩∩∩∩= ααααεα 2121 2121  (6.38) 
 
Nuevamente la decisión óptima  se encuentra utilizando el método 
 en el sentido del teorema de Bellman y Zadeh (1970): 
∗D
MinMax −
 
6.39. ( ) ( ) ( ) ( ) ( ) ( ) ( )[ ]{ }x,...,x,x,x,...,x,xMinMaxx mn
mn
n
n
n
n
n
n RRRMMMD ++++++
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2
1
1
2
2
1
1
  (6.39) 
 
El parámetro α  tendrá un mayor valor, en la medida que el objetivo (meta) 
o restricción sea considerado más importante y debe cumplir la siguiente 
condición: 
 
6.40.     (6.40) ∑+
=
+=
nm
i
i nm
1
α
  
Las dos aproximaciones presentadas en este apartado han sido retomadas 
ampliamente por los diferentes autores y se han utiliza tanto para casos discretos 
como para casos continuos. A pesar de lo anterior, no serán consideradas en la 
propuesta metodológica por las siguientes razones:  
 
• Se cuestiona el tratamiento de igualdad que se propone para las metas y 
restricciones, dado que cada una tiene un significado propio y diferente. Se 
considera que esta distinción debe conservarse para obtener una buena 
decisión. 
 
• Al igual que el método Conjuntivo/Disyuntivo, estas propuestas solo consideran 
parte de la información disponible ya que se selecciona el máximo (a través de 
las alternativa) del mínimo (a través de los objetivos)  por lo que está orientado 
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a decisores de carácter pesimista ya que la calificación de desempeño final de 
una alternativa está determinada por su peor objetivo. 
 
Propuesta de Chen & Hwang 
 
Chen y Hwang (1992) proponen como alternativa para el Análisis 
Multiobjetivo  Difuso, el utilizar escalas de conversión como las presentadas en el 
capítulo anterior para convertir las variables lingüísticas a números difusos 
triangulares o trapezoidales, posteriormente emplear técnicas de defuzzificación 
para convertir los números difusos a crisp o números clásicos y finalmente 
emplear los métodos de Análisis Multiobjetivo tradicionales para seleccionar las 
alternativas. 
 
Este método no será considerado en el presente trabajo ya que de manera 
similar al método propuesto por Chen & Mcinnis (1980), la defuzzificación de las 
funciones de pertenencia es una aproximación y con ello se esta agregando 
implícitamente mayor imprecisión al problema que se está tratando.  
 
 
6.3.8. Operadores de Agregación 
 
En un proceso de decisión donde los objetivos son conflictivos entre sí, se 
hace presente el concepto de “tradeoff” o intercambio, en el cual los peores y 
mejores valores en los objetivos son compensados, de manera que un alto grado 
de satisfacción en un objetivo puede compensar la poca satisfacción en otro de 
ellos.   
 
En el capítulo anterior se discutieron los operadores unión (OR) e 
intersección (AND), el primero de ellos de carácter optimista otorgando valores 
altos a una alternativa cuando se tuviera un valor alto en cualquiera de los 
objetivos y el segundo un operador pesimista que solo otorga valores altos a las 
alternativas cuando estas tienen valores altos en todos sus objetivos. 
 
Los operadores anteriores son demasiado restrictivos en un modelo de 
decisión, sin embargo, existen algunos otros operadores denominados de 
agregación que permiten realizar compensaciones entre los objetivos, los cuales 
se explicarán a continuación.  
 
Estos operadores son de gran utilidad en los procesos de toma de 
decisiones, debido a que la agregación resultante no depende de un peso de 
importancia relativa para los objetivos o de una función de utilidad que debe 
especificar el decisor, ya que este último únicamente requiere manifestar su grado 
de optimismo.  Por los aspectos mencionados estos operadores serán incluidos en 
la propuesta metodológica. 
 
Los Operadores de Agregación OWA de su sigla en inglés “Ordered 
Weighted Averages” o promedios ponderados ordenados fueron propuestos 
inicialmente por Ronald Yager en 1988 y se definen de la siguiente manera (Fullér, 
1996; Carlsson y Fullér, 1997; Marichal, 1998; Carlsson y Fullér, 2002)  
 
deOWAoperadorUn dimensión  unasociadotienequeRRFmapeounesn n ,:, →
( ) [ ] 11,1,0,,, 121 =++≤≤∈= niTn wwyniwquetalwwwpesosWdevector LL  
( ) ∑
=
=++=
n
j
jjnnn bwbwbwaaFAdemás
1
111 ,, LL  
( )nj aaconjuntodelmayorelementoésimojelesbDonde ,,1 L−  
 
El vector  esta compuesto por los elementos de la función de decisión 
 ordenados de mayor a menor.   
jb
( )iaF
 
Un aspecto fundamental de los pesos OWA es la re-clasificación que 
realizan, es decir que para una calificación o puntaje x  no se asocia un peso en 
particular sino a una posición ordenada de dicha calificación (Marichal, 1998; 
Carlsson y Fullér,  2002). 
 
Los operadores OWA se distinguen por su función de ponderación, al 
respecto Yager (1988) citado por Carlsson y Fullér (2002) presenta los siguientes 
tres casos: 
 
6.41. ( ) ( ) { nn,T a,,aMaxa,aMaxy,,,Wcasoesteen:Max LLL 11001 ==∗ }  (6.41) 
 
6.42. ( ) ( ) { }nn,T a,,aMina,aMiny,,,Wcasoesteen:Min LLL 11100 ==∗       (6.42) 
 
6.43. Promedio ( ) n aaa,aFyn,,nWcasoesteen: nn,p
T
p
++=⎟⎠
⎞⎜⎝
⎛= LLL 1111    (6.43) 
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Como  el operador Max se asocia al conector AND y el Min al conector OR, 
los pesos OWA pueden clasificarse dependiendo de su posición entre los 
conectores AND y OR, al respecto Yager (1988) propone unas medidas para 
determinar el grado de unión del inglés Orness o grado de optimismo θ   y el grado 
de intersección o pesimismo λ que se definen como sigue: 
 
6.44. ( )∑
=
−−=
n
i
iwinn 11
1θ     (6.44) 
6.45. θλ −= 1        (6.45) 
 
Tanto más cerca esté el θ  del conector OR, su valor será más cercano a 
uno, mientras que si el valor es cercano a cero estará más cerca del conector 
AND.   
 
Lo anterior debido a que el conector OR (operador MAX) se asocia al 
optimismo del decisor ya que en un problema multiobjetivo este conector está 
expresando que se desea encontrar una alternativa que satisfaga “al menos uno 
de los objetivos” ya sea el objetivo1 ó el objetivo2 ó el Objetivon, mientras que el 
conector AND (operador MIN) se asocia al pesimismo del decisor ya que se 
interpreta como que este desea satisfacer “todos los objetivos a la vez”  es decir 
objetivo1 y el objetivo2 y el Objetivon.  
 
Con grados de optimismo mayores de 0,5 se obtienen vectores de pesos 
OWA optimistas y por el contrario con valores menores a 0,5 se obtienen pesos 
OWA pesimistas. 
 
La mayor parte de las referencias encontradas en la literatura, requieren del 
decisor la asignación directa a los pesos OWA, situación bastante difícil. Para 
solventar esta dificultad práctica Carlsson y Fuller (2002)  recomiendan Para 
generar vectores de pesos OWA se puede asociar a ellos un cuantificador ( )rϕ , 
cuya función puede ser continúa creciente o decreciente,  Carlsson y Fullér (2002) 
recomiendan emplear la función continúa creciente representada por 
 donde ( ) 0, >= αϕ αα rr [ ] [ ]1,01,0: →ϕ  que satisface los siguientes puntos: 
 
1. ( ) 00 =ϕ  
2. ( ) 11 =ϕ  
3. ( ) ( )2121 xxxx ϕϕ ≤→<  
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A cada cuantificador ϕ  se asocia un grado de optimismo θ  que se 
representa de la siguiente manera:  
 
6.46.    (6.46) ( ) ( )drroptimismodeGrado
o
∫= 1 ϕϕ
 
Para la familia de cuantificadores de función creciente se representa por: 
 
6.47. 1
11
+== ∫ αθ α drro        (6.47) 
 
El vector de pesos OWA ( )nwwwW L,, 21=  para dimensiones  se 
obtiene aplicando la ecuación que se presenta a continuación, la cual garantiza 
que los pesos sean valores entre cero (0) y uno (1) y que su suma sea la unidad 
(Legind, 2002; Carlsson y Fullér, 2002): 
2≥n
 
6.48. n,,i,n
i
n
iw i L21
1 =⎟⎠
⎞⎜⎝
⎛ −−⎟⎠
⎞⎜⎝
⎛=
αα
ϕϕ    (6.48) 
 
Para resolver la ecuación anterior el decisor expresa su grado de optimismo 
y al reemplazarlo en la ecuación 6.47 se encuentra el valor de α  el cual es 
reemplazado en la ecuación 6.48 para hallar los pesos OWA. 
 
Lo anterior se puede observar en la gráfica demostrativa de la Figura 6.14, 
donde la curva creciente representa el cuantificador ( ) ααϕ rr = . 
 
Figura 6.14. Representación de la obtención de los pesos OWA.  
     Fuente: Carlsson y Fullér (2002) 
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6.4. PROPUESTA METODOLÓGICA 
 
Realizada la revisión de literatura sobre los principales métodos de Análisis 
Multiobjetivo Difuso que se emplean a nivel mundial como alternativa para el 
manejo de la imprecisión en la información, se construyó la siguiente propuesta 
metodológica con base en el análisis realizado a las ventajas y limitaciones que 
presentan los diferentes métodos y retomando de ellos los aspectos útiles que 
hacen de esta una propuesta práctica, comprensible y fácil de emplear por los 
decisores expertos y no expertos. 
 
Es importante resaltar que la metodología propuesta es producto de un 
análisis exhaustivo de las propuestas de los diferentes autores. Se seleccionaron 
descartando los operadores una vez se evaluaron sus posibilidades, desventajas, 
ventajas, e inconvenientes prácticos.  
 
Adicionalmente se construyó un operador propio “distancia difusa a la meta” 
que complementa el operador “posibilidad”, dado que se considera que éste se 
queda corto cuando compara alternativas que no cumplen la meta a cabalidad, ya 
que a todas estas alternativas les atribuye un valor de cero (0) sin considerar cual 
se aleja más de la meta propuesta. 
 
La propuesta metodológica intenta capturar del decisor dos aspectos 
diferentes acerca de sus preferencias: primero, qué tan importante es para él cada 
dimensión (mediante metas difusas), y segundo, su pesimismo, o qué tan 
dispuesto está a soportar altas criticidades en algunas alternativas (mediante los 
pesos OWA). A continuación se presenta en detalle la propuesta. 
 
La propuesta metodológica se desarrolla en las siguientes etapas. 
 
 
6.4.1. Identificación del problema, generación de alternativas e 
identificación de los objetivos 
 
La metodología supone que ya han sido generadas las alternativas que 
serán incluidas en el proceso de decisión. Dependiendo del caso específico, de la 
información disponible y de las posibilidades de describir aspectos no 
cuantificables mediante valoraciones lingüísticas o números difusos deben 
seleccionarse los objetivos que se incluirán. 
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6.4.2. Recolección de información 
 
La presente propuesta surge como una alternativa para casos de 
imprecisión en la información que puede darse por: 
 
• Información no cuantificable. 
• Información que no puede obtenerse.  
• Información incompleta. 
• Ignorancia parcial. 
• Tiempo y/o recursos económicos insuficientes para realizar estudios que se 
requieren para tomar decisiones  
• Subjetividad en la evaluación de impactos y beneficios de tipo cualitativo y 
subjetividad que imprime al proceso la estructura de preferencias del decisor. 
 
 
6.4.3. Generación de matriz de pagos 
 
Debe identificarse la matriz de pagos Objetivos vrs consecuencias de las 
diferentes alternativas. Esta matriz de pagos puede tener algunos términos 
representados pro variables lingüísticas, o por números difusos o por números 
crisp. 
 
 
6.4.4. Fusificación de las variables lingüísticas y los números crisp 
 
Los valores de la matriz de pagos representados por variables lingüísticas 
deben ser convertidos a números difusos: una posibilidad es siguiendo las escalas 
sugeridas por Chen y Hwang (1992): igualmente los números crisp deben 
convertirse a números difusos en los que todos sus elementos son iguales y 
corresponden al número crisp, pro ejemplo si el número crisp es x=5, el número 
difuso triangular será (5,5,5). 
 
 
6.4.5. Normalización 
 
Todos los números difusos deben ser reescalados a valores entre 0 y 1. 
Normaliza(µ(a)) = µ(a)/Max(µ(a)) 
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6.4.6. Aplicación del Análisis Multiobjetivo Difuso a la matriz de pagos 
 
La propuesta se basa principalmente en el Método Conjuntivo/Disyuntivo 
Difuso de Dubois, Prade & Testamale (1988), presentada anteriormente, 
retomando de este método los siguientes aspectos: 
 
• El concepto de metas difusas para expresar las preferencias de los decisores 
en lugar de pesos.  Esta decisión se argumenta en el hecho de que usar metas 
y distancia al ideal, permite superar algunos aspectos negativos que se 
presentan con el empleo de pesos de importancia. Para el decisor es mucho 
más fácil expresar una alternativa ideal ya que su significado es claro y directo 
al valorarse en las mismas unidades de los objetivos. Sin embargo la 
metodología es flexible y no restringe a los decisores que tengan definidos 
unos pesos de importancia, ya que estos pueden incorporarlos a las 
dimensiones, previa a la agregación con los pesos OWA. 
 
• El empleo de la medida de “posibilidad” para la comparación de números 
difusos, el cual permitirá determinar que tanto una alternativa dada B, cumple 
la meta o ideal A. El operador “posibilidad” vale cero (0) para cualquier 
alternativa que no cumple la meta a cabalidad sin diferenciar que tanto se aleja 
de ella. Dado que no es lo mismo una alternativa que se aleje por ejemplo dos 
unidades de la meta que otra que se aleje cien unidades, se desarrolló el 
operador “distancia difusa a la meta”  que se explica en apartados anteriores. 
 
• El concepto de Optimismo y pesimismo (considerado por Dubois, Prade & 
Testamale (1988) citados por Chen y Hwang (1992)). Sin embargo, se 
modificará su formulación matemática tan radical que solo permite el total 
optimismo al usar el operador “Max” o el total pesimismo  al emplear el 
operador “Min”.  Para subsanar lo anterior, se propone emplear los pesos 
OWA, los cuales permiten suavizar las decisiones al presentarle al decisor la 
opción de expresar su grado de optimismo y con base en este criterio 
seleccionar la alternativa. No se le pide al decisor la valoración directa de los 
pesos OWA, sino que mediante un cuantificador y a partir de un solo un 
parámetro: el índice de optimismo, se definen automáticamente los pesos 
OWA, dada la gran dificultad practica de valorarlos directamente.  
 
Los pasos a seguir son los siguientes: 
 
• El decisor deberá entonces plantear una alternativa meta con los valores 
(difusos o crisp o variables lingüísticas) que está dispuesto a aceptar en los 
diferentes objetivos, así: 
 { }05040302010 ,,,, xxxxxA =  
 
 
 
 
dimensiones con j=1, 2 ... 5  jobjetivoelenmetaValorx
idealaAlternativADonde
j =
=
0
0 .:
• Cada meta debe normalizarse. 
 
• Cada una de alternativas  en cada objetivo iA j  tiene un valor de criticidad , 
el cual debe compararse con el valor propuesto de alternativa ideal , 
mediante la operación distancia difusa a la meta 
ijx
0
jx
( )ijj xxD −0 . Se empleará la 
siguiente formulación matemática:  
 
Distancia: mide el grado de alejamiento de la alternativa  con 
respecto al ideal  y se representa matemáticamente como sigue: 
( fedB ,,= )
)( cbaA ,,=
 
 
6.49. ( )
( )
( )
( ) ( )( ) ( ) ( )
⎪⎪
⎪⎪
⎩
⎪⎪
⎪⎪
⎨
⎧
−+−
−−≥−×−
=≥−
=≥
=−
formaotrade
efab
ebsiABeb
ABsi*B*A
ABsi
BAD
11
0
10
π
π
π
  (6.49) 
 
Donde la operación posibilidad ( )AB ≥π se define como: 
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6.50. ( )
( ) (
( ) ( )
⎪⎪
⎪⎪
⎩
⎪⎪
⎪⎪
⎨
⎧
−+−
−−
−+−+≥
≤
=≥
formaotrade
efab
eb
efabebsi
ebsi
AB
1
0
1
π      (6.50) 
 
• Posteriormente se determinará un solo valor para la alternativa  mediante la 
aplicación de los pesos OWA, para ello inicialmente el decisor debe definir su 
grado de optimismo 
iA
θ  y mediante la formulación matemática explicada en las 
ecuaciones 6.44 a 6.48, determinar los pesos OWA. 
 
• El valor agregado de la distancia difusa entre la alternativa  y el ideal  se 
determinará con la agregación OWA de las medidas de distancia difusa de los 
objetivos 
iA 0A
j   a la meta es decir: 
 
( ) ( )[ ]ijji xxDOWAAAD −=− 00  
 
• La matriz resultante tendrá valores entre cero (0) y uno (1), siendo los valores 
más cercanos a cero (0) los de mejor valor. 
 
• Obtenido la solución al problema, el decisor debe analizar si satisface sus 
preferencias y en caso contrario, con base en la solución obtenida, puede re-
iniciar el proceso planteando otros valores en la alternativa ideal, o en el 
optimismo. 
 
 
6.4.7. Ventajas de la Metodología Propuesta 
 
La propuesta metodológica fue construida con la selección y ensamble de 
las técnicas más desarrolladas, pertinentes y eficientes computacionalmente. Es 
de carácter general y tiene aplicación en los procesos de toma de decisiones en 
presencia de imprecisión en la información.  
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Adicionalmente la metodología propuesta es flexible, dado que permite la 
manipulación de todo tipo de información, esto es: datos del tipo crisp, variables 
que se valoran de forma lingüística y datos del tipo fuzzy que aunque podrían 
valorarse cuantitativamente, la información al respecto está incompleta y no puede 
obtenerse.  
 
El nuevo operador propuesto  “Distancia difusa a la meta”, permite estimar, 
no sólo si una alternativa cumple la meta en una dimensión a cabalidad, sino en 
caso de que no la cumpla, en que grado no la cumple. 
 
Por otro lado, para el decisor suele ser mucho más fácil el uso de metas y 
distancia al ideal como parámetros que representan sus preferencias, que 
expresar pesos de importancia.  Adicionalmente las metas tienen la ventaja sobre 
los pesos que no se asignan en forma relativa  sino que el decisor da cada meta 
pensando solo en el objetivo en cuestión. El modelo, dependiendo de si la meta es 
ambiciosa o no, capta implícitamente qué tan importante es para el decisor el 
objetivo, pues el decisor impondrá metas mas ambiciosas a objetivos que le 
importan más. 
 
Sin embargo la metodología es flexible y no restringe a los decisores que 
tengan definidos unos pesos de importancia, ya que estos pueden incorporarlos a 
los objetivos dimensiones, previa a la agregación con los pesos OWA. El uso de 
los pesos OWA complementa la percepción de las preferencias del decisor para 
ser introducidas en el proceso de toma de decisiones. Las metas (y pesos de 
importancia relativa, en caso de que se deseen incorporar) consideran solamente 
las preferencias relativas entre las dimensiones. Los pesos OWA incorporan la 
aversión o propensión del decisor a soportar altas criticidades, y su posición ante 
la compensación entre malas y buenas criticidades. 
 
 
6.5. CASO DE APLICACIÓN 
 
En la elección de un proyecto de carácter público se quieren considerar 
como criterios u objetivos de decisión el valor presente neto - VPN - del proyecto 
en millones de pesos, el número de empleos generados y el beneficio social 
evaluado de manera cualitativa. La matriz de pagos de este proyecto se muestra 
en la Tabla 6.2 a continuación. 
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Tabla 6.2. Matriz de pagos del problema de decision 
Objetivos (Zi) 
Alternativas VPN 
(mill.$) 
Empleo 
(# de trab.) 
Beneficio 
social 
A 80,105,110 4 Alto 
B 170,200,215 7 Bajo 
C 90,100,105 6 Medio 
 
 
El decisor ha definido los pesos de importancia relativa de los objetivos 
como se muestra en la Tabla 6.3. Igualmente en esa tabla se muestran los valores 
de los operadores de agregación y las metas definidas por el decisor. 
 
Tabla 6.3. Consideraciónes para el problema de decisiones 
 
Objetivo 
(Zi) 
Pesos de 
importancia 
relativa 
(wi) 
Operadores 
de 
Agregación 
(owai) 
Metas 
1 0.30 0.80 180,200,220 
2 0.50 0.20 5,7,9 
3 0.20 0 Alto 
 
 
6.5.1. Fusificación de variables lingüísticas  
 
Para el tercer Objetivo se usará la escala de 3 niveles que se muestra en la 
Figura 6.15 a continuación. 
 
 Bajo Medio Alto1.00 
0 0.25 0. 50 0.75 1.00 
Figura 6.15. Niveles considerados para el tercer objetivo 
 
Fusificando toda la matriz de pagos se obtienen los resultados que se 
muestran en la Tabla 6.4. 
 
Tabla 6.4. Fusificación de la matriz de pagos 
Alternativas VPN (mill.$) 
Empleo 
(# de trab.) Beneficio social 
A 80, 105, 110 4, 4, 4 0.50, 0.75, 1 
B 170, 200, 215 7, 7, 7 0, 0.25, 0.50 
C 90, 100, 105 6, 6, 6 0.25, 0.50, 0.75 
Meta 180,200,220 5, 7, 9 0.50, 0.75, 1 
 
 
6.5.2. Normalización 
 
Normalizando la matriz de pagos fusificada mostrada en la Tabla 6.4 se 
obtiene la matriz de pagos normalizada que se muestra en la Tabla 6.5. 
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Tabla 6.5. Matriz de pagos normalizada 
Alternativas VPN (mill.$) 
Empleo 
(# de trab.) Beneficio social
A 0.364, 0.477, 0.50 0.44,0.44,0.44 0.50, 0.75, 1 
B 0.773, 0.909, 0.977 0.78,0.78,0.78 0, 0.25, 0.50 
C 0.409,0.455, 0.477 0.67, 0.67, 0.67 0.25, 0.50, 0.75 
Meta 0.818, 0.909, 1 0.556,0.78, 1 0.50, 0.75, 1 
 
 
6.5.3. Cálculo de posibilidades y distancias 
 
Se calcula ahora la matriz de posibilidades y los resultados se muestran en 
la Tabla 6.6. 
 
 
Tabla 6.6. Matriz de posibilidades 
Alternativas VPN + Empleo Beneficio social 
A 0 0 1 
B 1 1 0 
C 0 0.5 0.5 
 
 
Se calculan ahora las distancias a la meta para cada alternativa como se 
muestra a continuación: 
 
 
Alternativa A, Objetivo Z1:  4620
3
5047703640
3
190908180 ...... =++−++
 
 
3380440
3
177805560 .... =−++Alternativa A, Objetivo Z2:  
 
 
4620
3
477045504090
3
190908180 ...... =++−++Alternativa C, Objetivo Z1: 
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 500
3
502500
3
175050 ..... =++−++Alternativa B, Objetivo Z3:  
 
 
 
Alternativa C, Objetivo Z2:        0.5(0.778-0.67)=0.054 
 
Alternativa C, Objetivo Z3:        (0.75-0.5)0.5=0.125 
 
Las demas distancias tienen un valor de cero. A manera de síntesis se 
muestra en la Tabla 6.7 los resultados de cálculo de las distancias. 
 
Tabla 6.7. Matriz de distancias 
Alternativas VPN + Empleo Beneficio social 
A 0.462 0.338 0 
B 0 0 0.5 
C 0.462 0.054 0.125 
Pesos 0.3 0.5 0.2 
 
 
6.5.4. Distancia ponderadas 
 
Considerando las ponderaciones definidas por el decisor se obtiene la 
matriz de distancias ponderadas que se muestra en la Tabla 6.8. 
 
Tabla 6.8. Matriz de distancias ponderadas 
Alternativas VPN + Empleo Beneficio social 
A 0.1386 0.169 0 
B 0 0 0.1 
C 0.1386 0.027 0.025 
 
 
6.5.5. Operadores de Agregación 
 
Aplicando a continuación el OPERADOR DIFUSO Max-Min con 
owa=(0.8,0.2,0) y pesos iguales se obtiene la siguiente clasificación de las 
alternativas: 
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Alternativa A: 0.8(0.169)+0.2(0.1386)=0.1629 
Alternativa B: 0.8(0.1)+0.2(0)= 0.08 
Alternativa C: 0.8(0.1386)+0.2(0.027)=0.1162 
 
Este resultado indica que la mejor alternativa es la B ya que se muestra, de 
acuerdo con los resultados anteriores, como la más cercana  a la meta. 
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Capítulo 7 
 
 
CONSIDERACIÓN EXPLÍCITA DE LA IMPRECISIÓN 
 
 
7.1.     INTRODUCCIÓN 
 
Son muchas las metodologías matemáticas y empíricas adaptadas en 
diferentes áreas científicas, sociales y económicas, entre ellas las múltiples 
técnicas de investigación de operaciones, las cuales generalmente se toman del 
ámbito puramente tecno-económico y se aplican sin mayores adaptaciones en 
áreas con alta componente social o alto impacto en decisiones que implican otras 
complejidades diferentes, trayendo consigo una serie de problemas cuyas 
consecuencias pueden llegar a traducirse en perdidas económicas y/o humanas 
incuantificables. 
 
En problemas de toma de decisiones con alto nivel de complejidad e 
imprecisión, con muchos criterios de carácter cualitativo, la imprecisión se puede 
reducir mediante el uso de reglas de decisión explicitas que interpreten los 
posibles caminos en la evaluación de los objetivos y permiten llegar a un proceso 
de toma de decisiones. Con reglas de decisión del tipo SI/ENTONCES se puede 
enmarcar el proceso de toma de decisiones de sistemas altamente complejos de 
una manera en la que se disminuye sensiblemente los aspectos asociados con las 
imprecisiones.  
 
En el caso de aplicaciones en problemas de importantes componentes 
sociales los aspectos de imprecisión son realmente importantes. Una manera 
propuesta para el manejo de la toma de decisiones en ambientes muy imprecisos 
es el uso de metodologías de análisis multiobjetivo muy controladas mediante el 
uso de tablas o reglas de decisión (Universidad Nacional de Colombia, 2002). 
Mediante este recurso se plantean las decisiones mediante combinación de 
información en un esquema tabular de toma de decisiones. Por ejemplo, una regla 
de decisión para el caso de la evaluación del riesgo por inundaciones pudiera 
plantearse como: si la vulnerabilidad social a la ocurrencia de inundaciones es alta 
y la amenaza por inundaciones es media entonces el riesgo por inundaciones es 
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alto. Obviamente que esta regla de decisión dependerá de las características del 
territorio donde se aplique. 
 
Las reglas de decisión son entonces una manera bastante simple y directa 
para el manejo de la imprecisión. Incluso estas reglas de decisión podrían 
representarse bajo consideraciones difusas. Por ejemplo, en la mezcla de la 
vulnerabilidad y la amenaza se podría considerar la representación de estas dos 
variables mediante herramientas difusas y aplicar la lógica difusa cuando se 
combinan para definir el riesgo. 
 
No es que exista un caso genérico de desarrollo de reglas de decisión para 
cualquier problema, sino que por el contrario solo se pueden definir reglas de 
decisión para casos específicos. Se presenta acá un caso de desarrollo de estas 
reglas de decisión como un camino a la consideración de la imprecisión en 
procesos complejos de toma de decisiones. Esta aplicación se realizó para el caso 
de la definición del riesgo por amenazas naturales en cuencas altamente 
intervenidas como lo son las cuencas urbanas. Se hizo todo un desarrollo de las 
reglas de decisión que permitieron finalmente definir los mapas de riesgo para un 
caso específico de aplicación. Es importante notar que las reglas de decisión 
propuestas en todos los casos son específicas del caso de aplicación mostrado. Si 
el procedimiento que se propone va a ser aplicado en otra cuenca urbana se 
requiere de la reconsideración de las reglas de decisión. 
 
 
7.2.     EVALUACIÓN DEL RIESGO 
 
El riesgo es el resultado de la combinación compleja entre dos factores, la 
ocurrencia de un evento probable (amenaza) y la vulnerabilidad que ante éste, 
tiene una comunidad y sus bienes materiales, culturales, económicos y sociales. 
La relación entre los dos factores y el riesgo es directa, es decir que, cualquier 
aumento o reducción en el valor de uno de ellos se traduce en el aumento o 
disminución del riesgo. Acá sólo se considerarán amenazas de origen natural, las 
que generalmente no son susceptibles de reducción, por lo cual la respectiva 
vulnerabilidad es prácticamente la única variable modificable a fin de disminuir el 
riesgo. 
 
La zonificación del riesgo en una microcuenca se constituye como uno de 
los pilares de su ordenamiento ya que condiciona el uso del suelo y ofrece las 
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pautas para encaminar los planes estratégicos de desarrollo en las mismas 
(Universidad Nacional de Colombia, 2003). La zonificación adecuada del riesgo 
para los fines del ordenamiento territorial debe contemplar el estudio de los 
riesgos específicos que por la acción de cada una de las amenazas identificadas, 
se presentan en la cuenca. Cada una de las amenazas existentes tendrá un 
impacto particular sobre las diferentes componentes en el sistema, lo que 
condicionará la definición de la vulnerabilidad, así se estará estimando el riesgo 
específico por acción de amenazas y vulnerabilidades específicas 
interrelacionadas entre sí (Universidad Nacional de Colombia, 2002).  
 
Lo anterior se traduce metodológicamente en la combinación de una 
amenaza específica con los indicadores de vulnerabilidad que le son propios, para 
producir la estimación del riesgo ante esa amenaza (Universidad Nacional de 
Colombia, 2002). Por ejemplo, la vulnerabilidad socioeconómica de una 
comunidad, se redefine de diferentes formas según las características espacio 
temporales de la amenaza, es decir, la amenaza sísmica tiene un dominio 
geográfico más grande que la amenaza por inundación y por tanto las 
vulnerabilidades social y económica serán diferentes respecto a cada una. 
 
A diferencia de ésta propuesta, la metodología tradicional de zonificación 
del riesgo consiste en la construcción de un único mapa de riesgo, producto de la 
combinación de un mapa de amenaza total y un mapa de vulnerabilidad total. 
Dichos mapas resultan de la ponderación de las diferentes amenazas o 
vulnerabilidades, según el caso, en un sólo mapa.  
 
Ese esquema tiene grandes desventajas a la luz del ordenamiento territorial 
puesto que en general enmascaran los problemas. Muchos de los fenómenos a 
considerar en la amenaza y la vulnerabilidad involucran diferentes escalas 
temporales y espaciales, y normalmente las combinaciones no son lineales. 
Reunir en un sólo mapa todos los eventos puede resultar, a la luz de un proyecto 
concreto a evaluar, en sobreestimación o subestimación del riesgo, limitando las 
posibilidades de desarrollo en la zona para el primer caso o en la exposición 
inadecuada en el segundo. El esquema propuesto permite al planificador hacer un 
seguimiento más detallado de los rasgos que determinan el riesgo en la cuenca lo 
cual puede ser de gran utilidad en la toma de decisiones. 
 
Se presenta inicialmente la definición de Riesgo, Amenaza y Vulnerabilidad, 
base del estudio, a continuación se presenta la metodología para la definición y 
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evaluación de las amenazas, y luego para las vulnerabilidades. Finalmente se 
presenta la  forma de evaluar el riesgo como producto de la combinación de las 
diferentes amenazas y vulnerabilidades mediante reglas lógica de decisión. 
 
Conceptos Básicos 
 
Se entiende por amenaza (A) la probabilidad de ocurrencia de un evento 
natural o antrópico en un área específica dentro de un período de tiempo, que 
afecte desfavorablemente de manera directa o indirecta, a una comunidad o a los 
bienes de ésta. La amenaza se define en función de la magnitud del evento y de 
su recurrencia en el tiempo.  
 
La vulnerabilidad (V) es el grado de exposición que tiene una comunidad y 
sus bienes materiales ante un evento amenazante. Tal y como se define, es un 
concepto social y es función de la preparación, entendimiento del entorno e 
inhabilidad por parte de la comunidad para afrontar la acción del evento 
amenazante. Se disminuye al llevar a cabo obras de mitigación (estructuras 
civiles, educación de la comunidad, etc.).   
 
El riesgo (R) es el valor esperado de las pérdidas o daños cuando se 
considera la ocurrencia del evento amenazante ante una determinada comunidad. 
Se mide en términos de perdidas de vidas humanas, heridos, daños a estructuras 
civiles, deterioro de la economía, etc.. Es función de la amenaza y la 
vulnerabilidad y han sido propuestas diferentes maneras de relacionarlas, siendo 
la más común: 
 
R = A x V. 
 
 
7.3.    EVALUACIÓN DE LA AMENAZA 
 
Puede decirse que en las áreas urbanas existe una clara interrelación entre 
los procesos naturales y la actividad humana; el hombre se convierte en 
desencadenante de procesos cuando interviene el medio de manera desordenada, 
los movimientos en masa y muchas de las inundaciones de las zonas urbanas 
ilustran bien este concepto. 
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En el caso específico de las amenazas naturales consideradas acá, se ha 
reconocido la complejidad de las interacciones entre estos fenómenos y el hábitat 
del hombre, así como la importancia de encaminar los estudios de las amenazas 
para desarrollar metodologías que sirvan de base al ordenamiento territorial. 
 
Sin embargo, esa complejidad hace difícil la estimación de las amenazas de 
forma integrada y se considera, como ya se ha enunciado, que la visión de las 
amenazas de forma independiente está más acorde con el esquema de 
sostenibilidad que se pretende dar a la planificación del territorio y particularmente  
a la zonificación del riesgo. La combinación de las amenazas independientes con 
las vulnerabilidades social, económica y físico-espacial específicas a cada una de 
ellas resultará en la zonificación de riesgos específicos. 
 
Para justificar lo adecuado de este esquema en el ordenamiento territorial, 
se puede afirmar que las amenazas naturales consideradas, tienen diferentes 
dominios espaciales y temporales, es decir, actúan en diferentes lugares del 
territorio o comprometen áreas de tamaños diferenciables y así mismo tienen 
incidencias temporales distintas en el momento del desastre y requieren períodos 
diferentes para la recuperación o reconstrucción del área afectada.  
 
 
7.3.1. Amenaza por Inundación 
 
La definición de la Amenaza por Inundación en las microcuencas es el 
resultado del modelamiento hidrológico - hidráulico del flujo por las corrientes en 
régimen gradualmente variado, siguiendo metodologías de uso común en 
hidráulica (Universidad Nacional de Colombia, 2003).  
 
Del modelamiento se obtiene la mancha de inundación para crecidas con 
diferentes períodos de retorno. La mancha de inundación correspondiente a un 
período de retorno de 100 años define las áreas donde sólo están permitidos usos 
paisajísticos en las zonas en las cuales la evaluación de amenaza, sea moderada 
a baja y esté exenta de amenaza geológica. La mancha de inundación calculada 
para un período de retorno de 500 años, se constituye como el indicativo de 
ocurrencia para la amenaza hidrológica, y definirá la zona de restricciones al uso 
por éste concepto. La evaluación de la amenaza incluye también la consideración 
de magnitud del evento de creciente, para lo cual se establecen diferentes 
evaluadores según la velocidad, la profundidad del flujo y la zona de ocurrencia 
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dentro de la cuenca, es decir, la amenaza responde a la clasificación realizada en 
la cuenca donde se evalúa de manera diferente la zona de montaña, la zona de 
transición (abanico aluvial) y la planicie aluvial, dadas las diferencias en sus 
características dinámicas. 
 
Los criterios de evaluación de la amenaza por inundación, según lo anterior, 
son los siguientes. 
 
Zona de Montaña 
 
En la zona de montaña de la microcuenca, se considera amenaza alta toda 
la zona inscrita en la mancha de inundación para el período de retorno de 100 
años, para cualquier magnitud de velocidad y lámina de flujo. Se considera 
amenaza moderada la zona comprendida entre la mancha de inundación de 100 
años y la mancha de inundación de 500 años de período de retorno evaluada con 
el caudal de los 500 años, para cualquier magnitud de velocidad y lámina de flujo. 
 
Zona de Transición 
 
En la zona de transición, al igual que en la zona de montaña, el área inscrita 
en la mancha de inundación de los 100 años, será zona de amenaza alta y se 
considera amenaza moderada la zona comprendida entre la mancha de 
inundación de 100 años y la mancha de inundación de 500 años de período de 
retorno evaluada con el caudal de los 500 años, para cualquier magnitud de 
velocidad y lámina de flujo. 
 
Planicie Aluvial 
 
En el abanico aluvial, la zona de amenaza será la zona inscrita en la 
mancha de inundación de los 100 años de período de retorno y la zona 
comprendida entre las manchas de inundación de 100 y 500 años de período de 
retorno, evaluada con las condiciones de flujo propias del caudal de 500 años. El 
nivel de amenaza estará definido por el peligro que se derive de la consideración 
entre la velocidad y profundidad del flujo, donde dichas magnitudes se obtienen de 
la evaluación hidráulica. 
 
Algunos indicadores para la clasificación de la amenaza según las 
magnitudes de la velocidad y la profundidad del flujo se resumen en la Figura 7.1. 
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Para la definición de la amenaza Alta se considera un intervalo de valores cuyos 
límites traducidos en riesgo, pueden representar desde daños graves hasta 
pérdidas de vidas. La amenaza Moderada corresponde a combinaciones velocidad 
profundidad de flujo que definan zonas de pérdidas moderadas y la zona de 
molestias será la zona de amenaza Baja. 
 
Para la mancha de inundación de 100 años de período de retorno, se define 
la zona cuya combinación velocidad – profundidad de flujo resulte en amenaza 
alta, equivalente a Daños Graves o Pérdida de Vidas (Ver Figura 7.1). La(s) 
zona(s) definidas como amenaza moderada y baja por la combinación velocidad – 
profundidad de flujo correspondiente a la zona de daños moderados (Ver Figura 
7.1). 
 
La zona comprendida entre las manchas de inundación de 100 y 500 años, 
evaluada con el caudal de 500 años de periodo de retorno, define la zona en la 
cual si la combinación velocidad – profundidad de flujo corresponde a la zona de 
Daños Graves o Pérdida de Vidas, es decir amenaza alta o moderada (Ver Figura 
7.1), se tomará como zona de amenaza moderada.  
 
Para la evaluación de la amenaza por inundaciones se deberá tener en 
cuenta el grado de afectación de los efectos de la velocidad y la profundidad del 
flujo. Se deben entonces prepara unos mapas de velocidades y niveles base para 
la construcción del mapa de amenaza, permitiendo a los profesionales tomar 
decisiones sobre la vulnerabilidad ante estos efectos. 
 
Así, se presentan 3 mapas temáticos que definen las zonas de amenaza 
hidrológica en los retiros.  
 
1. Mapa de velocidad de flujo 
2. Mapa de niveles del flujo 
3. Mapa de evaluación de la amenaza. 
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TIPOS DAÑOS POR INUNDACION Y CONDICIONES DEL FLUJO  
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Figura 7.1. Relación profundidad - velocidad del flujo durante la crecida y el 
riesgo involucrado para las planicies de inundación 
 
 
7.3.2. Amenaza Sísmica 
 
Para determinar la amenaza sísmica se establece un criterio cualitativo 
basado en el valor dado por la microzonificación sísmica TP1 PT correspondiente a las 
zonas homogéneas definidas (ver Tabla 7.1). 
 
 
 
 
 
 
 
 
 
 
 
 
                                            
TP
1
PT Proyectos “Microzonificación sísmica del área urbana de Medellín”, 1999 y Microzonificación sísmica del Valle de Aburrá, 
en proceso. 
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Tabla 7.1. Cualificación de la amenaza sísmica para el área urbana de Medellín 
según el valor de Amax en cada zona homogénea 
Zona homogénea Amax (fracciones de g) 
Zona amenaza 
sísmica 
1 0.27 Alta 
2 0.34 Alta 
3 0.30 Alta 
4 0.23 Media 
5 0.18 Media 
6 0.18 Media 
7 0.18 Media 
8 0.23 Media 
9 0.26 Alta 
10 0.38 Alta 
11 0.26 Alta 
12 0.26 Alta 
13 0.26 Alta 
14 0.20 Media 
 
Las microcuencas que se encuentren inmersas completamente en una zona 
homogénea tendrán un solo valor de amenaza sísmica, mientras que las 
microcuencas que se encuentren en dos o más zonas homogéneas, deben 
asignar los valores correspondientes de amenaza sísmica a cada una de las 
zonas en las que se divide.  
 
Para las áreas rurales se puede tomar la calificación de la amenaza dada 
por la Norma Sismorresistente Colombiana, NSR–98.  
 
 
7.3.3. Amenaza por Movimientos en Masa 
 
La zonificación de la amenaza por movimientos en masa se constituye en 
uno de los aspectos más importantes a tener en cuenta para la planeación y el 
ordenamiento del territorio en una microcuenca.  
 
La metodología para la zonificación de la amenaza por movimientos en 
masa, se basa en el enfoque geomorfológico que al ser aplicado, discrimina en la 
cuenca zonas en las que la amenaza es alta, media y baja. La Figura 7.2 resume y 
muestra sus aspectos más importantes. 
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En cada una de las zonas homogéneas será determinada la morfodinámica, 
la cual relaciona la erosión, cantidad, grado de actividad y volúmenes movidos por 
los movimientos en masa cartografiados en la microcuenca. Se tendrá entonces 
un valor cualitativo de la morfodinámica para cada zona homogénea y que 
corresponderá, al ser cartografiada en el mapa, a la zonificación de la amenaza 
por movimientos en masa. 
 
La zonificación está en términos de alta, media o baja, según la 
morfodinámica alta, media o baja de cada zona homogénea, respectivamente. 
 
Para definir la amenaza por movimientos en masa se requiere de los 
siguientes mapas: 
 
• Mapa de zonificación de amenaza sísmica 
• Mapa de zonificación de amenaza por movimientos en masa 
• Mapa de unidades superficiales 
• Mapa de unidades geomorfológicas 
• Mapa de zonas homogéneas 
• Mapa morfodinámico 
 
M. Unidades 
Geomorfológicas
M. Unidades superficiales
M. Zonas homogéneas
M. Morfodinámico
M. de amenazas por 
movimientos en masa
 
Figura 7.2. Esquema de procedimiento para la zonificación de la amenaza por 
movimientos en masa 
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7.4.     EVALUACIÓN DE LA VULNERABILIDAD 
 
Las relaciones entre los procesos naturales y antrópicos son complejos. Las 
implicaciones de la existencia de amenazas en un territorio habitado por el hombre 
son difíciles de estudiar, principalmente por las diferencias en los dominios 
temporal y espacial que caracterizan las amenazas y porque los fenómenos 
sociales no responden a modelos teóricos o empíricos usados por la ciencia. 
 
La forma en que los seres humanos entienden, conviven, enfrentan y son 
afectados por las amenazas, depende a su vez de variables tan diversas como la 
economía, la interacción con otras personas o grupos sociales, las creencias 
religiosas y políticas, los conflictos armados y su postura ante ellos, la educación, 
la edad, el sexo, etc. Estas condiciones humanas hacen que cada grupo social 
sea más o menos vulnerable a la ocurrencia de eventos amenazantes y 
determinan la manera de aproximarse al conocimiento de dicha vulnerabilidad. 
 
A continuación se establecen los criterios a evaluar para medir la 
vulnerabilidad específica que tiene una comunidad y la infraestructura existente 
ante los eventos amenazantes mencionados. 
 
Vulnerabilidad social: es función principalmente del grado de organización 
de la comunidad y del bienestar y conformación de la misma. Esa función se 
establece con base en parámetros como número de personas por familia y su 
estabilidad como grupo humano, número de organizaciones comunitarias que 
existan, tales como juntas de acción comunal, brigadas de prevención y atención 
de desastres, grupos de bomberos comunitarios, etc y su interacción con las 
organizaciones a nivel regional. 
 
Vulnerabilidad económica: es función de las condiciones económicas de 
la comunidad y de los individuos que la componen y de la posibilidad de 
recuperarse con esas condiciones a los distintos eventos cuyas secuelas pueden 
prolongarse por períodos de tiempo diferentes. Esa función se establece con base 
en parámetros como número de personas empleadas, tipo de empleo, importancia 
de la comunidad o la región en el ámbito productivo municipal, departamental, 
nacional o internacional, etc. El conocimiento de dichas características permitirá la 
clasificación de la vulnerabilidad de manera cualitativa. 
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Vulnerabilidad físico espacial: es función del estilo constructivo de las 
edificaciones y obras de infraestructura. Esa función se establece con base en 
parámetros como diseños ingenieriles según la norma vigente y así mismo, 
materiales y técnicas de construcción adecuados y acordes con los diseños e 
importancia de las obras, cumplimiento de las normas técnicas establecidas para 
el correcto funcionamientos de las mismas, estudios de suelos y estabilidad de 
laderas, etc. 
 
Para la integración de la vulnerabilidad física a la evaluación del riesgo, es 
necesario hacer una clasificación de las construcciones en función de los 
parámetros antes mencionados que permita discretizar los grupos de edificaciones 
que pueden encontrarse en un área de estudio dada. Una vez establecidos estos 
grupos, se asignan índices cuantitativos y zonificaciones cualitativos de 
vulnerabilidad de cada uno. 
 
Propuesta Metodológica 
 
Se propone una metodología encaminada a determinar los grados de 
exposición social, económica y físico-espacial específicos ante cada una de las 
amenazas naturales, de tal manera que se consideren tantas implicaciones y 
consecuencias, como sea posible, ante la ocurrencia de un evento natural en un 
lugar y tiempo dados y se haga una mejor utilización y/o planificación del territorio 
por parte de las comunidades asentadas allí. 
 
Para tal fin, se han estudiado los ya mencionados dominios espacial y 
temporal de las amenazas y se han identificado las condiciones sociales que se 
les relacionan y determinan la vulnerabilidad ante ellas. Por citar algunos 
ejemplos, la vulnerabilidad ante un sismo está en función, ente otras cosas, del 
tipo de edificación y el número de personas que la habiten, de la existencia de 
brigadas de socorro y planes de contingencia y de la capacidad de recuperarse de 
las pérdidas de vidas y bienes materiales que puedan presentarse, mientras que la 
vulnerabilidad ante un evento de crecida está en función de la proximidad a los 
cauces, de la existencia de alarmas y planes de evacuación hacia lugares 
elevados y alejados, de la altura y estilo constructivo de las edificaciones 
asentadas en las riberas de los ríos y quebradas y de su ubicación en las 
diferentes zonas en que se divide una cuenca (zona de montaña, de transición y 
llanura aluvial). 
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Adicionalmente, el dominio geográfico de la amenaza al sismo es, en 
general, más amplio que el dominio espacial de la amenaza de inundación, lo que 
consecuentemente condiciona la vulnerabilidad ante ellos y el dominio temporal es 
más grande pues la recuperación de un evento sísmico puede prolongarse por 
más tiempo. 
 
Operativamente la propuesta se traduce en la clasificación de cada una de 
las vulnerabilidades para cada una de las amenazas evaluadas en Baja, 
Moderada o Alta, siguiendo algunos criterios evaluadores que será definidos en 
los numerales siguientes. Así, cada vulnerabilidad presenta los criterios 
pertinentes a ser considerados, su evaluación y clasificación cualitativa para cada 
amenaza. Cómo resultado se obtendrá un mapa de cada vulnerabilidad ante cada 
amenaza, los cuales serán capas de información en el sistema de información, 
disponibles para que el planificador analice y estudie los diferentes componentes 
de las vulnerabilidades en la evaluación del riesgo. 
 
La síntesis de esos criterios en la conformación de un mapa de 
vulnerabilidad ante cada amenaza requiere de la adecuada combinación de los 
criterios evaluadores para lo cual la propuesta metodológica se basa en reglas 
lógicas de decisión tal que se consideren la importancia y jerarquía de éstos en la 
definición de la vulnerabilidad medida principalmente en pérdidas humanas y en 
capacidad de recuperación social.  
 
Las reglas de decisión para la evaluación de la misma vulnerabilidad ante 
diferentes amenazas pueden involucrar diferentes criterios evaluadores y en 
diferentes ordenes jerárquicos, como se precisará en cada caso.  
 
Las reglas son elaboradas con base en el conocimiento, experiencia y 
criterio de los especialistas, apoyados en talleres interdisciplinarios de evaluación 
y aplicación de las reglas de decisión propuestas a casos concretos, hipotéticos y 
posibles.  
 
 
7.4.1. Vulnerabilidad Social 
 
Como se explicó, ésta hace referencia al grado de debilidad o fortaleza 
social de una comunidad, para afrontar la ocurrencia de un evento desastroso. Los 
factores de vulnerabilidad social buscan determinar el grado de organización y 
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cohesión interna de las comunidades y su capacidad para prevenir, mitigar o 
responder a situaciones de desastre. 
 
Para determinar el nivel de vulnerabilidad social en la microcuenca, se 
construyen diferentes mapas temáticos estimados a partir de indicadores como se 
explicará en este capítulo. Los indicadores se estiman a partir de una encuesta 
socioeconómica a realizarse en las zonas de amenaza e información secundaria. 
Dichos indicadores considerados dan cuenta de procesos sociales diferentes en la 
cuenca determinantes de la respuesta de la comunidad ante cada una de las 
amenazas existentes, por lo cual para la evaluación del riesgo por cada una de 
esas amenazas, los indicadores se reclasificarán para representar 
adecuadamente las vulnerabilidades en el dominio geográfico y temporal 
adecuado. 
 
A continuación se presentan los indicadores a usarse y en las tablas a 
continuación se presentan las valoraciones para la zonificación de la 
vulnerabilidad ante las amenazas. 
 
Indicadores de Vulnerabilidad Social 
 
UEducación: 
 
Se refiere al grado de instrucción de un grupo poblacional y sus niveles de 
formación y capacitación formal y no formal, con respecto al conocimiento de la 
naturaleza, la ocurrencia y prevención de desastres. 
 
• Grado de escolaridad de los jefes de hogar: 
Busca medir los niveles de escolaridad de los jefes de hogar. 
 
• Índice de ausentismo escolar: 
Identifica la población que estando en edad primaria y /o secundaria de 
asistir a la escuela no lo hacen. 
 
• Programa de educación y prevención de desastre: 
Es una variable de tipo cualitativo que busca determinar el nivel de 
preparación, organización y operatividad en planes y comités escolares 
para la prevención de desastres. No se determina numéricamente. 
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• Programa de educación en salud: 
Población que ha recibido algún tipo de capacitación relacionada con la 
educación en salud y/o primeros auxilios. No se determina numéricamente. 
 
 
UFactor poblacional: 
 
Caracteriza la población por grupo de edad, su densidad y grado de 
hacinamiento, en relación con una región determinada o área geográfica. Para la 
medición de este factor se toman en cuenta las siguientes variables: 
 
• Densidad de la población: 
Permite medir la distribución de la población en una zona determinada. Es 
el número de personas que se encuentran en una hectárea de tierra. 
 
• Característica etáreas de la población:  
Se busca establecer la estructura de la población por grupos de edad, 
determinar dentro de ella el grupo predominante y su propensión o 
vulnerabilidad ante la ocurrencia de un evento desastroso. 
 
• Número de hogares por vivienda:  
Muestra el número de familias que comparten una misma vivienda. 
 
• Número de personas que habitan por vivienda:  
Promedio de personas que habitan por vivienda. 
 
UFactor organizativo comunitario:  
 
Con este factor se busca tener un acercamiento respecto a la dinámica 
organizativa de las comunidades localizadas en las zonas de estudio, su niveles 
de interacción con otras organizaciones del estado y su capacidad para formular, 
ejecutar y hacerle seguimiento a programas en prevención, mitigación de riesgos y 
atención de desastres. 
 
Criterios Evaluadores de la Vulnerabilidad Social 
 
Los criterios indicativos para la clasificación de la vulnerabilidad social en 
Alta, Media o Baja, están relacionados con el impacto que sobre la vulnerabilidad 
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tiene el dominios espacial y temporal de cada una de las amenazas en 
consideración. 
Los indicadores de la vulnerabilidad se definirán con base en las encuestas 
ha realizarse en las zonas diagnosticadas como de amenaza alta por las variables 
hidrológico–hidráulico y geológico–geomorfológico, y serán referidas a la unidad 
de barrio en la microcuenca. La información secundaria disponible en los barrios y 
en las microcuencas referentes a la variable social, servirá como soporte a la 
evaluación de los indicadores. 
 
En la Tabla 7.2 a la Tabla 7.4 se presentan los criterios de evaluación de la 
vulnerabilidad social y las reclasificaciones según el tipo de amenaza donde sea 
necesario. 
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Tabla 7.2. Evaluadores de vulnerabilidad social. Indicador Población 
Indicador 
Social 
Criterios evaluadores Vulnerabilidad 
Población 
  
A
m
en
az
a 
po
r 
in
un
da
ci
ón
 
A
m
en
az
a 
po
r 
Si
sm
o 
A
m
en
az
a 
po
r 
M
ov
im
ie
nt
o 
en
 
M
as
a 
 
Entre 301 y 400 A A A 
Entre 201 y 300 A A A 
D
en
si
da
d 
de
 
po
bl
ac
ió
n 
H
ab
/h
a 
Entre 1 y 200 M M M 
Menores de 14 años A  A 
Mayores de 64 años A  A 
Si la población Menores de 
14 años, Mayores de 64 
años o la suma de ambas es 
superior al 45% 
A A A 
De 40 a 64 años M  M 
C
ar
ac
te
rís
tic
as
 d
e 
la
 p
ob
la
ci
ón
 
po
r g
ru
po
s 
de
 e
da
d 
De 15 a 43 años M  M 
Menos de 4 personas M M M 
de 5 a 8 personas A A A 
N
úm
er
o 
de
 
pe
rs
on
as
 p
or
 
vi
vi
en
da
 
más de 8 personas A A A 
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Tabla 7.3. Evaluadores de vulnerabilidad social. Indicador Educación 
Indicador Social Criterios 
evaluadores 
Vulnerabilidad 
Educación 
  
A
m
en
az
a 
po
r 
in
un
da
ci
ón
 
A
m
en
az
a 
po
r 
Si
sm
o 
A
m
en
az
a 
po
r 
M
ov
im
ie
nt
o 
en
 
M
as
a 
 
Primaria 
completa 
M  M 
Algún grado de 
primaria 
A  A 
Grado de 
escolaridad 
de los jefes 
de hogar 
 
Sin ningún 
grado de 
escolaridad 
A  A 
Si existe un 
porcentaje 
mayor del 30% 
de niños que 
están por fuera 
del sistema 
educativo 
A  A 
Entre 20 y 30% A  A E
n 
bá
si
ca
 p
rim
ar
ia
 
Menor del 10% M  M 
Si existe un 
porcentaje 
mayor de 30% 
de jóvenes que 
están por fuera 
del sistema 
educativo 
A  A 
Entre 20 y 30% M  M 
Cobertura 
educativa en 
básica 
primaria y 
básica 
secundaría 
En
 b
ás
ic
a 
se
cu
nd
ar
ia
 
Menor del 10% M  M 
Sin formular A  A 
Formulado sin 
implementar 
A  A 
Plan y programa 
en educación y 
prevención de 
desastre a nivel 
escolar En ejecución M  M 
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Tabla 7.4. Evaluadores de vulnerabilidad social. Indicador Organización 
Comunitaria 
Criterios evaluadores Vulnerabilidad 
Organización Comunitaria 
 
A
m
en
az
a 
po
r 
in
un
da
ci
ón
 
A
m
en
az
a 
po
r 
Si
sm
o 
A
m
en
az
a 
po
r 
M
ov
im
ie
nt
o 
en
 
M
as
a 
Interactúan con organismos de 
socorro y/o con el Sistema 
Municipal de Prevención,(comités 
de emergencia) 
B M M 
Interactúan con otras 
organizaciones del sector, 
incluyendo el educativo 
M A M 
Organizaciones que actúan 
independientemente de las demás y 
no tienen ningún plan de 
emergencias y desastres 
A A A 
 
 
Reglas de decisión para la Vulnerabilidad Social 
 
En las Tabla 7.5 a 7.7 se presentan las reglas de decisión para evaluar la 
vulnerabilidad social ante cada una de las amenazas. Cada columna de la tabla 
presenta una de las posibles combinaciones que según los indicadores evaluados 
como los más relevantes por la variable social y el grupo interdisciplinario de 
expertos, permitirán establecer una evaluación cualitativa para la vulnerabilidad.  
 
En todos los casos de evaluación de las vulnerabilidades (social, económica 
y físico espacial) se seguirá la misma metodología de decisión, donde el proceso 
de construcción de las reglas se basó en un ejercicio de jerarquización de la 
importancia que sobre la vulnerabilidad tienen los diferentes indicadores. Por 
ejemplo el indicador Grupos Etáreos puede ser determinante durante la 
inundación, sin embargo durante un evento sísmico, la población de todas las 
edades puede ser igualmente afectada o en otras palabras, no hay ventajas 
comparativas de resistencia ante el evento para los adultos sobre los ancianos o 
niños.  
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La estructura de las tablas que contienen las reglas de decisión siguen el 
siguiente esquema: En la primera columna de la Tabla 7.5, donde se presenta la 
vulnerabilidad social ante la inundación, se tiene que es suficiente con que el 
indicador Número de personas por vivienda, sea Alto (A), para que la 
vulnerabilidad se considere Alta (A). En la segunda columna, se evalúa el caso en 
que el indicador mencionado sea Moderado (M) en combinación con otros 
indicadores. 
 
Tabla 7.5. Reglas de decisión para la vulnerabilidad social ante la inundación 
 Clasificación de vulnerabilidad social ante la inundación 
Densidad de población  A - M M M 
Grupos etáreos  A M 
Número de personas por vivienda A M M M 
Organización comunitaria  A M B 
 A A M B 
 
 
Tabla 7.6. Reglas de decisión para la vulnerabilidad social ante el sismo 
 Clasificación de vulnerabilidad social ante el sismo 
Densidad de población A  M 
Organización comunitaria  A M 
 A A Moderada 
 
 
Tabla 7.7. Reglas de decisión para la vulnerabilidad social ante el movimiento en 
masa 
 Clasificación de vulnerabilidad social ante el movimiento en masa 
Densidad de población A A A A A M M M M 
Organización comunitaria A M M A A M B   
Número de personas por 
vivienda 
A A A M A M M M A 
Grado de escolaridad del jefe de 
hogar 
A M  M M M B A A 
 A A A M A M B M A 
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7.4.2. Vulnerabilidad Económica 
 
Determina la capacidad de respuesta de habitantes y comunidad en su 
conjunto para atender con medios propios acciones de prevención y mitigación o 
en casos más desafortunados los efectos de un desastre, por sismo, inundación 
y/o deslizamiento. 
 
Para determinar el nivel de vulnerabilidad económica de la población en el 
marco de análisis (zonas de amenaza de la microcuenca), se utilizan factores 
susceptibles de ser valorados como: usos y tenencia de vivienda o predio, ingreso 
y empleo. A continuación se definen las variables que componen dichos factores 
con sus unidades de medida, forma de cálculo y nivel cualitativo de vulnerabilidad. 
 
Indicadores de Vulnerabilidad Económica 
 
UIngreso: 
 
Mide la capacidad económica de las familias de un asentamiento para 
prevenir, soportar o afrontar los efectos de una amenaza natural.  Se establece a 
través del ingreso familiar. 
 
UIngreso familiar U(Yf): 
 
Conformado por los ingresos monetarios percibidos por los hogares, 
valorados en salarios mínimos mensuales legales vigentes. Para su cálculo se 
requiere: información actualizada a un año base, medición por salario mínimo / 
hogar del año respectivo y desagregación con la unidad de análisis. 
 
YBt B = YBt B  /  SMMLBt B 
 
Donde YBt B representa los ingresos familiares corrientes en el año t, y SMMLBt B  
el salario mínimo mensual legal vigente en el año t 
 
UEmpleo: 
 
Se refiere a la estructura de empleo y posibilidades de acceso a fuentes de 
trabajo que caracterizan a una comunidad.  Es medido a través de dos 
componentes: 
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• Índice dependencia (IDp) 
Establece la relación entre el número de personas activas de la familia con 
empleo y las personas activas desocupadas. 
 
                           IDp = NPd / NPe 
 
Donde NPd es el número de personas activas desocupadas y NPe es el 
número de personas activas empleadas 
 
• Índice desempleo (ID) 
Muestra la proporción de la población económicamente activa que realiza 
diligencias para buscar empleo.  En otras palabras es la proporción de la 
población económicamente activa que se encuentra desempleada.  Se establece a 
través de la siguiente relación: 
 
                       ID = PEAd / PEA 
 
Donde ID es el índice de desempleo, PEAd la población económicamente 
activa desempleada, y PEA la población económicamente activa 
 
U so y tenencia de la vivienda o predio: 
 
Se refiere a los usos y características de tenencia de la vivienda o predio en 
una comunidad, urbana o rural según sea el caso.  Sus variables a calcular son: 
 
• Usos de la vivienda (Uva) 
Muestra la proporción de viviendas o predios caracterizados por la 
existencia de actividades dedicadas a la producción de bienes y/o servicios de los 
sectores primario, secundario o terciario a menor escala.  Es decir, determina la 
relación de las viviendas o predios con algún tipo de negocio (ya sea 
famiempresa, microempresa, explotación agrícola o pecuaria) sobre el total de 
viviendas o predios, dependiendo si se encuentran en suelo urbano o rural 
respectivamente. 
 
                          UVa = VNa / Vt 
 
  
7-23
Donde UVa son los usos de la vivienda, VNa son las viviendas o predios 
con alguna actividad económica: agrícola, pecuaria, comercio, servicios, etc, y Vt 
es el total de viviendas. 
 
• Tenencia de la vivienda 
Muestra la forma de apropiación de la vivienda: propia, en arriendo, 
invasión y otra forma (por donación, préstamos). 
 
                      Tv = Ta / Vt 
 
Donde Ta es el tipo de apropiación: propia, arrendamiento, invasión u otra 
forma, y Vt es el total viviendas o predios 
 
Criterios Evaluadores de la Vulnerabilidad Económica 
 
Los criterios indicativos para la clasificación de la vulnerabilidad económica 
en Alta, Media o Baja, están relacionados con el impacto que sobre la 
vulnerabilidad tienen los dominios espacial y temporal de cada una de las 
amenazas en consideración. 
 
Los indicadores de la vulnerabilidad se definirán con base en las encuestas 
ha realizarse en las zonas diagnosticadas como de amenaza alta por las variables 
hidrológico–hidráulico y geológico–geomorfológico, y serán referidas a la unidad 
de barrio o vereda en la microcuenca. La información secundaria disponible en los 
barrios o veredas referentes a la variable económica, servirá como soporte a la 
evaluación de los indicadores. 
 
En la Tabla 7.8, se presentan los criterios de evaluación de la vulnerabilidad 
económica y las reclasificaciones según el tipo de amenaza donde sea necesario. 
Estos criterios evaluadores para la vulnerabilidad económica son considerados 
igualmente importantes dentro de cada una de las amenazas. Sin embargo, entre 
amenazas estos mismos indicadores reciben una calificación distinta, debido a 
que las posibles perdidas económicas difieren mucho si se trata de un sismo, una 
inundación o un deslizamiento. 
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Tabla 7.8. Criterios evaluadores de vulnerabilidad económica. Todos los 
Indicadores 
Criterios Evaluadores Vulnerabilidad 
 Amenaza por 
inundación 
Amenaza por 
Sismo 
Amenaza por 
Movimiento 
en Masa 
Indicador Ingreso familiar    
Si en promedio la población devenga ingresos 
familiares menores o iguales a 2 smmlv su 
vulnerabilidad se considera: 
A A A 
Si en promedio la población devenga ingresos 
familiares entre 2 y 3 smmlv su vulnerabilidad 
se considera: 
A A A 
Si en promedio la población devenga ingresos 
familiares entre 3 y 4 smmlv su vulnerabilidad 
se considera: 
M A A 
Indicador Dependencia    
Si en promedio la población de jefes de hogar 
cuenta con 4 o mas dependientes, su 
vulnerabilidad se considera: 
A A A 
Si en promedio la población de jefes de hogar 
cuenta con 3 dependientes su vulnerabilidad se 
considera: 
A A A 
Si en promedio la población de jefes de hogar 
cuenta entre 1 y 2 dependientes su 
vulnerabilidad se considera: 
M A A 
Indicador Desempleo    
Si en promedio el índice de desempleo de la 
PEA es igual o superior al 20% entonces su 
vulnerabilidad se considera: 
A A A 
Si en promedio el índice de desempleo de la 
PEA esta entre el 10% y el 20% entonces su 
vulnerabilidad se considera: 
M M M 
Si en promedio el índice de desempleo de la 
PEA es igual o inferior al 10 % entonces su 
vulnerabilidad se considera: 
 
B M M 
Indicador Uso de la vivienda o predio    
Si en promedio el uso de la vivienda o predio 
es industrial la vulnerabilidad del sector se 
considera: 
A A A 
Si en promedio el uso de la vivienda o predio 
es residencial productivo la vulnerabilidad del 
sector se considera: 
A A A 
Si en promedio el uso de la vivienda es 
residencial comercial la vulnerabilidad del 
sector se considera: 
A A A 
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Criterios Evaluadores Vulnerabilidad 
 Amenaza por 
inundación 
Amenaza por 
Sismo 
Amenaza por 
Movimiento 
en Masa 
Si en promedio el uso de la vivienda es 
residencial con prestación de servicios la 
vulnerabilidad del sector se considera: 
M A M 
Indicador Tenencia de la vivienda o predio    
Si en promedio la forma de tenencia de la 
propiedad es propietario la vulnerabilidad del 
sector se considera: 
A A A 
Si en promedio la forma de tenencia de la 
propiedad es poseedor la vulnerabilidad del 
sector se considera: 
M A A 
Si en promedio la forma de tenencia de la 
propiedad es arrendatario la vulnerabilidad del 
sector se considera: 
B M M 
* El sector se considera como barrio en la zona urbana y, vereda en la zona rural 
Propietario: quien posee documento de compraventa o escritura 
Poseedor: quien es ocupante de hecho (invasor) o en usufructo (prestada) 
 
Reglas de decisión para la Vulnerabilidad Económica 
 
Para la evaluación de la vulnerabilidad económica, a diferencia de las otras 
vulnerabilidades, se considerará que todos los criterios evaluadores son 
igualmente importantes en su definición, así las reglas de decisión para la 
conformación del mapa de vulnerabilidad económica ante cada amenaza son las 
siguientes. 
 
• Si los cinco criterios evaluadores económicos son altos, independientemente 
del tipo de amenaza, la vulnerabilidad económica se considera alta (A). 
• Si los cinco criterios evaluadores económicos son moderados, 
independientemente del tipo de amenaza, la vulnerabilidad económica se 
considera moderada (M). 
• Si de los cinco criterios evaluadores económicos a lo máximo dos de ellos (1 ó 
2) son moderados o bajos y los restantes son altos, independientemente del 
tipo de amenaza, la vulnerabilidad económica se considera alta (A). 
• Si de los cinco criterios evaluadores económicos al menos tres de ellos (3 ó 4) 
son moderados y los restantes son altos, independientemente del tipo de 
amenaza, la vulnerabilidad económica se considera moderada (M). 
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• Si de los cinco criterios evaluadores económicos a lo máximo dos de ellos (1 ó 
2) son bajos y los restantes son moderados, independientemente del tipo de 
amenaza, la vulnerabilidad económica se considera moderada (M). 
• Si de los cinco criterios evaluadores económicos al menos tres de ellos (3 ó 4) 
son bajos y los restantes son moderados, independientemente del tipo de 
amenaza, la vulnerabilidad económica se considera baja (B). 
• Si de los cinco criterios evaluadores económicos al menos tres de ellos (3 ó 4) 
son bajos y los restantes son altos, independientemente del tipo de amenaza, 
la vulnerabilidad económica se considera moderada (M). 
 
 
7.4.3. Vulnerabilidad Físico Espacial 
 
La vulnerabilidad físico espacial se refiere a la localización de los 
asentamientos humanos en zonas de amenaza y a las deficiencias en las 
estructuras físicas existentes allí para “absorber” los efectos de las amenazas 
consideradas TP2 PT. 
 
La vulnerabilidad física se da por dos causas básicas: 
 
Ubicación: la ubicación de las áreas urbanas sobre zonas que estén o 
puedan estar bajo amenaza, (ocurrencia de evento). 
 
Condiciones de la construcción: se refiere a la capacidad. de las 
construcciones o infraestructura urbana, de soportar un fenómeno adverso, 
(Magnitud del evento). 
 
Metodológicamente, el análisis de la vulnerabilidad físico espacial en un 
área determinada, en este caso una microcuenca, requiere de la estimación de los 
factores de amenaza en la zona de estudio, en cuanto el dominio geográfico y 
espacial de ésta, condiciona el grado de exposición de los asentamientos y su 
infraestructura, así como la dinámica geográfica y temporal de los elementos en 
exposición. 
 
                                            
TP
2
PT LA AMENAZA Y LA VULNERABILIDAD EN EL ANÁLISIS DE RIESGO, La microcuenca de la quebrada La 
Iguaná, Medellín mayo de 1998. 
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Los factores de vulnerabilidad son evaluados de manera cualitativa a partir 
de trabajo de campo. Como unidad de análisis se tomaron las unidades 
morfológicas homogéneas desde el punto de vista urbanístico, trascendiendo así 
la noción del barrio. Se considera que una misma morfología puede repetirse 
indefinidamente a lo largo de una microcuenca y si bien algunos barrios se pueden 
encontrar en procesos primarios de formación, la génesis de la morfología llega o 
puede llegar a ser determinante en la consolidación de un determinado barrio. 
 
A continuación se describen los parámetros de análisis para la definición de 
la vulnerabilidad físico espacial. 
 
Indicadores de Vulnerabilidad Físico Espacial 
 
UForma Urbana: 
 
Corresponde con la morfología de los sectores analizados, para el análisis 
de riesgo se tomaron en cuenta los siguientes criterios de evaluación: 
 
• Urbanización planificada. Se trata de todas aquellas urbanizaciones que han 
sido concebidas y construidas en su totalidad, que durante todo el proceso 
siguieron las normativas propuestas por la Oficina de Planeación Municipal y 
que se encuentran debidamente legalizadas ante esta dependencia 
 
• Áreas urbanas desarrolladas sin claros procesos de planificación. Se incluyen 
en este criterio todas aquellas urbanizaciones que si bien fueron legalizadas y 
construidas, como urbanización, las edificaciones no contaron con los mismos 
rigores de aplicación y control, son edificaciones que han evolucionado a lo 
largo del tiempo, pueden encontrarse legalizadas y algunas pueden contar con 
planos aprobados. Registran por lo general mayores densidades de ocupación 
del suelo y en algunos casos, registran índices de construcción por encima de 
los aprobados por la Oficina de Planeación Municipal. 
 
• Procesos de invasión. Se cuenta a este nivel con aquellas áreas urbanas que 
no cuentan con procesos de planificación, es decir, se han desarrollado de 
manera espontánea y/o con muy bajos niveles de urbanización.  Por su 
conformación, son áreas que registran altos índices de ocupación del suelo y 
tienden hacia un crecimiento en altura con muy bajos controles de aplicación. 
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• Normas Sismorresistentes. Definidos estos criterios se aplicó un nuevo criterio 
concerniente a la aplicabilidad de normas sismorresistentes, pues se considera 
este parámetro como fundamental en la determinación del riesgo ante 
amenazas de sismo, inundación y deslizamiento. Éste parámetro presenta dos 
períodos bien marcados, las edificaciones realizadas antes de la aparición del 
primer código y aquellas construidas luego de la norma sismorresistente, NSR-
98, vigente desde el año 1998. 
 
Así las cosas, se definen tres nuevos criterios de análisis de la vulnerabilidad 
para la definición de los riesgos.  Estos son: 
 
9 Áreas urbanas construidas antes de 1980, donde se supone que no 
existen criterios sismorresistentes en el diseño estructural 
9 Áreas urbanas construidas entre 1980 y 1998, periodo concerniente al 
primer código 
9 Áreas urbanas construidas luego de la aparición de la Norma 
Sismorresistente, NSR-98. 
 
UEstructura urbana: 
 
Corresponde con la estructura de funcionamiento de cada uno de los 
barrios y de la morfología que ellos generan. Para su análisis se plantean los 
siguientes criterios de evaluación: 
 
• Presencia de al menos una centralidad. Conformada de preferencia, por 
espacios públicos efectivos, a los cuales la población pueda acudir en caso de 
la ocurrencia de algún evento. La eventualidad que este espacio sea ocupado 
bien por la inundación o por un deslizamiento agravaría las condiciones de 
vulnerabilidad.  Por tal motivo, es necesario tener en cuenta no solo la 
localización del espacio público sino el tamaño de éste, ante el número de 
población que podría llegar a albergar. 
 
• Inexistencia de centralidades. De preferencia conformadas por espacios 
públicos efectivos o centralidades reconocidas y validadas por la población. 
Debe incluirse en este criterio la ineficiencia por tamaño o por localización con 
respecto a la ocurrencia de eventos de inundación o deslizamiento. 
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UAccesibilidad: 
  
Se determina como la facilidad con que se cuenta para evacuar o atender 
en caso de ocurrencia de algún evento que bien sea sismo, deslizamiento o 
inundación.  Se determinan los siguientes criterios de evaluación: 
 
• Articulación con un sistema vial, al menos por una vía arteria. Se considera 
este tipo de vías por su dimensionamiento, su reconocimiento por parte de la 
población, porque cuenta con las principales rutas de transporte que irrigan la 
microcuenca y sus especificaciones técnicas las hacen menos vulnerables.  La 
presencia de amenazas de deslizamientos sobre el sistema arterial lo 
descalifica ante la eventualidad de este fenómeno. 
 
• Articulación con el sistema vial, al menos por una vía colectora. Su clasificación 
es diferente pues no necesariamente son vías que cuentan con diseños viales 
para soportar algunos eventos e igualmente no necesariamente cuentan con 
especificaciones para garantizar una rápida atención o evacuación en caso de 
ocurrencia de algún evento. 
 
• Desarticulado. Se considera cuando el sector no cuenta con formas claras de 
articulación, cuando su conexión depende de vías de servicio o cuando los 
sistemas colectores y arteriales se encuentran expuestos a amenazas 
sísmicas, hidrológicas o de deslizamiento y la atención a la comunidad se hace 
difícil, como ocurrió en el caso de Villatina. 
 
• Presencia de transporte público, con varias rutas. Los espacios de circulación 
del transporte público son de alto reconocimiento por parte de los pobladores y 
pueden llegar a servir de rutas de evacuación, así no se trate de vías 
colectoras o arteriales.  La presencia de transporte público facilita la 
evacuación, así no garantice la atención en caso de ocurrencia de un evento. 
 
• Ausencia de transporte. En caso que no se cuente con sistemas masivos (bus, 
metro), o carezca totalmente de sistemas ágiles de movilización masiva de la 
población. 
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UÁreas articuladoras: 
 
Corresponde con la presencia de espacios públicos efectivos a nivel de las 
zonas homogéneas.  Se parte del parámetro establecido por el Decreto 1504/98, 
donde se determina que el espacio público efectivo como aquel de carácter 
permanente, conformado por zonas verdes, parques plazas y plazoletas, el cual 
debe alcanzar un mínimo de 15 m P2 P por habitante.  La importancia de este espacio, 
ante el caso de ocurrencia de un evento se centra en la posibilidad de la población 
a desplazarse a un lugar seguro, reconocido y validado por la población.  Así, se 
determinan los siguientes criterios de evaluación: 
 
• Presencia de más de un espacio público efectivo. Cuando el espacio efectivo 
se encuentra disperso en la morfología, se generan mejores posibilidades de 
desplazamiento hacia este tipo de lugares, disminuyendo las condiciones de 
riesgo para la población en el caso de eventos sísmicos principalmente y en 
segundo lugar en el caso de eventos de deslizamiento o inundación. 
 
• Presencia de al menos un espacio público efectivo. En el caso de que este se 
encuentre concentrado en un sólo lugar, llega a dificultarse la accesibilidad a 
él, sin embargo su presencia garantiza la posibilidad al menos para una parte 
de la población de poder refugiarse en los momentos críticos. 
 
• Ausencia de espacios públicos efectivos. Se considera la ausencia cuando 
realmente no existen sobre la morfología o en un área inmediata a ella, o 
cuando estos espacios se encuentran sometidos en una proporción 
considerable (mas del 50%) a amenazas de inundación o deslizamiento. 
 
UEquipamiento: 
 
Se refiere a la presencia de iglesias, escuelas, atención en salud, 
recreación y cultura. Para efectos de dimensionamiento del riesgo, sólo se 
considera la presencia de establecimientos educativos y/o atención en salud, pues 
en general se cuenta con áreas bajo cubierta que presentan niveles de 
vulnerabilidad diferentes a los centros de culto o equipamientos culturales, por sus 
mismos principios de diseño arquitectónico y estructural.  Los criterios se deben 
analizar bajo la presencia de amenazas de sismo, inundación, deslizamiento y 
sanitario, por tal motivo se definieron los siguientes criterios: 
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• Presencia de la menos un equipamiento de salud y/o educación, por fuera de 
las áreas de amenaza. 
 
• Ausencia total de equipamientos de educación y/o salud.  Se considera que su 
localización en áreas de amenaza alta, es comparable con la ausencia total del 
equipamiento. 
 
UInfraestructura básica de servicios: 
 
• Energía eléctrica. Aunque se considera el sistema como de baja vulnerabilidad 
ante las amenazas de inundación, sismo y deslizamiento, las formas como se 
realizan las instalaciones modifican el comportamiento del riesgo y el 
aprovechamiento que dan las comunidad a las redes puede llegar a acentuar 
las características del evento.  Se definen así los siguientes criterios: 
 
9 Mas del 20% de las edificaciones de la morfología con conexiones piratas 
9 Mas del 50% de las edificaciones de la morfología contando  con 
conexiones formales 
9 La cobertura formal es igual al 100% 
 
• Acueducto. Las redes deben evaluarse en cuanto a la actualización, si se 
cuenta con redes de PVC, asbesto o si se cuenta con redes informales, es 
decir mangueras de plástico, acequias u otro tipo de conducción informal. 
 
• Alcantarillado. Se analiza bajo los criterios de formalidad e informalidad de los 
sistemas  
 
• Transporte de hidrocarburos. Para el análisis de este criterio solamente se 
considera la presencia o no de la infraestructura, bien sea por el área de la 
morfología o en sus inmediaciones. 
 
• Vías.  Las vías solo se analizan ante las amenazas de inundación y 
deslizamiento, pues ante estas amenazas, las condiciones de las vías pueden 
llegar a facilitar la evacuación o acentuar los efectos del evento, pues la red 
vial puede asimilarse a la red de drenaje. A pesar que su análisis se  relaciona 
con los aspectos de accesibilidad, es necesario tener en cuenta otros criterios 
como son: 
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9 Predominancia de vías de pendientes de pendiente suave a moderada, 
entre 0% y 10%. 
9 Predominancia de vías con pendientes moderadas a altas. Entre 10% y 
30% 
9 Predominancia de vías con pendientes altas a fuertes.  Superiores al 30%. 
 
• Edificaciones. Las tipologías solo son analizables en el caso de las amenazas 
sanitarias, pues para los fenómenos sísmicos, de inundación y deslizamiento, 
el análisis de la morfología urbana incluye la tipología de la construcción.  Sin 
embargo en el primero de los casos, la morfología urbana puede considerarse 
independiente, siendo de mayor impacto los niveles de densidad de ocupación 
y de construcción, independientemente de si se trata de urbanizaciones 
formales, informales o de invasión. 
 
• Los usos del suelo.  Se observa necesario involucrar este parámetro en el 
análisis de las diferentes amenazas, a partir de los siguientes criterios: 
 
9 Predominio del uso residencial 
9 Predominio del uso industrial con presencia de industrias químicas 
9 Predominio de uso industrial sin presencia de  industrias químicas 
9 Predominio del uso comercial 
9 Predominio de usos agrosilvopastoriles. 
 
Criterios Evaluadores de la Vulnerabilidad Físico Espacial 
 
En las Tabla 7.9 a 7.11 se presentan los criterios evaluadores asociados 
con la vulnerabilidad Físico Espacial. 
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Tabla 7.9. Criterios evaluadores de la vulnerabilidad físico espacial ante la 
amenaza de inundación 
Criterios evaluadores  Vulnerabilidad Físico 
Espacial ante la amenaza 
de inundación 
Urbanización planificada B 
Áreas urbanas desarrolladas sin claros 
controles urbanísticos 
M-A 
Forma 
Procesos de invasión A 
Sin centro A Estructura 
Con al menos un (1) centro M 
Articulación con sistema vial al menos por 
una vía arteria 
B 
Articulación con sistema vial al menos por 
una vía colectora 
M 
Articulación con sistema vial por mas de una 
vía  
B 
Desarticulado del sistema vial A 
Presencia de transporte público con varias 
rutas 
B 
Presencia de transporte público con una 
ruta 
M 
Accesibilidad 
Ausencia de transporte A 
Pendientes suaves a moderadas 0% – 10% 
A 
Pendientes moderadas a altas 10% - 30% 
A 
Pendientes altas a fuertes >30% B 
Área Urbana 
 
Vías 
Presencia de al menos un espacio público 
efectivo 
M 
Presencia de mas de un espacio público 
efectivo 
B 
Ausencia de espacio público 
efectivo 
A 
Presencia De retiros de quebradas M 
Areas Articuladoras 
Ausencia de retiros de quebradas A 
Presencia de al menos un equipamiento en 
educación y/o salud 
M Equipamiento 
Ausencia de equipamiento en educación y/o 
salud 
A 
ENERGÍA ELÉCTRICA 
 
Conexión pirata o informal > 30%  A 
Conexión pirata o informal < 35% M 
Redes subterráneas B 
   
Espacio 
público 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
Infraestructura de servicios 
Básicos 
ALCANTARILLADO   
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Criterios evaluadores  Vulnerabilidad Físico 
Espacial ante la amenaza 
de inundación 
Redes formales anteriores a 1995 M 
Redes formales posteriores a 1995 B 
  
Redes informales (tomas artesanales 
piratas) 
A 
Predominio Uso Residencial A 
Predominio Uso Industrial química M 
Predominio Uso Industrial M 
Predominio Uso Comercial M 
Edificaciones 
  
  
  
  
Usos 
  
Uso Agrosilvopastoril B 
 
 
Tabla 7.10. Criterios evaluadores de la vulnerabilidad físico espacial ante la 
amenaza de sismo 
Criterios evaluadores  Vulnerabilidad Físico Espacial 
ante la amenaza de Sismo 
Urbanización planificada B 
Áreas urbanas desarrolladas sin claros 
controles urbanísticos 
A 
Procesos de invasión A 
Áreas urbanas anteriores a 1980 A 
Áreas urbanas anteriores 1980 - 1998 M 
Forma 
Áreas urbanas anteriores > 1998 B 
Sin centro A Estructura 
Con centro M 
Articulación con sistema vial al menos por 
una via arteria 
B 
Articulación con sistema vial al menos por 
una via colectora 
M 
Articulación con sistema vial por mas de 
una via  
M 
Desarticulado del sistema vial A 
Presencia de transporte público con 
varias rutas 
B 
Presencia de transporte público con una 
rutas 
M 
Área Urbana 
Accesibilidad 
Ausencia de transporte A 
Presencia de al menos un espacio público 
efectivo 
M 
Presencia de mas de un espacio público 
efectivo 
B 
Areas Articuladoras 
Ausencia de espacio público efectivo A 
Espacio público 
Equipamiento Presencia de al menos un equipamiento 
en educación y/o salud 
M 
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Criterios evaluadores  Vulnerabilidad Físico Espacial 
ante la amenaza de Sismo 
 Ausencia de equipamiento en 
educación y/o salud 
A 
Energía Eléctrica 
 
Conexión pirata o informal > 20%  A 
Conexión formal > 50% M 
Conexión formal =100% B 
Acueducto  
Redes formales posteriores a 1995 B 
Redes formales anteriores a 1995 M 
Redes informales (tomas artesanales 
piratas) 
A 
Alcantarillado  
Redes formales posteriores a 1995 B 
Redes formales anteriores a 1995 M 
Redes informales (tomas artesanales 
piratas) 
A 
Redes de transporte o almacenamiento 
de hidrocarburos 
 
Existe urbana A 
Existe rural M 
 
Infraestructura de 
servicios Básicos 
No existe B 
Predominio Uso Residencial A 
Predominio Uso Industrial  química A 
Predominio Uso Industrial  
Predominio Uso Comercial M 
Edificaciones Usos 
Agrosilvopastoril B 
Fuente: El proyecto. Universidad Nacional. 2002 
 
 
Tabla 7.11. Criterios evaluadores de la vulnerabilidad físico espacial ante la 
amenaza de movimiento en masa 
Criterios evaluadores  Vulnerabilidad Físico 
espacial ante la amenaza 
de Movimiento en Masa 
Urbanización planificada M 
Áreas urbanas desarrolladas sin 
claros controles urbanísticos 
A 
Procesos de invasión A 
Áreas urbanas anteriores a 1980 A 
Área Urbana Forma 
Áreas urbanas anteriores 1980 - 
1998 
M 
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Criterios evaluadores  Vulnerabilidad Físico 
espacial ante la amenaza 
de Movimiento en Masa 
 
Áreas urbanas anteriores > 1998 B 
Sin centro A Estructura 
Con centro M 
Articulación con sistema vial al 
menos por una vía arteria 
M 
Articulación con sistema vial al 
menos por una vía colectora 
A 
Articulación con sistema vial por 
mas de una vía  
B 
Desarticulado del sistema vial A 
Presencia de transporte público 
con varias rutas 
B 
Presencia de transporte público 
con una ruta 
M 
 
Accesibilidad 
Ausencia de transporte A 
Pendientes suaves a moderadas 
0% – 10% 
B 
Pendientes moderadas a altas 
10% - 30% 
M 
Pendientes altas a fuertes >30% A 
Presencia de senderos M 
Ausencia de sendero A 
Vías 
Presencia de al menos un espacio 
público efectivo 
M 
Presencia de mas de un espacio 
público efectivo 
B Areas Articuladoras 
Ausencia de espacio 
público efectivo 
A 
Presencia de al menos un 
equipamiento en educación y/o 
salud 
M Equipamiento 
Ausencia de equipamiento en 
educación y/o salud 
A 
ENERGÍA ELÉCTRICA  
Conexión pirata o informal > 50% A 
Conexión formal < 50% M 
Conexión formal = 100% B 
ACUEDUCTO  
Redes formales anteriores a 1995 M 
Espacio público  
Infraestructura de 
servicios Básicos 
Redes formales posteriores a 
1995 
B 
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Criterios evaluadores  Vulnerabilidad Físico 
espacial ante la amenaza 
de Movimiento en Masa 
Redes informales (tomas 
artesanales piratas) 
A 
ALCANTARILLADO  
Redes formales anteriores a 1995 M 
Redes formales posteriores a 
1995 
B 
Redes informales (tomas 
artesanales piratas) 
A 
TELEFONIA  
Existencia de redes análogas u 
opticas 
B 
Inexistencia M 
REDES DE TRANSPORTE O 
ALMACENAMIENTO DE 
HIDROCARBUROS 
 
Existe urbana A 
Existe rural M 
  
No existe B 
Predominio Uso Residencial A 
Predominio Uso Industrial  
química 
A 
Predominio Uso Industrial M 
Predominio Uso Comercial M 
Edificaciones Usos 
Agrosilvopastoril M 
 
 
Reglas de Decisión para la Vulnerabilidad Físico Espacial 
 
Para la evaluación de la vulnerabilidad para la variable físico espacial, se 
tomaron en cuenta diferentes parámetros que aparecen clasificados en la 
evaluación de las vulnerabilidades de una microcuenca ante amenazas de 
inundación, deslizamiento, sismo y sanitario.  Estos parámetros de evaluación no 
necesariamente se repiten con las mismas especificaciones o en su totalidad en la 
evaluación de los diferentes riesgos.  En las Tablas 7.12 a 7.14 se presentan las 
reglas de decisión correspondientes a la vulnerabilidad físico espacial. 
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Tabla 7.12. Reglas de decisión para la vulnerabilidad físico espacial ante la 
inundación 
 Clasificación de vulnerabilidad físico espacial ante la inundación 
Forma A M M M M M 
Estructura       
Accesibilidad    A - M B B 
Espacio Público       
Vias    ABlámina B / ABvelocidad B M Blámina B / MBvelocidad B BBlámina B /BBvelocidad B 
Infraestructura de 
servicios 
  A M B B 
Edificaciones  A     
 A A A A M B 
 
Tabla 7.13. Reglas de decisión para la vulnerabilidad físico espacial ante el sismo 
 Clasificación de vulnerabilidad físico espacial ante el sismo 
Forma A M M  M M M B 
Estructura  A M  M A  B 
Accesibilidad  A M  M - B M  B 
Infraestructura 
de servicios 
   A M M A B 
Edificaciones   A M M M B B 
 A A A A M M M B 
 
Tabla 7.14. Reglas de decisión para la vulnerabilidad físico espacial ante el 
movimiento en masa 
 Clasificación de vulnerabilidad físico espacial ante el movimiento en masa 
Forma A M M M M - B B 
Estructura       
Accesibilidad  A M M M M - B 
Espacio Público       
Vías   A M M B 
Infraestructura 
de servicios 
  A  M B 
Edificaciones    M M B 
 A A A M M B 
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7.5.     EVALUACIÓN DEL RIESGO 
 
Como se dijo anteriormente, la amenaza y la vulnerabilidad responden a 
fenómenos complejos y el riesgo no es la excepción. La manera misma en que 
estos dos elementos se combinan es difícil de establecer y entender, a pesar de 
que se ha generalizado el uso de una relación directa entre ellas, es decir, que 
riesgo es igual a amenaza por vulnerabilidad (R = A x V ).  
 
La estimación del riesgo (valor esperado de la pérdida) se puede basar en 
modelos estadísticos, en comparaciones con los resultados de eventos anteriores 
sobre comunidades diversas o en combinaciones de éstos, entendiendo que en 
cualquier método utilizado hay incertidumbres asociadas que no siempre son 
detectables, medibles o controlables. Además, tradicionalmente se han hecho 
análisis que implícitamente consideran a la amenaza y la vulnerabilidad como 
conceptos totales, generando sub o sobreestimaciones del riesgo que afectan 
desfavorablemente las políticas de uso del territorio o que exponen a la comunidad 
más allá de lo permisible. 
 
La metodología propuesta consiste, tal y como se ha venido exponiendo, en 
la evaluación de riesgos específicos que, por la acción de cada una de las 
amenazas identificadas, se presentan en la cuenca. Esto permitirá al planificador 
hacer un seguimiento más detallado de los parámetros que determinan el riesgo 
con el fin de ordenar el territorio de una manera adecuada. 
 
Cada una de las amenazas existentes tendrá un impacto particular sobre 
las diferentes componentes en el sistema lo que condicionará la definición de la 
vulnerabilidad, así se estará estimando el riesgo específico por acción de 
amenazas y vulnerabilidades específicas interrelacionadas entre sí.  
 
 
7.5.1. Propuesta Operativa (SIG) 
 
La construcción de mapas temáticos para las amenazas y vulnerabilidades 
específicas permitirá realizar múltiples combinaciones por medio del álgebra de 
mapas para la estimación de riesgos específicos.  Los mapas temáticos 
elaborados para las amenazas y vulnerabilidades serán mapas vectoriales de 
polígonos. El álgebra de mapas a realizarse, será de superposiciones tipo unión, y 
luego se generarán campos nuevos en las tablas de atributos de los mapas 
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resultado usando las reglas de decisión que definen el atributo del riesgo en cada 
caso. Las reglas de decisión serán lógicas, del tipo SI / ENTONCES. 
 
Para la definición de cada uno de los riesgos considerados, se presentarán 
las tablas de decisión para cada combinación vulnerabilidad - amenaza, ya que 
dicha combinación no es trivial sino que el resultado Alto, Moderado y Bajo 
dependerá de los impactos espaciales y temporales de la componente V y la 
componente A en cada caso y entendiendo que el riesgo se refiere al valor 
esperado de la pérdida de vidas y bienes materiales.  
 
Cómo resultado del análisis de riesgo propuesto se tendrán mapas que 
serán tratados como capas de información útiles para la toma de decisiones en el 
ordenamiento del territorio tales como los mapas de amenaza, los mapas de 
vulnerabilidad ante cada amenaza y los mapas resultado de riesgo, los cuales se 
constituirán también en capas de información para en el SIG. Para el riesgo se 
obtendrá entonces un mapa específico para cada amenaza, por ejemplo mapa de 
riesgo ante la inundación, el cual se apoyará igualmente con los mapas de riesgo 
parciales obtenidos para cada combinación amenaza - vulnerabilidad. 
 
 
7.5.2. Reglas de Decisión para la Determinación de los Riesgos Específicos 
 
Riesgo Asociado a la Inundación 
 
Mapas base para la definición del riesgo asociado a la inundación: 
 
• Amenaza de inundación.  
• Mapa de amenaza hidrológica  
• Mapa de lámina de flujo  
• Mapa de velocidad de flujo 
• Vulnerabilidad. 
• Mapa de vulnerabilidad social ante la inundación 
• Mapa de vulnerabilidad económica ante la inundación 
• Mapa de vulnerabilidad físico espacial ante la inundación 
 
En la Tabla 7.15 se definen las reglas de decisión para la evaluación del 
riesgo asociado a la inundación. 
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Tabla 7.15. Tabla de indicadores de decisión para la evaluación del riesgo 
asociado a la inundación 
Amenaza de 
inundación 
Vulnerabilidad 
Físico Espacial 
Vulnerabilidad 
Económica 
Vulnerabilidad 
Social 
Riesgo 
asociado a la 
Inundación 
A A   A 
 M A  A 
 M M A A 
 M M M M 
 M M B M 
 M B A M 
 M B M M 
 M B B B 
 B A  A 
  M A M 
   M – B B 
  B A M 
   M - B B 
M A   M 
 M A  M 
 M M A M 
 M M M B 
 M M B B 
 M B A B 
 M B M B 
 M B B B 
 B A  M 
  M A B 
   M – B B 
  B A B 
   M - B B 
 
 
Riesgo Asociado al Sismo 
 
Mapas base para la definición del riesgo asociado al sismo: 
 
• Amenaza: sísmica.  
• Mapa de amenaza sísmica  
• Vulnerabilidad:  
• Mapa de vulnerabilidad social ante el sismo 
• Mapa de vulnerabilidad económica ante el sismo 
• Mapa de vulnerabilidad físico espacial ante el sismo 
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En la Tabla 7.16 se definen las reglas de decisión para la evaluación de 
riesgo asociado al sismo. 
 
Tabla 7.16. Indicadores de decisión para el riesgo asociado al sismo 
Amenaza 
sísmica 
Vulnerabilidad 
Físico Espacial 
Vulnerabilidad 
Económica 
Vulnerabilidad 
Social 
Riesgo 
asociado al 
Sismo 
A A   A 
 M A  A 
 M M A A 
 M M M M 
 M M B M 
 M B A M 
 M B M M 
 M B B B 
 B A  A 
  M A M 
   M – B B 
  B A M 
   M - B B 
M A   M 
 M A  M 
 M M A M 
 M M M B 
 M M B B 
 M B A B 
 M B M B 
 M B B B 
 B A  M 
  M A B 
   M – B B 
  B A B 
   M - B B 
 
 
Riesgo Asociado al Movimiento en Masa 
 
Mapas base para la definición del riesgo asociado a la inundación: 
 
• Amenaza de Movimiento en masa.  
• Mapa de amenaza por movimiento en masa  
• Vulnerabilidad 
• Mapa de vulnerabilidad social ante el movimiento en masa 
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• Mapa de vulnerabilidad económica ante el movimiento en masa 
• Mapa de vulnerabilidad físico espacial ante el movimiento en 
masa 
 
En la Tabla 7.17 se presentan las reglas de decisión para la evaluación del 
riesgo asociado al movimiento en masa 
 
Tabla 7.17. Indicadores de decisión para la evaluación del riesgo asociado al 
movimiento en masa 
Amenaza de 
movimiento 
en masa 
Vulnerabilidad 
Físico Espacial 
Vulnerabilidad 
Económica 
Vulnerabilidad 
Social 
Riesgo 
asociado al 
movimiento 
en masa 
A A   A 
 M A  A 
 M M A A 
 M M M M 
 M M B M 
 M B A M 
 M B M M 
 M B B B 
 B A  A 
  M A M 
   M – B B 
  B A M 
   M - B B 
M A   M 
 M A  M 
 M M A M 
 M M M B 
 M M B B 
 M B A B 
 M B M B 
 M B B B 
 B A  M 
  M A B 
   M – B B 
  B A B 
   M - B B 
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7.6.     EJEMPLO DE APLICACIÓN 
 
Se presenta un caso de aplicación de la metodología propuesta para el 
caso de la quebrada La Iguaná ubicada en el municipio de Medellín. En este caso 
se usan las reglas de decisión arriba presentadas para definir las vulnerabilidades 
y riesgos ante cada amenaza. Los resultados finales serán unos mapas de 
vulnerabilidad y riesgo ante cada una de las tres amenazas consideradas. Acá no 
se entra en el detalle de como se obtienen esos mapas, ya que lo fundamental en 
la metodología propuesta es el manejo de la imprecisión por medio de las reglas 
de decisión arriba mostradas. Después entonces de una breve descripción de la 
microcuenca de La Iguná se presentan los resultados para las amenazas, para las 
vulnerabilidades asociadas a cada una de esas amenazas y para los riesgos 
asociados a cada una de esas amenazas. 
 
La microcuenca de la quebrada La Iguana se encuentra en la parte central 
del costado occidental del Valle de Aburrá. Alcanza las mayores alturas en el 
Cerro del Padre Amaya y la Cuchilla de Valdías, por encima de los 2900 m.s.n.m y 
desciende hacia el fondo del valle hasta alcanzar el Río Medellín a unos 1500 
m.s.n.m aproximadamente. Tiene la forma de una “V” asimétrica, con vertientes 
claramente diferenciables en cuanto a su forma, pendientes, drenaje y tendencia 
de las geoformas presentes en ellas. 
 
La microcuenca de la quebrada la Iguana se encuentra localizada en el 
extremo occidental del Valle de Aburrá, entre las coordenadas 6°15’05” y 6°20’15” 
de Latitud Norte y 75°41’28’’ y 75°34’19” de Longitud Oeste. Esta quebrada es 
afluente del río Medellín que a su vez forma la cuenca del río Porce. Nace en el 
alto de las Valdías a una altura de 3100 metros sobre el nivel del mar y 
desemboca en el río Medellín en la cota 1460 metros. El cauce principal tiene una 
longitud de 16,7 km y forma una cuenca de 46,25 km P2 P, de los cuales 7,52 
corresponden a suelo urbano y los restantes 38,73 km P2 P comprenden: suelo de 
expansión (en el sector de Pajarito), suelo suburbano (Vereda Pedregal Alto del 
Corregimiento de San Cristóbal), suelo de protección y suelo rural, según lo 
establecido por el Plan de Ordenamiento Territorial de Medellín (Acuerdo 
municipal número 62  de 1999). Esta compuesta por varias subcuencas entre las 
que se destacan las formadas por las quebradas San Francisco, Agua Fría, La 
Honda, El Hato, La Puerta, La Corcovada o la García y la Gómez. 
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La población estimada para la microcuenca para el año 2002 es de 96.863 
habitantes, de los cuales 50.197 personas son del sexo femenino y 42.666 del 
sexo masculino. 2.289 personas viven en la zona rural y 94.574 en la urbana. La 
población de la microcuenca equivale al 4.78% de la población total de Medellín. 
 
Se presenta ahora los resultados de las evaluaciones de las amenazas, 
vulnerabilidades y riesgo de acuerdo a la metodología presentada. 
 
 
7.6.1. Evaluación de las Amenazas 
 
Amenaza por Inundación 
 
Las zonas de amenaza por inundación para Tr = 100 años y para Tr = 500 
años se ilustran en las Figuras 7.3 y 7.4. 
 
 
Figura 7.3. Zonas de amenaza por inundación para Tr = 100 años 
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Figura 7.4. Zonas de amenaza por inundación para Tr = 500 años 
 
En el barrio Santa Margarita, La Iguaná, Olaya Herrera, Blanquizal y El 
Pesebre se encuentra una considerable cantidad de construcciones dentro de la 
mancha de inundación para Tr = 100 años, con amenaza alta y en menor 
proporción Fuente Clara y Robledo. En Pajarito igualmente se puede apreciar que 
unas pocas construcciones están ubicadas en la mancha de 100 años. Las zonas 
con amenaza moderada y baja, en general, no presentan construcciones. 
 
Para la amenaza por inundación para un Tr = 500 años, el comportamiento 
es similar, es decir, los barrios con una considerable cantidad de construcciones 
ubicadas en la mancha de 500 años son Santa Margarita, La Iguana, Olaya 
Herrera, Blanquizal y El Pesebre, pero en una zona definida como de amenaza 
moderada. En el barrio La Iguana, las construcciones dentro de la mancha de 
inundación de 500 años, están ubicadas en la zona de amenaza alta. 
 
Todas estas construcciones deberán ser evaluadas en forma más detallada, 
para definir si es necesaria su reubicación en esta cuenca o en otra. Siendo 
responsabilidad entonces, de la Administración Municipal competente tomar esta 
decisión. 
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Amenaza Sísmica 
 
Por el momento la amenaza sísmica en la zona rural del área de estudio no 
puede ser discretizada tanto como se hizo en la urbana. Por lo tanto, y de acuerdo 
con la NSR-98 y la metodología del diagnóstico, la amenaza sísmica en la zona 
rural de la zona de estudio se considera alta. Las zonas de amenaza por sismos 
se ilustran en la Figura 7.5. 
 
 
Figura 7.5. Zonas de amenaza por sismos 
 
Amenaza por Movimientos en Masa 
 
En la Figura 7.6 se presentan la zonas de amenaza por movimientos en 
masa. Las zonas de amenaza alta se asocian a las más activas 
morfodinámicamente, tales como Cantera Loma Hermosa, barrio Vallejuelos y el 
sector de Hogares CLARET, antena de COLMUNDO radio, Iglesia de Nuestra 
Señora de los Desamparados, Emisora U. de A. y algo de la vereda Pajarito parte 
alta y El Picacho. En todas estas zonas hay en la actualidad procesos activos de 
diferentes tamaños, muchos de los cuales son reportados por la literatura 
consultada. 
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Las de amenaza media se concentran en las veredas Yolombo, Pajarito 
parte alta y los barrios Pedregal bajo, Blanquizal, Olaya Herrera, Santa Margarita, 
entre otros. Aunque algunos presentan procesos morfodinámicos activos, estos 
son de pequeña a media magnitud y muy localizados en áreas específicas.  
 
La amenaza baja se restringe a la parte baja de la cuenca, en los barrios El 
Pesebre, San Germán, La Pola, Iguana y la parte alta de la vereda Yolombo. La 
principal característica es la falta de procesos activos por lo consolidado de los 
barrios, por el uso que se les da, por la poca intervención humana en ellas o la 
poca a ninguna pendiente que tienen. 
 
 
Figura 7.6. Zonas de amenaza por movimientos en masa 
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7.6.2. Ealuación de las Vulnerabilidades 
 
Vulnerabilidad Social 
 
El resultado final de la vulnerabilidad social nos da que la microcuenca 
presenta un grado de vulnerabilidad alta ante las diferentes amenazas, debido 
entre otras razones al grado de la organización social, al nivel de escolaridad de 
los jefes de hogar y de la población en edad de estudiar, a las densidades de 
población y a la estratificación social predominante que para la microcuenca se 
encuentra en un 50% en estrato uno y dos. Con base en este análisis se realizó un 
mapa de vulnerabilidad social para cada un de las amenazas. En las Figuras 7.7 a 
7.9 se muestran los mapas de vulnerabilidad social. 
 
 
Figura 7.7. Vulnerabilidad social ante la inundación 
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Figura 7.8. Vulnerabilidad social ante los sismos 
 
 
Figura 7.9. Vulnerabilidad  social ante los movimientos en masa 
 
Vulnerabilidad Económica 
 
En las Figuras 7.10 a 7.12 se ilustran los resultados del análisis de 
vulnerabilidad económica ante las diferentes amenazas. 
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Figura 7.10. Vulnerabilidad económica ante la inundación 
 
 
 
 
Figura 7.11. Vulnerabilidad económica ante los sismos 
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Figura 7.12. Vulnerabilidad económica ante los movimientos en masa 
 
 
Vulnerabilidad Físico Espacial 
 
En las Figuras 7.13 a 7.15 se ilustran los resultados obtenidos. 
 
 
 
Figura 7.13. Vulnerabilidad físico espacial ante la inundación 
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Figura 7.14. Vulnerabilidad físico espacial ante los sismos 
 
 
Figura 7.15. Vulnerabilidad físico espacial ante los movimientos en masa 
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7.6.3. Evaluación del Riesgo 
 
El riesgo para la quebrada La Iguana se calculó como la superposición de 
las vulnerabilidades ante cada amenaza, es decir, se calculó un mapa de riesgo 
ante cada amenaza.  
 
En la Figura 7.16, se puede observar el mapa resultado para el Riesgo 
asociado a la inundación. En la Figura 7.17 se puede observar el mapa resultado 
para el Riesgo asociado al sismo, y en la Figura 7.18 se puede observar el mapa 
resultado para el Riesgo asociado a movimientos en masa. 
 
 
Figura 7.16. Riesgo asociado a la inundación 
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Figura 7.17. Riesgo asociado al sismo 
 
 
Figura 7.18. Riesgo asociado a los movimientos en masa 
 
CAPÍTULO 8 
 
 
ANÁLISIS DE SENSIBILIDAD EN PROBLEMAS MULTICRITERIO 
 
 
8.1. INTRODUCCIÓN  
 
Desde una perspectiva técnica, el análisis de sensibilidad tiene como objeto 
examinar el efecto en los resultados, como consecuencia de cambios en los 
parámetros del modelo (Belton y Stewart, 2003). Tal definición o concepción del 
análisis de sensibilidad evidencia el enfoque que tradicionalmente se le ha dado, a 
tal punto que la mayoría de paquetes computacionales proporcionan ayudas 
gráficas que ilustran las consecuencias de haber cambiado en determinado 
porcentaje el valor de uno o varios parámetros. Esto hace que el análisis de 
sensibilidad se efectúe de manera común a partir de ensayo y error. 
 
Otro aspecto evidenciado en el análisis de sensibilidad es que 
prácticamente se carece de estudios que analicen las características propias de 
cada método, quizá por la gran cantidad de ellos, o por la dificultad de hacer un 
análisis sobre ellos, es decir, que exploten las posibilidades funcionales para 
identificar patrones de invariabilidad de la respuesta. 
 
Un importante aspecto sobre el análisis de sensibilidad esta relacionado 
sobre la justificación de la búsqueda de soluciones robustas a través de un 
análisis de sensibilidad. Uno de los elementos que justifican esa búsqueda esta 
sociado con el desarrollo sostenible es donde se asume que los costos de las 
decisiones de hoy no deben heredarse a las generaciones futuras. Ante un 
problema de toma de decisión bajo múltiples objetivos, el concepto de 
sostenibilidad exige redefinir un marco teórico diferente, incluyendo una 
redefinición de las metodologías en el proceso de toma de decisiones. Esto 
implica redistribuir el papel de los grupos públicos y de interés en la gestión de los 
recursos, seleccionar las prioridades respecto a los objetivos y manejar la 
incertidumbre asumiendo riesgos. Todo lo anterior es una tarea bastante compleja 
e incierta. Ante la imposibilidad de estar seguros de que nuestra decisión es la 
correcta, surge la importancia de una “solución robusta” mas, que la típica 
“solución de compromiso”. Se propone combinar los objetivos, la estructura de 
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preferencias y el análisis de sensibilidad de la solución multiobjetivo para 
seleccionar una solución robusta, es decir, una solución menos sensible a 
cambios en los objetivos y estructura de preferencias. 
 
El decisor, suele ser un individuo que asume la responsabilidad de 
identificar bajo su punto de vista, la estructura de preferencias de una sociedad a 
la que representa. Si elige una alternativa muy robusta, es muy probable que la 
mayor parte de esa sociedad se sienta satisfecha con la decisión tomada, pues 
cubrirá un amplio rango de preferencias  diversas. 
 
Generalmente, un problema de decisión con múltiples objetivos puede 
expresarse matemáticamente como: 
 
8.1. Maximizar       ))(Z),...,(Z),(Z()( q xxxxZ 21=     (8.1) 
         sujeto a:        
8.2. 0≤)(gk x ,        k = 1, ..., m            (8.2) 
    
8.3. ,     j = 1,..., n             (8.3) 0≥jx
 
Donde Z es el vector de las q funciones objetivo Zi, x es el vector de las n 
variables de decisión, las funciones gk son m restricciones que definen el espacio 
factible S, impuestas generalmente por  factores como el medio ambiente, algunos 
procesos físicos, la cantidad de recursos económicos y materiales, etc. Para el 
análisis con múltiples objetivos se ha desarrollado una gran variedad de métodos 
que buscan, de forma diferente, la mejor alternativa. Los métodos propuestos 
buscan la mejor alternativa solicitando del decisor “parámetros de preferencia” de 
diferente índole, a veces, muy difíciles de valorar ya que son parámetros 
subjetivos que pretenden expresar numéricamente sentimientos. Debido a esto, 
los resultados obtenidos ante un mismo planteamiento del problema, con el mismo 
decisor y con diferentes métodos pueden ser muy diversos. Igualmente ocurre que 
ante pequeños cambios en las valoraciones de las preferencias los resultados 
pueden ser muy diferentes. 
 
Además, la estructura de preferencias puede cambiar con el tiempo, porque 
depende de las situaciones en las que está inmerso el decisor justo en el 
momento de la decisión, de la experiencia o incluso de las condiciones externas a 
él como los mercados económicos, las situaciones sociales, la tecnología 
disponible, etc. 
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Por lo tanto, en el proceso de decisión debe darse especial atención, no 
sólo a la forma en que se ha obtenido las preferencias, y a los modelos teóricos 
que se han seguido, sino también a la estabilidad de los resultados a los cambios 
de los valores de los parámetros que se estén usando. En estos casos, una 
pequeña diferencia en los parámetros puede derivar en un ordenamiento “inverso” 
de las alternativas evaluadas. Normalmente el análisis de sensibilidad se realiza, 
variando los parámetros y observando qué tanto cambian los resultados. El 
problema radica en que está es una valoración más cualitativa que cuantitativa. 
 
Ningún resultado obtenido por algún método, puede aceptarse con 
confianza sin realizar un análisis de sensibilidad a los parámetros solicitados por el 
método. Surge la importancia de buscar “soluciones robustas”. Entre más robusta 
la alternativa a implementar, mayor probabilidad de que estructuras de 
preferencias de otros decisores, o en otro tiempo, o de las generaciones futuras 
conlleven a la selección de la misma alternativa elegida en la actualidad. Algunos 
de los métodos multiobjetivo más reconocidos siguen la forma: 
 
8.4. Maximizar        (8.4)                         )(Fw)(F
q
i
ii xx ∑
=
=
1
         sujeto a:            
 
8.5. ,        k = 1, ..., m     (8.5) 0≤)(gk x
8.6. ,     j = 1,..., n      (8.6) 0≥jx
 
donde wi son pesos de importancia relativa entre los objetivos, según las 
preferencias del decisor y Fi(x) son funciones que dependen del método. Por 
ejemplo para la Programación de Compromiso, la función Fi corresponde a la 
distancia normalizada a un ideal Zmax: 
 
8.7. min
i
max
i
i
max
i
i ZZ
)(ZZ)(F −
−= xx         (8.7) 
 
donde, Zimax es el valor óptimo y Zimin es el peor valor para cada objetivo i.  
 
En el presente trabajo se presentan varios métodos para cuantificar la 
sensibilidad de soluciones encontradas con métodos que usan pesos de 
importancia relativa de los objetivos wi (Promedios Ponderados, Programación por 
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Metas, Programación de Compromiso, etc.). Inicialmente se proponen unos 
procedimientos para el caso espesífico del método de Promedios Ponderados. 
Luego se proponen dos índices para la evaluación de la sensibilidad, llamdos acá 
como índices  de robustez e índices de estabilidad. El índice de robustez de una 
alternativa estima la probabilidad de que un conjunto de combinaciones de pesos, 
elegidos aleatoriamente, conduzcan a escoger esa alternativa como mejor 
alternativa. El índice de estabilidad estima la vulnerabilidad de la alternativa 
seleccionada por el método en cuestión como la mejor, a continuar precediendo la 
clasificación, ante cambios en la estructura de preferencias en cualquier dirección.  
 
 
8.2. ANÁLISIS DE SENSIBILIDAD EN SUMA PONDERADA LINEAL 
 
Sea una alternativa ai  con n objetivos y  w = {w1, w2, w3, …, wn} el vector de 
pesos asociado. Los valores de aij representan el valor del criterio i para la 
alternativa j.  
 
Sea R(ai) el resultado de la suma ponderada lineal de acuerdo con la 
siguiente expresión: 
 
8.8. niniii a*w...a*wa*w)a(R +++= 2211     (8.8) 
 
donde, 
8.9.       (8.9) ∑
=
=
n
j
jw
1
1
Sea: 
8.10. 
n
a
n
j
ij∑
== 1µ      (8.10) 
 
la media de todos los n valores de la alternativa ai. 
 
Una reexpresión de la ecuación (8.8) está dada por: 
 
8.11. nni w)d(...w)d(w)d(w)d()a(R ++++++++= µµµµ 332211  (8.11) 
 
donde, los valores d1, d2, d3, …, dn corresponden a las diferencias aij – µ 
para cada objetivo de la alternativa. Si se desarrolla la expresión (8.11), se podrá 
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llegar a una expresión mucho más simplificada para determinar el valor R(ai) en 
función de los valores d1, d2, d3, …, dn. 
   
nnn wdw...wdwwdwwdw)ai(R ++++++++= µµµµ 333222111  
           ∑
=
+++++=
n
j
jjwd)w...www(
1
1111µ
 
8.12.      (8.12) ∑
=
+=
n
j
jji wd)a(R
1
µ
 
La expresión (8.12) plantea que el cálculo de R(ai) puede descomponerse 
en dos partes, una insensible a los cambios de los pesos y otra sensible  que 
dependerá directamente de los valores de d1, d2, d3, …, dn. 
 
Observaciones: 
 
i. Mientras una alternativa ai tenga sus valores d1, d2, d3, …, dn, más cercanos a 0, 
es decir, que los valores de cada objetivo se acerquen más a la media, menos 
sensible será la alternativa a las variaciones de los pesos. 
 
ii. Mientras más objetivos tenga una alternativa, menos sensible será a las 
variaciones de los pesos. 
 
iii. Es factible pensar en construir un indicador de la sensibilidad de la alternativa a 
las variaciones de los pesos teniendo en cuenta la magnitud de los valores d1, d2, 
d3, …, dn. 
 
iv. A partir del anterior análisis es posible determinar unos intervalos de 
invariabilidad de la respuesta. 
 
Dado el caso de una alternativa que posee 4 objetivos en conflicto, la 
expresión correspondiente de R(ai) para esta alternativa está dada por: 
 
8.13. 44332211 wdwdwdwd)a(R i ++++= µ    (8.13) 
 
donde, al menos uno de los valores dj debe ser negativo por ser fruto de la 
diferencia aij – µ. 
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De la expresión (8.13) elimina una variable cumpliendo la restricción de que 
la suma de los pesos debe ser 1, y suponiendo que d3 es un valor negativo, se 
tiene, 
 
8.14.   ))www((dwdwdwd)a(R i 3214332211 1 ++−+−++=µ        (8.14) 
 
A partir de la expresión (8.14) se iguala la parte variable de R(ai) a cero, 
para buscar la una expresión de los pesos que permitan la insensibilidad. 
 
01 3214332211 =++−+−+ ))www((dwdwdwd  
 
03424144332211 =−−−+−+ wdwdwddwdwdwd  
 
3433241442211 wdwdwdwddwdwd +=−−++  
 
34334242141 wdwddw)dd(w)dd( +=+−+−  
 
8.15. 3
43
4242141 w
dd
dw)dd(w)dd( =+
+−+−        (8.15) 
 
Llevando la expresión (8.15) a la (8.14) se obtiene, 
 
8.16. )www((d
dd
dw)dd(w)dd(dwdwd)a(R i 3214
43
4242141
32211 1 ++−++
+−+−+++=µ  (8.16) 
 
donde, w1 y w2 pueden ser valores libres o w2 =  f(w1),  y w3 corresponde a 
la expresión (8.15). 
 
Con la expresión (8.16) y dado el caso de que el valor d3 sea negativo, 
además de no violar la restricción de que la suma de los w sea igual a 1, se 
pueden encontrar los intervalos que permiten que el valor de la respuesta no 
cambie a variaciones de los pesos. 
 
El procedimiento que se acaba de presentar también se puede aplicar para 
el caso de las reglas de agregación aditiva de funciones de utilidad o de valor. En 
este método una vez definidas las funciones individuales de utilidad o de valor 
para cada objetivo se puede definir la regla de agregación. Hay dos reglas de 
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agregación extensamente utilizadas que son la aditiva y la multiplicativa (Smith et 
al, 2000). 
 
La regla de agregación aditiva está dada por: 
 
8.17.                  (8.17) ∑
=
=
n
i
iii )G(uk)G(U
1
 
donde,      
∑
=
= n
i
i
i
i
w
wk
1
         y                          ∑
=
=
n
i
ik
1
1
 
Se observa que la regla de agregación aditiva presenta la misma estructura 
de la suma ponderada lineal, por lo tanto el procedimiento que se acaba de 
presentar es aplicable también a este método multiobjetivo, cumpliendo todas las 
observaciones mencionadas en ese caso. 
 
Como el análisis de la sensibilidad de los métodos multiobjetivo de suma 
ponderada lineal y funciones de utilidad o de valor con regla de agregación aditiva 
parten del valor de una media del porcentaje de logro de todos los objetivos de 
una alternativa, y como se de terminó que valores d1, d2, d3, …, dn cercanos a cero 
insensibilizan la alternativa a las variaciones de los pesos, una primera 
aproximación a un indicador de sensibilidad estaría dado por una medición de la 
desviación estándar de los valores d1, d2, d3, …, dn con respecto a 0. Cuanto más 
cercano esté el valor Sdi a cero más insensible será la alternativa a las variaciones 
de los pesos: 
 
8.18. 
n
)d(
Sd
n
j
ij
i
∑
== 1
2
       ó             
n
)a(
S
n
j
ij
i
∑
=
−
= 1
2µ
µ       (8.18) 
 
Otra alternativa para un indicador es el cálculo de la entropía (Barba-
Romero y Pomerol, 1997, 104). Si se va a calcular la entropía de la alternativa 
esta estaría dada por la expresión: 
 
8.19. ∑ ∑∑−= j j ij
ij
j ij
ij
i )a
a
log(
a
a
kA 1       y          
)nlog(
k 1=            (8.19) 
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donde, k es un factor para que el indicador siempre sea 0 ≤ Ai ≤ 1. Cuanto 
más se acerque el valor Ai a cero más insensible será la alternativa a las 
variaciones en los pesos.   
 
 
8.3. ANÁLISIS DE SENSIBILIDAD EN PRODUCTO PONDERADO 
   
Sea una alternativa ai  con n objetivos y  sea w = {w1, w2, w3, …, wn} el 
vector de pesos asociado. Sea P(ai)  el resultado del producto ponderado lineal de 
acuerdo con la siguiente expresión 
 
8.20.    (8.20) nwni
w
i
w
ii a*...*a*a)a(P 21 21=
 
El vector w cumple la restricción dada por la expresión (8.9) y sea µ la 
media calculada de la misma forma que en la expresión (8.10). La expresión (8.20) 
puede rescribirse como: 
 
8.21.         (8.21) nwwwi )k(*...*)k(*)k()a(P 121 21 µµµ=
 
donde, los valores k1, k2, k3, …, kn cumplen que  ai1 = µk1, ai2 = µk2, …, ain = 
µkn. Si se desarrolla la expresión (8.21), se podrá llegar a una expresión mucho 
más simplificada para determinar el valor P(ai) en función de los valores k1, k2, k3, 
…, kn.
 
      nwwwi )k(Ln...)k(Ln)k(Ln))a(P(Ln 121 21 µµµ +++=
                 
))k(Ln)(Ln(w...))k(Ln)(Ln(w))k(Ln)(Ln(w nn ++++++= µµµ 2211  
 
)k(Lnw...)k(Lnw)k(Lnw)(Ln nn++++= 2211µ  
                                
nw
n
ww
i k*...*k*k*)a(P 21 21µ=  
 
8.22.                (8.22) ∏
=
=
n
j
w
ji
jk*)a(P
1
µ
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La expresión (8.22) plantea que el cálculo de P(ai) puede descomponerse 
en dos partes, una insensible a los cambios de los pesos y otra sensible  que 
dependerá directamente de los valores de k1, k2, k3, …, kn. 
 
Observaciones: 
 
i. Mientras una alternativa ai tenga sus valores k1, k2, k3, …, kn, más cercanos a 1, 
es decir, que los valores de cada objetivo se acerquen más a la media, menos 
sensible será la alternativa a las variaciones de los pesos. 
 
ii. Mientras más objetivos tenga una alternativa, menos sensible será a las 
variaciones de los pesos. 
 
iii. Es factible pensar en construir un indicador de la sensibilidad de la alternativa a 
las variaciones de los pesos teniendo en cuenta la magnitud de los valores k1, k2, 
k3, …, kn. 
 
iv. A partir del anterior análisis es posible determinar unos intervalos de 
invariabilidad de la respuesta. 
 
Dado el caso de una alternativa que posee 4 objetivos en conflicto, la 
expresión correspondiente de P(ai) para esta alternativa está dada por: 
 
8.23.     (8.23) 4321 4321
wwww
i k*k*k*k*)a(P µ=
 
A partir de la expresión (8.23) se puede igualar la parte variable de la 
ecuación a 1 con el fin de hallar una expresión para los valores w de tal forma que 
ante variaciones de los pesos la respuesta no sea modificada. 
                                                                                                  
 14321 4321 =wwww k*k*k*k
 
04321 4321 =)k*k*k*k(Ln wwww  
                                                   
044332211 =+++ )k(Lnw)k(Lnw)k(Lnw)k(Lnw  
                               
01 4321332211 =++−+++ )k(Ln))www(()k(Lnw)k(Lnw)k(Lnw  
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04434241332211 =+−−−++ )k(Ln)k(Lnw)k(Lnw)k(Lnw)k(Lnw)k(Lnw)k(Lnw  
                      
)k(Ln))k(Ln)k(Ln(w))k(Ln)k(Ln(w))k(Ln)k(Ln(w 4433422411 −=−+−+−  
 
8.24. 
))k(Ln)k(Ln(
)))k(Ln)k(Ln(w))k(Ln)k(Ln(w()k(Ln
w
43
4224114
3 −
−+−−−=   (8.24) 
 
donde, w1 y w2 pueden ser valores libres o w2 =  f(w1),  y w3 corresponde a 
la expresión (8.24). Llevando la expresión (8.24) a la expresión (8.23) y tomando 
w4 = 1 – (w4 + w2  + w3), se garantiza que el decisor puede cambiar los pesos sin 
incurrir en cambios en la respuesta. 
 
Como el análisis de la sensibilidad de este método multiobjetivo también 
parte del valor de una media del porcentaje de logro de todos los objetivos de una 
alternativa, y como se determinó que valores k1, k2, k3, …, kn cercanos a uno 
insensibilizan la alternativa a las variaciones de los pesos, una primera 
aproximación a un indicador de sensibilidad estaría dado por una medición de la 
desviación estándar de los valores k1, k2, k3, …, kn con respecto a 1: 
 
8.25.      
n
)k(
Sk
n
j
ij
i
∑
=
−
= 1
21
                         (8.25) 
 
o en términos de la entropía: 
 
8.26.   ∑ ∑∑−= j j ij
ij
j ij
ij )
a
a
log(
a
a
kAi 1                         (8.26) 
 
con la constante k igual a la de la expresión (8.19). 
 
 
8.4. ÍNDICE DE ROBUSTEZ 
 
La robustez de una alternativa puede definirse como la posibilidad, respecto 
a otras alternativas, de seguir siendo preferida ante cambios en los escenarios 
(decisor, métodos, parámetros, tiempo) en los que se eligió la alternativa como 
solución.   
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Si se representan los pesos wi en un espacio q-dimensional, existe un 
conjunto de puntos W que cumple la condición: 
 
8.27.                                    (8.27) ∑
=
=
q
i
iw
1
1
 
El volumen del poliedro que integra estos puntos se denominará V. Es 
posible además estimar el volumen del poliedro VA que integra solamente las 
combinaciones de pesos con los que se elegiría la alternativa A como la mejor. Es 
posible expresar  la robustez de la alternativa A así: 
 
8.28. 
{ }
{ } V
V
Ww
FF/WwIR ABAA =∈
≥∈=    ∀    B≠A             (8.28) 
 
donde, B son todas las alternativas diferentes, IRA es el índice de robustez 
de la alternativa A, y F es la función objetivo integral correspondiente al método 
multiobjetivo usado. 
 
Por ejemplo, si el número de objetivos es dos, la región de puntos en los 
que se cumple la ecuación (8.27) es una recta en un plano x-y que va desde el 
punto (1,0) al punto (0,1). Existirá un segmento de esa recta tal que cada punto 
(w1,w2) conducirá a elegir la alternativa A como la mejor. La relación entre la 
longitud de ese segmento y la longitud de la recta nos permite medir la robustez 
de A. Si el número de objetivos es tres, la región de puntos que cumple la 
ecuación (8.27) es un triángulo en un espacio tridimensional que tiene como 
vértices los puntos (1,0,0), (0,1,0) y (0,0,1). Un área más pequeña al interior del 
triángulo contendrá todos los puntos que conducirán a elegir la alternativa A como 
la mejor alternativa. El concepto es semejante cuando se tienen más objetivos y 
las regiones de interés ya corresponden a volúmenes o hiper-volúmenes. La 
obtención de un área o un volumen en tres dimensiones no es difícil.  Si aumenta 
la dimensionalidad, el problema es matemáticamente más complejo.  
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L 
w
VA
V 
(1,0)
(0,1) 
w2
w
Figura 8.1. Espacio de los pesos para un problema con dos objetivos 
 
Si para cada combinación de pesos se cumple que , uno de los 
pesos puede expresarse como función directa de los otros, por ejemplo 
. La robustez puede expresarse, entonces, en un espacio (q-1)-
dimensional, por el (q-1)-volumen S
∑
=
=
q
i
iw
1
1
∑−
=
−=
1
1
1
q
i
iq ww
A ocupado por las combinaciones de pesos 
con los que se obtendría la alternativa en cuestión, dividido por el (q-1)-volumen 
total S de todas las combinaciones posibles de pesos de los objetivos. Este 
permite disminuir del análisis una dimensión del problema por lo que disminuiría 
también la complejidad práctica.  
 
 
 
 
 
 
SA
S
0 1
01 
Figura 8.2. Representación del espacio de pesos con
unidimensional 
 
La obtención de un área o un volumen en tres dim
aumenta la dimensionalidad, el problema es matemáticam
lo que se puede recurrir a una medición estadística.  
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w2
jetivos en un espacio  dos obensiones no es difícil. Si 
ente más complejo, por 
Si por ejemplo, el método multiobjetivo usado es el de los factores 
ponderantes, la condición para que la alternativa A sea escogida sobre la 
alternativa B es: 
 
8.29.                                          (8.29) ∑∑
==
>
q
i
iB
'
i
q
i
iA
'
i ZwZw
11
 
donde, Z’iA es el valor normalizado del objetivo i para la alternativa A y Z’iB 
es el valor normalizado del objetivo i para la alternativa B. 
 
Lo anterior es similar a: 
 
8.30. qB
q
i
i
q
iBiqA
q
i
i
q
iAi 'Z)w(
i
'Zw'Z)w(
i
'Zw ∑∑∑∑ −
=
−−
=
−
−+
=
>−+
=
1
1
11
1
1
1
1
1
1
             (8.30) 
 
equivalente a: 
 
8.31. ∑∑ −− = −+>= −+
11
11
q
qBiBiqB
q
qAiAiqA
i
)'Z'Z(w'Z
i
)'Z'Z(w'Z        (8.31) 
 
por lo que: 
 
8.32. 0
11
11
<
=
−+
=
−+− ∑∑ −− q iAiBiq iqBqAqAqB
i
)'Z'Z(w
i
w)'Z'Z('Z'Z         ∀     B≠A     (8.32) 
 
Esta relación define en el espacio de dimensión q-1 la frontera entre las 
combinaciones de pesos que conducen a elegir a A y las que conducen a elegir a 
B. Las diferentes relaciones, semejantes a la anterior, entre la alternativa A y el 
resto de alternativas definen el poliedro SA, que cubre las combinaciones de pesos 
en los que la alternativa A es la mejor alternativa  en un espacio de q-1 
dimensiones. Este nuevo poliedro corresponde a la proyección del poliedro VA del 
espacio q-dimensional en un espacio de q-1 dimensiones. El área del poliedro SA, 
dividida por el área de la proyección de V en el espacio de q-1 dimensiones S, 
corresponde al índice de robustez descrito. 
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8.5. ÍNDICE DE ESTABILIDAD 
 
La estabilidad es una característica complementaria de la robustez. Ella 
expresa la vulnerabilidad de una alternativa seleccionada como la mejor, a 
continuar precediendo la clasificación, ante cambios en la estructura de 
preferencias en cualquier dirección del espacio de los pesos. La estabilidad puede 
compararse con la situación de un sujeto ante un abismo ¿Qué tan cerca se 
encuentra del abismo?. Bajo este punto de vista, dos procesos en los que se usan 
diferentes combinaciones de parámetros pueden conducir a elegir la misma 
alternativa, pero un resultado puede ser más estable que otro. Son escasas las 
situaciones en las que el decisor se encuentra absolutamente seguro de los pesos 
que él valoró. Una alta estabilidad de la decisión tomada le indica que puede 
implementarla con confianza, a pesar de  su vacilación a la hora de expresar sus 
preferencias, ya que puede esperarse que los verdaderos pesos correspondientes 
a sus preferencias, imposibles de estimar exactamente en la realidad, no son 
demasiado diferentes a los asignados por él explícitamente. 
 
La estabilidad de una alternativa elegida como la mejor respecto a los 
pesos propuestos por el decisor, tiene relación directa con la posición del vector w, 
dado por el decisor en SA. Su proximidad a los límites del (q-1)-poliedro indica la 
mayor o menor posibilidad de cambiar de alternativa ante un determinado cambio 
de pesos. 
 
Un índice de estabilidad puede establecerse mediante: 
 
8.33. 
[ ]
[ ]estab
A
)'W/A( Lmin
*LminIE =                             (8.33) 
 
Donde A/w’ indica que la alternativa A es la mejor alternativa respecto a la 
proyección en el plano (q-1) dimensional de la combinación de pesos dada por el 
usuario w’, LA* son las distancias del punto  w’ a los  planos que limitan el polígono 
definido al poliedro SA y Lestab son las distancias del punto más  estable en el 
poliedro S, a alguno de los límites (diferentes a los generales: wi = 0 y ∑wi = 1 
porque estos no son conflictivos). En la Figura 8.3 se  describe  para un problema 
de tres objetivos, los conceptos expuestos. Si para la ponderación se usa alguna 
combinación de pesos que no se encuentra dentro de VA, la alternativa 
seleccionada será diferente a A.  
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Figura 8.3. Índices de robustez y estabilidad para un problema con 3 objetivos 
 
Lo anterior es válido para problemas de decisión en el espacio discreto. 
Puede extenderse el concepto al espacio continuo. Sin embargo, a diferencia de 
problemas con alternativas discretas o a excepción de funciones objetivo lineales 
(porque solamente son soluciones óptimas, soluciones vértice del espacio de 
decisión), un pequeño cambio en los pesos,  generalmente conduce  a seleccionar 
una alternativa diferente como solución del problema, aunque no necesariamente 
muy diferente. Entonces, ya no sería de mucha ayuda considerar un volumen VA 
en el espacio de los pesos con el que se seleccionaría una única alternativa, 
porque sería solo un punto. Para solventar esto y seguir aprovechando el 
concepto, a cambio de evaluar en que volumen se selecciona la misma alternativa, 
evaluar en que volumen los valores de los objetivos de la alternativa seleccionada 
por el método solo cambian en un tanto por ciento, ya sea por encima o por 
debajo. Ese valor de tolerancia, es dado por el decisor y este sólo puede analizar 
la sensibilidad del resultado del método teniendo en cuenta también ese valor. Por 
ejemplo, es posible que el decisor considere que un cambio de un ∆% en los 
objetivos (respecto al valor óptimo menos el peor valor) no implica una diferencia 
importante respecto al análisis. El área en cuestión ya no sería un punto sino el 
área cuya combinación de pesos proporcionaría alternativas que no distan más de 
un ∆% de la alternativa seleccionada por el modelo multiobjetivo usado. 
Lógicamente si la tolerancia es alta, el volumen de VA será mayor y viceversa.  
 
Estos índices constituyen un medio novedoso y fácilmente entendible de 
hacer una valoración de la robustez y estabilidad de la solución encontrada. 
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Tienen la desventaja de que solo son útiles para casos en los que los objetivos 
son muy pocos debido a las dificultades de encontrar volúmenes de hiper-
espacios de grandes dimensiones, aunque el concepto sigue siendo válido para 
estos casos.  
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Capítulo 9 
 
 
ASIGNACIÓN DE PESOS DE IMPORTANCIA RELATIVA  
 
 
9.1.     INTRODUCCIÓN 
 
Cuando se habla de un problema de toma de decisiones multiobjetivo 
discreto, la representación se convierte en seleccionar, de un conjunto finito de 
posibles de alternativas a implementar A1, A2, …, An, una sola de ellas. La cual, es 
escogida o seleccionada a la luz de un conjunto de p criterios u objetivos de 
decisión Z1, Z2, ..., Zp (Figura 9.1). 
 
Z1 Z2 ... Zp
A1 a11 a12 ... a1p
A2 a21 a22 ... a2p
... ... ... ... ... 
An an1 an2 ... anp
MP(n x m) =  
 
Figura 9.1. Matriz de pagos (alternativas vs objetivos) 
 
En donde n es el número de alternativas; m el número de objetivos; Zj, 
(j=1,...,p) representa los objetivos del problema; Ai, (i=1,...,n) representa las 
alternativas del problema; y aij representa el grado de cumplimiento de la 
alternativa i con respecto al objetivo j. 
 
En procesos reales de toma de decisiones de este estilo, es bastante 
común encontrar que para el decisor, no todos los criterios u objetivos (Z) que 
definen su problema tienen la misma importancia o relevancia.  Es decir que 
según sus preferencias, al decisor eventualmente le podría interesar más obtener 
niveles de logro mejores en unos objetivos que en otros (Smith et al, 2000).  
Dichas preferencias pueden ser expresadas de diversas maneras: niveles de 
aspiración, funciones de valoración o utilidad U(G), pesos de importancia relativa 
w, entre otros, siendo esta última, la forma más comúnmente aceptada y utilizada 
por los decisores.  Los pesos de importancia relativa w, junto con la matriz de 
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pagos, constituyen toda la información necesaria, en principio, para poder utilizar 
la mayoría de las metodologías multiobjetivo discretas (ELECTRE I, II, III, 
Programación de Compromiso, Programación por Metas, PROMETHEE I, II, 
Promedios Ponderados, Funciones de Utilidad y Valor Multiatributo, etc), de allí su 
importancia y relevancia (Smith et al, 2000).  
 
La asignación de pesos de tal manera que ellos representen 
adecuadamente la estructura de preferencias del decisor ha sido fuente de 
incertidumbre y de muchas consideraciones en la literatura. Se propone acá una 
metodología para la asignación de pesos a los diferentes objetivos dentro de una 
problema de toma de decisiones multiobjetivo, buscando de esta manera reducir 
los aspectos de incertidumbre asociados a esa asignación. 
 
El problema de cómo asignarle valores a los pesos de los objetivos, ha sido, 
y es, uno de los temas de estudio de mayor importancia dentro del mundo de la 
toma de decisiones multiobjetivo, debido a que la mayoría de métodos de análisis 
multiobjetivo (AMO) están fuertemente ligados a dicho parámetro (Jaramillo, 
1999).  Se han estudiado aspectos tanto teóricos (Salo and Hämäläinen, 1997) 
como prácticos del problema (Pöyhönen and Hämäläinen, 2001). Por ejemplo, la 
forma cómo se le piden los pesos al decisor (Pöyhönen and Hämäläinen, 2001), 
su interpretación, la influencia o relevancia de éstos dentro de las respuestas de 
los métodos, la forma de agregación de varios conjuntos de pesos (Pöyhönen y 
Hämäläinen, 2001), etc. Schoemaker y Waid (1982) demuestran que el método de 
asignación de pesos, influye fuertemente en la respuesta final que se obtenga del 
problema. 
 
Para la asignación de los pesos de importancia relativa, se ha desarrollado 
una amplia gama de procedimientos. En su mayoría, enfocados en tratar de 
representar lo más fielmente posible la estructura de preferencias del decisor. Esta 
no siempre es conocida, debido a la racionalidad limitada del decisor (Smith et al, 
2000). Entre los diferentes procedimientos desarrollados, están los llamados 
métodos de asignación directa — aquellos en los que el decisor asigna 
directamente los pesos a los objetivos — como el método de ordenación simple 
(ranking) de Kendall (1970), el cual requiere que el decisor efectúe una ordenación 
cualitativa de los objetivos del más importante al menos importante. También está 
el método de asignación probabilística de Rietveld (1984), el cual, partiendo del 
ordenamiento cualitativo de los criterios y asumiendo una distribución uniforme de 
probabilidad para los pesos de los mismos wj, fija una cota superior para cada 
peso, y le asocia según el ordenamiento anterior intervalos de valor a cada 
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objetivo de acuerdo con su importancia (a mayor importancia, mayor intervalo de 
asociación); también está el método de tasación simple de von Winterfeldt y 
Edwards (1986), el cual requiere de una valoración numérica del peso en cierta 
escala de medida (0 a 100 por ejemplo). Una variación de éste, consiste en pedirle 
al decisor que evalúe la importancia relativa de los criterios con relación al criterio 
considerado como el menos importante de todos. Luego, respetando tales 
relaciones de proporcionalidad y forzando a que la suma de los pesos sea igual a 
la unidad, se obtienen los pesos cardinales de los objetivos del problema; y 
finalmente está el método de comparaciones sucesivas de Churchman y Ackoff 
(1954), el cual requiere por parte del decisor de la ordenación de los criterios, la 
tasación de los pesos de los criterios en una escala cardinal, la comparación 
sistemática de cada criterio con los demás, y  la contrastación y modificación de 
dichos valores (Romero y Pomerol, 1997). 
 
Existe otra familia de metodologías denominada métodos de asignación 
indirecta, los cuales pretenden inferir la estructura de preferencias del decisor a 
partir de comparaciones pareadas ya sea entre objetivos o alternativas. Uno de los 
métodos más conocidos y citados en la literatura es el método AHP o Análisis 
Jerárquico, ideado por Saaty (1970). Este método consiste en construir una matriz 
cuadrada de comparaciones entre objetivos (objetivos × objetivos), en donde cada 
entrada de la matriz representa cuantas veces es más importante el criterio de la 
fila respecto al criterio de la columna (Romero y Pomerol, 1997). Finalmente se 
calcula un autovector dominante de dicha matriz, el cual constituye el conjunto de 
pesos del problema de decisión.  Existen otros métodos como el llamado método 
de compensación y el método del vaivén (Romero y Pomerol, 1997). Por último 
está el método de la entropía de Zeleny (1982), denominado también método 
“objetivo”, ya que intenta determinar la importancia relativa de los objetivos, 
únicamente a partir de los datos del problema (matriz de pagos). 
 
Algunas limitantes de las anteriores metodologías son: 1) la excesiva 
cantidad de información  que se le exige al decisor, ya que provoca en éste 
desgaste y en algunas ocasiones su eventual contradicción; 2) el tener que 
expresar las preferencias de decisión de forma numérica, cuando en muchos 
casos, ni siquiera de forma cualitativa, el decisor tiene clara dicha valoración; 3) en 
su mayoría, para realizar la valoración de sus pesos, decisores y metodologías 
consideran los objetivos como independientes entre si. Esto no siempre es cierto, 
ya que en muchos casos existen interrelaciones entre objetivos que hacen que el 
mejoramiento o empeoramiento de un objetivo, contribuya al  mejoramiento o 
empeoramiento de otros respectivamente (Carlsson y Fuller, 1995; 1996); y 4) la 
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mayoría de metodologías no consideran simultáneamente la información del 
problema y las preferencias del decisor para realizar la asignación de los pesos. 
Es decir, la mayoría de métodos que usan como base las preferencias del decisor, 
se olvidan por completo de las características del problema, y viceversa. 
 
Vieli (1984) muestra, que para un mismo decisor, las estimaciones de los 
pesos únicamente por métodos directos varían según el momento en el que se 
interrogue el decisor. También se ha demostrado que esta valoración cambia de 
acuerdo con las alternativas que el decisor conoce previamente del problema, es 
decir, que indirectamente, éste está escogiendo de forma sesgada la solución del 
problema. 
 
Por todo lo anterior, se considera necesario contar con una metodología de 
ayuda para la asignación de los pesos de importancia relativa de los objetivos de 
un problema de toma de decisiones multiobjetivo discreto, el cual combine de igual 
forma las preferencias de decisión, con las bondades mismas de la información 
del problema.  Con base en esto, se propone una metodología que permite 
identificar características propias de los objetivos tales como: el grado de 
colaboración o competencia entre objetivos (interrelación entre objetivos), la 
entropía o dispersión de las alternativas y la posibilidad de encontrar soluciones 
exitosas para cada objetivo.  
 
 
9.2.     METODOLOGÍA PARA LA ASIGNACIÓN DE PESOS DE IMPORTANCIA 
RELATIVA 
 
Como ya se había mencionado, la metodología de asignación de pesos 
fundamentalmente se basa en su identificación a partir de la información del 
problema: del grado de colaboración o competencia entre pares de objetivos, la 
entropía de las alternativas y la posibilidad de lograr soluciones exitosas por 
objetivo, todo esto, combinado con las preferencias del decisor. 
Para la descripción de los siguientes procedimientos, se asume que el 
decisor cuenta con toda la información del problema consignada en una matriz de 
pagos normalizada (MP ∈ Rn x m) (Figura 9.1), y que el orden de definición de las 
alternativas permanece siempre constante (A1, A2,…,An). Esto último para tomarlo 
como punto de referencia a lo largo de todo el análisis. 
 
 
 
9.2.1. Colaboración o Conflicto entre Objetivos 
 
La primera característica a destacar de la información del problema (MP) es 
el grado de colaboración o conflicto entre objetivos. 
 
Definición 1: Sea un objetivo Zi  colaboritivo con respecto a un segundo 
objetivo Zj  dentro del tramo definido por las alternativas consecutivas [Ak-1, Ak] 
cuando las pendientes de las líneas que unen los porcentajes de logros (o nivel de 
cumplimiento de la alternativa con respecto a los objetivos), de las funciones en 
los extremos del tramo, tienen el mismo sentido (ver Figura 9.2). Esta condición se 
define por medio de la ecuación (9.1): 
 
m...,,,ji;n....,,,kpara
)A(Z)A(Z
)A(Z)A(Z
kjkj
kiki 21320
1
1 ∈≠=≥−
−
−
−           (9.1) 
 
 
 
Figura 9.2. Caso - objetivos colaborativos 
 
En este caso, los objetivos Zi y Zj se consideran colaborativos entre si en el 
tramo [Ak-1 Ak], ya que en la medida que se busquen mejores niveles de logro para 
uno de los objetivos dentro del tramo, se estarán consiguiendo mejores niveles de 
logro para el otro objetivo también. 
 
Definición 2: Sea un objetivo Zi conflictivo con respecto a un segundo 
objetivo Zj dentro del tramo definido por las alternativas consecutivas [Ak-1 Ak], 
cuando las pendientes de las líneas que unen los logros de las funciones en los 
extremos del tramo, tienen sentidos contrarios (Figura 9.3). Esta condición se 
define por medio de la siguiente ecuación: 
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m...,,,ji;n....,,,kpara
)A(Z)A(Z
)A(Z)A(Z
kjkj
kiki 21320
1
1 ∈≠=<−
−
−
−             (9.2) 
 
 
Figura 9.3. Caso - objetivos conflictivos 
 
En este caso, los objetivos Zi y Zj se consideran conflictivos entre si en el 
tramo [Ak-1 Ak], ya que en la medida que se mejoren los niveles de logro para uno 
de los objetivos dentro del tramo, se estarán sacrificando niveles de logro en el 
otro objetivo. 
 
Partiendo de las definiciones 1 y 2 se comienza a construir una matriz de 
diferencias entre alternativas contiguas (Dn-1 x m)), la cual se define según la 
expresión 9.3 (Tabla 9.1): 
 
 
Tabla 9.1. Matriz de diferencia entre alternativas 
 Z1 Z2 ... Zm
A2 – A1 d1,1 d1,2 ... d1,m
A3 – A2 d2,1 d2,2 ... d2,m
... ... ... ... ... 
An – An-1 dn-1,1 dn-1,2 ... dn-1,m
D (n-1 x m) =  
 
 
donde: 
m...,,,j;n...,,kpara,
aasi
aasi
d
j,kj,k
j,kj,k
j,k 21201
01
1
1
1 ==⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ <−−
≥−=
−
−
−        (9.3) 
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Cada columna j de la matriz D, muestra la evolución del objetivo j a través 
del conjunto de alternativas, es decir, en cuáles tramos es creciente el objetivo (dk-
1,j>0) y en cuáles otros tramos es decreciente (dk-1,j<0). Un valor de dk-1,j igual a 1, 
significa que para el objetivo Zj es mejor implementar la alternativa Ak, en vez de la 
Ak-1, y si dk-1,j es -1, su significado es el contrario. 
 
Luego de construir la matriz D, se definen dos vectores P ∈ Rn-1 y N ∈ Rn-1, 
los cuales contendrán el número de objetivos por tramo que poseen pendientes 
positivas y negativas respectivamente. Los elementos de P y N se definen de la 
siguiente manera. Ver expresión (9.4): 
 
n,...,kparaPmN
dsi
dsi
pdondepP
kk
j,k
j,k
m
j
j,kj,kk
2
10
11
11
1
1
1
111
=−=
⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ −=
===
−−
−
−
=
−−− ∑    (9.4) 
 
Luego de tener los vectores P y N, se construye la matriz de colaboración C 
∈ Rn-1×m, cuyos elementos ck-1,j, se definen según la expresión (9.5): 
 
m...,,,j;n...,,kpara,
dsiN
dsiP
c
j,kk
j,kk
j,k 21201
01
11
11
1 ==⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ <−
>−=
−−
−−
−          (9.5) 
 
Cada elemento ck-1,j representa la cantidad de objetivos que coinciden con 
el sentido de la pendiente de Zj en el tramo [Ak-1 Ak]1.  
 
Finalmente, con base en la matriz C se calcula el vector de peso de 
colaboración WC ∈ Rm, donde cada uno de sus componentes representa el grado 
de colaboración del objetivo Zj, sobre todos los tramos [Ak-1 Ak]. Ver 
expresión(9.6): 
m...,,,jpara
c
c
WC m
j
n
k
j,k
n
k
j,k
j 21100
1 2
1
2
1
=×=
∑∑
∑
= =
−
=
−
       (9.6) 
 
 
 
                                            
1 Se resta uno para no contar como objetivo coincidente el mismo Zj. 
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Mientras mayor sea el grado de colaboración total de un objetivo, mayor 
será su importancia, ya que al intentar optimizar o mejorar éste, también se 
estarán optimizando o mejorando los niveles de logro de la mayoría de los demás 
objetivos. 
 
El análisis anterior parte de la condición de tramos de alternativas 
invariantes luego de la definición de la matriz de pagos, ya que lo que se pretende 
es simular una función continua a parir de una serie de datos discretos. Esto se 
puede ver o pensar como el proceso inverso de linealizar a tramos una función 
continua conocida (Figura 9.4). 
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Figura 9.4. Ilustración de la consideración de datos discretos como una función 
objetivo continua 
 
 
9.2.2. Entropía en las Alternativas 
 
En 1982 Zeleny propuso la entropía del conjunto de alternativas de un 
problema de análisis multiobjetivo discreto, como una medida del grado de 
importancia relativa de los objetivos del problema (Romero y Pomerol, 1997). La 
idea central consiste en que mientras mayor sea la entropía, desorden o variación 
del conjunto de alternativas con respecto a un criterio u objetivo, mayor 
importancia deberá tener éste en la decisión final, ya que el margen entre pérdidas 
y ganancias allí, puede llegar a ser significativamente más importante que en otros 
objetivos donde tal variación no sea tan alta. En otras palabras, se podría decir 
que cuando hablamos de alternativas discretas muy similares entre si con 
respecto a un objetivo, “no importa” que solución se adopte, ya que posiblemente 
la diferencia entre una y otra no sea significativamente diferente. Contrario a lo 
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que posiblemente ocurrirá, si se tienen altas variaciones de las alternativas por 
objetivo (ver Figura 9.5). 
 
 
Figura 9.5. Representación de dos objetivos con diferentes grados de entropía 
 
Tomando como base la matriz de pagos normalizada (MP) se calcula el 
vector de entropía E ∈ Rm, el cual contiene el valor de entropía de cada criterio u 
objetivo Z de la siguiente manera: 
 
[ ] m,...,,jpara,E,)alog(a*
)mlog(
E j
n
i
j,ij,ij 2110
11
1
=∈×−= ∑
=
 (9.7) 
 
El factor 1/log(m) se utiliza para que los valores de entropía se ubiquen en 
el rango [0,1]. Por otro lado, como para valores de ai,j = 0 el logaritmo no existe, en 
estos casos se asume Ej=0, gracias a que la ecuación (9.7) cumple con 
2. 0)(*lim
,0
=
−+→
XLogX
X
 
Finalmente los pesos de los objetivos correspondientes al grado de entropía 
de las alternativas, se calculan normalizando y dividiendo los valores de Ej por la 
sumatoria total de los mismos (9.8). 
 
m...,,,jpara,
E
E
WE m
j
j
j
j 21100
1
=×=
∑
=
        (9.8) 
 
 
                                            
2 Esta condición se puede demostrar con ayuda del teorema de L'Hopital. 
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9.2.3. Posibilidad de Encontrar Soluciones Exitosas por Objetivo 
 
Este aspecto consiste en identificar qué objetivos del problema son los que 
menores posibilidades de obtener soluciones exitosas tienen, y asignarles 
mayores grados de importancia en la decisión final. Esto básicamente porque a 
mayor posibilidad de éxito se tenga con un objetivo, menor es el “esfuerzo” que se 
debe hacer para obtener buenos niveles de logro allí, mientras que a los objetivos 
poco exitosos, más cuidado se les debe prestar en el momento de la búsqueda de 
la solución. Cabe resaltar que la definición de solución exitosa (β) debe ser 
definida por cada decisor. Aquí se propone como solución exitosa, una alternativa 
con la cual se alcance un nivel de logro mayor o igual al 60% del máximo logro 
posible para un objetivo Zj,max. Es decir, Ai será una solución exitosa para Zj, si 
cumple que Zj(Ai) ≥ β (Figura 9.6). 
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Figura 9.6. Representación de β en la matriz de pagos MP normalizada 
 
Partiendo de la matriz de pagos normalizada, se cuenta por objetivo el 
número de alternativas que cumplen la condición de solución exitosa (casos 
favorables), y este valor se divide por el número total de alternativas del problema 
(casos posibles). Así se crea el vector de probabilidades PE∈ Rm. 
 
m,...,,jpara,
asi
asi
pedonde,
n
pe
PE
j,i
j,i
j,i
n
i
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=
β
β
     (9.9) 
 
Finalmente, como lo que se pretende es asignarle mayor peso a los 
objetivos menos exitosos, éste se debe calcular con base en la probabilidad de 
fracaso que es 1-PE : 
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m,...,jpara),PE(WP jj 11100 =−×=       (9.10) 
 
 
9.2.4. Preferencias del Decisor 
 
El último aspecto a considerar para la construcción de los pesos de 
importancia relativa, son las preferencias del decisor, las cuales, aquí se propone 
sean asignadas directamente por el decisor en una escala de 0 a 100, y sin la 
restricción que la suma de todos los pesos sea 100. Ya que éstos finalmente serán 
normalizados con la sumatoria total de los mismos. 
 
m...,,,jpara,
D
D
WD m
j
j
j
j 21100
1
=×=
∑
=
   (9.11) 
 
Se propone el procedimiento porque es intuitivo y fácil de entender para 
casi todo decisor. 
 
 
9.2.5. Forma de Agregación 
 
Luego de haber construido los cuatro vectores pesos ( )WDWPWEWC ,,, , 
éstos se deben combinar para formar el conjunto final de pesos W ∈ Rm. Con 
respecto a esto se puede decir que existen muchas funciones de agregación de 
conjuntos de pesos, y que el decisor puede eventualmente usar la que mas desee. 
Sin embargo, aquí se proponen una de ellas, la cual está basada en la media 
geométrica de las componentes del peso, tal como se muestra en la ecuación 
(9.12): 
 
( 41414
1
/
jjjj
/
i
j,ij WDWPWEWCWxW ×××=⎟⎟⎠
⎞⎜⎜⎝
⎛= ∏
=
)   (9.12) 
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9.3. CASO DE APLICACIÓN DE LA METODOLOGÍA 
 
A continuación se presenta la solución de un problema de toma de 
decisiones multiobjetivo discreto (selección de personal) donde se aplica la 
metodología propuesta para la asignación de los pesos de importancia relativa de 
los objetivos del problema. Para su solución se utilizan dos métodos discretos de 
análisis multiobjetivo que son: Promedios Ponderados (PP) y Programación de 
Compromiso con métrica dos (PC2). Todas las alternativas que se plantean son 
no dominadas, lo que quiere decir que no hay ninguna que sea mejor que las 
demás dentro del contexto completo del problema.  
 
 
9.3.1. Planteamiento del Problema. Selección de Personal 
 
A fin de contratar un nuevo empleado, una empresa ha recibido solicitudes 
de ocho candidatos que son: Alberto, Blanca, Carlos, Daniel, Emilia, Germán, 
Hilario e Irene. El departamento de Recursos Humanos decide considerar para el 
ordenamiento y posterior selección de los empleados cinco objetivos los cuales 
son (Romero y Pomerol, 1997): 
 
1. Nivel de Estudios Superiores (Max) 
2. Experiencia Profesional (Max) 
3. Edad en años (Min) 
4. Entrevista Personal, que va de [0,10] (Max) 
5. Test Sicotécnico, que va de [0,10] (Max) 
 
En la Tabla 9.2 se muestra la matriz de decisión o matriz de pagos que 
surge luego de haber evaluado a cada uno de los candidatos con respecto a cada 
uno de los cinco objetivos.  
 
 
 
 
 
 
 
 
 
 
Tabla 9.2. Matriz de pagos: selección de personal 
  Estudios Experiencia Edad Entrevista Test 
Alberto 6 3 -28 5 5 
Blanca 4 2 -25 10 9 
Carlos 7 7 -38 5 10 
Daniel 5 7 -35 9 6 
Emilia 6 1 -27 6 7 
Germán 6 8 -30 7 9 
Hilario 5 6 -26 4 8 
Irene 3 8 -34 8 7 
 
 
 
 
 
 
 
 
 
 
En la Figura 9.7 se representa la información consignada en la matriz de 
pagos. En el eje X se encuentran los objetivos, y en el eje Y el porcentaje de logro 
de cada uno de ellos. Las líneas de colores representan los aportes de las 
alternativas al logro de cada objetivo. De allí se puede ver que no existe un 
empleado que sea mejor que las demás, en todos los aspectos (objetivos) 
señalados anteriormente. También de este gráfico se puede ver la complejidad del 
problema evidenciada en la cantidad de cruces entre líneas. 
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Figura 9.7. Matriz de pagos 
 
Para la solución del problema se supone una estructura de preferencia de 
decisión definida por una serie de expertos con las siguientes características: Un 
muy alto interés en la experiencia del empleado (WD=80), seguido con igual 
importancia por el nivel de estudios y los resultados del test (WD=10), y 
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finalmente, considerados con igual importancia (WD=5), la edad y los resultados 
de la entrevista.  En la Figura 9.8 se muestra la distribución de pesos de 
importancia relativa luego de aplicar la metodología propuesta.  
 
 
 
Figura 9.8. Distribución de pesos luego aplicar la metodología propuesta 
 
 
A continuación se presentan los resultados del ordenamiento de los 
candidatos considerando la estructura de preferencias propuesta por la 
metodología (Tabla 4). 
 
Tabla 9.3. Resultado de los ordenamientos 
Aspirante Utilidad Aspirante 
Distancia al 
ideal
Germán 77.14 Germán 139.63
Carlos 69.03 Carlos 380.1
Daniel 56.32 Hilario 519.41
Hilario 55.48 Daniel 537.33
Blanca 55.34 Irene 709.69
Irene 51.65 Blanca 827.16
Emilia 40.87 Alberto 1096.46
Alberto 36.33 Emilia 1098.26
PP PC 2
Aplicación de la metodología 
 
 
 
De los resultados se puede ver que la metodología para la asignación de 
pesos identifica a Germán y Carlos como los dos mejores candidatos del grupo. 
Por otro lado la metodología califica o beneficia mejor al candidato Daniel debido a 
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que en conjunto, el nivel de logro alcanzado por éste sobre todos los objetivos es 
mayor que el alcanzado por otros candidatos como Irene que tiene la entrevista en 
0% y la experiencia en menos del 80%.  Ahora, con respecto al candidato Hilario, 
la metodología de pesos propuesta lo posiciona bien ya que Hilario cuenta, en 
conjunto, con buenos niveles de logro para la mayoría de los objetivos (todos por 
encima del 40%) (ver Figura 9.9). Claramente de la Figura 9.9 se puede ver que el 
candidato Germán, es el candidato que en conjunto cuenta con los mayores 
niveles de logro para todos los objetivos (todos por encima del 50%). Es por esto 
que la decisión o escogencia del candidato es clara y uniforme para todas las 
metodologías. 
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Capítulo 10 
 
 
CONCLUSIONES, RECOMENDACIONES Y RESULTADOS 
 
 
Se presentan acá las principales conclusiones y recomendaciones sobre el 
manejo del riesgo e incertidumbre en modelos de análisis multiobjetivo y sus 
aplicaciones. Igualmente se presentan los principales resultados del proyecto 
manifestado por tesis de maestría, ponencias presentadas en congresos 
nacionales e internacionales y artículos presentados en revistas. 
 
  
10.1.     CONCLUSIONES 
 
Las principales conclusiones de este estudio son las siguientes: 
 
• Existen numerosas aplicaciones y ejemplos de toma de decisiones donde es 
necesario considerar aspectos relacionados con el riesgo y la incertidumbre. 
 
• En el campo de toma de decisiones hay numerosos ejemplos de incertidumbre. 
Difícilmente se puede encontrar un problema de toma de decisiones donde no 
se pueda considerar aspectos de riesgo e incertidumbre. En algunos estudios 
la incertidumbre es considerada de manera explicita, en otros casos se 
considera de una manera indirecta, y en la inmensa mayoría de los casos es 
totalmente ignorada. Esto se debe no solo a las dificultades de considerar 
aspectos inciertos en complejos problemas de toma de decisiones, sino 
también a la falta de disponibilidad de métodos de apoyo a la toma de 
decisiones que consideren adecuadamente los aspectos relacionados con la 
incertidumbre. 
 
• Existen problemas de toma de decisiones altamente complejos y retadores en 
términos de consideración de la incertidumbre debido, por ejemplo, a sus 
aspectos temporales y espaciales de la información involucrada, el uso de 
diferente tipos de modelos, la influencia significativamente diferente de las 
escalas temporales y espaciales que deben incluirse de manera simultanea en 
el análisis, como también el grado de “incertidumbre” en el modelamiento en 
 10-1
términos de representar adecuadamente todas las interrelaciones y 
mecanismos entre las diferentes componentes del modelo. 
 
• Un aspecto crítico es cómo se pueden tomar decisiones cuando al decisor se 
le presenta información relacionada con incertidumbre. La gran mayoría de los 
decisores prefieren un conjunto claro y definido de posibles alternativas, en 
donde la escogencia de la mejor alternativa se basa  típicamente en un único 
criterio calculado como el valor esperado de una medida del comportamiento 
del sistema. Esta es la máxima consideración de incertidumbre (valor esperado 
de un solo evaluador) que se incluye en la gran mayoría de los análisis 
encontrados en procesos de toma de decisiones en la práctica. Sin embargo, 
se debe tener en cuenta que cuando la incertidumbre se involucra en un 
proceso de toma de decisiones, siempre este proceso debe considerar 
múltiples criterios u objetivos. En ningún proceso de toma de decisiones bajo 
consideraciones de riesgo e incertidumbre existe un único criterio que 
represente adecuadamente el comportamiento del sistema. 
 
• La educación en ingeniería ha sido siempre fuerte en dar a los estudiantes las 
herramientas necesarias para solucionar problemas. El concepto básico es que 
deben entender que información se requiere, donde y como esa información 
puede conseguirse, como escoger y aplicar la metodología apropiada, y 
finalmente como usar los resultados de ese análisis para diseñar o analizar el 
sistema. La suposición inherente es que si uno usa la información correcta y 
selecciona la metodología adecuada entonces la solución resultante será la 
correcta. Sin embargo, a un mucho menor nivel los estudiantes de ingeniería 
son también enfrentados con el hecho que en ingeniería no todo es blanco y 
negro (correcto e incorrecto), o más apropiadamente que la ingeniería no es 
determinística como podría ser inferido de la aplicación estricta de fórmulas y 
ecuaciones. Existen niveles de grises que deben ser considerados en la forma 
de incertidumbre y que son aspectos que se deben incluir en todo proceso de 
toma de decisiones en ingeniería. Muy poco esfuerzo se esta haciendo en la 
educación de nuestros futuros ingenieros por darles herramientas de análisis 
en condiciones de riesgo e incertidumbre, que ellos puedan  luego aplicar en 
diferentes procesos de toma de ediciones. 
 
• La visión estrecha en ingeniería es que con la información disponible o el 
modelo adecuado se obtiene la respuesta correcta. Una visión mucho más 
amplia es que cada resultado basado en información o modelos representan 
una observación tomada de una distribución de probabilidades. Que las 
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observaciones pueden considerarse como los valores más probables, pero que 
hay otros posibles valores que tiene cierta probabilidad finita que deben ser 
considerados en el análisis. 
 
• En esta investigación se presenta una organización de cómo se pueden 
manejar los aspectos de riesgo e incertidumbre en los procesos de toma de 
decisiones multicriterio, dividiendo las metodologías disponibles en varios 
grupos: métodos multicriterio estocásticos explícitos e implícitos, uso de 
indicadores de riesgo e incertidumbre, métodos basados en lógica difusa, 
métodos basados en la consideración explicita de la imprecisión, análisis de 
sensibilidad y la definición de las ponderaciones. En todos estos 
procedimientos se hicieron aportes sobre la manera de considerar la 
incertidumbre y la imprecisión. Este es un campo tremendamente amplio en la 
toma de decisiones y donde metodológicamente se ha hecho, 
comparativamente con el caso determinístico, muy poco trabajo y en los 
últimos años su avance ha sido muy precario. Lo que se presenta en esta 
investigación abre una puerta para futuras investigaciones en este tema. 
Realmente falta mucho trabajo en esta dirección. 
 
• Las metodologías presentadas constituyen un aporte definitivo para el 
desarrollo de la consideración de aspectos de riesgo e incertidumbre, así como 
de imprecisión, en procesos de toma de decisiones basados en análisis 
multiobjetivo. Realmente se hizo un excelente trabajo de revisión de literatura, 
de propuestas metodológicas, y de aplicación a casos reales e hipotéticos 
(basados en casos reales). Las metodologías del equalizador estocástico 
explicito, algunos indicadores de riesgo e incertidumbre propuestos, la 
metodología estocástica implícita basada en simulación de Monte Carlo, el 
método de la consideración explicita de la imprecisión, las propuestas de 
análisis de sensibilidad y de determinación de las ponderaciones son 
contribuciones inéditas de este trabajo de investigación, y constituyen una 
contribución de los investigadores de esta investigación al campo de toma de 
decisiones bajo riesgo e incertidumbre. 
 
• De la revisión del estado del arte, se pudo ver la relevancia que tiene, dentro 
del proceso de toma de decisiones multiobjetivo, la asignación de los pesos de 
importancia relativa a los objetivos del problema. Básicamente, ésta radica en 
que, ante pequeños cambios en los valores de estos parámetros, las 
soluciones que se puedan obtener con un mismo método pueden ser 
completamente diferentes. Se recomienda que para hacer una buena 
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asignación de pesos, el decisor conozca a fondo tanto su problema, como las 
metodologías de asignación a utilizar. Por ejemplo su significado, el tipo de 
pesos necesarios para resolver el problema (cardinal u ordinal), y la influencia 
de éstos dentro de la metodología multiobjetivo a utilizar. 
 
 
10.2.     RECOMENDACIONES 
 
Las principales recomendaciones de este estudio son las siguientes: 
 
• Para efectivamente involucrar aspectos relacionados con la incertidumbre en la 
toma de decisiones se necesita aumentar la sensibilidad sobre este tema e 
iniciar un agresivo programa de entrenamiento en esta área. Hay que hacer 
muchos esfuerzos en la inclusión de aspectos de riesgo e incertidumbre en la 
formación de nuestros futuros ingenieros. 
 
• Hay mucho trabajo por hacer en el campo de la inclusión de los aspectos de 
riesgo e incertidumbre en procesos de toma de decisiones. En cada una de las 
propuestas metodológicas acá presentadas hace falta más aplicaciones y 
pruebas para formalizar esas metodologías. Indudablemente que a nivel de 
desarrollos metodológicos hay mucho trabajo por hacer. Por ejemplo, en el 
caso de simulación de Monte Carlo hay que iniciar los desarrollo que permitan 
usar funciones de distribución de probabilidades conjuntas para representar 
adecuadamente las interrelaciones entre varios criterios. Se hace indispensable 
el trabajo en la definición de varios indicadores de riesgo e incertidumbre que 
solo están propuestos como ideas y no existen propuestas de cálculo de ellos. 
 
 
10.3.     PRINCIPALES RESULTADOS 
 
Los principales resultados obtenidos son los siguientes: 
 
La tesis de maestría de la estudiante Catalina Góez Arango titulada "Riesgo 
e Incertidumbre en Problemas con Múltiples Objetivos. Caso de Estudio: 
Quebrada La Iguaná" y que debe terminarse en el semestre 02 de 2005. 
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Los siguientes artículos presentados en congresos nacionales: 
 
• Vélez J.I., Rave C.C., Caballero J.H., Botero V., Escobar D. Y Smith R.A., 
Evaluación de Riesgos en Cuencas Altamente Intervenidas. XVI Seminario 
Nacional de Hidráulica e Hidrología, Armenia, 28 al 30 de octubre, 2004. 
 
Los siguientes artículos presentados en congresos internacionales: 
 
• Smith R.A., Vélez J.I., Rave C.C., Caballero H., Botero V. y Escobar D., Risk 
Evaluation in Urban Areas. International Symposium on Flood Defence, Ministerie 
Van Verkeer en Waterstaad, Nijmegen, Holanda, 25 al 27 de mayo, 2005. 
 
• Smith R.A., Vélez J.I., Rave C.C., Caballero J.H., Botero V. y Escobar D., 
Evaluación del Riesgo en Cuencas Urbanas. XXI Congreso Latinoamericano de 
Hidráulica, Saõ Pedro, Estado de Saõ Pablo, Brasil, octubre 15 al 19, 2004. 
 
• Botero V., Escobar D., Rave C.C., Vélez J.I., y Smith R.A., Análisis multiobjetivo 
explícito para análisis de riesgos naturales. XII Congreso Latino Iberoamericano 
de Investigación de Operaciones CLAIO 2004, Ciudad Habana, Cuba, 4 al 8 de 
octubre, 2004. 
 
• Vélez J.I., Rave C.C., Caballero J.H., Botero V., Escobar D. Y Smith R.A., 
Evaluación de Riesgos por Amenazas Naturales en Cuencas Urbanas. IV Foro 
Centroamericano y del Caribe de Cuencas Hidrográficas, Ciudad de La Habana, 
Cuba, Septiembre 30 a Octubre 2, 2004. 
 
• Vélez J.I., Rave C.C., Caballero J.H., Botero V., Escobar D. Y Smith R.A., 
Evaluación de riesgos en cuencas altamente intervenidas. II Simposio 
Internacional sobre Gestión Integral del Agua y el Medio Ambiente, Barquisimeto, 
Venezuela, Septiembre 8 al 11, 2004. 
 
• Rave C.C., Smith, R.A., Vélez J.I. y Botero V., Explicit multiobjective analysis for 
risk analysis in natural resources. EURO XX, 20 Conferencia Europea de 
Investigación de Operaciones, Isla de Rodas, Grecia, Julio 4 al 7, 2004. 
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Los siguientes artículos publicados en revistas nacionales: 
 
 
• Vélez J.I., Caballero H., Botero V., Smith R.A., Rave C.C., Patiño J. y Escobar D.. 
Evaluación de riesgos en cuencas urbanas. Avances en Recursos Hidráulicos 
No. 10, pp. 17-32, Septiembre 2003. 
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