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In this paper the development of a physically consistent phase-field theory of solidification shrink-
age is presented. The coarse-grained hydrodynamic equations are derived directly from the N -body
Hamiltonian equations in the framework of statistical physics, while the constitutive relations are
developed in the framework of the standard Phase-field Theory, by following the variational formal-
ism and the principles of non-equilibrium thermodynamics. To enhance the numerical practicality of
the model, quasi-incompressible hydrodynamic equations are derived, where sound waves are absent
(but density change is still possible), and therefore the time scale of solidification is accessible in nu-
merical simulations. The model development is followed by a comprehensive mathematical analysis
of the equilibrium and propagating 1-dimensional solid-liquid interfaces for different density-phase
couplings. It is shown, that the fluid flow decelerates/accelerates the solidification front in case of
shrinkage/expansion of the solid compared to the case when no density contrast is present between
the phases. Furthermore, such a free energy construction is proposed, in which the equilibrium
planar phase-field interface is independent from the density-phase coupling, and the equilibrium
interface represents an exact propagating planar interface solution of the quasi-incompressible hy-
drodynamic equations. Our results are in excellent agreement with previous theoretical predictions.
I. INTRODUCTION
Microscopic structural change upon solidification of an
under-cooled liquid is usually accompanied by a den-
sity difference between the initial liquid and the forming
solid, which ultimately generate fluid flow. In a system
where the solid is more dense than the liquid, extra mate-
rial is needed to build the solid structure, and therefore
the liquid flows towards the solid. In contrast, in wa-
ter or silicon, for instance, where the material expands
upon freezing, the excess mass must be transported away
from the front, meaning that the liquid flows away from
the solid. The relative density gap is typically around
5%−10% in simple systems (such as the hard-sphere and
the Lennard-Jones model system, water, and simple met-
als), which suggests that the effect of the density contrast
on the morphology of the forming solid pattern might be
significant. From the analysis of experimental results for
thermal dendrite growth in single compoent systems [1]
it indeed became clear [2], that Stefan’s flow (i.e., heat
transport by fluid flow) had to be icluded in Ivantsov’s
original theory [3] to elimiate the discrepancy between
the experimental data and the theoretical predictions [4].
The tension field created by nuclei in the presence of den-
sity difference between the solid and the liquid was first
investigated theoretically by Horvay [5], while the effect
of solidification shrinkage on the speed of a planar solid-
ification front was first studied by Tien and Koump [6].
∗ g.i.toth@lboro.ac.uk
Tien and Koump found that fluid flow impeded the solidi-
fication front in the presence of shrinkage in binary alloys,
and they argued that the solidification front slows down
compared to the gapless case, because the extra mate-
rial transported to the interface region by the fluid flow
also must undergo the structural transition. Two decades
later Oxtoby and Harrowell developed the first contin-
uum theory [7] to study the problem. Their results sug-
gets, that the inverse effect is also present, namely, in case
of expansion (the solid/liquid density ratio is less than 1)
the solidification front is faster compared to the gapless
case. This result nicely accords with the argumentation
of Tien and Kuomp: If the extra material transported
by the flow to the interface impedes the structural tran-
sition, the opposite is expected in case of expansion, when
mass is transported away from the interface, and there-
fore less liquid needs undergo the structural transition.
This result is further supported in numerical simulations
by Conti [8], who studied the effect of fluid flow on the
early stage of dendriticl solidification in binary [9] and
monatomic [10] systems. In order to have access to the
time scale of dendrite formation in the numerical simula-
tions, Conti needed to reduce the speed of sound in the
system, which was done by using unphysically low bulk
moduli. Consequently, his hypothetical material behaved
as air from the viewpoint of fluid flow. Our aim here is
to fix this problem by eliminating sound waves from a
hydrodynamical model, together with keeping the possi-
bility of density variations. The structure of the paper
is as follows. In Section II we develop a general theoret-
ical framework of solidification shrinkage for single com-
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2ponent materials. The development of the model starts
with defining the spatio-temporal solid and liquid mass
densities on the level of particles, for which microscopic
continuum equations will be derived. This is followed by
the derivation of the coarse-grained continuum mechani-
cal equations in the framework of statistical physics. At
the end of Section II.A.1, a thermodynamically consistent
formulation of the coarse-grained reversible stress tensor
is given. In section II.A.2, a thermodynamically consis-
tent constitutive relation for the phase change rate will
be given, which will then be followed by a variable trans-
formation providing an exact definition of the phase-field.
A simple free energy functional containing phase-density
coupling will then be defined on the basis of the stan-
dard Phase-Field Theory. We will show that the fun-
damental time scale of the compressible hydrodynamic
equations is the time scale of sound waves, which makes
the time scale of solidification numerically inaccessible for
small thermodynamic driving forces. Starting from the
idea of Lowengrub and Truskinowsky [11], we generalise
the concept of quasi-incompressibility to eliminate sound
waves together with keeping variable density, and derive
hydrodynamic equations in Section II.A.4. The deriva-
tion of the general framework is followed by the inves-
tigation of the planar interface solutions in section II.B.
The quasi-incompressible description requires a density-
phase relationship, which can be determined by solving
the Euler-Lagrange equations for the equilibrium planar
solid-liquid interface. In Section II.B.2 we provide the
general methodology of finding propagating planar inter-
faces in both the compressible and quasi-incompressible
hydrodynamic framework. In Section III we will ap-
ply the model for particular density-phase couplings in
the free energy functional. First we investigate the gap-
less model against homogeneous equilibrium phases, the
equilibrium planar solid-liquid interface, propagating 1-
dimensional solid-liquid interfaces, and the stability of
the bulk phases. This is followed by the same calcula-
tions for 2 different density-phase couplings. The sum-
mary and our concluding remarks are written in Section
IV.
II. MODEL DEVELOPMENT
A. Hydrodynamic phase-field theory of
solidification
1. General coarse-grained equations
Consider a system of N identical particles. Let
Γ(t) := {r1(t), r2(t), . . . , rN (t),p1(t), r2(t), . . . ,pN (t)}
denote the trajectory of the system in the 6N -
dimensional phase space, where ri(t) and pi(t) are the
position and momentum of particle i = 1 . . . N , respec-
tively. Let gi(t) ∈ R an averaged bond-order parameter
[12, 13] quantifying the similarity of the neighbourhood
of particle i compared to the perfect crystal structure at
time t. The microscopic mass density of the solid can be
then defined as: ρˆs(r, t) := m
∑
i φi(t)δ[r− ri(t)], where
m is the particle mass, φi(t) := ||gi(t)|| ∈ [0, 1] the nor-
malized bond-order parameter, and δ(r) = δ(x)δ(y)δ(z)
the 3-dimensional Dirac-delta function. Analogously, the
microscopic mass density operator of the liquid reads:
ρˆl(r, t) := m
∑
i[1 − φi(t)]δ[r − ri(t)], while the mi-
croscopic momentum densities of the phases are given
by gˆs(r, t) :=
∑
i φi(t)pi(t)δ[r − ri(t)] and gˆl(r, t) :=∑
i[1 − φi(t)]pi(t)δ[r − ri(t)], respectively. The above
definitions indicate the following identities:
ρˆ(r, t) ≡ ρˆs(r, t) + ρˆl(r, t) ; (1)
gˆ(r, t) ≡ gˆs(r, t) + gˆl(r, t) , (2)
where ρˆ(r, t) = m
∑
i δ[r − ri(t)] and gˆ(r, t) =∑
i pi(t)δ[r − ri(t)] are the total mass and momentum
density of the system, respectively. The exact dynami-
cal equations for the densities read (for the details of the
derivation, see Appendix A):
∂tρˆs +∇ · gˆs = +σˆ ; (3)
∂tρˆl +∇ · gˆl = −σˆ ; (4)
∂tgˆs +∇ · Kˆs = −ρˆs∇(δρˆVˆ ) + jˆ ; (5)
∂tgˆl +∇ · Kˆl = −ρˆl∇(δρˆVˆ )− jˆ , (6)
where σˆ(r, t) = m
∑
i φ˙i(t)δ[r − ri(t)] is the microscopic
local phase-change rate, jˆ(r, t) =
∑
i φ˙i(t)pi(t)δ[r−ri(t)]
is a microscopic momentum current density, δρˆVˆ =
δVˆ /δρˆ = vm2 ∗ ρˆ is the first functional derivative of the
potential energy of the system with respect to the micro-
scopic mass density (the asterisk stands for spatial con-
volution), while Kˆs(r, t) = 1m
∑
i φi(t)[pˆi(t)⊗ pˆi(t)]δ[r−
ri(t)] and Kˆl(r, t) = 1m
∑
i[1 − φi(t)][pˆi(t) ⊗ pˆi(t)]δ[r −
ri(t)] (where ⊗ stands for the dyadic product) are the
microscopic kinetic stress tensors of the solid and liq-
uid, respectively, which also indicates Kˆ(r, t) ≡ Kˆs(r, t)+
Kˆl(r, t), where Kˆ(r, t) = 1m
∑
i[pˆi(t)⊗ pˆi(t)]δ[r− ri(t)] is
the kinetic stress tensor. To account for phase transition,
we keep Eq. (3), but add Equations (3) and (4), and (5)
and (6), which results in:
∂tρˆs +∇ · gˆs = σˆ ; (7)
∂tρˆ+∇ · gˆ = 0 ; (8)
∂tgˆ +∇ · Kˆ = −ρˆ∇(δρˆVˆ ) , (9)
where the first equation accounts for the phase transi-
tion, the second for mass continuity, while the third is a
microscopic Navier-Stokes equation. To proceed, we de-
fine our macroscopic variables as the ensemble average of
their microscopic counterparts over the initial condition
[14]:
Y (r, t) :=
∫
dP0(Γ)Yˆ (r, t) , (10)
where Y = ρ,g,K and σ. We note that the above expres-
sion coincides with the more commonly used Y (r, t) :=
3FIG. 1. Schematic illustration of elementary processes in a
classical many-particle system: a.) Convection (collective
movement of particles), b.) Diffusion (relative movement
of particles of different species), and c.) Phase transition
(change in the structure of the local environment). Note that
a.) and b.) are elementary transport modes, while c.) is not
associated with the movement of the particle that changed
colour.
∫
dP(Γ, t)Yˆ (r) [where Yˆ (r) is the phase-space operator
of the quantity] for dP(Γ, 0) = dP0(Γ). This equiva-
lence can be proven by using a coordinate transformation
[15] and the fact that the phase-space probability density
f(Γ, t) is driven by the Liouville equation. Applying Eq.
(10) to Equations (7)-(8) results in:
∂tρs +∇ · (ρsv) = σ ; (11)
∂tρ+∇ · (ρv) = 0 , (12)
where we introduced the macroscopic velocity field
v(r, t) := g(r, t)/ρ(r, t), and set
g/ρ = gs/ρs = gl/ρl ,
which postulates that the solid and liquid phases are co-
moving on the macroscopic level. The explanation of this
principle starts on the microscopic level: The microscopic
mass densities are invariant for the spatial permutation
of the particles, simply because the bond-order param-
eter merely depends on the structure of the neighbour-
hood of a particle. Consequently, swapping two identi-
cal, neighbouring particles (this is the elementary process
of diffusion between two particles of different types in a
binary system) results in exactly the same microscopic
densities, and therefore no diffusion is expected between
the solid and liquid phases (see Fig. 1). Alternatively,
since every single particle contributes to both phases, the
phases consist of the same particles. Since a particle can-
not move relative to itself, we don’t expect diffusion on
the macroscopic level. Summarising, the only transport
mode in a single component material is convection, while
the phase transition between the solid and a liquid is a
local structural change driven by σ. To complete the
set of dynamical equations, finally we need to apply Eq.
(10) to Eq. (9) as well, which results in the following
well-known Navier-Stokes equation:
∂t(ρv) +∇ · (ρv ⊗ v) = −ρ∇(δρF ) , (13)
where F [ρ] =
∫
dV f(ρ,∇ρ,∇2ρ, . . . ) is the Helmholtz
free energy of the non-equilibrium system (a functional
of ρ), and we used two standard approximations [16], (i)
the ideal gas approximation K ≈ ρv⊗ v + (kBTm ) ρ, and
(ii) the adiabatic approximation
∫
dP(Γ0){ρˆ∇(δρˆVˆ )} ≈
ρ∇(δρV ), where V = 12m2
∫
dV {ρ(v ∗ ρ)} is the coarse-
grained potential energy. Before proceeding to construct-
ing σ and the free energy functional, we need to address
a major issue respecting Eq. (13). Since no external
force is imposed on the system, the full momentum of
the system must be conserved, which applies to Eq. (9)
(see Appendix A). Since the coarse-graining operator de-
scribed by Eq. (10) doesn’t operate on t and r, the to-
tal coarse-grained momentum is also conserved. This
indicates, that
∫
dP(Γ0){ρˆ∇(δρˆVˆ )} and K must be ap-
proximated in non-equilibrium only in such ways, which
guarantee the conservation of the coarse-grained momen-
tum. A thermodynamically consistent condition for this
is, that there must exist such a tensor R (called reversible
stress) being the explicit function of the coarse-grained
variables and their spatial derivatives, whose divergence
equals the right-hand side of Eq. (13). As long as the
coarse-grained density fully characterises the system, the
right-hand side of Eq. (19) is valid, since such a tensor
exists [16–21]. In contrast, we have two coarse-grained
variables characterising the spatio-temporal state of the
system, and therefore there’s no guarantee that such an
R exists, for which ∇·R = −ρ∇(δρF [ρs, ρl]) for arbitrary
F [ρs, ρl]. To ”fix” Eq. (13), we re-define the right-hand
side of Eq. (13) as (see Appendix B):
∂t(ρv)+∇·(ρv⊗v) = −ρs∇(δρsF )−ρl∇(δρlF ) . (14)
The above equation preserves the full momentum of the
system if such a tensor exists, whose divergence coincides
with the right-hand side of Eq. (14). Assuming that
the free energy functional depends only on the solid and
liquid densities and their gradients (Landau theory of
first order phase transitions), the tensor reads [22]: R =
−p I + A, where −p = f − ρs(δρsF ) + ρl(δρlF ) and A =
−∇ρs ⊗ (∂∇ρsf)−∇ρl ⊗ (∂∇ρlf).
2. Phase-change rate and variable transformation
The next step of the derivation of the general dynami-
cal equations is postulating the phase-change rate in Eq.
(11). Assuming that F can be expressed in terms of ρs
and ρl, and taken into account that
1
V
∫
dV (ρs + ρl) = ρ¯
(constant) result in the following Euler-Lagrange equa-
tions:
δρsF = δρlF = µ , (15)
where µ is constant. Note that the right-hand side of Eq.
(14) becomes 0 for Eq. (15), while the phase change rate
can be postulated as [23]:
σ := −M(δρsF − δρlF ) , (16)
which also becomes 0 in equilibrium. Using the variables
cs := ρs/(ρs + ρl), cl := ρl/(ρs + ρl) and ρ = ρs + ρl
4(local mass fractions of the phases and the total local
mass density, respectively) in Equations (11), (12) and
(14) results in the following dynamical equations (for the
mathematical details of the variable transformation, see
Appendix B):
ρ φ˙ = −(M/ρ)(δφF ) (17)
ρ˙ = −ρ(∇ · v) (18)
ρ v˙ = −ρ∇(δρF ) + (δφF )∇φ , (19)
where the phase field φ(r, t) ≡ cs(r, t) is the local solid
mass fraction, y˙ = ∂ty + v · ∇y stands for the material
derivative. Furthermore, Eq. (15) transforms as:
δφF = 0 and δρF = µ , (20)
and therefore any equilibrium solution represents station-
ary states of the dynamical equations (17)-(19), which
now completely define the time evolution of a single com-
ponent, two-phase system for a given F [φ, ρ]. Applying
the variable transformation to the reversible stress ten-
sor results in −p = f − ρ(δρF ) and A = −∇ρ⊗ (∂∇ρf )−
∇φ⊗ (∂∇φf ), which indeed recovers
∇ · R = −ρ∇(δρF ) + (δφF )∇φ . (21)
Finally we mention, that Eq. (19) accords with the re-
sults of Anderson, McFadden and Wheeler [24–26], and
Conti [8, 10], but differs from Eq. (13) used by Oxtoby
and Harrowell [7]. While it is straightforward to find the
stress tensor for Eq. (19), it exist for Eq. (13) for only
those F [ρ, φ], where the phase-field and the density are
decoupled (see Appendix B), which applies to the model
of Oxtoby and Harrowell, and therefore their approach is
also acceptable.
3. Free energy functional
The next step of the model development is to construct
a free energy functional. For the sake of mathematical
simplicity we choose
F [φ, ρ] := F0[φ] +K
∫
dV fρ(φ, ρ/ρ0) , (22)
where F0[φ] is the standard phase-field model of solidifi-
cation [27, 28]:
F0[φ] :=
∫
dV
{
3σ δ
2
|∇φ|2 + σ
δ
g(φ) + Λ p(φ)
}
, (23)
where
g(φ) = 6 [φ(1− φ)]2 ;
p(φ) = φ2(3− 2φ) ,
and Λ is the thermodynamic driving force for solidifi-
cation. Furthermore, fρ(φ, %) is a local (dimensionless)
coupling between the phase-field and the density (to be
defined later), and K the bulk modulus of the system.
For fρ(φ, %) ≡ 0, σ and δ [in Eq. (23)] are the free en-
ergy and characteristic width of the equilibrium (Λ = 0)
planar crystal-liquid interface, respectively. We also pos-
tulate
M := Γ(φ) ρ , (24)
where Γ(0) = Γ(1) = Γ0 (constant), which is neces-
sary for the existence of the propagating steady-state
front solution (we will show this later). Finally, we non-
dimensionalise the system by setting the length scale to
δ, the density scale to ρ0, and the energy scale to σδ
3,
which results in:
F [φ, ρ] = F0[φ] +B
∫
dV fρ(φ, ρ) , (25)
where
F0[φ] =
∫
dV
{
3
2
(∇φ)2 + g(φ) + λ p(φ)
}
,
while the global condition for the density reads:
ρ¯ =
1
V
∫
dV ρ ≡ 1 .
The dimensionless local free energy density for different
density-phase couplings is shown in Fig 2. Furthermore,
choosing the time scale
√
ρ¯ δ3/σ in Equations (17)-(19)
yields:
ρ φ˙ = −κ(δφF ) (26)
ρ˙ = −ρ(∇ · v) (27)
ρ v˙ = −ρ∇(δρF ) + (δφF )∇φ , (28)
where the functional derivatives read:
δφF = δφF0[φ] +B ∂φfρ(φ, ρ) ; (29)
δρF = B ∂ρfρ(φ, ρ) , (30)
where δφF0[φ] = g
′(φ) + λ p′(φ) − 3∇2φ (where ′ stands
for the derivative with respect to the argument). The
dimensionless model parameters read: λ = (δ/σ)Λ, B =
(δ/σ)K, and κ = Γ
√
σδ/ρ¯.
4. Quasi-incompressible hydrodynamics
Equations (26)-(28) contain two time scales associated
with (i) solidification (the corresponding model parame-
ters are κ and λ), and (ii) sound waves (via b). Let now
λ := 0 (equilibrium) and let κ be constant. In the gap-
less limit, the density dependent part of the free energy
density can be defined as:
fρ(φ, ρ) := (1/2)(ρ− 1)2 , (31)
which indicates that the density and the phase-field are
decoupled. Solving the Euler-Lagrange equations for λ =
50 gives the following bulk equilibrium phases: φ = 0,
φ = 1, and φ = 1/2, with ρ = ρ¯. The linearisation of
Equations (26)-(28) around φ = 0 (or φ = 1), ρ = 1 and
v = 0 (bulk equilibrium phases) in one spatial dimension
yields:
∂t
δφδρ
δv
 =
−3κ(4− ∂2x) 0 00 0 −∂x
0 −B ∂x 0
δφδρ
δv
 .
(32)
This system is decoupled in the phase-field and the
density-velocity pair, and the dispersion relations read:
ωφ(k) = −3κ (4 + k2) (33)
ω(ρ,v)(k) = ±ı k
√
B . (34)
Eq. (33) indicates that the phase field is stable around
φ = 0 and φ = 1, and the long wavelength perturbations
relax on the characteristic time scale 1/(12κ), while the
density-velocity dispersion relation indicates the presence
of sound waves, where the speed of sound is c =
√
B.
[Here we mention, that the linearisation around φ = 1/2
would give Re[ωφ(0)] > 0, thus indicating an unstable
intermediate phase.] The characteristic times scale of
pattern formation can be estimated by using the Wilson-
Frenkel model [29, 30] in the small driving force limit,
yielding (see Appendix C):
κ ≈ Da0
3 `2
vM
RT
√
σ ρ¯
δ
,
where D is the self-diffusion coefficient, a0 the inter-
atomic spacing, ` the diffusional mean free path in the
liquid, vM the molar volume, T the temperature, and
R the universal gas constant. Taking typical values for
liquid metals, i.e., σ ≈ 1 J/m2, δ ≈ 1 nm, K ≈ 100
GPa (crystal), ρ¯ = 5000 kg/m3, D = 3.5 · 10−9 m2/s,
vM = 10
−5 m3/mol, T = 1500K, a0 ≈ (vM/NA)1/3,
` = 2D/v¯ (where v¯ =
√
3kBT/m is the average velocity
of the particles, and m = ρ¯ vM/NA is the particle mass)
results in
κ ≈ 10 and c ≈ 10 . (35)
Since the dimensionless front speed reads V = −3κλ (see
Appendix C), and the theory applies to |λ|  1, the solid-
ification is typically much slower than sound waves, and
is therefore inaccessible in numerical simuations. This
problem emerged in the works of Conti [8, 10], and was
overcome by reducing the bulk modulus. Since the speed
of sound is proportional to the square root of the mod-
ulus, an order of magnitude reduction in the speed of
sound necessitates two orders of magnitude reduction in
the modulus, while two orders of magnitude reduction in
c would necessitate 4 orders of magnitude reduction in B,
and so on. Unfortunately, the reduction of B significantly
changes the equation of state, and also might affect the
interface behaviour. To resolve the problem, here we are
proposing a different approach: We will eliminate sound
waves, together with allowing the density to vary across
the crystal-liquid interface. The physical interpretation
of this step is that we consider the system incompress-
ible in the sense that sound waves relax instantaneously,
which corresponds to B → ∞, which is physically more
justifiable than modelling the solid-liquid system as a
(highly) compressible gas. The stationary solutions of
the dynamical equations can be determined by solving
the following Euler-Lagrange equations [emerging from
Equations (20), (29) and (30)]:
δφF0[φ] +B ∂φfρ(φ, ρ) = 0 (36)
B ∂ρfρ(φ, ρ) = µ , (37)
where the second equation is only an algebraic equation
locally connecting φ and ρ. Now we require the follow-
ings:
• A unique planar interface solution exists in equi-
librium, which connects the stable homogeneous
phases φ = 1 in x→ −∞ and φ = 0 in x→ +∞.
• The density is an explicit function of the phase-
field at the equilibrium planar interface solution:
ρ0(x) = h[φ0(x)].
To eliminate sound waves, we generalise the idea of
Truskinowsky and Lowengrub [11], and postulate the lo-
cal condition
ρ(r, t) := h[φ(r, t)] , (38)
which means that the density is locally set by the phase.
(Our general understanding of quasi-incompressibility is
that the total local density of the system is an explicit
function of the other state variables.) This condition can
be taken into account in Equations (26)-(28) by using the
Lagrange multiplier method, thus yielding the following
conditional hydrodynamic equations (see Appendix D):
h φ˙ = −κ
(
δ
(c)
φ F
)
(39)
∇ · v = − 1
h
dh
dφ
φ˙ (40)
h v˙ =
(
δ
(c)
φ F
)
∇φ−∇δp , (41)
where δ
(c)
φ F = (δφF )ρ=h(φ) [the functional derivative
evaluated at ρ = h(φ)] is the ”conditional functional
derivative” of F with respect to φ, and δp(r, t) is re-
sponsible for Eq. (40). Note that the equilibrium planar
interface solution is a stationary solution of Equations
(39)-(41) with δp = 0. Finally we mention, that Eq.
(41) preserves the full momentum of the system, since
its right-hand side is identical to ∇ · (R|ρ=h(φ) − δp I),
where R = [f − ρ(δρF )]I−∇φ⊗ (∂∇φf) is the compress-
ible reversible stress. The most straightforward scenario
to test the quasi-incompressible hydrodynamics against
sound waves is the gapless limit [see Eq. (31)]. Here the
system is incompressible, since the Euler-Lagrange equa-
tion for the density has the unique solution ρ0(x) = 1,
6since ρ¯ ≡ 1. The linearisation of Equations (39)-(41)
around φ = 0 (or φ = 1), v = 0 and δp = 0 results in:
∂tδφ(x, t) = −κ(12− 3∂2x)δφ(x, t)
∂xδv(x, t) = 0 (42)
∂tδv(x, t) = −∂xδp(x, t) .
The above system is similar to Eq. (32) in the sense that
it is decoupled in the phase-field and the density-velocity,
and prescribes the same behaviour for the relaxation of
the phase-field. The major difference is, that Eq. (42) in-
dicates δv(x, t) = 0 (incompressibility), which also results
in δp(x, t) = 0, and therefore the time scale associated
with B is eliminated. alternatively, one can say that the
equation of state, fρ(φ, ρ) is ”replaced” by the pressure
correction δp(r, t).
B. Planar interfaces and solidification front speed
1. Equilibrium planar solid-liquid interface
The density-phase relationship appearing in the quasi-
incompressible hydrodynamic equations can be found by
solving the Euler-Lagrange equations for the equilibrium
(λ = 0) planar interface satisfying the boundary condi-
tions limx→−∞ φ(x) = 1 and limx→+∞ φ(x) = 0. The in-
terface connects the two homogeneous phases, whose den-
sities can be determined by solving the following equa-
tions (often called the common tangent construction, see
Appendix E):
µs(ρ
0
s) = µl(ρ
0
l ) ; (43)
fs(ρ
0
s)− ρ0sµs(ρ0s) = fl(ρ0l )− ρ0l µl(ρ0l ) , (44)
where fs(ρ) = fρ(1, ρ) and fl(ρ) = fρ(0, ρ) are the
free energy densities of the bulk solid and liquid phases,
respectively, while µs,l(ρ) = dfs,l(ρ)/dρ are the chem-
ical potentials. Since we have 2 equations for 2 un-
knowns, the equilibrium densities are fixed, and there-
fore the equilibrium chemical potential µ0 := µs(ρ
0
s) =
µl(ρ
0
l ) is also fixed by the construction. Introducing
 := (ρ0s−ρ0l )/(ρ0s+ρ0l ), the half of the relative coexistence
density gap, results in ρ0l = ρc(1− ) and ρ0s = ρc(1 + ),
where ρc = (ρ
0
s + ρ
0
l )/2. In our work, we always scale
the dimensional density by ρ0 := ρc, which result in
ρ¯ ≡ 1, and therefore the equilibrium planar interface con-
nects the bulk phases (φ, ρ) = (0, 1 − ) and (1, 1 + ).
Finally we mention, that the stability of the homoge-
neous bulk phases must always be checked in the quasi-
incompressible dynamics to ensure, that the only stable
interface is the one connecting the bulk liquid at density
1−  to the bulk solid at density 1 + .
2. Propagating 1-dimensional solidification front
a. Compressible hydrodynamics. The next step is
to check whether Equations (26)-(28) provide a one-
dimensional propagating steady interface solution. In a
propagating steady solution any field reads: ϕ(x, t) =
ϕ0(z), where z = x − V t, where V is the front veloc-
ity in the frame of reference where the solid stands still
at x → −∞, thus indicating the boundary condition
limx→−∞ v(x, t) := 0. Using the transformation in Equa-
tions (26)-(28) yields:
ρ(v − V )φ′ = −κ(δφF ) (45)
(v − V )ρ′ = −ρ v′ (46)
ρ(v − V )v′ = φ′(δφF )− ρ(δρF )′ , (47)
where (.)′ indicates differentiation with respect to z. The
particular solution of Eq. (46) for limz→−∞ v(z) = 0 and
limz→−∞ ρ(z) := 1 + ∆ reads:
v(z) = V
[
1− 1 + ∆
ρ(z)
]
. (48)
Using Eq. (48) in Equations (45) and (47), then inte-
grating the latter with respect to z from −∞ yields:
W φ′ = κ(δφF ) (49)
W v = λ−R , (50)
where W = (1 + ∆)V and R = f − ρ(∂ρf) − φ′(∂φ′f).
The above eqautions are then to be solved for φ(z) and
ρ(z) for a particular fρ(φ, ρ).
b. Quasi-incompressible hydrodynamics. Applying
the steps described in the previous section for Equations
(39)-(41) in the general case [ ∈ (−1, 1)], the following
equations emerge for the propagating planar interface:
h(v − V )φ′ = −κ
(
δ
(c)
φ F
)
(51)
v′ = − 1
h
dh
dφ
(v − V )φ′ (52)
h(v − V )v′ = φ′
(
δ
(c)
φ F
)
− δp′ , (53)
Analogously to Eq. (48), the solution of Eq. (52) for
limz→−∞ h[φ(z)] := 1 + ∆ reads:
v(z) = V
{
1− 1 + ∆
h[φ(z)]
}
. (54)
Using Eq. (54) in Equations (51) and (53) results in:
−W φ′ = −κ
(
δ
(c)
φ F
)
(55)
−W v′ = φ′
(
δ
(c)
φ F
)
− δp′ , (56)
where W = (1 + ∆)V . To check whether the equilibrium
planar interface solution φ0(x) represents a propagating
interface solution, we replace ∆ by  and use φ(z) φ(z) :=
φ0(z) in the above equations. Recalling that κ(φ)|φ=0,1 =
κ0 (constant), and assuming that there exists κ(φ) :=
κ0 [1 + δκ(φ)] so that κ[φ0(z)]p
′[φ0(z)]/φ′0(z) is constant
yield:
V =
(
λκ0
1 + 
)
lim
z→±∞
{
p′[φ0(z)]
φ′0(z)
}
, (57)
7where we used that δ
(c)
φ F = λ p
′[φ0(z)] for the planar
equilibrium interface solution, and limz→±∞ δκ[φ0(z)] =
δκ(φ)|φ=0,1 = 0. Finally, the pressure correction reads:
δp(z) = λ p[φ0(z)] + (1 + )V v(z) .
We note here that the front velocity can be calculated
without determining the equilibrium interface, emerging
from the fact that φ′0(z) =
√
(2/3)S[φ0(z)] in Eq. (57)
(see Appendix E), thus yielding:
lim
z→±∞
[
p′[φ0(z)]
φ′0(z)
]
=
√
3
2
lim
φ→0,1
[
p′(φ)√
S(φ)
]
, (58)
where S(φ) = g(φ) + B
∫ φ
0
dψ
{
[∂ψfρ(ψ, ρ)]ρ=h(ψ)
}
. Eq.
(58) immediately indicates
δκ(φ) = χ
√
S(φ)
p′(φ)
− 1 , (59)
where χ = limφ→0,1[p′(φ)/
√
S(q)]. Finally we mention,
that Eq. (24) is a necessary condition for the existence
of V . Since limz→±∞ [p′[φ0(z)]/φ′0(z)] (or, equivalently,
limφ→0,1[p′(φ)/
√
S(φ)]) is unique, V exists if and only if
the pre-factor of the limes is constant in Eq. (57). If Γ
was not proportional to ρ, the pre-factor would contain
1/ρ, which differs in the limits z → ±∞.
III. INTERFACE ANALYSIS FOR DIFFERENT
DENSITY-PHASE COUPLINGS
A. Model 0
In the gapless limit, the density dependent part of the
free energy density read:
fρ(φ, ρ) :=
(ρ− 1)2
2
, (60)
which indicates that the phase-field and the density are
decoupled [see Fig 2(a)]. The Euler-Lagrange equations
read:
(dg/dφ)|φ=φ0(x) − 3φ′′0(x) = 0 (61)
B[ρ0(x)− 1] = µ0 . (62)
The equations have 3 homogeneous solutions at arbitrary
density, namely φ = 0, 1 and 1/2. The common tangent
construction prescribes ρs = ρl = 1 and µ0 = 0 for ρ¯ = 1,
thus indicating no density gap between the coexisting
bulk equilibrium liquid and solid phases. Finally, Eq.
(61) provides the well-known interface solution
φ0(x) =
1− tanh(x)
2
. (63)
It is worth to investigate whether Eq. (63) represents
a propagating planar interface of the compressible dy-
namics. Since δφF = δφF0 (no density contribution), the
FIG. 2. Contour plot of the local free energy density in a.)
the gapless model [Eq. (60)], b.) Model 1 [Eq. (70)], c.)
Model 2 [Eq. (82)] for q(φ) = 1 + [2 p(φ)− 1], and d.) Model
2 [Eq. (82)] for q(φ) = 1/[φ/(1 + ) + (1 − φ)/(1 − )]. The
parameters are B = 100,  = 0 for panel a.) and  = 0.05 for
panels b.)-d.), and λ = −0.25. Darker shades indicate lower
values. Note the two minima at φ, ρ = (0, 1−) and (1, 1+),
and the saddle point between them.
exact solution of Eq. (49) for κ = κ0 (constant) reads:
φ(z) = [1− tanh(z)]/2 ≡ φ0(z) with
V = − 3κ0 λ
1 + ∆
. (64)
Using these in Eq. (50), and taking the z → +∞ limit
results in:
(6κ0 λ)
2∆ = (B∆ + λ)(4−∆2) . (65)
The solution of the above equation reads:
∆ =
λ
2B
+O(λ3) , (66)
which indicates that neither the density is constant nor
the velocity field is zero for a propagating planar inter-
face in the gapless model. More precisely, a dynami-
cal density gap ρs − ρl = 2 ∆ ≈ λ/B < 0 appears for
λ < 0 and |λ|  1, which indicates expansion upon so-
lidification, however, it is negligible, as long as λ  B.
It is worth to mention, that the dynamical density gap
emerges from the contribution of the phase-field to the
reversible stress tensor. Since ρ and φ are decoupled
on the level of the free energy functional in the gapless
limit, the right-hand side of the Navier-Stokes equation
could be re-defined as −ρ∇(δρF ). The corresponding
reversible stress reads R = [fρ − ρ(dρfρ)] I, for which
8∇ · R = −ρ∇(δρF ), and therefore the full momentum of
the system is constant. This modification would result in
ρ(z) = 1 and v(z) = 0 for the propagating interface, but
one should remember, that the contribution of the phase-
field to the reversible stress can only be omitted as long as
the phase-field and the density are decoupled. The prob-
lem is naturally resolved in the quasi-incompressible hy-
drodynamics, where φ(z) = φ0(z), ρ(z) = 1 and v(z) = 0
indeed represent propagating interface solution. Since
p′[φ0(z)]/φ′0(z) ≡ −3, the front speed reads:
V = −3κ0 λ , (67)
while the corresponding pressure correction reads
δp(z) = λ4
[
tanh3(z)− 3 tanh(z) + 2]. The results show
that the quasi-incompressible framework recovers the
constant density - zero velocity propagating interface in
the gapless limit, without the need for altering the right-
hand side of the Navier-Stokes equation. Finally, the
dispersion relation around φ = 0, 1 and 1/2 read:
ωφ(k) = −3κ0(4 + k2) for φ = 0, 1 ; (68)
ωφ(k) = 3κ0(2− k2) for φ = 1/2 , (69)
which indicate that the bulk solid and liquid are always
stable, while the intermediate homogeneous solution is
unstable for |k| < √2, and therefore the only stable pla-
nar interface in the quasi-incompressible dynamics is the
solid-liquid interface.
B. Model 1
The standard method of incorporating the solid-liquid
density contrast in the phase-field model is weighting the
density dependent free energy densities of the bulk phases
locally. The simplest density-phase coupling reads:
fρ(φ, ρ) := p(φ)fs(ρ) + [1− p(φ)]fl(ρ) , (70)
where fs,l(ρ) := [ρ− (1± )]2/2 [see Fig 2(b)]. Eq. (70)
yields:
∂φfρ(φ, ρ) = 6φ (1− φ) [2  (1− ρ)] (71)
∂ρfρ(φ, ρ) = ρ− {1 +  [2 p(φ)− 1]} . (72)
Using Equations (71) and (72) in Equations (36) and
(37) yields the homogeneous equilibrium solutions φ =
0, 1 and φ = [1 + B(1 − ρ)]/2. To find the solid-liquid
interface, we solve the common tangent construction for
Eq. (70), which yields ρs,l = 1 ±  with µ0 = 0. Using
Eq. (70) and µ0 = 0 in Eq. (37) results in ρ0(x) =
1 + {2 p[φ0(x)]− 1}, which indicates
h(φ) = 1 + [2 p(φ) + 1] . (73)
Plugging Equations (70) and (73) into Eq. (58) results in√
3
2 limφ→0,1
p′(φ)√
S(q)
= limφ→0,1 3
√
3√
3+B2[3+4φ(1−φ)] , which
shows, that the equilibrium planar interface solution is
not an exact solution of the quasi-incompressible dynam-
ics. Eq. (57) results in the front velocity
V = −3κ0 λ
1 + 
1√
1 +B2
, (74)
which suggests, that while the solidification front is
”pushed” by the liquid flowing towards the front for  > 0
(shrinkage), thus resulting in reduction in the front speed
compared to the gapless case, the front is ”pulled” for
 < 0 (expansion), when the liquid moves in the same
direction as the front, and the corresponding front veloc-
ity is higher than that of the gapless front. This result is
in excellent agreement with previous theoretical predic-
tions. The dispersion relation around φ = 0, 1 read:
ωφ(k) = −3κ0 4(1 +B
2 + k2)
1∓  , (75)
thus indicating that the bulk solid and liquid phases are
stable for || < 1. The intermediate homogeneous solu-
tion of the model reads φ = [1 + B(1 − ρ)]/2, which,
combined with Eq. (73) results in the following solu-
tions: φ = 1/2 and φ1,2 =
1
2
(
1±
√
B2(3B2+2)
B2
)
. The
corresponding dispersion relations reads:
ωφ(k) = 3κ0(2 + 3B
2 − k2) ; (76)
ωφ(0) = 3Bκ0
B2
(
12B2 − k2 + 20)+ 8
B22 ∓√B (3B2 + 2) , (77)
respectively. The results show that the φ = 1/2 ho-
mogeneous solution is unstable for |k| < √2 + 3B2,
while the φ1,2 solutions are also unstable for |k| <
2√
B
√
(B2 + 1) (3B2 + 2). These indicate that the only
stable interface in the dynamics is the solid-liquid inter-
face. Finally we investigate the properties of the planar
equilibrium planar interface. Plugging Equations (70)
and (73) into Eq. (36) results in a second order au-
tonomous ordinary differential equation, which is analyt-
ically solvable for φ0(x). The solution reads (for details,
see Appendix E):
φ0(x) =
3β + tanh(y){α tanh(y)− ξ[1− tanh(y)]}
6β + 2α tanh2 (y)
,
(78)
where ξ = 12
√
2γe2y [3 + 2α+ γ cosh (2y)], α = B2, β =
1 + α, y =
√
βx, and γ = 4α + 3. Eq. (78) and Eq.
(63) are compared in Fig 3(a) for different  values at
B = 100. The characteristic interface width and the
solid-liquid interfacial tension read:
fδ(α) := − 1
2φ′0(x)|x=0
=
√
3/γ ; (79)
fσ(α) =
9
[√
αβ(α+ β)− γ√
3
cot−1
(√
3
α + 3
)]
16α3/2
. (80)
Note that Equations (78)-(80) recover φ0(x) = [1 −
tanh(x)]/2 and fδ = fσ = 1 in the gapless (α → 0)
9FIG. 3. Equilibrium planar solid-liquid interfaces and their
properties in Model 1. a.) Phase-field (varying between 0 and
1, corresponding to the bulk liquid and solid phases, respec-
tively) and density (varying between 1 −  and 1 + , corre-
sponding to the bulk liquid and solid densities, respectively)
profiles for  = 0, 0.05, 0.1, and 0.2 at B = 100. b.) Di-
mensionless interface thickness (δ/δ0) and interfacial tension
(σ/σ0) as a function of α = B
2. Note the sharpening in-
terface (characterized by decreasing interface thickness) and
increasing interfacial tension with increasing density gap at
constant bulk modulus.
limit. For α 6= 0 the equations indicate that the density
change alters the shape and the width of the equilibrium
planar interface, and also contributes to its energy. The
dimensional interface width and interfacial deviate from
δ and σ by approximately 15% for α = 100×0.052 = 1/4
[see Fig. 3(b)], and therefore these parameters must-be
re-calculated. Denoting the dimensional interface width
and interfacial free energy by δ˜ and σ˜, respectively, the
following implicit equations must be solved for δ and σ
at fixed α˜ := K2:
δ˜ = δfδ (α˜ δ/σ) and σ˜ = σfσ (α˜ δ/σ) , (81)
which can be solved numerically.
C. Model 2
To avoid the difficulties related to fitting the model
parameters σ and δ in Model 1, and to guarantee that
the equilibrium planar interface represents exact solution
for the propagating interface in the quasi-incompressible
model, we propose the following density-phase coupling:
fρ(φ, ρ) :=
1
2
[ρ− q(φ)]2 , (82)
FIG. 4. Equilibrium planar solid-liquid interfaces for Model
2 for a.) q(φ) = 1 + [2 p(φ) − 1] and b.) q(φ) = 1/[φ/(1 +
) + (1− φ)/(1− )]. The density profiles vary between 1− 
and 1 + . Note that the phase-field profile (varying between
0 and 1, corresponding to the bulk liquid and solid phases,
respectively) is independent of q(φ).
where we prescribe the conditions q(0) := 1 −  and
q(1) := 1 +  for q(φ) [see Fig 2(c) and (d)]. Using Eq.
(82) in Eq. (70) yields:
∂φfρ(φ, ρ) = [ρ− q(φ)]q′(φ) (83)
∂ρfρ(φ, ρ) = [ρ− q(φ)] . (84)
The homogeneous solutions of the Euler-Lagrange equa-
tions can be determined as follows. The Euler-Lagrange
equation δρF = B∂ρfρ = B[ρ − q(φ)] = µ indicates
δφF = δφF0 +B[ρ−q(φ)]q′(φ) = δφF0 +µ q′(φ) = 0. The
solutions of the latter are φ = 0, 1 [for at least ρ = 1∓ ,
respectively], while further solutions may also be pos-
sible, depending on the particular form of q(φ). The
common tangent construction results in the coexistence
densities ρs,l = 1±  and µ0 = 0 again for arbitrary q(φ)
satisfying the conditions q(0) := 1−  and q(1) := 1 + ,
which, when used in Eq. (37), indicates ρ0(x) = q[φ0(x)],
which yields
h(φ) ≡ q(φ) . (85)
Moreover, φ0(x) = [1 − tanh(x)]/2 independently of
q(φ) and B (see Fig 4)! Using Equations (82) and
(85), together with S(φ) ≡ g(φ) in Eq. (58) results
in
√
3
2
p′(φ)√
S(q)
≡ 3, which indicates that the planar
equilibrium interface is an exact solution of the quasi-
incompressible hydrodynamics with
V = −3κ0 λ
1 + 
. (86)
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The corresponding phase-field, density, and velocity pro-
files are shown in Fig 5. for negative and positive relative
density gap, thus illustrating decelerated (”pushed”) and
accelerated (”pulled”) solidification fronts, respectively.
A further consequence of Eq. (82) is that the density
change doesn’t contribute to the interfacial free energy
of the equilibrium planar interface, and therefore δ and
σ coincide with the interface width and the interfacial
tension (respectively) for arbitrary q(φ), and no implicit
equations need to be solved for them. A further simpli-
fication is that the condition of quasi-incompressibility,
ρ(r, t) := q[φ(r, t)] results in
δ
(c)
φ F ≡ δφF0 (87)
in Equations (39) and (41), and therefore the equation
of state ρ = q(φ) cancels the functional derivative. The
dispersion relation around φ = 0, 1 coincide with Eq.
(75), and therefore the bulk solid and liquid phases are
stable. To test the stability of the equilibrium planar
interface, we choose
q(φ) := 1 + [2 p(φ) + 1] , (88)
which provides the intermediate homogeneous solution
φ = 12 (1 + µ) for arbitrary chemical potential. Since
µ0 = 0 for the solid-liquid planar equilibrium interface,
the only intermediate homogeneous equilibrium solution
in the quasi-incompressible dynamics φ = 1/2, for which
the dispersion relation coincides with Eq. (69), show-
ing that the only stable interface in the model is, again,
the solid-liquid interface. Following Kim and Lowengrub
[31], another reasonable choice can be
q(φ) :=
1
φ
1+ +
1−φ
1−
, (89)
which has a numerical advantage, since s :=
(dq/dφ)/q2(φ) = 2 /(1 − 2) (constant) in this case, for
which Eq. (41) reads ∇ · v = s κ0 (δφF0), where we
used Eq. (87). Finally, the dispersion relations around
φ = 0, 1 read: ωφ(k) = −3κ0 4+k21∓ , while the only extra
homogeneous phase is φ = 1/2, for which the dispersion
relation reads: ωφ(k) = 3κ0
2−k2
1−2 . These also indicate
that the intermediate bulk phase is unstable, and that
the only stable interface in the quasi-incompressible dy-
namics is the equilibrium solid-liquid interface.
IV. SUMMARY
In this work we developed a physically consistent, an-
alytically easily calibratable, and numerically efficient
hydrodynamic phase-field model incorporating density
change accompanying the structural transition. The
derivation of the general hydrodynamic equations started
from the balance equations for the microscopic liquid and
solid mass and momentum densities. To obtain coarse-
grained equations being valid on the length scale of the
FIG. 5. Exact propagating planar solid-liquid interface (with
bulk liquid and solid phases at z → ±∞, respectively) solu-
tions of the quasi-incompressible hydrodynamic equations in
Model 2 for q(φ) = 1 + [2 p(φ)− 1],  = +0.1 [panel a.)], and
 = −0.1 [panel b.)]. The velocity profile is normalized by
−3λκ0 > 0 (for λ < 0). The arrows indicate the direction
of the solidification front (bulk) and the fluid flow (empty).
Note that  > 0 indicates that the fluid moves against the
front (”pushed” front), while the front and the fluid move in
the same direction in case of  < 0 (”pulled” front).
solid-liquid interface width, the statistical physical en-
semble averages of the microscopic phase-change rate, ad-
vective and capillary stresses were approximated by using
standard statistical physical methods (ideal gas approxi-
mation and adiabatic approximation) and the principles
of non-equilibrium thermodynamics (constitutive rela-
tion for the phase-change rate on the variational basis).
Furthermore, we introduced the principle of co-moving
phases, which expresses, that the solid-liquid transition
is a local structural change, and therefore the phases can-
not move relative to each other (i.e., by diffusion). In the
next step of the model development we have shown, that
the general form of the right-hand side of the coarse-
grained Navier-Stokes equation is limited by momentum
conservation. Since the total coarse-grained momentum
of the system coincides with the total microscopic mo-
mentum, only such approximations of the ensemble av-
erage of the microscopic advective and capillary stresses
are valid, for which the total coarse-grained momentum is
conserved in non-equilibrium. This principle is satisfied,
as long as such an R tensor exists (being the function
of the coarse-grained variables and their spatial deriva-
tives), for which ∇ ·R coincides with the right-hand side
of the coarse-grained momentum equation. This resulted
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the Navier-Stokes equation
∂t(ρv) +∇ · (ρv ⊗ v) = −ρ∇(δρF ) + (δφF )∇φ
for φ being the local mass fraction of the solid. This
result is in excellent agreement with the works of An-
derson, Wheeler and McFadden and Conti, but differs
from the equation used by Oxtoby and Harrowell. Pos-
tulating the right-hand side of the Navier-Stokes equa-
tion was followed by the construction of the free energy
functional, which has been done on the basis of the stan-
dard Phase-Field Theory. Using linear stability analysis
we have shown, that the inviscid compressible hydrody-
namic equations contain 2 time scales. One is associated
with the relaxation of the phase, whereas the other is
the time scale of sound waves. In order to make the
time scale of pattern formation accessible in numerical
simulations, we introduced quasi-incompressible hydro-
dynamic equations [see Equations (39)-(41)], in which
sound waves are eliminated, even though the density can
vary across the solid-liquid interface. In the next step,
both the compressible and the quasi-incompressible dy-
namics’ were investigated against equilibrium and prop-
agating planar interfaces in general. It has been found,
that a dynamical expansion of the solid is present in the
compressible model even in the gapless limit (when the
equilibrium solid-liquid density gap is zero). This arti-
ficial phenomenon is absent in the quasi-incompressible
dynamics, where the front velocity can be calculated for
arbitrary density gap without determining the propagat-
ing interface. The calculation yielded
V = − 3 Γ0 Λ δ
ρ¯(1 + )
[1 +O(2)] (90)
for the dimensional front velocity, where Γ0 is a con-
stant phase-field mobility, Λ the thermodynamic driving
force, ρ¯ = ρ0s + ρ
0
l the average coexistence density, ρ
0
l,s
the coexistence liquid and solid densities, respectively,
and  = (ρs − ρl)/(ρs + ρl) the half of the relative den-
sity gap. Eq. (90) indicates the presence of the so-called
”pushed” and ”pulled” solidification fronts: When the
forming solid is denser than the liquid, more liquid needs
to undergo the structural transition in the interface re-
gion, and therefore the front speed is reduced compared
to a gapless system. In contrast, for negative relative
density contrast, when the solid expands upon solidifi-
cation, the fluid flow removes excess liquid from the in-
terface region, and therefore the front is faster compared
to the gapless case. These findings are also in excellent
agreement with the results of Tien and Koump, Oxtoby
and Harowell (see Appendix F), and Conti. Finally, we
tested the calibratability of the model for two different
density-phase couplings. For Model 1 [described by Eq.
(70)] it was found, that the equilibrium interface was
a complicated function of the model parameters, which
needed to be fitted numerically. In contrast, a simpli-
fied density-phase coupling (called Model 2) recovered
the equilibrium planar interface φ0(x) = [1− tanh(x)]/2
and ρ0(x) = q[φ0(x)] for arbitrary equation of state
ρ = q(φ). Moreover, since the density change doesn’t
contribute to the equilibrium interface, the model pa-
rameters don’t need to be fitted numerically. Finally,
the equilibrium planar interface solution always repre-
sent exact propagating planar interface solution of the
quasi-incompressible hydrodynamics for arbitrary equa-
tion of state, with front velocity V = − 3λκ01+ for con-
stant phase-field mobility. These properties make the
quasi-incompressible model described by Equations (39)-
(41), when combined with Model 2, an easily calibrat-
able, and numerically efficient modelling tool to study
pattern formation in the presence of solidification shrink-
age/expansion. In the future, we plan to extend the
quasi-incompressible framework for binary materials to
study the effect of density change on dendrite growth.
ACKNOWLEDGEMENTS
The authors thank Professor Mathis Plapp (E´cole
Polytechnique, Paris, France), Professor La´szlo´ Gra´na´sy
(Wigner Research Centre for Physics, Budapest, Hun-
gary), Dr. Ricardo L. Barros (Loughborough University,
Loughborough, UK), and Frigyes Podmanizcky (Wigner
Research Centre for Physics, Budapest, Hungary) for
their support and valuable comments.
APPENDIX
A. Fundamental dynamical equations and
coarse-graining
Consider a system of N , pair interacting classical par-
ticles. The Hamiltonian of the system reads:
Hˆ =
∑
i
pi(t)
2
2m
+ Vˆ , (91)
where m is the particle mass, Vˆ = 12
∑
i,j v(|ri(t)−rj(t)|)
the potential energy, and v(r) the pair potential. The
time evolution of the system is driven by the canonical
equations:
r˙i(t) = pi(t)/m ;
p˙i(t) = −∂ri(t)Vˆ .
The microscopic solid and liquid mass and momentum
densities are defined as follows:
ρˆs(r, t) := m
∑
i
φi(t)δ[r− ri(t)] ;
ρˆl(r, t) := m
∑
i
[1− φi(t)]δ[r− ri(t)] ;
gˆs(r, t) :=
∑
i
φi(t)pi(t)δ[r− ri(t)] ;
gˆl(r, t) :=
∑
i
[1− φi(t)]pi(t)δ[r− ri(t)] ,
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respectively, where φi(t) ∈ [0, 1] is the normalized bond
order parameter of particle i (0 and 1 denote the bulk
liquid and solid phases, respectively). The time evolution
of the microscopic densities can be calculated as follows.
First we define the forward and inverse Fourier transform
of a quantity as Yˆ (k, t) := 1(2pi)3
∫
dr
{
yˆ(r, t)e−ık·r
}
and
yˆ(r, t) =
∫
dk
{
Yˆ (k, t)eık·r
}
, respectively. Using these
definitions, the Fourier transform of the solid mass and
momentum densities read:
Pˆs(k, t) =
m
(2pi)3
∑
i
φi(t)e
−ık·ri(t) ;
Gˆs(k, t) =
1
(2pi)3
∑
i
φi(t)pi(t)e
−ık·ri(t) .
Differentiating Pˆs(k, t) with respect to time yields:
∂tPˆs =
m
(2pi)3
∑
i
(φ˙i − ık · r˙iφi)e−ık·ri = −ık · Gˆs + Σˆ ,
where Σˆ(k, t) = m(2pi)3
∑
i φ˙i(t)e
−ık·ri(t). Re-arranging
the equation and inverse Fourier transforming it results
in:
∂tρˆs +∇ · gˆs = σˆ , (92)
where σˆ(r, t) = m
∑
i φ˙i(t)δ[r − ri(t)]. Repeating the
steps of the derivation for the liquid mass density yields
a similar equation:
∂tρˆl +∇ · gˆl = −σˆ , (93)
while the adding Equations (92) and (93) results in mi-
croscopic continuity:
∂tρˆ+∇ · gˆ = 0 , (94)
where ρˆ(r, t) = ρˆs(r, t) + ρˆl(r, t) and gˆ(r, t) = gˆs(r, t) +
gˆl(r, t). The solid and liquid momentum equations are
derived similarly. First we write the pair potential
in the form v(r) =
∫
dk
{
V (k)eık·r
}
, where V (k) =
1
(2pi)3
∫
dr
{
v(r)e−ık·r
}
is the Fourier transform of the
pair potential [32]. Differentiating the solid momentum
density with respect to time yields:
∂tGˆs =
1
(2pi)3
∑
i
(p˙iφi + piφ˙i − ık · r˙iφipi)e−ık·ri =
− 1
(2pi)3
∑
i
(∂ri Vˆ )φie
−ık·ri − ık · Kˆs + Jˆ ,
where Kˆs(k, t) =
1
(2pi)3
∑
i φi(t)
pi(t)⊗pi(t)
m e
−ık·ri(t) and
Jˆ(k, t) = 1(2pi)3
∑
i φ˙i(t)pi(t)e
−ık·ri(t). Using Vˆ =
1
2
∑
i,j v(ri − rj) = 12
∑
i,j
∫
dk
{
V (k)eık·(ri−rj)
}
result
in:
∂ri Vˆ =
∑
j
∫
dq
{
ıqV (q)eıq·[ri(t)−rj(t)]
}
,
which can be used in the momentum equation, yielding:
∂tGˆs =(2pi)
3
∫
dq
{
−ıqV (q)
m2
Pˆ (q, t)Pˆs(k− q, t)
}
− ık · Kˆs + Jˆ ,
where Pˆ (q, t) = Pˆs(q, t) + Pˆl(q, t). After inverse Fourier
transform we get:
∂tgˆs +∇ · Kˆs = −ρˆs∇
( v
m2
∗ ρˆ
)
+ jˆ , (95)
where ∗ stands for spatial convolution, while the advec-
tive stress tensor and the momentum current read:
Kˆs(r, t) =
∑
i
φi(t)
pi(t)⊗ pi(t)
m
δ[r− ri(t)] ;
jˆ(r, t) =
∑
i
φ˙i(t)pi(t)δ[r− ri(t)] .
A similar derivation can be carried out for the liquid
momentum density, yielding:
∂tgˆl +∇ · Kˆl = −ρˆl∇
( v
m2
∗ ρˆ
)
− jˆ , (96)
where Kˆl(r, t) =
∑
i[1− φi(t)]pi(t)⊗pi(t)m δ[r− ri(t)]. The
sum of the two momentum equations results in the mi-
croscopic Navier-Stokes equation:
∂tgˆ +∇ · Kˆ = −ρˆ∇
( v
m2
∗ ρˆ
)
, (97)
where Kˆ(r, t) = Kˆs(r, t) + Kˆl(r, t). Using the con-
volution theorem (f ∗ g)(x) = ∫ dx′f(x′)g(x − x′) =∫
dx′g(x′)f(x−x′), the Fourier transform of the equation
at k = 0 reads:
∂tGˆ(0, t) = − (2pi)
3
2m2
∫
dq ıq [V (q)− V (−q)] ||Pˆ (q, t)||2 .
Since (2pi)3Gˆ(0, t) =
∫
dr gˆ(r, t) =
∑
i pi(t) is the full
momentum, and v(r) = v(−r) indicates V (k) = V (−k)
(Newton’s third law), the above equation reads:
d
dt
∫
dr gˆ(r, t) = 0 , (98)
i.e., the full momentum is conserved in Eq. (97). The
right-hand side of Eq. (97) can also be expressed in terms
of the potential energy. Using the Fourier representation
of the pair potential and the total mass density results
in:
Vˆ =
1
2
∑
i,j
v[ri(t)− rj(t)] = 1
2
∑
i,j
∫
dkV (k)eık(ri−rj) =
(2pi)6
2m2
∫
dkV (k)Pˆ (k, t)Pˆ (−k, t) =
1
2
∫
dr
{
ρˆ(r, t)
∫
dr′ ρˆ(r′, t)
∫
dr′′
v(r′′)
m2
× 1
(2pi)3
∫
dk eık(r
′−r−r′′)
}
=
1
2
∫
dr
{
ρˆ
( v
m2
∗ ρˆ
)}
.
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Since v(r) = v(−r), the first functional derivative of Vˆ
with respect to ρˆ reads:
δρˆVˆ =
v
m2
∗ ρˆ .
Using this expression in Eq. (97) yields:
∂tgˆ +∇ · Kˆ = −ρˆ∇(δρˆVˆ ) , (99)
which already implies the variational form of the right-
hand side of the coarse-grained equation. The macro-
scopic (or coarse-grained) variables read:
ρs,l(r, t) :=
∫
dP(Γ0) ρˆs,l(r, t) ;
gs,l(r, t) :=
∫
dP(Γ0) gˆs,l(r, t) ,
which is a weighted sum of the trajectories over the dis-
tribution of the initial condition. Since the initial con-
dition of the system appears as a set of parameters in
the solution of the Hamiltonian system [i.e., formally we
can write rΓ0i (t) and p
Γ0
i (t)], the coarse graining process
doesn’t operate on r and t. Consequently, coarse-graining
Equations (92), (93), (95) and (96) results in:
∂tρs,l +∇ · gs,l = ±σ
∂tgs,l +∇ ·Ks,l = ±j−
∫
dP(Γ0){ρˆs,l∇(δρˆVˆ )} ,
where σ(r, t), j(r, t) and Ks,l(r, t) are the coarse-grained
variables of their microscopic counterparts. The macro-
scopic continuity and the Navier-Stokes equation read:
∂tρ+∇ · g = 0
∂tg +∇ ·K = −f ,
where
K(r, t) =
∫
dP(Γ0)
∑
i
pi(t)⊗ pi(t)
m
δ[r− ri(t)]
f(r, t) =
∫
dP(Γ0)
{
ρˆ∇
∑
i
v[ri(t)− r]
m
}
are the coarse-grained advective and reversible stress ten-
sors, respectively. For an applicable macroscopic model,
we need to approximate K and f in terms of the coarse-
grained variables in non-equilibrium. The approxima-
tion of these terms depend on the length scale of interest
and the number of coarse-grained variables (these are in-
cluded in the free energy functional of the system), but
the most important principle in is that g is also conserved
quantity, since:
d
dt
∫
dr g(r, t) =
∫
dP(Γ0)
{
d
dt
∫
dr gˆ(r, t)
}
= 0 ,
which directly emerges from the definition of g and Eq.
(98). It means that only such approximation of f is ac-
ceptable, for which F(0, t) = 0. To investigate what this
approximation can be, first we approximate K by using
the ideal gas approximation, yielding:
K ≈ ρ
[
v ⊗ v +
(
kBT
m
)
I
]
,
where v(r, t) = g(r, t)/ρ(r, t) is the coarse-grained veloc-
ity. Putting the second term to the right-hand side of
the momentum equation yields:
∂t(ρv) +∇ · (ρv ⊗ v) = −[ρ∇(δρF0) + f ] ,
where F0 =
∫
dr
{
(kBT )
ρ
m
[
log
(
ρ
mλ
3
d
)− 1]} is the free
energy of the ideal gas, and λd the de-Broglie wavelenght.
As long as the only coarse-grained variables are ρ and g,
f can be approximated as f ≈ ρ∇(δρFex[ρ]) [16], where
Fex[ρ] is the excess free energy of the system (emerging
from the presence of interactions), thus yielding:
∂t(ρv) +∇ · (ρv ⊗ v) = −ρ∇(δρF [ρ]) , (100)
which becomes 0 in equilibrium [described by δρF = µ
(constant)]. It can be proven that as long as
F [ρ] =
∫
drf(ρ,∇ρ,∇2ρ, . . . ), such an R(ρ,∇ρ,∇2ρ, . . . )
tensor exists, for which ∇ ·R ≡ −ρ∇(δρF [ρ]), and there-
fore Eq. (100) preserves the total momentum (for a
simple example, see Appendix B).
Contrary to this simple scenario, the situation can be
essentially different for F [ρs, ρl], or, in general, when
the free energy of the system is expressed in terms of
multiple coarse-grained variables. In Appendix B we
will show, that Eq. (100) is not suitable to describe
systems with coupled coarse-grained variables in F [.].
In this case it is better to consider a binary system
to find a suitable approximation of f . Replacing the
subscripts s and l by α and β, omitting φi(t) in the
mass and momentum densities, and using the Hamil-
tonian Hˆ :=
∑
i
[pαi (t)]
2
2mα
+
∑
i
[pβi (t)]
2
2mβ
+ Vˆ , where Vˆ =
1
2
{∑
i,j vαα[r
α
i (t)− rαj (t) +
∑
i,j vββ [r
β
i (t)− rβj (t)
}
+∑
i,j vαβ [r
α
i (t) − rβj (t)], then repeating the steps of
the derivations from Eq. (91) result in the following
microscopic momentum equations:
∂tgˆ +∇ · Kˆ = −ρˆα∇(δρˆα Vˆ )− ρˆβ∇(δρˆβ Vˆ ) ,
which still preserves the momentum and implies the fol-
lowing coarse-grained equation:
∂t(ρv) +∇ · (ρv ⊗ v) = −ρα∇(δραF )− ρβ∇(δρβF ) .
(101)
It is straightforward to show, that if the free energy is
the functional of the densities and their spatial gradients,
there exists R such that ∇ · R equals the righ-hand side
of Eq. (101) (see Appendix B). Finally, we interpret the
non-equilibrium solid-liquid system as a reactive binary
system, and we adopt:
∂t(ρv) +∇ · (ρv ⊗ v) := −ρs∇(δρsF )− ρl∇(δρlF ) ,
which also becomes 0 in equilibrium [described by δρsF =
δρlF = µ (constant)], but preserves the full momentum
in non-equilibrium.
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B. Constitutive relations and variable
transformation
The Reversible stress tensor
The general form of an Navier-Stokes equation that
conserves the full momentum of the system reads:
∂t(ρv) +∇ · (ρv ⊗ v) = ∇ · R ,
where R is the reversible stress tensor. If the spatio-
temporal state of the system is described by only the
density [ρ(r, t)] and the velocity [v(r, t)] fields, the fol-
lowing relation applies:
∇ · R = −ρ∇(δρF [ρ]) ,
which is often called generalized Gibbs-Duhem relation.
Assuming that the free energy density f depends only on
the density and its gradient, R can be found in 1 spatial
dimension by integrating the above equation:
R =−
∫
ρ(δρF )
′ = −ρ(δρF ) +
∫
ρ′(δρF ) =
− ρ(δρF ) +
∫
ρ′[∂ρf − (∂ρ′f)′] =
f − ρ(δρF )− ρ′(∂ρ′f) ,
where ()′ stands for d/dx and we used that f ′ = (∂ρf)ρ′+
(∂ρ′f)ρ
′′. The multi-dimensional generalization of the
above result reads:
R = [f − ρ(δρF )] I−∇ρ⊗ (∂∇ρf) .
The calculation can be repeated for F [ρs, ρl] with
∇ · R = −ρs∇(δρsF [ρs, ρl])− ρl∇(δρlF [ρs, ρl]) , (102)
yielding:
R =[f − ρs(δρsF )− ρl(δρlF )] I
−∇ρs ⊗ (∂∇ρsf)−∇ρl ⊗ (∂∇ρlf) ,
(103)
where we used that f ′ = (∂ρsf)ρ
′
s+(∂ρlf)ρ
′
l+(∂ρ′sf)ρ
′′
s +
(∂ρ′lf)ρ
′′
l . The results show that Eq. (102) preserves the
full momentum for F [ρs, ρl].
One can also try to combine ∇ · R = −ρ∇(δρF ) and
F [ρ, φ]. We assume that such a g exists, for which R :=
f − ρ(δρF ) − ρ′∂ρ′f − g result in R′ = −ρ(δρF )′. The
differentiation of R yields:
R′ = −ρ(δρF )′ + [φ′(∂φf) + φ′′(∂φ′f)− g′] ,
thus indicating φ′(∂φf) + φ′′(∂φ′f) = g′, and therefore
g =
∫
[φ′(∂φf) + φ′′(∂φ′f)] ,
or, equivalently:
g = f −
∫
[ρ′(∂ρf) + ρ′′(∂ρ′f)] ,
where we used f ′ = (∂ρf)ρ′ + (∂ρ′f)ρ′′ + (∂φf)φ′ +
(∂φ′f)φ
′′. In simple gradient theories the general form
of the free energy density reads: f = f0(φ, ρ) +
(a/2)(φ′)2+(b/2)(ρ′)2, and therefore
∫
φ′′(∂φ′f) = a(φ′)2
and
∫
ρ′′(∂ρ′f) = b(ρ′)2. The problem is, that
∫
φ′(∂φf0)
and
∫
ρ′(∂ρf0) are integrable (by substitution) only for
f0(φ, ρ) = p(φ) + q(ρ), i.e., when the phase and the
density are decoupled. Consequently, if f0(φ, ρ) con-
tains any coupling between φ and ρ, no R satisfying
∇ · R = −ρ∇(δρF [ρ, φ]) exists.
Mass fraction formalism
A crucial point of the model development is a rigorous
definition of the phase-field. Without an exact definition,
the dynamical equation for the phase-field might be in-
cidental, which we would like to avoid. The dynamical
equations of the solid-liquid system read:
∂tρs +∇ · (ρsv) = −M (δρsF − δρlF ) ;
∂tρ+∇ · (ρv) = 0 ; (104)
∂t(ρv) +∇ · (ρv ⊗ v) = −ρs∇(∂ρsF )− ρl∇(∂ρlF ) ,
where ρ = ρs + ρl, and therefore one of the 3 variables
is reducible. The first step is to re-write the above equa-
tions in terms of the mass fractions and the total density.
Our variables are cs := ρs/ρ, cl := ρl/ρ, and ρ = ρs + ρl.
Our task is to express the right-hand sides in Eq. (104)
in terms of cs, cl and ρ. This can be done by applying the
chain rule for the functional derivatives [33]. Introducing
F˜ [ρ, cs, cl] := F [csρ, clρ] results in:
δF
δρs
=
δF˜
δρ
∂ρ
∂ρs
+
δF˜
δcs
∂cs
∂ρs
+
δF˜
δcl
∂cl
∂ρs
=
δF˜
δρ
+
1
ρ
(
δF˜
δcs
− Σ
)
,
where Σ = cs
δF˜
δcs
+ cl
δF˜
δcl
, and we used that ∂ρ∂ρs = 1,
∂cs
∂ρs
= 1−csρ , and
∂cl
∂ρs
= − clρ . Similarly,
δF
δρl
=
δF˜
δρ
+
1
ρ
(
δF˜
δcl
− Σ
)
.
Using these in Eq. (104) results in:
δF
δρs
− δF
δρl
=
1
ρ
(
δF˜
δcs
− δF˜
δcl
)
;
−ρs∇ δF
δρs
− ρl∇ δF
δρl
= −ρ∇δF˜
δρ
+
δF˜
δcs
∇cs + δF˜
δcl
∇cl ,
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where the second equation emerges from:
− ρs∇ δF
δρs
− ρl∇ δF
δρl
=
− csρ∇
[
δF˜
δρ
+
1
ρ
(
δF˜
δcs
− Σ
)]
− clρ∇
[
δF˜
δρ
+
1
ρ
(
δF˜
δcl
− Σ
)]
=
− ρ∇δF˜
δρ
− cs∇
(
δF˜
δcs
− Σ
)
− cl∇
(
δF˜
δcl
− Σ
)
=
− ρ∇δF˜
δρ
+
δF˜
δcs
∇cs + δF˜
δcl
∇cl .
In the final step we introduce ˜˜F [ρ, φ] := F [ρ, φ, 1− φ] to
reduce the liquid mass fraction in F˜ [ρ, cs, cl], yielding:(
δF˜
δcs
− δF˜
δcl
)
=
δ ˜˜F
δφ
;
δF˜
δcs
∇cs + δF˜
δcl
∇cl = δ
˜˜F
δφ
∇φ .
Using these together with the continuity equation in Eq.
(104) results in:
ρc˙s = −(M/ρ)(δφF ]) ;
ρ˙ = −ρ(∇ · v) ;
ρv˙ = −ρ∇(δρF + (δφF )∇φ ,
where (˙) = ∂t+v ·∇() stands for the material derivative,
and we omitted the double tilde notation. Furthermore,
using the variable transformation in Eq. (103) results in:
R = [f − ρ(δρF )] I− [∇ρ⊗ (∂∇ρf) +∇φ⊗ (∂∇φf)] ,
which indeed results in
∇ · R = −ρ∇(δρF ) + (δφF )∇φ . (105)
Finally, the Euler Lagrange equations transform as fol-
lows. Using the variable transformation in the original
Euler-Lagrange equations results in:
δF
δρs
=
δF
δρ
+
1
ρ
(
δF
δcs
− Σ
)
= µ ; (106)
δF
δρl
=
δF
δρ
+
1
ρ
(
δF
δcl
− Σ
)
= µ . (107)
Multiplying the first equation by cs and the second by
cl, then adding the results yields:
δρF = µ. (108)
Using this in the Equations (106) and (107) gives:(
1− cs −cl
−cs 1− cl
)(
δcsF
δclF
)
=
(
0
0
)
.
Given that cl + cs = 1, the coefficient matrix has two
eigenvalues, namely, 0 and 1. The eigenvector for 0 is
(1, 1), which indicates, that δcsF = δclF satisfies the
above equation independently from cs and cl. The Euler-
Lagrange equation for the phase then reads:
δcsF = δclF ⇒ δφF = 0 . (109)
Note that Equations (108) and (109) indicate that Eq.
(105) becomes 0 in equilibrium.
C. The phase mobility
The only fitting parameter of our model is the phase-
field mobility, Γ, which determines the characteristic time
scale of phase relaxation. To estimate Γ, first we solve
the reduced phase-field equation
ρ¯ ∂tφ = −Γ0(δφF0) (110)
for a propagating planar solid-liquid interface, where
δφF0 =
σ
δ
dg
dφ + Λ
dp
dφ − (3σ δ)∂2xφ, and Γ0 constant. The
1-dimensional Euler-Lagrange equation (referring to Λ =
0) prescribes:
δF0
δφ
=
σ
δ
[
dg(φ)
dφ
∣∣∣∣
φ=φ0(x)
− 3 δ2 φ′′0(x)
]
= 0 ,
which provides the well-known interface solution φ0(x) =
[1−tanh(x/δ)]/2. Substituting φ(x, t) := φ0(x−V t) into
Eq. (110) results in:
(3 Γ0 δΛ + V ρ¯)sech(x− V t) = 0 ,
which indicates the following front speed:
VPFT = −3 Γ0 δ
ρ¯
Λ . (111)
On the other hand, Wilson and Frenkel gave the following
expression for the front speed:
VWF = −Da0
`2
[
1− e−∆G/(RT )
]
,
where D, a0 and ` are the self-diffusion coefficient, the
inter-atomic spacing, and the diffusional mean free path
in the liquid, respectively, while ∆G = Λ vM (where vM is
the molar volume), and R the gas constant. For |Λ|  1,
the Wilson-Frenkel gives VWF ≈ −Da0`2 vMRT Λ. Equating
this and the right-hand side of Eq. (111) results in:
Γ0 =
ρ¯
3
Da0
δ `2
vM
RT
.
The dimensionless phase-field mobility then reads:
κ0 = Γ0
√
σ δ
ρ¯
=
Da0
3 `2
vM
RT
√
σ ρ¯
δ
,
while the dimensionless front speed is:
V˜ = V
τ
δ
= −3 Γ0 δΛ
ρ¯
1
δ
√
ρ¯ δ3
σ
= −3κ0 λ ,
where we used λ = (δ/σ)Λ and κ0 = Γ0
√
σ δ/ρ¯.
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D. Quasi-incompressible hydrodynamics
To derive quasi-incompressible hydrodynamic equa-
tions, we start from the compressible dynamical equa-
tions
ρ φ˙ = −κ(δφF )
ρ˙ = −ρ(∇ · v)
ρ v˙ = −ρ∇(δρF ) + (δφF )∇φ ,
supplemented with the local condition
ρ(r, t) = h[φ(r, t)] , (112)
where ρ0(x) = h[φ0(x)] (equilibrium planar interface).
Imposing Eq. (112) on the dynamical equations means
that the density is fixed as a function of the phase also
in non-equilibrium, and is therefore not a dependent
variable any more. Consequently, the dynamics is over-
determined, which, however, can be resolved by utilizing
the Lagrange multiplier method. In the presence of the
local condition the Euler-Lagrange equations read:
δF
δφ
− θ0(r)∂w(φ, ρ)
∂φ
= 0
δF
δρ
− θ0(r)∂w(φ, ρ)
∂ρ
= µ0 ,
where w(φ, ρ) := ρ − h[φ] = 0, and the Lagrange mul-
tiplier θ0(r) is the function of r (the condition is local).
Plugging the equilibrium planar interface solution into
the above equations yields:
θ0(r)
dh(φ)
dφ
∣∣∣∣
φ=φ0(x)
= 0 and − θ0(r) = 0 ,
where we used that δφF = 0 and δρF = µ at φ0(x) and
ρ0(x). Consequently, the Lagrange multiplier is identi-
cally 0 in equilibrium, which accords with the fact that
Eq. (112) represent no extra condition in equilibrium.
Imposing the local condition on the dynamical equations,
the phase-field and continuity equations transform as fol-
lows:
h(φ) φ˙ = −κ
(
δ
(c)
φ F
)
;
∇ · v = − ρ˙
ρ
= − 1
h(φ)
dh(φ)
dφ
φ˙ =
κ
h2(φ)
dh(φ)
dφ
(
δ
(c)
φ F
)
,
where
(
δ
(c)
φ F
)
= δφF |ρ=h(φ) is the ”conditional” func-
tional derivative, which only depends on φ. Note that
θ(r, t) is not included in these equations. to resolve the
continuity equation, which defines the divergence of the
velocity field as a function of the phase field, The La-
grange multiplier must be included in the Navier-Stokes
equation. In this, we use the substitutions δρF →(
δ
(c)
ρ F
)
−θ(r, t)(∂ρw) and δφF →
(
δ
(c)
φ F
)
−θ(r, t)(∂φw),
yielding:
− ρ∇
[(
δ(c)ρ F
)
− θ(r, t)(∂ρw)
]
+
[(
δ
(c)
φ F
)
− θ(r, t)(∂ρw)
]
∇φ =
− ρ∇
(
δ(c)ρ F
)
+
(
δ
(c)
φ F
)
∇φ+∇[ρ θ (∂ρw)] ,
where we used that ∇w = (∂φw)∇φ + (∂ρw)∇ρ = 0.
Using (∂ρw) = 1,
(
δ
(c)
ρ F
)
= δρF |ρ=h(φ) = µ0 (constant),
and introducing δp := −ρ θ yield:
h(φ) v˙ =
(
δ
(c)
φ F
)
∇φ−∇δp ,
which is a usual incompressible Navier-Stokes equation,
where δp(r, t) is present to guarantee continuity, and
can be resolved in a numerical simulation by applying
Chorin’s projection method, for instance.
E. Coexistence densities and equilibrium planar
interfaces
To find the densities of two coexisting phases, we need
to start from the 1-dimensional Euler-Lagrange equa-
tions, which read:
δφF = 0 and δρF = µ0 ,
where µ0 is the (unknown) equilibrium chemical poten-
tial. The boundary conditions read:
lim
x→±∞φ0(x) = φ1,2 and limx→±∞ ρ0(x) = ρ1,2 ,
where φ1,2 are two different homogeneous solutions of the
equation δφF = 0 for arbitrary constant density. The
Euler-Lagrange equations can be expanded, yielding:
3φ′′0(x) =
[
dg(φ)
dφ
+B
∂fρ(φ, ρ)
∂φ
]
φ0(x),ρ0(x)
;
µ0 =
[
B
∂fρ(φ, ρ)
∂ρ
]
φ0(x),ρ0(x)
. (113)
Multiplying the first equation by φ′0(x) and the second
by ρ′0(x), then adding the results yields:
d
dx
[
3
2
(φ′0)
2 + µ0ρ0
]
=
d
dx
[g(φ0) +Bfρ(φ0, ρ0)] .
(114)
Integrating the above equation from x → −∞ to x →
+∞ results in:
µ0(ρ2 − ρ1) = f2(ρ2)− f1(ρ1) , (115)
where fi(ρ) = g(φi) +Bfρ(φi, ρ). Taking the limits x→
±∞ for Eq. (113) yields:
µ0 = µ2(ρ2) = µ1(ρ1) , (116)
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where µi(ρ) = B[∂ρfρ(φ, ρ)]φ=φi . Eliminating µ0 from
Equations (116) and (115) results in:
µ2(ρ2) = µ1(ρ1) ; (117)
f1(ρ1)− ρ1µ1(ρ1) = f2(ρ2)− ρ2µ2(ρ2) , (118)
which are two equations for two unknowns, ρ1 and ρ2.
Note that as long as φ1 and φ2 don’t depend on ρ,
µi(ρ) ≡ dfi(ρ)/dρ, and therefore Equations (117) and
(118) give the common tangent construction. This ap-
plies to φ = 0 and φ = 1, but the other homogeneous
solution(s) of δφF = 0 usually depend(s) on the density,
in which case µi(ρ) 6= dfi(ρ)/dρ, and therefore the com-
mon tangent representation is not applicable. To find
the planar interface solution in equilibrium, first we ex-
press the density as a function of the phase field from
the Euler-Lagrange equation for the density, where the
equilibrium chemical potential reads:
B∂ρfρ = µ0 ⇒ ρ = h(φ) .
Next, we substitute ρ by h(φ) in the Euler-Lagrange
equation δφF = 0, which yields:
φ′′0(x) = s[φ0(x)] ,
where s(φ) = 13
[
dg(φ)
dφ +B
∂fρ(φ,ρ)
∂φ
∣∣∣
ρ=h(φ)
]
. Multiplying
the above equation by φ′0(x), then integrating it from
x→ −∞ to x = z results in:
1
2
[φ′0(z)]
2 = S[φ0(z)] , (119)
where S(φ) =
∫ φ
φ0
dψs(ψ). Separating the variables and
integrating again yields:
z =
∫
dφ√
2S(φ)
,
which is an implicit equation for φ0(z). If S(φ) exist,
the integral on the right-hand side of the above equation
can be evaluated analytically, and the equation can be
inverted, we have an explicit analytical expression for
the phase-field profile, while the density profile is simply
given by ρ0(z) = h[φ0(z)]. The interfacial tension (the
excess energy of the equilibrium planar interface) can be
calculated without knowing the interface. The definition
of the interfacial tension reads:
fσ =
∫ +∞
−∞
dz {f − f0 − µ0(ρ− ρ0)} ,
where f = 32 [φ
′
0(z)]
2 + ∆f [φ0(z), ρ0(z)], and therefore
∆f(φ, ρ) = g(φ)+Bfρ(φ, ρ), µ0 is the equilibrium chemi-
cal potential, f0 = limz→−∞ f , and ρ0 = limz→−∞ ρ0(z).
Note that taking the integrand of the above integral in
the z → +∞ limit recovers Eq. (118). Integrating Eq.
(114) from x→ −∞ to x = z yields:
3
2
[φ′0(z)]
2 = ∆f [φ0(z), ρ0(z)]− f0 − µ0[ρ0(z)− ρ0] ,
thus indicating
fσ = 3
∫ +∞
−∞
dz[φ′0(z)]
2 = 3
∫ φ1
φ0
√
2S(φ) ,
where we used Equation (119).
Appendix F: Front velocity in the Oxtoby-Harrowell
model
In Reference [7] the authors used the following dynam-
ical equations:
n∂tφ = −[γ/(kBT )]δφF [φ, n] ;
∂tρ+∇ · (ρv) = 0 ;
n (∂tv + v · ∇v) = −n δnF [φ, n] + ν∇ · D ,
where n was the number density, φ the solid order pa-
rameter (phase field), γ a constant, ν the viscosity (in
atomic mass units), and D the viscous stress. The free
energy functional was defined as:
F [φ, n]
kBTns
=
∫
dV
{
ω(φ, n) +
K2m
2
(∇φ)2 + Kn
2
(∇n)2
}
,
where ns is the solid coexistence density, and
ω(φ, n) = min
{
λ1
φ2
2
+
λ2
2
(
n− nl
nl
)2
,
λ3
(φ− φ0)2
2
+
λ4
2
(
n− ns
ns
)2
+ ∆
}
,
where nl is the liquid coexistence density, φ0 the value of
the phase-field in the bulk solid, and ∆ the dimensionless
thermodynamic driving force. In the inviscid limit the
dimensional front velocity reads:
v = −γ∆Km 2
φ20
√
λ1 +
√
λ3√
λ1λ3
. (120)
Setting φ0 = 1 and λ0 := λ1 = λ3, denoting the atomic
mass by M , and comparing the above equations to our
model results in the following parameters:
λ0 =
12
kBTns
σ
δ
∆ = Λ/(nskBT )
Km =
√
3σ δ/(nskBT )
γ = kBT Γ0/M
Using these in Eq. (120) yields v = −2 Γ0 Λ δ/ρs, which
accords with Eq. (90) up to a constant factor. The dif-
ference emerges from the fact that the form of ω(φ, n) is
different for the two models.
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