Abstract-First, sufficient conditions are given for a system (U n k ) n∈N, k∈Z + of random variables in R d and for a diffusion process (
Introduction
Let (X k ) k∈Z + be a one-type Galton-Watson branching process with immigration and with initial value X 0 = 0. Suppose that it is critial, i.e., m ξ = 1, where m ξ denotes the offspring mean. Wei and Winnicki [20] proved a functional limit theorem X n L −→ X as n → ∞, where X n t := n −1 X ⌊nt⌋ for t ∈ R + , n ∈ N, and (X t ) t∈R + is a (nonnegative) diffusion process with where m ε is the immigration mean and V ξ is the offspring variance. The process (X t ) t∈R + can also be characterized as the unique solution to the stochastic differential equation (SDE) dX t = m ε dt + V ξ · (X t ) + dW t , t ∈ R + ,
where (W t ) t∈R + is a standard Wiener process. Note that this so-called square-root process is also known as Cox-Ingersoll-Ross model in financial mathematics (see Musiela and Rutkowski [18, p. 290] ). In fact, (4V Assuming that the immigration mean is known, for the conditional least squares estimator (CLSE) m n ξ of the offspring mean based on the observations X 1 , . . . , X n , Wei and Winnicki [20] showed
Moreover, for critical Galton-Watson branching processes without immigration, Feller [4] proved the following diffusion approximation (see also Ethier and Kurtz [3, Theorem 9.1.3] ). Consider a sequence of critical Galton-Watson branching processes (X n k ) k∈Z + , n ∈ N, without immigration, with the same offspring distribution, and with initial value X n 0 independent of the offspring variables such that n −1 X n 0 L −→ µ. Then X n L −→ X , where X n t := n −1 X n ⌊nt⌋ for t ∈ R + , n ∈ N, and (X t ) t∈R + is a (nonnegative) diffusion process with initial distribution µ and with generator given by (1.1) with m ε = 0.
The aim of the present paper is to obtain a joint generalization of the above mentioned results for critical multitype branching processes. A multitype branching process is referred to respectively as subcritical, critical or supercritical if ̺(m ξ ) < 1, ̺(m ξ ) = 1 or ̺(m ξ ) > 1, where ̺(m ξ ) denotes the spectral radius of the mean offspring matrix m ξ (see, e.g., Haccou, Jagers and Vatutin [6, 2.3] ).
The first difficulty was that we have not found any suitable theorem concerning convergence of step processes towards a diffusion process, so we derived sufficient conditions (see Theorem 2.1 and Corollary 2.2) from a very general semimartingale convergence theorem due to Jacod and Shiryaev [10, Theorem IX.3.39] . (This theorem of Jacod and Shiryaev is hard to use directly, since one has to check the local strong majoration hypothesis, the local condition on big jumps, local uniqueness for the associated martingale problem, and the continuity condition.) Theorem 2.1 can also be considered as a generalization of the sufficient part of the functional martingale central limit theorem (see, e.g., Jacod and Shiryaev [10, Theorem VII.3.4] ), but Theorem 2.1 allows not necessarily time homogeneous diffusion limit processes as well. Similarly, Corollary 2.2 can be considered as a generalization of the sufficient part of the Lindeberg-Feller functional central limit theorem (see, e.g., Jacod and Shiryaev [10, Theorem VII.
5.4]).
There are several diffusion approximations in the literature, but they contain assumptions which are stronger and more complicated to check. For example, Ethier and Kurtz [3, Theorem 7.4 .1] deals only with the time homogeneous case, and their conditions (4.3)-(4.7) are hard to check. The result of Joffe and Métivier [12, Theorem 3.3.1] is not easy to use, since their conditions (H 1 ) and (H 4 ) are rather complicated to check. Gikhman and Skorokhod [5, Theorem 9.4 .1] covers only convergence of Markov chains, and it contains Lipschitz conditions on the drift and diffusion coefficient of the limiting diffusion process, and assumes finite 2 + δ moments for some δ > 0. Our Theorem 2.1 and Corollary 2.2 are valid not only for martingales or Markov chains, since we do not suppose any dependence structure. The conditions are natural, since uniform convergence on compacts in probability (ucp) is involved. (The role of the topology of the ucp is nicely explained by Kurtz and Protter [16] .)
In order to prove convergence of the CLSE, we developed sufficient conditions (see Theorem 3.2 and Corollary 3.3) for convergence of stochastic integrals of step processes, where the integrand is a functional of the integrator. We mention that the convergence theorems of Jacod and Shiryaev [10, Theorem IX.5.12, Theorem IX.5.16, Corollary IX.5.18, Remark IX. 5.19] are not applicable for our problem. There is a nice theory of convergence of stochastic integrals due to Jakubowski, Mémin and Pagès [11] and to Kurtz and Protter [14] , [15] , [16] . The key result of this theory says that if (U n ) n∈N is a uniformly tight sequence of semimartingales (or, equivalently, it has uniformly controlled variations) then it is good in the sense that
V s− dU s . In our Theorem 3.2 and Corollary 3.3, the sequence (U n ) n∈N of semimartingales is not necessarily good (see Example 2.3). In the proofs, the simple structure of the approximating step processes and the almost sure continuity of the limiting diffusion process play a crucial role.
We succeeded to determine the asymptotic behavior of a sequence of critical multitype branching processes with immigration and with the same offspring and immigration distributions if the offspring mean matrix is primitive and n −1 X n 0 L −→ µ (see Theorem 4.1). It turned out that the limiting diffusion process is always one-dimensional in the sense that for all t ∈ R + , the distribution of X t is concentrated on the ray R + · v m ξ , where v m ξ is a left eigenvector of the offspring mean matrix m ξ . In fact, X t = P t v m ξ , t ∈ R + , where (P t ) t∈R + is again a squared Bessel process (see Remark 7.1). Joffe and Métivier [12, Theorem 4.3.1] studied the same question but without immigration, and they determined only the limiting behavior of the martingale part (M n ) n∈N given by M
) (see Theorem 4.1). Ethier and Kurtz [3, Theorem 9.2.1] also studied this question without immigration but only for two-type branching processes. They described the asymptotic behavior of the sequence (X n ) n∈N in a complicated, indirect way. Their result should be corrected since they did not suppose that the limiting distribution µ of the sequence (n −1 X n 0 ) n∈N should be concentrated on the ray R + · v m ξ . It is interesting to note that Kesten and Stigum [13] considered a supercritical multitype branching process without immigration and with a fixed initial distribution, and they proved that ̺(m ξ ) −n X n → W almost surely, where the random vector W is also concentrated on the ray R + · v m ξ .
We also succeeded to determine the asymptotic behavior of the CLSE of the offspring mean matrix supposed that the immigration mean vector is known. As in Ispány, Pap and van Zuijlen [9] , one can also study the joint CLSE of the offspring mean matrix and the immigration mean vector. Using the results of the present paper about the asymptotic behavior of critical multitype branching processes with immigration, other type of estimators (see, e.g., Shete and Sriram [19] and Asmussen and Keiding [1] for supercritical multitype branching processes, and Wei and Winnicki [21] for critical one-type branching processes) can also be handled similarly.
Convergence of step processes to diffusion processes
A process (U t ) t∈R + with values in R d is called a diffusion process if it is a weak solution of a stochastic differential equation
where R + denotes the set of nonnegative real numbers, β :
d×r are Borel functions and (W t ) t∈R + is an r-dimensional standard Wiener process.
If (Ω, A, P) is a probability space, F ⊂ A is a σ-algebra, and ξ : Ω → R d is a random variable with E( ξ 2 | F ) < ∞ then Var(ξ | F ) will denote the conditional variance matrix defined by
(Here and in the sequel, x denotes the Euclidean norm of a (column) vector x ∈ R d , A ⊤ and tr A denote the transpose and the trace of a matrix A, respectively.) The set of all nonnegative integers and the set of all positive integers will be denoted by Z + and N, respectively. The lower integer part and the positive part of x ∈ R will be denoted by ⌊x⌋ and x + , respectively.
d×r be continuous functions. Assume that the SDE (2.1) has a unique weak solution with U 0 = u 0 for all u 0 ∈ R d . Let η be a probability measure on R d , and let (U t ) t∈R + be a solution of (2.1) with initial distribution η. For each n ∈ N, let (U n k ) k∈Z + be a sequence of random variables with values in 
Proof. The process (U t ) t∈R + is a semimartingale with characteristics (B, C, 0), where 
where t ∧ T := inf{t, T }. Clearly, the stopped process U T t t∈R + defined by U T t := U t∧T is a semimartingale with characteristics B T , C T , 0 .
We will also consider the stopped processes U n,T t t∈R + , n ∈ N, defined by U n,T t := U n t∧T . We will check that all hypotheses of Theorem IX.3.39 of Jacod and Shiryaev [10] are fulfilled.
Firstly, we check the local strong majoration hypothesis. For each a > 0, consider the mapping τ a : Indeed, for all s, t ∈ R + with s < t, we have
The process U
hence the local strong majoration hypothesis holds.
The local condition on big jumps is obviously satisfied, since the third characteristic of the semimartingale U T t t∈R + is 0. By the assumption, the martingale problem associated to the characteristics (B T , C T , 0) admits a unique solution for each initial value u 0 ∈ R d , thus Theorem III.2.40 of Jacod and Shiryaev [10] yields local uniqueness for the corresponding martingale problem as in Corollary III.2.41. The continuity conditions are clearly implied by the continuity of the functions β and γ. Convergence of the initial distributions holds trivially.
For each n ∈ N, the stopped process U n,T t t∈R + is also a semimartingale with characteristics
for g : R d → R + Borel functions, and modified second characteristic
(see Jacod and Shiryaev [10, II.3.14, II.
where
. Therefore all hypotheses of Theorem IX.3.39 of Jacod and Shiryaev [10] are fulfilled, hence for all
This implies that the finite dimensional distributions of the processes U n converge to the corresponding finite dimensional distributions of the process U (see Jacod and Shiryaev [10, VI.3.14] ).
The aim of the following discussion is to show the tightness of {U n : n ∈ N}, which will
implies tightness of {U n,T : n ∈ N}. By Theorem VI.3.21 of Jacod and Shiryaev [10] , this implies 
Again by Theorem VI.3.21 of Jacod and Shiryaev [10] , this implies tightness of {U n : n ∈ N},
and we obtain U n L −→ U.
Assume that the SDE (2.1) has a unique weak solution with U 0 = u 0 for all u 0 ∈ R d . Let (U t ) t∈R + be a solution of (2.1)
which together with assumptions (i) and (iii) of this corollary imply condition (i) of Theorem 2.1. We have
For arbitrary matrices A, B, C, D ∈ R d×r , we have
In a similar way, we obtain
These inequalities together with assumptions (ii) and (iii) of this corollary imply condition (ii) of Theorem 2.1. We have
thus assumption (iii) of this corollary implies (iii) of Theorem 2.1.
Example 2.3
We give an example for a system (U n k ) n∈N, k∈Z + of random variables satisfying conditions (i)-(iii) of Corollary 2.2, such that the sequence (U n ) n∈N of semimartingales is not good (see the Introduction).
Let (η k ) k∈N be independent standard normal random variables. Let 
does not converge
Consequently, the sequence (U n ) n∈N of semimartingales is not good.
Convergence of integrals of step processes
The space of all continuous functions α :
We need the following version of the continuous mapping theorem several times.
Proof. In view of the continuous mapping theorem (see, e.g., Billingsley [2, Theorem 5.5]), it suffices to check that . Consequently,
) k∈Z + and U n for n ∈ N be as in Theorem 2.1. Assume that the SDE (2.1) has a unique weak solution with U 0 = u 0 for all u 0 ∈ R d . Let (U t ) t∈R + be a solution of (2.1) with initial distribution η.
For each n ∈ N and k ∈ Z + , let ψ n,k : (R d ) k+1 → R p be a Borel function, and let
Proof. Our first aim is to prove (
, and for this we will use Theorem VI.4.18 of Jacod and Shiryaev [10] . By the assumptions, the sequence ( 
Borel functions, and modified second characteristic
by assumption (iii), hence condition (ii) of Theorem VI.4.18 of Jacod and Shiryaev [10] holds.
In order to check condition (iii) of Theorem VI.4.18 of Jacod and Shiryaev [10] , first we will show
We will apply Lemma 3.1. We have
Observe that assumptions (i)-(iii) imply that conditions (i)-(iii) of Theorem 2.1 hold, thus we conclude U n L −→ U as n → ∞. In order to show P U ∈ C Φ β ′ = 1, it is enough to check
hence it suffices to show
For sufficiently large n ∈ N, we have sup
Continuity of Ψ(α) implies sup t∈[0,T ] Ψ(α)(t) < ∞. For sufficiently large n ∈ N, sup t∈[0,T ] β(t, α n (t)) 1 + sup t∈[0,T ] β(t, α(t)) < ∞ (by convergence (3.2) and by continuity of α and β).
is also satisfied, and we conclude C Φ β ′ ⊃ C Ψ,(Ψn) n∈N . Consequently, P U ∈ C Φ β ′ = 1, and by Lemma 3.1, we obtain (3.1).
(See, e.g., Proposition VI.2.4 of Jacod and Shiryaev [10] .) Hence, by the continuous mapping theorem, we obtain
This together with assumption (i) implies
Particularly, the sequence ( 
In a similar way, the sequence (
for all T > 0 and all c > 0, where
. Therefore all hypotheses of Theorem VI.4.18 of Jacod and Shiryaev [10] are fulfilled, hence we conclude that the sequence (
It remains to prove that if a sub-sequence, still denoted by (U n , Y n ) n∈N , weakly converges to a limit distribution then the limit is the distribution of (U, Y). For this we will apply Theorem IX.2.22 of Jacod and Shiryaev [10] . The process (U t , Y t ) t∈R + is a semimartingale with characteristics (B ′ , C ′ , 0), where 
As we have already proved, P U ∈ C Φ β ′ ∩C Φ γ ′ = 1. The local uniform topology on D(R m ) is the m-fold product of the local uniform topology on D(R), hence we obtain C Φ ⊃ C Φ β ′ ∩C Φ γ ′ . Using again that the Skorokhod topology is coarser than the local uniform topology, we conclude D Φ ⊃ C Φ . Consequently, the continuity condition P U ∈ D Φ = 1 holds. Hence all hypotheses of Theorem IX.2.22 of Jacod and Shiryaev [10] 
Proof. This follows from Theorem 3.2 in the same way as Corollary 2.2 from Theorem 2.1.
Multitype branching processes with immigration
We will investigate a sequence (X n k ) k∈Z + , n ∈ N, of critical d-type branching processes with immigration sharing the same offspring and immigration distributions, but having possibly different initial distributions. For each n ∈ N, k ∈ Z + , and for i ∈ {1, . . . , d}, the number of individuals of type i in the k th generation of the n th process is denoted by X
we denote the number of type j offspring produced by the ℓ th individual who is of type i belonging to the (k −1) th generation. The number of type i immigrants in the k th generation will be denoted by ε i k . Consider the random column vectors X
⊤ . Then, for n, k ∈ N, we have
Here X n 0 , ξ i k,ℓ , ε k : k, ℓ ∈ N, i ∈ {1, . . . , d} are supposed to be independent for all n ∈ N, and {ε k : k ∈ N}, and ξ i k,ℓ : k, ℓ ∈ N for each i ∈ {1, . . . , d} are supposed to consist of identically distributed vectors.
We suppose E(ξ i,j 1,1 )
2 < ∞ and E(ε 
Consequently,
for all k, n ∈ N. Hence the offspring mean matrix m ξ plays a crucial role in the asymptotic behavior of the sequence (X n k ) k∈Z + . We are also interested in estimating of the matrix m ξ . Clearly, M
defines a sequence (M n k ) k∈N of martingale differences with respect to the filtration (F n k ) k∈Z + . Moreover, we obtain the recursion 
For each n ∈ N, consider the random step processes
Let ̺(m ξ ) denote the spectral radius of m ξ , i.e., the maximum of the modulus of the eigenvalues of m ξ . For a positive semi-definite matrix A ∈ R d×d , √ A denotes its unique symmetric positive semi-definite square root. For a vector v = (v 1 , . . . , where (M t ) t∈R + is a solution of the SDE
7)
with initial distribution µ, where (W t ) t∈R + is a d-dimensional standard Wiener process.
If, in addition,
9)
as n → ∞, where
Remark 4.2 By Itô's formula, the process (X t , M t ) t∈R + can also be given as a solution of the SDE
with initial distribution µ × µ, see Remark 7.1, where it also turns out that the coordinates of X t are nonnegative for all t ∈ R + with probability one, hence (·) + may be omitted under the square root in (4.7) and in (4.10), and eventually, (4.7) and (4.10) have unique strong solutions. The supports of X t and M t are described in Remark 5.1.
Remark 4.3
The generator of (M t ) t∈R + is given by 
for t ∈ R + and n ∈ N, and the process ( X t , M t ) t∈R + can be given as a solution of the SDE (4.10) with initial value X 0 = M 0 = 0.
Primitive matrices
For the proof of Theorem 4.1, we recall some facts on primitive matrices (see, e.g., Horn and Johnson [7] ). A matrix A ∈ R d×d is called reducible if d = 1 and A = 0, or if d 2 and there exist a permutation matrix P ∈ R d×d and an integer r with 1 r d − 1 such that 
where v A ∈ R d is the unique vector with positive coordinates such that
is primitive then there exist positive numbers c A and r A with r A < 1 such that for all n ∈ N,
where B denotes the operator norm of a matrix B ∈ R d×d defined by B := sup x =1 Bx .
Remark 5.1 Under the conditions of Theorem 4.1, X t is concentrated on the ray R + · v m ξ for all t ∈ R + , since Π
0 with probability one, see Remark 7.1. Moreover, M t is concentrated on the half space {x ∈ R d : u m ξ , x + tm ε 0} for all t ∈ R + .
First and second order moment structures
In the proof of Theorem 4.1 we will use extensively the following facts about the first and second order moments of the sequences (X
Lemma 6.1 For all k ∈ Z + and n ∈ N,
Moreover,
Proof. By (4.3), we obtain (6.1). The equality
clearly implies (6.3) and (6.5) . By (4.1) and (4.4),
The random vectors ξ i k,ℓ − Eξ i k,ℓ , ε k − Eε k : ℓ ∈ N, i ∈ {1, . . . , d} are independent of each others, independent of F n k−1 , and have zero mean, thus in case k = ℓ we conclude (6.4) and hence (6.6) 
3), thus we obtain (6.4) and (6.6) in case k = ℓ.
By (6.1), we conclude
Now by (6.6),
Finally, using the expression in (6.6) for E M n j (M n j )
⊤ we obtain (6.2).
Proof. By (6.1),
2 ). Indeed, by (6.2) and (6.8),
7 Proof of Theorem 4.1
The aim of the following discussion is to show that the SDE (4.7) has a unique strong solution with
are given by β(t, x) = 0 and
These are continuous functions. Next observe that using
(see Section 5), (4.7) can be written in the form
Suppose that (4.7) has a strong solution with M 0 = m 0 . Then, by Itô's formula, the process P t , Q t t∈R + , defined by
The SDE (7.1) has a unique strong solution with an arbitrary initial value P 0 , Q 0 = (p 0 , q 0 ) ∈ R + × R d , since the equation for (P t ) t∈R + can be written in the form
2) is discussed, for example, in Ikeda and Watanabe [8, IV.8.2].) If (P t , Q t ) t∈R + is the unique strong solution of the SDE (7.1) with the initial value
is a strong solution of (4. 
as n → ∞, where the process (R n t ) t∈R + is defined by
where we used that
Using (6.4), we obtain
Hence, in order to show (7.3), it suffices to prove
as n → ∞. Using (6.7) and Π
, we obtain
Hence by (5.1),
Moreover, by (6.7) and (6.8),
Consequently, in order to prove (7.6) , it suffices to show
In fact, assumption n −1 X n 0 L −→ µ implies the second convergence, while Corollary 6.2 yields n −2 ⌊nT ⌋ j=1 E M n j → 0, thus we obtain (7.3).
To prove (7.4) , consider the decomposition
hence (7.4) will be proved once we show
where the sum
where the sum ′′ is taken for j = 1, . . . , d and ℓ ′ = 1, . . . , z j with (ℓ ′ , j) = (ℓ, i).
In order to prove (7.8) , it suffices to show
as n → ∞. We have
where E ξ 
Here E ξ i k,ℓ − Eξ i k,ℓ 2 = tr V ξ i and, by Markov's inequality,
By the Cauchy-Schwarz inequality,
(Here we used independence of ξ
Hence, in order to show n
. Thus we finished the proof of (7.8).
We have E N n k 2
where by Markov's inequality,
Hence, in order to show (7.9), it suffices to prove n
thus we obtain (7.10), and hence (7.4), and we conclude, by Corollary 2.2, convergence M n L −→ M. Now we start to prove (4.8) and (4.9). By (6.7),
where the function ψ n,k : (
Further, X = Ψ(M), where the mapping Ψ :
In order to prove (4.8) and (4.9) we will show
The aim of the following discussion is to show that
Moreover, we can write
hence we have
Here for all t ∈ [0, T ],
where ω T (α, ·) is the modulus of continuity of α on [0, T ], and we have ω T (α, n −1 ) → 0 since α is continuous (see, e.g., Jacod and Shiryaev [10, VI.1.6]). In a similar way,
Here the sequence (m
denotes the set of all continuous functions
In fact, by Lemma 3.1 for Φ = Ψ and Φ n = Ψ n , n ∈ N, we obtain
Taking into account what we have already proved during checking conditions (i)-(iii) of Corollary 2.2, it suffices to show that for each T > 0 and i, j ∈ {1, . . . , d}, [10] .) One can derive (7.14) in a similar way.
Using again notation (7.7), (7.15) will be shown once we prove (1 + α(
We can again apply Lemma 3.1 for Φ = 0 and Φ n = A n , n ∈ N, to obtain A n (X n ) (1 + X t ) 3 X t 3/2 dt.
(The last assertion can be obtained again by Lemma 3.1.) Consequently, we finished the proof of (7.16).
