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Abstract. We present a new classification algorithm capable of learning from
data corrupted by a class dependent uniform classification noise. The produced
classifier is a linear classifier, and the algorithm works seamlessly when using
kernels. The algorithm relies on the sampling of random hyperplanes that help
the building of new training examples of which the correct classes are known;
a linear classifier (e.g. an SVM) is learned from these examples and output by
the algorithm. The produced examples are sample averages computed from the
data at hand with respect to areas of the space defined by the random hyperplanes
and the target hyperplane. A statistical analysis of the properties of these sample
averages is provided as well as results from numerical simulations conducted on
synthetic datasets. These simulations show that the linear and kernelized versions
of our algorithm are effective for learning from both noise-free and noisy data.
1 Introduction
Learning from noisy data is a problem of interest both from the practical and theoretical
points of view. In this paper, we focus on a particular noise setting in a binary classi-
fication framework where the noise process uniformly flips the label of an example to
the opposite label with a probability that depends on each class. An instance of this
classification setting might be that of automatic spam filtering where a user might erro-
neously label regular mails as spam and conversely; it is obvious in this example that
the probability of mislabelling an email depends on its true nature (spam or non spam).
From the theoretical and algorithmic point of views, there are very few simple learn-
ing strategies that are guaranteed to output a reliable classifier from data corrupted by
the classification noise process depicted above. It must be noted that despite soft-margin
Support Vector Machines seem to be a viable strategy to learn from noisy data and that
generalization bounds for SVM expressed in terms of margin and the values of slack
variables do exist, there is no result, to our knowledge, about the characteristics of the
solution to the SVM quadratic program when noisy data are involved.
Here, we propose a strategy to learn a large margin classifier from noisy data. The
algorithm proposed relies on the sampling of random hyperplanes that help the building
of new training examples of which the correct classes are known; a linear classifier (e.g.
a perceptron) is learned from these examples and output by the algorithm. The produced
examples are sample averages computed from the data at hand with respect to areas of
the space defined by the random hyperplanes and the target hyperplane.
The paper is organized as follows. Section 2 formalizes the problem and introduces
notation. Section 3 presents the different parts of the algorithms, i.e. the computation of
the sample averages and their use as inputs to an SVM classifier. Numerical simulations
are presented in Section 4: they show the behavior of our algorithm on linearly sepa-
rable distributions and nonlinearly separable distributions in the noise-free and noisy
contexts.
2 Notation and Definition of the Problem
X denotes the input space, assumed to be an Hilbert space, equipped with an inner
product denoted by ·. We restrict our study to the binary classification problem and
the target space Y is Y {−1,+1}. Throughout the analysis, we additionally make the
assumption of the existence of zero bias separating hyperplanes (i.e hyperplanes defined
as w · x = 0 that pass through the origin of the space). These assumptions make our
analysis seemlessly applicable when using kernels.
In order to simplify the definition and the writing of the proofs, we will consider
normalized labeled examples, that is, for a pair (x, y), we will consider ( x‖x‖ , y). Note
that the transformation does not change the difficulty of the problem.
Definition 1 (γ-separable distributions). For γ > 0, Dγ is the set of distributions on
X such that for any D ∈ Dγ , there exists a unit vector w∗ ∈ X such that
P(x,y)∼D [y(w
∗ · x) < γ] = 0.
This means that given a vector w∗, we consider a deterministic labelling y(x) of x
according to the sign of w∗ · x, i.e., y(x) = sign (w∗ · x).
For a distributionD defined over the labelled space X ×Y ,DX denotes the distribution
marginalized over Y .
Definition 2 (Class-conditional classification noise process yη). Let η+, η− ∈ [0, 1)
such that η+ + η− < 1 and define η = [η+ η−]. Let the random process yη : Y → Y
maps y as follows:
y
η (y) =
8><
>:
+1 with prob. 1− η+ if y = +1
−1 with prob. η+ if y = +1
+1 with prob. η− if y = −1
−1 with prob. 1− η− if y = −1
Let γ > 0 and η+, η− ∈ [0, 1). For a distribution D ∈ Dγ , Dη is the distri-
bution over X × Y from which a labelled example is drawn according to the fol-
lowing process: (a) draw (x, y) according to D and (b) return (x, yη(y)). The noisy
version Sη of a random set S = {(x1, y1), . . . , (xm, ym)} is defined likewise, i.e.
Sη = {(x1, y
η(y1)), . . . , (xm, y
η(ym)}, which, from here on, will be shorthanded as
S = {(x1, y
η
1 ), . . . , (xm, y
η
m)}.
With the previous definitions at hand, the problem that we tackle is the learning
from samples drawn from Dη , for a noise-free distribution D ∈ Dγ . We exhibit a
learning algorithm that, given a finite sample from Dη (altered by class-conditional
classification noise), outputs a linear classifier w that is targetted to a low error rate
on the noise free distribution D. If learning algorithms exist to learn from distributions
that undergo a uniform classification noise process (with the same noise rate on both
classes), as, for instance the perceptron-like approaches described in [1–3], or coreset-
based strategies [4], they have not been actually specialized to the handling of class
dependent classification noise. According to [5], these algorithms could be extended in
a straightforward way to this setting, but we do think that it is of major importance to
have a dedicated learning algorithm for this problem. In addition, we truly think that
the strategy presented in this paper is amenable to a full theoretical analysis showing it
is a Probably Approximately Correct strategy. This is the topic of future researches.
3 The Sample Average Machine
3.1 High Level Description
The new algorithm that we propose, called Sample Average Machine (SAM), imple-
ments a very simple yet effective two-step learning strategy. Given a noisy training
sample Sη = {(x1, y
η
1 ), . . . , (xm, y
η
m)} drawn according to D
η (the noisy version of
D) the algorithm, depicted in Algorithm 1, works as follows.
1. SAM creates a new sample Sµ of examples of which the correct labels, according
to the target hyperplane w∗, are known with high probability. To produce these
examples, SAM uniformly picks random vectors on the unit hypersphere defined
in the subspace spanned by the vectors of the training set (this space is therefore
of dimension at most m). For each random hyperplane w, at least one new point
µ is added to Sµ: µ is a sample estimate of the mean vector of DX restricted to
one of the four subspaces delimited by w and w∗ (see Fig. 1). Providedm is large
enough, the correct label of µ is known with high probability.
2. SAM learns a support vector classifier from Sµ. The hyperplane returned by SAM
is the one that will be used to classify new data.
The remaining of this section is largely devoted to the computation of the new ex-
amples the SVM is built upon. We give their definitions and provide their statistical
properties. The proof heavily relies on concentration results, which makes it possible to
have dimension independent results.
3.2 Generation of the Training Sample Sµ
In the following, we consider a linearly separable distribution (with margin γ > 0)
D ∈ Dγ , of target hyperplane w∗. The noise vector associated to the noise process is
η = [η+ η−]. Let S = {(x1, y1), . . . , (xm, ym)} a sample of m labelled examples
drawn from D and Sη = {(x1, y
η
1 ), . . . , (xm, y
η
m)} is the noisy version of S.
The first step to generate the new training points is the sampling of a vector w uni-
formly picked on the unit hypersphere defined in the space spanned by the x1, . . . ,xm.
Given w and w∗, X can be decomposed into four disjoint subspaces (as illustrated on
Figure 1):
A(w) = {x ∈ X|w · x ≥ 0, y(x) = +1}
B(w) = {x ∈ X|w · x < 0, y(x) = +1}
E(w) = {x ∈ X|w · x < 0, y(x) = −1}
F (w) = {x ∈ X|w · x ≥ 0, y(x) = −1} .
(1)
Algorithm 1 Sample Average Machine (see text for details)
Input: m0, n, η = [η
+ η−], Sη = {(x1, yη1 ), . . . , (xm, yηm)}
Output: a linear classifier w
/* building of the new (noise free) training sample */
Sµ = ∅
while |Sµ | < n do
draw a random unit vector w ∈ span(x1, . . . ,xm)
yA(w) = yB(w) = +1, yE(w) = yF (w) = −1
for Z ∈ {A(w), B(w), E(w), F (w)} do
compute µˆη (Z) according to equation (3)
compute Pˆη (Z) according to equation (4)
if Pˆη (Z) ≥ m0
m
then
Sµ = Sµ ∪ {(µˆη (Z), yZ)}
end if
end for
/* SVM learning */
learn an SVM classifier wSVM on Sµ
return wSVM
end while
Likewise, the samples S and Sη are divided into four subsets each:
Aˆ(η)(w) =
n
xi ∈ S(η)|w · xi ≥ 0, y(η)i = +1
o
Bˆ(η)(w) =
n
xi ∈ S(η)|w · xi < 0, y(η)i = +1
o
Eˆ(η)(w) =
n
xi ∈ S(η)|w · xi < 0, y(η)i = −1
o
Fˆ (η)(w) =
n
xi ∈ S(η)|w · xi ≥ 0, y(η)i = −1
o
(2)
where the superscript (η) denotes an optional η in the definitions.
A few observations can be readily made: (a) the mean vectors of D restricted to
each of the subspaces A(w), B(w), E(w), F (w) are of class +1, +1, −1, −1, respec-
tively; (b) those mean vectors could be estimated by sample averages computed on the
subsets Aˆ(w), Bˆ(w), Eˆ(w), Fˆ (w) if these sets were known; (c) in the framework of
classification from noisy dataset however, the only set that is accessible is Sη and its
corresponding subsets and these sample averages cannot be performed directly.
It nevertheless turns out that it is possible to derive unbiased estimates of the mean
vectors of each subspace from Sη . For a given w, it is therefore possible to compute
(at most four) vectors of which the correct classes are known with high probability,
provided the size of Sη is large enough.
Sample Estimates of the Mean Vectors. The four vectors of interest that we would
like to approximate (respectively of class +1, +1, −1, and −1) are defined for Z in
{A(w), B(w), E(w), F (w)} by µ(Z) = Ex∼D [x1lZ(x)] where 1lZ(z) = 1 if z ∈ Z
and 0 otherwise; we denote by µˆ(Z) = 1
m
∑
xi∈Zˆ
xi the sample estimate of µZ (again,
these sample estimates cannot be computed directly).
w
∗w
B(w)
F (w)
E(w)
A(w)
Fig. 1. The subspaces A(w), B(w), E(w), F (w) defined by a random vector w and the tar-
get vector w∗; the corresponding subsets Aˆ(w), Bˆ(w), Eˆ(w), Fˆ (w) of a noise free set S
(white/black disks are positive/negative examples) are automatically deduced.
Let β = 11−η+−η− . Consider the following vectors, which can be computed from
Sη:
µˆ
η (A(w)) = 1
m
β
“
(1− η−)P
xi∈Aˆη(w)
xi − η−Pxi∈Fˆη(w) xi
”
µˆ
η (B(w)) = 1
m
β
“
(1− η−)P
xi∈Bˆη(w)
xi − η−Pxi∈Eˆη(w) xi
”
µˆ
η (E(w)) = 1
m
β
“
(1− η+)P
xi∈Eˆη(w)
xi − η+Pxi∈Bˆη(w) xi
”
µˆ
η (F (w)) = 1
m
β
“
(1− η+)P
xi∈Fˆη(w)
xi − η+Pxi∈Aˆη(w) xi
”
.
(3)
Then, we have the following lemma.
Lemma 1. ∀D ∈ D0, ∀w ∈ X , ∀η+, η− ∈ [0, 1) such that η+ + η− < 1, ∀m ∈ N,
∀Sη = {(x1, y
η
1 ), . . . , (xm, y
η
m)} drawn fromD
η , forZ in {A(w), B(w),E(w), F (w)}
the following holds:
ESη∼Dη (µˆ
η(Z)) = µ(Z).
Proof. Let us focus on the case Z = A(w) (the proof works similarly for the other
three subspaces). In order to work out the proof of the equality, it suffices to observe
that the random variable Sη is driven by two random process. The first one is that of
drawing random vectors x1, . . . ,xm fromDX while the second is the class conditional
random noise process (see Definition 2), which depends upon the first one through the
labels of the xi’s. We therefore have:
ESη∼Dη (µˆ
η (A(w))) = Ex1,...xm∼DX
ˆ
Eyη(y1),...,yη(ym) [µˆ
η (A(w))|x1, . . . ,xm]
˜
.
Focusing on the innermost expectation, droping , for sake of space, the fact that the
x1, . . . ,xm are fixed, and using the shorthand y
η for yη(y1) . . . y
η(ym), we have:
Eyη [µˆ
η (A(w))] = Eyη
2
4 1
m
β
0
@(1− η−) X
xi∈Aˆη(w)
xi − η−
X
xi∈Fˆη(w)
xi
1
A
3
5
=
β
m
Eyη
2
4(1− η−) X
w·xi≥0
xi1l{+1}(y
η (yi))− η−
X
w·xi≥0
xi1l{−1}(y
η (yi))
3
5
=
β
m
Eyη
2
4(1− η−)
0
@ X
xi∈Aˆ(w)
xi1l{+1}(y
η (+1)) +
X
xi∈Fˆ (w)
xi1l{+1}(y
η (−1))
1
A
−η−
0
@ X
xi∈Aˆ(w)
xi1l{−1}(y
η (+1)) +
X
xi∈Fˆ (w)
xi1l{−1}(y
η (−1))
1
A
3
5
=
1
m
β
0
@(1− η−)
0
@ X
xi∈Aˆ(w)
xi(1− η+) +
X
xi∈Fˆ (w)
xi(η
−)
1
A
−η−
0
@ X
xi∈Aˆ(w)
xi(η
+) +
X
xi∈Fˆ (w)
xi(1− η−)
1
A
1
A
=
1
m
X
xi∈Aˆ(w)
xi
= µˆ(A(w)).
Getting back to the full expectation, it is straightforward to check that:
ESη∼Dη (µ
η (A(w))) = Ex1,...xm∼DX
ˆ
Eyη(y1),...,yη(ym) [µ
η(A(w))|x1, . . . ,xm]
˜
= Ex1,...xm∼DX [µˆ(A(w))]
= µA(w).
We therefore have proved that, given a vector w, the points computed in (3) are
unbiased estimates of the mean of the subspaces delimited by w and w∗.
Concentration of the Sample Estimates. We show that the distances between the
sample estimates and their expected values can be bounded with high probability. To
this end, we make use of McDiarmid’s inequality:
Theorem 1 ([6]). Let x1, . . . ,xn be independent random variables taking values in a
set X , and assume that f : Xn → R satisfies
sup
x1,...,xn,x
′
i
∈X
˛˛
f(x1, . . . ,xn)− f(x1, . . . ,xi−1,x′i,xi+1, . . . ,xn)
˛˛ ≤ ci
for every 1 ≤ i ≤ n. Then, for every t > 0,
P {|f(x1, . . . ,xn)−Ef(x1, . . . ,xn)| ≥ t} ≤ 2 exp
„
− 2t
2Pn
i=1 c
2
i
«
.
We have the following lemma.
Lemma 2. ∀γ > 0, ∀δ > 0, ∀D ∈ Dγ , ∀w ∈ X ,∀S sample drawn from D, if
|S| >
1282 ln ( 8δ )
γ2
then, for Z ∈ {A(w), B(w), E(w), F (w)},
P
n
‖µ(Z)− µˆ(Z)‖ > γ
32
o
<
δ
4
.
Proof. Again let Z = A(w). Consider S = {(x1, y1), . . . , (xi, yi), . . . , (xm, ym)} and
S(i) = {(x1, y1), . . . , (x
′
i, y
′
i), . . . , (xm, ym)} two samples ofm examples drawn from
D that only differs on their ith variable. It can be observed that for any i in 1, . . . ,m:
˛˛˛
‖µ(A(w))− µˆ(A(w))‖ −
‚‚‚µ(A(w))− µˆ(i)(A(w))‚‚‚˛˛˛ ≤ ‚‚‚µˆ(A(w))− µˆ(i)(A(w))‚‚‚ ≤ 2
m
Hence, by Theorem 1, Lemma 1 and according to the value ofm, we have
P
n
|‖µ(A(w))− µˆ(A(w))‖ − ES∼D [‖µ(A(w))− µˆ(A(w))‖]| > γ
64
o
< 2 exp
„
− γ
2m
8192
«
<
δ
4
.
Ifσ is a Rademacher vector of sizem, i.e. a random vector whose entries independently
take the values +1 or −1 with probability 0.5, we observe that:
ES∼D [‖µ(A(w)) − µˆ(A(w))‖]
= ES
ˆ‚‚ES′ ˆµˆ′(A(w))˜− µˆ(A(w))‚‚˜
≤ ESS′
ˆ‚‚µˆ′(A(w))− µˆ(A(w))‚‚˜ (triangle ineq.)
= ESS′
»‚‚‚‚ 1m
X
x
′
i
∈Aˆ′(w))
x
′
i − 1
m
X
xi∈Aˆ(w)
xi
‚‚‚‚
–
= ESS′σ
»
1
m
‚‚‚Xm
i=1
σi
“
x
′
i1lAˆ′(w)(x
′
i)− xi1lAˆ(w)(xi)
”‚‚‚
–
(S and S ′ are iid samples)
≤ 2ESσ
»
1
m
‚‚‚Xm
i=1
σixi1lAˆ(w)(xi)
‚‚‚
–
=
2
m
ESσ
»““Xm
i=1
σixi1lAˆ′(w)(xi)
”
·
“Xm
j=1
σjxj1lAˆ(w)(xj)
”” 1
2
–
≤ 2
m
“
ESσ
hXm
i,j=1
σiσjxi · xj1lAˆ(w)(xi)1lAˆ(w)(xj)
i” 1
2
(Jensen ineq.)
=
2
m
“
ES
hXm
i=1
xi · xi1lAˆ(w)(xi)1lAˆ(w)(xi)
i” 1
2
(Eσ [σiσj ] = δij)
=
2
m
p
mD(A(w))
≤ 2√
m
According to the lower bound onm, we can conclude that
P
{
‖µ(A(w))− µˆ(A(w))‖ >
γ
32
}
<
δ
4
.
The following lemma is very similar to the previous one except that the random
process considered is the classification noise process.
Lemma 3. Let γ > 0. ∀η+, η− ∈ [0, 1) such that η+ + η− < 1, ∀δ > 0, ∀D ∈
Dγ , ∀w ∈ X , ∀Sη sample drawn from Dη , if |Sη| >
1282 ln ( 8δ )
γ2(1−η+−η−) then for Z ∈
{A(w), B(w), C(w), D(w)}, we have:
P
{
‖µˆ(Z)− µˆη(Z)‖ >
γ
32
}
<
δ
4
Proof. The lines of the proof are exactly the same as for Lemma 2 (even though the
complete proof is little bit more tedious because of the way µˆ
η(Z) is defined) and we
leave it to the reader.
Finally, the next proposition readily follows.
Proposition 1. Let γ > 0. ∀η+, η− ∈ [0, 1) such that η+ + η− < 1, ∀δ > 0, ∀n ∈
N, ∀D ∈ Dγ , ∀W = {w1, . . . ,wn},wi ∈ X and ∀S
η drawn from Dη , if |Sη| >
1282 ln ( 8nδ )
γ2(1−η+−η−) then the following holds:
∀Z ∈ {A(w), B(w), E(w), F (w)}, P
n
‖µ(Z)− µˆη (Z)‖ > γ
16
o
≤ δ
2
, ∀w ∈W.
Proof. Suppose that Z = A(w). By Lemma 2 and Lemma 3, we know that for a given
w ∈ X :
P
{
w : ‖µˆη(A(w))− µ(A(w))‖ >
γ
16
}
≤
δ
2n
.
A simple union bound argument concludes the proof:
P
n
∃w ∈W : ‚‚µˆ(S)Aη(wi) − µA(wi)‚‚ > γ16
o
≤ |W |P
n
w : ‖µˆη(A(w))− µ(A(w))‖ > γ
16
o
≤ n · δ
2n
=
δ
2
.
3.3 Margins for the Sample Estimates
In this subsection we show that it is possible to guarantee the (normalized) margins
of the newly generated points (computed according to (3)), and therefore the correct
labels, with a simple criterion based on the estimated sizes of the Zˆ(w) (for Z ∈
{A(w), B(w), C(w), D(w)}).
Proceeding in a way very similar to what we did previously for the estimation of the
mean vectors, we introduce the following notation: forZ ∈ {A(w), B(w),E(w), F (w)},
P (Z) = Ex∼DX 1lx∈Z and Pˆ (Z(w)) =
1
m
∑
xi∈Zˆ(w)
1 = |Z(w)|
m
, which is the sample
estimate of P (Z(w)).
We define the ’probability estimates’ counterparts of the mean vector estimates de-
fined in (3):
Pˆ
η (A(w)) = 1
m
β
“
(1− η−)|Aˆη(w)| − η−|Fˆ η(w)|
”
Pˆ
η (B(w)) = 1
m
β
“
(1− η−)|Bˆη(w)| − η−|Eˆη(w)|
”
Pˆ
η (E(w)) = 1
m
β
“
(1− η+)|Eˆη(w)| − η+|Bˆη(w)|
”
Pˆ
η (F (w)) = 1
m
β
“
(1− η+)|Fˆ η(w)| − η+|Aˆη(w)|
”
(4)
With these definitions at hand it is easy to get the following proposition.
Proposition 2. Let γ > 0. ∀η+, η− ∈ [0, 1) such that η+ + η− < 1, ∀δ > 0, ∀n ∈
N, ∀D ∈ Dγ , ∀W = {w1, . . . ,wn},wi ∈ X and ∀S
η drawn from Dη , if |Sη| >
1282 ln ( 8nδ )
γ2(1−η+−η−) then the following holds:
∀Z ∈ {A(w), B(w), C(w), D(w)}, P
˛˛˛
P(A(w))− Pˆ(A(w))
˛˛˛
>
1
16
ﬀ
≤ δ
2
, ∀w ∈W.
Proof. The steps of the proof are exactly the same as those leading to Proposition 1.
It suffices to observe that, for instance, |Aˆη(w)| =
∑
xi∈Aˆη
1 is used here instead of∑
xi∈Aˆη
xi (see (3)). The proof is left to the reader.
We finally have the following result, which shows that it is always possible with
high probability to keep among the four points calculated in (3), at least one that has a
positive margin with respect to the target hyperplane w∗.
Theorem 2. Let γ > 0. ∀η+, η− ∈ [0, 1) such that η+ − η− < 1, ∀δ > 0, ∀n ∈ N,
∀D ∈ Dγ , ∀W = {w1, . . . ,wn},wi ∈ X , ‖wi‖ = 1, ∀S
η drawn from Dη , if |Sη| >
1282 ln ( 8nδ )
γ2(1−η+−η−) then with probability at least 1 − δ we can generate at least n points
having margin
γ
17 .
Proof. Given a target hyperplane w∗, any unit vector w defines 4 subspaces, and there
consequently is at least, one of these subspaces Z0 ∈ {A(w), B(w), E(w), F (w)}
such that P(Z0) ≥
1
4 . By Proposition 2
P
{∣∣∣P(Z0)− Pˆη(Z0)
∣∣∣ > 1
16
}
≤
δ
2
, ∀w ∈W,
and the computed estimate Pˆη(Z) of the probability for this area is at least 316 . By
Proposition 2 again, a subspace with Pˆη(Z0) ≥
3
16 is such that P(Z0) ≥
1
8 .
Let y0 the label of the points in Z0 (y0 is known for each of the subspace A(w),
B(w), E(w), F (w)). As for all x ∈ Z0, y0 (w
∗ · x) ≥ γ, we have y0w
∗ · µ(Z0) ≥
γ
8
and then, by Proposition 1, we can lower bound the normalized margin of µˆη(Z0) with
respect to w∗ for a given w (recall that Z0 depends on w):
w
∗ · µˆη(Z0)
‖w∗‖ ‖µˆη(Z0)‖
≥
w
∗ · µ(Z0)− ‖w
∗‖ ‖µ(Z0)− µˆ
η(Z0)‖
‖w∗‖ (‖µ(Z0)‖+ ‖µ(Z)− µˆ
η(Z0)‖)
≥
γ
8 −
γ
16
1 + γ16
≥
γ
17
(with probability 1− δ
n
)
Henceforth, the margin of the newly computed point µˆ
η(Z0) is at least
γ
17 , with
probability 1 − δ
n
, provided Pˆη(Z0) ≥
3
16 . A union bound argument gives that we can
generate, with probability 1− δ, a set of n hyperplanes makes it possible to generate at
least n new points with a margin greater than γ17 .
Remark 1. Theorem 2 tells us that given a noisy training sample Sη and using (3),
we can generate a new linearly separable training set of size n with high probability
provided that Sη is large enough; in addition, if a margin of γ/17 is wanted for the
points of the new set, it suffices to select the generated points µη(Z) computed on the
subspaces Z such that Pˆη(Z) ≥ 316 . In Algorithm 1, the lower bound on this probability
estimate is an input of the learning procedure through parameterm0.
4 Numerical Simulations
Hyperplanes in Various Dimensions For this set of experiments, we randomly gener-
ate hyperplanes in Rd, with d = 2, 10, 100. For a given hyperplane w∗, the data to be
learned from and to be classified are uniformly distributed in the hypercube [−1; +1]d,
where a separation margin of γ = 0.02 is enforced (i.e. points such that |w∗ ·x| < 0.02
are discarded). Noise is added to the training data according to several noise vectors η.
A cross-validation procedure is performed in order to choose the soft-margin param-
eter C for the SVM and the value of m0. The values tested for C are 1, 10, 100, 1000,
10000, 100000 and 0, 5, 10, 20, 40, 80 form0. The cross-validation procedure works as
follows: given a noisy training set of size m, and a noisy test set of the same size, n
new points are generated from the training set according to (3) and a soft-margin SVM
is learned on these data; then n new points are also generated from the test set using
(3) as well and the accuracy of the learned classifier is measured on this new set; the
parameters (C,m0) giving the lowest test error are selected for a validation procedure
made on an independent validation set. The results provided in Table 1 are the error
rates measured on these validation sets (10 hyperplanes are learned for each d).
It is important to note that in the cross-validation procedure, new points must be
generated as it is not possible to assess the actual error rate of a classifier on a noisy
sample if the noise rates for the classes at hand are not equal.
For d = 2, the size m of the noisy training and test sets is 400 and the size of the
validation set is 1000. For the learning procedure, 4m points are generated from which
we remove those which do not comply with the value of m0; 4m points are generated
as well for the test set and they are all kept. For d = 10, we use the same setting using
m = 1000, and for d = 1000,m is set to 3000.
The striking feature of the results is the very good ability of SAM to handle the
classification noise. Indeed, in dimension 2 and 10, the achieved error rates are very
low. For d = 100 however, the performances are a little worse but still very good with
regard to the amount of noise. One point that is worth noting is that because the SVM is
learned on points that are averages of areas of the space, and not the points themselves,
the quality of the learning might not be optimal when no noise is present.
Banana Banana is 2-dimensional nonlinearly separable classification problem, which,
in addition, has a Bayes error around 10%. The data we use are those made available
by Gunnar Ra¨tsch1, who provides 100 training of size m = 400 and test sets of size
4900. In order to tackle this nonlinearly separable problem, we make use of a Gaussian
1 http://ida.first.fraunhofer.de/projects/bench/benchmarks.htm
Noise Rate [0.0 , 0.0] [0.0 , 0.2] [0.0 , 0.4] [0.0 , 0.6] [0.2 , 0.2] [0.2 , 0.4]
(C,m0) (100,20) (10,20) (1000,10) (10,5) (1000,40) (100000,40)
Error Rate 0.3 ± 0.4 0.6 ± 0.8 0.5 ± 0.8 1.4 ± 1.6 2.6 ± 1.4 4.4 ± 3.6
Noise Rate [0.0 , 0.0] [0.0 , 0.2] [0.0 , 0.4] [0.0 , 0.6] [0.2 , 0.2] [0.2 , 0.4]
Error Rate 2.0 ± 0.7 3.9 ± 0.9 3.8 ± 1.1 5.6 ± 1.6 6.2 ± 1.7 6.4 ± 1.8
Error Rate 5.1 ± 0.7 6.6 ± 1.0 9.1 ± 1.0 12.6 ± 1.0 10.0 ± 1.0 15.9 ± 1.3
Table 1. Classification error rates (in %) together with standard deviation, obtained when learning
noisy hyperplanes. The first table corresponds to d = 2 and the value for the pair (C,m0)
obtained by a cross-validation procedure is provided for each noise rate. The first error rates in
the second table correspond to d = 10 while the second to d = 100; for these experiments, it
turned out that the cross-validation procedure output C = 1,m0 = 0.
Noise Rate [0.0 , 0.0] [0.0 , 0.2] [0.0 , 0.4] [0.0 , 0.6] [0.2 , 0.0]
(C,m0) (10,20) (100,40) (100,20) (100,0) (10,10)
Error Rate 15.1 ± 1.1 14.0 ± 1.8 14.8 ± 1.3 16.6 ± 2.8 15.3 ± 1.4
Noise Rate [0.2 , 0.2] [0.2 , 0.4] [0.4 , 0.0] [0.4 , 0.2] [0.6 , 0.0]
(C,m0) (100,40) (100,20) (1000,10) (100,10) (10000,5)
Error Rate 15.3 ± 1.7 19.2 ± 4.9 13.1 ± 1.5 18.2 ± 3.7 14.3 ± 1.8
Table 2. Banana error rates and standard deviation for various noise rates. The line labelled
(C,m0) specifies the values of (C,m0) selected by a 2-fold cross-validation (see text).
kernel of width 1.0: we pick this value because according to [7], this seems to be the
parameter allowing for the best results when used with SVM. The cross-validation pro-
cedure implemented for Banana is a mix of the cross-validation procedure described
for learning hyperplanes (see above) and the one implemented in [7]: it is a 2-fold vali-
dation process based on the first two training sets corrupted by classification noise that
works by learning with SAM one of the two sets and testing on a set of averaged vectors
computed according to (3) on the other set. The parameters that are selected are those
that give the lowest test error. The number of points created to perform the learning is
4m = 1600.
Table 2 summarizes the learning results. It must be noted that only 10 train/test sets
are used to compute the mean error rates and the standard deviations. Fig. 2 depicts
the learned concepts together with the corresponding noisy samples. Once again, it is
striking how SAM is capable of handling the noise, even for relatively high rates. Again,
a very good insensitivity of the procedure can be observed.
5 Conclusion
We have proposed a new method, the Sample Average Machine or SAM, for the learn-
ing of data altered by class conditional classification noise. Based on a relatively intu-
itive idea, SAM generates from a noisy sample another labelled sample of data whose
correct classes are known with high probability, and learns an SVM on this newly gen-
erated sample. The simulation results are quite satisfactory, in particular from the noise
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Fig. 2. Banana: the first row shows the noisy data (red/blue disks are positive/negative exam-
ples) with noises [0.0 0.0], [0.2 0.4] and [0.6 0], respectively; the second row shows the concept
learned by SAM.
tolerance perspective. Moreover, we provide theoretical results which prove the good
statistical properties of the new computed set and justify the learning on this sample.
The next step of our research on this problem consists in giving a formal proof that
the learning on the generated set is equivalent to the learning on the training sample,
directly drawn from the distribution, and, finally showing that SAM (or a derived algo-
rithm) can be fitted into the PAC framework.
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