Abstract-Ethernet is becoming the dominant aggregation technology for carrier transport networks; however, as it is a LAN technology, native bridged Ethernet does not fulfill all the carrier requirements. One of the schemes proposed by the research community to make Ethernet fulfill carrier requirements is Ethernet VLAN-Label Switching (ELS). ELS allows the creation of label switched data paths using a 12-bit label encoded in the VLAN TAG control information field. Previous label switching technologies such as MPLS use more bits for encoding the label. Hence, they do not suffer from label sparsity issues as ELS might. This paper studies the sparsity issues resulting from the reduced ELS VLAN-label space and proposes the use of the label merging technique to improve label space usage. Experimental results show that label merging considerably improves label space usage.
I. INTRODUCTION
Over the last couple of years, there has been an increasing demand for bandwidth combined with exponential growth in the number of clients and network applications that require a carrier class infrastructure. This makes it necessary for carrier networks to improve their bandwidth allocation flexibility and provisioning capability. Ethernet is increasingly attracting network providers. The advantages of Ethernet include its highspeed interfaces that range from 10Mb/s to 10Gb/s (100Gb/s being standardized at IEEE 802.3) together with reduced capital expenditures (CAPEX) which allow it to offer more bandwidth per link.
Hence, Ethernet is progressively taking over legacy technologies in the metro (and even core) network space. However, native bridged Ethernet does not provide all the characteristics of a technology designed for these environments. Indeed, in addition to traffic flow aggregation with low complexity requirements, such positioning requires support of higher flexibility in capacity allocation, higher performance in terms of traffic variation and number of sources (compared to the current Multiple Spanning Tree Protocol (MSTP) as specified in IEEE 802.1s), and higher reliability (compared to the current Rapid Spanning Tree Protocol (RSTP) as specified in IEEE 802.1w).
There are two types of approaches to make Ethernet fulfill carrier requirements: approaches that rely only on improving Ethernet control components and approaches that rely on improving both Ethernet forwarding and control components. Ethernet VLAN-Label Switching (ELS), which belongs to the second type, allows to set up (logical) data paths called Ethernet Label Switched Paths (LSP). In ELS, Ethernet frame processing at the intermediate nodes relies on VLAN-label switching capability. The label is encoded as part of an existing Ethernet MAC frame header field: the S-VLAN 12-bit identifier (included in the S-TAG). Moreover, as most routers today support VLAN-based sub-interfaces, interfacing with existing router equipment is straightforward. The label has an interface scope and intermediate nodes are capable of performing label switching (more precisely, they translate the incoming S-VID value into an outgoing S-VID value) but not label stacking. Given the scope of the labels, the number of bits limits the number of LSPs that can traverse a given link (2 12 ). Therefore, it is necessary to study the scalability of the ELS architecture against the label value space. Other label switching technologies, such as Multi-Protocol Label Switching (MPLS), use a longer field for encoding the label (20 bits), and stacking; therefore, do not show the behavior (label sparsity) as observed with ELS. The main objective of this paper is to study the scalability of the label space of the ELS technology. For this purpose, the performance of routing schemes in terms of label scalability and the applicability of existing techniques that can be used to overcome or reduce label space limitations are evaluated. The rest of this paper is organized as follows. Carrier Ethernet evolution together with ELS are introduced in Section II. Label merging and previous work on label space are explained in Section III. Section IV shows some simulation results with different topologies and connection requests. Finally conclusions are presented in Section V.
II. CARRIER CLASS ETHERNET EVOLUTION
Ethernet is increasingly attracting service providers as the inter-connection technology of choice for their metroaggregation infrastructures. It is becoming the data link layer technology of choice for interconnecting IP access, (multiservice) edge and even core routers that are progressively populated with GbE interfaces, thus opening the door to a large spectrum of connectivity services ranging from (Virtual) Private Line to (Virtual) Private LAN services. On the other This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the ICC 2008 proceedings.
side, when positioned as an aggregation technology (e.g. for metro networks), the Ethernet layer inherits the properties of its design, which is oriented towards facilitating interconnection of various segments by a reduced set of bridges. Indeed, Ethernet technology has been invented and deployed for Local Area Networks (LAN).
A. IEEE 802.1 Limitations
Ethernet is a connectionless broadcast-access technology that relies on the Spanning Tree Protocol (STP) and its enhanced versions, such as the rapid spanning tree protocol (RSTP), to create and maintain loop free topologies. The bridged Ethernet properties were specifically designed for LAN and other access environments. However, the carrier aggregation networks, where Ethernet is progressively extending, have properties that are not comparable to networks where Ethernet traditionally applies. Such environment, when considering Ethernet as a candidate technology, shall address: In practice, it takes up to 50 seconds for a bridge to take over from a link failure in an initially blocking port. Subsequent attempts, such as the RSTP, to make it less conservative by considering a make-before-break approach with faster convergence time (in the range of 2 seconds) do not fundamentally solve the initial problem of slow convergence compared to expectations for carrier class network. In other terms, native bridged Ethernet does not properly address the increasing demand of network providers for scalability (for ensuring wide-scale deployment) and traffic engineering (for ensuring efficient network resource usage and resiliency) required by carrier networks. It should be noted that the Virtual LANs (VLANs), defined in IEEE 802.1Q to subdivide a physical bridged LAN segment into several logical sub-segments by introducing a 12-bit Q-TAG enabling 4096 logical broadcasting sub-domains (and its extension introduced in IEEE 802.1ad, by defining a client 12-bit C-TAG and service 12-bit S-TAG) do not change these observations.
The conclusion is that extending the reach of Ethernet technology toward aggregation networks requires enhancing its properties in order to become a carrier grade technology. Carrier Ethernet, considered in this paper, refers to the technology resulting from the extensions of the native bridged Ethernet forwarding and/or control plane components to address the needs of aggregation networks.
B. Ethernet VLAN-Label Switching (ELS)
Several solutions have been defined to fulfill carrier Ethernet requirements. For carrier aggregation networks, the Ethernet bridging paradigms have demonstrated several shortcomings (see Section II-A). Henceforth, carrier Ethernet shall depart from both bridged Ethernet forwarding and control components. Two techniques are currently receiving attention from the industry: Provider Backbone Bridge -Traffic Engineering (PBB-TE) and Ethernet VLAN-Label Switching (ELS). Reasons for not considering PBB-TE have been extensively explained in [1] .
ELS [2] , [3] enables the creation of logical data paths established by using constraint-based routing mechanisms provided by a control plane such as Generalized Multi-Protocol Label Switching (GMPLS). The idea behind this approach is to prevent both the forwarding and the control plane from dealing with any Ethernet MAC address so as to maintain independence and transparency in the data plane addressing space. For this purpose, ELS uses the IEEE 802.1ad standard, which separates the VLAN ID space as it enables an Ethernet frame to have two VLAN IDs instead of just one VLAN-ID (as in IEEE 802.1Q). ELS encodes the label in the Service provider VLAN-ID (S-VID) TAG field. An illustration of an IEEE 802.1ad Ethernet frame is presented in Figure 1 . These labels, referred to as S-VID labels, are assigned and interpreted locally. The Ethernet S-VID label space has a link local scope and significance, thus providing for 4096 values per interface. Using this label semantic, Ethernet MAC frame switching based on the S-VID label is performed at any device interface that can process this information field.
Thus, ELS enhances the Ethernet MAC frame with the properties of a label switched technology by making its header provide a label semantic. This semantic enhancement of the Ethernet MAC frame header is defined without modifying the IEEE 802.3 frame header format (so as to ensure interoperability with legacy Ethernet switches). The implication is that ELS does not rely on Ethernet MAC address learning (classical Ethernet switches execute this learning process by flooding unknown unicast Ethernet MAC frames) and MAC destination address (DA)-based forwarding. The logical data paths established using ELS are called Ethernet label switched paths (LSP). Figure 2 describes the label operations along an Ethernet LSP. Intermediate nodes are called Ethernet switching router (E-LSR). The functionality of E-LSRs where the LSP starts and ends is referred to as Ethernet Label Edge router (E-LER). When a native Ethernet frame arrives at the ingress LSR, its E-LER function based on the information of the frame header pushes the correct label (i.e. by adding an S-TAG with the appropriate S-VID value). Then, the Ethernet VLAN-labeled frame is forwarded along the Ethernet LSP. At each E-LSR, the label is swapped (i.e. the incoming S-VID is translated into an outgoing S-VID as defined in IEEE 802.1ad). When the frame reaches the egress LSR, its E-LER function pops the label (removing the S-TAG and so the S-VID). Finally, the frame is sent as a native Ethernet frame to its destination. E-LSR are capable of performing swap operations only on labeled frames. The only nodes capable of performing label push and pop are LSRs with LER functionality. The ELS control plane relies on the unified traffic engineering capabilities of GMPLS extended by [2] . 
C. The Label Space Reduction Problem
Using ELS, labels are encoded using the TCI field of STAGed Ethernet frames. The S-VID value has a length of 12 bits. In comparison, MPLS [4] which is widely deployed in large IP networks, labels are encoded using a 20 bit field per stack level (labels can be stacked in one header) and any node can perform label stack operations. However, E-LSR nodes are not capable of performing stack operations with Ethernet VLAN-labels. In a scenario in which labels have an interface scope, they must be unique per interface. Table I shows the label granularity values per number of bits used for label encoding (denoted #bits) and link capacity. The label granularity is calculated by dividing the link capacity by 2 #bits . For reasons of simplicity, the granularities shown in Table I are rounded. For a given technology and link capacity, if there are no connection requests across that link with a bandwidth lower than the label granularity, the probability of a request being rejected due to the sparsity of labels is 0. In a carrier network, with an average link capacity of 10Gb/s, it could be said that the acceptable minimum bandwidth for each connection request is equal to or higher than 1Mb/s given that traffic is being aggregated. The table entries show that in the case of MPLS the label granularity is lower (0.0098 < 1) than with ELS (2.5 > 1). Hence, this example illustrates how the ELS label size could become a routing limitation, while for MPLS it is not.
The label space problem in ELS can be defined as follows: given a routing scenario in ELS, how can the Ethernet LSPs be set up in the network so that corresponding bandwidth requests are not rejected due to sparsity of labels when the unreserved bandwidth in the corresponding links has not reached 0.
D. ELS as Intra-domain Aggregation Technology
A fundamental question remains. Knowing that MPLS has no label constraints, how could ELS technology (based on the same label switching principle but with label size restriction) ever be positioned as an aggregation technology of choice?
The reasons are quite subtle: edge routers are usually interconnected by Ethernet interfaces supporting sub-interfacing (a sub-interface can be configured per C-VID) to aggregation switches, i.e. E-LSRs in the ELS context. Assuming that the IP router-aggregation switch is contained within one administrative domain, the Ethernet MAC address space remains private. The aggregation switch can perform switching based on the Ethernet MAC header of frames exchanged between routers. Nevertheless, the number of interconnected routers can be very high, thus requiring efficient usage of the capacity provided by the aggregation switches and links interconnecting them. The (ingress) edge routers provide for the client flow (first level) aggregation based on the IP destination address and encapsulate the traffic into the tunnel established towards the (egress) edge router. The proposed technique allows for such capability without using MPLS at edge routers and without transporting (inside the aggregation network) the Ethernet traffic over MPLS as defined in [5] .
By configuring a C-VID per destination (on the edge router), this technique allows this capability and those provided by MPLS at a reduced cost. Indeed, E-LSRs provide for (second level) traffic flow aggregation without requiring encapsulation of the traffic into Pseudo Wires (PW) over MPLS tunnels. Instead, ELS allows, after upgrading existing Ethernet switches with the capability of processing S-VID per port, to provide for the properties of a carrier environment (if one excludes Operation and Management specifics).
ELS technology is thus promising as an intra-domain aggregation technology when both client devices, e.g. IP routers and E-LSRs, belong to the same administrative domain. The only question that remains is the usability of ELS knowing its label space limitation. The aim of this paper is to investigate how techniques such as label merging help in reducing the ELS label space value sparsity effects. III. LABEL MERGING Two techniques can be used in label switching architectures to assign the same label to packets with different sources but the same (intermediate) destination, thus reducing the amount of labels used. These techniques are label merging and label stacking. Label stacking is not discussed further as it cannot by definition be applied to ELS.
Label merging can be used in label switched networks where nodes are capable of performing label swapping. Label merging is able to reduce the number of labels used in a link. It consists of assigning the same label to two or more LSP (that have the same destination) in a continuous and common segment that goes from any common intermediate node to the same destination node. All LSP must follow the same path from the intermediate node to the destination in order to be merged. An illustrative example is presented in Figure 3 , where label merging between the two LSP is only possible at link (5, 6). To the best of our knowledge, there have not been any label space studies for ELS. Nevertheless, label space reduction has been studied for other architectures like MPLS and All Optical Label Swapping (AOLS). A brief description of these studies is given in this section.
A. Label Space reduction in MPLS
Label space reduction has been studied in MPLS with the objective of simplifying network management, reducing Operational Expenditure (OPEX) and LSP state message processing.
Two label space reduction scenarios are considered in the literature, with and without re-routing.
The label space reduction with routing scenario is studied in [6] . For a network with N nodes and M edges, [6] presents an offline routing algorithm that uses routing table sizes of at most (N + M ) entries, where previous algorithms use at most (N x M ) entries.
The algorithm receives the network topology, the demand matrix and a given routing solution S as input. Then, the algorithm returns another routing solution S such that for each link e in the network, the load of e in S is no bigger than S. If S is optimal to a cost function, S preserves the optimality. S has the characteristic of having table sizes of at most (N + M ). The algorithm uses label merging (which means nodes are able to perform label swapping) to reduce the label size. It uses an Integer Linear Program (ILP) based on the multi-commodity flow problem.
Related work that studies the Label Space reduction without routing scenario aims to optimize the number of labels used regardless of the LSP routes (i.e. the LSP routes are already given). In the label space reduction without re-routing scenario the problem is stated as, given a network and a set of LSP routes. The goal is to determine the operations performed at each node (swapping or merging) so that the total number of labels used in the network is minimized.
Previous work by many authors (for instance [7] and [8] ) state that the problem of minimizing the label space using label merging in MPLS cannot be solved optimally with a polynomial algorithm (NP-complete). However, in [9] it is shown that it is possible to perform label merging in polynomial time with guarantees that the optimal solution is always found.
B. Label Space reduction in AOLS
All Optical Label Swapping (AOLS) [10] is an optical packet switching (OPS) architecture. AOLS nodes are capable of forwarding labeled packets without performing opticalelectrical conversions.
The cost of deploying AOLS grows linearly with the number of labels the network is able to support. In AOLS label space reduction represents a top priority over QoS traffic parameters. Unlike in MPLS, in which labels are not a sparse resource, in AOLS routing schemes designed for reducing the number of used labels in the network instead of optimizing TE metrics (such as hopcount) are needed.
Considering this fact [11] studies the label space reduction problem together with the routing problem in AOLS, it also studies the label merging technique. The objective is to reduce the total number of labels used in the network.
In [11] a mathematical model that aims to quantify the number of labels needed for a given set of connection request is also proposed. Simulations comparing the number of labels used with and without label merging show that almost 50% of the labels can be reduced by using label merging.
C. Comparison with related work
Label space reduction has mainly been studied in two different architectures: MPLS and AOLS. In each one, the label space reduction problem has been defined, and each definition has its own objectives and preconditions. The major difference between previous studies and this paper is in the main objective: in both the MPLS and AOLS label space reduction studies, the main goal has been to reduce or minimize the total number of labels; however, in this paper study of ELS the goal is to optimally use a 12 bit label.
IV. SIMULATION RESULTS AND ANALYSIS
In this section the performance of ELS in the offline and online routing scenarios is evaluated. In the online scenario, given the topology of the network, a set of already established Ethernet LSP and a new incoming bandwidth request between two nodes, the problem is to find a path across the network that satisfies the bandwidth request. The objective is to decrease the probability of future bandwidth requests being blocked. In the offline scenario, given the same topology of the network and a [source-destination] matrix describing the entire network traffic, the problem is to find a set of paths capable of routing all (or part) of the traffic as described by that matrix. The objective is to increase the network's overall throughput. In this scenario, the traffic from a given source-destination can be routed by any number of LSP.
In order to effectively obtain meaningful results three topologies of different sizes are considered: Cost266, Germany50, and Exodus. These topologies are described in terms of number of nodes and number of links in Table II Even though ELS labels have link scope, as some switches do not yet support multiple bridging components, simulations using labels with node scope are also considered.
A. Online scenario
The existing routing algorithms considered in these simulations are the Shortest Path First (SPF), the Constraint Shortest Path First (CSPF), and the minimum interference routing algorithm (MIRA).
The implemented CSPF selects the path with the minimum TE-Metric. If several paths with the minimum TE-Metric are found, the one with the maximum residual capacity is selected. If there are several with the maximum residual capacity, then the one with the minimum number of hops is selected. The SPF selects the path with the minimum cost metric. If several paths with minimum cost metric are found, the one with the minimum number of hops is selected. The minimum interference routing algorithm (MIRA) is introduced and explained in [15] .
For all the topologies the link capacity is set to 10Gb/s and for each topology two sets of bandwidth requests serve as input.
• In the first set, each bandwidth request is set to 1Mb. For this set, the source-destination pairs (ingress-egress node pair) are selected randomly using a uniform distribution.
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The objective of using this set is to obtain a lower bound on the performance of the algorithms. • In the second set, the bandwidth of each request is selected from the set 1Mb, 2Mb, 10Mb, 20Mb. The source-destination pairs and bandwidth of each request are selected randomly using a uniform distribution.
The algorithms performance is evaluated in terms of the sum of the accommodated bandwidth of all the established LSPs in the network (Throughput), and the number of used labels of the link with the highest amount out of all the links in the network (maximum number of used labels). Each algorithm is evaluated in 5 different scenarios; 1) without any label limit; 2) with 12 bit label limit per link 3) with a 12 bit label limit per link when applying merging 4) with a 12 bit label limit per node 5) with a 12 bit label limit per node when applying merging. The scenario when there is no label limit and label merging is applied is not considered because its throughput is the same from 1).
Results are presented in Table III . When considering homogenous bandwidth requests of 1Mb, results show that with the label size restricted to 12 bits per link (label limit with labels per link column in Table III) , all experimented algorithms result in a decrease in throughput that ranges from 32% (Cost266 with CSPF) to 50% (Exodus with CSPF). With a restricted label size but label merging enabled, the resulting throughput (merging with labels per link column in Table III) is identical to the one obtained when using an unlimited label size (no limit column in Table III) . When the label size is restricted to 12 bits per node (label limit with labels per node column in Table III) , the decrease in throughput ranges from 46% (Cost266 with CSPF) to 69% (Exodus with CSPF) and with label merging enabled from 12% (Germany50 with SPF) to 22% (Exodus with MIRA). The latter observation applies for all the experimented algorithms. This is an interesting result as it shows that label merging overcomes the label size limits for a link scope when the label granularity is of 2.5 Mb/s (in this case). This is not the case when the labels have a node scope where there are limitations even with merging.
When considering heterogeneous bandwidth requests, with the label size restricted to 12 bits per link, none of the experimented algorithms show a decrease in throughput higher than 1%. In addition, when label merging is applied, the maximum number of used labels decreases considerably (from 42 to 57%). When the label size is restricted to 12 bits per node, the decrease in throughput ranges from 19% (Germany50 with MIRA) to 29% (Exodus with CSPF), and with label merging enabled, from 1% (cost266 with SPF) to 11% (Exodus with CSPF).
B. Offline scenario
For the offline routing scenario an integer linear program (ILP) modeling the multicommodity flow problem was evaluated. For more information on the multicommodity flow problem, the reader is referred to [16] . The model has as an objective function to maximize the total accommodated bandwidth expressed by:
Where N is the set of nodes, C is the set of commodities for which S c is the source of the commodity c, and f (i, j, c) is the flow of commodity c through the edge (i, j). For each solution of the model, the maximum number of used labels per link and maximum number of used labels per node were calculated when using and not using label merging. MLL=maximum number of used labels per link and MLN=maximum number of used labels per node.
TABLE IV OFFLINE RESULTS
Results obtained when using the off-line scenario with the topologies described in Table II are presented in Table IV . The highest maximum number of utilized labels was 141 which is very low compared to the 3955 unused labels (around 3.5%). This result shows that even without merging, for the offline scenario a 4096 label value space is not a limitation.
V. CONCLUSIONS
This paper studies the usage of labels for ELS. Due to the sparsity of the ELS label value space, the label merging technique was proposed as a method for improving label space usage.
To prove the effects of a 12 bit label on the online routing problem, several traditional routing algorithms were implemented and tested. In order to evaluate the scalability of ELS label space, scenarios in which the bandwidth granularity associated with labels is high were considered. Demands of the lowest acceptable amount of traffic for an aggregation technology were used to measure the routing limitations of the label space. For the offline routing problem an ILP was used, and the number of labels needed by the optimal solution was analyzed.
Results for the online routing scenario show that when demands of 1Mb (which is the acceptable minimum) are considered, a 12 bit label can result in performance degradation when no label reduction techniques are used. However, in networks with a link capacity of 10Gbs with link scope labels, applying label merging allows performance to be maintained in terms of accommodated traffic load. In other terms, the label merging technique significantly reduces the probability of exhausting the label space before the corresponding unreserved (link) capacity drops to 0. Nevertheless a 12 bit label limit per node can result in performance degradation even when label merging is used. In the offline scenario, results show that even without applying merging a 12 bit label space does not decrease performance. Alg=algorithm, TH=throughput(%) and ML=maximum number of used labels.
TABLE III ONLINE RESULTS
Based on the results, we conclude that label merging has to be taken into account in the development of ELS and that novel online routing algorithms that improve label utilization need to be proposed for the case of labels with node scope. This will to be tackled in future research.
