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ABSTRACT
There has been an increasing interest in visual sensors and vision-based solutions for
single and multi-robot systems. Vision-based sensors, e.g., traditional RGB cameras,
grant rich semantic information and accurate directional measurements at a relatively
low cost; however, such sensors have two major drawbacks. They do not generally
provide reliable depth estimates, and typically have a limited field of view. These
limitations considerably increase the complexity of controlling multiagent systems.
This thesis studies some of the underlying problems in vision-based multiagent control
and mapping.
The first contribution of this thesis is a method for restoring bearing rigidity
in non-rigid networks of robots. We introduce means to determine which bearing
measurements can improve bearing rigidity in non-rigid graphs and provide a greedy
algorithm that restores rigidity in 2D with a minimum number of added edges.
The focus of the second part is on the formation control problem using only bearing
measurements. We address the control problem for consensus and formation control
through non-smooth Lyapunov functions and differential inclusion. We provide a
stability analysis for undirected graphs and investigate the derived controllers for
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directed graphs. We also introduce a newer notion of bearing persistence for pure
bearing-based control in directed graphs.
The third part is concerned with the bearing-only visual homing problem with a
limited field of view sensor. In essence, this problem is a special case of the formation
control problem where there is a single moving agent with fixed neighbors. We
introduce a navigational vector field composed of two orthogonal vector fields that
converges to the goal position and does not violate the field of view constraints. Our
method does not require the landmarks’ locations and is robust to the landmarks’
tracking loss.
The last part of this dissertation considers outlier detection in pose graphs for
Structure from Motion (SfM) and Simultaneous Localization and Mapping (SLAM)
problems. We propose a method for detecting incorrect orientation measurements
before pose graph optimization by checking their geometric consistency in cycles. We
use Expectation-Maximization to fine-tune the noise’s distribution parameters and
propose a new approximate graph inference procedure specifically designed to take
advantage of evidence on cycles with better performance than standard approaches.
These works will help enable multi-robot systems to overcome visual sensors’
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Multi-Robot Systems (MRS) can deal with tasks that are difficult, or sometimes
impossible, to be accomplished by an individual robot. Many robotic application
areas, such as search and rescue missions, underwater and space exploration, and
task completion in hazardous environments, can benefit from multi-robot systems.
Other advantages of these systems include performance speedups due to the agents’
distributed spatial presence, distributed processing, and resilience against individual
agents’ failure ( e.g., due to battery depletion or hardware failure). Due to the potential
applications and theoretical challenges arising in the corresponding coordination and
control problems, multi-robot systems and, more generally, Multi-Agent Systems
(MAS) have been a subject of interest for more than three decades [Oh et al., 2015].
In recent years, there has been a developing interest in increasing the capability of
MAS to maintain a regular operation, at a prescribed level, in the presence of sensor
limitations and unintended faults [Rieger et al., 2013,Shang, 2018,Chen et al., 2019].
A fundamental problem in MRS is localization, which is the process of finding
the position of the agents in a common reference frame from a sparse set of relative
measurements between them without using an external positioning system such as GPS.
Localization is of significance in cooperative navigation tasks such as transporting
a load, where agents need to localize themselves with respect to other agents in the
formation. Another fundamental problem in MRS is formation control, where the goal
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is to move a group of agents to achieve and maintain a set of desired relative positions.
Formation control has applications in many fields, such as surveillance, exploration,
and transportation. Formations also allow the control of many agents by a single
human operator.
Different sensing modalities are considered in the literature for the localization
and formation control problems. The corresponding solutions can be classified into
three categories based on the information provided by the sensor: 1) relative position,
2) relative distance, and 3) relative bearing. Relative position-based methods are the
most widely studied, but the measurements they require necessitate bulky sensors or
other external localization systems such as GPS. Similarly, distance measurements
are expensive to obtain and are not always directly available as in LiDAR (which
requires an additional segmentation step) or have relatively low accuracy as in ultra-
wideband (UWB) [Gezici et al., 2005]. Relative bearing measurements, i.e. directional
measurements given by a unit vector, are relatively cheaper and more accessible, since
they can be measured by onboard cameras or an array of simpler sensors (sensor
arrays). Even in the case of stereo and RGB-D cameras, the direction can be measured
more reliably and accurately than the distance, which requires additional geometric
information and extra estimation algorithms. Another benefit of vision-based sensing
modalities is that they provide rich semantic information useful for other tasks, such as
navigation and mapping. These are the motivations behind investigating localization
and formation control in this dissertation with only bearing measurements.
A central notion in bearing-only localization and formation control is bearing
rigidity. A network of robots with bearing-only measurements is bearing rigid if
there are enough measurements between the robots such that all of the localization
solutions that can be derived from them are equivalent up to global translations and
non-negative scaling. In other words, the shape of any solution that satisfies the
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bearing constraints is similar to the current network’s shape up to a single scale and
translation. On the other hand, if the bearing constraints are insufficient, i.e., the
network is not bearing rigid, the localization solutions are not similar, and localization
fails. Although bearing rigidity is a central concept in bearing-only localization and
control, the problem of transforming a non-rigid graph into a rigid one has not received
much attention in the literature. In particular, given a non-rigid graph, what is the
minimal number of additional measurements (edges) that will make the problem
bearing rigid without having to build the graph from scratch? What are the criteria
that one should use in choosing such edges? These problems could arise, for instance,
in practical formation control settings. Imagine that one or more mobile agents need
to leave the formation to recharge their batteries. This effectively removes agents and
measurements from the formation graph, thus changing its rigidity properties. It is
then necessary to determine (before the agents leave) what additional measurements
the remaining agents need to establish to maintain the rigidity of the new formation.
The only work addressing a similar problem is [Fidan et al., 2009], which, however,
considers only pure distance measurements in 2-D.
The bearing-only formation control problem has been a topic of interest in the
past decade. In general, this problem aims to have a network of robots reach a
bearing-constrained target formation specified by a set of pairwise relative bearings.
A notable instance of formation control is the rendezvous or the consensus problem
when all robots need to meet each other at an unspecified point. From a theoretical
perspective, bearing measurements’ inherent nature is discontinuous, while it is
common to disregard this fact in the analysis of bearing-based controllers within the
literature. This negligence becomes problematic in some instances, more commonly
in the rendezvous problem, where the control input remains discontinuous along the
agents’ trajectory. From a practical view, most of the existing results only target
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networks with undirected topologies [Barel et al., 2019]. However, that requires
synchronized orientation frames and peer-to-peer communications, which is not always
practical. Therefore, existing approaches lack a formal stability analysis that considers
the discontinuities of bearing-based systems and more concrete results for directed
graphs.
In the bearing-only formation control problem, nearly all of the existing approaches
only consider omnidirectional cameras. However, typical off-the-shelf RGB cameras
have a limited Field Of View (FOV). Utilizing such cameras in a bearing-only formation
control setting introduces additional complexities by adding dynamic constraints that
need to be satisfied. More precisely, each robot must observe its neighbors at all
times by having them in its field of view, effectively restricting its feasible locations to
places where this condition is met. From each robot’s perspective, such limitations
are equivalent to obstacles whose location and size are determined by the relative
position of the neighbors. In addition to the dynamic nature of such obstacles due
to the neighbors’ movement, lack of information about the relative position of the
neighbors in a bearing-only setting means that the obstacles’ locations are unknown to
the robot. These complexities make dealing with FOV constraints a tough challenge.
A relevant problem to formation control is the Visual Homing problem: the task
of reaching the desired location using the bearing measurements of fixed landmarks
in the environment. A practical application of this problem is when a robot takes a
picture of the environment from a home location, moves to a new location, and then
needs to return to the home location using only visual data from the camera. Visual
homing is a simpler version of the formation control problem with only one moving
robot, while all the neighboring robots (landmarks) are stationary. In this problem,
the obstacles mentioned in the last paragraph are static, yet their location is unknown.
Even in this case, there is no existing method in the literature that can address this
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problem.
Another application area of Multi-Robot Systems is jointly mapping an unknown
environment by, e.g., building a 3D reconstruction of it. This task is directly related
to the Simultaneous Localization and Mapping (SLAM) problem in the robotics
domain and the Structure from Motion (SfM) problem in computer vision. At a
high level, multiple robots will be exploring the environment and mapping pieces
of it while also sharing their observations with others to detect regions where there
was an overlap in their exploration. Such overlaps will help them join their maps
into a complete unified map of the environment. Due to mistakes in associating
these observations and repetitive structures in the environment, incorrect associations
are unavoidable. This outlier problem can drastically corrupt the mapping process,
as a simple estimation process is typically fragile towards outliers. In [Zach et al.,
2010], this problem was previously cast as a probabilistic inference problem for SfM
with geometric consistency of the pair-wise relative pose measurements over short
cycles used as evidence. However, this approach is limited to dense pose graphs with
short cycles and the inference algorithm’s performance. More rigorous methods are
needed that can handle the SLAM instances of this problem with sparse graphs and
longer cycles. Also, improving the performance of detecting outliers is of significant
importance in practical applications.
1.2 Contributions
The objective of this dissertation is to address the following questions:
1. Can we effectively restore bearing rigidity in non-rigid graphs?
2. Can we move overcome the sensor limitations in bearing-only formation control
applications and relax the mutual observation requirement by extending the
existing controllers to directed graphs?
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3. Can pose estimation methods be relieved of the detrimental effects of outliers?
We proceed to answer the first two questions by using bearing-rigidity theory,
and providing novel results inspired by from linear consensus and formation control,
as well as distance based persistence [Hendrickx et al., 2007]. For the last question,
we propose a new probabilistic inference approach utilizing the rich literature on
approximate methods [Yedidia et al., 2005].
This dissertation is divided into two parts:
1. Bearing-based multiagent problems: We address some of the fundamental
problems in the formation localization and control domain:
a. Bearing rigidity restoration: We introduce an existing method for clus-
tering bearing-rigid components in a non-rigid graph. We provide results
to determine which potential edges (i.e., new bearing measurements in the
network) can actually contribute to improving rigidity, and state the exact
minimum number of edges that are necessary for transforming a graph from
non-rigid to rigid in 2-D. We also introduce a factor graph representation
that is useful to describe the relations between rigid components. From a
practical standpoint, we propose a combinatorial algorithm that exhaus-
tively searches for valid solutions, and a greedy strategy that can recover
rigid graphs at a fraction of the computational cost of the combinatorial
algorithm.
b. Bearing-only consensus and formation control: We focus on agents
equipped with omnidirectional bearing sensors, and we assume that the
agents have agreed on a common rotational reference frame. Under these
assumptions, for the consensus problem we extend the controller in [Cortés,
2006] to higher dimensions and to directed graphs; we prove finite-time
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convergence for undirected graphs, and asymptotic convergence for directed
graphs, leaving finite-convergence for the latter as a conjecture. For the
formation control problem, we prove that the controller in [Tron et al.,
2016a] stabilizes not only undirected graphs, but also directed acyclic
graphs and directed cycle graphs. We present a new definition for bearing
persistence, and also provide a counterexample for the conjecture made
in [Zhao and Zelazo, 2015c] on the stability of that controller.
c. Bearing-only navigation with field of view constraints: We intro-
duce two orthogonal flows that respectively adjust the direction of the
average of the bearings and the angle between a pair of bearings. We then
combine these two flows into a navigation flow, which is used to design
controllers for solving the visual homing problem in the presence of FOV
constraints. Our approach is applicable to both 2-D and 3-D environments,
and presents almost-global convergence for single integrators. We use this
navigation field to design controllers for damped double integrators and
unicycles. To the best of our knowledge, no other method exists that
tackles FOV constraints without knowledge about landmark positions. Our
approach does not rely on all of the bearings directly. Instead, it uses
the normalized average of the bearings and a single angle between two
non-collinear bearings.
2. Outlier detection in pose graphs: We propose a probabilistic approach
for outlier detection between any number of maps. Our algorithm checks for
the rotation measurements’ geometric consistency in loops within the graph
of poses and decides if each edge is an inlier or outlier by using the rotational
error over cycles as evidence to infer the inlier/outlier probabilities. We use
the Expectation-Maximization algorithm to fine-tune the distributions of noise
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versus outliers. For the inference step required by our algorithm, we present
a novel inference algorithm based on a novel cycle-based dual decomposition
and the Alternating Direction Method of Multipliers (ADMM) which has local
convergence guarantees, and we empirically show its superiority to the standard
approach, loopy Belief Propagation.
1.3 Organization and Highlights of Results
This dissertation is organized as follows.
Chapter 2: Preliminaries on Bearing Rigidity
This chapter provides the background for the bearing rigidity theory and and bearing
rigid component identification algorithm used in the next chapters. It also contains
the mathematical definitions used for addressing bearing-based multiagent problems.
Chapter 3: Bearing Rigidity Restoration
In this chapter, we introduce theories and methods for restoring bearing rigidity in a
non-rigid graph. We first present the algorithm we use for finding the bearing rigid
components of the graph and then provide a greedy algorithm that adds minimum
number of edges required for bearing rigdity restoration. We compare this algorithm
with the best and first result that an informed combinatorial algorithm obtains.
Chapter 4: Bearing-Only Consensus and Formation Control under Di-
rected Topologies
In this chapter, we provide stability results for the bearing-only consensus and forma-
tion control problems using non-smooth Lyapunov functions for undirected graphs.
We later extend those results to directed graphs and define the notion of bearing
persistence for the directed formation control problem.
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Chapter 5: Bearing-Only Navigation with Field Of View Constraints
The visual homing problem is considered in this chapter with bearing-only measure-
ments and with limited field of view constraint on the sensing module. We present a
navigational vector field that is convergent to the home location and prevents FOV
constraint violation.
Chapter 6: Rotational Outlier Identification in Pose Graphs using Dual
Decomposition
We present a method for infering the inlier probability of each loop-closure measure-
ments in a pose graph based on rotation measurements. We present an optimization-
based formulation of the inference problem and utilize dual decomposition to break
the inference problem into smaller sub-problems and force consensus between the
sub-problem results using ADMM. Experiment results on synthetic and real-world
data are presented.
Chapter 7: Conclusions
This chapter summarizes the results of this thesis and outlines future research direc-
tions.
Chapter 2
Preliminaries on Bearing Rigidity
In this chapter, we provide the necessary background on bearing rigidity theory and
present our notation.
2.1 General Notations
We denote the dimension of the workspace by d ∈ {2, 3}. The bearing measurement







‖b− a‖ 6= 0
0 ‖b− a‖ = 0,
(2.1)
where ‖·‖ is the Euclidean norm. Notice that u(a,b) : Rd × Rd 7→ Sd−1 ∪ {0} is
discontinuous in both a,b where Sd−1 is the (d− 1)-dimensional unit sphere.
We use ](a,b) to denote the (non-oriented) angle in radians between two vectors
a,b.
We denote the cardinality of a discrete set P as |P|, and the boundary of a
continuous set Q as ∂Q. The convex hull and convex closure of a set S are given by
co(S) and co(S), where convex closure is the closure of convex hull, i.e. the convex
hull and its limit points. The Minkowski sum is denoted by ⊕, and proportionality by
∝. The d-dimensional open and close balls centered at c with radius r are denoted as
Bd(c, r) and B̄d(c, r), respectively.







| · | Cardinality of a discrete set
‖·‖ Euclidean norm
∂ Boundary of a continuous set
stack(·) Stack operator (vertically)
diag(·) Diagonal operator for stacking square matrices diagonally
](·, ·) Non-oriented angle between two vectors in radians
co(·) Convex hull
co(·) Convex closure
Bd(c, r) d−dimensional open ball centered at c with radius r
B̄d(c, r) d−dimensional close ball centered at c with radius r
Sd d−dimensional unit sphere
1d d−dimensional vector of all ones
Id d by d identity matrix
P(v) d by d projection matrix of vector v
Table 2.1: Summary of general notation.
vector of all ones. The Kronecker product is denoted by ⊗. The stack(·) and diag(·)
operators are used to stack column vectors vertically, and square matrices diagonally,
respectively.







P(v) is symmetric, positive semidefinite, with a zero eigenvalue corresponding to v,
while other eigenvalues are one.
The notation is summarized in Table 2.1.
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2.2 Elements of Graph Theory
A directed graph G = (V , E) is given by a set of vertices V = {1, . . . , n} connected by
directional edges given by the set E ⊆ V × V. An undirected graph is a graph where
for every edge (i, j) ∈ E the opposite edge (j, i) is also in E . We assume that graphs
are free of self-loops, i.e. (i, i) /∈ E ,∀i ∈ V . The set of neighbors of a vertex v is given
by the union of N+v and N−v , which are sets of nodes with, respectively, outgoing and
ingoing edges from and to v; for an undirected graph, these two sets are equal and
denoted as Nv.
An orientation of a graph G = (V , E) is given by G# = (V , E#) with |E#| = m such
that every edge e ∈ E only appears in one (arbitrary) direction in E# = {ek}mk=1. The
oriented incidence matrix H = [hik] ∈ {±1, 0}n×m is such that for ek = (i, j) ∈ E# we
have hik = 1 and hjk = −1 and zero otherwise.
The directed oriented incidence matrix is given by H+ = [gik] ∈ {±1, 0}n×m where
gik =

1 ek = (i, j) ∈ E and ek ∈ Eσ
−1 (i, j) ∈ E and ek = (j, i) ∈ Eσ
0 otherwise.
(2.3)
If the graph is undirected, we have H+ = H.
A weighted graph G = (V , E , A) with adjacency matrix A = [aij] ∈ Rn×n is a
graph with nonnegative weights aij ∈ R associated to every edge (i, j) in E such that
aij = aji if (j, i) is also in E , and weight of edges not in E is zero. Weight of oriented
edge ek = (i, j) ∈ E# is defined by wk = max(aij, aji). This definition ensures that
the weight of edges that appear only in one direction in E is not set to zero.
The degree matrix D = diag(ai) ∈ Rn×n is a diagonal matrix with entries equal
to the sum of the rows of A, i.e., ai =
∑
j∈V aij. The Laplacian matrix is given by
L , D − A = H+ diag(w1, . . . , wm)HT, and is symmetric if G is undirected.
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A graph G ′ = (V ′, E ′) is a subgraph of G if V ′ ⊆ V and E ′ ⊆ E . A cover of G,
denoted by X = {Xi}ti=1 is a collection of subsets of V (i.e. Xi ⊆ V) such that edges
of the subgraphs induced by X , i.e. {E(Xi)}ti=1 partition E , where E(Xi)
.
= {(i, j) :
(i, j) ∈ E , i, j ∈ Xi}. Number of edges in E(Xi) is denoted by iG(Xi).
A cycle basis of a graph is a maximal set of linearly independent circuits in GF (2)
(Galois field of two elements) such that any cycle in the graph can be written as
a combination of the circuits in the basis. The number of fundamental circuits in
the cycle basis is called cyclomatic number and, for a connected graph, is equal to
l = m− n+ 1. A cycle basis matrix is a matrix C ∈ {±1, 0}l×m, such that each row
describes one of the circuits in the basis, where the entries determine the presence and
direction of edges in every fundamental circuit with respect to the orientation of G#.
A minimum cycle basis (MCB) is a cycle basis of a weighted graph G such that
the sum of the weights of (the edges of) all the fundamental circuits is minimum.
2.3 Formations, Equivalence, and Bearing Rigidity
A formation or framework F = (G,x) pairs each vertex v ∈ V with a vector (position)
xv ∈ Rd, with the stacked positions denoted as x = stack(x1, . . . ,xn) ∈ Rnd. The
existence of an edge (i, j) ∈ E# indicates the availability of a bearing measurement




If vertices i, j are not connected by an edge, we use the bearing vector notation
eij
.
= u(xi,xj) instead for better clarity. We denote the Euclidean distance between
vertices i and j by dij
.
= ‖xj − xi‖.
Two formations F = (G,x) and F̃ = (G, x̃) are said:
• Identical if x = x̃.
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• Congruent if x = x̃ + 1n ⊗ t for some t ∈ Rd (i.e. x and x̃ are related by a
common translation t).
• Similar if x = sx̃ + 1n ⊗ t for some s ≥ 0 and t ∈ Rd (i.e. x and x̃ are related
by a common translation t and nonnegative dialation s).
• Equivalent if uij = ũij for every (i, j) ∈ E .










Figure 2·1: Formation relations explained: (a),(b) are similar and
equivalent, while (a),(c) are equivalent but not similar.
A framework F is said to be infinitesimally bearing rigid if every framework F̃
that is equivalent to F is also similar to F . Intuitively, any two rigid frameworks with
the same underlying graphs G and equal bearing measurements must have a similar
shape up to a translation and a scaling factor. Otherwise, the framework is flexible.
Notice that we assume that agents have agreed on a common oreitation frame and
therefore have a global oreintation frame, hence we do not consider rotations in these
definitions.
One way to determine (infinitesimal) bearing rigidity is through the bearing rigidity








where u .= stack({uij}(i,j)∈G#) is the stacked vector of all bearings in the oriented
graph G#. Equivalently, we have RB(x) = diag( 1dijP(uij))H
T [Zhao and Zelazo,
2016, Lemma 2], with H being the inflated oriented incidence matrix defined as
H
.
= H ⊗ Id. We have that the d-dimensional subspace J
.
= span(1n ⊗ Id) and
the 1-dimensional subspace S .= span(x) are contained in the null-space of RB,
i.e. J ⊕ S ⊆ nullsp(RB). Subspace J corresponds to joint translation of the
nodes in Rd and S corresponds to dialating the entire framework. A framework is
infinitesimally bearing rigid if and only if we have J ⊕ S = nullsp(RB) [Zhao and
Zelazo, 2016, Theorem 4], i.e. the only infinitesimal bearing preserving motions are
translation and dialation of the entire framework.
For a subgraph G ′ = (V ′, E ′) of G, F ′ = (G ′,xV ′) is a sub-framework of F where
xV ′ is the positions of nodes in V ′. A rigid component is a maximal bearing rigid
sub-framework of F , i.e., no other set of edges from E can be added to the component
without losing rigidity. The set of rigid components form a partition of the original
framework [Kennedy et al., 2012]. We use the name pin for a vertex shared by two or
more rigid components, and we say that two bearing-rigid components are neighboring
if they have a pin in common.
A framework is infinitesimally distance rigid if infinitesimal distance preserving
motions of the framework only correspond to rigid-body rotations and translations.
Such motions are determined by the null-space of the distance rigidity matrix, which
is the Jacobian of the squared distance vector d = stack({1
2








An infinitesimal motion ∂x is distance preserving if RD∂x = 0.
16
2.4 Geometric Median







to be the sum of distances from x to all points in P. We have the following facts
regarding the function ϑP .
Definition 1. A k-ellipsoid is the set of points over which ϑP(·) is equal to a constant
r, and points in P are called foci. Equivalently, it is the boundary of the set-valued
map:
Q(r) = {x ∈ Rd : ϑP(x) ≤ r} . (2.8)
Lemma 1. The Jacobian of a unit vector z = g(x)‖g(x)‖ ∈ R














Lemma 2. The Hessian of ϑP is positive semidefinite, and is positive definite if all
points in P are not collinear.













‖x−pi‖ . Since F is
the sum of positive semidefinite projection matrices, F is also positive semidefinite.
Moreover, we have wTFw = 0 for some w, and hence F is positive semi-definite if
and only if each term in the sum has the same eigenvector with zero eigenvalue, i.e.,
all the points in P ∪ x are collinear. In all other cases, F is positive definite.
Due to ϑ(·) being convex, its level sets (i.e., Q) are convex, and k-ellipsoid is,
therefore, a closed convex surface, and it is smooth if it does not contain any of the
focal points [Nie et al., 2008].
A point p ∈ Rd is said to be a geometric median of P if p ∈ argminx ϑP(x). We
have ∂ϑP
∂x
(p) = 0 if p /∈ P .
Lemma 3 ([Vardi and Zhang, 2000]). The geometric median of P is unique, unless
all points in P are collinear and k is even.
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Chapter 3
Theory and Methods for Bearing Rigidity
Recovery
In the bearing-based localization and formation control problem, we can uniquely
determine or control the relative positions of all the agents up to a common scale if
and only if the problem is rigid. The notion of rigidity therefore plays a central role.
In some situations (for instance, restoring rigidity after an agent leaves a formation),
it is necessary to solve the rigidity recovery problem: find a way to turn a non-rigid
problem into a rigid one by adding new bearing measurements. In this chapter, we first
provide new theoretical insights on rigidity, and on the minimum number of additional
bearing measurements necessary to ensure this property in a non-rigid problem. We
then provide algorithms to select which edges to add.
3.1 Related Work
In the last few years there has been an increasing interest in multi-agent problems
that use relative bearing measurements (that is, measurement of the direction between
two agents without knowing the corresponding distance). This is motivated by the use
of vision-based sensors (traditional cameras) that can easily provide precise bearing
measurements, but not reliable distance estimates (generally speaking). The two
typical problems that have been considered in the literature are localization (finding
the relative positions of the agents) and formation control. For agents with first-order
dynamics, the two problems can be transformed to the same formulation as discussed
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in [Tron et al., 2016b], where the topology of the network of agents is captured with a
weighted graph.
The majority of existing works focus on the development of estimation and control
algorithms based on bearing measurements [Bishop et al., 2015,Bishop et al., 2011,
Bishop et al., 2013,Franchi and Giordano, 2012,Franchi et al., 2012,Montijano et al.,
2014,Oh and Ahn, 2013,Oh et al., 2015,Schiano et al., 2016,Tron et al., 2016a,Tron and
Vidal, 2014,Zhao et al., 2014,Zhao and Zelazo, 2015a,Zhao and Zelazo, 2015b,Zhao
and Zelazo, 2015d] and characterizing when the problem is well posed. In fact, it
is well known that not every graph corresponding to a particular problem admits a
unique solution. This is captured by the notion of rigidity (see [Michieletto et al.,
2016] and references therein). Intuitively, if a problem is rigid, it can be solved up to
a global translation, rotation and scaling of the agents’ positions (this global gauge
plus scale ambiguity is intrinsic to the use of direction-only measurements). Rigidity
can be checked using a rigidity matrix [Bishop et al., 2011,Servatius and Whiteley,
1999], or using combinatorial conditions [Eren, 2012,Eren et al., 2006].
If the problem is not rigid, it is possible to use centralized algorithms that partition
the network of agents into components that are individually maximally rigid [Kennedy
et al., 2012,Tron et al., 2015].
3.2 Theory of Partitions in Rigid Components
Wemodel a group of agents by a framework F = (G,x), where each node in G represents
an agent, and each edge represents a bearing measurement. If F is bearing rigid,
the agents’ positions can be determined by knowing d+ 1 parameters corresponding
to d-dimensional translations and a scalar for scale. However, if the framework is
flexible, there exists an infinite continuum of solutions, and the edges can be uniquely
partitioned into multiple rigid components. Each rigid component is bearing rigid if
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considered a single framework, and the solutions to the agents’ positions correspond
to scaling such components differently.
In this section, we first present results on the topology of rigid components in
flexible frameworks. Later, we introduce component chains and investigate how they
can be rigidified by adding an edge. Then we focus on R2 and make use of existing
results from distance rigidity.
3.2.1 Topology of Rigid Components
Let C = [cαk] ∈ {±1, 0}l×m be any cycle basis of G = (V , E) and let (ik, jk) be the kth
edge in E . Then, we have
m∑
k=1
cαk(xjk − xik) =
m∑
k=1
cαkuikjk ||xjk − xik || = 0, (3.1)
for every cycle α ∈ {1, . . . , l} in C, i.e., the sum of displacements around a cycle needs
to be zero. Note that, incidentally we use a similar concept for outlier identification.
To make these equations more compact, we use the inflated version of C which is
Cd = C⊗Id ∈ Rdl×dm, where ⊗ is the Kronecker product. Let U = diag({uij}(i,j)∈E) ∈
Rdm×m; then every d-block-row of CdU contains bearing vectors that correspond to
one of the fundamental cycles of F . By setting λ̃ ∈ Rm+ as λ̃k = ||xjk − xik ||, we can
rewrite (3.1) as:
CdUλ̃ = 0 . (3.2)
A scale vector λ ∈ Rm+ is a vector of positive scalars and is said to be feasible if and
only if CdUλ = 0. Every feasible scale vector is equivalent to a realization of F up to
a translation vector, since λk corresponds to the length of the kth edge of F .
Let L ∈ Rm×kL be a basis for the null-space of CdU. Intuitively, L represents a
basis spanning all feasible scale vectors. If L has rank one, the only valid solutions for
CdUλ = 0 are the scaled versions of the single column in the basis which implies that
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the framework is rigid. In this case, every solution yields a framework similar to the
original framework, and all the edges are called interdependent.
Definition 2. Let the two frameworks F = (G,x), F̃ = (G, x̃) be such that no two
vertices are overlapping (xi 6= xj,∀i, j, same for x̃). A set of edges EI ⊆ E is said to
be interdependent if for any two such embeddings F , F̃ we have
xj − xi = s(x̃j − x̃i) ∀(i, j) ∈ EI , (3.3)
for some positive s.
If rank(L) .= kL is larger than one, then the framework is flexible, and there
is more than one rigid component in F . Moreover, it was established in [Tron
et al., 2015] that finding interdependent set of edges for a framework is equivalent to
finding distinct directions in the rows of L. Each rigid component is contained in a
single interdependent set and we identify such components by investigating connected
components in each interdependent set.
Starting with these relations, we present some results on flexible frameworks and
neighboring rigid components.
Lemma 4. Bearing rigid frameworks are connected.
This is obvious because if a framework is not connected, then every connected
component can be scaled or translated independently of the others, while the bear-
ings are preserved. Therefore, the framework cannot be rigid. Notice that bearing
measurements are always invariant under the translation of the entire framework.
Lemma 5. For a framework with two rigid components, kL = 2.
Proof. A set of feasible positve scales (CdUλ = 0) can be selected for each bearing-
rigid component independent of the other component’s, hence there are at least two
linearly independent column vectors in L, and kL ≥ 2. Since there are only two rigid
components, from [Tron et al., 2015, Theorem 10] we know that there are only two
distinct directions in the rows of L, and therefore its rank is exactly kL = 2.
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Lemma 6. Let F be a framework, let S = {F1,F2, . . .} be the set of rigid components
of F , and let F ′ be a sub-framework of F equal to the union of a subset of rigid
components S ′ ⊂ S. Then the partition of F ′ into rigid components is exactly given
by S ′.
Proof. The proof is almost trivial. By construction, S ′ defines a partition of F . By
definition, a rigid component Fi is rigid independently from the fact that it is part of
F or F ′. By combining these two statements, the claim follows.
We will now use Lemma 4, 5 and 6 to show that two rigid components cannot
share more than one node. In particular, Lemma 6 guarantees that the following
result can be proved by considering the two components in isolation. Although, the
results of Theorem 1 are valid when considered as part of the entire framework F .
Theorem 1. Neighboring bearing rigid components share only one vertex, called a
pin.
Proof. Thanks to Lemma 6, without loss of generality we can neglect all rigid com-
ponents except those containing the pin. We will therefore assume that the entire
framwork contains only two rigid components. By way of contradiction, suppose that
there are two shared vertices s and t. There cannot be an edge between s and t, since
otherwise the edge would belong to both components, contradicting the fact that rigid
components form a partition. Moreover, since each rigid component is connected,
a cycle can be found by joining two different paths from s to t, where each path is
completely contained in one of the rigid components. Then, by relabeling edges we







where M̃ = diag(C1dU1,C2dU2), and CidUi ∈ Rdli×mi for i ∈ {1, 2, 3} such that
m1 +m2 = m3 = m. The two CidUi blocks for i ∈ {1, 2} represent the cycles in the ith
component, and C3dU3 represents the single cycle between the two components. Note
that we can always pick a basis such that C3dU contains exactly one cycle. If this was
not the case and there were multiple cycles, we could express those into a new basis
containing a single cycle and other cycles completely contained in one component.
Due to the rigidity of the components, for i ∈ {1, 2}, nullsp(CidUi) has dimension one.
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Since M is block-diagonal, its null-space is the direct sum of the individual null-spaces.
Furthermore, the last d rows of CdU are linearly independent of other rows because
1) C3dU has nonzero entries for edges in both components, and 2) from the definition
of the cycle basis we could otherwise break this cycle into independent cycles in the
two basis. The last d rows therefore necessarily reduce the nullity of CdU to one,
thus leading to a contradiction with Lemma 5. This argument is still valid for the
case where q > 2 vertices are in common, with the difference that C3dU3 in that case
represents q × (q − 1)/2 cycles.
3.2.2 Rigidifying Multiple Rigid Components
Based on the result from Theorem 1, we define a component chain Cc = (F1,F2, . . . ,Fκ)
of length κ to be a sequence of κ distinct rigid components such that only Fi and
Fi+1 are neighboring through pin pi,i+1 for i ∈ {1, . . . , κ − 1}. Here, we present an
extended version of Lemma 5, which will be used later in Theorem 2.
Lemma 7. For a framework with κ rigid components, we have kL ≤ κ. The equality
holds if and only if the rigid components do not form a cycle.
Proof. For the case where there are no cycles (i.e. rigid components form a tree), the








where Ccd = Cc ⊗ Id contains the cycle(s) formed by components and reduces the
nullity by at most d(l −
∑κ
i=1 li).
Corollary 1. In a component chain with length κ, kL = κ.
Proof. A component chain does not contain a cycle and hence we have κ, kL = κ.
Now we will show that in Rd, at most d rigid components from a component chain
can form a single rigid component with the addition of a single, carefully selected
edge.
Theorem 2. Let Cc = (F1, . . . ,Fκ), 2 ≤ κ ≤ d be a component chain in Rd, and
let pi,i+1, 1 ≤ i ≤ κ denote the pins betwen components Fi and Fi+1. The chain Cc
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can be rigidified with a single edge if and only if there exist nodes n1 ∈ V1 \ p1,2 and
nκ ∈ Vκ\pκ−1,κ such that the points P = {xn1 ,xnκ ,xp1,2 , . . . ,xpκ−1,κ} are not contained
in any affine space of dimension κ− 1.
Proof. Thanks to [Tron et al., 2015, Proposition 13], the rigidity of the frame-
work after adding a new edge can be examined by nullsp(Mcycle), where Mcycle =
[Caddd UL uadd] ∈ Rd×(kL+1), Caddd represents a path from the nodes connected by the
new edge, U and L correspond to the framework before adding a new edge, and uadd
is the bearing of the new edge. For a component chain of length κ, kL = κ and we
choose uadd = unκ,n1 . By choosing L ∈ Rm×κ such that the ith column entries are
nonzero for any edge that belongs to the ith rigid component and zero otherwise, and
scaling each column of L separately such that the columns of Caddd UL are unit vectors
(since L is an arbitrary basis, this selection is valid), we get Mcycle =
[en1,p1,2 , ep1,2,p2,3 , . . . , epκ−2,κ−1,pκ−1,κ , epκ−1,κ,nκ ,unκ,n1 ] .
Each column of Mcycle can be scaled separately without changing its nullity (this is
equivalent to multiplying Mcycle by a nonsingular diagonal matrix). We choose to
multiply every bearing measurement by the denominator given in (2.1) to get the
numerator. This gives M̃cycle whose columns are vectors of relative positions of agents
in P . By looking at the first κ columns of M̃cycle and the fact that the last column is
the negative of the sum of the other columns, we get that M̃cycle has rank κ, and hence
nullity of one. Proposition 13 in [Tron et al., 2015] then implies that the framework
with the added edge is rigid.
Corollary 2. Two neighboring rigid components become rigid by adding an edge be-
tween them, as long as the edge does not coincide with the pin shared by the components,
i.e., the three points are not collinear.
Proof. For d ≥ 2 and nodes n1, n2 belonging to the two components connected by the
pin p, we need {xn1 ,xn2 ,xp} to not be collinear, hence the claim.
Corollary 2 implies that, in R2, we can only rigidify component chains of length two.
The following Lemma clarifies why edges that coincide with pins are not favorable.
Lemma 8. In a rigid component Fk, for any arbitrary choice of (i, j) ∈ Vk×Vk, i 6= j
the bearing vector eij is constant with respect to any choice of a feasible scale vector.
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Proof. If (i, j) ∈ Ek, then by definition eij = uij is constant. If not, there exists a path
from i to j and eij can be written as a linear combination of the bearing measurements
of the edges in that path. Hence, the claim follows.
Lemma 9. Let Fi and Fj be neighboring rigid components with pin p, such that s ∈ Vi
and t ∈ Vj and p are distinct. If vsp
.
= xp − xs and vtp
.
= xp − xt are collinear for a
feasible scale vector, they remain collinear for any feasible scale vector.
Proof. The vector vst is given by:
vst = λest = λ1esp + λ2ept (3.5)
such that λ, λ1, λ2 ∈ R+. Due to rigidity of components, we have that esp and ept
are constant (Lemma 8). This, together with (3.5) implies that est, esp and ept are
collinear for any feasible scale vector, and therefore vsp and vpt are collinear.
We call an edge which connects two rigid components and is collinear with their
pin an excessive edge.
Proposition 1. A row of L corresponding to an excessive edge is a linear combination
of the rows of edges that belong to rigid components connected by that excessive edge.
Proof. For every such edge (s, t) (assume to be the kth edge), vst is the sum of the two
vectors vsp and vpt where p is the pin, s belongs to Fi, and t belongs to Fj. Notice
that vsp and vpt can be written as a linear combination of the bearing measurements





Υi ⊂ Ei is a path from s to p. By doing a dot product of both sides with esp, we can
relate the magnitude of vsp to a linear combination of scales corresponding to edges in
Υi where linear coefficients are fixed (same goes for vpt). Moreover, Lemma 9 states
that vst and vsp and vpt are always collinear, hence ||vst|| = ||vsp||+ ||vpt|| assuming
p is located between s and t (if not, we can still write a similar relation by changing
the sign of one of the right hand side terms). Therefore, for any feasible scale vector
λ, the kth element can be written as a linear combination of scales corresponding to
Υi and Υj given that ||vst|| = λk. As every column of L is a feasible scale vector, the
claim follows.
Proposition 1 shows that an excessive edge appears as a distinct direction in L
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and is a single edge rigid component. Therefore, it does not contribute to the rigidity
of the framework, and it can be removed to avoid unnecessary measurements.
We can make further considerations by limiting our attention to 2-D frameworks,
and by exploiting the fact that, in R2, bearing rigidity and distance rigidity are
equivalent [Zhao and Zelazo, 2016]. We first restate Laman’s theorem, and then use it
to find the minimum number of edges that are required to rigidify a flexible framework.
Theorem 3. A generic framework F = (G,x) is distance rigid if and only if for every
cover X defined over G we have
∑
X∈X (2|X| − 3) ≥ 2|V| − 3. Consequently, F is
minimally rigid or isostatic if and only if |E| = 2|V| − 3 and iG(X) ≤ 2|X| − 3 for all
X ⊆ V with |X| ≥ 2 [Jackson and Jordán, 2009].
Based on Laman’s theorem, isostatic frameworks are rigid planar frameworks with
a minimum number of edges. Moreover, for every cover of edges, the framework
obtained by replacing every Xi with an isostatic sub-framework with 2|Xi| − 3 edges
should be rigid.
Theorem 4. The minimum number of required edges to rigidify a flexible framework
in 2-D is:
mr = 2|V| − 3−
∑
X∈Xr
(2|X| − 3) (3.6)
where Xr is the cover that partitions the edges of G into rigid components.
Proof. Take Y = {Yi}mri=1 with |Yi| = 2 to be a cover over the added edges and let X
be any cover over the initial framework. Set Z = X ∪Y as the cover over the rigidified
framework. Based on Laman’s theorem:∑
X∈Z
(2|X| − 3) =
∑
X∈X
(2|X| − 3) +mr ≥ 2|V| − 3






Now, we need to show that the minimum value for the right hand side is obtained at
Xr. Let Xi ∈ X be flexible and connected, i.e. the sub-framework FXi = (GXi ,xXi)
induced by subgraph GXi = (Xi, E(Xi)) is flexible. Then, w.l.o.g. we can assume
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2|Xi| − 3 > iG(Xi) (otherwise at least one sub-framework of FXi would have this
property, and we could select that one as Xi). By partitioning E(Xi) into rigid
components we get the sets of edges {X̃ji }
ki
j=1 and we have:
ki∑
j=1





i ) = iG(Xi) < 2|Xi| − 3, (3.8)
where the first inequality is from Laman’s theorem, the equality is from the fact that
X̃ji s partition Xi and the last inequality is from the assumption we just made. Let
X̃ be the cover resulting from partitioning the non-rigid partitions of X into rigid
partitions. Hence (3.8) implies:∑
X∈X̃
(2|X| − 3) ≤
∑
X∈X
(2|X| − 3) (3.9)
which indicates that covers with only rigid partitions are the candidate for the minimum
argument. Since rigid components are maximal by definition, any rigid partition X̃
is a subset of one of the members of Xr. Let I be the set of indices such that for
Xj ∈ Xr we have Xj =
⋃
i∈I X̃i. By using Laman’s theorem, we have




and after summing over all Xj the proof is complete.
Corollary 3. Rigidifying a flexible framework F is equivalent to rigidifying the
framework F ′ in which every non-isostatic rigid component is replaced by an isostatic
rigid component.
Now, we will extend this result to the two simple cases where rigid components
form a circle and a tree.
Lemma 10. The minimum number of edges needed to rigidify a flexible framework in
2-D with κ rigid components forming a tree or cycle are κ− 1 and κ− 3, respectively.
Proof. The proof is based on the fact that, in the structures above, the number of
vertices shared between components (pins, see Theorem 1) is easily related to κ, the
number of components in Xr. In a tree of rigid components
∑




(2|X| − 3) = 2|V| − 3− (κ− 1) (3.10)
Also, in a single cycle
∑
X∈Xr |X| = |V|+ κ. Hence:∑
X∈Xr
(2|X| − 3) = 2|V| − 3− (κ− 3) (3.11)
By substituting the above values in (3.6), the proof is complete.
Corollary 4. A cycle of length three is rigid.
As discussed earlier in Theorem 2, adding edges between two neighboring compo-
nents makes them rigid. This intuitively explains why κ− 1 edges are required for
trees. For cycles, the number of components decrease by one every time an edge is
added, until the cycle has length three which is rigid. Another way to look at this is
that adding an edge in circle may rigidify more than one component chain at once,
hence cycles require fewer number of edges to become rigid.
3.3 Algorithms for Rigidity Recovery
In this section, we first revisit and revise the rigid component clustering algorithm
that was presented in [Tron et al., 2015]. Then, we use this modified algorithm in our
proposed method to restore rigidity in flexible frameworks.
3.3.1 Corrections to the Clustering Algorithm of [Tron et al., 2015]
As mentioned earlier, the clustering algorithm (as originally proposed) first finds
interdependent edges by looking for distinct directions in a basis L for nullsp(CdU),
and then clusters each set of interdependent edges into connected components to
obtain the final rigid components. This algorithm relied on the assumption that
interdependent set of edges form a connected subgraph if and only if those edges form
a rigid framework [Tron et al., 2015, Proposition 7]. However, only the backward
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Figure 3·1: Two sets of disconnected interdependent edges. Each
connected interdependent set of edges contains two flexible components
(not one as claimed in [Tron et al., 2015]).
direction is valid and the forward direction (connected subgraphs of interdependent
edges form rigid components) is not always true (see Figure 3·1). Luckily, the fix for
this issue is simple: it is sufficient to recursively apply the previous steps to each of
the sets found, until the nullity of the corresponding CdU matrix is one (and hence
that component is certified to be rigid).
3.3.2 Greedy Strategy and the Factor Graph Representation
Our proposed rigidity restoration method implements a greedy strategy which adds
edges between neighboring rigid components until they merge into a single one.
However, as seen in Lemma 10, different frameworks might need different number of
edges, hence particular care needs to be taken in order to avoid adding extra edges.
The idea is to first identify cycles made of rigid components and rigidify them
until there are no cycles left. Then, what remains is a tree of rigid components, which
can be rigidified by simply adding edges between neighboring components. The first
problem is how to find “appropriate” cycles that span multiple components while
avoiding cycles within the rigid components (see Lemma 10), which help us decide
where to add edges. As an instance, Figure 3·2(a) contains four rigid components and
four fundamental cycles, while the appropriate cycle is the last one which contains




Figure 3·2: Multiple cycles in frameworks with four rigid components.
Figure 3·3: Extra cycles created when pins from the same component
are connected.
number of rigid components which adds complexity to deciding where to add edges or
they are within a rigid component. In Figure 3·2(b), the appropriate cycle like the
one in the previous framework does not even exist.
One strategy to deal with this problem could be to replace every rigid component
by an edge. For the framework in Figure 3·3, the central rigid component in the black
framework has four pins. This component cannot be replaced by a single edge and
connecting all of the pins of this component to each other, as depicted on the right,
creates extra cycles.
All of these issues are solved by using a factor graph representation (borrowed from
probabilistic graphical models [Kschischang et al., 2001]) where rigid components and
pins are respectively represented like random variables (circles) and factor functions
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Figure 3·4: A flexible framework with its factor graph.
(squares). In doing so, we keep all the pins, and represent every component by a
node, which is connected to pin(s) belonging to that component. More formally,
let Xr = {Xi}κi=1 be the cover over F = (G,x) of rigid components and let the two
disjoint sets P = {k ∈ VG | ∃i, j : Xi ∩Xj = k} and C = {ci = f(Xi)}κi=1 be the set of
pins and rigid component labels of F respectively, where f(·) is an arbitrary labeling
function. Then factor graph H defined over G and cover XG is H(G,X ) = (VH, EH),
where vertices VH = P ∪ C are the union of pins and components, and edges are
EH = {{p, c} | p ∈ P , c ∈ C, p ∈ f−1(c)}. Notice that a factor graph is always bipartite
(two components or two pins are never directly connected). Figure 3·4 presents the
framework from Figure 3·3 with its factor graph, where rigid components are shown
by squares and pins are shown by circles.
3.3.3 The Proposed Greedy Algorithm
The proposed algorithm for rigidifying a flexible framework is described in Algorithm 1.
At each iteration, the shortest cycle in the factor graph of G is rigidified by adding edges
(Lemma 10) and then the framework is reclustered to obtain the new rigid components.
This happens until there are no cycles left in the factor graph. Then we are left with
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a tree of rigid components which is rigidified by adding edges between neighboring
rigid components. The two procedures RigidifyCycle(G,H, Cm) and RigidifyTree(G)
are used, where they add l(Cm) − 3 and l − 1 edges between the neighboring rigid
components respectively such that the added edges do not coincide with neighboring
components’ common pin. We call this algorithm Greedy because it always adds the
minimum number of edges, but the added edges might not yield the best possible
bearing rigid framework with respect to some bearing rigidity metric.
Algorithm 1 Greedy Rigidifying Algorithm
1: function Rigidify(G(V , E),x)
2: Find Xr from (G,x) . (re)Cluster (G,x)
3: H ← H(G,Xr) . Update factor graph of G
4: if IsNotTree(H) then
5: Cm ← ShortestCycle(H)
6: Er ← RigidifyCycle(G,H, Cm)
7: E ← E ∪ Er . Add new edges to E
8: G ← G(V , E) . Update G
9: goto 2.
10: end if
11: Er ← RigidifyTree(G)
12: E ← E ∪ Er . Add new edges to E
13: return E
14: end function
The reason we pick the shortest cycle is that picking longer cycles may lead to
adding more edges than necessary. As can be seen in Figure 3·5, by picking a longer
cycle C the framework becomes rigid by adding less edges than l(C)− 3 edges. This
is inevitable unless we cluster the framework after adding every edge, which is time
consuming. Moreover, since the number of edges needed to rigidify a cycle of rigid
components depends on the length of that cycle in the factor graph, it makes sense to
find the shortest cycles to avoid adding extra edges.
Another issue with adding edges to cycles happens when cycles interfere with each
other, in the sense that rigidifying one leads to the rigidification of other ones. This
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Figure 3·5: This framework has two fundamental cycles and needs
only two edges to be rigidified. But in the upper path, a cycle with six
rigid components is selected and hence three edges are added, but the
framework is already rigid before adding the third edge. In the lower
path, two shorter cycles are selected and the minimum number of edges
are added.
case happens when cycles share two or more pins from different components, or one
or more edges connect them together (see Figures 3·5 (first path) and 3·6), or there
are cycles built on top of other cycles (see Figure 3·7). Predicting these cases is not
always easy, hence it is needed to re-cluster the framework after a cycle is rigidified.
Here we prove that Algorithm 1 rigidifies any flexible framework in 2-D with
minimum number of added edges.
Lemma 11. Shortest cycle(s) of the factor graph can be rigidified by adding at least
l − 3 edges, where l is the number of rigid components in that cycle.
Note that these cycles will appear with length 2l in the factor graph.
Proof. Thanks to Lemma 10, we know that a shortest cycle C can be rigidified with
l − 3 edges. If a cycle of H can be rigidified with less than l − 3 edges, then there
must be a shorter cycle within C which was rigidified before (i.e., with less edges)
than C. This contradicts the fact that C is of shortest length.
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Figure 3·6: Two types of interconnected cycles, both have three
fundamental cycles and need only one edge to become rigid. In the top
framework pins 1 and 3 are shared between all cycles and rigidifying a
cycle is equivalent to adding an edge between these pins. In the bottom
framework, one component is shared and another one connects two
adjacent cycles.
Figure 3·7: Another example of interconnected cycles. Adding only
one edge rigidifies five fundamental cycles.
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Lemma 12. In a flexible framework where every rigid component is isostatic, rigidi-
fying (any of) the shortest cycle(s) of the factor graph does not create non-isostatic
rigid components.
Proof. Let {X1, . . . , Xl} be covers over rigid components of a shortest cycle in frame-
work F with underlying graph G, and let X ′ be the cover over the new rigid component
of F ′ and G ′ such that it includes the rigid components of the cycle. Thanks to Lemma
10, if X .=
⋃l
i=1 Xi = X
′, then we know that iG′(X ′) = 2|X ′| − 3 and the new
component is isostatic. However, if X ⊂ X ′, then this means that rigidifying the
components of the shortest cycle resulted in rigidifying components other than those
in the shortest cycle. In this case, from Theorem 3 we have iG(X) = 2|X| − 3− (l− 3)
and iG(X ′) ≤ 2|X ′| − 3− (l − 3). After adding l − 3 edges in the cycle, we get that
iG′(X
′) ≤ 2|X ′| − 3. Since X ′ is rigid, this implies that X ′ is also isostatic.
Theorem 5. Algorithm 1 transforms a flexible framework into a rigid one by adding
the minimum number of edges.
Proof. In the first step, the shortest cycle is removed in every iteration until there are
no cycles left. From Lemma 12 it is clear that minimum number of edges are added in
this step. In the next step we have rigid components that form a tree and they are
rigidified with minimum number of added edges (Lemma 10). Notice that we can’t
rigidify the framework with less than mr edges from (3.6) (Theorem 4).
To measure the performance of our algorithm, instead of CdU we use the normalized
matrix M = (CdCᵀd)
−1/2CdU with singular values less than or equal one. For a rigid
framework, the smallest singular value of M, because of its one dimensional null-space,
is zero (σ1(M) = 0) and the rest should be greater than zero. We take the second
smallest singular value as a measure of how far a rigid graph is from being flexible (since
σ2(M) = 0 for a flexible framework). We implemented Algorithm 1, and compared its
performance with a combinatorial algorithm that tests all the possible ways of adding
the minimum number of edges between rigid components, and returned the first and
best (in the sense of σ2(M)) solutions found that made the graph rigid (Figures 3·8
and 3·9). In Fig. 3·8, we show the running time of our greedy algorithm for different
graph sizes with different sparsities, with sparsity defined as the ratio of number of
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edges to number of edges in a complete graph, i.e. D = 2|E||V|×|V−1| . In Fig. 3·9, we
compare our greedy algorithm (G) with the first (C1) and best (CB) solutions of the
combinatorial algorithm. The run times of the greedy algorithm is similar to the C1
algorithm, while yielding more rigid results.























Figure 3·8: Running time of the proposed greedy algorithm v.s. spar-
sity D for different number of nodes. Notice that as sparsity increases
at some point graphs becomes rigid and the elapsed time was only for
finding that the graph is rigid.
3.4 Summary
This chapter provided new theoretical insights on partitions of rigid components and
presented a greedy algorithm for rigidity recovery, which adds the minimum number
of required edges. We compared our algorithm with two informed combinatorial
algorithms and showed its superiority in terms of computation time and a measure of
rigidity.
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Figure 3·9: Running time and second smallest singular value of M for
greedy (G) and combinatorial algorithm (C1 for first solution and CB
for best solution) versus sparsity. Higher σ2(M) is better and G gives




Bearing-Only Consensus and Formation
Control under Directed Topologies
In this chapter, we address the problems of bearing-only consensus and formation
control for agents with single integrator dynamics of arbitrary dimension equipped
with omnidirectional bearing sensors. For the consensus problem, we extend the
controller in [Cortés, 2006] to higher dimensions and to directed graphs; we prove
finite-time convergence for undirected graphs, and asymptotic convergence for directed
graphs, leaving finite-convergence for the latter as a conjecture. For the formation
control problem, we prove that the controller in [Tron et al., 2016a] stabilizes not only
undirected graphs, but also directed acyclic graphs and directed cycle graphs. We
present a new definition for bearing persistence, and also provide a counterexample
for the conjecture made in [Zhao and Zelazo, 2015c] on the stability of that controller.
We will use non-smooth analysis for the Filippov solutions of these systems to
address the discontinuous nature of bearing measurements.
4.1 Related Work
Distributed and cooperative control of multi-agent systems using relative bearing
measurements has gained a growing interest in recent years [Bishop et al., 2015,
Zelazo et al., 2015, Schiano and Tron, 2018,Trinh et al., 2018]. The use of bearing
measurements, as opposed to relative positions, is motivated by vision sensors, which
can easily provide relative directions between agents, while the corresponding distances
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are more difficult to obtain.
One of the well-known problems in this domain is multi-agents rendezvous, where
the agents need to be steered to a single location. For robots with single integrator
dynamics, this problem is the same as consensus, which has been extensively studied
when the differences between the states are available to agents through communication
[Olfati-Saber and Murray, 2004,Mehdipour et al., 2015]. The bearings-only version of
the task was previously explored to show asymptotic convergence [Zhao and Zheng,
2017] or finite-time convergence for 1-D cases [Cortés, 2006].
Another more general problem is the bearing-only formation control problem,
where the agents need to be steered to a set of desired relative positions. In the
literature, two solutions for single integrator dynamics have been presented in [Zhao
and Zelazo, 2016] and [Tron et al., 2016a]. The controller in [Zhao and Zelazo, 2016]
uses an ad-hoc protocol based on projector matrices, while [Tron et al., 2016a] is
based on minimizing a positive definite function via distributed gradient descent. Both
of these approaches are limited to undirected graphs, i.e., they require bidirectional
bearing sensing. In [Zhao and Zelazo, 2015c], a controller is presented for directed
graphs, but using relative positions and without a stability proof, while [Trinh et al.,
2018] extends [Zhao and Zelazo, 2016] to Leader-First Follower structures. Regarding
the theoretical characterization of the problem, the notion of infinitesimal bearing
rigidity (or simply rigidity) [Zhao and Zelazo, 2016,Karimian and Tron, 2017,Arrigoni
and Fusiello, 2018] guarantees the uniqueness of the target formation up to a global
translation, rotation, and scaling of the agents’ positions; conversely, the notion
of bearing persistence [Zhao and Zelazo, 2015c] (similar to persistence in distance
rigidity [Hendrickx et al., 2007]) ensures that the desired formation is achievable in
directed topologies; note that the definition in [Zhao and Zelazo, 2015c] is based on a
relative-positions controller, rather than a bearing-only controller.
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4.2 Filippov Solutions and Non-Smooth Stability Analysis
Since the definition of bearings in (2.1) is discontinuous around the points for which
xi = xj, our controllers based on these measurements will also be discontinuous in
general. Hence, in this section we review the solutions in the Filippov sense for
differential inclusion and non-smooth stability analysis [Cortés, 2008]. Given the
differential equation with discontinuous right hand side for n robots in Rd as:
ẋ = X (x), (4.1)
we consider solutions in the form of the differential inclusion ẋ ∈ K[X ](x), where
K : Rdn → 2Rdn is the Filippov set-valued map evaluated around x excluding any set










Bdn(x, δ) \ S
))
, (4.2)
where µ(·) is the Lebesgue measure. This yields X (x) where X is continuous at x, or
convexification of the limits of X where X is discontinuous. For a locally Lipschitz







f(xq) | xq → x,xq /∈ Ωf
)
, (4.3)
where Ωf is the set of points where f is not differentiable, and the set-valued Lie
derivative of f is given by:
L̃Xf(x) =
{
` ∈ R | ∃v ∈ K[X ](x) s.t. ζTv = `, ∀ζ ∈ Df(x)
}
(4.4)
which can possibly be empty. Now, we introduce the LaSalle Invariance Principle for
discontinuous systems.
Theorem 6 (LaSalle Invariance Principle [Bacciotti and Ceragioli, 1999]). Let f :
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Rd 7→ R be a locally Lipschitz and regular function. Let x0 ∈ S ⊂ Rd, with S
compact and strongly invariant for (4.1). Assume that either max L̃Xf(x) ≤ 0 or
L̃Xf(x) = ∅ for all x ∈ S. Let ZX ,f = {x ∈ Rd | 0 ∈ L̃Xf(x)}. Then, any solution
x : [t0,+∞) 7→ Rd of (4.1) starting from x0 converges to the largest weakly invariant
setM contained in ZX ,f ∩ S. Moreover, if the setM is an affine collection of points,
then the limit of all solutions starting at x0 exists, and equals one of them.
The following is a refinement of Theorem 6 from [Cortés and Bullo, 2005, Proposi-
tion 2.8].
Proposition 2 (Finite-time convergence [Cortés and Bullo, 2005]). In addition to the
assumptions of Theorem 6, assume that there exists a neighborhood U of ZX ,f ∩ S in
S such that max L̃Xf ≤ ε < 0 almost everywhere on U \ZX ,f ∩S. Then, any solution
x : [t0,+∞) 7→ Rd of (4.1) starting at x0 ∈ S reaches ZX ,f∩S in finite time. Moreover,
if U = S, then the convergence time is upper bounded by ε−1(f(x0)−minx∈S f(x)).
4.3 Bearing-Only Consensus
Linear consensus problems in networks with fixed undirected topologies reach consensus
on a common state by minimizing the Laplacian potential which is the sum of squared
differences between the states of neighboring agents [Olfati-Saber and Murray, 2004]. In
formation consensus applications, for a formation F with a connected and undirected
graph G = (V , E), the Laplacian potential is defined by summing the smooth edge
potentials φ{i,j}(xi,xj) = 12d
2










with L = L⊗ Id being the inflated Laplacian matrix with constant unit weights for
edges in E . By setting the velocity of each agent to the negative of the gradient of φ







(xj − xi), and ẋ = −Lx, (4.6)
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where the latter is the vector version of the former. Since L is a constant and positive
semi-definite matrix, the agents converge exponentially to their centroid, and the rate
of convergence is lower-bounded by the algebraic connectivity of G (second eigenvalue
of L) [Olfati-Saber and Murray, 2004]. Moreover, the centroid of the positions is
invariant, and thus the agents converge to the centroid of their initial states. The
controller (4.6) requires undirected graphs, and that every agent knows its relative
position with respect to its neighbors, i.e. ẋi =
∑
j∈Ni dijuij.
In this section we show that knowing the relative bearing measurements uij alone
in a directed graph with a globally reachable node is sufficient for reaching consensus.
We first begin with undirected graphs as a special case, then we will discuss the general
case of directed graphs.
4.3.1 Undirected Graphs
Consider the convex, continuous, but non-smooth potential given by the summation













uij, and ẋ = −L̆x, (4.8)
where L̆ , L̆ ⊗ Id is the inflated version of the state-dependent Laplacian L̆ ,









It follows that L̆ = H diag({wkId}mk=1)HT where H
.
= H⊗ Id, ϕ = xTL̆x, and ẋ = Hu.
Note that ϕ{i,j} is not differentiable when xi = xj . In fact, its generalized gradient
with respect to stack(xi,xj) is given by:
Dϕ{i,j} =

{stack(−uij,−uji)} if dij 6= 0,
{stack(εij,−εij)}, εij ∈ B̄d(0, 1) if dij = 0.
(4.10)
Remember that B̄d(0, 1) is the unit ball centered at the origin. Hence, the derivative
in (4.8) with uij defined as in (2.1) should be interpreted as a particular choice of the
subgradient of ϕij . While the discontinuity in uij appears on a zero-measure subset of
the state space, it is possible that sudden change in the magnitude of uij makes the
right hand side of (4.8) discontinuous exactly when consensus is being reached, i.e.,
xi = xj, and cannot be ignored.
We now apply the analysis reviewed in Section 4.2; by setting X to (4.8), we see
that X is bounded and measurable; hence Filippov solutions of (4.8) exists [Cortés,
2008, Proposition 3]. In order to show finite-time convergence using Theorem 6 and
Proposition 2, we need to show that the set-valued Lie derivatives of ϕ 1) are negative
or empty, and 2) when negative, they are strictly bounded away from zero. We will
achieve this by first proving a lemma regarding the dynamics of the error between
the agents’ positions and their centroid, and then establishing the bound for L̃Xϕ(x).
Let N •i denote neighbors of i whose distance to i is zero. The set-valued map for
ẋ = X (x) is then given by:
K[X ](x) = −Dϕ(x) = −L̆x ⊕ I, (4.11)
where ⊕ is the Minkowski sum and I is the set given by:
I = {stack(ε1, . . . , εn) | ∀i ∈ V , εi ∈ B̄d(0, |N •i |), εi +
∑
j∈N •i
εj = 0}, (4.12)
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the centroid of the formation. We define the disagreement vector for each agent by




2 . This can be written
in the aggregate form by δ = Jx and s = ‖Jx‖, where J = (In − 1n1n1
T
n)⊗ Id is the
matrix that removes the component of x in the linear subspace J = span(1n ⊗ Id)
and brings the centroid to zero. In Lemma 13 we show that the norm of the controller
(4.8) is lower-bounded (i.e., ‖ẋ‖ ≥ ν for some ν > 0). Our proof relies on the fact that
‖L̆x‖ is indifferent to the formation scale s and translation of agents, since it only





subject to ‖Jx‖ = 1.
(4.13)
Intuitively, ν depends on the topology of the graph, and similar to the algebraic
connectivity is greater than zero if the graph is connected.
Lemma 13. ν > 0 if G is connected.




subject to ‖y‖ = 1, y ∈ J ⊥.
Since y belongs to the intersection of a sphere with a linear subspace, which is compact,
the minimum exists. Furthermore, ‖L̆y‖ is non-negative and therefore ν ≥ 0. We will
show that ν 6= 0 for connected graphs by contradiction. If ν is zero and dij 6= 0 for
all edges in E , then L̆ is of rank n− 1 and y ∈ null(L̆) = span(1n ⊗ Id) = J . Since
we assumed y ∈ J ⊥, then y = 0, which violates ‖y‖ = 1. If there are coincident
adjacent agents, given the definition of a bearing vector in (2.1), the corresponding
weight of edges connecting them is zero as if those edges were absent. Hence, the
non-zero edges can be partitioned into κ connected components (κ ≥ 1) with weighted
laplacians {L̆k}κk=1 such that L̆ = diag(L̆k) after some permutation over nodes. Since
each component is connected, L̆kyk equals zero if and only if all nodes in component k
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are coincident, where xk denotes the coordinates of nodes from component k. Hence,
L̆y is zero if and only if all nodes of each component are coincident. Given that the
nodes connected by zero-weight edges are also coincident, and these edges connect
these components to form a connected graph, all the nodes need to be coincident,
violating the ‖y‖ = 1 condition.
For the next step, we will show finite-time stability of (4.8).
Theorem 7. We have max L̃Xϕ(x) = −‖L̆x‖2 ≤ −ν2 and the convergence happens







Proof. By definition, we have that Dϕ(x) = L̆x⊕ I and K[X ](x) = −L̆x⊕ I. Based
on (4.4), we will show the intersection of inner products of members of Dϕ(x) with
K[X ](x) is either empty or equals −‖L̆x‖2. If none of the nodes are intersecting, I is
empty and we have L̃Xϕ(x) = −‖L̆x‖2. If I is not empty, suppose exists α ∈ I and
` ∈ L̃Xϕ(x) such that
⋂
β∈I(L̆x +α)
T(−L̆x + β) = `. Since for every β ∈ I, −β is
also in I, then by picking the values −α and α for β we get ` = −‖L̆x + α‖2 and
` = −‖L̆x‖2 + ‖α‖2. By setting these two terms equal and simplifying them, we have
‖α‖2 +αTL̆x = 0.
This is true only if α = 0, which means ` = −‖L̆x‖2, or if α = −L̆x. This
cannot happen since α ∈ I, its non-zero entries only correspond to agents that
are intersecting and the non-zero entries of L̆x correspond to agents that are not
intersecting. Furthermore, since ‖L̆(x)x‖ = ‖L̆(βx)βx‖ for any β > 0 the magnitude
of L̆x does not change with scale and the inequality ‖L̆(x)x‖ ≥ ν from Lemma 13 also
stands for ‖L̆(βx)βx‖. Hence, the set-valued Lie-derivative of ϕ(x) is upper bounded
by a negative constant, which indicates that the convergence happens in finite-time
(Proposition 2).
Now we show that the centroid is invariant, similar to the linear consensus case.
Lemma 14. The centroid of a formation under controller (4.8) is invariant.




i be the average of coordinates of all agents along dimension
κ ≤ d. Since K[X ](x) = −L̆x ⊕ I, for any χ ∈ K[X ](x) we have that
∑n
i=1χi =






i = 0 for any κ ≤ d and the proof is
complete.
Given Lemma 14, we can now determine the consenus point.
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Proposition 3. The agents converge to the average value of their initial positions.
4.3.2 Directed Graphs
In the previous section, we investigated consensus for undirected graphs. In practice,
however, agents may not sense the bearing vectors of their neighbors in a bidirectional
manner (due to limited Field Of View) or through communication. As we will show
in this section, having bidirectional sensing information is not necessary. We model
these interactions with a directed sensing graph G, where (i, j) ∈ E means that i can
measure uij . As we showed earlier, for an undirected graph it suffices for the graph to
be connected in order to reach consensus. In this section, we investigate the controller




uij, and ẋ = L̆+x. (4.14)
where L̆+ = L̆+⊗Id and L̆+ = H+ diag({wk}mk=1)HT is the weighted directed Laplacian,
with weights defined as in (4.9). Similarly, we have L̆+ = H+ diag({wkId}mk=1)HT
where H+
.
= H+ ⊗ Id, and ẋ = H+u. We will show that it suffices for G to have
a globally reachable node, or equivalently, the complement of G to have a directed
spanning tree in order to reach consensus.
Assumption 1. The directed graph G has a globally reachable node.




xj − xi [Wu, 2005b].




dij and tries to minimize it by moving in the direction of −∂ϕi∂xi .
The minimizer of ϕi with respect to xi is unique if {xj}j∈N+i are not collinear, and is
called the geometric median or Fermat point [Minsker et al., 2015]. The geometric
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median is always inside the convex hull of the neighbors of i, and hence i reaches
consensus with its neighbors if they all converge to the same point.
Assumption 1 ensures that all nodes converge to the same point determined by the
globally reachable node or nodes. The globally reachable node can be a unique leader,
or belong to a strongly connected component of the graph, in which case all the nodes
in the strongly connected component are reachable by other nodes of the graph. A
leader is by necessity stationary since it has no neighbors, and all other nodes will
converge to it. If there is more than one globally reachable node, the convergence
point of their strongly connected component determines the final convergence point.
First we show that the equilibrium points of (4.14) are in the consensus subspace J .
Later, we introduce the maximum distance between any pair of nodes as a Lyapunov
function for (4.14) and prove stability.
Lemma 15. Under Assumption 1, ẋ = 0 if and only if consensus is reached.
Proof. If no two neighboring agents are coincident, all edge weights are positive
(wk > 0), and, since the graph has a globally reachable node, L+ has rank n− 1 [Wu,
2005a, Lemma 2] with 1n being the eigenvector corresponding to the single zero
eigenvalue while other eigenvalues are positive. Therefore, null(L̆+) = J and ẋ can
be zero only for x ∈ J , meaning that that agents would be in consensus (although
this cannot happen, given the assumption of non-coincident agents). If some of the
neighbors in the formation F = (G,x) are coincident, say xp = xq for q ∈ N •p , we can
equivalently remove those edges (p, q), since their weights are zero. We then group
such nodes p and all q ∈ N •p and all r ∈ N •q and so on recursively into sets {Qi}n
′
i=1
with n′ < n. We introduce a new formation F ′ = (G ′,x′) with n′ vertices where node
i is connected to j in G ′ if exists at least a vertex in Qi connected to a vertex in Qj in
G. Since edge connectivity is maintained in this transformation, G ′ also has a globally
reachable node. We set x′i = xq for any q ∈ Qi and ẋ′i =
∑
q∈Qi ẋq. We then have
ẋ′ 6= 0 using the same argument used for the new directed laplacian matrix (i.e., L′+).
This means ẋ 6= 0 unless G ′ is a singleton, i.e., unless all agents are coincident and in
consensus.
Now, we will show the global stability of controller (4.14).
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Theorem 8. Controller (4.14) achieves consensus under Assumption 1.
Proof. We take the non-smooth Lyapunov function V (x) = maxp,q∈V ‖xp − xq‖ to be
maximum Euclidean distance between the nodes of G. Note that V (x) = 0 if and only
if x belongs to the consensus subspace J . We now need to show that L̃XV (x) < 0.
Assume x 6= 0, and let p, q be the only two nodes with maximum distance dpq > 0. Let
epq =
xq−xp
‖xq−xp‖ be the unit vector pointing to q from p (this does not need to correspond





= epq while other derivatives are zero. Unless either p or q is the leader, both
nodes have neighbors. For any k ∈ Np, we can write xq − xp = xq − xk + xk − xp,
or equivalently dpqepq = dpkupk + dkqekq with dpk, dkq < dpq. Taking a dot product
of both sides with epq, we get eTpqupk > 0. Therefore, since ẋp =
∑
k∈Np upk we
get eTpqẋp > 0. The same argument is valid for q if q is not the leader. Hence,
L̃XV (x) = eTpq(ẋq − ẋp) < 0. Now suppose there is more than a single pair of nodes
with maximum distance between them, probably with some coinciding nodes. In this
case, let ΩV be the set of all positions such that there exists more than one pair of
nodes with maximum distance and DV (x) is the convex hull of limits of derivatives
of V (x) as x is approached from outside of ΩV . Therefore, for any pair {p, q} with
maximum distance, we have y ∈ DV such that yp = −yq = −epq and other entries are
zero, and DV is the convex hull of such vectors. Moreover, from the earlier argument
we have ẋTy < 0. If none of the pairs with maximum distance are coincident with
any of their neighbors, we have K[X ](x)p = ẋp for any node p from the pairs and
consequently ẋTζ < 0 for any ζ ∈ DV . Therefore, L̃XV (x) is the intersection of
negative values which is either negative or empty. In the case that a node from a pair
is coincident with a neighbor, say p is coincident with p′ ∈ Np from {p, q}, then {p′, q}
is also a pair with maximum distance. We have K[X ](x)p = ẋp+ε for ε ∈ B̄d(0, 1) and
K[X ](x)p′ = ẋp′ . In this case L̃XV becomes the intersection over the inner product of
members of two sets, and since for the pair {p′, q} the Lie derivative is negative, the
intersection is again either negative or empty. Therefore, from Theorem 6 asymptotic
stability of consensus follows.
Theorem 8 only establishes asymptotic stability. However, from observation it
can be seen the convergence happens in finite time. A framework with a directed
graph G satisfying assumption 1 and with dynamics given in (4.14) can be seen as a
cascade system. Partitioning G into strongly connected components, each component
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is seen as a subsystem. Since there is path between every subsystem to the component
containing the globally reachable node(s), subsystems form a directed acyclic graph
with a single leaf. Therefore, the first step in proving finite-time convergence of (4.14)
is to show finite-time convergence in strongly connected graphs. Here, we present a
conjectured upper bound on the convergence time in strongly connected graphs.
Conjecture 1. In a strongly connected graph with n nodes and d ≥ 2, controller





where l is the sum of distances between nodes over the longest Hamiltonian cycle in
the initial formation at t0.
This conjecture is based on the case where all nodes of the cycle at t0 are distributed





) corresponds to the radial speed towards the center of the circle.
4.4 Bearing-Only Formation Control
The goal of bearing-only formation control is to achieve and maintain a desired
formation based exclusively on bearings measurements for each edge in the sensing
graph using only bearing measurements, as opposed to linear formation control schemes
that require relative positions. The stability for the latter is simple to show by taking
advantage of the linearity of the linear consensus controller ẋ = −Lx. A simple change
of variables leads to exponential convergence to a desired formation congruent to x∗ by
means of ẋ = −L(x− x∗), which only differs by a constant term Lx∗. In this section,
we address the nonlinear formation control problem using bearings for undirected
and directed sensing graphs. Similar to the linear problem, the controllers proposed
are of the form ẋ = f(x)− f(x∗) and differ by a constant term −f(x∗) compared to
consensus controllers ẋ = f(x) introduced in the previous section (where f contains
the graph Laplacian). In addition to these differences, discontinuities my still happen
in the bearing-only formation control problem (See [Zhao and Zelazo, 2016, Fig. 8]).
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Specifically, we prove the Lyapunov stability of Filippov solutions of the controller
given in [Tron et al., 2016a] for undirected graphs (since discontinuities can still
happen, see [Zhao and Zelazo, 2016, Fig. 8]), and also prove cascade stability of the
aforementioned controller for directed acyclic graphs. For directed cyclic graphs, we
present an example that shows that the Jacobian matrix of the controller in [Tron
et al., 2016a] may have eigenvalues with positive real parts. Along the same line, we
present another example showing that the directed bearing Laplacian matrix may
have eigenvalues with negative real parts, rejecting the conjecture in [Zhao and Zelazo,
2015c].
4.4.1 Undirected Graphs
Given an undirected graph G, a non-smooth and non-convex edge potential function






dij‖uij − u∗ij‖2, (4.15)
which is zero if and only if uij equals to the desired bearing u∗ij or dij is zero. Similar







By setting the velocity of each node to be the negative of the gradient of ϕ with







uij − u∗ij, and ẋ = H(u− u∗). (4.17)
Similar to the potential function in the consensus problem, ϕ{i,j} is not differentiable
when dij is zero, and (4.17) therefore becomes discontinuous when two agents are
coincident. Denoting (4.17) by X , the set valued map of X is given by:
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K[X ](x) = −Dϕ(x) = H(u− u∗) ⊕ I (4.18)
where I is defined in (4.12). Similar to the undirected consensus problem, asymptotic
stability can be established by using (4.16) as Lyapunov function.
Proposition 4. The controller (4.17) is asymptotically stable for any graph topology.
Proof. Following the proof of Theorem 7, we have max L̃Xϕ(x) = −‖H(u−u∗)‖2 ≤ 0.
It was shown in [Tron et al., 2016a, Proposition 3] that H(u− u∗) equals zero if and
only if uij = u∗ij for every (i, j) ∈ E .
This result confirms the stability proof in [Tron et al., 2016a], using non-smooth
stability analysis instead of an optimization perspective. As a result, a formation
F = (G,x) with initial position x0 will converge to a formation x? which is similar to
x∗. If the formation is bearing rigid, x? is also similar to x∗. Furthermore, following
the same argument from Lemma 14, it can be shown that the centroid of Filippov
solutions of (4.17) is invariant.
4.4.2 Directed Graphs




uij − u∗ij, and ẋ = H+(u− u∗). (4.19)
We assume that each agent only acts based on the measurements directly obtained
by itself (incidentally, this means that the controller can be implemented without
inter-agent communications). Similar to the directed consensus problem, each agent
i has its own private function ϕi(x,u∗) =
∑
j∈N+i
ϕ{i,j} which it tries to minimize
through gradient descent. Evaluating the rate at which ϕi decreases is difficult since
it is also dependent on the dynamics of the neighbors of i. In the directed consensus
problem, we were able to use the maximum distance between nodes as a global metric
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to measure how far the system is from equilibrium. For the problem at hand, finding
a similar global metric seems practically infeasible, and the only option left is to
investigate the evolution of the private functions. In this section, we investigate
directed cycle graphs and directed acyclic graphs and leave other topologies for future
work.
Directed cycle graphs
If the sensing graph is a directed cycle graph, we can use ϕ(x,u∗) to prove stability of
(4.19).
Proposition 5. Controller (4.19) is asymptotically stable for a directed cycle graph.
Proof. In a directed cycle, we have ẋi = uij − u∗ij where j ∈ N+i is the only neighbor
of i. Also, we have ∂ϕ
∂xi
= −(uij−u∗ij)− (uik−u∗ik) where i ∈ N+k . Assuming collisions








(−‖ẋi‖2 + ẋTi ẋk)
which is due to ẋk = uki−u∗ki. Since there are as many edges as nodes, we can rewrite















‖ẋi − ẋk‖2 ≤ 0
Hence ϕ̇ is always negative unless all nodes have the same velocity ẋi = ẋk. Suppose




‖w‖2. Furthermore, we have
∑
i∈V dijuij = 0, hence taking a dot product








‖w‖2 = 0 which means w = 0. If collisions
happen, a similar reasoning applies for Filippov solutions (i.e., by substituting uij
with εij ∈ B̄d(0, 1) if i, j are intersecting).
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Directed acyclic graphs
When the out-degree of a node i is one, as in a directed cycle graph, the equilibrium
points of its objective function ϕi is a half-line that starts at the position of its neighbor
and extends to infinity in the direction of −u∗ij . If the out-degree is more than one, the






u∗ij . This, however, does
not necessarily mean that the bearing measurement of each neighbor uij is equal to
the desired bearing u∗ij (assuming the equilibrium point(s) exists). Before we discuss
the existence of equilibrium points, we present the the following definition which is
motivated by this problem.
Definition 3 (Bearing Persistence). A directed graph G is bearing persistent when for
any x and x∗ ∈ Rdn,
∑
j∈N+i
uij − u∗ij = 0 for all i ∈ V if and only if x and x∗ are
equivalent.
Remark 1. A bearing persistent framework may not be bearing rigid. Also, a bearing
rigid framework may not be bearing persistent (see Fig. 4·1). Also, it can be immediately
deduced that undirected graphs and directed graphs with out-degree one are bearing
persistent.
Even if the sensing graph is bearing persistent, it is not trivial to study the
equilibria of (4.19). Here we present a short proof on uniqueness of equilibrium of
(4.19).







= s∗i . We assume that always ‖s∗i ‖ < |N+i |, since if ‖s∗i ‖ =
|N+i |, it means that all the desired bearings {u∗ij : j ∈ N+i } are parallel (and equal)
which forces xi →∞ if neighbors of i are not all coincident. Controller (4.19) steers i
to a point where the sum of its bearing measurements equals s∗i . To further investigate
this matter, we use k-ellipsoids as previously introduced in Chapter 2.
A k-ellipsoid is the set of points in Rd whose sum of distances from some fixed















Figure 4·1: In (a) and (b) sum of the bearing measurements of nodes
with the same index is equal but the formations are not equivalent,
which means the underlying graph is not bearing persistent. (c) and
(d) are bearing persistent graphs. Graph in (c) is bearing rigid as well
while (d) is not.
is equal to some positive value. For an agent i in the formation at any time t, we
consider k-ellipsoids ∂Q(·) with focal points set to the location of the neighbors of
i. More formally, we have Pi = {xj}j∈N+i and the number of focal points is equal to
the number of neighbors of i, i.e., k = |N+i |. Following this line of thought, we use
the convex properties of k-ellipsoids to show that the gradient of distance function







unique, which shows the uniqueness of equilibrium of (4.19).
Proposition 6. The equilibrium point of controller (4.19) for a single agent with
fixed neighbors is unique.
Proof. Let P = {pj}kj=1 be the set of focal points, and let vi
.
= pi−y‖pi−y‖ be the unit
vector pointing towards pi from y. The gradient and Hessian of ϑP(y) at a point















Figure 4·2: Multiple concentric 3-ellipses (blue curves) with foci P =
{pi}3i=1. Point p is the geometric median of focal points. Direction of
gradient of ϑP(·) does not change along each black curve starting from
p, and its magnitude does not change along red curves.
is positive definite unless foci are collinear (Lemma 2); even in that case, it can be
easily shown that ϑP(y) is strictly convex along any line except the line that contains
the foci. Using this fact, it can be argued that ∂Q(r) for r > minϑP does not contain
any line segments and the direction of the gradient of ϑP(y) or
∑k
i=1−vi which is
parallel to the tangent hyperplane of Q(r) is unique on ∂Q(r). Furthermore, at the
geometric median (which could be a line segment) ‖
∑k
i=1 vi‖ is zero but as ‖y‖ → ∞
we have ‖
∑k
i=1 vi‖ → |N
+
i |. Due to strict convexity of ϑ(·), Dϑ(y) must attain any
direction and any length between zero and |N+i | at a unique location due to being a
monotone function [Kachurovskii, 1960] (see Fig. 4·2), except if there is a single focus
or along the line which contains all foci.
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Having established uniqueness of the equilibrium point, we now proceed to directed
acyclic graphs.
Proposition 7. Controller (4.19) is asymptotically stable for directed acyclic graphs.
Proof. Leaves of a directed acyclic graph are neighbor-free and are stationary. In the
absence of cycles, we define the degree of cascade of a node to be the length of the
longest path from that node to a leaf of the graph. Starting from degree one to higher
degrees, nodes reach their equilibrium.
For the case of directed graphs with cycles, proving stability still remains a challenge.
One natural first step could be to see if equilibrium points of (4.19) are Hurwitz-stable




T, where RB is called the bearing rigidity matrix. This matrix
is very similar to the directed bearing Laplacian matrix LB = H+ diag(P(u∗ij))HT




]T, x2 = [2 0]T, x3 = [3 − 4]T, and x4 = [2 − 2]T, the Jacobian matrix of
(4.19) and −LB both have an eigenvalue with a positive real part, thus rejecting the
conjecture made in [Zhao and Zelazo, 2015c].
4.5 Simulation Results
We present simulation results for both the bearing-only consensus and formation
control problems. In Fig. 4·3, the trajectory of an undirected and directed graph
with the same vertices is given for the consensus problem. In Fig. 4·4, trajectories
of an undirected graph, a strongly connected graph, and a directed cycle graph are
presented for the formation control problem. The figures include the plots of the









(a) Directed graph with globally reachable nodes







(b) Plot of Lyapunov functions
Figure 4·3: The red points correspond to the undirected version of the
graph in (a) and the blue points correspond to the directed graph. The
magenta plot in (b) corresponds to the strongly connected component







which is exact in this case for the strongly connected component 1-2-3-4.
4.6 Summary
We presented stability results for the bearing-only consensus and formation control
problems for undirected graphs using non-smooth Lyapunov functions. We extended
the controllers in these problems to directed graphs and provided sufficient conditions
for stability along with proofs of convergence but only for some cases. We also









(b) Initial formation and trajecto-
ries










(c) Plot of Lyapunov functions
Figure 4·4: Trajectories of an undirected graph (red), a directed graph
(blue), and the cycle graph 1-2-4-3 (green).
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Chapter 5
Bearing-Only Visual Homing with Field of
View Constraints
This chapter addresses the problem of bearing-only visual homing with field of view
constraints. We present a novel navigation vector field for the bearing-based visual
homing problem with static landmarks in 2-D and 3-D environments. This navigation
field consists of two control fields, which are tangent and normal to ellipsoids having
landmarks as their foci. The tangent field steers the robot to points where the average
of observed bearing vectors is parallel to the average of the desired bearings. The
normal field uses the angle between different pairs of bearings as a proxy to adjust the
robot’s distance from the landmarks and satisfy the field of view constraints. Both
fields are blended to construct an almost globally stable control law. This method
is straightforward to implement, as it requires only comparisons between average
bearings and angles of pairs of vectors. We provide simulations that demonstrate the
robustness of our approach on damped double integrators and unicycles.
Throughout this chapter, we assume the camera on the robot can rotate indepen-
dently from the body and direction of motion of the robot, and we model the field of
view as a cone with an angle less than π. Additionally, we assume that the robot’s
local reference frame is axis-aligned with a fixed world frame (e.g., through a global
compass direction). Notice that the last assumption is common in the literature.
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5.1 Related Work
One interesting problem is bearing-only navigation, which is motivated by vision
sensors in robotics applications. Vision sensors, such as monocular cameras, can
provide accurate bearing (relative direction) measurements, although the corresponding
distances are typically challenging to obtain with comparable precision. Also, vision
sensors usually have a limited field of view (FOV). These two limitations increase the
complexity of bearing-only navigation considerably.
The problem of interest here is visual homing: the task of reaching the desired
location using the bearing measurements of fixed landmarks in the environment [Hong
et al., 1992]. A practical application of this problem is when a robot takes a picture
of the environment from a home location, moves to a new place, and then needs to
return to the home location using only visual data from the camera. Existing methods
can be divided into gradient methods [Tron and Daniilidis, 2014,Lambrinos et al.,
1998,Cowan et al., 2002], image-based visual servoing [Corke, 2003,Papanikolopoulos
and Khosla, 1993,Liu et al., 2013], and ad-hoc methods [Argyros et al., 2001,Lim et al.,
2009,Liu et al., 2010,Loizou and Kumar, 2007]. While gradient methods can achieve
global stability [Tron and Daniilidis, 2014] without using range estimation (actual or
estimated), FOV constraints are not generally considered in any of these methods, and
it is common to assume omnidirectional vision sensors. Notable exceptions are [López-
Nicolás et al., 2009], where a homography-based approach is given for keeping a single
target in the field of view of a unicycle with an onboard IMU and with a camera
attached to the body, and [Cowan et al., 2002], where a navigation function based
approach was used but required planar targets with known geometry.
FOV constraints restrict the feasible locations for the robot’s moving sensor, thus
effectively creating obstacles in the configuration space of the robot. For completing
the visual homing task, the robot must avoid these obstacles to avoid losing track
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of objects of interest; however, such obstacles are not directly available to the robot
due to lack of distance measurements. Many different methods have been suggested
for control-based obstacle avoidance, some of which are potential methods [Khatib,
1986,Hernández-Martínez et al., 2011], navigation functions [Rimon and Koditschek,
1992], and harmonic functions [Connolly et al., 1990,Szulczyński et al., 2011]. Potential
methods are prone to local minima; navigation functions are free of local minima but
are sensitive to the value of a tuning parameter that is not known a priori. Harmonic
functions are usually computationally demanding and require the location of the
obstacles. An alternative approach is to directly design a navigation vector field which
encodes the objectives (desired home location and FOV obstacle avoidance) and is
employed directly or indirectly in the control synthesis step. This idea is used for
obstacle avoidance in unicycles, but with full information on the relative position of
the robot and obstacles [Panagou, 2014,Panagou, 2016].
5.2 Bearing-Only Navigation
The goal in the visual homing problem is to steer a robot to a desired location x∗ ∈ Rd,
specified by a set of (measured) desired relative bearings with respect to some fixed
landmarks in the environment with unknown locations. In addition, the robot can
only measure its relative bearings with respect to the landmarks. More formally,
assuming there are k landmarks P = {pi ∈ Rd}ki=1 present with k ≥ 2 (which come
from matching features between the images, the total number of landmarks can be
more), the desired bearings are given by {u∗i }ki=1 where u∗i
.
= u(x∗,pi), and measured
relative bearings are given by {ui}ki=1 where ui
.
= u(x,pi) and x ∈ Rd is the current
location of the robot.
In the presence of FOV restrictions and absence of information about landmark
locations, the robot must be able to maintain its sight over the landmarks and use
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the measured bearings to reach the goal position. Losing sight of them might make it
hard to recover as the robot has to readjust its position to some feasible location, but
finding such position requires some knowledge over the whereabouts of P. To avoid
this dilemma, we enforce the following conditions:
](ui,uj) ≤ φFOV, ∀i, j ∈ {1, . . . , k} . (5.1)
The constraints in (5.1) ensure that all the landmarks remain in the visual field of the
robot’s camera, modeled as a cone with angle φFOV < π. This can be summarized as
x(t) /∈
⋃
i,j Oij for all t, where Oij is a field of view obstacle set defined as:
Oij
.
= {x ∈ Rd : ](ui,uj) > φFOV}. (5.2)
Using this definition, we rewrite the problem statement as:
Problem 1. Given a set of desired bearings {u∗i }ki=1 of k ≥ 2 fixed landmarks P, find
a controller that steers the robot to the desired position where ui = u∗i , ∀i using only
bearing measurements {ui}ki=1 while avoiding all Oij sets.
We make these assumptions in solving this problem: 1) The robot carries a rotating
camera, e.g. a conventional camera mounted on a servo motor, which rotates freely
from the movement of robot. 2) The robot has perfect knowledge of orientation, i.e. it
knows the orientations of its body frame and the camera with respect to some global
frame and hence the measured current bearings and desired bearings are all given in a
common orientation frame. 3) The measured bearings are always correctly matched
with the corresponding landmarks.
In this section, we introduce two vector fields that we use to respectively adjust the
robot’s distance from the landmarks and direction of the average bearing vector. Later,
we combine them into our navigational vector field and use it for control synthesis.
The combined model can work with as low as two landmarks and is hence robust to
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occlusion. We also provide an empirical analysis on the performance of this field when
the last two assumptions are not met.
We frequently use the normalized version of vector fields, defined as follows.
Definition 4. The normalized vector field f(·) is denoted as f ◦ .= f‖f‖ , with f
◦ = 0
if ‖f‖ = 0 or if f is undefined.
5.2.1 Normal Flow
To avoid losing track of the landmarks, we require that the robot avoids the obstacle
sets Oij . Instead of directly enforcing this, we force the robot to stay in a safe set, using
the fact that the goal position x∗ is feasible w.r.t. (5.1), and that the pairwise angles
between the desired bearings, i.e. ](u∗i ,u∗j), are all less than φFOV. In particular, we
define the safe sets as regions where the view angle of landmarks is less than or equal
to the desired view angle given by desired bearings:
D∗ij
.






By definition, the set D∗ and the obstacle sets Oij are disjoint and therefore staying
in D∗ will guarantee FOV obstacle avoidance. This notion is depicted in Fig. 5·1 for
d = 2. For d = 3, Oij and D∗ij can be visualized by revolving their 2-D version about









Figure 5·1: Obstacle set O12 for φFOV ∈ {3π8 ,
7π
8
} and the safe set D∗12.
Boundaries are shown in black.
Moreover, it follows that x∗ ∈ D∗. In fact, since x∗ is located on the boundary of
D∗ij and D∗ is formed by the intersection of such sets, we have x∗ ∈ ∂D∗. This fact
motivates the design of a vector field that converges to ∂D∗. For this purpose, we






















Notice that v is a vector field dependent on x, while v∗ is a fixed vector.
Remark 2. The vector field v is defined everywhere, except at the landmarks (i.e.
x = pi, where ui is undefined), and where the gradient of ϑP is zero (−
∑k
i=1 ui = 0),
which happens at the geometric median of the landmarks. The geometric median is a
unique point unless k is even and all foci are collinear (e.g. an ellipse); in the latter
case, v is not defined on the line segment that contains the two middle foci (Lemma
3).
We also define δij to be the difference of the cosine of the current and desired
bearings of landmarks pi and pj:
δij(x)
.
= uTi uj − u∗Ti u∗j . (5.5)
Note that D∗ij can be redefined as {x ∈ Rd : δij(x) ≥ 0}.
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The condition u∗i 6= u∗j in (5.7) excludes the case where x∗,pi,pj are collinear, in
which case the D∗ij becomes degenerate (the line containing pi and pj except the line
segment pi-pj). In practice, this means landmarks are occluding each other, and it
would be impossible to differentiate them.
The sign of δı̂̂ determines whether the robot is in D∗ or not. If δı̂̂ < 0, then the
robot is outside of at least one of the pairwise safe sets D∗ij and therefore it is not
in D∗. Otherwise if δı̂̂ ≥ 0, we have x ∈ D∗, with equality holding on ∂D∗. The
normal field fn moves the robot away from the landmarks if the robot is not in D∗,
and moves it towards the landmarks if the robot is in the interior of D∗ (see Fig.5·2a
and Fig.5·2b).
Theorem 9. The flow of the normal field fn(x) converges to ∂D∗.
Proof. Take the Lyapunov function Vn = 12‖
∑k
















































δı̂̂ > 0 and hence ẋ = v, we have V̇n < 0 almost everywhere (except at geometric
median or if all landmarks are collinear) and decrease in Vn means an overall increase in
the pairwise angles. The opposite is true for δı̂̂ < 0. In addition, ∂D∗ is a bounded and
closed surface, hence following fn (which adjusts ϑP and spans entire Rd) eventually
leads to ∂D∗.
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Despite the overall reduction of pairwise angles when the robot moves away from
the landmarks, if the robot has a small field of view (i.e. φFOV is small) and starts
outside of D∗ and very close to landmarks, it might briefly enter an obstacle set on its
way towards D∗. Even if this happens, one remedy would be to keep moving away in
the same direction until the landmarks are back in sight.




Figure 5·2: In (a)-(b) the normal flow f ◦n and the set D∗ are shown
for two and three landmarks, and in (c)-(d) the tangential flow f ◦t and
the isonormal curves ξv∗ and ξ−v∗ are observed. The goal position x∗
is at the intersection of the ∂D∗ set and the ξv∗ curve (marked by ).
Since there are an even number of collinear landmarks in (c), geometric
median is not unique and is shown by the line segment p1-p2. In (d)
geometric median is unique and is shown by p .
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5.2.2 Tangential Flow
We previously defined the safe set D∗ and the normal field fn which converges to ∂D∗
containing x∗. Here we introduce a complementary field which also contains x∗ as an
equilibrium point. The tangential field ft is defined as:
ft(x) = −P(v)v∗, (5.8)
where P(v) is the projection matrix of vector v from (2.2). Contrary to fn, ft keeps
the value of the distance function ϑP (from (2.7)) fixed.
Lemma 16. The two vector fields ft and fn are orthogonal and integral curves of ft
lie on k-ellipsoids.
Proof. Since vTP(v) = vT(Id − vvT) = 0, we have fTn ft = 0 everywhere. Moreover,
ft is always orthogonal to v and therefore orthogonal to the gradient of ϑP(x), ergo
moving with ft does not change ϑP , hence the claim.
While fn is always parallel to the gradient of ϑP(x) and therefore normal to
k-ellipsoids, ft is always tangent to k-ellipsoids. Plots of the normalized tangential
field are given in Figures 5·2c-5·2d, which shows that the flows lie on 2-ellipsoids
(i.e. ellipses) and 3-ellipsoids. Additionally, ft circumvents the landmarks instead of
directly passing between them. This behavior is useful for avoiding the FOV obstacles
sets.
Here we show that ft yields convergence of v to v∗. Later, we investigate its
equilibrium points and their properties.
Theorem 10. The flow ẋ = ft(x) leads to convergence of v to v∗ almost globally.
Proof. Take Vt = 12‖v − v
∗‖2 as a Lyapunov function. Using the chain rule, ∂Vt
∂x
=


















= −F, where F is the Hessian of ϑP . Also from (2.2) we have
P(
∑k





i=1 ui‖−1(v − v∗)TP(v)FP(v)v∗. Since




i=1 ui‖−1fTt Fft. Using Lemma 2, if F is positive definite we have V̇ < 0
whenever ft 6= 0. If F is positive semidefinite, v is also parallel to all bearings and
the zero eigenvector of F, and because ft is orthogonal to v (see Lemma 16) we again
have V̇ < 0, unless, ft = 0, which happens for v = ±v∗. This means that any point
x0 with v(x0) = −v∗ is also an equilibrium point of ft. Since at v = −v∗ the value
of Vt is at maximum and it is decreasing almost everywhere, then any scuh x0 is an
unstable equilibrium of ft. This can also be verified by calculating the jacobian of ft
at x0.
To find the equilibrium points of ft, we need to find points where v(x) = ±v∗,
since P(v∗)v∗ = P(−v∗)v∗ = 0. We will show that such points form two curves
{ξv∗ , ξ−v∗}, which we call isonormal curves, and they start from a/the geometric
median point of the foci and move away from the foci such that they intersect with
any k-ellipsoid only once.
Proposition 8. Let ξv0 = {x ∈ Rd : v(x) = v0} be the set of points where v is equal
to an arbitrary value v0 ∈ Sd−1. Then:
1) ξv0 is a 1-D open curve.









3) Every point in ξv0 \ P is regular.
Proof. The proof is based on compactness and strict convexity of the set S = Q(r) (see
Proposition 6). Considering only hyperplanes with normal vector v0 toward the inside
of S (opposite to the gradient of ϑP), for a given r the hyperplane is tangent at
exactly one point on S; equivalently stated, the Gauss map [Gauss and Pesic, 2005]
of S (i.e. ∂S 7→ Sd−1) is surjective. Uniqueness of the normal vector v0 on S
implies that ξv0 intersects with any k-ellipsoid (∂S) at a single point. Starting from
rmin = minx ϑP(x) which happens at a/the geometric median point, as r → ∞
the set ξv0 traces a curve which we now show to be regular everywhere except at
the foci. In detail, we introduce the parametrization where ζ(r) ∈ ξv0 represent
















the latter inequality, ∂ζ ∝ −F(ζ)−1v0. Regularizing with respect to r, we get
∂ζ
∂r
= −F(ζ)−1v0(ηTF(ζ)−1v0)−1. This derivative exists everywhere except at foci.
Hence, ξv0 is a curve that is regular everywhere except at foci. Furthermore, the set
Ui contains the limit points of v(x) as x→ pi.
Figures 5·2c and 5·2d have the ξv∗ , ξ−v∗ curves for k = 2, 3. Fig. 5·3 depicts these
curves for different unit vectors v0 with k = 4. See Fig. 4·2 for a similar plot for k = 3.
Remark 3. Since the unstable equilibrium points of ft lie on the ξ−v∗ curve, ft is





Figure 5·3: Multiple confocal 4-ellipsoids in 2-D with various isonormal
curves ξv0 corresponding to v0 = [cos(θ), sin(θ)]T for θ ∈ { iπ18}
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i=0. Point
p is the geometric median of foci.
69
5.2.3 Combined Flow
We use the normalized fields f ◦n,f ◦t instead of fn,ft as their directions carry useful
information while we manually set the magnitudes. Our goal is to build a combined
field f from f ◦n,f ◦t that converges to the intersection of ∂D∗ and ξv∗ which is x∗. We





t (x) + gn(x)f
◦
n(x) , (5.10)
where gt, gn : Rd 7→ R are non-negative gain functions.







cos(φFOV + φ0) > −1 where φ0 = arctan(gngt ).
Proof. From Theorem 10, V̇t ∝ −fTt Ff . Defining ri as ri
.
= ‖x− pi‖ and expanding
























































. Since bearings are contained in a cone, we have |uTi f ◦n| ≥
cos(φFOV
2
) and uTi f ◦t ≤ sin(
φFOV
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cos(φFOV + φ0) > −1.
The conditions of Theorem 11 are sufficient but not necessary. Even if this is not
met and gnf ◦n momentarily increases Vt, the gtf ◦t is eventually able to compensate
thanks to its global stability. Moreover, since ft keeps ϑP fixed, the flow gnf ◦n converges
to ∂D∗.
While there is not a unique way to design these functions depending on the desired
behaviour, we suggest these criteria:
1) The field f ◦t (moving along k-ellipsoids) is always active.
2) If x /∈ D∗, move towards ∂D∗ by activating f ◦n.
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3) If x ∈ D∗, activate f ◦n only if v is close to v∗.
The reason behind delayed activation of f ◦n when the robot is in D∗ is that staying
on ∂D∗ might take the robot too close to the landmarks and cause collision, whereas
staying on a k-ellipsoid in D∗ ensures a minimum distance (see Fig. 5·2).





0 x < 0
3ε−2x2 − 2ε−3x3 0 ≤ x ≤ ε
1 ε < x
(5.11)








= max(0,vTv∗)bε(δı̂̂) + bε(−δı̂̂) . (5.12b)
The function gt is: 1) equal to one when ](v,v∗) ≥ π2 , 2) less than one when
](v,v∗) < π
2
, which slows down the convergence to v∗ as v → v∗. The function
gn: 1) pushes the robot away if δı̂̂ is negative by bε(−δı̂̂), 2) attracts it towards
the foci by bε(δı̂̂) cos(](v,v∗)) once ](v,v∗) < π2 . Using a bump function will





q− cos(φFOV) to ensures that the smooth transition phase never falls in the
obstacle set Oı̂̂. For such pair p̂, q̂ with τ = u∗Tp̂ u∗q̂ − cos(φFOV), we have bε(−δp̂q̂) = 1
if −τ < δpq ≤ −ε.
Remark 4. While the visual homing approaches typically require all of the desired
bearings, f can be utilized using only the unit vector v∗ ∈ Sd−1 (containing d − 1
parameters) and the angle between the bearings of two of the desired landmarks (i.e.
](u∗i ,u
∗
j)). These d parameters produce a minimal representation of the home location
x∗. This is due to the fact that x∗ is at the intersection of ξv∗ and ∂D∗, but also at




As ft only requires v,v∗ and these are obtained from unordered sums over the bearings
(5.4), both v,v∗ can be computed without directly associating each bearing ui with
its corresponding u∗i . For fn, however, correct associations are needed for calculating
{δij} and δı̂̂. If bearings are mismatched, the convergent point x̃∗ still lies on ξv∗ as
ft remains the same, but x̃∗ 6= x∗ if ı̂ or ̂ is mismatched near x̃∗. Point x̃∗ is not
inside of obstacle sets nonetheless since the angle between any pair of desired bearings
is less than φFOV.
Occlusion
If sight over some of the landmarks is lost due to occlusion, the combined flow of the
remaining landmarks remains convergent to x∗ (See Fig. 5·2 for k = 3, 2). Notice that
ft only needs a single landmark, but fn needs at least two.
Orientation bias
If there is bias in the orientation estimate of the robot with respect to a global frame in
which {u∗ij} are expressed, the bearing measurements ũij are corrupted by a rotation
R̃ ∈ SO(d) such that ũij = R̃uij . In this case, the combined flow is convergent to the
intersection of ∂D∗ and ξṽ∗ , where R̃ṽ∗ = v∗ or ṽ∗ = R̃Tv∗.
5.3 Applications Beyond Single Integrators
Following [Panagou, 2014], we propose control laws for the damped double integrator
and unicycle dynamics. We empirically show via simulations the convergence of
these applied control laws. A full theoretical convergence analysis (e.g., the basin of
attraction of initial conditions) is left for future work.
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5.3.1 Damped Double Integrator Control Synthesis
We assume the following linear system dynamics:
ẍ = −λ0ẋ + µ, µ = αf(x), (5.13)
where x ∈ Rd is the position, α > 0 is a constant, and λ0 > 0 is a damping coefficient.
An appropriate choice of λ0 is necessary to alleviate overshoots.
5.3.2 Unicycle Control Synthesis
Instead of f we use f ◦ as a navigation vector field, which suggests the suitable direction
to follow, and requires manual setting of the velocities (as in [Panagou, 2014]). For the
state variables q = [ xT, θ ]T ∈ R3 consisting of the position x ∈ R2 and the orientation
θ, the equations of motion are:
q̇ = [ cos(θ) sin(θ) 0 ]Tυ + [ 0 0 1 ]Tω , (5.14)
where υ, ω ∈ R are linear and angular velocities of the robot with respect to its
body-fixed frame. Given the following:
υ = kυ
(√
1− vTv∗ + |δı̂̂|
)
(5.15a)
ω = −kω(θ − ψ) + ψ̇ (5.15b)
as a suggested control law, ψ .= arctan(f ◦2 , f ◦1 ) is the orientation of f ◦(x) at current
position and kυ, kω are positive gains. In (5.15a), the velocity is positive everywhere
except at x∗, and (5.15b) yields exponential convergence of θ to ψ.
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5.4 Simulation Results
We present simulation results for the visual homing problem for unicycles in 2D and
double integrators in 2D and 3D. In Fig. 5·4, the trajectories from control laws in
(5.13) and (5.15) are plotted from different initial states. See [Karimian and Tron,
2020,Karimian and Tron, 2021] for more results.
5.5 Summary
In this chapter, we presented a novel navigational vector field suitable for the visual
homing problem with field of view constraints. Our vector field works with a minimal
representation of the home location, and is almost globally stable while respecting
field of view constraints. We demonstrated the viability of our navigation field by
designing controllers for double integrator and unicycle systems directly using the
input from our field.
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(a) Double integrator, λ0 = 1, α = 14


















(c) Double integrator, λ0 = 1, α = 14












(d) Double integrator, λ0 = λ0 = 1,
λ0 = 0.7, α =
1
4
Figure 5·4: In (a)-(b)-(c), trajectories of a double integrator and a
unicycle and f(x) are given with respect to 3 landmarks from differ-
ent starting points in 2D and 3D. The goal positions are located at
x∗ = [2, 1]T and x∗ = [2, 1, 2]T. In (d), blue and cyan trajectories are
convergent to x∗ = [1, 1]T and two other points at the intersection of
∂D∗ and ξṽ∗+ , ξṽ∗- , due to {0,±
π
6
} radian tilt in the respective orien-
tation frames. Purple trajectories correspond to six possible pairwise
permutations of two of the bearings due to landmark mismatch, which
all end on ξv∗ and outside of the obstacle sets, but not on x∗.
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Figure 5·5: In (a), the magnitude of velocity and acceleration of the
double integrator systems from Fig 5·4a are given. In (b), the linear
and angular velocity of trajectories from Fig 5·4b are plotted. The
observed chattering happens when robot crosses ∂D∗. Using Control
Barrier Functions can alleviate chattering.
76
Chapter 6
Rotational Outlier Detection in Pose Graphs
In this chapter, we contribute to the state of the art of outlier detection in pose graphs,
by proposing a method to detect incorrect orientation measurements prior to pose
graph optimization by checking the geometric consistency of rotation measurements.
The novel aspects of our method are the use of Expectation-Maximization to fine-tune
the covariance of the noise in inlier measurements, and a new approximate graph
inference procedure, of independent interest, that is specifically designed to take
advantage of evidence on cycles with better performance than standard approaches
(Loopy Belief Propagation). We present simulation and experimental results that
evaluate the performance of our outlier detection and cycle-based inference algorithms
on synthetic and real-world data.
We first review a probabilistic graphical model for error propagation on the
space of rotations, and errors on cycles of poses (Section 6.2). We then review
Belief Propagation for performing inference on the graphical model, describe our
ADMM-based alternative (Section 6.3); and show how this inference can be embedded
in an Expectation-Maximization procedure to estimate the variances of the inliers
and the outliers (Section 6.4). Finally, we present our simulations and experiments
(Section 6.5).
Throughout this chapter, we use the term outlier for physically impossible mea-
surements, i.e., the obtained measurements are distant from actual values due to
incorrect assumptions and associations made in the perception of the environment.
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6.1 Related Work
Reconstructing a 3-D scene from a collection of ordered or unordered images or videos
is one of the most prominent classical problems in computer vision and robotics. In
computer vision, this task is known as Structure from Motion (SfM), and is traditionally
performed using images alone. The typical solution pipeline for this problem [Hartley
and Zisserman, 2004,Moulon et al., 2013, Olson et al., 2006] includes three steps:
1) estimate relative poses between pairs of images using matched features [Lowe,
2004,Dong and Soatto, 2015,Bay et al., 2008] and robust fitting techniques [Fischler
and Bolles, 1981,Hartley and Li, 2012]; 2) combine the pairwise estimates, either in
sequential stages [Snavely et al., 2006,Agarwal et al., 2011,Agarwal et al., 2010,Frahm
et al., 2010,Snavely et al., 2008], or by combining poses alone (without considering a
3-D structure) in a pose-averaging [Tron and Vidal, 2014,Hartley et al., 2013,Aftab
et al., 2014,Chatterjee and Govindu, 2013,Martinec and Pajdla, 2007,Arie-Nachimson
et al., 2012,Wang and Singer, 2013] or pose-graph [Carlone et al., 2015] approach; 3) use
Bundle Adjustment (BA) [Triggs et al., 1999,Hartley and Zisserman, 2004,Engels
et al., 2006], which minimizes the reprojection error by considering jointly the motion
and the structure.
In robotics, a very similar task is known as Simultaneous Localization and Mapping
(SLAM, [Cadena et al., 2016]), and it usually includes the use of additional information
such as wheel odometry, inertial measurements, or laser scans. Visual SLAM is a
variant of the SLAM problem where only visual information obtained from a camera is
used for the task [Taketomi et al., 2017]. Similarly to the case of SfM, the state of the
art approach for SLAM is based on a pose graph formulation where nodes represent
robot poses at different times, and edges represent relative pose measurements between
pairs of nodes. One typical difference between typical SfM and SLAM applications is
that, in the latter, the images are mostly ordered; hence, edges in the graph can be
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divided into two categories: ego motion edges which correspond to temporally close
measurements; e.g., visual odometry measurements (for which temporal correlations
can easily predict the presence of outliers), and loop closure edges which correspond
to temporally distant measurements, e.g., when the same physical location is revisited
at different times.
In both pose averaging for SfM, and Pose Graph Optimization (PGO) for SLAM,
the absolute poses (nodes) in the graph are estimated from all the measurements (edges)
via a Maximum Likelihood (ML) formulation [Olson et al., 2006,Dellaert and Kaess,
2006], which typically involves solving a nonlinear least squares error minimization
problem, and is highly sensitive to initialized values and the unavoidable presence of
outlier measurements. For the problem of initialization, the most effective solutions use
relaxations based on eigenvector computations or semi-definite programming [Martinec
and Pajdla, 2007,Arie-Nachimson et al., 2012,Wang and Singer, 2013,Carlone et al.,
2015]. More recent techniques can certify the global optimality of their ML estimates
[Rosen et al., 2019,Kasten et al., 2019,Eriksson et al., 2018,Briales and Gonzalez-
Jimenez, 2017].
For the problem of outliers, traditional approaches rely on local optimization from
an initial guess, and either discount outliers using robust cost functions [Agarwal
et al., 2013,Olson and Agarwal, 2013,Lee et al., 2013]), or attempt to directly identify
them [Sünderhauf and Protzel, 2012a, Sünderhauf and Protzel, 2012b, Latif et al.,
2013, Carlone et al., 2014, Graham et al., 2015]. In the latter group, there exist
techniques based on inference on graphical models [Zach et al., 2010]. Empirically,
these methods work well when the outliers are only few, and embedded in a dense graph
of otherwise valid measurements; their performance decreases in more challenging
regimes, such as in the alignment of multiple maps in SLAM, where many of the
associations (loop closures) can be erroneous, and, for instance, finding a good initial
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guess for the alignment is more challenging. Existing solutions for this problem are
limited to either a single map (as the optimization based approach in [Lajoie et al.,
2019]) or two maps (as the set maximization approach of [Mangelson et al., 2018]).
6.2 Probabilistic Model
In this section, we describe the approximate additive Gaussian noise model on rotations
used for modeling the errors on single edges and along graph cycles, as well as the
graphical model used to relate the inlier versus outlier probabilities for each edge with
the evidence provided by the geometric consistency of cycles.
6.2.1 Gaussian Noise Model and Uncertainty Propagation
We denote the graph of poses as G = (V , E , T ) with vertices V = {1, . . . , n} representing
absolute poses that need to be estimated, and edges E ⊆ V × V representing the
existence of measured relative transformations T̃ij ∈ T between them, i.e., T̃ij ≈
TjT
−1
i , and T is the set containing such relative transformations. Each pose Ti is
represented as a member of a matrix Lie group, i.e., a group whose elements and group
operation are representable by square matrices, and that is also a smooth differentiable
manifold.
We limit our attention to SO(3), leaving the applications of our methods to other
Lie groups (e.g., SE(d) or Sim(d)) as future work. As we will show, this choice already
provides significant benefits in the detection of outliers.
We model errors over rotations through a Gaussian distribution in local exponential
coordinates, i.e., the distribution is defined in the tangent space at the mean, and
mapped to the Lie group via the exponential map. Formally:
ε ∼ N (0,Σ)
R̃ = exp(ε̂) R
(6.1)
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where ε ∈ R3 is a zero-mean Gaussian random variable with covariance matrix
Σ ∈ R3×3, and ε̂ ∈ so(3) is a skew-symmetric matrix given by the hat operator
ε̂ =
 0 −ε3 ε2ε3 0 −ε1
−ε2 ε1 0
 . (6.2)
We assume that, for inlier measurements, the magnitude of the vector ε, which
represents the magnitude of the noise, is small, thus justifying the following.
Lemma 17 ([Barfoot, 2017], 7.3). The first order approximation of the uncertainty in
the composition of two rotations R̃1 ∼ NSO(3)(R1,Σ1) and R̃2 ∼ NSO(3)(R2,Σ2) is:
R̃2R̃1 ∼ NSO(3)(R2R1,Σ2 + R2Σ1RT2 ) (6.3)
This approximation comes from the truncation of the Baker–Campbell–Hausdorff
formula [Barfoot, 2017] and is justified by our assumption that the inlier errors are
relatively small. In addition, we make the following assumption about Σ:
Assumption 2. The rotation distributions are isotropic, i.e. Σi = σ2i I3, where I3 is
the identity matrix.
Combining Assumption 2 with (6.3), the distribution of the composition of a subset












If all the variances σi are equal, the resultant covariance matrix is given by mσ2I3,
where m = |S|. Since the expected length of a zero-mean spherical Gaussian random
variable ε ∼ N (0, ς2Id) is tightly bounded as d√d+1ς ≤ E(‖ε‖) ≤
√
dς [Chandrasekaran
et al., 2012, Definition 3.1], for small enough m and σ the expected value of noise is
proportional to
√
m; this was experimentally validated in [Enqvist et al., 2011, Fig. 3].
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6.2.2 Inlier and Outlier Gaussian Mixture Model
We model the distribution for each measurement Re along an edge e ∈ E with a
Gaussian mixture model with two modes, one for inliers and the other for outliers.
We use the Bernoulli indicator variable xe ∈ {0, 1} to denote e as an inlier (xe = 0) or
an outlier (xe = 1), with respective (user-defined) prior probabilities p(xe = 0) = πe
and p(xe = 1) = 1 − πe
.
= π̄e. Building upon Assumption 2, we assume that every
inlier edge has uncertainty σ2I3 and every outlier edge has uncertainty σ̄2I3, where
σ̄  σ; note that a sufficiently large value of σ̄ in practice leads to an approximation
of the uniform distribution.
6.2.3 Graphical Model for Evidence over Cycles
A simple cycle is a closed chain of edges where each edge appears only once. Every
simple cycle c in our pose graph corresponds to an ordered set of rotation measurements
along the edges of the cycle, and the composition R̃c of these rotations R̃c =
∏
e∈c R̃e
should, ideally, be close to the identity (i.e., transforming a reference frame along a










where ‖·‖F is the Frobenius norm, we can use (6.4) to obtain a probabilistic mode
(distribution) of R̃c. Note that the variance of R̃c mainly depends on the length and
the number of outliers of the cycle.
Similarly to previous work that aims to use geometric relations in cycles in Structure
from Motion [Zach et al., 2010,Enqvist et al., 2011], we model the relation between
errors on edges and cycles by using a Bayesian network in which every edge e ∈ E ,
and every cycle c ∈ C of the original pose graph is modeled by a node in the Bayesian
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network, and each edge e is connected to the cycles c to which it belongs (Figure 6·1b);
the cycles serve as evidence for inferring the hidden inlier/outlier state random variables
xe for each edge e ∈ E . The joint probability distribution given by this model for








where C is a set of cycles in G, and p(xe) is the prior probability of edge e, and xc
is the vector containing xe values for every e ∈ c. Equation (6.6) can be graphically
represented using a factor graph (Figure 6·1c).
Letting sc = 1Txc be the number of outliers in c for the configuration x, the
(a)
x1 x2 x3 x4 x5
zc1 zc2 zc3
(b)
π1 π2 π3 π4 π5
x1 x2 x3 x4 x5
fc1 fc2 fc3
(c)
Figure 6·1: (a) Example of a small problem with four poses, five
measurements, and three cycles; (b) A Bayesian network representation
where the upper nodes correspond to the edges and the bottom nodes
correspond to cycles (shaded in gray because they are observed variables);
(c) The factor graph representation, with {πe} representing the edge
prior probabilities, and {fc} the cycle evidence.
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2 + (|c| − sc)σ2
)
I3 and |c| is the length of the cycle.
Note that in robotics applications (see also our experiments), we can limit the
inference of xe to loop closure edges Elc; in modern systems, ego motion edges are
unlikely to contain outlier measurements, hence we set the priors πe = 1 for any ego
motion edge e ∈ E . Moreover, using all possible cycles is neither necessary nor practical
for this task. The total number of cycles in a graph, in general, grows combinatorially
with the size of the graph, leading to a proportional increase in the computational
cost. To deal with this issue, we restrict ourselves to cycles from a Minimum Cycle
Basis Cmin ∈ 2C̄ of the pose graph, obtained using the de Pina’s method [Mehlhorn
and Michail, 2007]. This reduces the number of cycles to O(|Elc|), covers all the edges
in bi-connected components of the pose-graph, and every other cycle can be obtained
as a combination of cycles in the basis. Moreover, the MCB, which is minimal in the
sense of the number of times each edge appears in cycles in Cmin, has the benefits of
1) reducing the number of connections in the Bayesian graphical model (Figure 6·1b);
and 2) short cycles reduce the uncertainty in the observations zc along cycles with
only inliers (see the discussion in Section 6.2.1). In future work, we will explore the
option of finding a basis that is minimal in the sense of the sum of the errors zc.
6.3 Inference for Graphical Models
In this section, we assume that the set of parameters Θ = {σ, σ̄,Π} where Π = {πe}e∈Elc
is given, and that we aim to find the marginal probabilities from (6.6) for each edge,
i.e., γe , p(xe|z), e ∈ E (in Section 6.4, we will extend the procedure to concurrently
estimate σ,σ̄ from the same data). An exact solution to this probabilistic inference
problem can easily become intractable, as the complexity increases exponentially with
the number of edges. Resorting to approximation methods, we consider two options
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1) Loopy Belief Propagation (BP), which represents the standard traditional choice
for approximate inference in graphs, although it is not guaranteed to converge for
general graphs; and 2) our novel inference algorithm based on dual decomposition
along cycles with the Alternating Direction Method of Multipliers (ADMM), which
instead has local convergence guarantees. Section 6.5 shows that, in our setting, the
latter is superior in terms of outlier detection.
6.3.1 Belief Propagation
Belief Propagation is one of the most well known inference algorithms for finding
marginal and conditional probabilities; it is a Variational Inference approach based on
the minimization of the Bethe free energy [Yedidia et al., 2005]. For graphical models
with loops, vanilla BP may fail to converge, and, even if it converges, the solution is
generally not exact [Yedidia et al., 2005].
We review here the factor graph version of BP via the example of Figure 6·1. In
BP, messages are sent between neighboring variables and factors according to the











where ne→fc is the message from variable e to factor fc, and mfc→e is the message
from factor fc to variable e; N(e) and N(fc) denote the factors that are connected to
the random variable xe and the factor fc, respectively (the former includes the prior
πe, which is constant). These messages are passed in an asynchronous order until









where be is the belief for the indicator variable of an edge and an approximation of
γe = p(xe|z), and bc is the belief of all random variables connected to factor fc, and an
approximation of γc , p(xc|z) (note that γc is used in the Expectation-Maximization
procedure in Section 6.5). To force convergence of the BP iterations, we introduce
a damping factor as suggested in [Robert, 2014, Chapter 22] (we use 0.5 in our
experiments).
6.3.2 Alternating Direction Method of Multipliers
The Alternating Direction Method of Multipliers (ADMM) provides a robust and
decomposable algorithm for optimization problems by breaking them into smaller
and easier to handle sub-problems [Boyd et al., 2011]. For convex problems, ADMM
guarantees global linear convergence rate [Nishihara et al., 2015]. It can also be used
in non-convex problems, although in that case it will convergence to a local minimum.
In order to estimate γe and γc, instead of marginalizing p(x, z) over each edge
directly, we propose to marginalize over the each cycle, i.e.,




and then force the marginals of each edge e from different overlapping cycles to
agree on a common value. Intuitively, our approximation strategy aims to preserve
the statistical correlation (joint distribution) between edges in the same cycle, while
ignoring the correlations across cycles.
More in detail, we can implement this strategy by solving a consensus problem
with ADMM [Boyd et al., 2011, Chapter 7]. We denote as v̂c ∈ R2
|c| the vector
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containing all probabilities pc(xc|zc) obtained from (6.9) evaluated over all possible
values of xc ∈ {0, 1}|c|. For each cycle c, we try to estimate a vector vc such that
1) vc is close to v̂c, and 2) when two distributions vc, vc′ for two overlapping cycles
c, c′ are marginalized with respect to a common edge e ∈ (c ∩ c′), the two results
agree. We will parameterize the marginal distribution γe by keeping track of the inlier











subject to pTe,cvc = we, ∀c ∈ C, e ∈ c,
0 ≤ w ≤ 1,
(6.10)
where hc(·) is a cost function (described further below), and w ∈ R|Elc| is the vector
of all {we}. The indicator vectors pe,c ∈ {0, 1}2
|c| are a vectorial representation for
obtaining the marginal inlier probability we given the cycle distribution vc, e.g., for
a cycle c of length 3, we have p1,c = [1, 0, 1, 0, 1, 0, 1, 0], p2,c = [1, 1, 0, 0, 1, 1, 0, 0],
and p3,c = [1, 1, 1, 1, 0, 0, 0, 0]. The last condition in (6.10), which is an element-wise
comparison on w, ensures that each marginal probability we from w is positive and
less than or equal to one. Each term hc(·) in (6.10) represents a metric on how vc is








‖vc − v̂c‖2 if 1Tvc = 1, 0 ≤ vc ≤ 1,
+∞ otherwise. (6.11)
(In future work, we plan to evaluate other measures of similarity between c and ĉ, such
as the Kullback–Leibler divergence.) In (6.10), each hc (i.e., each cycle), is considered
a subproblem with its own local constraints that can be solved in a distributed fashion.
Subproblems c, c′ that share an edge are forced to indirectly agree through the average
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by the implied constraints pTe,cvc = pTe,c′vc′ = we. This problem formulation is very
similar to a consensus optimization problem, with the difference being that a linear
combination of the variables vc should reach consensus instead of the full vector, plus
the global constraint 0 ≤ w ≤ 1. To apply ADMM, we write (6.10) using the indicator










subject to Pcvc = wc, ∀c ∈ C,
(6.12)
where the vector wc ∈ R|c| contains the elements we of w for every e ∈ c and
P ∈ R|c|×2|c| is obtained by horizontally stacking the vectors pTe,c. The augmented













with dual variables yc ∈ R|c|, and penalty parameter ρ. The ADMM iterations for this

























c + ρ(Pcvc −wkc ).
(6.14)
Note that the variables vc and yc can be updated in parallel for each cycle. The
solution for vc is obtained by solving a quadratic programming problem (which can
be done efficiently), while the solution for the global consensus variable w is given by:


















The denominator in (6.16) is the number of times edge e appears in different cycles,
and therefore τ k+1e is the average of marginalized values for edge e plus the component
of ykc that corresponds to e over cycles that contain that edge. In (6.15), the values of
τ k+1 are projected to be between zero and one.
This problem will reach (local) optimality when the primal residual rk and dual










(wke − wk−1e )2
(6.17)
The penalty parameter ρ plays a very important role in the convergence speed of this
method. Intuitively, small ρ allows intermediate solutions to have a much lower cost
while somewhat ignoring the primal feasibility, and makes the solution less impacted
by initial value and easier to escape from the local minima, whereas a large ρ will
place a large penalty on violating the consensus constraints, but tends to produce
small primal residuals. As suggested in [Boyd et al., 2011, Chapter 3], we start with a
small ρ, and gradually change the value of ρ based on primal and dual residual, using
the following dynamic update rule:
ρk+1 =

τ incrρk if rk ≤ µtk
ρk/τ decr if tk ≤ µrk
ρk otherwise,
(6.18)
where µ > 1, τ decr > 1, and τ decr > 1 are constant parameters.
A disadvantage of our method is that the local variables {vc} have dimensions
that grow exponentially with the length of the cycles; however, in our experiments we
noted that cycles of length up to |c| = 15 remain tractable, and longer cycles could be
89
discarded, since they are unlikely to provide strong evidence.
6.4 Expectation-Maximization
In the previous sections, we assumed that the parameters Θ = {σ, σ̄,Π} (the inlier and
outlier standard deviations, and the edge prior probabilities, respectively) were given.
However, this assumption is not true and these parameters need to be estimated. By







p(zc | ςc(xc)) (6.19)
where the first term is a given by Bernoulli distribution. With some abuse of notation,
we assume πe is p(xe = 0) and π̄e = 1 − πe which yields p(xe|πe) = π1−xee π̄xee . The
second term is a wrapped Gaussian mixture distribution:











(1Txc)σ̄2 + (|c| − 1Txc)σ2, φ(ςc) is a normalizing constant for the














and the term ς−3c comes from the denominator of the Gaussian probability density
function,
√
det(ς2c I3). The value of ςc(xc) only depends on the number of outliers
sc = 1
Txc, hence we can denote it is ςc(sc). The log-likelihood function is:




(1− xe) log(πe) + xe log(π̄e) +
∑
c∈C









In the Expectation step, we find the expectation of the log likelihood of Θi with
respect to the current distribution of x given z and previous estimate of parameters
Θi−1:




We use γie = p(xe|z,Θi) for the marginal of edge e, and γic = p(xc|z,Θi) for the
marginal of cycle c, given the parameters Θi (these are approximated via either BP or












p(xc|z,Θ(i−1)) log p(zc|xc, σ(i), σ̄(i)) (6.24b)





e , but for σ(i) and σ̄(i) it is not as straightforward. Each term in the summation in
(6.24b) is a quasiconcave function, but their sum need not be quasiconcave. Therefore,
we use a grid-search to find σ and σ̄ at each iteration.
6.5 Simulations and Experiments on Map Merging
In this section, we provide performance results of our outlier detection algorithm over
synthetic and real data. For the synthetic data, we repeatedly generate a pose graph
with two maps of 15 nodes each and random poses. At every iteration, m edges are
added between the two maps, where m varies from 10 to 200 with increments of 5.
For every given m, from 1 to m − 1 edges are selected to be outliers (with unitary
increments). Inlier and outlier edges are given a random noise rotation with a random
direction, and the magnitude of noise uniformly selected within εmin ≤ ‖ε‖ ≤ εmax
for inliers and ε̄min ≤ ‖ε̄‖ ≤ ε̄max for outliers for two different sets of values given
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in Table 6.1. The total number of generated graphs is 8, 112 and both BP and
ADMM inference algorithms were used on the same graphs. We perform two similar
simulations with different bounds for noise distributions given in Table 6.1.
εmin εmax ε̄min ε̄max
Simulation 1 2.4◦ 3.6◦ 72◦ 108◦
Simulation 2 1.6◦ 2.4◦ 16◦ 24◦
Table 6.1: Noise distribution parameters for simulations 1 and 2.
In Figures 6·2a and 6·2c, we plot each simulation as a point on the precision-recall
plane. Figures 6·2b and 6·2d, the ratio of detected outliers is plotted versus the ratio
of the outlier edges to total loop closure edges. It is clear that our ADMM inference
performs better than BP, as it has overall higher precision and recall. In addition, as
the ratio of outliers to loop closure edges increase, the performance of BP continuously
deteriorates, while ADMM presents a V-shaped curve; we hypothesize that this is due
to the fact that situations with a majority of inliners or outliers represent easier cases
(there is little discrepancy between the results of the local inferences over the different
cycles), while mixed situations are more difficult to reconcile.
In Fig. 6·3 we present an SfM experiment on the Castle-P30 dataset [Strecha
et al., 2008]. We obtain 83 pairwise relative rotation measurements by estimating
the essential matrix (shown in red), and further add 30 random pairwise relative
measurements by sampling a random vector in SO(3) with a magnitude uniformly
sampled between 0 and π (shown in blue). The given results indicate that most of the
edges with small noise in their measurements are classified as inliers and those with
high noise are classified as outliers.
In Figures 6·4,6·5 we present the result of implementing our classifier on actual data
obtained from an office environment and compare its performance with the method
in [Zach et al., 2010]. Four independent sequences of RGB-D images were obtained
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using an Intel RealSense D435 camera, and were processed with ORB-SLAM2 [Mur-
Artal and Tardós, 2017] as shown in Fig. 6·4. The result of merging maps is shown in
Fig. 6·5 with and without removing outliers, after initial alignment and pose graph
optimization using GTSAM [Dellaert, 2012].
Data associations between the maps are obtained using the ORB-SLAM2’s place
recognition module in addition to an object detector (MobileNet-SSD [Sandler et al.,
2018]). In Table 6.2a the number of image pairs (RGB and Depth) for each map and
the total number of images is given. A subset of these images is picked as Keyframes
and constitute nodes in the joint pose graph. In Table 6.2b, the number of loop closure
edges between the maps is given. There are no loop closure edges within each map. In
Table 6.2c, the length of the cycles and frequency of cycles of those lengths are given
from Cmin which is used by our algorithm and also by the algorithm from [Zach et al.,
2010]. We removed cycles from Cmin with length greater than 15 due to increased
complexity in the subproblem 6.11 and reduced the quality of evidence gathered from
long cycles. As stated before, the length of the cycle is the number of loop-closure
edges (total of 247) that appear in a bigger cycle which includes ego motion edges of
robots’ pose graphs. The outlier detection algorithm from [Zach et al., 2010] detects
13 outliers, whereas our algorithm finds 21 outliers.
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Map 1 Map 2 Map 3 Map 4 Total
Nodes 637 471 447 220 1,775
Images 3,233 2,289 2,641 926 9,089
(a) Images and nodes in each map and their total numbers from our dataset.
Map-pair Indices 1 - 2 1 - 3 2 - 3 1 - 4 3 - 4
Freq. of edges 50 8 70 70 49
(b) Frequency of loop-closure edges between map pairs.
Cycle length 3 4 5 6 7 12 15
Cycle freq. 80 102 45 8 2 1 1
(c) Length of the cycles in our dataset versus their frequency.
Table 6.2: Statistics on the dataset used for the experiments.
6.6 Summary
In this chapter, we presented a probabilistic outlier detection algorithm which detects
outliers based on the geometric consistency of rotation measurements over the cycles
of a pose graph. We introduced a novel discrete inference algorithm with convergence
guarantees that performed better than Belief Propagation.
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) for each simu-
lated case using a threshold for γe of 0.5; points toward the top and
right boundaries are better. (b),(d) The ratio of detected outliers to the
total number of outliers (Recall) versus the ratio of outlier loop closure
edges to total loop closure edges; higher is better.
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Figure 6·3: Error in relative pairwise orientation measurement R̃e
w.r.t ground-truth Re (x−axis) versus the probability of detection as
inlier (y−axis) by our EM-ADMM algorithm.
(a) Map 1 (b) Map 2
(c) Map 3 (d) Map 4




(b) Outliers removed by [Zach et al., 2010]
(c) Outliers removed by our
method [Karimian et al., 2020]
Figure 6·5: The final point cloud made from joining all the four
pointclouds without outlier detection is shown in (a) and with outlier
detection is shown in (b) (from [Zach et al., 2010]) and (c) (our method).
In (a) and (b), phantoms can be observed (e.g., see marked area) and
the overall shape of the environment is not correct due to misalignment





7.1 Summary of the Dissertation
In this thesis, we addressed various problems concerning multiagent systems with
visual and bearing sensors. The contributions of this thesis can be summarized as
follows.
• We developed the theories and algorithms for restoring bearing rigidity in generic
and non-generic networks. Our theoretical results determined which potential
edges improve the rigidity of the network. We stated the exact minimum number
of edges necessary for rigidifying a non-rigid network in 2-D and introduced a
greedy algorithm for rigidifying non-rigid networks in any dimension. We also
introduced a factor graph representation that is useful to describe the relations
between rigid components.
• We presented stability results for the bearing-only consensus and formation
control problems for undirected graphs using non-smooth Lyapunov functions.
We extended the controllers in these problems to directed graphs and provided
sufficient conditions for stability along with proofs of convergence. We also
introduced a new notion of bearing persistence for pure-bearing formation
control applications.
• We introduced two orthogonal flows that respectively adjusted the direction of the
average of the bearings and the angle between a pair of bearings. We combined
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these two flows into a navigation flow, which is used to design controllers for
solving the visual homing problem in the presence of FOV constraints. The
presented navigation field is applicable in both 2-D and 3-D environments, and
presents almost-global convergence for single integrators. No other method exists
that tackles FOV constraints without knowledge about landmark positions.
• We designed a novel navigational vector field for the bearing-only visual homing
problem. Our navigational field is the only existing method that does not require
further information on the landmarks’ location and can work with a minimal
representation of the home location. We formally proved our approach’s almost
global stability for single integrators and demonstrated its use in controller
design for unicycles and double integrators. We also introduced the concept of
isonormal curves, which are useful in analyzing equilibrium points in directed
graphs.
• We proposed a probabilistic approach for outlier detection between any number
of maps. Our algorithm checks for the geometric consistency of the rotation
measurements in loops within the graph of poses and decides if each edge
is an inlier or outlier without relying on a trajectory estimate. We used a
Gaussian additive noise model for rotation measurements and used the rotational
error over cycles as evidence to infer the inlier/outlier probabilities. We used
the Expectation-Maximization algorithm to fine-tune the parameters of the
distribution of measurement errors and presented simulation results. For the
inference step required by our algorithm, we first applied Belief Propagation
(BP), and highlighted its shortcomings in this setting, next we presented a
novel inference algorithm based on a novel cycle-based dual decomposition
and the Alternating Direction Method of Multipliers (ADMM) which has local
convergence guarantees. We evaluated our proposed solution’s performance
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using simulations and in the alignment of four real-world maps produced by a
standard SLAM algorithm.
7.2 Future Directions
The ideas introduced in this dissertation and the proposed solutions can be extended
in multiple directions. Here we present some of the areas and immediate directions
that can be further investigated.
Regarding the bearing rigidity restoration problem, future work includes finding
distributed counterparts of our centralized algorithm. There is a stark contrast between
localization and formation control solutions, which are relatively well studied and
distributed, and algorithms for rigid component identification and rigidity recovery,
which are relatively new and centralized. Another interesting direction would be to
extend our theoretical conditions on the minimum number of edges necessary for
rigidity recovery to the 3-D case. Other exciting venues for future work include
the study of optimality criteria for choosing edges, such as algebraic connectivity,
or quantities related to the robustness to noise or the integration with distributed
coverage problem.
For the bearing-only consensus and formation control problems in directed graphs,
there are many problems that need further attention. In the consensus problem of
strongly connected directed graphs, proof of finite-time convergence remains an open
problem. In the formation control problem, the convergence behavior of directed cyclic
graphs and strongly connected components is not generally known. The notion of
bearing persistence introduced in this dissertation needs more investigation. Intro-
ducing auxiliary measurements such as distance or position measurements in directed
settings is also an exciting direction with many practical applications. From a different
perspective, bearing-only controllers’ resultant trajectories are not always straight
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towards the goal formation, and agents tend to move unsteadily before convergence.
Further work is needed, such as trajectory optimization, to alleviate this issue.
For the visual homing problem, our approach provides a solution for the bearing-
only visual homing problem with the field of view constraints. More importantly, it is
a first step towards the bearing-only formation control problem with such limitations
when landmarks are moving. An interesting future direction is to use our vector field
in the formation control problem with control barrier functions to ensure collision
avoidance with FOV obstacles between all agents. Another exciting problem is finding
a feasible point to gain back vision over landmarks when a robot hits a FOV obstacle
and loses sight over some of the landmarks.
Our proposed method for outlier detection in pose graphs is extendible in various
fashions. First, it can be easily extended to other manifolds such as SE(3) with minor
changes to the factors. Other similarity metrics such as Kullback-Leibler divergence
can replace the 2-Wasserstein metric, which may improve the inference algorithm’s
performance. More intuitive distributions over the cycles can be used to model the
seemingly random distribution of outliers better. Our approach can be fused with
the pose graph optimization step, allowing for online rescaling of the weights in the
optimization process. A rigorous comparison of our ADMM inference algorithm with
other existing approximate inference approaches will shed light on its performance as
well as computational complexity.
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