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Existence of the ground state for the NLS with potential on
graphs
Claudio Cacciapuoti
Abstract. We review and extend several recent results on the existence of
the ground state for the nonlinear Schro¨dinger (NLS) equation on a metric
graph. By ground state we mean a minimizer of the NLS energy functional
constrained to the manifold of fixed L2-norm. In the energy functional we
allow for the presence of a potential term, of delta-interactions in the vertices
of the graph, and of a power-type focusing nonlinear term. We discuss both
subcritical and critical nonlinearity. Under general assumptions on the graph
and the potential, we prove that a ground state exists for sufficiently small
mass, whenever the constrained infimum of the quadratic part of the energy
functional is strictly negative.
1. Introduction
Analysis on metric graphs and networks is a very well established research
field, potentially with many physical and technological applications. From a math-
ematical point of view the interest in these structures lies in the fact that, despite
being essentially simple one-dimensional objects, they still exhibit several intriguing
features due to nontrivial connectivity and topology.
For an introduction to metric graphs and an extended list of references we refer
to one of the many monographs on the subject, see, e.g., [14, 21, 30, 34].
The study of nonlinear equations on graphs is still at its beginning yet quickly
developing. A monograph on quasilinear wave equations on one-dimensional net-
works, mostly dealing with the problem of the well-posedness, is [12] (see also
[15, 13]).
Concerning the NLS equation on simple networks (e.g., the Y -junction or star-
graph, see Fig. 2) a certain amount of work has been recently carried on: for the
scattering and transmission properties of simple networks, see, e.g., [2, 18, 38, 41];
the inverse scattering method has recently been applied to the cubic NLS on a star-
graph in [19]; the shrinking limit for the dynamics in a thin network (a relevant
problem from the point of view of applications) has been studied in [27, 39, 44].
For a review on recent results and open problems related to the NLS equation on
graphs we refer to [31].
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In what follows we shall focus attention on the problem of the existence of the
ground state. We shall discuss several related works at the end of the introduction.
The problem we are interested in is the minimization of the nonlinear Schro¨dinger
energy functional
E[Ψ] := ‖Ψ′‖2 + (Ψ,WΨ) +
∑
v∈V
αv|Ψ(v)|2 − 1
µ+ 1
‖Ψ‖2µ+22µ+2 0 < µ ≤ 2 (1.1)
defined on a metric graph G, where W is a potential on the graph, V is the set of
vertices of the graph, and αv are some real constants that take into account possible
delta-interactions in the vertices. We shall focus attention on the minimization
problem
− νµ(m) := inf{E[Ψ] | Ψ ∈ H1(G), ‖Ψ‖2 = m}. (1.2)
The parameter m is called mass, and will play an important role in our analysis. It
is easy to check that the functional E[Ψ], defined on the space H1(G) (see Sec. 2
for a precise definition of H1(G)) is unbounded from below; to this aim it is enough
to consider the behavior of E[λΨ] for large λ. It is well known that imposing the
constraint ‖Ψ‖2 = m may solve this issue; indeed, the first question that we try to
answer concerns the existence of a lower bound for the infimum in Eq. (1.2).
Whenever such a lower bound exists, we will be concerned about the existence
of a minimizer. We shall use the following definition
Definition 1.1 (Ground state). A minimizer of problem (1.2), i.e., a function
Ψˆ ∈ H1(G), such that ‖Ψˆ‖2 = m, and E[Ψˆ] = −νµ(m) (if it exists), is called ground
state (of mass m).
We recall that a metric graph can be understood as a metric space made up of
a set of segments, referred to as edges, and a set of points, called vertices. In our
analysis, we shall always assume that the graph has a finite number of edges and
vertices. The edges can be of finite or infinite length; in the first case each edge
is identified with a segment [0, ℓe] (ℓe being the length of the edge), in the latter
with a copy of the half-line [0,+∞). The edges of the graph are glued together
according to a connection map which identifies each endpoint (0 or ℓe) of each edge
with a vertex v of the graph, see Fig. 1.
As for the standard NLS with power-type nonlinearity on the real-line, the
case 0 < µ < 2 is called subcritical while the case µ = 2 is called critical. The
terminology is associated to the scaling properties of the kinetic and nonquadratic
terms in the energy functional (‖Ψ′‖2 and ‖Ψ‖2µ+22µ+2 respectively). In fact, under the
mass invariant transformation Ψ ∈ L2(G) → Ψλ ∈ L2(λ−1G), defined by Ψλ(x) :=√
λΨ(λx), the scaling relations are
‖Ψ′λ‖2L2(λ−1G) = λ2‖Ψ′‖2L2(G) and ‖Ψλ‖2µ+2L2µ+2(λ−1G) = λµ‖Ψ‖2µ+2L2µ+2(G). (1.3)
When G is itself scale invariant, i.e., G coincides with the real-line, or the half-line,
orN half lines with a common vertex (a star-graph), the scaling (1.3) clearly implies
that the kinetic (positive) term dominates for 0 < µ < 2 and λ large enough, thus
suggesting that the infimum (1.2) is bounded from below. For µ = 2 the two terms
scale in the same way, and it turns out that the infimum −νµ(m) is bounded from
below only for small mass. The same behavior can be observed for generic graphs.
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Figure 1. A graph with 7 vertices and 14 edges: 3 external, and
11 internal (of which 1 terminal).
Our main results are stated in Ths. 1 and 2 below. We remark that the
subcritical case was discussed in [17], here we include the case µ = 2. When G is
a star-graph (and W = 0), the critical case was already discussed in [5], to extend
the analysis to generic graphs we shall use several results from [10].
We make the following assumptions.
Assumption A. G is a finite, connected graph, with at least one external edge.
We call finite a graph that has a finite number of edges and vertices; a graph
G is connected if given any two points of the graph there is always a path in G
connecting them; and we call external an edge of infinite length.
Assumption B. W = W+ −W− with W± ≥ 0, W+ ∈ L1(G) + L∞(G), and
W− ∈ Lr(G) for some r ∈ [1, 1 + 1/µ].
We recall that Lr(G) ⊂ L1(G) + L∞(G) for all r ∈ [1,+∞]. Hence, under
Ass. B, one has W ∈ L1(G) + L∞(G). We remark that we shall use the stronger
assumption W− ∈ Lr(G) only in Th. 2. More precisely, the additional constraint
r ∈ [1, 1+1/µ] is needed only in the bound (4.7); in the remaining part of the proof
it is enough to assume 1 ≤ r <∞.
Denote by Elin[Ψ] the quadratic part of energy functional E[Ψ],
Elin[Ψ] := ‖Ψ′‖2 + (Ψ,WΨ) +
∑
v∈V
αv|Ψ(v)|2, (1.4)
and by −E0 the infimum
− E0 := inf
{
Elin[Ψ] | Ψ ∈ H1(G), ‖Ψ‖2 = 1} . (1.5)
We shall assume that this infimum is negative.
Assumption C. E0 > 0.
In the statements of our main results, some constraints on µ and m, with
an interplay between the two parameters, are needed. Two quantities will enter
the constraints. For the critical case it will be relevant the best constant K6,2(G)
satisfying the Gagliardo-Nirenberg inequality (2.2). In the subcritical case, instead,
the constraint will depend on a constant, denoted by γµ, which is related to the
infimum of the “free” nonlinear NLS energy functional on the real-line
−tµ(m) := inf
{
ER[ψ]
∣∣∣ ψ ∈ H1(R), ‖ψ‖2L2(R) = m} 0 < µ ≤ 2,
with
ER[ψ] := ‖ψ′‖2L2(R) −
1
µ+ 1
‖ψ‖2µ+2L2µ+2(R).
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It turns out that tµ(m) can be explicitly computed, and in particular
tµ(m) = γµm
1+ 2µ2−µ for 0 < µ < 2, (1.6)
where γµ is positive (its explicit expression is given in Eq. (4.12)).
Our first result concerns the existence of a lower bound for the infimum in Eq.
(1.2).
Theorem 1. Let Assumption A hold true and assume W ∈ L1(G) + L∞(G).
If 0 < µ < 2 then νµ(m) < +∞ for any m > 0. If µ = 2 then νµ(m) < +∞ for
any 0 < m <
√
3/K36,2(G).
The second result concerns the existence of the ground state.
Theorem 2. Let Assumptions A, B, and C hold true. Then −νµ(m) ≤ −mE0.
Moreover, let
m∗µ :=
{
(E0/γµ)
1
µ−
1
2 if 0 < µ < 2
√
3/K36,2(G) if µ = 2
(1.7)
Then the ground state Ψˆ exists for all 0 < m < m∗µ.
We remark that it is possible to show that the upper bound for −νµ(m) is strict,
i.e., −νµ(m) < −mE0. However, since we do not need this additional information,
we will not pursue this goal.
A main tool to prove Th. 2 is the concentration-compactness lemma (Lem.
2.2 below). We remark that concentration-compactness methods are standard in
Rd (see, e.g., [20]). Here we adapt the technique to a setting where there is no
translation invariance.
Once that the existence of a lower bound for the infimum (1.2) is granted by
Th. 1, Lemma 2.2 is used to show that a sufficient condition for the existence of a
minimizer is
− νµ(m) < −tµ(m), (1.8)
both in the subcritical and in the critical case. Condition (1.8) can be used together
with the fact that tµ(m) can be explicitly computed and that it must be −νµ(m) ≤
−E0m. In the subcritical case, the threshold massm∗µ follows by requiring −E0m <
−tµ(m). In the critical case the situation is slightly different because t2(m) has a
sharp transition depending on the value of m, precisely
− t2(m) =
{
0 if m ≤ π
√
3/2
−∞ if m > π
√
3/2
(1.9)
Note that π
√
3/2 =
√
3/K36,2(R), where K6,2(R) is the best Gagliardo-Nirenberg
constant for the real-line. In this case the value of m∗2 arises from the thresholds in
Th. 1 and Eq. (1.9), together with the fact that K6,2(G) ≥ K6,2(R), see [10].
We remark that, in the subcritical case and for W ∈ Lr(G) for some r ∈
[1,+∞), one can prove that the infimum −νµ(m) cannot exceed −tµ(m), see Prop.
A.1 below.
We conclude the introduction with several remarks and a discussion on the
related literature.
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Conservation laws and well-posedness. The nonlinear energy functional
(1.1), defined on D(E) = H1(G), is the conserved energy associated to the NLS
equation compactly written as
i
d
dt
Ψ(t) = HΨ(t)− |Ψ(t)|2µΨ(t). (1.10)
Where H is the linear self-adjoint operator on G associated to the quadratic form
Elin with domain D(Elin) = H1(G), we refer to Sec. 2, Eqs. (2.4) - (2.5) for its
rigorous definition. Here we just remark that H encodes both the presence of the
potential W and the presence of delta-interactions of strength αv in the vertices.
By the definition of E0, one has −E0 = inf σ(H), σ(H) being the spectrum of H .
The nonlinear term |Ψ|2µΨ in Eq. (1.10) must be understood componentwise as
(|Ψ|2µΨ)e = |ψe|2µψe for every edge e, where ψe is the component of the wavefunc-
tion Ψ on the edge e (see Sec. 2 for the details). Hence, Eq. (1.10) is understood
as a single-particle equation on a one-dimensional ramified structure. On each
branch (edge), the dynamics is governed by: a dispersive term (the second order
spatial derivative in Eq. (2.5)); plus a potential term; plus delta-type interactions
in the vertices (which can be understood as singular potentials); plus a (focusing)
nonlinear power-type term.
We recall that, for any initial datum Ψ(0) = Ψ0 ∈ H1(G), the energy E[Ψ(t)]
and the mass ‖Ψ(t)‖2 are conserved along the flow associated to Eq. (1.10). More-
over: if 0 < µ < 2 then Eq. (1.10) (in weak form) is globally well-posed in
H1(G); if µ = 2 global well-posedness holds true for small enough mass (‖Ψ0‖2 <√
3/K36,2(G)). We refer to [17] for the precise statements and the proofs.
Stationary states and bifurcations. It is well known that, whenever a
ground state exists, it is a stationary solution of Eq. (1.10), i.e., a solution of
the form Ψ(t) = eiωtΨ(ω), with ω ∈ R. The function Ψ(ω) satisfies the stationary
equation
HΨ(ω)− |Ψ(ω)|2µΨ(ω) = −ωΨ(ω), (1.11)
where the parameter ω ∈ R must be chosen in order to satisfy the mass constraint.
Solutions of Eq. (1.11) are called stationary states.
In the subcritical case, for mass small enough (possibly smaller than m∗µ in Eq.
(1.7)), one can prove that the ground state Ψˆ is the solution of Eq. (1.11) bifurcating
from the null state along the direction of the eigenvector of H corresponding to the
eigenvalue −E0. The bifurcation occurs for ω = E0. We refer to [17] for the details.
Eq. (1.11) has an interest in its own as its solutions identify the critical points
of the energy functional (1.1) subject to the mass constraint.
Star-graph with delta-interaction in the vertex. A first rigorous analysis
of Eq. (1.11) was performed for the case of a star-graph with N edges, whenW = 0,
and α ∈ R, in [4] (see also [6]). In such a case all the stationary states can be
explicitly computed.
In the same setting, the minimization problem (1.2), for 0 < µ ≤ 2, was studied
in [5]. One main result in [5] is that, for α < 0 (attractive interaction in the vertex),
by exploiting the explicit form of the stationary states, it is possible to identify the
ground state with the unique (up to phase multiplication) symmetric stationary
state. Several techniques and ideas, that can also be applied to generic graphs,
such as the interplay between the concentration-compactness lemma and condition
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(1.8), were first used in [5]. We remark that in Th. 2 the value of the threshold
mass m∗µ is slightly improved with respect to the one given in [5].
In general it is not possible to say what happens when m crosses the mass
threshold m∗µ. For a star-graph with 0 < µ < 2, W = 0, and α < 0, it was proved
in [7] that for mass large enough the ground state does not exist. Despite that,
one can show that when the mass is larger than a certain threshold, the symmetric
stationary state is a local minimum of the energy functional (1.1) constrained to
the manifold of fixed mass, see [7].
Free Laplacian with Kirchhoff conditions in the vertices. The case
W = 0 and αv = 0 for all v ∈ V requires a separate discussion, as in this case Ass.
C is not satisfied. We shall use the following notation E(0,0)[Ψ] = EW=0,αv=0[Ψ],
and Elin(0,0)[Ψ] = E
lin
W=0,αv=0
[Ψ].
We recall that the Hamiltonian H(0,0) associated to the quadratic form E
lin
(0,0)
is still defined as in Eqs. (2.4) and (2.5), with W = 0 and αv = 0. When αv = 0,
the gluing conditions encoded in the definition of D(H) are usually referred to as
Kirchhoff (or standard) conditions.
As a first remark we note that
inf
{
Elin(0,0)[Ψ] | Ψ ∈ H1(G), ‖Ψ‖2 = 1
}
= 0,
hence, Ass. C is not satisfied and Th. 2 does not give any information on the
existence of the ground state (Th. 1 still hods true though).
A first result on the minimization problem (1.2) for E(0,0)[Ψ] was given in
[3], where it was shown that on a star-graph and in the cubic case (µ = 1), the
minimizer does not exist for any value of the mass. The stationary states were
explicitly computed in [4], see also [6].
A systematic analysis of the minimization problem for E(0,0) on generic graphs
has been performed in [8, 9, 11] for the subcritical case (see [1] for the analysis of
the cubic case), and in [10] for the critical case. One main result in the series of
works [8, 9, 11] is the identification of a topological condition (called Assumption
H) that excludes (apart for very specific examples of graphs) the existence of the
ground state for any value of the mass m. Assumption H can be stated as: the
graph G can be covered by cycles (here the ∞-points of the external edges, see.
Figs. 1 and 2, are regarded as a single vertex). One example of graph to which
Assumption H applies is the star-graph.
It is worth noticing that this result is very unstable under perturbations of the
energy functional, in the sense that adding any arbitrarily small negative potential
may turn the infimum in (1.5) into strictly negative. Hence, as a consequence of Th.
2, the ground state would exist for small mass, despite the topological condition.
This is exactly what happens for a star-graph with N edges: for arbitrary α < 0
one has E0 = |α|2/N2 see [5]; on the other hand, for α = 0 and N ≥ 3 no ground
exists for any m > 0.
Concerning the critical case, we remark that in [10], among other results, the
authors prove that for a large class of graphs (e.g., the ones that do not satisfy
Assumption H, have no terminal edge, and have at least two external edges) the
ground state exists if and only if m ∈ [√3/K36,2(G),
√
3/K36,2(R)]. In view of Ths. 1
and 2, the existence of the lower bound for the mass parameter might be surprising,
so we briefly comment on it.
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Figure 2. On the right, a star-graph with 4 edges. On the left a
tadpole graph.
One issue in the minimization of E(0,0) for small mass, is that the infimum
might be zero, and never attained because minimizing sequences are vanishing in
the sense of Lemma 2.2. This is indeed the case when G = R, the mass threshold
being π
√
3/2, see Eq. (1.9). In the presence of potential terms or delta-interactions,
if Ass. C is satisfied then −νµ(m) is strictly negative by Th. 2; hence, vanishing
cannot occur and there is no lower bound on m.
On the other hand, for large mass, exactly larger than
√
3/K36,2(G), one has
a different issue: the Gagliardo-Nirenberg inequality does not guarantee that the
infimum in (1.2) is lower bounded. In [10], the authors show that by the topological
assumptions,−νµ(m) is indeed lower bounded (and strictly negative due to the large
mass) thus implying that the ground state exists.
Other related works. For several specific examples of graphs Eq. (1.11)
can be explicitly solved. One interesting case is the tadpole-graph, see Fig. 2,
for E = E(0,0). The stationary states for the tadpole-graph have been completely
characterized in [16]. Certain families of solutions can be understood in terms of
bifurcation theory from embedded eigenvalues and threshold resonances. Bifurca-
tions and stability properties have been further analyzed in [32]. The existence
of the ground state for the tadpole-graph for any m > 0 has been proved in [9],
see also [11]. A general approach to the study of the stationary solutions has been
recently proposed in [24, 25]. The stationary solutions on a compact star-graph, in
a setting in which the nonlinear term changes from edge to edge has been studied
in [35, 40].
A similar analysis for stationary states on periodic graphs is in [33] (see also
[22]). While the ground state for the dumbbell-graph is studied in [29].
Existence/nonexistence of the ground state in a slightly different setting, i.e.,
when the nonlinearity is supported only on a compact region of the graph, has been
investigated in [36, 37, 43]. The same model was first proposed in [23], to study
the scattering through a nonlinear network.
The paper is structured as follows. In Section 2 we set up the model and recall
several preliminary results, included the Concentration-Compactness Lemma 2.2.
Section 3 is devoted to the proof of Th. 1. Section 4 is devoted to the proof of Th.
2. We conclude the paper with a short appendix (App. A) in which we prove that
in the subcritical case, if the potential W decays at infinity, −tµ(m) is an upper
bound for the infimum in (1.2).
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2. Preliminaries
In this section we recall several basic definitions and facts about metric graphs,
moreover we recall the Gagliardo-Nirenberg inequalities and the concentration-
compactness lemma.
We denote by V the set of vertices of the graph G, and by V− the set of vertices
for which the coupling constant αv is strictly negative. We denote by E the set of
edges of the graph and decompose it as E = E in ∪ Eext. The set Eext denotes the
set of external edges, these are the edges that start from one vertex of the graph
and extend to infinity; which means that every element of Eext can be identified
with the half-line [0,+∞). The set E in denotes the set of internal edges of the
graph, these are the edges of finite length; each edge e ∈ E in can be identified with
a segment [0, ℓe], with ℓe denoting its length.
In what follows we shall use the notation Ie ≡ [0,+∞) for e ∈ Eext, and
Ie ≡ [0, ℓe] for e ∈ E in.
A (complex valued) function on G is a map Ψ : G → C|E|, to be understood as
Ψ =
⊕
e∈E ψe with ψe : Ie → C, ψe denoting the wave function component on the
edge e.
For p ∈ [1,+∞], one has Lp(G) = ⊕e∈E Lp(Ie), and we denote by ‖ · ‖p the
corresponding norm
‖Ψ‖pp =
∑
e∈E
‖ψe‖pLp(Ie) , p ∈ [1,+∞) ; ‖Ψ‖∞ = maxe∈E ‖ψe‖L∞(Ie).
For p = 2 we shall denote the norm in L2(G) simply by ‖ · ‖.
We also recall the definition of the Sobolev spaces H1(G) and H2(G). Denote
by C(G) the set of continuous functions on G, then
H1(G) = {Ψ ∈ C(G) | ψe ∈ H1(Ie) ∀e ∈ E} , (2.1)
equipped with the norm
‖Ψ‖2H1(G) =
∑
e∈E
‖ψe‖2H1(Ie);
and
H2(G) = {Ψ ∈ H1(G) | ψe ∈ H2(Ie) ∀e ∈ E}
equipped with the norm
‖Ψ‖2H2(G) =
∑
e∈E
‖ψe‖2H2(Ie).
We recall the Gagliardo-Nirenberg inequalities on graphs.
Proposition 2.1 (Gagliardo-Nirenberg inequalities on graphs). For any con-
nected graph G such that |E| < ∞ and |V| < ∞, and for any p, q ∈ [2,+∞], with
p ≥ q, and α = 22+q (1 − q/p), there exist two constants Kp,q(G) and Kp,q(G) such
that
‖Ψ‖p ≤ Kp,q(G)‖Ψ′‖α‖Ψ‖1−αq if |Eext| ≥ 1, (2.2)
‖Ψ‖p ≤ Kp,q(G)‖Ψ‖αH1‖Ψ‖1−αq if |Eext| = 0, (2.3)
for all Ψ ∈ H1(G).
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A proof of inequality (2.2) is in [11] (see also [5, 6, 26, 43]). In the case of
compact graphs (|Eext| = 0) inequality (2.2) cannot hold true (it is clearly violated
by the constant function). Nevertheless, it can be replaced by the weaker inequality
(2.3), for a proof we refer to [30].
We recall some facts about the quadratic form Elin[Ψ] defined in Eq. (1.4).
We always consider Elin on the domain D(Elin) = H1(G). We note that on such
domain, Ψ(v) (the value of the wave function in a vertex of the graph) is well
defined due to the global continuity condition, see Eq. (2.1).
Moreover by using Gagliardo-Nirenberg inequalities it is easy to prove (see [17])
that for W ∈ L1(G) + L∞(G)∣∣∣(Ψ,WΨ) +∑
v∈V
α(v)|Ψ(v)|2
∣∣∣ ≤ a‖Ψ′‖2 + b‖Ψ‖2, with 0 < a < 1, b > 0,
which, by KLMN theorem, implies that the form Elin is lower bounded (E0 <
+∞) and closed, hence defines a selfadjoint operator. This a standard result for
Schro¨dinger operators on the real-line, see, e.g., [28, Ch. 11.3].
It is easy to prove that the self-adjoint operator corresponding to the quadratic
form Elin coincides with the Hamiltonian H : D(H) ⊂ L2(G) → L2(G) defined on
the domain
D(H) :=
{
Ψ ∈ H2(G)
∣∣∣ ∑
e≺v
∂oψe(v) = αvΨ(v) ∀v ∈ V
}
, (2.4)
where e ≺ v denotes the set of edges having at least one endpoint identified with the
vertex v, and we have denoted by ∂o the outward derivative from the vertex (more
precisely ∂oψe(v) = ψ
′
e(0) when ψe(v) is identified by ψe(0); ∂oψe(v) = −ψ′e(ℓe)
when ψe(v) is identified by ψe(ℓe)). The action of H is defined by
(HΨ)e = −ψ′′e +Weψe ∀e ∈ E . (2.5)
We conclude this section by recalling the concentration-compactness lemma
(see Lem. 2.2 below) that will be needed in the proof of Th. 2. For the proof we
refer to [17] (see also [5]).
For any y ∈ G and t > 0, we denote by B(y, t) ⊂ G the open ball of radius t
and center y
B(y, t) := {x ∈ G | d(x, y) < t},
here d(x, y) denotes the distance between two points of the graph, defined as the
infimum of the length of the paths connecting x to y.
For any function Ψ ∈ L2(G) and t > 0 we define the concentration function
ρ(Ψ, t) as
ρ(Ψ, t) := sup
y∈G
‖Ψ‖2L2(B(y,t));
and, for any sequence {Ψn}n∈N, Ψn ∈ L2(G), the concentrated mass parameter τ
as
τ := lim
t→+∞
lim inf
n→∞
ρ(Ψn, t).
The parameter τ plays a key role in the concentration-compactness lemma because
it distinguishes the occurrence of vanishing, dichotomy or compactness in H1(G)-
bounded sequences in a sense precisely defined below.
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Lemma 2.2 (Concentration-compactness). Let m > 0 and {Ψn}n∈N be such
that: Ψn ∈ H1(G),
‖Ψn‖2 → m as n→∞ ,
sup
n∈N
‖Ψ′n‖ <∞ .
Then there exists a subsequence {Ψnk}k∈N such that:
i) (Compactness) If τ = m, at least one of the two following cases occurs:
i1) (Convergence) There exists a function Ψ ∈ H1(G) such that Ψnk → Ψ in
Lp as k →∞ for all 2 ≤ p ≤ ∞ .
i2) (Runaway) There exists e
∗ ∈ Eext, such that for all t > 0, and 2 ≤ p ≤ ∞
lim
k→∞
∑
e6=e∗
‖(Ψnk)e‖pLp(Ie) + ‖(Ψnk)e∗‖
p
Lp((0,t))
 = 0. (2.6)
ii) (Vanishing) If τ = 0, then Ψnk → 0 in Lp as k →∞ for all 2 < p ≤ ∞.
iii) (Dichotomy) If 0 < τ < m, then there exist two sequences {Rk}k∈N and
{Sk}k∈N in H1(G) such that
suppRk ∩ suppSk = ∅ (2.7)
|Rk(x)| + |Sk(x)| ≤ |Ψnk(x)| ∀x ∈ G (2.8)
‖Rk‖H1(G) + ‖Sk‖H1(G) ≤ c‖Ψnk‖H1(G) (2.9)
lim
k→∞
‖Rk‖2 = τ lim
k→∞
‖Sk‖2 = m− τ (2.10)
lim inf
k→∞
(‖Ψ′nk‖2 − ‖R′k‖2 − ‖S′k‖2) ≥ 0 (2.11)
lim
k→∞
(‖Ψnk‖pp − ‖Rk‖pp − ‖Sk‖pp) = 0 2 ≤ p <∞ (2.12)
lim
k→∞
∥∥|Ψnk |2 − |Rk|2 − |Sk|2∥∥∞ = 0. (2.13)
3. Proof of Theorem 1
We always consider the functional E on the domain D(E) = H1(G) and note
that
E[Ψ] = Elin[Ψ]− 1
µ+ 1
‖Ψ‖2µ+22µ+2.
Proof of Th. 1. We note the trivial lower bound
E[Ψ] ≥ ‖Ψ′‖2 − (Ψ,W−Ψ)−
∑
v∈V−
|αv||Ψ(v)|2 − 1
µ+ 1
‖Ψ‖2µ+22µ+2. (3.1)
WriteW− = W−,1+W−,∞. By Gagliardo-Nirenberg inequality and setting ‖Ψ‖2 =
m, one has the following lower bound for E[Ψ],
E[Ψ] ≥ ‖Ψ′‖2 − aµm
2+µ
2 ‖Ψ′‖µ − b√m‖Ψ′‖ − cm, (3.2)
with
aµ =
K2µ+22µ+2,2
µ+ 1
; b = K∞,2
∑
v∈V−
|αv|+ ‖W−,1‖1
 ; c = ‖W−,∞‖∞.
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Next we distinguish two cases. For any 0 < µ < 2 and m > 0, we note that there
exists β ≡ β(aµ, b, c,m) > 0, such that x2−aµm 2+µ2 xµ−b
√
mx−cm ≥ −β. Hence,
E[Ψ] ≥ −β 0 < µ < 2, m > 0,
so that it must be νµ(m) ≤ β.
For µ = 2 and 0 < m < m∗2 = 1/
√
a2, we note that (1− a2m2)x2 − b
√
mx− cm ≥
−b2m/(4(1− a2m2))− cm, hence
E[Ψ] ≥ −b2m/(4(1− a2m2))− cm µ = 2, 0 < m < m∗2,
so that νµ(m) ≤ b2m/(4(1 − a2m2)) + cm under the same conditions on µ and
m. 
4. Proof of Theorem 2
In this section we prove the existence of the ground state for small enough
mass. Since the problem in the subcritical case 0 < µ < 2 was discussed in [17],
in the proof we often skip the details whenever the argument used in [17] remains
unchanged.
Proof of Th. 2. We start by recalling that the bound
− νµ(m) ≤ −mE0 (4.1)
follows directly from the inequality E[Ψ] < Elin[Ψ], for all Ψ ∈ H1(G). Hence, by
Ass. C, it must be νµ(m) > 0.
In the remaining part of the proof we shall show that, both in the subcritical
and in the critical case, for m < m∗µ minimizing sequences have a convergent
subsequence (case i2 of Lemma 2.2).
We recall that, by Th. 1, we already know that νµ(m) < +∞ for any m > 0
if 0 < µ < 2, or for m < m∗2 if µ = 2, hence the existence of a lower bound for the
infimum in Eq. (1.2) is granted for m < m∗µ for any 0 < µ ≤ 2.
Let {Ψn}n∈N be a minimizing sequence, i.e., Ψn ∈ H1(G), ‖Ψn‖2 = m, and
limn→∞E[Ψn] = −νµ(m). We remark that, when choosing a minimizing sequence,
it is enough to assume ‖Ψn‖2 ≡ mn → m as n → ∞, since in such a case one can
define Ψ˜n =
√
mΨn/‖Ψn‖ and use the fact that limn→∞E[Ψ˜n] = limn→∞E[Ψn].
We shall prove that, for any 0 < µ ≤ 2 and m small enough, there exists
Ψˆ ∈ H1(G) such that ‖Ψˆ‖2 = m, E[Ψˆ] = −νµ(m) and Ψn → Ψˆ in H1(G).
We claim that, up to taking a subsequence that we still denote by Ψn, the
following bound holds true
sup
n∈N
‖Ψ′n‖ <∞, (4.2)
for any m > 0 if 0 < µ < 2, and for 0 < m < m∗2 if µ = 2.
To prove the bound (4.2) we start by noticing that, up to taking a subsequence,
we can assume that
0 < mn <
√
1 + ηm and E[Ψn] ≤ −νµ(m)/2, (4.3)
for all η > 0. Next we consider first the critical case µ = 2. Fix 0 < m < m∗2 =
1/
√
a2. Then there exists 0 < η < 1/2 such that m <
√
1−η
(1+η)a2
. In inequality (3.2)
we set Ψ ≡ Ψn and note that, by (4.3),
E[Ψn] ≥ η‖Ψ′n‖2+(1− η− (1+ η)a2m2)‖Ψ′n‖2− b(1+ η)1/4
√
m‖Ψ′n‖− c
√
1 + ηm.
12 CLAUDIO CACCIAPUOTI
By the trivial bound Ax2 −Bx− C ≥ −B24A − C, for all A,B,C > 0, we infer
E[Ψn] ≥ η‖Ψ′n‖2 −
b2
√
1 + ηm
4(1− η − (1 + η)a2m2) − c
√
1 + ηm,
for any m <
√
1−η
(1+η)a2
. The latter bound, together with the fact that E[Ψn] < 0
by (4.3), implies the claim (4.2).
For 0 < µ < 2 we proceed in a similar way. By inequality (3.2), we infer that for
all m > 0 there exists β˜ ≡ β˜(aµ, b, c,m) > 0, such that (1 − η)x2 − aµm
2+µ
2
n xµ −
b
√
mnx− cmn ≥ −β˜. Hence,
E[Ψn] ≥ η‖Ψ′n‖2 − β˜ 0 < µ < 2, m > 0,
from which the claim (4.2) follows.
The bound (4.2), together with Gagliardo-Nirenberg inequality and the first
bound in (4.3), implies
sup
n∈N
‖Ψn‖p <∞ ∀p ∈ [2,+∞].
Moreover the following lower bound holds true
1
µ+ 1
‖Ψn‖2µ+22µ+2 + (Ψn,W−Ψn) +
∑
v∈V−
|αv||Ψn(v)|2 ≥ νµ(m)
2
. (4.4)
The latter is an immediate consequence of the bounds (3.1) and (4.3).
Next we use Lem. 2.2 and prove that vanishing and dichotomy cannot occur
for {Ψn}n∈N. Set τ = limt→∞ lim infn→∞ ρ(Ψn, t).
If τ = 0, then by Lem. 2.2 the l.h.s. in Eq. (4.4) would converge to zero
bringing to a contradiction (see [17] for the details), hence τ > 0.
Suppose 0 < τ < m, then there would exist Rk and Sk satisfying (2.7)-(2.13).
It is possible to prove (see [17] for the details) that in this case it must be
lim inf
k→∞
(E[Ψnk ]− E[Rk]− E[Sk]) ≥ 0 ,
which implies
lim sup
k→∞
(E[Rk] + E[Sk]) ≤ −νµ(m) . (4.5)
We use the identity
E[Ψ] =
1
δ2
E[δΨ] +
δ2µ − 1
µ+ 1
‖Ψ‖2µ+22µ+2,
which holds true for any Ψ ∈ H1(G) and δ > 0. Let δk = √m/‖Rk‖ and γk =√
m/‖Sk‖ so that ‖δkRk‖2, ‖γkSk‖2 = m. Then, using the above identity and the
fact that E[δkRk], E[γkSk] ≥ −νµ(m), one has
E[Rk] ≥ −νµ(m)
δ2k
+
δ2µk − 1
µ+ 1
‖Rk‖2µ+22µ+2
E[Sk] ≥ −νµ(m)
γ2k
+
γ2µk − 1
µ+ 1
‖Sk‖2µ+22µ+2
from which
E[Rk] + E[Sk] ≥ −νµ(m)
(
1
δ2k
+
1
γ2k
)
+
δ2µk − 1
µ+ 1
‖Rk‖2µ+22µ+2 +
γ2µk − 1
µ+ 1
‖Sk‖2µ+22µ+2 .
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Notice that, by (2.10), δ2k → m/τ and γ2k → 1/(1− τ/m), hence 1/δ2k + 1/γ2k → 1.
Moreover set θ = min{(τ/m)−µ, (1− τ/m)−µ} > 1. Then
lim inf
k→∞
(E[Rk] + E[Sk]) ≥ −νµ(m) + θ − 1
µ+ 1
lim inf
k→∞
‖Ψnk‖2µ+22µ+2 > −νµ(m), (4.6)
where we used the fact that lim infk→∞ ‖Ψnk‖2µ+22µ+2 6= 0. The latter claim is proved
by noticing that lim infk→∞ ‖Ψnk‖2µ+22µ+2 = 0 would bring to a contradiction with
inequality (4.4). This can be understood by using the inequalities
‖Ψ‖∞ ≤ K∞,2µ+2‖Ψ′‖α‖Ψ‖1−α2µ+2
with α = 1/(µ+ 2); and
(Ψ,W−Ψ) ≤ ‖W−‖r‖Ψ‖22r/(r−1) ≤ K22r
r−1 ,2µ+2
‖W−‖r‖Ψ′‖2α‖Ψ‖2(1−α)2µ+2 (4.7)
which holds true for all r ∈ [1, 1+1/µ] and with α = (1− (µ+1)(r− 1)/r)/(µ+2).
Since inequalities (4.5) and (4.6) cannot be satisfied at the same time we must
also exclude the case 0 < τ < m. Hence it must be τ = m.
Next we prove that form small enough the minimizing sequence is not runaway.
By absurd suppose that {Ψn}n∈N is runaway, then we have that
lim
n→∞
Ψn(v) = 0 ∀v ∈ V and lim
n→∞
(Ψn,W−Ψn) = 0. (4.8)
The first limit is a direct consequence of Lem. 2.2, Eq. (2.6). The proof of the
second one requires a bit more work. Assume that Ψn escapes at infinity on the
external edge e∗ (this can always be done up to taking a subsequence). We note
that
lim
n→∞
∫
Ie
(W−)e|(Ψn)e|2dx = 0 ∀e 6= e∗,
this is a direct consequence of the inequality∫
Ie
(W−)e|(Ψn)e|2dx ≤ ‖W−,∞‖∞‖(Ψn)e‖2L2(Ie) + ‖W−,1‖1‖(Ψn)e‖2L∞(Ie)
and Lemma 2.2, Eq. (2.6). We are left to prove that
lim
n→∞
∫ +∞
0
(W−)e∗ |(Ψn)e∗ |2dx = 0. (4.9)
We have that for any ε > 0 and r ≥ 1, there exists R > 0 (independent of n) such
that ∫ +∞
R
(W−)e∗ |(Ψn)e∗ |2dx ≤ ‖(W−)e∗‖Lr(R,+∞)‖Ψn‖22r/(r−1) ≤ ε.
For such R, there exists n0 such that for all n > n0 one has∫ R
0
(W−)e∗ |(Ψn)e∗ |2dx ≤ ‖W−‖r‖(Ψn)e∗‖2L2r/(r−1)(0,R) ≤ ε
by Eq. (2.6), from which the second limit in (4.8).
Recalling that, by Lem. 2.2 - Eq. (2.6), one has limn→∞ ‖(Ψn)e‖L2µ+2(Ie) = 0
for all e 6= e∗, and by using Eq. (4.8), we infer
lim
n→∞
E[Ψn] ≥ lim
n→∞
(
‖(Ψn)′e∗‖2L2(R+) −
1
µ+ 1
‖(Ψn)e∗‖2µ+2L2µ+2(R+)
)
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Let χ : R+ → [0, 1] be a function such that χ ∈ C∞(R+), χ(0) = 0 and χ(x) = 1
for all x ≥ 1 and define
ψ∗n(x) := χ(x)(Ψn)e∗(x),
so that ψ∗n(0) = 0, and ‖ψ∗n′‖2L2(R+) ≤ c. We have the following inequalities (we
refer to [17] for the details)
−νµ(m) = lim
n→∞
E[Ψn] ≥ lim
n→∞
(
‖ψ∗n′‖2L2(R+) −
1
µ+ 1
‖ψ∗n‖2µ+2L2µ+2
)
≥ inf
{
ER[ψ]
∣∣∣ ψ ∈ H1(R), ‖ψ‖2L2(R) = m} = −tµ(m), (4.10)
see Eqs. (1.6) and (1.9) for the explicit value of tµ(m).
By the bounds (4.1) and (4.10) we infer that, if the minimizing sequence Ψn is
runaway, then it must be
0 > −E0m ≥ −νµ(m) ≥ −tµ(m). (4.11)
Next we distinguish the subcritical and the critical case. If 0 < µ < 2, it is well
known (see, e.g, [20]) that the infimum −tµ(m) is negative, finite, and that it is
indeed attained for any m > 0, moreover tµ(m) is given by Eq. (1.6), with
γµ =
2− µ
2 + µ
(
2
(µ+ 1)
1
µ
µ
∫ 1
0
(1− t2) 1µ−1dt
)− 2µ2−µ
0 < µ < 2. (4.12)
We conclude that, whenever −E0m < −γµm1+
2µ
2−µ (i.e., m < (E0/γµ)
1
µ−
1
2 ) there is
a contradiction with the chain of inequalities (4.11), hence the minimizing sequence
cannot be runaway and must converge to a certain function Ψˆ.
If µ = 2 the infimum −t2(m) exhibits a critical mass, see Eq. (1.9). Moreover the
infimum is attained only at the critical mass m = π
√
3/2. Since −tµ(m) = 0, for
m ≤ π√3/2, contradicts the chain of inequalities (4.11) we conclude that also in this
case the minimizing sequence cannot be runaway and must converge to a certain
function Ψˆ. The latter argument, together with the constraint m < m∗2 (needed
for the bound (4.2)) and the fact that by [10, Prop. 2.3], (2/π)1/3 = K6,2(R) ≤
K6,2(G), tell us that the value of the threshold mass is m∗2.
By Lem. 2.2 we conclude that for all 0 < µ ≤ 2 and m small enough there
exists a state Ψˆ ∈ H1(G) such that minimizing sequences converge, up to taking
subsequences, to Ψˆ in Lp for p ≥ 2. To establish the convergence of Ψn → Ψˆ in
H1(G), and conclude the proof of the theorem, one can repeat the general argument
used in [17]. 
Appendix A. An upper bound for −νµ(m)
In the following proposition we prove that in the subcritical case, if the potential
W decays at infinity, the infimum in (1.2) cannot exceed the infimum −tµ(m).
Proposition A.1. Let 0 < µ < 2. Let Assumption A hold true and assume
that W ∈ Lr(G) for some r ∈ [1,+∞). Then
−νµ(m) ≤ −tµ(m).
Proof. To prove the claim it is enough to exhibit a sequence Φn such that:
Φn ∈ H1(G), ‖Φn‖2 → m, and
E[Φn]→ −tµ(m)
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as n→∞.
We recall that (see, e.g., [42] and [20]) for 0 < µ < 2 and m > 0, the infimum
−tµ(m) is attained by the function
φω(x) = [(µ+ 1)ω]
1
2µ sech
1
µ (µ
√
ωx)
with
ω =
(
mµ
2(µ+ 1)
1
µ I(µ)
) 2µ
2−µ
,
where I(µ) =
∫ 1
0
(1− t2) 1µ−1dt. Fix e∗ ∈ Eex and let Φn be defined as
(Φn)e =
{
χφω(· − n) e = e∗
0 e 6= e∗
where χ is a C∞(R+) function such that χ ∈ C∞(R+), χ(0) = 0 and χ(x) = 1 for
all x ≥ 1. One has
‖Φn‖2 = ‖χφω(· − n)‖2L2(R+) → m.
Moreover
E[Φn] =‖(χφω(· − n))′‖2L2(R+)
+ (χφω(· − n),W ∗e χφω(· − n))L2(R+) −
‖χφω(· − n))‖2µ+2L2µ+2(R+)
µ+ 1
→ER[φω ] = −tµ(m).
The latter claim is an immediate consequence of the the fact that
‖φ′ω(· − n)‖2L2(−∞,1) → 0 and ‖φω(· − n)‖pLp(−∞,R) → 0
for all p ∈ [1,∞] and R > 0, as n→∞ (see also Eq. (4.9)). 
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