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I. INTRODUCTION AND STATEMENT OF RESULTS 
The linear Volterra integrodifferential system 
( *  t 
x'(t) = Ax(t)  ~- J0 B(t - -  s) x(s) as (1.1) 
and perturbations of it have been studied extensively; see, for example, [2], [3], 
[4], and their references. We present some stability and instability criteria 
for (1.1). In many cases these criteria may be used easily and quickly to determine 
whether the solution x = 0 of (1.1) is uniformly asymptotically stable in the 
sense of [4, p. 489]. 
We assume throughout hat x(t) is a vector function with n components and 
that 
A =- [ai~ ] is a real constant n X n matrix, 
(H:) 
B(t) ~ [bit(t)] is a real n × n matrix, B(t) zLI(O, co). 
It  is well known [3], [4] that under these assumptions the solution x = 0 of 
(1.1) is uniformly asymptotically stable if and only if 
det[z - -  A --  B*(z)] =/= 0 (Re z ~> 0) (1.2) 
where 
T B*(z)  = e-ZtB(t) at 
is the Laplace transform of B(t). 
In a recent paper [2] F. Brauer uses the condition (1.2) to prove the following 
result for the scalar case of (1.1): 
THEOREM A. Let n = 1 and assume (H1) holds. In addition, assume B(t)  is 
continuous and of one sign on [0, ~)  and that 
fo T =~ t]B(t)]  dt < oo. (1.3) 
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I f  A + fo B(t) at ~ o, then the solution x : 0 of (1.]) is not uniformly asymp- 
totically stable. I f  fo B(t) dt > 0 and .d + fo B(t) dt < O, then the solution 
x =0 of (1.1) is uniformly asymptotically stable. I f  foB( t )d t<O and 
_/1 + fo B(t) at < O, then the solution x -~ 0 of (1.1) is uniformly asymptotically 
stable provided the moment T is sufficiently small. 
Our results for the system case of (1.1) are in the same spirit as those of 
Theorem A; when specialized to the case n = 1, they yield a strengthened 
version of Theorem A. 
Let 
f (Xij = bij(t) dt (i, j = 1,..., n), 
~ii = I bij(t)l dt (i, j  = 1,..., n), 
R~ = i ([ a~j l + fiiJ) (i - -  1,..., n). (1.4) 
Our first result gives stability criteria for (1.1) in terms of these quantities and 
the elements of the matrix A. We shall also need the inequalities 
[ aii @ O~ii [ akk -~ O~]elc [ > E" f aij @ o~ij [ E" [ alej @ o~kj { 
;=I ~=I 
(iv~ h; i ,k  : 1,..., n), (H~) 
where a prime on a summation symbol indicates that the term j = i is omitted. 
When n = 1, sums with primes have value zero and (H2) is interpreted as 
l an + ~111 > 0. 
THEOREM 1. Let (H1) and (H2) hold. The solution x = 0 of (1.1) is uniformly 
asymptotically stable if for each i ~ 1 .... , n either of the following conditions holds: 
a.  < o, I a .  1 >I E' I  a,jl + ~. ,  (H,) 
J=l i=l 
a .  + ~ ~ < O, Ti ~-- t I b.(t)] dt < co, 
T~ <.< I a .  + ~i~ I - -  Y ;  (1 aij l + 3~J) R~ . 
j= l  
The inequalities in (H~) clearly hold if for each i = 1,..., n 
n 
1 a .  + ~.1 > ~ ' l  a .  + ~.  I. 
i= l  
(H~) 
(1.5) 
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On the other hand, when n > 1, (H2) implies that (1.5) is true for at least n --  1 
values of i. I f  there is an exceptional value of i, then for that value we must have 
n 
I aii + o~i~ I = ~,' l  aij + ~xi~ 1, (l.6) 
J= l  
because (1.5) with the inequality reversed is incompatible with the last condition 
of either (Ha) or (H4). This fact follows from the inequalities fii~ >/I ai~ I and 
some simple estimates. The same inequalities also show that (1.5) holds whenever 
strict inequality occurs in the second part of (H3) or in the moment condition 
in (I4,). 
The conclusion of Theorem 1 may or may not be true if equality is permitted 
in (H2). For example, let c = ~ 1 and put 
=[-I 0] 
Then (H1) holds and both (Ha) and (H4) hold for i -~ 1, 2. However, (H2) fails. 
Moreover, for Re z ~> 0, the equation 
det [z - -  A --  B*(z)] = (z + 1) 2 -  c/(z + 1) = 0 
has the same roots as the equation 
z 3 + 3z 2 + 3z + (1 --  c) -~ 0. 
Since the last equation has no roots in Re z /> 0 when c ~ -- 1 and one root 
there when c = 1, the solution x = 0 of (1.1) for this choice of A and B(t) is 
uniformly asymptotically stable when c --  --1 and is not when c = 1. 
By (H~) a~ + ~ii 4 = 0 for i ~ 1 ..... n. It is assumed explicitly in (H4) that 
a~i + ~ii < 0. This inequality also follows from (H2) , (H3) , and the estimate 
] aii I <~ fiii• Thus, in Theorem 1 aii + c~i < 0 for each i. In the next theorem 
we consider the case aii +a i i  > 0 for each i. 
THEOREM 2. Let (HI) and (H2) hoM and assume that a i i+  ~i~ > 0 
(i -= 1 .... , n). I f  n is odd, then the solution x = 0 of (1.1) is not uniformly asymp- 
totically stable. I f  n is even, then the solution x ~ 0 of (1.1) may or may not be 
uniformly asymplotically stable. 
Theorems 1 and 2 and the discussion of (H~) remain true if the order of all 
subscripts is reversed in (1.4), (H2), (H~), (H4) , (1.5) and (1.6). Proofs of these 
alternate theorems may be obtained by reversing the order of all subscripts in 
the proofs of Theorems 1 and 2. 
In the important scalar case of (1.1) the limiting case of (H2), all + cql 
A + fo  B(t) dt = 0, also implies that the solution x ----- 0 of (1.1) is not uniformly 
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asymptotically stable (cf. Theorem A). This fact follows from the failure of (1.2) 
at z = 0: (z - -  A --  B*(z))l~=0 = - -an  - -  %1 = 0. Combining this result with 
Theorems 1 and 2 yields the following theorem: 
oa 
THEOREM 3. Let n = 1 and assume (Hi) holds. I f  A + fo B(t) dt >~ O, then 
the solution x=O of (1.1) is not uniformly asymptotically stable. I f  
A <~ fo B(t) dt < --A, then the solution x ---- 0 of(1.1) is uniformly asymptotically 
stable. I f  the moment T defined in (1.3) is sufficiently small and either 
fo B(t) at < A < 0 or 0 < A < -- fo B(t) dt, then the solution x ~- 0 of (1.1) 
is uniformly asymptotically stable. 
This theorem obviously differs from Theorem A in that B(t) is assumed to 
be continuous and of one sign on [0, oo) in Theorem A. These assumptions 
are natural in the context of population models to which Theorem A is applied 
in [2]. Moreover, the sign assumption is used in the proof of Theorem A to 
estimate B*(z) in terms of B*(0). For B(t) ~Li(O, oo) and of one sign on (0, oo), 
one has ] B*(z)] ~ J'2 ] B(t)] dt = ] f2 B(t) dt ] - -  I B*(0)I in Re z ~> 0. Our 
arguments do not require this estimate. 
Theorem 3 imposes no moment condition when A <~ foB(t)dt  <- -A .  
Theorem A, on the other hand, requires a moment condition whenever both 
A d- fo  B(t)dt and ~o B(t)dt are negative. However, it is observed in [2] 
that the solution x = 0 of (1.1) may be uniformly asymptotically stable when 
both these quantities are negative, even if the moment T is large. The supporting 
example given in [2] has A = --1 and 
B(t) = ( - - I /a )  exp(--t/a) (a > 0), 
for which fo B(t) dt = --  1 and T = a. Since A = .[o B(t) dt here, Theorem 3 
applies for any T ~ a > 0. 
It  should be noted that if (H1) holds, then condition (1.2), which is equivalent 
to the uniform asymptotic stability of the solution x = 0 of (1.1), is also equiva- 
lent to the integrability on (0, ~)  of the resolvent R(t) associated with the 
matrices _// and B(t) in (1.1) [3]. Thus, Theorems 1, 2, and 3 also provide 
criteria for the integrability or non-integrability of R(t). For a graphical approach 
to determining whether (1.2) is satisfied in these stability and integrability 
problems, see [5]. 
We conclude this section with an example which indicates the usefulness of 
our results. Let A be a 2 × 2 matrix with all = a22 -~ --3, a12 = ayl = 1/2, 
oo 
and let B(t) be a 2 × 2 matrix with bll(t )~e  -t, biy(t )=f~ (e-V/v) dv, 
bal(t ) = 1/2 (0 ~ t < 1), bel(t ) = 0 (1 ~ t < oo), and b22(t ) -~ --e-t~2. Clearly, 
B(t) eLi(O, oo) and %1 = fill = al~ =/312 = 1, %1 = fi~i = --%~ =/~2 = 1/2. 
Thus, (He) holds and (Ha) is satisfied for i = 1, 2 (for i = 2 (H4) also holds). 
By Theorem 1 the solution x = 0 of (1.1) is uniformly asymptotically stable. 
The relative ease with which Theorem 1 may be applied in this example 
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contrasts harply with the difficulty of establishing directly the necessary and 
sufficient condition (1.2), which in this case becomes 
[z + 3 -- 1/(z + 1)][~ + 3 -- 1/(2z + 2)] 
+ [((log(z + 1))/z) + 1/2][((e -" -- 1)/z) -- 1/2] va 0 (Re z 1> 0). 
2. PROOF OF THEOREM 1 
We show that condition (1.2) holds. If det[z -- A -- B*(z)] = 0 for some z, 
Re z ) 0, then z is an eigenvalue of the matrix A -}- B*(z) and, hence, must 
satisfy at least one of the inequalities [1] 
where 
n qz 
I gdz)] I g~(z)l ~ ~ '  I a~j + b~.(z)l ~ '  I ak,. + b*~(z)l 
J=l j= l  
(i =~ k; i, k = 1,..., n), (2.1) 
gi(z) = z -- ati -- b*(z) (i ---- 1,..., n; Re z >~ 0). 
Thus, it is sufficient o prove that (2.1) fails for Re z ~> 0. 
Suppose first that (Hz) holds for some i. Then for Re z ~> 0, z va 0, we have 
[ &(z)[ >~ t z -- a ,  [ -- [ b~(z)l 
> la i i l - - f i i l  
n 
n 
) 2" Ia , j  + b*(z)I. 
j= l  
The strict inequality occurs because a i i<  0 and Re z >/0, z :~ 0. 
Now suppose that (H4) holds for some i. Observe that for Re z >~ 0 and 
I z I > Ri ,  where Ri is defined in (1.4), 
n 
l gdz)l - ~ '1% + b*-(z)l ~ ]z ] -- ~ (] a~j ] + ] b~.(z)l) 
j=l j=1 
>~ Iz I - -R t  
>0.  
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In addition, if Re z ~ O, 0 < I z ] ~ Ri , we may write 
gi(z) = gi(O) + f[oM g~(w) dw 
= gi(O)-t- f[o,~] (1-1- ffe- *tb.(t)dr)d  
and then deduce that 
I gt(z)] >~ ]gi(O) + z [ - -  Ti I z I 
> Tgi(O)l- TiRi 
q~ 
>/ ~"  l ai~ + b*(z)l. 
Here the strict inequality occurs because gi(O) ~ --ai i  -- a i i>  0 and Re z >/0, 
z v~ 0. Of course, we have also used the moment condition in (H4). 
The above estimates for [gi(z)[ show that (2.1) fails for Re z ~> 0, z =/= 0. 
It follows from b*(0) ~ ~ii and from (Ha) that (2.1) also fails for z ~- 0. Thus, 
(1.2) is true, and the proof of Theorem 1 is complete. 
3. PROOF OF THEOREM 2 
Suppose n is odd. We show that (1.2) is false. First, A + B*(0) is a real 
matrix with positive diagonal dements aii + "ii which satisfy (Ha). Thus, by 
a result of A. Brauer [1, Theorem 16], 
(--1) ~ det[z -- A --  B*(z)]lz=o = det[A + B*(O)] > O. 
Since n is odd, 
det[z --  A --  B*(z)]Jz=o < 0. (3.1) 
Secondly, for large positive x, the real matrix x-  A -  B*(x)  has positive 
diagonal elements which satisfy 
¢z n 
] x - -  a , -  b~(x)[ I x - -  a~ - -  b*~(x)I > ~" [ a~j + b*(x)] ~ '  ] a~j -t- b*~(x)[ 
j= l  j= l  
INTEGRODIFFERENTIAL SYSTEMS 365 
for i # k and i, k -- 1 .... , n. These assertions are true because ach b~(x) tends 
to zero as x --+ oo. The result of A. Braner used above now yields 
det[x --  A --  B*(x)] > 0 (x > x0) (3.2) 
for x 0 sufficiently large. Since det [x - - / / -  B*(x)] is continuous and real- 
valued on [0, oo), it follows from (3.1) and (3.2) that condition (1.2) does not 
hold. The proof of the first part of Theorem 2 is now complete. 
To establish the second assertion of Theorem 2 we first let A be a 2 × 2 
matrix with all ~ a2~ = --1, a12 ~ --azt = --2 and B(t) be a 2 × 2 diagonal 
matrix with bll(t ) -----b~2(t ) = /3  exp( - - , t )  where ~-  0.1 and f i - -0 .4 :  Then 
(Ha) holds, ai~ + ~** = 3 > 0 (i = 1, 2), and (Ha) holds (in fact, the stronger 
inequality (1.5) holds for i - -  1, 2). We must determine whether any roots of 
[z + 1 --/~/(z + ,)]2 + 4 = 0 (3.3) 
lie in Re z >~ 0. Since ~ > 0, we may multiply Eq. (3.3) by (z + ~)~ and consider 
the resulting equation 
[(z + 1)(z + ~) --  fi]2 + 4(z + ~)2 • 0. (3.4) 
It is a somewhat tedious but simple task to write this equation in powers of z, 
apply the Routh-Hurwitz criterion and find that all its roots and, hence, those 
of Eq. (3.3) lie in Re z < 0. However, if ~ = 0.05 and the remaining quantities 
are not changed, then the hypotheses of Theorem 2 are still satisfied, but by 
the Routh-Hurwitz criterion Eq. (3.4) now has two roots in Re z > 0. Thus, 
if n = 2 and the hypotheses of Theorem 2 hold, then the solution x ----- 0 of 
(1.1) may or may not be uniformly asymptotically stable. 
Finally, trivial examples for n -~ 4, 6 .... may now be constructed. Simply 
take A and B(t) to be n × n block diagonal matrices in which each diagonal 
block is a 2 × 2 matrix of the appropriate type given above. This completes 
the proof of Theorem 2. 
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