Introduction
For convenience of the reader we provide all necessary terminology and notation in one section, Section 2.
While there are many degree conditions which guarantee that an undirected graph is Hamiltonian, not so many conditions are known to be su cient to guarantee that a digraph is Hamiltonian. In each of the conditions below D is a strongly connected digraph on n vertices: Theorem 1. Each of these theorems imposes a degree condition on all pairs of non-adjacent vertices. In 2, 12] it was shown that it is possible to weaken the rather strong demand of high degree for every pair of non-adjacent vertices, by requiring this only for some pairs of non-adjacent vertices: Theorem If x and y are distinct vertices of D and P is a path from x to y, we say that P is an (x; y)?path. If P is a path containing a subpath from x to y we let P x; y] denote that subpath. Similarly, if C is a cycle containing vertices x and y, C x; y] denotes the subpath of C from x to y. Note that C 0 Q. Let Q 0 = C x ; x 1 ] and Q 00 = C x ; x ]. Because of (12) 
Support for the conjecture
In this section we prove two results which provide some support for Conjecture 1.8. We start by proving that one obviously necessary condition for the existence of a Hamilton cycle is satis ed by all the digraphs considered in Conjecture 1.8, namely that all such digraphs have a factor. The following lemma is easy to prove using for example Hall's Theorem.
Lemma 5. . Furthermore there are no arcs between the sets A i and A j when i 6 = j. Let Proof: Let C = x 1 x 2 :::x m x 1 be a longest cycle in D and suppose that m < n.
It is easy to see from the analogous calculations in the proof of Theorem 3.1 that D contains a C-bypass. In fact, it also follows from these calculations that already the condition in Conjecture 1.8 are su cient for this. Let P = u 1 u 2 :::u s (s 3) be a C-bypass with minimum gap among the gaps of all C-bypasses. Assume without loss of generality that P is minimal respect to the minimum gap. In the following, we use the notation from the proof of Theorem 3.1. By the same arguments as in that proof, Similarly, we can deduce that d C 00 (x 2 ) 3 2 jV (C 00 )j + 1: Adding these two equations and using that d ? C 00 (x ?1 ) + d + C 00 (x 2 ) 2jC 00 j, we get that d ? C 00 (x 2 )+d + C 00 (x ?1 ) jV (C 00 )j+2. However this implies, as we argued in the proof of Theorem 3.1 that C x 2 ; x ?1 ] can be inserted in C 00 contradicting the maximality of C. 2
Note that it is possible, by more involved arguments, to improve on the constant part of the condition, but our approach does not seem to allow a better constant factor on n.
Concluding remarks
As we pointed out in the introduction, it seems quite di cult to prove Conjecture 1.8. Hence it may be of interest to consider the following weakening of the conjecture, which still does not seem to follow easily from our results so far. 
