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ABSTRACT
This article presents a novel indexing framework called EMIF (Ef-
fective Music Indexing Framework) to facilitate scalable and accu-
rate content based music retrieval. EMIF system architecture is de-
signed based on a "classification-and-indexing" principle and con-
sists of two main functionality layers: 1) a novel semantic-sensitive
classification to identify input music’s category and 2) multiple in-
dexing structures - one local indexing structure corresponds to one
semantic category. EMIF’s layered architecture not only enables
superior search accuracy but also reduces query response time sig-
nificantly. To evaluate the system, a set of comprehensive exper-
imental studies have been carried out using large test collection
and EMIF demonstrates promising performance over state-of-the-
art approaches.
Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]; H.5.5 [Sound and
Music Computing]: Systems
Keywords
Content based Music Retrieval; Indexing Structure; Retrieval
1. INTRODUCTION
The last decade has witnessed a fast growth in digital music from
various application domains [9]. To support effective management
of such a large volume of music data, how to improve search ef-
ficiency becomes very important issue [3]. Particularly, there has
been growing interest in studying indexing techniques for content
based music retrieval (CBMR). The typical examples include the
M-tree [15], LSH [16, 17], CM*F [11], QUC-Tree [12] and so
on. Although the approaches have demonstrated promising perfor-
mance in certain applications, there are still many open questions
and unsolved research issues. First, we believe that while main re-
search focus for developing multi-dimensional indexing scheme is
effeciency improvement, how to enhance search accuracy has been
becoming more and more important. Unfortunately, much less at-
Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full cita-
tion on the first page. Copyrights for components of this work owned by others than
ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
ICMR’15, June 23–26, 2015, Shanghai, China.
Copyright c© 2015 ACM 978-1-4503-3274-3/15/06 ...$15.00.
http://dx.doi.org/10.1145/2671188.2749346.
tention has been paid on it in the previous work. Further, most of
existing indexing schemes for CBMR is developed based on "fea-
ture transformation" paradigm. In general, it has two nested issues:
(1) how to compute small but effective signature to represent com-
plex music contents based on low level acoustic features, and (2)
how to design advanced architecture to facilitate fast and accurate
search.
Motivated by the analysis given above, this paper presents a
novel indexing framework called EMIF 1 to facilitate effective and
efficient music information retrieval. Distinguished from previous
approaches, architecture of our technique is designed based on a
"Classify-and-Indexing" principle and uses a layered structure in-
cluding two basic components - Classification Module and Index-
ing Module. This innovation enables superior search efficiency and
effectiveness. To achieve good music classification accuracy, mul-
tiple acoustic feature based music class profiling model is proposed
to characterize different music categories. Together with Logis-
tic regression based likelihood value estimation and combination
scheme, it can enhance categorization effectiveness and thus im-
prove the overall retrieval accuracy greatly. Meanwhile, a novel
deep learning based music signature generation scheme is proposed
to compute compact and comprehensive music descriptor. It can ef-
fectively fuse various kinds of acoustic features for the purpose of
indexing and search by leveraging a wide range of mature multidi-
mensional indexing techniques.
2. SYSTEM ARCHITECTURE OF EMIF
EMIF has two main components: classification module and in-
dexing module. When it receives input music, classification mod-
ule will identify music category. Then top k query processing is
carried out using the corresponding local indexing tree in the in-
dexing module. In following, we give a detailed introduction on
system architecture of EMIF.
2.1 Classification Module
2.1.1 Multifeature based Statistical Class Modelling
To characterize each high level semantic category (or class), we
develop a Music Category Modelling Module (MCMM) to con-
struct a multiple feature based statistical scheme. Each MCMM
in EMIF corresponds to one music category in the database. Each
MCMM is made up of two parts: 1) feature extraction, and 2) a set
of LDMMs (Linear Discriminative Mixture Model) built for statis-
tical modelling of music class based on various kinds of acoustic
features. A LDMM is a stochastic model combining the advan-
tages of LDA and Gaussian Mixture Model (GMM). The novelty
1EMIF stands for Effective Music Indexing Framework
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of LDMM is its great capability and flexibility for effective feature
modelling. In MCMM, each LDMM corresponds to one acoustic
feature type.
Feature extraction aims to calculate a numerical summarisation
of music documents. EMIF applies the partition-based approach
to extract multiple local features. When receiving input music,
EMIF firstly segments it into small blocks and then different kinds
of acoustic features are extracted from each block as basic content
representation. Specifically, the features considered in this study
include timbre, rhythm and pitch. The extraction process can be
denoted as V f = Extractf (mo) = [v1f ,v2f , ...,vBf ], where
V f is the set of vectors for a feature f extracted from the B blocks
of the input music object mo. For our system, GMM is used as a
statistical processor to model feature distributions for the particular
semantic concepts. Based on each kind of feature, a GMM based
category model can be trained separately for the task of class identi-
fication. In this study, we consider three different acoustic features
including timbre feature, rhythm feature [14] and pitch feature [13].
In order to gain effective music category identification, EMIF
constructs a statistical model for each class using multiple fea-
tures. To achieve this, the individual feature of the music is ex-
tracted, and then, individual profiling model for one class is con-
structed using each feature. In EMIF, category profiling captures
statistical properties of different features using Linear Discrimi-
native Mixture Model (LDMM), which is a novel classification
scheme combining the advantages of both LDA and GMMs. The
main advantage of LDA over other linear subspace methods is to
generate a discriminative feature space to maximize the ratio of
between-class scatter against within-class scatter (Fisher’s crite-
rion) [2, 5]. In the LDMM for each acoustic feature, LDA is used
as feature extraction that provides a linear transformation of raw
features (n dimension) to m dimensional subspace (m dimension,
m < n). Consequently, the samples belonging to the same cat-
egory are closer and the samples from different categories are far
apart. At the same time, since LDA can significantly reduce the
dimensionality of raw feature, LDMM’s training and classification
will be much faster. With GMM, the probability of class c can
be modeled as a random variable drawn from a probability distri-
bution for a particular feature f after LDA transformation. Given
a parameter set Θsf based on feature f , the probability distribu-
tion is present as a mixture of multivariate component densities:
P cf (V f |Θsf ) =
B∏
b=1
{
J∑
j=1
wcfjp
c
f (vbf | µcfj ,Σcfj)}. The Gaussian
density is used as the multivariate component in this study, ac-
cording to GMM Θsf = {wcfj ,µcfj ,Σcfj | where 1 < j < J},
where wcfj , µ
c
fj and Σ
c
fj denote, respectively, mixture weights,
mean vectors and covariance matrices. Also, pcf (vbf | µcfj ,Σcfj)
is the probability of a class label c based on feature f extracted
from segment b. Given feature vector vbf , it can be easily calcu-
lated using the Gaussian density function and associated parame-
ters {µcfj ,Σcfj}.
To effectively estimate model parameters, EMIF applies EM al-
gorithm [1]. The EM is an iterative method to estimate and op-
timize some unknown parameters based on given data set. Since
EMIF considers multiple features, the overall training procedure
will be repeated multiple times, once for each feature. After the
training process of system is completed, the likelihood value gen-
erated based on feature f for input feature vector V f can be given
as below,
lcf = log(P
c
f (V f |Θsf ))
=
B∑
b=1
log({
J∑
j=1
wcfjp
c
f (vbf | µcfj ,Σcfj)}) (1)
An overall likelihood value can be derived based on various fea-
tures for category c, denoted as Lc = Cc(~lc, ~W c), where ~lc =
{lc1, lc2, ..., lcF } and ~W c = {W c1 ,W c2 , ...,W cF } include all the com-
bination weights and scores from the category profiling model for
class c. Cc is likelihood value combination function. When clas-
sifying input music, Lc can be used to measure the universal sim-
ilarity distance between and input music and a class label c. Thus,
how to compute combination weights is very important and in fact,
the simplest way to determine combination weights would be to as-
sign all combination weights same value regardless of their scores.
However, the key disadvantage of the approach is the inability to
take into account different features’ effects on music classification.
2.1.2 Fusion Weight Estimation
How to fuse likelihood value generated based on different fea-
tures is important to music classification performance in classifica-
tion module of EMIF. To gain a comprehensive statistical model for
each music category, EMIF applies the Logistic function as a com-
bination schemeCc to estimate an overall likelihood score between
input song and class c [6, 7]. Basic idea of the approach is same to
the one applied in HSI singer identification system [10]. By using
Logistic function, overall likelihood value Lc can be scaled to [0,1]
and formulated as below,
Lc = Cc(~lc, ~W c) =
1
1 + exp(−yc ∑Ff=1W cf lcf ) (2)
where yc = 1 when c is input music’s category, yc = −1 oth-
erwise, W cf denotes the fusion weight to compute the overall like-
lihood value generated based on feature f for class c. By using
Equation 3, we can compute the likelihood value for the learning
samples
M∏
m=1
1
1 + exp(−yc ∑Ff=1W cf lcf ) , (3)
where M is the total number of learning examples. To train the
model, we apply the learning algorithm introduced in [10], whose
goal is to gain the overall likelihood value maximization.
2.2 Indexing Module
Indexing module contains multiple local indexing structures, one
per music class. Each local indexing structures has two major com-
ponents: music signature generation scheme based deep learning
and multidimensional indexing scheme.
2.2.1 Deep Music Signature Generation
In EMIF, a deep learning based music signature generation scheme
(DMSG) is developed to combine various low level acoustic fea-
tures extracted from different segments into Deep Music Signature
(DMS) - a set of linear vectors. Its physical representation can be
DMS = {dms1, dms2, ..., dmsB}, where B is number of blocks
in the music. Then, linear similarity functions (e.g., Euclidean dis-
tance) can be applied to calculate the similarity between two music
documents based on their DMSs. DMSC is deep neural network
architecture based on Stacked Denoising Autoencoder (SDA) and
principal components analysis (PCA).
• PCA is used to preprocess raw input features from differ-
ent blocks via linear transformation and speed up learning of
SDA.
• SDA is adopted to pretrain neural networks for each block
with unlabelled data.
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• For each block of input music documents, the parameters of
SDA are optimized via stochastic gradient descent.
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Figure 1: (A) Autoencoder (B) Denoising Autoencoder
Both Denoising Autoencoder (DAE) and Stacked Denoising Au-
toencoder (SDA) are developed based on Autoencoder (AE). They
consists of two key components - encoder and decoder. Encoder
transforms an input X into hidden representation y and decoder
maps it back to a reconstructed d dimensional vector z. Figure 1
(A) illustrates basic idea of AE. In EMIF, the hidden layer is en-
coded by a nonlinear one-layer neural network and the mapping
can be Y = Φ(X). The reconstruction from hidden represen-
tation Y can be computed using Z = Θ(Y ). Various kinds of
distributional assumptions can be applied on the input given the
code. Also, different loss functions can be used to measure re-
construction errors on the output side. In EMIF, since we assume
the distribution dist(X|Z) is Gaussian, squared error loss can be
Lsqe(X,Z) = ||X − Z||2. In real world, the reconstruction cri-
terion alone may not be always able to guarantee the generation of
effective raw data representation. It might easily lead to the unde-
sirable result - "simply copy the input". Thus, DAE is proposed
to avoid this phenomenon by taking different strategy - training
neural network locally to denoise noisy versions of initial inputs.
The part (B) of Figure 1 visualizes the basic idea of DAE. It is
done by firstly constructing X’s corrupted version X˜ via a stochas-
tic mapping X˜ − qD(X˜|X). qD is a function to corrupt X and
the corrupted input X˜ is then mapped to a hidden representation
Y = Φ1(X), where Y is then used to reconstruct the initial ver-
sion of X by Z = Θ(Y ). The reconstruction error L(X,Z) in
stead of L(X˜, Z) is minimized in DAE. During the training, each
round one training example X is given, a different version of cor-
rupted X is generated based on function qD .
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Figure 2: Stacking Denoising Autoencoder
In EMIF, SDA is applied to build deep learning architecture for
computing DMS as basic component, one for each music block.
We initialize the deep neural network using the same strategy which
stacking RBMs in deep belief networks apply. Figure 2 illustrates
the procedure to gain multilayer DAE. Firstly, the corrupted input
is only used for training each layer at very beginning. This is very
important to learn effective features. Right after the mapping func-
tion Φ has been learnt successfully, it can be applied to process
uncorrupted inputs. Then, to train the neurons in the next layer,
corrupted training examples will be used as inputs. After a set of
encoders are trained and stacked as SDAs, outputs from top layer
will serve as music content representation - DMS and inputs to ex-
isting multidimensional indexing structure (e.g., R-Tree or Hybrid
Tree) for effective and efficient music search.
2.3 Music Query Processing
EMIF system construction includes two key steps. At the ini-
tial step, various kinds of acoustic features are extracted from input
music. Then the parameters of the multiple feature based statisti-
cal modelling module for each category can be estimated using EM
procedure. After classification module is trained, we will construct
C indexing structures based on DMSG in conjuncture with index-
ing method, one per music category. In this study, we apply Hybrid
tree due to its efficiency[4].
After system training and configuration, EMIF firstly identifies
the category of input music using classification module. Once that
class label has been determined, the top k query process can be
carried out based on the corresponding local indexing structure.
3. EMPIRICAL STUDY
This section presents an experimental study to evaluate the pro-
posed method and its competitive schemes. The dataset (Dataset
I) used for the empirical study contains 5000 music items covering
ten genres with 500 songs each genre. This dataset is very similar
to the test collection used in [8, 14]. The test query we consider
is to find music that has similar genre from database constructed
using Dataset I. We compare EMIF with three different approaches
including CM*F+Hybrid Tree (CM*F+HT), DWCH+Hybrid tree
(DWCH+HT) and MARSYAS+Hybrid tree (MARS+HT). Our re-
sults demonstrate the superiority of EMIF over different approaches,
including improvements on retrieval accuracy and efficiency in terms
of the query response time.
3.1 Effectiveness Comparison
In the first experiment, we report a comparative study on the re-
trieval effectiveness of the CM*F+HT, DWCH+HT, MARS+HT,
and EMIF. Tables 1 illustrates the query precision in terms of two
different measurements: P@10 and MAP. Specifically, in each test,
we randomly select query examples from the database and there is
no overlap between query sets and training sets. It can be clearly
seen that EMIF achieves significant improvement on query accu-
racies for all cases. In particular, the EMIF method improves the
query effectiveness, on average, 10.2% for P@10 and by 12.2% for
MAP. These results indicate that EMIF, whose structure integrates
classification scheme and multiple indexing structures into single
framework, is more effective than other approaches for CBMR task.
This superior effectiveness is due to the multiple layer structure
combining classification model and a Logistic regression based like-
lihood score fusion scheme. Furthermore, the indexing structure
supporting query process on the music from individual category
lead to a much smaller searching space and faster retrieval.
Query Query Accuracy
Methods P@10 MAP
EMIF 0.617 0.511
CM*F+HT 0.438 0.385
DWCH+HT 0.372 0.302
MARS+HT 0.297 0.275
Table 1: Query accuracy comparison of EMIF and other ap-
proaches for music retrieval
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Size of Query Response Time(Sec)
Result Set EMIF CM*F+HT DWCH+HT MARS+HT
5 0.065 0.073 0.086 0.095
10 0.089 0.109 0.172 0.209
15 0.097 0.205 0.259 0.287
20 0.132 0.258 0.332 0.385
Table 2: Query response time comparison of EMIF and other
approaches
3.2 Efficiency Comparison
Query response time is another important aspect for system per-
formance evaluation, especially when scale of the music dataset
becomes large. Comparing to traditional indexing structure, al-
though the statistical concept model in EMIF lifts the accuracy
significantly, they might introduce query cost overhead. Thus, the
second set of experiments evaluate and compare query efficiency
of the EMIF and other competitors. The test was run with 1000
query examples randomly selected from the music dataset. Table 2
shows the query response time of different methods with various
size of the result sets. From the experimental results summarised
in the table, we can see that EMIF achieves great saving in terms of
query speed against the other approaches for all sizes of result sets.
MARS+HT performs worst among six different approaches tests.
EMIF achieves the fastest response time and compared to other ap-
proaches, performance gain is very significant. We believe that
the main reason behind efficiency enhancement is EMIF’s layered
structure facilitating retrieval processing based on index structure
built for single music class. It suggests a more compact searching
space (smaller indexing structure). Consequently we can observe
significant reduction in query response time.
4. CONCLUSION
In this research, we propose and evaluate an intelligent index-
ing framework called EMIF based on the “classify-and-indexing”
design principle. To achieve accurate music classification, an in-
dependent LDMM-based profiling model for individual music cat-
egory is constructed using multiple features to generate likelihood
score. Moreover, EMIF’s layered architecture enables more com-
pact indexing structure for each music category and consequently
achieve a significant reduction on query execution time. To vali-
date our approach, a series of comprehensive experimental studies
have been carried out over large scale test collection and the results
reveal the various advantages of EMIF over the existing state-of-
the-art indexing methods.
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