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ABSTRACT.
Nuclear Magnetic Resonance imaging in the medical and biological 
fields has been well established since the early 1970's, and high quality, 
well resolved images are now routinely obtained. Only recently has the 
enormous potential of Nuclear Magnetic Resonance as a means of non-invasive 
imaging of solid samples been recognised.
The broad natural linewidths associated with solid samples has been 
the cause of the paucity of published solid imaging papers, and the 
techniques put forward in order to overcome the broad lines and resolve the 
spatially encoded contributions to the lineshapes range from the simple, 
single radiofrequency pulse methods, to the more complex multiple-pulse 
sequences.
This thesis describes an attempt to return to the simple 
radiofrequency pulse methods, employing as few pulses as possible, by way of 
the "Solid Echo".
A theory of solid echo imaging has been put forward, and a general 
result governing the form of the images in terms of the Fourier transformed, 
modulated, quadrature solid echo peak is postulated. Validation of the theory 
is provided by a series of one and two dimensional images of various nuclear 
spin configurations and spin species.
Rapid gradient field switching was not a viable option during this 
period of research and, because of this, the gradient fields had to be left 
on during the radiofrequency pulses. The resulting nuclear spin motions 
about the two effective fields of the solid echo pulse sequence due to the 
combination of the gradient and radiofrequency fields has been modelled by a 
first order approximation.
An evaluation of solid imaging using the MREV-8 multiple-pulse 
sequence is also given, and profiles obtained using this method are 
demonstrated.
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CHAPTER 1.
AN INTRODUCTION TO SOLID STATE NMR.
INTRODUCTION.
The first experiments in Nuclear Magnetic Resonance, NMR, 
spectroscopy were carried out in early 1945 by Purcell et a l (1946) and Bloch 
et a l (1946). The beginnings were rather modest, and useful experiments in 
chemistry only became possible after the discovery of the chemical shift in 
1949 by Proctor and Yu (1950) and Dickinson (1950). Rapid expansion followed 
the production of the first NMR spectrometer in 1953, and the 1970's were 
dominated by the development of Pulse Fourier Transform spectroscopy.
The potential of NMR spectroscopy as a means of imaging in the liquid 
state was first, independently, demonstrated in the early 1970's by 
Lauterbur (1973), and Mansfield and Grannell (1973), who used a magnetic 
field gradient to disperse the NMR resonance frequencies of a Free Induction 
Decay, FID, making them spatially dependent. The imaging technique they put 
forward was by today's standards relatively simple and crude, and the images 
produced of poor quality. However, since that time, the NMR imaging of 
liquid and biological samples has become well established and well resolved, 
high quality images are now routinely obtained.
At the same time, and in the same paper, the possibility of NMR 
imaging in the solid state was demonstrated by Mansfield and Grannell (1973), 
who used a precurser of the more modern multiple-pulse, line-narrowing pulse
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sequences to remove, to some order, line-broadening in solids. Since that 
first paper, little progress had been made in establishing NMR as a solid 
imaging technique until 1984, see figure 1.1, when attention was focussed 
once more on obtaining solid images with the same resolution and quality as 
those in the medical and biological field. The relative paucity of solid 
imaging papers to date, and the general lack of well resolved, high quality 
solid images can be attributed solely to the existance, in the solid state, 
of very broad resonant NMR lines. In the liquid state, these lines are very 
much reduced.
A continuos wave experiment, where monochromatic radiofrequency, RF, 
radiation is slowly and smoothly swept over the appropriate frequency range 
for a particular sample, would, for a liquid sample, reveal a spectrum of 
lines with linewidths in the range 0.1 to 5 10 Hz, corresponding to the 
resonances observed for that particular spin system. A similiar experiment 
performed on a solid sample would reveal a broad, featureless line which is 
the envelope of the resonances observed for that sample, with a linewidth in 
the order of several 10's of KHz. Thus all the interesting spectral features 
are obscured in the wide, principly Gaussian envelope. From an imaging point 
of view, this means that in order to resolve the frequency components of 
spins in different parts of the sample, large magnetic field gradients have 
to be applied with strengths of the order of 100 Gauss cm”1.
The corresponding problem in the time domain is that of signal 
duration. The Fourier transform, FT, of these peaks is a decaying waveform, 
non-exponential for solids, called the FID, and is a complex interferogram of 
the FID's of the individual resonance lines, including noise. Since the 
solid linewidth is typically 10's of KHz, the signal duration is of the order 
of 100 /^ seconds. The FID duration for liquid samples is typically of the 
order 10's of milliseconds. This means that, in practice, the solid state 
NMR experiment has to take place in a timescale approximately two orders of
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Figure 1.1. An illustration of the number of solid imaging papers 
published from 1973 to the time of writing, divided into sections 
defining the type of imaging technique. The section headings are 
general and make no attempt to differentiate between the various 
methods under each heading. The graph at the lower end of the figure 
shows the number of papers produced within each year. The author's 
work has not been included.
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magnitude less than that of an equivalent liquids experiment, and raises the 
problem of applying the RF pulses to the sample, switching the gradient 
fields on and off and detecting the NMR signal within the available encoding 
time, of the order of T2, the spin-spin relaxation time.
The various imaging techniques developed so far have been 
designed to overcome, or in some manner circumvent, the linewidth problems 
associated with imaging in the solid state. At the time of writing, the 
total number of solid imaging papers is still only twelve, describing no
less than seven different methods, see figure 1.1. When this period of
research began in 1985, the number of published papers totalled six, 
ranging from the simple, single pulse method of the FID, to the more 
experimentally difficult multiple pulse methods, in techniques as diverse 
as multiple quantum coherence and cross-polarisation.
Despite the problems associated with the broad lines and short
encoding times, industry has begun to realise the enormous potential of
solid NMR imaging as a non-invasive technique in, for example, the 
detection of cavities in high pressure, plastic air-lock seals, and in the 
imaging of oil/water interfaces in porous media, to name just a few of the 
many applications, both industrial and medical, to which solid imaging can 
be applied.
This thesis describes an attempt to return to the more simple imaging 
techniques employing as few RF pulses as possible, and exploits the method of 
"Solid Echoes", for which a double-pulse sequence is employed. The 
feasability study presented here demonstrates that good quality images can 
indeed be produced by this simple technique, and that despite its overall 
simplicity, the imaging of a wide variety of spin type and configuration is 
possible.
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1.1. BASIS OF NMR IMAGING.
The NMR image of an object is defined as the graphical representation 
of one or more of its properties, of for example, spin density, relaxation 
times or chemical shifts. Lauterbur (1973) was the first to use a magnetic 
field gradient to disperse the NMR frequencies, making them spatially 
dependent. The spectrum produced can be considered as a 1-dimensional 
projection of the 3-dimensional spin density onto the direction of the field 
gradient. All the nuclei in a plane perpendicular to the field gradient 
experience the same field and thus contribute to the signal amplitude at that 
frequency.
In Lauterbur's experiment, two tubes of water were placed 
perpendicular to the direction of the static field, B0. A gradient field of 
0.1 Gauss mm”1 was used to encode the FID with spatial information and a 
profile was obtained by Fourier transforming the encoded FID. The sample 
was then rotated through an angle A<p about the symmetry axis of the pair of 
tubes, and another profile obtained, see figure 1.2. This process was 
repeated until profiles has been obtained for a number of different angles 0. 
The resultant data set P(w,tf>), where P represents the profiles corresponding 
to angles <p, was then back-projected to obtain a 2-dimensional image of the 
tubes of water. A full description of image reconstruction by 
back-projection is given in Brooks and DiChiro (1976).
The whole of the FID was sampled at specific intervals, with the 
interval, td, known as the dwell time. For N samples of the FID, the 
total sampling time, the acquisition time, is ta=Nxtd. The resolution in 
the spatial domain is limited by the highest frequency sampled, yG, and is 
related to the gradient field and acquisition time by r=l/(7G(Nxt(j)), 
where r represents the resolution, G is the gradient field and y is the
-5 -
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Figure 1.2. The Lauterbur (1973) experiment is shown where the 
gradient field is rotated about the sample and a 1-dimensional 
profile taken for each orientation. The resultant profiles are then 
back-projected to produce a 2-dimensional image.
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gyromagnetic ratio.
As has already been mentioned, the profiles, P(u,0), are Fourier 
transforms of the FID's, p(t,0). i.e.
From figure 1.3 it can be seen that u can be rewritten as w = o^ costf) + 
w2sin0, and the 2-dimensional image is, Brooks and DiChiro (1976):
This method has been utilised in solid imaging, as will be explained 
in the next chapter, but has been largely superceded by Fourier imaging, 
Kumar et a l (1975). Instead of rotating the gradient field about the sample, 
or equivalently rotating the sample in a stationary gradient field, the 
amplitude of the gradient field is incremented N times by an amount AG, and 
the FID sampled once for each increment. The resultant data set is then 
Fourier transformed with respect to AG, the gradient field increment/ to 
obtain the profile. In this case the resolution is r=l/(y(NxAG)ta). Imaging 
in more than 1-dimension is accomplished by incrementing gradient fields in 
orthogonal directions in the cartesian reference frame.
27iiwt
f(x1;x2) =f(w1,w2) =|p(w1cos0 +w2sintf>,0)
0
and using the relationship above:
f(wi,w2) =| j.-i- p(t,0)e -ZTiitfu^ cos# + o>2sin0) |t| d^dt
0 - ° °
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Figure 1.3. A profile is defined as the 1-dimensional projection of 
the 3-dimensional spin density onto the gradient field. The angle 0 
defines the orientation of the sample axis with respect to the static 
gradient field. The axis define the frequency domain axes in the 
Brookes and DiChiro (1976) image reconstruction analysis.
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xuj.5 memoa nas many advantages over projection reconstruction,
namely:
(1) The spatial resolution and field of view in the three orthogonal 
directions are independent.
(2) All profiles are in the same directions so inhomogeneities in the static 
field, Bq, manifest themselves only as geometric distortions. In back 
projection these inhomogeneities result in curved projected lines and the 
exact degree of curvature for each angle <p has to be known, Edelstein et a l 
(1980), Johnsons a l (1983).
Before going on to describe the various sorts of solid imaging 
techniques in detail, a brief discussion on line-broadening mechanisms in 
NMR is given.
1.2. LINE-BROADENING MECHANISMS IN NMR.
Any nucleus interacts to some degree with the nuclei and electrons of 
other atoms in the environment as well as with its own valence electrons. 
These interactions lead a nucleus in a perturbed state to relax back to the 
equilibrium condition, and define the characteristic shape of the FID for 
that nucleus. It is these interactions which lead to broadening of the 
resonance peaks in solids as. the atoms are held in rigid lattices. Molecular 
tumbling in liquids averages the effects to zero.
For solids there are two types of broadened lines.
(a) Homogeneously broadened lines where all the spins make equivalent 
contributions to the lineshape, with their intrinsic lineshapes the same as 
the envelope. These can be Lorentzian or Gaussian in shape.
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(b) Inhomogeneously broadened lines which consist of a spectral distribution 
of lines merged into an overall lineshape. Mathematically, the shape of an 
inhomogeneous line is given by the Voigt lineshape or convolution function, 
Poole and Farach (1971), for individual Lorentzian shapes inhomogeneously 
broadened by a Gaussian distribution function.
1.2.1. THE DIPOLAR INTERACTION.
This is the most important line broadening mechanism for the systems
of spin 1/2 nuclei under discussion in later chapters, and is introduced
here.
The dipolar interaction is a direct interaction between two nuclei, 
and the dipolar energy of two unidentical nuclear spins I± and I2, a distance
r apart, figure 1.4, is given as, Abragam (1986):
The interaction of the two dipoles can be most easily understood if they are 
assumed identical and then it can be classically visualised as follows, 
Abragam (1986, chapter 4, page 98). 1^  precesses about the static field B0 
and so has a static component along the field, and a rotating component 
perpendicular to it. The static component produces a small static field at 
I2, at an angle to B0 depending on the spin orientation. For large values of 
Bq , the high temperature approximation, only the component parallel or 
antiparallel to Bq changes the net static field. Each spin has several 
neighbours and therefore several different static fields act on the spin 
which can either aid or oppose the static field B0, causing a spread in the
The mechanisms giving rise to broadened lines are:
7l72
E = (1.4)
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jjarmor frequencies and resulting in line broadening. The rotating component 
produces a rotating field at I2 which is at the Larmor frequency of I2, the 
spins being of the same species. This component can change the orientation of 
I2 in an analogous fashion to an RF pulse field. The corresponding linewidth 
is of the order of magnitude of the rotating field, and so contributes a 
comparable amount to line-broadening.
The x and y components of the dipolar Hamiltonian can be expressed in 
terms of raising and lowering operators, Van Vleck (1948), and converting to 
polar co-ordinates, the Hamiltonian is rewritten as:
Hd = 7i72ft2 (A + B + C + D + E + F)/r3.
A = i i zi2zx (1 ” 3c°S20)
B = ~(I1 I2 + Il"I2)x(1 ~ 3cos20)/4 
C = -3(I"j[ I2z + IlzI2)xsin0xcos8xe'"^ /^2 
D = “3(1^  I2z + Ii2I2)xSin0xcos0xe1<^/2 
E = -3lJ ijx sin20xe "’2i<^ /4
F = -31} I2x sin20xe2i<^ /4 (1.5)
Each of the operators A to F alters the nuclear spin quantum numbers 
m and n in a characteristic way through the various shift operators. The full 
set of alterations are given in table 1.1, where it can be seen that the
operator A produces no change. The operator B alters both spin numbers by ±1,
although the terms ljl2 and Ijl2 do not alter the sum (m+n). The other terms 
change (m+n) by ±1 and ±2. The effect of these operators on the 
eigenfunctions describing various systems of spin 1/2 nuclei are given in the 
relevant chapters.
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_  _ \ J /
Figure 1.4. The polar co-ordinate representation of the dipolar 
interaction between two spins I1 and I2 is shown. 0 is the angle 
between the internuclear vector and B0, while <t> is the angle between 
one of the axis and the projection of r onto the x-y plane.
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If the spins are unidentical, then the local fields felt at the 
nuclei by their nearest neighbours are different, adding another spread of 
frequencies to those produced by neighbouring nuclei furthur away.
A rough estimate of the local field is given by Farrar and Becker 
(1971) for water molecules in hydrated crystals and is of the order of 20 
Gauss, or 80 kHz.
1.2.2. APPLIED FIELD INHOMOGENEITIES.
If the applied magnetic field inhomogeneities exceed the natural 
linewidth, 2/(yT2), of the sample, the nuclei in different parts of the 
sample find themselves in different field strengths. As a result, the 
nuclear spins precess out-of-phase with respect to one another and the 
corresponding overall FID is shorter than that determined by the natural T2 
of the sample, producing an artificially broadened resonance.
TABLE 1.1.
The effect of the dipolar operators A to F on the nuclear spin quantum
numbers, m and n.
Operator Change in 
m
Change in 
n
Total change
A Am = 0 An = 0 A(m+n) =0
B Am = ±1 An = Tl A(m+n) =0
C
tO 
<H 
II 1 > ii
c
T
m
''
A(m+n) = 1
D H
'Q 
lj 
II5 > II 1
O
A(m+n) = -1
E. Am = 1 An = 1 A(m+n) = 2
F > 3 II I Y-± An = -1 A(m+n) = -2
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1.2.3. QUADRUPOLAR INTERACTIONS.
For nuclei with spin>l/2, the nucleus contains a distribution of 
positively charged protons which is non-spherical, and therefore has an 
electric quadrupole moment. This moment interacts with electric field 
gradients, EFG's, arising from charges of either other nuclei, or the valence 
electrons. Since the magnitudes of the EFG's are proportional to 1/r3, the 
electric charges closest to the nucleus have a greater effect. The 
additional factor of a large magnetic moment ensures that the electron cloud 
associated with the nucleus has the largest effect. The close proximity 
of the closed electron shells distorts their shape from spherical symmetry, 
and these distorted shells lead to a correction in the EFG felt at the 
nucleus, called the Sternheimer antishielding factor. This entails the EFG 
becoming amplified by one or two orders of magnitude. The quadrupolar 
energy levels due to the association of the nuclei with the EFG's act as 
perturbations of the Zeeman levels in the high temperature approximation and 
lead to line broadening.
1.2.4. ELECTRONIC INTERACTIONS.
The magnetic coupling of nuclei to electrons takes place in a number
of ways.
(a) Chemical shifts arise from electronic charge motion. The external 
field Bq induces electronic motion such that a secondary magnetic field is 
produced which opposes the primary field at the centre of motion. This 
motion can be described as an effective rotation of the whole electron 
cloud about Bq , whose effect, stated simply, Harris (1986), is to screen 
the nucleus from the static field, causing it to interact with an 
effective field Be=B0(l-o), where o is the shielding constant.
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(b) Scalar coupling is an indirect coupling mechanism between two nuclei 
which takes place via the bonding electrons of nuclei in the same 
molecule. This interaction is characterised by a coupling constant J, and 
the line splittings are equal in magnitude to J.
(c) Knight shifts arise from nuclei interacting with the fields associated 
with the conduction electrons in metals.
It is not uncommon to have a combination of these effects in a real 
solid, as with a combination of chemical shift and quadrupolar anisotropies 
in a polycrysatalline solid, Jones et a l (1963), and the combination of 
chemical shift and dipolar anisotropies described by O' Reilly et a l (1971). 
Hence the complete removal of line-broadening effects can be very difficult, 
and it is usually the most significant broadening mechanism which is 
compensated for.
A brief introduction to NMR imaging, and an outline of the problems 
associated with imaging in the solid state has been given. The various 
techniques put forward to overcome these problems are described in the next 
chapter. Spin echoes are introduced in chapter 3, as well as a description of 
the use of the solid echo in imaging isolated spin 1/2 pairs. The solid echo 
imaging of isolated spin 1/2 triads, dipolar coupled spin 1/2 pairs, and 
dipolar coupled spin 1/2 triads are outlined in chapters 4 and 5. Chapter 6 
details the instrumentation used for solid imaging by means of the solid echo 
and MREV-8 multiple-pulse sequence, and chapter 7 presents the images 
obtained by the solid echo method. Finally chapter 8 describes in detail, 
multiple-pulse imaging with special regard to the MREV-8 sequence, and 
presents images obtained using this method. A comprehensive reference list 
is given, and an appendix containing the matrices representing rotation and 
spin operators in various representations.
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CHAPTER 2.
SOLID STATE IMAGING -  A REVIEW.
INTRODUCTION.
The relatively few solid imaging papers has, in the last chapter, 
been attributed to the experimental difficulties associated with the very 
broad solid NMR lines. Because of the lack of published papers, each one 
is described in full, and where possible in chronological order. If a 
technique is common to a number of papers, not necessarily used at the 
same time/then, the papers are described under a single section heading.
2.1. SOLID STATE IMAGING USING " DIFFRACTION
The earliest solid state imaging paper is that of Mansfield and 
Grannell (1973). The theoretical explanation of their method is rather 
complicated. The nuclear spins in a solid lattice are represented by 
Green's functions which are scattered by the magnetic field gradient in an 
analogous fashion to the scattering of electromagnetic waves by a 
diffraction grating.
In order to reduce the broad lines of the samples they were imaging, 
they turned to the recently developed multiple-pulse sequences, Waugh et a l
-1 6 -
(1968), Mansfield et a l (1973) which remove dipolar line-broadening to some 
order depending on the sequence used. These sequences induce isotropic 
liquid-like spin motions by making the spins spend an equal amount of time 
along the three principle axes of a cartesian reference frame. The RF 
pulses of the sequence act on the Hamiltonian representing the system in such 
a way so as to produce an average Hamiltonian which is assumed to act over the 
sequence, and which contains no, or a reduced, dipolar part. The theory and 
practice of multiple-pulse sequences is described in detail in chapter 8.
Using this technique, they were able to image layers of camphor with 
a now extended T2 of 2 mseconds, and with a gradient strength of 0.77 Gauss 
cm”1 achieved a resolution of 0.5 mm.
2.2. IMAGING LONG RANGE PROPERTIES OF ION MOTION IN SOLIDS.
The two-dimensional imaging technique introduced by Lauterbur (1973) 
has been extended to the solid state, where Suits and White (1984) studied 
the motion of sodium ions in the solid ionic conductor /3-alumina. The sample 
had one end dipped into molten potassium nitrate, KN03, and sodium flow was 
measured by the detecting the one-to-one substitution of the sodium ions by 
the potassium ions. The motion was restricted to one plane.
With the gradient field on, the FID's were measured for several 
angles 0, with an increment of 15°. The gradient field strength was 7 Gauss 
cm”1 (23Na), and they used a slightly modified 2-dimensional Fourier 
reconstruction technique based on the one already described in chapter 1.
The effects of broadening are artificially removed by multiplying 
the resultant FID's by a resolution-enhancing, positive exponential 
function. This is Lorentzian in shape and is calculated from the quadrupole
-1 7 -
shifted transition for sodium, which is independent of spin orientation, 
Harris (1986). In the limit that the function balances the natural decay, 
the resulting non-decaying interferogram would correspond to a 8 function in 
the frequency domain - the best possible resolution. However this type of 
procedure has been shown to introduce line shape distortions, and cause the 
signal-to-noise ratio to decrease markedly, Lindon and Ferrige (1980).
To simulate broadening in the analysis, the FID's are multiplied by 
the corresponding negative exponential Lorentzian function and become 
e“irp(t,0). The profiles can then be written as, referring to section 1.2:
P(w#0) = e~ir,tlx P(t,0)xe"27riwt dt (2.1)
and hence the Fourier filtered back-projected profiles, Brooks and DiChiro 
(1976), are modified to:
P*(u,0) =
The factor iti is a direct result of the filtered back-projection, and the 
term e1^ 1 is the line-narrowing exponential term.
The convolution theorem for FT's states that the FT of a product of 
two functions is the convolution of their FT's. The FT of the second 
bracketed term is the profile, P(w,tf>). The FT of the first bracketed term, 
however diverges over the range -«<t<«> because of the iti factor, and this 
term is replaced by a function which is equal to iti for itutm, and equal to 
zero for iti>tm where l/tm is some cut off frequency. The end result is that
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P* becomes a function of an integer, n, and r. A sodium density contour map 
was produced with a resolution of about 1 mm2 using a line-narrowing 
Lorentzian function with a line-width of 1.1 kHz.
The line narrowing capabilities of this function are clearly helped 
by the choice of sample, as due to motion along the imaging plane, it is 
expected that the line shapes had already been somewhat reduced.
2.3. IMAGING USING MULTIPLE QUANTUM COHERENCE. MQC.
One of the basic laws of Fourier transform spectroscopy is that only 
single quantum coherences, lQC's, i.e transitions of the type Am=±l, can be 
directly observed. Yet double quantum resonances, 2QC, can be simply 
observed in continuos wave experiments if high RF levels are used. Excitation 
of 2QC's is best visualised as the simultaneous excitation of two 
progressively connected lQC's, figure 2.1a. An RF pulse creates a coherence 
between two states of the spin system differing by Am=l. If two or more 
pulses are used, they may act in cascade and thereby excite multiple quantum 
coherences, MQC's. To be detectable in an FT NMR experiment, the MQC must be 
reconverted into lQC's. A summary of continuos wave MQC spectroscopy is 
given in Ernst et a l (1987). A brief description of pulse FT MQC is given 
below, and, can be conveniently divided into three stages, Ernst et a l (1987, 
chapter 5, page 256):
(1) Excitation of MQC by either selective or non-selective RF pulses.
(2) Free evolution, normally in the absence of RF perturbations, and
(3) Detection of the MQC by conversion into observable lQC's, again using 
selective or non-selective RF pulses.
There are some special properties of MQC which have been used in
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solid state imaging. If the resonances are observed in a frame of reference 
rotating at a frequency f1; then the energy level 1 in figure 2.1a is lowered 
by f^  Hz, and level 4 is raised by f^  Hz. Therefore, all the allowed lQC's are 
reduced by f^  Hz. By contrast, the 2QC (1-4) is reduced by 2 f 1 and the OQC 
remains unchanged. This means that the frequency of an MQC of order p 
exhibits a p-fold dependence on offset from the transmitter frequency. Since 
the excitation of an MQC can be considered as a cascade of p 1QC steps, the 
phase of a MQC of order p is changed by p<£ for a change of radians in the 
excitation pulses. If the detection pulses are phase shifted by <p radians, 
then the MQC is phase shifted by (p±l)tf>. This idea has been taken up in the 
method of Time-Proportional Phase Incrementation, TPPI, where the phases of 
the MQC's are incremented by a small angle by each increment of the evolution 
period, Drobny et al (1979). Hence, different orders can be selected for 
detection by ensuring that the product p<f> = 2n.
This technique is used by Garroway et al (1984) to image cylindrical 
samples of adamantane. The excitation regime consists of a string of eight RF 
pulses designed to produce some effective Hamiltonian under which coherences 
of some even order can develop, see figure 2.1b. These coherences then 
evolve freely for a time t^  under the influence of the gradient and dipolar 
fields. A phase-shift of 90° in the RF pulses creates a time-reversed mixing 
period during which the sign of the effective Hamiltonian is reversed. 
Detection then takes place by monitoring the z-component of the 
magnetisation using the combination of an x-pulse and a 100 ^second 
spin-locking pulse. One point is sampled for each of n repeats of the 
experiment during which the evolution period is increased. Fourier 
transformation of the points with respect to t^  reveals the image for that 
order of coherence. The next order is chosen by the principle of TPPI, and 
the process repeated until images are produced for a required number of 
coherences. The time-reversal mixing period is essential to ensure that all
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Figure 2.1a and b. Figure a graphically demonstrates the how a 2QC 
can be built up out of two lQc's. The lower figure, Garroway et al  
(1984) shows the multiple-quantum pulse sequence used to excite even 
order coherences.
the lines in a given order acquire the same phase and that no signal is lost 
due to phase cancellation, Yen and Pines (1983).
The resolving power of this experiment is enhanced by the 
combination of the gradient fields and MQC's. If a 1QC in the presence of a 
field gradient appears with a resonance offset Aw, then a pQC appears at pAw, 
and since the spins are precessing at a frequency of pAw in this field, the 
resolution has been increased p-fold. The adamantane sample consisted of two 
cylindrical plugs separated by 2 mm aligned perpendicular to the z-axis. A 
gradient field of 4.8 Gauss cm-1 was used at an RF frequency of 360 MHz. The 
peaks from the two plugs were just resolved at n=4, and well resolved at n=10 
where the effective gradient is 48 Gauss cm-1. In figure 2.1b, t=396 
/^ seconds, 6 cycles were used and the t^  increment was 100 nseconds, 
corresponding to A0=77/16 with each order being separated by 312.5 KHz.
Although effective, this technique is hardly simple employing eight- 
pulse line-narrowing sequences whose phases are incremented in steps, in
•V
this case, corresponding to n/16. On the other hand, because of the p-fold 
increase in the gradient strength at higher orders, weak gradient fields can 
be used.
2.4. IMAGING OF MAGNETICALLY DILUTE NUCLEI.
The term dilute could refer in most cases to spin species whose 
resonance is weak due to the number of spins of that species being low, or 
because their gyromagnetic ratios are small. Detection of these weak 
resonances can be facilitated by transfering spin polarisation from nuclei 
exhibiting strong resonances, I, to those with the weak resonances, S. There 
are many ways of achieving this, such as using the Nuclear Overhauser effect,
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Noggle and Schirmer(1971), Selective Population Transfer, Sorensen et a l 
(1974) and others. The method being expounded here is that of 
cross-polarisation, CP, Hartmann and Hahn (1962).
Exchange of energy can only occur if the Zeeman splittings of the two 
nuclear species are equal, and between which transitions can then be induced 
by the flip-flop operators of the dipolar Hamiltonian. The usual form of a 
CP experiment is as follows. A 90° pulse is applied to the I spins at 
equilibrium in a static field which rotates them down onto the x-y plane 
where they are spin locked by an alternating RF field about which they 
precess in the I rotating frame at a frequency Ujj. At the same time, an 
alternating field is applied to the S spin system at the Larmor frequency of 
the S spins. These will then precess about this field at a frequency uls in 
the S spin rotating frame. The precession frequencies in the respective 
rotating frames are then made to match by ensuring that = B1S7S where
Bjj is the amplitude of the I alternating RF field, and so on. This condition 
is known as the Hartmann-Hahn condition. The precession of the I spins 
around the Bn  field produces an oscillating component along the z-axis of 
the I rotating frame. As the z-axis is rotating frame independent, the S 
spins will be influenced by this field and will acquire the I spin 
polarisation by the heteronuclear dipolar flip-flop interaction.
This method is used by Szeverenyi and Maciel (1984) to map out the 
spatial and chemical structure of dilute spins in small solid samples. The I 
spins are protons, while the S spins are 13C nuclei in a variety of samples 
such as hexamethylbenzene, adamantane, Delrin and camphor. The pulse 
sequence is sketched out in figure 2.2a, and is the basic CP experiment with 
a gradient field switched on and allowed to settle before starting CP. After 
coupling, the 13C field is switched off and the transverse 13C magnetisation 
allowed to evolve under the Hamiltonian describing the chemical shift and 
gradient fields, in the period t1# The 13C magnetisation is then stored
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Figure 2,2a and b. Figure a is a schematic diagram of the 
amplitude-modulated 2-dimensional imaging pulse sequence for dilute 
spins, Szeverenyi and Maciel (1984). This sequence provides 13C 
chemical-shift information, and spatial information along one 
spatial co-ordinate of the sample. Figure b is an energy level 
diagram showing the distribution of completely polarised electrons 
spins S, and the unpolarised nuclear spins, I.
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while the gradient field is switched off using a n/2 pulse. A read pulse is 
applied to the stored spins after which they evolve under the influence of 
the chemical shift Hamiltonian alone, and are detected in period t2. The 
experiment is repeated with incremented t^  and t2 and the image produced by 
means of a 2-dimensional FT with respect to t^  and t2. The images as they 
stand are slanted because the domain contains both chemical shift and 
spatial information. However this defect can be corrected using a n 
refocussing pulse which rephases the chemical shift decay. Information 
regarding resolution is difficult to obtain from the images shown, but for a 
gradient field of 60 Gauss cm"1 (13C), it seems to be in the order of 0.6 mm.
The nice thing about this method is that since magnetically dilute 
13C spins are being imaged, strong homonuclear dipolar coupling does not need 
to be considered. However, the Hartmann-Hahn condition is rigid, and places 
stringent conditions on the experimental set up, as for example, the same RF 
coil should be used to generate both alternating fields. This is to ensure 
that the RF inhomogeneities are similiar and that the Hartmann-Hahn 
condition is matched over the whole sample.
2.5. PARAMAGNETIC CENTRE IMAGING USING DYNAMIC NUCLEAR 
POLARISATION, DNP.
It has already been discussed how the nuclear polarisation of dilute 
spins can be enhanced by cross polarisation, CP. The polarisation can be 
furthur enhanced by transfering the very high electron spin polarisation to 
the dilute nuclei by DNP. A good review of this technique has been given in 
Abragam and Goldman (1978), and a part of their discussion is paraphrased 
here.
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The main idea is to transfer polarisation from the electron spins, S, 
to the nuclear spins, I, while leaving the S spin polarisation unchanged. 
Assume that the I spins are unpolarised spin 1/2 embedded in a diamagnetic 
solid containing paramagnetic impurities of completely polarised electronic 
spin 1/2, see figure 2.2b. Dipolar interactions allow simultaneous 
reversals of I and S in opposite directions, flip-flops, and reversals of I 
and S in the same sense, flip-flips. However, these reversals lead to changes 
in the total energy of the spin system by ft(ws±wj), and the transitions will 
not take place unless the missing energy is supplied to the system. In 
practice a microwave magnetic field is used with a frequency of us-uj with 
the electronic linewidths assumed smaller than the nuclear linewidths. Hence 
a down spin I can perform a flip-flop with an up spin S, leading to an up spin 
I and a down spin S. An up spin I cannot perform a flip-flip transition with 
an up S spin as it is off resonance. The S spin down is a danger as it can 
cause an I spin to flip down by means of forced flip-flops. However, S spin 
relaxation mechanisms are very strong and S spin relaxation takes place 
before it can interact with an I spin. In this way, S spin polarisation is 
transferred to the I spin system, leaving S spin polarsiation unchanged.
Maciel and Davis (1985) use a mixture of DNP and CP to enhance the 13C 
magnetisation, whose transverse component is spatially encoded in the usual 
way, see figure 2.3a. Microwave radiation at 39.4GHz is applied for 2 seconds 
before switching on the CP experiment. Unlike Szeverenyi and Maciel (1984), 
the gradient field is switched on after CP, and the storage pulses are used 
when the gradient field is being switched on and off. The sample is a 
cylindrical phantom of Kel-F with two small chambers filled with pitch. DNP 
enhancement was estimated as 20. As in Szeverenyi and Maciel (1984), the 
images are slanted because of the mixture of spatial and chemical shift 
information in the t^  period. This slant can be eliminated in the same way, 
giving a resolution of 1 mm in the spatial domain with a gradient field of
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Figure 2.3a and b. A schematic diagram of the pulse sequence for 
DNP/CP is given in figure a, Maciel and Davis (1985). Figure b 
defines the angles Q’ , y and G for a solid sample precessing about B0.
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10.5 KHz cm-1, (13C).
The experimental problems associated with CP are carried over into 
this combination of CP and DNP. However, in addition, the application of 
microwave energy to the sample is particularly difficult and was solved by 
using a horn antenna, Wind et al (1983).
2.6. HIGH RESOLUTION SOLIDS IMAGING.
In section 1.2, Lauterbur's original experiment was described, and 
it was suggested that an improvement could be made by using an alternative 
experimental arrangement. In this case, the signal is sampled once at some 
fixed interval, and the experiment repeated n times with the gradient field 
being incremented each time the experiment is repeated. The result is that 
the relaxation effects upto the sampling point are constant throughout the 
experiment, and as such do not effect the resolution. This idea was taken up 
by Emid (1985) who developed it for high resolution NMR, and together with 
Creyghton, applied it to solid state imaging, Emid and Creyghton (1985).
The resulting signal of an FID modulated by the presence of a 
gradient field can be written as, Emid (1985):
S(t) = eiAt G(t) (2.3)
where the exponential term is some phase factor due to the presence of the 
gradient field, A=7 g z , and G(t) is the unmodulated FID. The FT of the signal 
is a broad featureless line centred around A.
If the FID is sampled at time ta for each experiment, then the FID at 
that point for each experiment is a constant G(ta). The signal from the
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spins at position 2 has the form has the form S =e17nA9zztaxG(ta), where n=0, 
±1, ±2 and so on. This signal is FT'd by transferring the n dependence of the 
gradient field onto ta. Letting t'=nta, the Fourier transformed signal has 
the form:
S_(t1) e“ iytoSzz % v dt' =G(ta) p(z) dt' (2.4)
where p(z), the spin density at position z, has been included . Solving the 
integral gives:
G ( t a ) p(Z) S(Z-Z') = S,(t') dt. (2.5)
which means that the image is composed of 6 functions in the frequency 
domain, the best possible resolution. To achieve this condition in practice, 
however, would necessitate the use of large gradient fields. For example, to 
achieve a resolution of 0.5 mm with a ta of 40 //seconds, a maximum gradient 
strength for protons of about 20 Gauss cm"1 would need to be employed.
Despite this problem, the method is fundamentally correct and images 
have been obtained for both K-Myristate and adamantane. While the 
K-Myristate tubes (i.d.= 4mm) separated by 25 mm are well resolved with a 
gradient strength of 1.87 Gauss cm"1, the adamantane tubes (i.d.=6.5 mm) 
separated by 20 mm are only just resolved.
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2.7. " MAGIC ANGLE " ROTATION IMAGING.
The terms in the dipolar Hamiltonian have been shown to involve the 
geometric factor (3cos20-l). Consider the coherent rotation of a solid 
sample about an axis inclined by an angle 0» to the applied field B0. Since 
the geometric factor is a second order Legendre polynomial, the addition 
theory of Legendre polynomials can be used to show that the average value for 
this factor is:
3cos20-l = 2P2(c o s0* )P2(cosy) = (3cos20'-l)(3cos2y-l)/2 (2.6)
where the angles 0' and y are as defined in figure 2.3b. The angle y is fixed 
in a rigid solid, while the angle 0' can be controlled by the 
experimentalist. If 0» =57.74°= c o s ^ l / v l ,  then the average of (3cos20-l) 
is zero for all y , and the dipolar interaction is averaged to zero with 
line-broadening eliminated. The angle 0'=57.74° is known as the Magic Angle, 
MA:
In practice MA rotation of the spins can be achieved in two ways:
(1) Using the static field B0 and an oscillating field along one of the axes 
perpendicular to B0, and
(2) by physically spinning the sample at the MA.
Both methods have been used for imaging solids, and are considered in
turn.
2.7.1. THE OSCILLATING FIELD METHOD.
Consider figure 2.4a where the spins are acted upon by an effective
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field Be, the sum of the static field B0 and an oscillating field B^, about 
which they precess at a frequency ue in the rotating frame.
B0 = (B0 “ w/y)k + B1i i B^  i = 2B1coswt (2.7)
The frame of reference is chosen to precess about Bq at a 
frequency u, distinct to the Larmor frequency w0. In this reference 
frame, the effective field is static and inclined to B0 at an angle 8' = 
tan”1(B1/Be). If Be » Bfl, the dipolar field strength in the laboratory 
frame, then z is the quantization axis, and the Hamiltonian describing the 
system is, Mefed and Atsarkin (1978):
with 
and
Hdrf represents the secular part of the dipolar Hamiltonian in this 
reference frame, and y is the angle between the internuclear vector r and 
Be. The addition of Legendre polynomial theorem has been used in deriving 
Hdrf. Hence, if the ratio of the two fields is such that tan”1(B1/Be) is 
the magic angle, the H^rf term is eliminated.
If Be is not very much greater then Bd the non-secular terms in the 
dipolar Hamiltonian contribute to line-broadening, Lee and Goldburg (1965). 
This means that for this method to work, large and homogeneous oscillating RF 
fields are necessary.
Detection of the NMR signal can be made in a number of ways. A coil in
H = -fi7BeIz + Hdrf
Hdrf ° (3c o s28'-1) I - Ii.Ij/3)/2
i<j
Bij = 372^2(i“3cos2y)/2r3 (2.8)
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the x-y plane will detect the signal after a n /2 pulse has been applied to the 
system, or else a coil along the z-axis can be used to detect the very low 
amplitude, low frequency signal produced by modulating the field at a 
frequency w' » u, Mefed and Atsarkin (1978).
DeLuca et a l (1986) have used the latter case in their imaging paper, 
and the theory is fully described in DeLuca and Maraviglia (1986). To encode 
the precessing spins with spatial information at the MA condition, two 
requirements are necessary and they are that (a) the effective field should 
depend on the laboratory frame co-ordinates so that ue becomes spatially 
dependent, and (b) the MA condition should be satisfied over the whole 
sample, or one direction/plane. These two requirements can be 
simultaneously satisfied using two gradients. One of the gradients is 
static, 3Gz/9x (Gzx) , which makes the spin frequencies spatially dependent, 
but upsets the MA condition for all spins. This is compensated for by a 
linear RF gradient along the x-direction of the form Gxlcosw't, where w' = w 
and is in phase with w. This gradient also slowly modulates the field and 
the NMR signal is picked up by a z-axis coil, w and 0' are given by:
“e “ y [ <B0 - u/7 + V )2 + (B1 + Glxx>2 ]
6' = tan"1 £ (Bx + GlxX)/(B0 - u/7 + Gxx) ] (2.9)
When iGixi = iB^  i, and iGxi = iBq-w/7 i then 0' is independent of x, and 
line-narrowing can take place over the whole sample.
As with Lee and Goldburg (1965), this method is limited by the 
difficulty in obtaining large and homogeneous RF fields, and in this case 
with the added problem that one of these fields is a gradient field which has 
to satisfy the amplitude equality condition above. The adamantane sample
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consisted of three 4 mm thick and 10 mm diameter discs, separated by 3 mm. 
For G^l.7 Gauss cm-1, G^-1.3 Gauss cm-1, B^=6 Gauss and B0-w/7=4.7 Gauss, 
the peaks could just be resolved.
An earlier imaging paper produced by Wind and Yannoni (1979), and 
based on a technique developed by Yannoni and Vieth (1976) is included in 
this section because, in reality, it is nothing more than a complicated 
version of MA rotations using oscillating RF fields, although it is not 
presented as such. In this method, the static field is modulated and 
continuos RF is applied along the x-axis.
The Hamiltonian viewed from a frame of reference rotating at the 
Larmor frequency is given by:
H + l2x) " KWnfC0Swm(*lz + *2z) " ^ (^lz*2z “ ^ 1*^ 2)
(2.10)
where is the frequency associated with the linearly polarised RF field
along the x-axis, and k = yBm/wm is the modulation index associated with the 
RF field modulating B0. The frequency is taken to be much greater than A, 
so the dipolar interactions are considered as perturbations of the Zeeman 
levels. The whole spin motion problem is solved by transfering to a frame of 
reference in which the Hamiltonian can be represented by a best-approximate 
time-evolution operator. The transformation is complicated and is explained 
in full in Ansbacher (1973). On transformation the geometrical term in the 
dipolar Hamiltonian takes on the form:
e> =  k ( 1 - x ) / [  ( U i / U i [1) j 0 ( k x ) - l  j  ( 2 . i i )
with J representing Bessel functions, and with x defined in Wind and Yannoni
(1979). It can be immediately seen that with the appropriate choice of wm
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and w^ , k can be adjusted such that 0' is the MA. In the actual imaging paper, 
field modulation was replaced by frequency modulation and detection was made 
using a string of 142° pulses with the reciever gated open between them, and 
the angle of 142°chosen so that the spins experienced a continuos RF field. 
Because of line narrowing, 4.5 Gauss cm*"1 gradients were used on an 
adamantane sample to give a resolution of 0.5mm.
2.7.2. SAMPLE SPINNING.
The sample as a whole can be made to spin at the MA with the obvious 
condition that the rotation must be greater than the static linewidth in 
order for line narrowing to take place. For solids this is at a frequency of 
several kHz, which is not easily achieved in practice. However, this form of 
MA line-narrowing has been used to produce solid images, Cory et al (1988). In 
certain cases MA spinning will totally remove dipolar broadening, and it will 
remove bulk susceptability broadening in all cases.
In this experiment, the direction of the field gradient is 
perpendicular to the MA and rotates with the sample. This type of gradient is 
achieved by using two coils perpendicular to one another, orientated at the 
MA, and applying quadrature audio signals to them derived from the spinning 
of the sample. The gradient field now rotates synchronously with the 
spinner.
The gradient field is allowed to settle after which a n /2 pulse is 
applied to the system. The magnetisation evolves in this gradient field for a 
time: after which the gradient signal is shifted by 90° and the FID
acquired under this new gradient for a time t2. For successive experiments, 
the time t^  was incremented, in the usual 2-dimensional Fourier imaging 
method, Kumar et al (1975), to produce spatial and chemical shift encoded 
frequencies in the two spatial domains.
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The spinner used had an i.d. of 5.5 mm and had rotation speeds of 
upto 2.5 KHz. The gradient was a Golay pair inclined to B0 at the magic angle, 
and since only the gradient component along the static field contributes, the 
applied gradient along the sample is scaled by cos0m^ 0.58.
Two dimensional images of two pieces of irregular shaped soft 
silicone rubber with a separation of 1 mm were obtained using this method. 
The spinner had a rotational frequency of 2 KHz and a gradient field of 1.7 
Gauss cm"1, and the two pieces of rubber could just be resolved.
Besides reducing line-broadening to some degree, this method has the 
added advantage that rotating the sample eliminates the effects of 
inhomogeneities in the gradients, otherwise the effect of missetting phase 
quadrature and spinner axis leads to modulation of the resonance frequency 
for each position in the sample at multiples of the spinning frequency, which 
results in gradient field reduction and spinning sidebands.
The results can be improved by storing the magnetisation during 
gradient phase switching, and also by combining this technique with multiple 
pulse line narrowing techniques, see below, to furthur reduce dipolar 
broadening, Gerstein (1981).
2.8. IMAGING USING THE LINE-NARROWING MREV-8 PULSE SEQUENCE.
As has been already mentioned, multiple-pulse sequences cause the 
solid spins to mimic the isotropic tumbling of liquid molecules. 
Spin-flip narrowing, Slichter (1980), is accomplished by cycles of 
appropriately phase shifted n /2 pulses, and in a rough analogy with MA 
rotation , the pulse repetition frequency has to be greater than the static 
dipolar linewidth to achieve line-narrowing. However, as pulse spacings of
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Figure 2.4a and b. The effective field He is composed of a static 
field Bq-w/7, and an oscillating RF field B^ . It is inclined to B0 by 
an angle 0,=tan“1(Bo/Be), and the spins precess about this field at a 
frequency we. Figure b.A schematic diagram of the MREV-8 
multiple-pulse sequence set up for solid imaging. A 90° pulse rotates 
the spins onto the x-y-z plane where they evolve under an effective 
Hamiltonian to reduce line-broadening. They then evolve under the 
influence of the gradient field and are detected.
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the order of a few microseconds are achievable on modern commercial 
spectrometers, these pulses are equivalent to rotation speeds in excess of 
100 kHz, Mansfield (1981), as compared to ~10kHz for MA rotations, Andrew 
(1981). A full discussion on the theory and practice of multiple pulse line 
narrowing will be given in chapter 8, with special emphasis on the sequence 
called MREV-8, Mansfield (1971), Rhim et a l (1973a,b).
The 8-pulse MREV-8 cycle has been used in the imaging of solids, 
Chingas et a l (1986), figure 2.5. A n /2 pre-pulse in the presence of a 
stabilised x gradient is used to place the spins in the x-y-z plane. They now 
evolve under the action of the effective field, brought about by the pulse 
sequence acting on the Hamiltonian H = Hz + H^ , where Hz represents some 
offset field, and H^ the secular dipolar field.
After evolving for a time t^  the magnetisation is stored, while the 
x-gradient is switched off and the y-gradient on, in the manner of Szeverenyi 
and Maciel (1984). Storage can take place in two ways, Zeeman (locking along 
Bq) and spin-lock(locking along B^ ). During storage, B0 precession does not 
take place although T^  and interactions still continue. This effect is 
used to provide signal contrast. Evolution again takes place this time in 
the presence of the y-gradient and then a n pulse is used to refocus the spins 
during the time interval t2. Between successive experiments the time 
interval t^  is kept constant while the x-gradient strength and t2 is 
incremented. The cycle time is 54 ^ seconds.
The sample is a 5 mm diameter tube of adamantane surrounded by a 12 
mm o.d. neoprene hose. The images of both the rubber and adamantane samples 
are both well resolved because the spatial resolution of the two is now 
almost the same, due to the line narrowing to about 200 Hz. They were able to 
show that they could discriminate between the two sample types by changing 
the values of the repetition and storage times.
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2.9. " SOLID ECHO " IMAGING.
A recent report, Bruker report 2/1987 included solid state images 
of, amongst others, samples of different polymer materials, with a resolution 
of 100 im . These images included one of a polyethylene cog wheel, the inner 
insulation of a coaxial cable (no distortions by the copper wire), annual 
rings in dried wood and a bar of polymethylmethacrylate.
Recently, a paper translated from the original Russian, Samoilenko et 
al (1988), has revealed that the technique used to obtain these images is the 
Solid Echo pulse sequence. It must be pointed out that this paper was 
published 1 year after a British Technology Group patent, number 8621322, was 
awarded to McDonald P.J.M., Taylor D. G. T. and Attard J. J. for their 
work on solid imaging using this technique.
The profiles were produced using an asymmetrically wound solenoid 
gradient coil and achieved a 100 resolution at an NMR frequency of 100 MHz. 
The original 1-dimensional phantom consists of 4 plexiglass discs with a 5 mm 
diameter and a thickness of 1.5 mm separated by glass inserts of thickness 1, 
0.6 and 0.2 mm. Scanning of the spin density was performed using a sensitive 
layer technique by means of vertical dislocation of the sample .
The variety of techniques reviewed in this chapter shows the 
interest that is being directed towards high resolution images of solid 
samples. The lack of any well resolved images with a spatial resolution of 
better than about 0.5 mm shows that there is still a long way to go towards 
routinely producing high resolution images, and that the field is still wide 
open.
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CHAPTER 3.
THE SOLID ECHO IMAGING OF ISOLATED SPIN 1/2 PAIRS,
INTRODUCTION.
A simple introduction to the way in which the density matrix can 
be used to describe the effect of a pulse sequence on a spin system at 
equilibrium is given in section 3.1. The unitary operators describing the 
rotation of the spins by magnetic fields, used in the density matrix 
formalism, are outlined in section 3.2. The phenomenon of spin echoes, and 
a description of the difference between liquid and solid echoes is given 
in section 3.3.
The rest of the chapter describes a feasability study on the possible 
use of the solid echo as a means of imaging in the solid state. The form of 
the dipolar Hamiltonian for a spin 1/2 pair system, and its perturbing effect 
on the Zeeman levels of this system is discussed in 3.4. Section 3.5 
describes the effect on the solid echo peak of taking the system 
off-resonance in an experiment designed to mimick a solid echo imaging 
experiment. The data produced from such an experiment is then analysed to 
determine exactly how a 3-dimensional image can be obtained,section 3.6. The 
difficulty in switching the gradient fields on and off within the available 
encoding time has already been mentioned in chapter 1. Because of this 
difficulty, in a solid imaging experiment, the gradient fields are left on 
throughout, and the effect of the "impure1' pulses, due to the combination of
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the pulse RF field and the gradient field, on spin motion is quantified in 
section 3.7. The distortions this motion introduces on the gradient field 
modulation of the solid echo peak, and its subsequent effect on the images is 
outlined in subsections 3.7.1 and 3.7.2. Finally, the effect of the 
chemical shift Hamiltonian on solid echo imaging is described, section 3.8.
3.1. THE DENSITY MATRIX FORMALISM IN NMR.
The theory of magnetic resonance can be constructed from several 
starting points, and these are, Poole and Farach (1972):
- The Classical Phenomenological Approach where the Bloch Equations are 
solved for the time dependence of the bulk magnetisation from various initial 
conditions.
- The Density Matrix Technique where the bulk magnetisation is solved Quantum 
Mechanically by summing over the diagonal elements, and the time dependent 
effects arise from the equation of motion of the density matrix operator.
- The Secular Equation Viewpoint where the Hamiltonian matrix is
diagonalised to obtain the energy levels and eigenfunctions.
Of the three starting points, the Bloch equations are used to 
solve the dynamics of uncoupled, or lightly coupled, spins and for this
reason are not considered. The secular equation viewpoint is a well
established technique in NMR spectroscopy so will not be elaborated on. 
The third method, the density matrix, is used to determine the effect of a 
pulse sequence on some strongly coupled spin system and is described in a 
simple manner below.
The density matrix, p, is used to represent the mixed states of a 
system, where the mixed states are incoherent superpositions of pure
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states multiplied by some weighting factor, P. For a system of mixed 
states it is defined as pnin= £ p(1)cntr(1)cn(1), where the terms c are the 
expansion coefficiants of the pure states in some basis. Using this 
definition, the expectation value of an operator Q is defined as, Ernst et 
a l (1987):
<.Q> = Tr(Qp) (3.1)
The variations in time of the density matrix are governed by the 
Schroedinger equation. Any unitary transformation S that changes ip into Sip, 
also changes p into SpS"1. Thus, the density matrix counterpart of the
Schroedinger equation is:
This is known as the Liouville-Von Neumann equation whose formal solution in 
terms of the Dyson time ordering operator, T is, Ernst et a l (1987):
p(t) = U(t) p<0) U-ift) (3.3)
where
t
U(t) = T exp( —ij*H(t■ )dt' (3.4)
The time ordering operator is used to evaluate exponential functions whose 
Hamiltonians at different times do not commute, and, if a suitable reference 
frame is chosen, the Hamiltonian can be made to be time independent. Then
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p ( t )  can be ex p ressed  a s :
p(t+T1+.. .+rn) = e“ H^nTn ...e"^1T1 xp(o)xe^H1T1...e^HnTn (3«5)
where the exponentials are the operator formalisms for unitary 
transformations. This equation is the basic building block for describing 
the way in which starting with the density matrix at time 0, the density 
matrix at some later time can be determined by applying the unitary 
transformations of a pulse sequence. A more detailed account of the 
density matrix can be found in Fano (1957).
3.2. THE ROTATION MATRICES.
The Euler angles a, 3 and y can define any arbitrary rotation of the 
spins in terms of rotations about two of the cartesian axis. If orthogonal 
axes (x,y,z) are rotated to new positions x', y* and z2, the Euler angles are 
defined, figure 3.1 by making the rotation in three steps:
(a) Transforming to (x1# y1; z) by rotating through cc about z.
(b) Transforming to (x2, y1# z2) by rotating through 3 about y1#
(c) Transforming to (x», y’, z2) by rotating through y about z2.
This is entirely equivalent to:
(a) A rotation through y about the original z-axis.
(b) A rotation through 3 about the original y-axis.
(c) A rotation through a about the original z-axis.
From the theory of infinitesimal rotations, Brink and Satchler 
(1968), the rotation operator describing some arbitrary rotation has the 
form:
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Figure 3.1. Illustration of an arbitrary rotation defined by the 
Euler angles «, 0 and 7. The phase convention is that of Rose 
(1952).
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R (a,3,7) = e (3.6)
where the terms Ia represent the axis about which the rotation takes place. 
If two successive rotations are represented by R^ and R 2 then R 2Rj. the 
combined rotation. The inverse rotation R “1=R(-7, -3, -«).
In an irreducible representation of the rotation group, the matrix 
representation of the operator R is defined as:
The formulae for the reduced rotation matrices dINM(0) are given in 
Brink and Satchler (1968) for various spin configurations, and the 
appropriate rotation matrices for the spin configurations studied are given 
in the relevant appendices. The phases of the rotation matrices are those of 
Rose (1952).
3.3. THE NUCLEAR SPIN ECHO.
The nuclear spin echo is a transient response to a coherent, 
resonant, RF pulse sequence of the form 9O°-t-30/ where B represents the 
angle through which the spins rotate due to the application of the pulse of 
phase 0, see figure 3.2a. The term t represents the gap between the two 
pulses. The echo manifests itself as two FID’s placed back-to-back with the
< IN iR iIM > “ D1 (oc,B,y) = e“i(aN + ?M) d1 (3)
where
d ^  (3) = < IN . e-ieiy , im > (3.7)
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echo peak occurring a time 2r after the first pulse. The liquid and solid 
state echoes are fundamentally different.
E. Hahn (1950) reported the first observation of the phenomenon of 
nuclear spin echoes after applying a 90Ox“T"90°x Pulse sequence to a sample 
of glycerine. The formation of a liquid echo can be more easily explained by 
way of the spin echo experiments of Carr and Purcell (1954) where a pulse 
sequence of the form 90x-t-180x is used. Referring to figure 3.2b, the 90° 
pulse rotates the spins down to the y-axis where they begin to dephase due to 
the influence of inhomogeneities in the static field, B0. A time r later, the 
180° pulse rotates the magnetisation through 180° about the x-axis. The spins 
continue to precess, but this time the motion of the spins is towards each 
other and the -y-axis. The 180° pulse serves to refocuss the magnetisation. 
Rephasing is complete at time 2r, at which time the liquid echo peaks, and 
after which the spins begin to dephase once again.
In his paper, Hahn (1950) also describes the formation of solid 
echoes for protons in paraffin. This observation was quickly followed by that 
of echoes in gypsum by Powles and Mansfield (1962), and since then echoes 
have been observed for a wide variety of spin species and configurations in 
solid samples.
In contrast to liquid echoes, the formation of a solid echo is not 
due to the refocussing of the magnetisation dephased by magnetic field 
inhomogeneities. It is formed by the transformation of the N-body 
magnetic, dipole-dipole interactions under the action of RF pulses.
Early theoretical studies by Powles and Strange (1963) involved 
solving the equation:
<Ix(t+T)> - Tr xR“1(0,0)xe“^ HT/  ^xix xe^T/^ xR(3/0)
xeiHt/ft xI ] / Tr {lx2}
(3 .8)
-4 5 -
where the term e±lH  ^is the operator representation of the Hamiltonian H 
describing the spin system, the terms in R represent the rotation matrices, 
and Ix is the operator representing the magnetisation along the rotating 
frame x-axis. The Hamiltonian operators were expanded in a power series in 
time and acted upon by the RF pulse operators to give a final result in terms 
of the Van Vleck moments, Van Vleck (1948).
More recently, Boden and Levine (1978) have introduced a "closed 
form" calculation where the equation is expanded in terms of the explicit 
matrix elements of the operators in a representation in which the Hamiltonian 
is diagonal. For various eigenvalue conditions removing the time dependence 
of the response, the exponential terms are expanded in a power series in 
time. The difference between this closed form, and the previous "open form" 
calculation is that the closed form gives a result which details the 
individual contributions from inter- as well as intra- dipolar interactions, 
while the open form gives the algebraic sum of the two contributions. This 
procedure is limited to systems containing sufficiently small dipolar 
interacting spins for the Schroedinger equation to be soluble.
The phenomenon of solid echoes has been used in a variety of ways 
including the determination of the solid FID lineshapes from the second 
moment solutions of the above equation, Abragam (1986) and Powles and Strange 
(1963) among others, and more recently in measurements of the chemical shifts 
in solids Boden et a l , (1983),although this application is highly restricted. 
A point to note is that a solid echo cannot be produced using a 90x-t-180x 
pulse sequence as it can in the liquid NMR case, Carr and Purcell (1954), 
because the 180° pulse serves only to change the sign of the individual spin 
components, leaving the dipolar Hamiltonian unchanged.
It was decided to use the solid echo for imaging, because at one 
go it overcame the experimental dead-time and improved the resolution. In 
chapter 1, the relationship between spatial resolution and
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Figures 3.2a and b. A schematic diagram of the solid echo pulse 
sequence is given in figure a. The peak of the echo occurs at time 2r 
after the first pulse. Figure b demonstrates the formation of a 
liquid echo using a Carr and Purcell (1954) echo pulse sequence.
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encoding/acquisition time was given. The resolution produced by a solid 
echo imaging experiment, all things being equal, would more than double 
the resolution provided by an FID. The hardware suffers from a long 90° 
pulse width of about 10 /^ seconds, and a receiver dead time of about 35 
/^ seconds. This meant that the region of maximum signal-to-noise was 
obscured in the recovery time. The solid echo provides a means of 
circumventing this problem by re-introducing the FID, and hence the region 
of maximum signal-to-noise, at a time beyond the dead-time of the 
reciever.
3.4. THE DIPOLAR HAMILTONIAN AND AN ISOLATED SPIN 1/2 PAIR 
SYSTEM.
Applying first order perturbation theory to a spin 1/2 pair system 
at equilibrium in a static field B0, the set of basis states which 
diagonalise the Zeeman Hamiltonian describing the spin system can be 
determined. Written in a total angular momentum formalism, the triplet and 
singlet states determined in this manner are:
111> = ioca> 110> = £iaB + Ba>}
il-l> = I00> ,00>=72 [,a3“ )3a>] (3*9)
where it is understood for the two spins that icc3>=ia(l)0(2)>, and so on, 
where a and 3 are the eigenstates describing spins parallel and anti-parallel 
to the static field. The zero order degeneracy of the il0> and i00> states 
can be lifted to first order by the influence of the dipolar Hamiltonian, 
given in full in section 1.2.1, chapter 1. The zero order eigenvalues of the
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Zeeman Hamiltonian in this total angular momentum set of basis functions, and 
the first order corrections due to the dipolar interaction are given in table
3.1. Also given in the table are the terms of the dipolar Hamiltonian which 
give rise to these corrections.
TABLE 3.1.
The zero order eigenvalues of the Zeeman Hamiltonian H0=-7ftBQ(I1?+l22) / 
and the first order dipolar corrections, in the total angular momentum basis
states of equation 3.2. G=y2ft2/2r3.
EIGENSTATE ZERO ORDER ENERGY 
(ZEEMAN)
FIRST ORDER CORRECTION DIPOLAR 
(DIPOLAR) TERM
ill> G(1-3c o s20)/4 A
ilO> 0 0
A,B
il-l> 0 -G(1-3c o s28)/2
i00> +yhBQ G(1-3c o s20)/4 A
As can be seen from the above table, only the A and B terms of the dipolar 
Hamiltonian contribute to perturbing the Zeeman system to first order.
In the present set of basis functions, the C,D,E and F terms of the 
dipolar Hamiltonian are off-diagonal and produce a small amount of mixing of 
the zero order states. The amount of admixture can be calculated from second 
order perturbation theory knowing the zero order eigenfunctions and 
energies. The first order corrections to the unperturbed states due to mixing 
are given in table 3.2, and the second order energy corrections due to these 
admixtures are given in table 3.3. The zero order state ia/3-Ba>/V2 being a 
singlet state does not interact with the other triplet states and therefore 
remains unmixed.
The amount of admixture into the zero order eigenstates is very small
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TABLE 3 .2 .
The states mixed into the zero order eigenstates due to the C to F terms of 
the dipolar Hamiltonian are given, together with the amount of admixture and 
the dipolar term producing that particular mix.
ZERO ORDER ADMIXTURING AMOUNT OF DIPOLAR
EIGENSTATE EIGENSTATE ADMIXTURE TERM
iaa> <a&—Bai/v 2 0
<aB+8ai /-/2 3Gsin0xcosexe1(^ 
vS yhB0
D
<331 3Gsin20xe2i<^
8yhBQ
F
laB+Ba>/v2 <aai 
<a/3-Sai /✓ 2
-3Gsin0xcos0xe ”1<^)
v8 yhB0 
0
C
<331 -3Gsin0xcos0xe1<^ 
V8 yhB0
D
i <aai 
<a0-0ai /v 2
-3Gsin20xe-2^
8yhB0
0
E
<<xB+Bai/v2 3Gsin0xcos0xe 
✓8 yhBQ
C
and of the order G/B0^ 10“4, Slichter (1980). The second order energy shifts 
are also very small, of the order G2/B0, but could enable the otherwise 
forbidden i«a> to iB3> transition to take place by means of the admixtures of 
states ia3> and iBa>. Due to the small size of these second order matrix 
elements, and the weakness of the corresponding absorptions, of order 
(G/Bq)2, these terms are usually dropped from the Hamiltonian, and instead, a 
Van Vleck reduced dipolar Hamiltonian is used, Van Vleck (1948)
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TABLE 3 .3 .
The second order energy corrections to the zero order energies due 
admixturing of the states caused by the C to F dipolar terms. For comparison, 
the first order corrections are also given.
STATE ZERO ORDER ENERGY 1st ORDER CORRECTION 2nd ORDER CORRECTION
iaa> -y h B0 G(1-3c o s20)/4 -9G2sin20(1+3c o s20) 
32 yhBQ
I cc&-&ol> /v 2 0 0 0
I oclB+Ba>/y/2 0 -G(1-3c o s20)/2 0
i33> yhB0 G(1-3c o s20)/4 9G2sin20(1+3c o s20) 
32 yhB0
This Hamiltonian commutes with H0 and is unable to mix states of
different total angular momentum. It has the form:
„ y 2^ 2
H^ = 15 lp-<1_3cos 8)(3Ii«Ijsi ' ii • (3-10)
where the terns have the same meanings as they do in the total dipolar 
Hamiltonian defined in chapter 1, section 1.2.1.
3.5. THE MODULATION OF THE SOLID ECHO ON GOING OFF-RESONANCE 
DURING AN EFFECTIVE IMAGING EXPERIMENT.
The effect of a gradient field on a sample containing pairs of spin 
1/2 nuclei in the period between and after the RF pulses is equivalent, 
within the same time interval, to taking each spin pair in the sample
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"off-resonance” by an amount depending on the magnitude of the gradient field 
felt by that pair. The gradient field effectively modulates the solid echo, 
and the modulation of the echo peak at 2t is theoretically determined as 
follows.
A variation of the closed form calculation of Boden and Levine (1978) 
is used in order to express the final result as a complete, closed equation, 
and not an expansion to some order in time. The matrices representing the 
Hamiltonian operator, rotation operator and so on, are explicitly determined 
in the total angular momentum basis states of equation 3.9, and multiplied 
together. The expectation values for the quadrature phases of the echo peak 
are obtained by taking the traces of the result of the matrix 
multiplication.
The calculations take place in a frame of reference rotating at the 
Larmor frequency wq=“7Bq, and the spins are assumed to be initially at 
equilibrium in the static field. In the high temperature approximation, the 
initial density matrix, p(0)=I2, Goldman (1970). It is also assumed that the 
RF pulses are stronger than the local dipolar fields, in which case the RF 
pulses are delta functions providing instantaneous spin rotations.
The equation describing the solid echo imaging pulse sequence is:
<I0(t+T)> = Tr{ exp(-iHt/ft)xexp(iIy77/2)xexp(-iHr/ft)xlyX
exp(iHT/fi)xexp(-iI^ i/2)xexp(iHr/ft)xl0 }. (3.11)
where the first pulse is assumed to have already acted and instantaneously 
rotated the spins onto the y-axis changing the original density matrix, p(0) 
to Iy. I0 can represent either Ix or Iy and the total Hamiltonian, H, 
describing the spin 1/2 pair system undergoing an imaging experiment is taken 
to be:
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H = Hz + H§ (3 .12a)
where the Zeeman Hamiltonian, Hz, representing the gradient field, Gz, and 
the secular dipolar Hamiltonian , H§ , are given by:
Hz = B(Ilz + I22)
B = -fiyG,
HS = fl - h - h  )
A= -^p-(l-3oos20) (3.12b)
The matrix elements of this Hamiltonian in the total angular momentum basis 
states are given in table 3.4, and, for the present, the effect of a chemical 
shift Hamiltonian is not taken into account. Factors of h are consistently 
dropped from the Hamiltonian so that it is understood that A-A/fi. and so on. 
The matrices representing the Hamiltonian, rotation and spin operators in 
this basis set are given in appendix 1.
TABLE 3.4.
The eigenvalues of the total Hamiltonian H describing the spin 1/2 pair 
system in the total angular momentum basis states of section 3.4.
EIGENSTATE DIPOLAR ZEEMAN
ill> A/4 B
ilO> -A/2 0
il-l> A/4 -B
i00> 0 0
Multiplying the matrices together in the order determined by equation 3.11
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and taking the traces gives:
< Ix ( t+ T )> = 2xcos(Bt)xsin(BT)xcos(3A(t-T)/4)
<Ij;(t+r)> = 2xcos(Bt)xcos(Br)xcos(3A(t-r)/4) (3.13)
The factors of cosine(B) and sine(B) show the modulation of the solid 
echo amplitude on "taking" the system off-resonance. The factor cosine(A) 
represents the dipolar contribution to the echo at various times t, and shows 
that at the peak of the echo at time t=T, the dipolar contribution is zero, 
i.e. rephasing is complete. The modulating effect of the gradient fields on 
the echo is more easily discerned at this point. Putting t=r into equation
3.13 produces:
<1^(27)> = sin(2Br)
<Iy (2r)> = 1 + c o s (2Bt ) (3.14)
and the result of a solid echo imaging experiment on an isolated spin 1/2 
pair where only the echo peak is sampled is encompassed in a single set of 
simple equations. This result predicts that the quadrature phases of the echo 
peak follow a sine and 1+cosine curve as a function of the gradient field for 
fixed r, see figure 3.3
3.6. THE 3-DIMENSIONAL IMAGING OF ISOLATED SPIN 1/2 PAIRS USING THE 
SOLID ECHO.
In a 1-dimensional imaging experiment, the gradient field is stepped
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from a value of -Gz to Gz by amounts AGZ, with the echo peak sampled once on 
each increment of the gradient field. The advantages of this particular 
variant of the original Lauterbur (1973) experiment have been described in 
chapter 1. Spin pairs in different parts of the sample experience different 
gradient strengths and therefore precess at different frequencies, 
u z=yGz =yqzz , where gz is the gradient field per unit length felt by a spin 
pair at position z in the sample. Italicised letters refer to laboratory 
frame co-ordinates. Defining the spin density at position 2 by p { z ) , the 
modulated quadrature NMR signal from the whole sample is given by:
= \
My(9z)= 2
M0 p(z) sin(2ygzzT) dz
M0 p(z) [l+cos(2ygzt)] dz (3.15)
where Mg is the initial magnetisation obtained when the system was at 
equilibrium in the static field B0. The factor of 1/2 is a normalisation 
constant. The terms gz and z form a simple Fourier transform pair, and if it 
were not for the unity term in M^ , the quadrature signals could be simply 
Fourier transformed with respect to dgz to produce the required image, p(z).
However, it can be seen that
Mv(0) = M g  p(z) dz (3.16)
and since the point gz = 0 is among the stepped gradient values, the data set 
which can be used to obtain the image via a simple Fourier transformation is 
Mx (gz ) and
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Figure 3.3. The modulation of the quadrature solid echo peak as a 
function of gradient field.
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*U0) !
(g_) - — -- = _y \ ^ z f 2 2 M0 p(z) cos(2yqzz T ) dz (3.17)
The real and imaginary parts of the data set are Fourier transformed 
individually. For the data set
Mjj(g2) sin (2rgzz,r) dg2
1
=  -  Mn
p(^ ) sin(2yg z t ) sin (2yg z'T)dg dz
P ( Z ) £ ^2 * “Z "" ^Z 1 +Z J
= \  M0 [p(z’) -p(-z')] (3.18)
and similiarly for the Mv data set:
V ° ) cos(2ygzz'T) dgz = i M0 [ p(z') + p(-z’) ] (3.19)
Summing the two equations and dropping the primes on the z's for 
simplicity, the spin density at position z along the length of the sample is 
given by:
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»y( 0)
xcos(27g zT) +
Mx(gz)xsin(27g.zT) dgz
(3.20)
which is the 1-dimensional profile. N.B. There is an error in McDonald et a l 
(1987) in which the factor of M0 is replaced by the number 4.
Extension of this method to higher dimensions is straightforward. In 
the case of two dimensional imaging, orthogonal gradient sets are used to 
encode the solid echo with spatial frequencies. For gradient sets of the form 
Gzz= dGz/d z and Gz x =dGz/ d x , say, a value of -Gzx is chosen and Gzz 
incremented over its range -Gzz to Gzz in steps of AGz z . Then next value of 
Gzx is taken, ~Gz;c+AGz;c, and again Gzz is incremented over its range. This 
experiment is repeated until both Gzz and Gzx have been incremented over ' 
their total ranges, and again, for each increment of a gradient field, the 
echo peak is sampled once. The imaging analysis has exactly the same form 
as the 1-dimensional case just described. The quadrature signals from the 
whole sample are Fourier transformed to give:
sin(27(gJCx'+gzr')r)dg;cdgz
^ Mq[p(x *,z ') - p ( - x '  , - z ’)]
[My(g*'g*) “ ]cos(2y(g;cx'+gzz')T)dg;cdgz =
i M0[p(x' ,z') + p(-x,,-z')]
(3 .21 )
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where it has previously been determined that only sine terms contribute to 
the FT of the Mx data set, and that only cosine terms contribute to the 
data set. Summing the two Fourier transformed data sets gives the 
2-dimensional image:
p ( x , z )  = -
M,0
My(0,0)
V y ttx 'V z > ----~ cos^fg^x’+g^z' )t )
+ ^ ( ^ z )  sin(27(gxx'+g22 ')T ) d^ <igz
(3.21)
Extension to 3-dimensions is obvious.
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3.7. SPIN MOTIONS ABOUT "IMPURE" RF PULSES DUE TO THE
COMBINATION OF RF AND GRADIENT FIELDS.
So far an ideal imaging environment has been envisaged, where 
gradient switching is performed in the alloted time, some few T2 for the 
solid echo imaging experiment. In practice however, because of reasons to 
be discussed in chapter 6, the gradient fields cannot be switched fast enough 
and therefore have to be left on throughout the imaging sequence, only being 
zeroed between each increment of the gradient field. The end result of 
leaving the gradient fields switched on during the RF pulses is that the 
spins nutate through some angle 0 about an effective field Bg, which is the 
vector sum of the RF and gradient fields. The Wigner-Eckert rotation 
matrices describing these rotations, Brink and Satchler (1968), become 
complex functions of all these fields and the Euler angles defining these 
rotations are difficult to determine. In the absence of a gradient field, 0= 
77/2 for a particular value of pulse length and RF magnitude. If gradient 
fields are present, 0 becomes ((Brf2+ Bz2)V2/Brf )x77/2. Hence spin motion is 
in terms of some angle depending on B^ j. and Bz, and some arbitrary axis also 
depending on Bj^ . and Bz.
The complex motion of a spin pair S in the Larmor reference frame i, 
j, k can be more easily determined by transferring the problem to a frame of 
reference in which the motion of S is represented by a simple precession 
about one of the axis of this new reference frame
Let the vector V be defined in the unprimed Larmor reference frame, 
(i/ 2/ K ), as the direction and magnitude of the effective field due to the 
vector sum of a gradient field along the k axis and an RF field along the j  
axis, see figure 3.4. V has components (Vx , Vy, Vz ) in this reference frame. 
Let the vector S represent the nuclear spin under investigation, and have
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Figure 3.4a,b and c. Figure a defines the vectors V, S and S* in the 
Larmor reference frame. Figure b defines the new reference frame in 
which spin motion is simple precession, and, figure c demonstrates 
this motion.
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components (Sx,Sy,S2) in the same unprimed reference frame.
A primed reference frame can then be defined ( i * > k ' ) which has 
one axis colinear with the vector V, see figure 3.4b . In this primed 
reference frame, S has components (Sx ,Sy,S2).  The projection of s' on V is 
S.V/V, where V = | V|, and the corresponding vector colinear with V , p 
equivalent to Syj/ is given by £=(S.V)V/V2. The vector q, equivalent to 
S2k ' , lying in the (S,V) plane and perpendicular to p, is given by S -  
(S.V)V/V2, and the third axis, equivalent to Sxi ' , and with the same length 
as q is then given by r=(V A S)/V. As the vector S' rotates through an angle 0 
about p to position S^ ', figure 3.4c, the vector p remains unchanged , while 
q diminishes by an amount cose, i.e q - [S - (S.V)V/V2]cos0. Equivalently, 
r-»(V A S)sin0/V. In the unprimed reference frame, S will have rotated by an 
amount 0 about V to get to position with co-ordinates (S j^ S ^ y , Sl z ).  The 
various vectors are summed up in table 3.5 below.
TABLE 3.5.
The co-ordinates of the vectors representing the effective field and 
spin pair S and in the two reference frames. Also given are the 
projections of S onto the axes of the primed reference frame
UNPRIMED FRAME PRIMED FRAME
S — Sxi + Sy2 + Sgk S' = p + q + r
1*1 “ ^ lx— + slyl + Si' = p + qxcos0 + rxsin0
p= (S . V)V/V2
q = S - (S . V)V/v2
r = V A S/V
In the primed reference frame the spin motion is simply defined as a 
precession about the q' axis.
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The motion of the spins in the unprimed reference frame can now be 
simply determined by expanding the vector S^1 in terms of the unit vectors in 
this frame.
il' =slxi' +sly,i' +slZ,K ’
“ (^x^x * syvy + ^z^zH^xi * ^yi + ^z—)
+ [ ( Sxi  + syj  + szk) -  (S* V* + syvy + + V + v^ >
V'
COS0
+  r i ( v y s z -  s y v 2 ) -  j ( v x s z -  s x v 2 ) +  k < v x s y  -  s x v y ) j  s i n e / v
"" l^x— + ®lyl + l^z—• (3.23)
Comparing the coefficiants of i, j and k gives Slx, Sly and Slz in terms of 
the components of S and V, and 0, which on re-arranging gives the 3X3 
transformation matrix, V[i,j], needed to define how the vector S is 
transformed into the vector in the Larmor reference frame by its motion 
about the effective field. V[i, j] is:
V^(l-cos0)+cos0
V2
(l-cos0)-V2sin0
V
VXV^(l-cos0)+Vzsin0 VXVZ(l-cos0)-Vysin0
V V
V^(l-cos0)+cos0
V2
VyVz(l-cos0)+Vxsin0
V
VxVz(l-cos9)+Vysin0 VvVz(l-cos0)-Vxsin0 V?(l-cos0)+cos0JL Z
v :
IT
V
r z  
v : V Vd
The transformation matrix can be directly compared to the 3X3 matrix 
representing an arbtitrary rotation in 3-dimensions in terms of the Euler 
angles, Brink and Satchler (1968), given below.
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cosOC. cos3 . cosy  - sinOC.siny sinOC. cos0 . cosy +  co sa .s in y  -s in 3 .co sy
-cosOC. cos/3. siny - sinOC • cosy -sinOC • cos3 . siny +  cosOC. cosy s in 3 . siny 
cosOC. sin3 s in a .s in $  cos 3
Directly comparing the two matrices, the Euler angles describing the 
motion of the spin pairs about the effective field are:
a = tan"1
V[3,2j 
V[3,l] J
3 = cos"1 [ V[3,3] ]
y = tan"1
f “V[2,3] 
V[l,3]
*= ^  if iV[l,3] i = 0 (3.24)
Thus, having determined the Euler angles, the rotation matrices describing 
some rotation about the effective field can now be determined.
3.7.1. A FIRST ORDER APPROXIMATION OF THE EFFECT OF TWO 
"IMPURE" RF PULSES ON THE SOLID ECHO MODULATION.
A simple analysis has been done to determine to first order the 
effect of these rotations about the '» impure " pulses on the echo peak 
modulation.
The equation to be solved is:
r - 1 - 1  -i
<Iq> = Tr R2*R^xIzx R^xR2x Iq j (3.25)
where I2 is the initial equilibrium density matrix, I0 is the spin matrix
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for one of the quadrature phases, and the terms in R are the rotation 
matrices describing the rotations of the spins about the effective fields 
of the " impure " pulses. The calculation of the Euler angles making up 
these rotation matrices has been described in the last section.
The solution of equation 3.25 is:
<IX> = 2sin(32)cos(a2)cos(31) - 2sin(31)sin2(32)sin(a2)sin(a1 + y2)
+ 2cos(32)sin(31)cos2(32/2)cos(a1 + a2+ y 2 )
+ 2cos(32)sin(31)sin2(32/2)cos(a1 - a2 + 72)
<Iy> = 2sin(32)sin(a2)cos(31) + 2sin(31)sin2(32)cos(a2)sin(a1 +y2)
+ 2c o s (32)sin(3^)cos2(32/2)sin(a1 + a 2 + y 2 )
- 2cos(32)sin(31)sin2(32/2)sin(a1 - a2 + y 2 ) (3.26)
where a^ , 3^  and y± are the Euler angles describing the motion of the spins 
due to the first pulse, and «2, 32 and y 2 the motion due to the second.
The values for <IX> and <Iy> are plotted as a function of gradient 
field intensity in figure 3.5. These magnetisation values are then summed 
with the ideal cases of sine and (1+cosine) of equation 3.14 and are plotted 
in figure 3.6a,b, bold lines.
The complete equation, equation 3.11, with the evolution 
re-introduced was numerically re-analysed to take into account the combined 
gradient and RF fields, and the resultant curves are plotted in figure 
3.6a,b, dotted lines, and show that the ideal curves lie on slopes which are 
functions of the gradient field. For contrast, the ideal curves are plotted 
in the lower traces.
Even though the summing of equations 3.26 and 3.11 is only a first 
approximation, the fit between the approximation and the total computed case 
is quite good and show that the offset curves on which the •'ideal"
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Fiqure 3.5. The offset curves produced by the combined RF and 
gradient fields. The ideal echo peak modulation curves of equation
3.14 will lie on these offset curves in a non-ideal imaging 
experiment.
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Figure 3.6a. The summation of the y-component of the echo peak 
modulation of equation 3.14 and its corresponding offset curve, bold 
line, compared to the fully computed case, dotted line. The lower 
trace shows the y-component of equation 3.14 for comparison.
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Figure 3.6b. The summation of the x-component of the echo peak 
modulation of equation 3.14 and its corresponding offset curve, bold 
line, compared to the fully computed case, dotted line. The lower 
trace shows the x-component of equation 3.14 for comparison.
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magnetisation of equation 3.14 lie, are in the main due to leaving the 
gradients switched on during the RF pulses.
The approximation is exact where the product 2yqz z r is 2n. This can 
be qualitatively understood as follows. A pulse followed by a 2n evolution 
acts on the spins as if there were no evolution. This can be simply shown to 
hold for both the complete case and the approximation, since the sequence 
pulse-evolution-pulse-evolution is equivalent to pulse-pulse-evolution- 
evolution at this point. At any other value of the product 2yqz zT this 
approximation does not exactly agree.
3.7.2. THE EFFECT OF THE "IMPURE" PULSES ON SOLID ECHO IMAGING.
The original equation 3.14 describing the echo peak modulation by 
the gradient fields has to be modified to take into account the effect of 
the "impure" pulses. The analysis of the previous section has shown that 
to a good first approximation, the offset curves are due mainly to the 
presence of the gradient fields during the RF pulses and that summing 
these curves with the expected magnetisations of equation 3.14, gives a 
good fit to the fully computed case. Assuming that this approximation is 
correct, then equation 3.14 is modified to:
<Ix (2t )> = sin(2?gzzT) + f 1 {qz , z )
<Iy(2T)> = 1 + cos(27gzzr) + f2(g2/2) (3.27)
where the functions labelled f represent the offset slopes determined by the 
simple analysis previously described, and are functions of the gradient 
field qz at z . Repeating the analysis in section 3.6 for 1-dimensional 
profiles shows that the Fourier transformed data sets now have the form:
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MJC(g ^ )s i i i (27gz2 ,T )dg2 = [p (z 1) -  p ( - z 1)] +
Mr
p(*)fl(9z'2 )sin(27gzz'r)dzdg:
<3? *
M,
cos(27gzz,T)dgz = — 0 [p(z’) + p(-z')] +
Mr
P(^ )
Summing the two equations, and dividing by Mq gives the image:
cos(27gzz'T)dzdgz 
(3.28)
p(z) + P(z)
<3? z
f1(gz,z)sin(27gzzT)......
f2(gz,z)-£ii£i£) cos(27g z t ) d7dg
p (z ) * P(z)error
'Z ?Z
(3.29)
where p(z) is the image obtained in section 3.6 for the ideal case, and the 
term p(z)error represents the deviation from the ideal case due to the 
combination of RF and gradient field pulses.
The curves and f2 have only been numerically determined. The 
fact that p(z)error is a function of the image p(z) itself makes an exact 
formulation of the error term very difficult to calculate, and no attempt 
has been made to do so. However, the existance of such an error term 
underlines the need for fast switching gradient sets, when the gradient 
fields are essentially zero during the RF pulses, and for which case, the 
image is described in equation 3.20.
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3.8. THE EFFECT OF THE CHEMICAL SHIFT HAMILTONIAN ON SOLID ECHO
IMAGING.
The chemical shift has been exploited in previous imaging papers in 
order to produce 2-dimensional images of chemical shift versus position to 
show the spatial arrangement of different spin species, Szeverenyi and 
Maciel (1984) and Maciel and Davis (1985) amongst others. The effect of the 
chemical shift on the imaging of spin 1/2 pairs is now determined.
The total Hamiltonian describing the spin system, including chemical 
shift, takes on the form:
H = H Z + H^ + HC (3.30a)
where Hz and have their usual definitons, and where
Hc “ -fr/B© E z^zi^ zi (3.30b)
i
The matrix elements of the chemical shift Hamiltonian in the total angular
momentum basis which diagonalises the Zeeman and reduced dipolar
Hamiltonians are:
<11iHc i11> = C 
<l-liHcil-l> = -C
C = - ^ 7 B 0 x(azzi + aZ2j) (3.31)
with the other matrix elements equal to zero, and where the terms a represent 
the chemical shift components of the two spins. On comparing equations
-7 1 -
3.12b and 3.31, it can be seen that in this set of basis functions, the 
eigenvalues of Hc have the same form as the Zeeman Hamiltonian, Hz, with a C 
instead of the usual term B. This means that the value of B in the analysis in 
section 3.5 can be substituted by the value B+C, and this term carried 
through to the final result. In this case, equation 3,14 becomes:
These curves are plotted as a function of gradient field in figure 
3.7a, b, dotted lines, for two values of o zz^ where it has been assumed 
for simplicity that both spins have the same chemical shift. The bold 
lines represent the data for the echo peak modulation without the effect 
of the chemical shift. It can be seen on comparing the two curves that the 
chemical shift terms shift the echo modulation by an amount depending on 
the value of ozz
Incorporating this result into the imaging analysis of section
3.6, and Fourier transforming the data sets produces an image of the 
form:
<Ix (2t )> = sin(2r(B + C))
<Iy(2T)> = 1 + c o s(2t (B + C)) (3.32)
1
[ “x^z) + %(5z) ■ ^  sin(2rgzzT) + C0S(27g2zT)jdgz
z
= c o s(2Ct ) p ( z ) + sin(2Cr)p(-z)
+
1
I p ( z ) [cos(27g2zT)+sin(27gzzT)] [l-cos(2Cr)]dz dgz
(3 .33 )
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which shows that the spin density at position z is scaled by a factor cos(2Cr) 
due to the chemical shift, and that it also has some sin(2Cr) chemical shift 
scaled spin density from position -z mixed into it. On top of this there is 
some other artifact at position z due to the presence of the third term.
The magnitude of the product Ct can be determined from equation 
(3.6.2), and is of the order 10“2 (for azzj=10 ppm, B0=0.5 T, 7=42.5771 MHz 
T"1, t =60 //seconds), which means that c o s (2Ct )-1 and sin(2Cr)-0, and 
equation (3.6.4) becomes equivalent to equation (3.4.5). Hence the 
influence of the chemical shift Hamiltonian on the image is negligible, and 
will not be considered again in furthur analysis.
CONCLUSION.
In this chapter, an attempt has been made to theoretically determine 
the possibility of solid echo imaging of isolated spin 1/2 pairs in the solid 
state. The result of this feasability study is that the solid echo can 
indeed be utilised, but that like many other imaging methods it is prone to 
distortions by non-ideal pulses and the presence of the chemical shift. A 
simple first order approximation to the effect of two non-ideal pulses on the 
modulation of the echo peak under the influence of the gradient field has 
also been attempted. This shows that, to a good approximation, the shapes of 
the curves are due mainly to leaving the gradient fields on during the RF 
pulses.
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Fiqure 3.7a. The echo peak modulation under the influence of a 
chemical shift Hamiltonian is given, dotted lines, for ozz$=10 ppm. 
The bold lines represent the ideal data of equation 3.14.
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Figure 3.7b. The echo peak modulation under the influence of a 
chemical shift Hamiltonian is given, dotted lines, for azzj_=100 ppm. 
The bold lines represent the ideal data of equation 3.14.
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CHAPTER 4.
THE SOLID ECHO IMAGING OF ISOLATED TRIADS OF 
SPIN 1/2 NUCLEI.
INTRODUCTION.
In the previous chapter it was concluded that the solid echo 
method is an effective means of imaging isolated spin 1/2 pairs. The 
feasability study is taken one step furthur by determining the ability of 
the solid echo technique to image a more complex spin configuration, that 
of isolated, rotating, spin 1/2 triads.
The chapter opens with the concept of the methyl group as a 
representative of a hindered, rotating triad, section 4.1. Before 
describing this form of rotating triad in detail, the rigid free rotor is 
discussed in section 4.2, in order to introduce in a simple way the manner 
in which the wavefunctions describing this sort of spin configuration are 
determined using the symmetries of the group. The more important hindered 
rigid rotor is then discussed, section 4.3, to show how the influence of 
neighbouring nuclei affects the motion of the triad, and the off-resonance 
echo modulating experiment of chapter 3 is repeated theoretically in 
section 4.4 for a rotating methyl group. The chapter ends, section 4.5 
with the imaging analysis for the spin 1/2 triad.
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4.1 THE METHYL GROUP.
For simplicity, the triad is assumed to be an equilateral triangle 
rotating rapidly about its threefold symmetry axis, normal to the plane of 
the triad. The presence of any other nuclei in the environment manifests 
itself as a hindering potential barrier to the motion of the triad.
The methyl group is the simplest example of this type of hindered 
rotor. It consists of a central carbon atom with the protons situated at the 
apices of the equilateral triangle. The motion of the group is essentially 
1-dimensional, and the rotor is regarded as rigid with a single rotational 
co-ordinate, <f>, the angle between one of the proton axis lines and some 
arbitrary reference. Rotation of the methyl group through 277/3 leaves it 
electrically unchanged, so there is no tendency to self trap and the 
different orientations are then labelled by the nuclear spin states.
The total wave function, 0, describes the methyl group in terms of 
its electronic and nuclear configuration. Because of the great disparity in 
the electronic and nuclear masses, the electronic and nuclear motion is 
largely separated, Tinkham (1964), and the Born-Oppenheimer approximation is 
used to expand into its constituent eigenfunctions.
0 = b  b  (4.1)
where E,V,R and N represent the Electronic, Vibrational, Rotational and 
Nuclear wavefunctions. The excitation energies associated with the 
electronic and vibrational wavefunctions in units of temperature are of the 
order of several 1000 °K and are much larger than those of the rotational and 
nuclear states. 0E and are thus considered as being in their symmetric 
ground states, and the group can then be described in terms of the nuclear and
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rotational wave functions only.
4.2. THE RIGID FREE ROTOR.
The protons of the rotating triad are spin 1/2 particles, and as such 
are subjected to the Pauli exclusion principle, by which the total 
wavefunction <p must be antisymmetric under interchange of all spatial 
co-ordinates of two of the protons. However, the rigid triad rotates as a 
unit and therefore exchange of spatial co-ordinates of a single proton pair 
is forbidden, Apaydin and Clough (1968). A more likely event is exchange of 
two proton pairs, e.g. (UVW)-(UWV)-»(WUV) which is equivalent to a rotation 
of the group through 2jt/3.
Thus, for two pair exchanges, 0 is required to be symmetric under cyclic 
permutation which is consistent with the Pauli principle, and for 
rotations about 277/3 is isomorphous with the point group C3. The direct 
product rules for the C3 point group are given in table 4.1, Matson
U
u
Rotation through / \
V w u
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(1976).
A character table for the C3 group, Matson (1976), would show that 
the operation of cyclic permutation leaves the A species functions 
unchanged, while multiplying the Ea and E*5 functions by e and e* 
respectively. This implies that since the total wavefunction </> is 
symmetric under cyclic permutation of the group, it is of A type symmetry. 
The model by Freed (1965) assumes that is also of A type symmetry.
Since neglecting the electronic wavefunction, then, the direct
product rules in table 4.1 indicate that the product 0R0N is also A type 
symmetric.
TABLE 4.1.
Direct product rules for the C3 group.
When no hindering potential is present, the triad is able to rotate 
freely about its threefold symmetry axis, and the rotational Hamiltonian 
describing the system has the form:
Hr =
- f t 2
2i0 a p (4.2)
where I0 is the moment of inertia of the group rotating about the C3 axis. The 
corresponding eigenfunctions are plane waves given by:
1 eiM0
(4.3)
-7 9 -
with M being the rotational quantum number, an integer determined by the 
boundery conditions 0^ (0) = 0^ (0+277). The corresponding rotational 
energies are fc2M2/2I0.
So far, only the rotational eigenfunctions have been considered. 
Each proton U,V and W can be either spin up, a, or spin down, 3, and 
possible spin states can be labelled a(U)a(V)B(W), or equivalently, 
a(V)a(W)J3(U), due to the indistinguishability of the protons. The eight 
possible eigenstates describing the three protons are, dropping the 
Spatial labels: iaaa>, iaaB>, iSaa>, i33a>, i|3ocJ3>, iaj3j3>, iaJ3a> and |033>, 
and are combined into an orthonormal set of eight functions each having A, 
Ea or E*3 symmetry. Using the direct product rules of table 4.1, the 
appropriate spin and rotation functions are combined, Freed (1965), to 
produce the total wavefunction 0 with A type symmetry. These are given in 
table 4.2.
4.3. THE HINDERED RIGID ROTOR.
A potential term is added to the free rotor Hamiltonian in order to 
describe the external barrier to rotation due to the presence of neighbouring 
nuclei. The hindering potential must have at least three fold symmetry in 0, 
reflecting the symmetry of the group.
The presence of the barrier at low temperatures, ^4.2 K, induces 
group motion in the form of quantum mechanical tunneling from one equivalent 
orientation to the next. This motion is coherent and is characterised by a 
frequency known as the tunneling frequency. However, the motion has no 
identifiable direction because the wave packet tunnels symmetrically into 
the two wells on either side, and the motion is described as bilateral and
-8 0 -
TABLE 4.2.
The eight wavef unctions describing the rotating group. They are built up from 
the appropriate symmetry products of rotational and spin wavef unctions.
Symmetry of </>R, M Wavefunction
A, A  0, ±3, ±6... --- elM<£ iaaa>
V ( 2 n )
1 '
  e f  i aa3>+1 aSa>+1 3oca>^
✓  (677) l j
—  eiM<^  fi3Soc>+iSaS>+iaS3>)
✓  (6 77) L J
1 ,iM<f>
✓ (277)
e±XLV 1333>
Ea , E^ 1/ 1±3, 1 ± 6 . . .    e - ^  f  iaaS>+€* IaSa>+e 13aa>l
✓ (677) L J
—  e iM<^  f  133a>+€ * 13«3> + e i <x33>)
✓ (671) v  J
Eb , Ea -1 , -1±3, -1±6. .   e iM<#> /, a a 3> + €  i oc3oc>+€ * 13 a a > l
✓ (677)  ^ ;
—  e iM<^ ( i 3 3 a > + € i 3 a 3 > + € * i a 3 3 > }
✓  (677) L J
the two wells on either side, and the motion is described as bilateral and 
directionless. The tunneling frequency can vary in range from 50 KHz to 100 
GHz, Clough (1986).
With increasing temperature, the rotational motion undergoes a 
transition from tunneling to thermal hopping, where the group has sufficient 
energy to jump the potential barrier from one equivalent orientation to the 
next. This process is incoherent and uni-directional, and is characterised 
by rate constants. Since all the imaging experiments take place at room 
temperature, it is the second, classical hopping regime which is of 
interest.
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Apaydin and Clough (1968) define a new set of orthogonal 
wavefunctions as the basis set for Hr. They take the form 01a(U), which 
means that proton U has spatial co-ordinate and spin co-ordinate a. A 
possible state vector for the group can be written as:
I aa8> = 01a(U)02a(V)030(W) + 01a(V)02a(W)030(U) + 01a(W)'02a(U)03e(V).
In the same way as for the free rotor case, the eight such functions 
are combined into an orthonormal set of base functions. These are all A type 
symmetric, and, the convention is used, Freed (1965), of labelling the
functions by the spin labels only. This i; set of functions are:
iA 3/2> = ^ 3(1+2S)^  ^/2 iaococ>
,Ai/2> = ^ 9(1+2S)^“*^ /^  aa0 >+1 a0a>+10aoc>}
•Ea jy2> = ^9(1-S)} ^/2 {\aa0>+€ia0a>+€*I0aa>} 
iE^^/2> = /9(1-S)}~^/2 fiacx0>+€*ja0a>+€ I0aa>l
(4.4)
The other four functions iA.3^ 2>, iA-i/2>, ,Ea-i/2> and ,Eb-l/2> are
obtained by interchanging a and 8. e=e27r1/3 as before. The function S is
an overlap integral defining the small degree of mixing of the strongly 
localised spatial co-ordinate functions 0, and is given by: 
S=<01(U)(/>2(V)03(W)i01(W)4>2(U)03(V)>.
4.4. THE MODULATION OF THE ISOLATED, HINDERED, ROTATING
METHYL GROUP ECHO ON TAKING THE SYSTEM OFF-RESONANCE.
The experiment whereby imaging of a spin system is mimicked by 
“taking the system off-resonance" in the gaps between and after the RF pulses
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is repeated here for the rotating methyl group.
The standard solid echo sequence, 90°x-T-90°y is used. The 
Hamiltonian describing this system has the form H=HZ+Hd, where Hz again 
represents the gradient field, and the reduced dipolar Hamiltonian, H§ is 
written in a symmetry adapted form to take into account the threefold 
symmetry of the methyl group. At this stage in the proceedings, the 
Hamiltonian representing thermally activated rotation is not included in the 
total Hamiltonian, but its effect is included at a later date.
Hz “ “7^BqZ Izj[ 
i
H g  =  D A  +  D E a +  D Eb
°A = (Buv + Bvw + Bwu)(Duv + DVW + Bwu)/3 
^Ea “ (BUV + 6 Bvw + eBwuHBuv + €BVW + € BWU /^3 
D Eb " (Buv + eBvw + € BwuHDuv + € Dvw + €°wu)/3 
Djk = 3Ijzxkz Ij*Ik
Bjk = ~Mo72ft2 (l-3cos20)/8nr3 (4.5)
where the terms have their usual meanings, and 9 is the angle between B0 and 
some internuclear vector rjk. As it stands, only the Zeeman Hamiltonian is 
diagonal in this Apaydin and clough (1968) basis states, and, the Van Vleck 
(1948) truncated dipolar Hamiltonian introduces off diagonal elements. 
Table 4.3 defines the energy matrix elements of four of these states. The 
other four states have similiar matrix elements, with the sign of the Zeeman 
parts reversed.
The first step in the modulating echo analysis is to use the Apaydin 
and Clough (1968) states as a set of basis functions which are re-combined
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into a new set of 8 orthogonal wavef unctions, the r set, which diagonalise H.
TABLE 4.3.
Matrix elements of the total Hamiltonian H in the 5 basis of Apaydin and
Clough (1968).
iA 3/2> ,Al/2> 'Ebl/2> iEa1/2>
<A3/21 -3fiuz/2-2x 0 0 0
<Al/2 1 0 -ftwz/2+2x a
*a
<Ebl/2' 0 a* -fiuz/2 0
0 a 0 -ftwz/2
It is well known that any Hermition matrix can be diagonalised by a 
unitary transformation H' = UHU+, Messiah (1975, page 287). The matrix 
elements of H become the eigenvalues of H1, and these eigenvalues are real 
and are the solutions of the secular equation det(H - \ y J ) - 0 , where H is the 
Hermition matrix to be diagonalised, I is a unit matrix and the are the 
eigenvalues made up from the matrix elements of H. Since the matrix given 
in table 4.3, and the equivalent matrix for the other four states are already 
block diagonal, the two matrices can be individually diagonalised. Knowing 
H', the eigenvectors associated with H' can then be determined by solving the 
equation (H1 - \k)(rk)=0, where the xk are the eigenvalues above. In this 
way, the set of eigenvectors which diagonalise H are determined and are 
given in table 4.4 together with the associated eigenvalues.
So far,the unitary matrix, U, linking the two sets of eigenstates has 
been determined, together with the matrix representation of the total 
Hamiltonian H in the r basis. The Hamiltonian has a particularly simple form 
in this set of states, while the rotation and spin operators have a simple
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TABLE 4.4.
The set of eight eigenvectors which diagonalise H=HZ+Ha, and the associated
eigenvalues.
EIGENSTATE EIGENVALUE
,rl> “ A 3/2
'r2> - SEa1/2 - TEb1/2
i r 7 > =  u 1/2
1/2
+ (Y-X)Eb1/2 + or-x)Ea1/2| 
2a 2a* J
_ (Y+X)Eb1/2 _ (Y+X)Ea1/2
2a 2a
T-4> = vfA.1/2- ^ Eb-V2-(I!i)Ea-l/2 
L / 2a 2a*
L 7 2a 2a*
i r . 2> = SEa. 1/2 -  TEb. 1/2
1 r-l> “ A -3/2 
where
S2 = a/2a’
U 2 = 2aa*/2Y(Y-X)
T2 = a*/2a
V 2 = 2aa*/2Y(Y+X)
Y2 = X2 + 2aa*
(X and a are defined in table 4.4.)
-3ftwz/2-2X
-ftwz/2
-ftwz/2+X+Y
-fiwz/2+X-Y
fiuz/2+X-Y
fiwz/2+X+Y
fiuz/2
3fiuz/2-2X
form in the £ basis of Apaydin and Clough (1968). Hence, the matrix 
representations for the spin and rotation operators are determined in the t; 
basis, and using the unitary matrices, transformed into the r basis in which
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the analysis is continued. The matrices representing the Hamiltonian, the 
rotation operators, the spin operators and the unitary matrices are given in 
appendix 2.
The equation describing the modulation of the spin 1/2 triad solid 
echo by taking the system off-resonance in the period between and after the 
RF pulses is the same as that given in chapter 3, and is:
where it is assumed that Brf>Bz>B(j and that the RF pulses are 6 functions 
providing instantaneous rotations. The first 90 °x pulse in the solid echo 
sequence is assumed to have rotated the spins onto the y-axis, giving the 
initial density matrix in this equation as Iy. The rest of the terms have 
their usual meanings.
The algebraic matrices were multiplied together in the correct order 
using the REDUCE package run on the AMDAHL 470A of the University of London 
Computing Centre, via a link with the PRIME network of the University of 
Surrey. The resulting solutions give the magnetisations:
<Ix(t+T)> = - ^xsin(w2(t-r) )xcos(Y(t-r)) - £xsin(wz(t-T) )xcos(Y(t+T))
+ Cxsin(u2(t+r) )xcos(Y(t-T)) + jDxsin(wz(t+T) )xcos(Y(t+r))
- £’xsin(u)z(t-r)) + Fxsin(uz(t+T)).
<Iy(t+T)> = ^xCOS(wz(t-T) )xCOS(Y(t“T) ) + FxCOS (uz (t-T ) ) x COS ( Y( t+T ) )
+ CxCOS(wz(t+T))xCOS(Y(t-T)) + Z)xCOS(wz(t+T))xCOS(Y(t+r))
<I0(t+r)> = Tr < x e^y77/2 x xly x x g-iIy7i/2  ^^ ^
(4.6)
+ £xCOS(wz(t-T) ) + FxCOS(U)z(t+T) ) . (4.7a)
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where th e  i t a l i c i s e d  p re - f a c to r s  A to  F a re  g iven  by:
A = [ cos(Y(t—t)) - 3cos(Y(t+T)) + 36cos(3X(t-r)) + 12cos(3X(t+r)) ]/64 
B = [ -3cos(Y(t-T)) + 9cos(Y(t+T)) + 36cos(3X(t-T)) - 36cos(3X(t+T)) ]/64 
C = [ 9cos(Y(t-T)) - 3cos (Y (t+T)) + 36cos(3X (t+T)) - 36cos( 3X(t+T)) ]/64 
D = [ -3cos(Y(t-T)) + cos(Y(t+T)) + 36cos(3X(t-T)) + 12cos(3X(t+T)) ]/64 
E = [ 56 - 6c o s (2Yt ) - 6cos(2Yt) + 24c o s (3Xt )x c o s (Yt ) + 24cos(3Xt)xcos(Yt) 
-12cos(Y(t+T))xcos(3Xt)xcos(Yr) - 12cos(Y(t+T))xcos(3XT)xcos(Yt) 
+36cos(Y(t-r))xcos(3Xt)xcos(Yt) + 36cos(Y(t-T))xcos(3XT)xcos(Yt) ]/64 
F = [ 56 - 6c o s (2Yt ) - 6cos(2Yt) + 24c o s (3Xt )x c o s (Yt ) + 24cos(3Xt)xcos(Yt) 
-12cos(Y(t-T))xcos(3Xt)xcos(Yt) - 12cos(Y(t-r))xcos(3Xr)xcos(Yt) 
+36cos(Y(t+r))xcos(3Xt)xcos(Yr) + 36cos(Y(t+r))xcos(3XT)xcos(Yt) ]/64
(4.7b)
This complex result fully describes the quadrature echo response of 
a spin 1/2 triad taken off-resonance in the period between and after the RF 
pulses. It does not involve a series sum, and as it stands, is an exact 
solution. This has not been previously attempted.
As in the spin 1/2 case, the region of interest is again the point of 
maximum amplitude of the solid echo. At this point, the complicated results 
in equations 4.7 simplify somewhat to:
<Ix(2t)> = Gxsin(2uzT)
<Iy(2r)> = Gxcos(2uzt) + H  (4.8a)
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where
G ~ [ 101 + 18c o s (2Yt ) - 36c o s (6Xt ) + c o s2(Yt ) + 12c o s (2Yt )x c o s (6Xt )
+ 60c o s (Yt )x c o s(3Xt ) + 36cos(3Xr)xcos(3Yr) ]/64 
H  — [ 93 + 18c o s (2Yt ) + 12cos(6Xr) + 9c o s2(Yt ) - 36c o s (2Yt )x c o s(6Xt )
+ 108cos(Yt )xcos(3Xt ) - 12c o s (3Xt )x c o s (3Yt ) ]/64
(4.8b)
The matrix elements X and Y are complicated functions of two angles. 
The first angle x is that between Bz (B0) and the normal to the plane of the 
triad. The second angle is the azimuthal angle in the plane of the triad 
describing the 1-dimensional thermally activated hopping motion of the 
rotating methyl group which experiences all angles <p in an NMR measurement, 
and so it is necessary to average over all <f>. This removes the <p dependence 
from the above set of equations, and the X and Y terms of the dipolar matrix 
elements are then defined as, Andrew and Bersohn (1950):
X = /id(l-3cos2(x))/2 
aa* = 9/i2d2sin4(x)/4
Y = jid [l - 3sin2(x) + 27sin4(x)/4]1/2
(4.9)
where d=3jjiR~3/2, ii .=yh/2, R is the side of the triangle and y is the proton 
gyromagnetic ratio. Multiplying by /k0/47t and taking R to be 1.7 A, the factor 
/id=1.17 KHz.
The results in equations 4.8 have been studied for three simple 
orientations of the angle x, as well as for the powder average.
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(1) If the triad is confined to rotating at high frequency about its normal, 
putting x“0 in the equations above, then X=-Y, and the expressions 4.8 are 
furthur simplified to:
<Ix (2t )> = Gxsin(2wzT)
<Iy (2r)> = G x c o s (2w zt ) + H  (4.10a)
where
<7 = [ 239 + 97c o s (2Xt ) + 72c o s (4Xt ) - 36c o s (6Xt ) + 12cos(8Xr) ]/128
// = [ 183 + 153c o s (2Xt ) + 72c o s (4Xt ) + 12c o s (6Xt ) - 36cos(8Xr) J/128
(4.10b)
The resulting curves for G, H and the important imaging ratio 
H/(G+H), see the next section, are given in figure 4.1 as a function of r. 
Note that the ratio H/(G+H) is approximately 0.5.
'v
(2) The triad is confined to rotate about the magic angle, x=54.73. In this 
case, X becomes equal to zero, and Y = v2x/zd = 1.651 KHz. The factors G and H 
in equation 4.10b then become:
G = [ 65 + 60c o s (Yt ) + 30c o s (2Yt ) + 36c o s (3Yt ) + c o s2(Yt ) ]/64 
H  = [ 105 + 108cos(yr) - 18cos(2Yr) - 12c o s2(3Yt ) + 9c o s2(Yt ) ]/64
(4.11)
These curves are plotted as a function of t in figure 4.2. Again, 
note that the ratio H/(G+H) is approximately 0.5.
(3) The angle x=90°. In this case, X = #id/2 = 0.584 KHz, and Y = vl9xf i6 i/A  -  
2.54 KHz, and the equations for G and H in equations 4.8 do not simply
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furthur. The curves representing G, H and the ratio H/(G+H) for this 
orientation of x are given in figure 4.3, and again note that the ratio is of 
the order of 0.5.
(4) The powder average. The equations 4.8 representing the modulated 
quadrature echo for a rotating spin 1/2 triad on taking the system 
off-resonance are powder averaged over all angles x in the range 0 to n. The 
resulting curves are plotted in figure 4.4, and again the ratio H/(H+G) is 
approximately 0.5.
4.5. IMAGING OF ISOLATED SPIN 1/2 TRIADS.
The spin density can be calculated in an analogous fashion to that in 
chapter 3 for isolated spin 1/2 pairs. The total magnetisations in 
1-dimension have the form:
M*(gz) =<7M o p(z) sin(2yg z t ) dz
V gz> =M0 p(z) [ <7cos(27gzzT) +//] dz
(4.12a)
Again, the data set will include the M (0) term which has the form:
My(0) = ( G + H )  M0 p(z) dz (4.12b)
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Figure 4.1. The curves representing G, H and the ratio H/(G+H) are 
given for x=0°. Note that the ratio has a value of approximately
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Figure 4.2. The curves representing G, H and H/(G+H) are given for 
X=54.73 , the magic angle. Note that the ratio has a value of the 
order of 0.5.
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Figure 4.3. The curves representing G, H and H/(G+H) for x^O0. Note 
that the ratio has a value of the order of 0.5.
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Figure 4.4. The curves representing G, H and H/(G+H) for the powder 
average of equation 4.8b. Note that the ratio has a value of 
approximately 0.5
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Individually Fourier transforming the two data sets in an analogous 
fashion to that of chapter 3 produces the profile
1 H
P{ z )  = My(gz) ‘ My(0) cos(2yg2zr)
MqG I G + H
z + Mx(^) sin(27gz2T) . dgz
(4.13)
where the ratio H/(G+H) for the three orientations of the angle X; and 
the powder average over all x is of the order of 0.5. This is the same value 
coefficiant for My(0) as for the isolated spin 1/2 pair case.
Hence imaging of an isolated rapidly rotating triad of spin 1/2 
nuclei takes the same form as the isolated spin 1/2 pair case, except that in 
this instance, the image is scaled by a factor 1/G.
CONCLUSION.
The above off-resonance experiment and image analysis has led to two 
conclusions:
(1) That there is a possible general equation for the imaging of powdered 
solid samples which takes the form given in equation 4.13, where the image is 
scaled by a factor of 1/G which depends on the spin configuration and t .
(2) If the above general formula holds, then the factor 1/G indicates that in 
a mixture of spin configurations, some spins will be preferentially imaged 
over others. For the two examples studied, a powdered sample of isolated spin 
1/2 pairs give a value for 1/G of 0.5, while a powdered sample of isolated 
methyl groups give a value for 1/G which is t dependent, and which varies
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over the range 0.15 to 0.13, for r between 1 and 200 ^seconds. Hence, the 
spin 1/2 pairs are preferentially imaged to spin 1/2 triads.
The system that has been discussed in this chapter is obviously a 
very simple one. The methyl group is considered to be isolated, in the form 
of an equilateral triangle and to rotate about its normal. In the next 
chapter, a system of dipolar coupled methyl groups is discussed, together 
with a system of dipolar coupled spin 1/2 pairs, in order to determine if the 
general equation 4.13 holds for more complicated spin systems.
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CHAPTER 5.
THE IMAGING OF DIPOLAR COUPLED SPIN 1/2 PAIRS 
AND DIPOLAR COUPLED SPIN 1/2 TRIADS.
INTRODUCTION.
The ability of the solid echo technique to image different spin 
configurations is studied furthur by considering dipolar coupled spin 1/2 
pairs, section 5.1, and dipolar coupled spin 1/2 triangles, section 5.2. 
In each case the imaging ratio H /(G + H ) is calculated to determine wether 
the value obtained for this ratio in chapters 3 and 4 is universal.
The theoretical analysis is that previously used by Boden and his 
co-workers in the determination of contributions to the second moments of 
inter-, and intra-dipolar couplings. The only difference is that in this 
case it is applied to imaging. The analysis is valid in the regime t-»0, 
but provides a convenient starting point for the determination of G and 
H , as long as this limitation is kept in mind. As has been previously 
mentioned, it is also only valid for a system of few coupled spins. Full 
reference to the work of Boden and his co-workers is given.
Due to the difficulty in chapters 3 and 4 in determining the exact 
algebraic solutions for imaging isolated spin 1/2 pairs and triads, all 
the analysis in this chapter is numerical.
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5.1. DIPOLAR COUPLED SPIN 1/2 PAIRS.
Spin systems of this nature take into account the occurrance in many 
solids of protons in equivalent pairs, for example H20 in crystalline 
hydrates, -CH2 in methylene chains and -NH2 in amides, amines and 
aminoacids.
The interpair second moments of systems such as these have been 
determined by Boden and Levine (1975), where they assumed that the dipolar 
pairs occur in a planar arrangement, with spins 1 and 2 constituting one 
pair, and 3 and 4 constituting the other.
The Hamiltonian describing this dipolar coupled spin 1 system during 
a solid echo imaging experiment is, in the high field approximation, and in a 
frame of reference rotating at the Larmor frequency:
H = H2 + H^(intra) + $( inter)
where H^(intra) > H§(inter), and where
h2 “ -fryBz z i2£
i
H (^intra) — — X  --------------  >
471 (2a)3
- i /T+TT + T 7 7 ±  + T+
H$(inter)
j=l/2 
k=3,4 x jz^ kz " 1 (-^k + IjIk) ]
(5 .1 )
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Hz is the Zeeman Hamiltonian representing the gradient field, and 
H§(intra) and H§(inter) are respectively the secular parts of the intra- and 
inter-dipolar Hamiltonians, i.e. [H§(intra)+H§(inter), Hz]=0. The angles x 
and are the angles between the static field Bq and the intrapair and 
interpair vectors respectively. 2a is the distance between spins in the same 
pair and rjk is the distance between spins in different pairs. The pairs are 
separated by a distance d.
Due to the flip-flop terms involving spins in different pairs, the 
intra- and inter-dipolar Hamiltonians do not commute, 
[H§(inter),H$(intra)]*0. These flip-flop terms induce non-energy
conserving transitions, non-secular transitions, between states 
<0,0>— »<1,-1> and <0,0>«—*<—1, 1> which have to be quenched as, in practice, 
these weak satellite lines are not observed, Boden and Levine (1975).
The transitions are quenched by truncating H$(inter) furthur such 
that the two secular dipolar terms commute. This procedure is analogous to 
the truncation of the dipolar Hamiltonian due to the interaction of resonant 
and non-resonant spins, Van Vleck (1948), and the truncation is most easily 
carried out by determining the matrix elements of H^(inter) in the 
representation which diagonalises Hz+H§( intra).
The representation is composed of orthonormal spin vectors having 
C2v symmetry, Corio (1966), and is given in full in table 5.1, together with 
the eigenvalues of Hz and the total truncated dipolar Hamiltonian. For 
completeness, the symmetry type of each eigenvector is given.
The matrix representations of the spin and rotation operators in 
this representation are given in appendix 3. N. B. Both the rotation matrix 
for the A type sextet, and the Ix matrix for the triplet A states given by 
Boden and Levine (1975) contain typographical errors.
Due to the large amount of computing time needed to determine the 
results of the "imaging" experiment, only the powder average is considered.
-9 9 -
The orientation of the C2v axis with respect to B0 is defined by the 
spherical polar angles 6 and <f>, and in terms of these co-ordinates, the
TABLE 5.1.
The eigenvectors and eigenvalues of H, Boden and Levine (1975)
EIGENVECTORS HZA>Z TYPE Hg'Vu
1 i8888> -2 A (2a+A)/4
2 ia888>+i8oc88>+i88a8>+i888a>) -1 A -(2a+A)/8
3 )£( i a88a>+18ococ8>+1 a8a8>+18a8a>) 0 A -a
4 (i88aa>+Iaa88>)/v2 0 A (2a-A)/4
5 ^ ( i ocaa8>+1 aoc8a>+1 a 8 a a > +18 a a a > ) 1 A -(2a+A)/8
6 Iaaaa> 2 A (2a+A)/4
7 1888a>+188<x8>-16a83>-1 «888>) -1 A -(2a-A)/8
8 ( 188aa>~ 1 aoc88>) /v2 0 A (2a-A)/4
9 )$( i ccaa8>+1 aoc8a>-1 a8aa>-18aaa>) 1 A -(2a-A)/8
10 &( I a8oc8>+18a8a>-18aa8>-1 od38a>) 0 A 0
11 >*(i88a8>-i888a>+ia888>-i8a88>) -1 B (2a+B)/8
12 (i a8od3>-18oc8a>)/V2 0 B -(2a+B)/4
13 )£( i aaoc8>-1 aoc8a>+1 cc8oca>-18aaa>) 1 B (2a+B)/8
14 &(I88a8>-i888a)-ia888)+i8a88>) -1 B (2a-B)/8
15 (18aoc8>-1 a88a>)/v2 0 B -(2a-B)/4
16 ( i aaa8>“ 1 aa8a>-1 a8aa>+18aaa>) 1 B (2a-B)/8
where
A = 8 + 28 + € B = 28 - 8 ■- €
-v2t2
a = —^ v v /1 — 3COS2 v) 8 = 7 2y
ft2 (1 - 3cos2^ 14)
477 (21)3 4n (412+ d2)3/2
,2*2ILn y  ft 9
8 = —“■ x  j x (1 - 3cosz</>24 )
471 4^
^  y2fc2( 1 - 3cos2«/>23) 
477 (412 + d2)3/2
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angles x and are rewritten as:
cosx - sin0xcos0 
cos013 = cos024= cos0
cosij^^ (dxcos0 + 2axsin0xcostf>)/^ (4a2 + d2) 
cos014 = (dxcos0 - 2axsin0xcos0)/v/(4a2 + d2)
(5.2)
The matrices are multiplied together and the resulting powder 
averaged curves, taken over all values of 0 and 4>, are given in figure 5.1a 
and b as a function of offset field. In this case, t=60 /^ seconds, and for 
comparison, the curves representing the echo peak modulation of an isolated 
spin 1/2 pair system are also plotted, on a magnified scale.
The two sets of curves show that the modulation of the echo peak of a 
dipolar coupled spin 1/2 pair system does indeed have the form
<Ix(2T)>=Gxsin(2wzT) and <Iy(2r)>=(7xcos(2wzT)+//, the form of the modulation 
for the two cases already considered.
From the equations describing the modulation of the echo, the
values of G and H are individually determined by, for example, putting 
wzt= 77/4 in the Hamiltonian. The imaging ratio H /(G + H ) can then also be 
determined. The values of G, H and H /(G + H ) as a function of t are
plotted in figure 5.2, and show that the ratio once again has the value
0.5.
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Figure 5.1a. The y-component of the powder averaged,echo peak 
modulation of a system of dipolar coupled spin 1/2 pair nuclei is 
shown as a function of offset field for 7=60 //seconds. d=4 A, a=1.7 
A. For comparison, the curve representing the data for an isolated 
spin 1/2 pair system is shown on an expanded scale.
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Figure 5.1b, The x-component of the powder averaged,echo peak 
modulation of a system of dipolar coupled spin 1/2 pair nuclei is 
shown as a function of offset field for t=60 //seconds. d=4 A, 3=1.7 
A.For comparison, the curves representing the data for an isolated 
spin 1/2 pair system is shown on an expanded scale.
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Figure 5.2. The powder averaged curves representing the 
coefficiants of the modulating echo peak, G and H , as well as the 
imaging ratio H / ( G + H ) are plotted as a function of r. Note that 
the ratio has a value of 0.5, and that the numbers on the vertical 
scale change only very slightly.
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5.2. DIPOLAR COUPLED SPIN 1/2 TRIADS.
The previous analysis is repeated for a system of dipolar coupled 
spin 1/2 triads. A similiar calculation has already been performed by Baianu 
et a l (1978) and Baianu et a l (1981) in the determination of the echo responses 
of such a system to a 90°x-t-/3°^  solid echo pulse sequence. They had 
observed previously that, for hexamethylbenzene, and other solids containing 
spin 1/2 triads, the echo responses were more complicated than originally 
thought by Bonera and Galimberti (1966), and Moskvitch et a l (1974,1975), who 
interpreted their results either in terms of single "quasi-particles" of 
spin 3/2 subject to quadrupolar interactions, or else as isolated three spin 
1/2 systems.
Baianu et a l (1978) and Baianu et a l (1981) have demonstrated that the 
form of the solid echoes can be qualitatively accounted for, again for r->0, 
by a simple model of two dipolar coupled "composite" particles of spin 3/2, 
each subjected to a "quasi-quadrupole" interaction. The dipolar 
interaction takes into account the interaction of a quasi-particle with its 
neighbour. The quasi-quadrupolar interaction is a modified dipolar 
interaction which has the same fora as a quadrupolar Hamiltonian. Under this 
interaction, the spin 3/2 quasi-particle is expected to behave in a similiar 
fashion as a spin 3/2 particle with a real quadrupole moment in a high 
magnetic field, and perturbed by its quadrupolar interaction with local 
electric field gradients, Aliens a l (1972).
In the high field approximation, the static field B0 rather than the 
quadrupolar field determines the direction of quantisation, and the 
quadrupolar Hamiltonian acts as a perturbation to the Zeeman levels. To first 
order, the quadrupolar coupling Hamiltonian can be replaced by the part which 
commutes with the static field, Abragam (1986, chapter 7, page 241), and is
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of the form l \ .  In this case, the modification in the dipolar broadening 
between like spins due to the existance of the quadrupolar coupling is given 
by:
H  =  H z +  H q  +  H^j
where
H z =-ft7Bz (Il z + I2 z )
H® = 4n * X(1 ‘ 3/2xsin2x)x(i2z + i|z )
HS = t2 X X (1 " 3OOs2012) x [ I12I2Z - I (Illi + III2) ]
(5.3)
4tt r3 
12
where Hz is the Zeeman Hamiltonian representing the gradient fields, Hq and 
H§ are respectively the secular quasi-quadrupolar and dipolar Hamiltonians, 
r is the interproton separation within a triad, r12 is the the distance 
between the centres of the two triangles, x is the angle between the C3 axis 
of the triads and B0, and 0 is the angle which r12 makes with B0. The other 
terms have their usual meanings. For simplicity it is been has assumed that 
the two quasi-particles are equivalent.
The quasi-particle Hamiltonian acting within each spin 3/2 
quasi-particle is assumed to be stronger than the dipolar Hamiltonian 
connecting the two particles. This entails truncating H§ furthur, as 
outlined in Abragam (1986, chapter 7) and Kambe and 011am (1956), so that 
H§ commutes with H^ . In this way, flip-flop terms between nuclei in 
different eigenstates of Hq are removed to quench all non-secular 
transitions.
The only matrix elements of H§ that can be retained to constitute the
-106-
truncated dipolar Hamiltonian H^'^ are all the diagonal ones c m ^  iH^ im1m2>, 
and among the off-diagonal ones, only those of the form 
<m1/m2:FliH§im1±l/m2>, Abragam (1986, chapter 7). As in the previous case, 
the truncation of H$ is most easily carried out by determining the matrix 
elements of the dipolar Hamiltonian in the representation which diagonalises 
both Hz and H§. This representation is given in table 5.2, together with the 
matrix elements of the Zeeman, quasi-quadrupolar and truncated dipolar 
Hamiltonians.
TABLE 5.2.
Diagonalising eigenstates, and the eigenfunctions of the total Hamiltonian.
EIGENSTATES h§/Uq HS'V^d Hz/wz
1 i3/2,3/2> 9/2 9/4 -3
2 (i3/2,l/2> + i1/2,3/2>)//2 5/2 0 -2
3 (i3/2,-l/2> + i-1/2,3/2>)/^ 2 5/2 -3/4 -1
4 il/2,l/2> 1/2 1/4 -1
5 (i3/2,-3/2> + i-3/2,3/2>)/^ 2 9/2 -9/4 0
6 (il/2,-l/2> + 1-1/2,l/2>)/v2 1/2 -5/4 0
7 i-l/2,-l/2> 1/2 1/4 1
8 (i1/2,-3/2> + i-3/2,l/2>)/^ 2 5/2 -3/4 1
9 (1-1/2,-3/2> + i-3/2,-l/2>)/^ 2 5/2 0 2
10 i-3/2,-3/2> 9/2 9/4 3
11 (i3/2,l/2> - il/2,3/2>)/v2 5/2 3/2 -2
12 (13/2,-l/2> - i-1/2,3/2>)v^ 2 5/2 -3/4 -1
13 (i3/2,-3/2> - 1-3/2,3/2>)/ 2^ 9/2 -9/4 0
14 (il/2,-l/2> - 1-1/2,1/2> ) /v 2 1/2 3/4 0
15 (il/2,-3/2> - i-3/2,l/2>)/v2 5/2 -3/4 1
16 (1-1/2,-3/2> - i-3/2,-l/2>)//2 5/2 3/2 2
N. B. The eigenstate number 8, and the quasi-quadrupolar and dipolar
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eigenvalues of eigenstate number 15 given in Baianu et a l (1981) are wrong.
The consequences of truncating H§ are that the spin 3/2 character of 
the eigenfunctions of the total Hamiltonian is preserved, and that the 
effects of the quasiquadrupolar and dipolar Hamiltonians are independent, 
Baianu et a l (1978). The quenched transitions are:
13/2,-l/2>«—m 1/2, l/2>«—m -1/2,3/2> and i±3/2,*3/2>— m±1/2,¥1/2>.
The spin and rotation matrices in this representation are given 
in appendix 4.
The results of the powder averaged, modulated echo peak for a dipolar 
coupled spin 1/2 triad system are given in figure 5.3a and b. Again they are 
compared to the expanded curves for the isolated spin 1/2 case and show that 
they follow the Gxsin(2wzT) and <7x c o s (2u zt )+// curves of the previous three 
spin configurations.
By putting wzt=77/4, as in the previous case, the individual values of 
G and H  can be obtained as a function of t. These values are plotted in 
figure 5.4, as well as the ratio H / ( G + H ), and clearly show that the ratio has 
a value of 0.5.
Rotation of the individual triads about their respective C3v axes has 
not been explicitly taken into account, but Baianu et a l (1981) state that 
their calculated results match the experimental data closely for r-»0. This 
may be the reason for the discrepencies observed between the isolated spin 
1/2 triad case discussed in chapter 4, and the dipolar coupled spin 1/2 triad 
case presented here. The values of G and H  for the isolated spin 1/2 triad 
are not constant but vary with t . The ratio H /(G + H ) also varies with t , but 
remains approximately 0.5.
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Figure 5.3a. The y-component of the powder averaged,echo peak 
modulation of a system of dipolar coupled spin 1/2 triads is shown as 
a function of offset field for t=60 //seconds. r=1.7 A, r12=4.8 A. 
For comparison, the curve representing the data for an isolated spin 
1/2 pair system is shown on an expanded scale.
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Figure 5.3b. The x-component of the powder averaged,echo peak 
modulation of a system of dipolar coupled spin 1/2 triads is shown as 
a function of offset field for t=60 /^ seconds. r=1.7 A, r12=1.7 
A.For comparison, the curves representing the data for an isolated 
spin 1/2 pair system is shown on an expanded scale.
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Figure 5.4. The powder averaged curves representing the
coefficiants of the modulating echo peak, G and H , as well as the 
imaging ratio H /(G + H ) are plotted as a function of r. Note that 
the ratio has a value of 0.5, and that the numbers on the vertical 
scale change only slightly.
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CONCLUSION.
A solid echo imaging experiment has been simulated for four spin 
configurations: isolated spin 1/2 pairs, isolated spin 1/2 triads, dipolar 
coupled spin 1/2 pairs and dipolar coupled spin 1/2 triads.
The imaging analysis of chapters 3 and 4 has predicted that there may 
be a general equation governing the form of the image in terms of the Fourier 
transformed solid echo quadrature data sets, and that this general equation 
is:
p ( z ) =
1
gm0
■ ^ M J,(°)]cos(27g2zT)
 + M >,(gz)sin(27gzzT) <3g.
The analysis of chapters 3 to 5 regarding the terms G,  H and H /(G + H )  
suggest that:
(1) For a powder averaged sample, the ratio H /(G + H ) is approximately 0.5. 
Thus for all the spin configurations studied so far, the image can be 
obtained by simply Fourier transforming the data sets My (gz )-%M.y (0) and 
Mx(gz), where M^(0) is normally part of the data set for an imaging 
experiment employing stepped gradient fields.
(2) The images are scaled by a factor 1/G which is spin configuration and t 
dependent. This implies that for samples containing mixtures of spin 
configurations, some will be preferentially imaged. This has already been 
discussed in chapter 4.
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Having presented a comprehensive theoretical case for the ability of 
the solid echo technique to image a variety of spin configurations, the 
experimental verification is now supplied. Before doing so, the 
experimentation needed to produce these images is detailed in the next 
chapter.
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CHAPTER 6.
SOLID STATE IMAGING -  INSTRUMENTATION.
INTRODUCTION.
The practical requirements needed to produce solid images using the 
solid echo, and MREV-8 pulse sequence detailed in the next chapter, are 
described.
The chapter is divided as follows. Section 6.1 describes the
spectrometer and is divided into three subsections detailing the functions 
of the transmitter, probe and reciever. Section 6.2 goes on to explain how 
the signal from the spectrometer is digitised, and details the computer 
network needed to control the experiment and analyse the data. The magnets 
used in the experiments are described in section 6.3, and the gradients
sets and driver outlined in 6.4.
6.1. THE SPECTROMETER.
The spectrometer, and the associated sample probe, have the
function of providing the RF pulses needed to perturb the nuclear spins 
and detect the resulting NMR signal.
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6.1.1. THE TRANSMITTER.
The transmitter provides RF pulses of length tp at a frequency w0 
such that NMR transitions are induced over the frequency range Vtp, 
which is greater than the frequency range dictated by the NMR linewidth 
and gradient field. This ensures that in an imaging experiment, spins 
throughout the sample are excited.
The duty cycle, the percentage of time during which the 
transmitter is on, must be adequate to ensure that the RF power does not 
decay during a long pulse, or during a pulse train. Also, isolation, the 
ability of the transmitter not to leak RF power to the reciever with the 
pulses nominally off, should normally be greater than 80 dB, equivalent to 
104 in voltage, Fukushima and Roeder (1981).
Two home-built transmitters have been used in the course of this 
research. The second, more up-to-date model has home-built components 
replaced by more effective commercial parts. They are both frequency 
coherent transmitters operating from a continuosly running RF source, 
which is essential for the RF pulses to have well-defined phase 
relationships, and for phase-sensitive detection.
The layout for the second transmitter is given in figure 6.1, and 
the first transmitter has a similiar layout.
6.1.1a. The Frequency Generator.
The RF source used throughout the period of research is a PRECISION 
TEST SOURCES INC. PTS040 frequency synthesiser capable of producing 
continuos stable RF at a level of between 3 and 13 dBm within a frequency 
range of 0.1 to 39.9999 MHz, manufacturers specification for a 50 n load. The 
PTS040 can be internally of externally controlled, and also has the advantage
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Figure 6.1. A block diagram representation of the second 
transmitter used during this period of research.
of 10 MHz input/output sockets for frequency locking. This type of frequency 
source was preferred to the cheaper crystal oscillator because of the 
presence of a computer control facility and also for its convenient frequency 
range.
6.1.1b. The Phase Shifter.
In the first spectrometer, the phase shifter used to produce RF 
with phase shifts of 0°, 90°, 180° and 270° simply consisted of lengths of 
50 Cl coaxial cable cut to the appropriate size for the Larmor frequency 
being used. The characteristics of the coaxial cable are described in 
section 6.1.2. A \/2 length of cable produces a 180° phase shift, and at 
a frequency of 30 MHz is approximately 1.66 m long. The other three 
lengths of cable are 0.83, 2.49 and 3.33 m for phases of 90°, 270° and 
360° respectively, although for reasons to be described later, accurate 
lengths are not critical. The cables are connected directly to the RF 
gates described in the next section.
The lengths of cable were subsequently replaced by a MERRIMAC 
PSD-64-30 digital commercial phase shifter. The central frequency is 30 MHz 
and it has a bandwidth of 1.5 MHz, over which a phase shift of 0 to 360° can be 
achieved to within 5%. It is TTL controlled and the phase shift control 
accuracy is 6 bit with a LSB of 5.6°. The insertion loss is ±0.5 dB at 30MHz, 
and the settling time is 1 /isecond.
The pulse programmer used to set up the solid imaging pulse sequences 
uses only two latched lines to control the phase shift. Due to the fact that 
the PSD-64-30 has 6 input bits, a multiplexer/buffer circuit had to be built 
to overcome this problem, see figure 6.2. The maximum number of different 
phases used is four in the MREV-8 cycle. These are 0°, 90°, 180° and 270°, 
and each of the four phases is individually set up using four SN74LS244
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Figure 6.2. The multiplexer/buffer circuit used to interface the two 
phase control lines of the pulse programmer to the six input lines of 
the MERRIMAC PSD-64-30. All resistors are 1 Kft.
octal buffers with tri-state outputs and associated switches, one buffer for 
each of the phases. Buffer/phase selection at speeds of up to 22 nseconds 
is determined using an SN74LS138 decoder/multiplexer.
6.1.1c. The Radiofrequency Gates.
Two types of RF gate are used. The first one is home-made and the 
circuit diagram is given in figure 6.3. It is based on a design initiated by 
POLARON Ltd. and subsequently developed at the University of Surrey, May 
(1982). The circuit is divided into 5 stages.
The first 2N2219 bipolar transistor acts as an amplifier of roughly 
gain 3, amplifying the pulse presented at its base by one of the pulse 
generators. The inverted amplified pulse at its collector then passes 
through a clipping Zener diode, and through a series of transistors acting as 
a switch turning the transistor "A" on and off depending on wether a pulse is 
present at the input or not.
RF enters the circuit through a 4:1 transmission line step-up
transformer. This unbalanced input transformer is made up from two sets of
Ccpper uovrs,
coils of 5 turns of „ wound on a ferrite core in such a way so
as to give a broad-band frequency response.
When transistor "A" is switched on, it pulls the collector of 
transistor »B" almost down to ground, and gated RF is tapped off the 
collector and fed into the rest of the circuit whose stages act as amplifiers 
of varying gain. Finally, the dc voltage is removed by the capacitor, and the 
gated RF fed to the duplexer and probe combination.
The four RF gates built for each of the four lengths of phase shifter 
cable were subsequently replaced by a single commercial model. The MERRIMAC 
SE-11-125 is a SPST solid state diode switch. It has a bandwidth performance 
of 0.5 to 250 MHz, with an RF isolation of 70 dB for the range 0.5 to 50 MHz.
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Figure 6.3. The home-built radiofrequency gate circuit used in the 
first spectrometer, taken from May (1982). The functions of the 
various sections of the circuit are described in the text. All 
capacitors are in nFarads unless otherwise stated, and the resistors 
are in ci. All npn transistors are 2N2219’s, and the pnp transistors 
are 2N2905's.
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The rise and fall time, defined as the time to go from 10 to 90% of full 
output power, is typically 25 nseconds.
6.1.Id. The Pulse Generators.
Two pulse generators have been used during this period of research, 
separately and in tandem. They can both be externally triggered, and are 
used to provide TTL pulses to the MERRIMAC commercial gate, as well as 
non-TTL pulses to the home-made RF gates.
The RADIO SPARES 5 Hz to 50 MHz pulse generator has both TTL and 
50 ft outputs. The rise and fall times are typically 10 nseconds, with a 
variable pulse width between 100 nseconds and 100 mseconds.
The FARNELL PG5222 has a double channel output, but no TTL output. 
The pulse width and delay are variable in the range 200 nseconds to 200 
mseconds, while the width varies between 100 nseconds and 100 mseconds.
The 90° pulse length for an on-resonance NMR signal can be set in a 
number of ways, depending on the pulse length itself. A rough idea is gained 
by adjusting the length until a maximum in the signal intensity is achieved. 
If the pulse length is large compared to the duration of the NMR signal, the 
PG5222 double output facility is used to provide two pulses of approximately 
the right length, with the same phase and with a small delay. The pulse 
length is then slowly adjusted until the signal after the second pulse 
disappears. If the pulse length is short compared to the NMR signal, then a 
more accurate 90° pulse can be set by using a program which outputs a string 
of pulses all with the same phase and with a small pulse gap. The signal in 
the gaps between the pulses should have the form shown in figure 6.4a when the 
pulse length is correctly set.
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6 .1 .1 e .  The A m p lif ie rs .
The gated RF pulse is fed into one or more amplifiers needed to 
amplify the signal to a level compatible with the pulse length capable of 
inducing the required transitions for the nuclei under observation. For an RF 
field level B^ , the duration of the pulse required to precess the spins 
through 90° at the frequency yB± is given by y B ^ t ^ = j i / 2. The RF power needed 
to provide such a pulse is given by, Mackenzie (1986):
7tp|‘3/2 
—  W
108J (6 .1)
where a is the geometrical size of the coil, Bj^ is the pulse amplitude in 
Tesla, n is the number of turns of the coil, s is the coil radius, tp is the 
pulse length and y is the gyromagnetic ratio. The factors a, a and q are 
coil geometry dependent, and p and 6 are the resistivity and skin depth of the 
wire. Using this formula, the power required for a 90° pulse using a standard 
solenoidal RF coil of the type to be described, for the two types of nuclei 
under investigation is plotted logarithmically in figure 6.4b.
The amplifiers used during the course of this work are:
(1) An ELECTRONIC NAVIGATION INDUSTRIES, ENI300P broad-band solid state 
power amplifier, with a maximum power output of 3 W CW and PEP over a 
frequency range 250 KHz to 110 MHz. The gain is a nominal 40 dB, and it is 
unconditionally stable with a noise figure of less than 8 dB. The inputs and 
outputs are all 50ft BNC.
(2) A WESSEX ELECTRONICS prototype, the RC 110-50 broad-band solid state RF 
amplifier. It is capable of producing 50 W over a frequency range of 0.1 to 
50 MHz, but is inherently unstable and requires precise loading.
(3) A HEATHERLITE PRODUCTS 30 MHz,linear,class AB1 amplifier employing a
100 op q a J
p  _    X   X
2 5/ 2 <jji 8 n a 2 S
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and b. The figure a shows the signal observed for a 
properly set 90u pulse length when a string of pulses is applied to a 
liquids sample on resonance. Figure b demonstrates the amplifier 
power needed to produce a 90 pulse for a solenoidal coil with 
characteristics given in the next section for protons, solid lines, 
and flourine nuclei, dotted lines.
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4CX250BM valve. The bandwidth is 29 to 31 MHz with an output of 350 W PEP. To 
produce 350 W requires the use of a driver amplifier, and the ENI 
subsequently fulfilled this task.
6.1.2. THE PROBE ASSEMBLY AND DUPLEXER.
The theory and practice of good RF design has been explored in detail 
by Hoult and Richards (1976), amongst others, and for this reason a detailed 
description of coil design is not given here. The probe and duplexer set up 
is shown in figure 6.5.
Due to its ease of construction, and its reduced susceptability to 
microphonics and temperature induced drifts, a single coil is preferred to 
crossed coils. It is also more economic in transmitter power giving a 
larger amplitude for given power than a crossed coil. Out of all the 
possible single coil shapes, the solenoid is preferred due to the compromises 
in the quality factor, Q, which have to be made for the coil/duplexer 
arrangement.
The problems with the quality factor arise in the following way:
(1) The Q should be small enough to enable the coil to recover quickly from 
the transmitter pulse and detect the NMR signal which in voltage terms is a 
factor of 8 in magnitude less. The coil ringdown time, Tr, and Q are related 
byTr=2Q/u0.
(2) The B1 amplitude of the RF pulse is related to Q by, B^fPQ/VwQ)1/2 
“3.7(PTr/V)1/2/ Clark (1964), where P is the transmitter power and V is the 
coil volume. This means that a high Q is needed to produce a large B^  field.
(3) A high Q implies a large inductance and a low coil resistance. 
However, a large inductance for a given coil shape and size means a large
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number of turns. This in turn implies small wire diameter and hence large 
R.
A rule of thumb is usually applied, Fukushima and Roeder (1981), 
which is to wind a coil with the length approximately equal to its diameter, 
and with the separation between the turns equal to the wire diameter. This 
comes about since Q increases with coil length, but more slowly when the 
length exceeds the diameter.
To extract the maximum signal power from the sample, the inductive 
reactance of the coil is tuned out with the appropriate capacitors, and 
the coil made resistive. The available signal power obtained by power 
matching the reciever is €2/8R, Mackenzie (1986), where € is the E.M.F 
induced in the coil by the precessing magnetisation, and R is the 
effective resistance of the coil at the operating frequency, nominally 50Q 
at 30 MHz. Due to the high transmitter voltages at the coil, variable 
capacitors physically small enough to fit into the available space are 
easily burnt out. Thus, fixed capacitors have to be used which make 
tuning the coil to the required frequency and resistance difficult. High 
voltage, fixed, ceramic capacitors supplied by CELDIS are used.
Even with a solenoidal coil, microphonics still plays an important 
role in determining ringdown. Large currents flow in the coil during the 
transmitter pulse, and in the presence of the static magnetic field can 
produce a large force at the coil making it oscillate (disturbing the 
tuning and hence available signal power), as well as setting up acoustic 
standing waves. These can be reduced by potting and mounting the coil. For 
proton work, the coil is wound on a PTFE former and tightly wrapped in 
PTFE tape, although a sulphur based potting compound could be used. For 
flourine imaging a perspex former is used with Araldite as the potting 
compound.
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Figure 6.5. A diagrammatic representation of the coil/duplexer unit 
used during this period of research.
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Three solenoidal RF coils have been used in different magnets and 
with different gradient coil designs. These are:
coil length
(mm)
diameter
(mm)
turns wire
(swg)
1 15 11.0 8 26
2 20 17.5 10 28
3 10 11.5 8 26
Coil 1 is designed to fit within the 6 cm air gap of the JEOL
electromagnetic, and is surrounded by a brass box, see plate 1. It is 
held in place between the pole faces by being clamped to the gradient set 
formers, see section 6.6. However, the presence of the brass case caused 
the signal-to-noise ratio to be degraded, Hoult and Richards (1976), and 
the set was replaced by coil 2 which is housed in a perspex box. Coil 3 is 
used with the VARIAN electromagnet, and is the set originally used by May 
(1982), see plate 2.
The probe is connected to the transmitter and reciever by the 
duplexer. The HT" circuit duplexer is based on a design by Lowe and Tarr 
(1968).The x/4 RG-223/U 50 n coaxial cables act as impedance transformers 
with the transformation given by Z^Z0=iZi2 where Z^  and Z0 are the input 
and output impedances, and Z is the characteristic impedance of the cable, 
in this case 50 fl. Since the transmitter and the coil are matched to a 
nominal 50 n, the cable acts as a 1:1 transformer. They work only at or 
near the design frequency, and so are also narrow band devices, and the 
\/2 sections are transparent to signals of the design frequency so
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Plates 1 and 2, Plate 1 shows the brass coil case and tuned RF coil 
assembly originally used in the JEOL electromagnet. Plate 2 shows the 
probe and gradient set used in the VAR IAN electromagnet, built by May 
{1982},
128
removing chance reflections due to impedance mismatch. Exact lengths are not 
critical, and are deduced by assuming that the speed of light in the 
dielectric is approximately 2C/3, where C=3xio8 ms-1.
From the impedance transformation above, it can be seen that if 
the cable is shorted at one end, there is an open circuit at the other 
end. During the RF pulse, the 1N4148 high speed signal diodes at B present 
a short circuit as they are conducting in either polarity. The x/4 cable 
transforms this to open circuit on the reciever side. This means that all 
the RF pulse, with the exception of ^0.5 V, is directed towards the probe, 
and the pre-amplifier circuit is protected. After the RF pulse, The
signal is too small to conduct back towards the transmitter and is
directed towards the reciever. For the same reason, any RF leakage, <0.5V, 
will not conduct across A towards the coil, and therefore will not
saturate the NMR signal. In practice, many series diodes are used at A.
6.1.3. THE RECIEVER.
The aim of the reciever circuit is to detect the NMR signal, amplify 
it and remove the carrier signal using quadrature phase detection. The signal 
envelope is then amplified furthur and digitised. Because NMR is a very 
insensitive technique, detection and amplification of the signal must be 
done without introducing distortion or noise. The quadrature detection 
reciever used in this research is outlined in figure 6.6.
6.1.3a. The Pre-Amplifier.
The pre-amplifier is that part of the reciever circuit which
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Figure 6.6. A block diagram representation of the reciever section 
of the spectrometer used during this period of research.
interfaces the coil/duplexer array to the main body of the reciever. It is 
the most vulnerable circuit in the reciever to RF leakage and has to be 
robust enough to withstand this, and at the same time act as a fast recovery, 
low noise, high gain amplifier.
It is protected down to a level of 0.5 V by the combination of 
crossed 1N4148 silicon diodes and x/4 cables, and a modification to reduce 
this threshold furthur has been suggested by Stokes (1978).
The pre-amplifier designed for fast recovery and low noise is shown 
in figure 6.7. It is a two-stage, directly-coupled, high gain, low noise 
device consisting of two PLESSEY SL560C general purpose low noise, high 
frequency gain blocks. As it stands, the first stage acts as a 50 n line 
driver with a gain of approximately 14 dB, and the second stage acts as a 
wideband amplifier with a nominal gain of 13 dB. Recovery time is of the 
order of 12 s^econds, and in order to avoid instability, good practice RF 
circuit design must be employed in construction.
6.1.3b. The Main Amplifier.
The amplifier circuit in figure 6.8 is a variable gain, two stage 
device, with the main components being PLESSEY SL610C and SL611C RF voltage 
amplifiers with Automatic Gain Control, AGO.
In the first half of the circuit the gain is adjusted at the AGC by 
means of a combination of an 0RP12 light dependent resistor and a high 
intensity light emitting diode. A 10 turn, 1 Kft potentiometer controls the 
current level flowing through the diode and therefore the light intensity 
falling on the sensitive face of the ORP12. As the light intensity changes, 
so does the voltage level at the AGC. The gain of this stage varies from 26 
dB down to -55 dB. The second stage simply acts as a fixed gain amplifier 
with a gain of 20 dB.
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Figure 6.7. The fast recovery, high gain pre-amplifier. The two 
transistors are PLESSEY SL560C low noise,high frequency gain blocks. 
The first part of the circuit acts as a 50 n line driver, and the 
second part as a wideband amplifier. All capacitors are in nFarads 
unless otherwise stated.
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Figure 6.8. The main-amplifier circuit of the reciever. The first 
half of the circuit is a variable gain voltage amplifier using the 
combination of AGC, 0RP12 and light emitting diode. The second stage 
acts as a fixed 20 dB voltage amplifier.All capacitors are in ^ Farads 
unless otherwise stated. V represents the 10 turn, 1 KQ 
potentiometer.
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6 .1 .3 c .  The Phase S h i f te r .
Reference RF is taken from the PTS040 frequency synthesiser and 
passed into a manual, continuosly variable, home-built phase shifter, see 
figure 6.9. The phase of the reference RF is set to match the carrier phase of 
the NMR signal and quadrature detection can then take place. The 
zero/absorption phase is set using the phase shifter shown, and the 
dispersion phase is set by passing the zero phase RF through ax/4 length of 
50 n coaxial cable.
The reference RF enters the base of the first 2N2369 bipolar 
transistor which acts as a unit gain phase splitter. The outputs from the 
collector and emitter are of the same frequency as the input signal, with the 
output from the emitter in phase with, and the output signal of the collecter 
180° out-of-phase with, the input, see figure 6.10a. In order to maintain 
gain symmetry, both outputs are then passed through emitter follower 2N2369 
transistors. The output from the emitter, < p next passes through a variable 
resistor, an 0RP12 and high intensity light emitting diode combination 
explained previously. The collector output, <p2 t passes through a variable 
capacitor, and the combined output at point A is the phase shifted reference 
RF, which is furthur amplified by a 2N2369 transistor and an SL611C. A 
proportion of the SL611C output is rectified, and used, via a 741 gain block, 
as an AGC control voltage. The phase shifter output is thus constant for all 
phase.
The phase shift is produced as follows, see figure 6.10b. Signals 
and V2 are the two 180° out-of-phase input signals. Vc and VR must be at right 
angles and add to form a vector of constant length along the real axis of the 
phasor diagram. The locus of intersection of points Vc and VR form a 
semi-circle, and hence the output V0 always has the same length as the input, 
but differs in phase from 0° upto 180°.
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Figure 6.9. The circuit diagram for the phase shifter used to match 
the phases of the reference RF and the NMR signal before quadrature 
detection. The first bipolar transistor acts as a unity gain phase 
splitter while the rest of the circuit acts as a gain symmetriser and 
amplifier. All transistors are 2N2369's, and all capacitors are in 
jiFarads. R is a 10 turn 1 Ka potentiometer.
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Figure 6.10a and b. Figure a is a simplfied diagram of the process 
of phase splitting and shifting performed by the first 2N2369 bipolar 
transistor and variable resistor and capacitor combination of figure 
6.9. Figure b demonstrates how the combination of resistor and 
capacitor produce the phase shift, Horowitz and Hill (1987).
-136-
6 .1 .3 d . The Phase S e n s it iv e  D e tec to r, PSD.
The NMR signal and reference RF are brought together at the PSD stage 
of the reciever. The phase matched carrier frequency is removed and the 
resultant envelope, the true NMR signal is amplified furthur before being 
digitised.
The two signals are fed into two series of inputs of a MOTOROLA 
M1496G balanced modulator-demodulator, see figure 6.11. The phase shifted RF 
is input into pins 7 and 8, while the modulated NMR signal is input into pins 
1 and 4. The resulting outputs at pins 6 and 9 are combinations of the sums 
and differences of the inputs and have the form:
v6 = +[ cos(2u0 + ws) + cos(ws) ]
V9 = -[ cos(2uq + ws) + cos(ws) ] (6.2)
where w0 is the modulating carrier frequency, and ws is the true NMR signal.
The 741 operational amplifier stage of the circuit acts as a 
differential operational amplifier and filter combination, and the output 
is, Horowitz and Hill (1987):
r 2
^out — x ( ^ 9 ~ ^ 6) ^  [ cos ( *  ws) * cos (Wg) J
R1
(6.3)
where R2 and R^  are the feedback and load resistors with values 100 KQ and 47 
KO respectively. Therefore the output consists of an a.c signal at a 
frequency ws, and another at a frequency 2w0+ws which is approximately 60 MHz 
in these experiments. The 741 acts as a relatively low frequency amplifier 
and therefore filters out the high frequency signal, while amplifying the low
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Figure 6.11. The phase-sensitive detector. The output is a 
combination of the sums and differences of the modulating 
phase-shifted reference RF and the modulated NMR signal. All 
capacitors are in nFarads unless otherwise stated.
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frequency, approximately 20 KHz, NMR signal, to a final level of 100 mV
6.2. THE DIGITISER AND COMPUTER NETWORK.
The quadrature phase detected NMR signal has now to be converted into 
a form which is recognisable to the computer. This entails converting the 
analog NMR signal into an accurate digital representation on which data 
analysis can then be performed.
The peripheral used for digitising the signal is a DATALAB DL912 
Transient Recorder. It has two 20 MHz Analog-to-Digital Converters, ADC, 
which can simultaneously record two independent signals. There are 4096 words 
per memory for each of the channels, with an amplitude resolution of 1 part 
in 256, 8 bit. If required the memory blocks can be joined so that one channel 
has 8192 words per memory with the same resolution.
The DL912 has an arm facility, which enables the computer to take 
data from memory between recording cycles for analysis, and/or signal 
averaging, and can only be re-armed after data output from memory is 
complete. The ADC sampling rate is externally controlled and varies between 
0.05 ^seconds and 2 mseconds, and incorporates a delay facility. The 
amplitude sensitivity of the input amplifier is also externally controlled 
and varies between 0.1 and 20 V. This means that the smallest quantity to be 
digitised is 1/256 times the sensitivity setting.
The transient recorder can also be triggered using the external 
advance facility. In this case, on receipt of a trigger pulse, it only 
records a single sample, 1 word, of the input waveform. This facility is most 
useful when employing multiple pulse techniques during which the sampling 
points may need to be varied, see chapter 8.
-139-
The digitised waveform is then output to a computer for data analysis 
as an 8-bits parallel, word serial, binary code with the readout continuosly 
variable upto 2 //seconds per word. It is also simultaneously output to a 
PHILIPS PM3215U 50 MHz dual channel cathode ray oscilloscope via an 8-bit DAC 
with a display rate of 1 //second per word.
All the solid NMR experiments are controlled by a SIRTON COMPUTER 
SYSTEMS MIDAS 286/HD mini computer. The operating system is concurrent CP/M 
(DOS) with PC mode. The JPU286 processor board includes a 6 MHz 80286 
processor, interrupt controller, and two serial and three parallel ports, 
all bi-directional. The serial ports are full RS232 and operate upto 38400 
baud. The JMU2048 memory board holds 1 MByte RAM, and uses 8027 memory 
management. The OWI board is a 6 MHz Z80B processor with 256 KByte additional 
RAM, WD1005 floppy disc controller, DMA, and an 82586 Ethernet controller, 
and is used for external communication.
Originally, experimental control and interfacing was software 
organised using 80286 assembler and Prospero Pascal. Subsequently, the job 
of arming and triggering the DL912, setting the phases of the PSD-64-30, 
triggering the pulse generators, and controlling the gradients was taken up 
by a SMIS NOVIX pulse programmer. This is primarily a very fast programmable 
parallel port with a NC4000 processor, which is a 4000 gate CMOS array 
configured to run as a FORTH engine. The processor has no assembly level 
programming and executes high level FORTH instructions directly. It is 
designed to be an easily programmable, fast pulse sequencer with high 
resolution and good accuracy. Different pulse sequences can be stored in 
memory and recalled by calling the sequence name. The particular version used 
for solid imaging has eight pulsed and eight latched lines,and the FORTH 
instructions are directly incorporated in the PASCAL programs written on the 
MIDAS.
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The data from the transient recorder is Fourier transformed and the 
image is displayed on an ATARI 1040ST microcomputer with a MC68000 32-bit 
internal, 16-bit external architecture, and an 8 MHz clock frequency. The ST 
operating system is TOS, and has 1 Mbyte of RAM and 200 KBytes of ROM. It has 
a palette of 512 colours and three screen resolutions of 640X400 monochrome, 
and either 320X200X16 or 640X200X4 colour. Communication with the MIDAS is 
via the parallel interface printer port due to malfunction of the RS232 
serial port.
In order to improve the signal-to-noise ratio of the experiment by 
reducing RF interference generated by the computer and transmitted both 
along the control lines, and as airborne radiation, a method of 
pseudo-switching off the computer during data acquisition is used. Following 
the data acquisition trigger pulse from the computer to the DL912, a HALT 
instruction in the software is used to stop the computer processor. When the 
data is collected, the DL912 outputs a signal which restarts the computer 
from where it left off. A signal-to-noise ratio improvement of at least ten 
has been estimated, McDonald and Torr (1986).
6.3. THE MAGNETS.
Two magnets have been used for solid imaging. The first magnet, 
derived from an electron spin resonance set-up, is a JAPAN ELECTRON-OPTICS 
LTD. JEOL JM.ME-3X 1.5 Tesla electromagnet with a 30 cm pole-piece diameter 
and a 6 cm air gap. The low impedance coils are water cooled, and the field 
is linear with respect to the current flowing through the coils to 1.1 T. 
Field stability is provided by a Hall probe to compensate for large field
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drifts. However the magnet continues to suffer from slow drifts of up to 1 
Gauss every 10 minutes. This is made worse when switching of strong gradient 
fields is employed, where the Hall probe may not be sufficient to compensate 
for these fast flux changes and field stability is then lost. The 
homogeneity of the magnet is about 1 in 105 at 30 MHz over 1 cm3.
Later imaging using the MREV-8 multiple pulse sequence was performed 
on a VARIAN ASSOCIATES V3601-1 12 inch water cooled electromagnet. This has 
a 13.3 cm wide pole gap, reduced to 1.9 cms with the cylindrical pole caps in 
place. It is a high resolution liquids NMR magnet, and as such incorporates 
all the advantages of such a magnet. The homogeneity is 2 parts in 106 at 15 
MHz over 1 cm3. The field can be shimmed using electrical shims. Fast field 
drift is corrected by a VARIAN flux stabiliser unit with concentric annular 
windings at each pole periphery. Pick-up stabiliser coils develop an induced 
voltage proportional to the rate of change of flux intensity, and a 
correction current determined by a light-beam galvanomter/photo-cell 
combination is sent to a buck-out stabiliser coil . The slow field drifts 
are corrected by a slow sweep unit which allows a small voltage to be applied 
to the input of the stabiliser coil.
The coolant system is temperature controlled using a thermistor 
connected to one arm of a AC bridge used to drive a phase sensitive 
amplifier. The output operates solenoid valves to control the flow of water 
to a heat exchanger. With this set up, the design/operating temperature is 
30° C.
6.4. THE GRADIENT COILS AND DRIVER.
The gradient coils are designed to produce a magnetic field gradient
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in the three spatial dimensions throughout the sensitive volume of the 
reciever coil. Using a gradient set, the NMR signal frequencies become 
spatially dependent, which on Fourier transformation provide the images.
The first gradient set used is based on a design to produce current 
shims for correcting Bg inhomogeneities, Zupancic (1962). This design was 
subsequently developed, Parker et a l (1973), to produce linear magnetic field 
gradients using parallel wires instead of the more usual circular coils.
The wire configurations used to produce the gradient fields used in 
part of this research are shown in plate 3 and figure 6.12. The parallel 
straight wires are located on the pole faces, centred and a distance 2a 
apart. The field due to each wire can be determined from the Biot-Savart law, 
and the effect of the pole-faces included by summing over all image current 
contributions at ±3g, ±5g, ±7g and so on over the range ng where -»<n<», and g 
is the pole-face separation. The summation is performed using the Poisson 
summation formula, and the resulting fields along the y and z directions 
(x=sy, just rotated through 90°) are, Zupancic (1962):
where the coefficiants C2v+1 and K2v+1 are known, Parker et a l (1973), and 
$=z+iy.
If £ is small then higher order sums in the expansion can be ignored, 
and the two lowest terms are explicitley:
2v+l
2v+l
Bz ” ^ K2v+1 Re
2v+l
1571
V
2g (6.4)
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Plate 3 and figure 6,12, The plate shows the brass former and 
windings*"<>f~the 3-dimensional Parker et al {1973} gradient set, The 
figure illustrates the wire configurations used to produce these 
gradients. The return paths are not drawn.
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where a=a7r/2g.
If the values of a and g for the C and K terms are such that 
a=cosh”1(3/2)1/2=0.658, and a=cosh”1(6)1/2=i.54 respectively, then C3=K3=0, 
and only the first order terms need to be considered. In this case, the 
fields simply reduce to:
The Bzy gradient set has a=1.25 cm and g=2.75 cms. This means that 
a=0.71*0.658. Therefore the term Cg should strictly be taken into account, 
but since it is quite small in comparison to C^ , equal to 0.023, it can be
dropped. for this set is 0.63. Similiarly, a=2.95 cms, and g=2.75 cms for
the Bzz set, which means that 0=1.68*1.54. Since K3=0.012 it can also be 
ignored and K^O.33.
The gradient sets are composed of bundles of wires, and are
constructed as thin as possible so that crossing wires are not lifted off the 
pole faces making the a terms for the two gradient sets worse, and then 
necessitating inclusion of higher order terms. The return paths for the wires 
have to be far enough away from the probe so that the fields they produce make 
no contribution to the gradient fields at the sample. May (1982) has
2g2 9y 3g2
— z = _ Q1?^5 t m-1 turn-1
1 0rx2d z  1 2 g ‘
(6.6)
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determined that the return paths should be at least 3g away from the reciever 
coil to be negligible. In the gradient set described, the return paths are a 
distance of 9.4 cms >3g from the reciever coil, and hence their contributions 
to the total gradient field at the coil are negligible.
The magnitudes of the gradient fields vary, depending on the number 
of turns and the current flowing through the wire, but are of the order of 10 
G cm-1. Because of the relatively low resistance of the gradient coils, of 
the order of 0.7 ft for 27 swg copper wire, and because the driver needs an 
output load of at least 2.5ft, a 5 ft, 10 W resistor is placed in series with 
the coil.
The gradient wires between the driver and gradient coil box are 
screened with 12 mm o.d. copper braided sleeving, which is earthed to the 
driver and coil box earths, as well as clamped down on the pole faces. This is 
in order to screen induced a.c signals on the gradient coils, which in turn 
can induce unwanted signals in the probe coil.
This gradient coil design, as with many others, fails to treat the 
most fundamental problem of fast switching gradients, which is the induction 
of eddy currents in conductors surrounding the gradient coil. The eddy 
currents contribute additional field gradients which vary in time, and which 
are potentially very non-uniform in space, producing phase artifacts which 
can ruin the image. The only effective solution is to reduce the gradient 
fields to zero at a finite radius outside the coil. One technique which has 
been developed to overcome this problem is that of passive screening, Turner 
and Bowley (1986). In this technique a thick walled cylindrical conductor 
completely surrounds the gradient coil system. If the criterion skin 
depth/wall thickness « 1, then the currents induced in the shield are 
confined to the surface of the cylinder, and the time dependence of the 
reflected fields is identical to that of the applied gradient field. The
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resulting spatial inhomogeneity of the reflected fields can be compensated 
for by changing the coil spacings. The above criterion is necessary for the 
application of this method, and in the case of reduced space can lead to 
design and application problems. Also, if there is a non-zero dc component of 
the field at the cylinder surface, passive shielding is not appropriate.
The other method, and that which has been tried in this group is that 
of active screening, Mansfield and Chapman (1986a,b). In this method, a 
screen composed of a set of conductors, or a mesh of equally spaced wires, is 
used to produce an externally generated current pattern which mimics the 
induced surface current distribution on a hypothetical conducting sheet due 
to the switching gradient fields. The basic idea can be visualised in figure 
6.14, where the gradient wire set n ^  produces a magnetic field shown by the 
dotted lines. The field drops off as it nears the array of actively screening 
wires -n2l2 which mimic the induced surface current distribution on a 
conducting sheet placed at the position of the wire array. For a properly 
designed wire array, the field should not extend beyond the array.
The compensating field can be produced by either using wires carrying 
the same current and with unequal spacings, or else with equal spacings and 
carrying unequal currents. The former is the option chosen in this group. The 
degree of field compensation ultimately depends on the number of wires used 
in the array. An iterative formula can be used to determine the wire 
spacings, but the set used is a scaled down version of that built by Mansfield 
and Chapman (1986a,b) for a screened whole body Maxwell pair, see plate 4. 
The wire separations are approximately ±0.85 mm, ±3.2 mm and ±8.6 mm, giving 
a screened gradient of 4.61xio"4 Gauss cm-1 A-1 turn"1.
However, on application, it was found that, in this case, the 
switching time difference between the screened and un-screened set is 
negligible. This is probably due to the size limitations, making it 
difficult to fulfill the stringent design criteria for the screening wire
separations.
It was decided to design another gradient set which produced 
negligible field at the pole faces of the magnet and which therefore had no 
need of any passive or active screening of any kind. This is no more than a 
simple Maxwell pair of coils with coil radius and separation calculated to 
produce a field at the pole faces of the magnet of 0.017 Gauss mm"1 A"1 
turn"1. Both the radius of the coils and the coil separation is 3.2 cm. This 
set, complete with RF coil and tuning capacitors is shown in plate 5.
On switching to the VARIAN magnet, the gradient set built by May 
(1982),and designed on the Parker and Zupancic principle,was used. The set, 
wound for profile imaging can be seen in plate 2, and is used in the imaging 
of solids using the MREV-8 pulse sequence. The distance a for this set is 1.8 
cms, and g=1.9 cms. In this case the conditions for removal of higher order 
terms in the gradient field expansions are met, and the equations 6.7 hold.
The gradient driver used throughout is a two-channel professional 
audio power amplifier, the H&H ELECTRONICS S500-D. The maximum output power 
is 500 W into a 5 ft load, and the frequency response is ±2 dB dc to 20 KHz into 
8 ft, providing a maximum switching time of 50 s^econds. This is clearly not 
fast enough for solid state imaging, and is the reason why the gradient 
fields are left switched on during the imaging pulse sequences, with all the 
imaging problems this entails, chapter 3. The inherent noise level is 100 dB 
below 180 W into 8 ft above 10 KHz, and the input sensitivity is 0.75 V for 600 
W into 8 ft.
The final plate, plate 6, is a view of the equipment used in solid 
imaging, and the accompanying figure labels the equipment.
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details.
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Plates 4 and 5. The first plate shows the former and wires used to 
produce the shielding gradient field needed to remove any fields at 
the pole faces of the magnet. Plate 5 is a photograph of the Maxwell 
gradient set designed so that a field of only 0,017 Gauss m T l  A"1 
turn"1 is present at the pole faces of the magnet.
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Plate 6 .  A view of the equipment used for solid state imaging by 
means of MREV-8 pulse sequence. The individual pieces of equipment 
are labelled below.
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CHAPTER 7.
SOLID ECHO OFF-RESONANCE DATA AND IMAGES.
INTRODUCTION.
The analysis of chapters 3 to 5 has shown that the imaging of a 
wide variety of spin configurations using the solid echo technique is 
theoretically feasible. This chapter demonstrates that when the solid echo 
technique is used experimentally, images of these spin configurations can 
indeed been produced.
The chapter opens, section 7.1, with data obtained from the image 
mimicking experiment, detailed in chapter 3, for samples of powdered 
hexamethylbenzene, gypsum and polytetrafluoroethylene. Section 7.2 
provides evidence of the imaging capability of this technique by means of 
profiles and 2-dimensional images of samples of a variety of spin 
configurations.
7.1. THE OFF-RESONANCE EXPERIMENT.
A solid echo imaging experiment can be mimicked by simply taking the 
system off-resonance, between and after, the RF pulses in fixed steps, and 
each time running a solid echo pulse sequence and sampling the echo
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peak. The theoretical results of such an experiment have been detailed in 
chapters 3,4 and 5. The experimental procedure for such an experiment is 
described in this section, and the results for a number of different 
samples are shown.
The system is tuned on resonance by observing the FID of a long T2 
liquid, usually a dilute solution of copper sulphate. The reciever phase is 
then set for the test solid by manually adjusting the phase shifter control, 
as explained in chapter 6, section 6.1.3c, so that the FID appears as a 
smooth decaying signal on one channel of the oscilloscope, while the 
quadrature channel remains flat. Plate 1 illustrates an on-resonance FID for 
a hexamethylbenzene sample. The phase of the second RF pulse of the solid 
echo sequence is then set by adjusting the transmitter phase 
shifter/multiplexer switches so that the FID appears on the second channel 
while the first channel now becomes flat.
The 90° pulse length can be set in a number of ways, but due to the 
short duration of the signals observed for the solid samples, typically 50 
s^econds, the method of employing two 90^/y pulses in quick succession is 
used. The more accurate method of using a stream of pulses with a short pulse 
gap on a sample of copper sulphate solution could not be used in this case 
because of the inhomogeneity and drift of the JEOL electromagnmet. For 
this two pulse sequence, the FID should disappear after the second pulse 
since the magnetisation is rotated onto the -z-axis of the rotating 
(laboratory) frame, and therefore cannot be detected by the coil. Plate 2 
demonstrates this effect. Also note the presence of a 90£-t-90£ , XX, solid 
echo on the lower trace. The XY solid echo pulse sequence is now set up.
To mimic the imaging experiment, the system is taken off-resonance 
by changing the PTS040 output frequency rather than taking the magnet 
off-resonance. This is because the PTS040, under digital computer control, 
can be more accurately set than the magnet under manual control.
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L shows an on-resonance iH FID for a sample of 
powdered hexamethylbenzene, hmb. Plate 2 is the 19F signal observed 
from a Teflon sample when two 90* pulses are applied in quick 
succession with a pulse gap of 20 //seconds. Note the XX solid echo 
on the lower trace. Plate 3 is a 9G-J-T-90*, XY, solid echo for a 
powdered sample of hmb with t~59 //seconds. Plate 4 shows an XY solid 
echo for a sample of Teflon with 30 //seconds. In all four cases the 
horizontal scale is 205 //seconds long.
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It is worthwhile pointing out that this method is limited by the bandwidth of 
the MERRIMAC digital phase shifter.
The intensity of the solid echo peak is quadrature sampled over the 
frequency range -fmin to +fmin in n steps. The data is plotted as a function 
of offset field (frequency) and is expected to have the Gxsin(2uzr) and 
Gxcos(2wzt)+// shape determined theoretically in chapters 3, 4 and 5. Due to 
the difficulty is sampling the exact echo peak, in practice, it is necessary 
to set a time window around the echo peak within which the signal is 
integrated. This window is typically 3 //seconds wide. This experiment has 
been performed on a number of samples:
(1) Hexamethylbenzene (hmb), Cg(CH3)g - According to x-ray data at room 
temperature, Brockway and Robertson (1939), hmb is a plane hexagon which 
crystallises in layers of almost hexagonal symmetry. It is composed of a 
benzene ring with the hydrogen atoms replaced by methyl groups, see figure 
7.1a. The ring size is 1.39 A, the methyl group bond length is 1.53 A, the C-H 
bond lengths in the methyl groups are 1.09 A, the H-H bond lengths within the 
methyl groups and between adjacent methyl groups are both 1.70 A, Brockway 
and Robertson (1939) and Rush and Taylor (1966). At room temperature, the 
rotation of the benzene ring about its C6 axis, and the motion of the methyl 
groups about their respective C3 axes are both in excess of the Larmor 
frequency. An example of an hmb XY solid echo is given in plate 3 for t =59 
//seconds. An approximate value for T2 is obtained from the echo by
determining the time taken for the echo to decay to 1/e of its peak value, in 
this case 40 //seconds.
The off-resonance scan for a pulse gap of 60 //seconds at a Larmor 
frequency, f„fflr, of 29.4MHz is shown in figure 7.2. The frequency range about 
the Larmor frequency is from -10.644 KHz to +10.644 KHz in frequency steps, 
fs, of 263 Hz, where 10.664 KHz reflects a maximum field strength of 2.5 
Gauss for protons. The pulse length is 10 //seconds and it is a single average
-155-
scan. Comparison with figure 3.3, demonstrates that there is good agreement 
between the theory and the experiment. As expected the echo peak curves lie 
on slopes which are functions of the offset frequency, equivalent to what is 
expected in the imaging experiment when leaving the gradients on during the 
RF pulses of the solid echo pulse sequence. This is detailed in chapter 3.
(b) Polytetrafluoroethylene (PTFE), (CF2)p - PTFE is a chain polymer of very 
high molecular weight, Garroway et a l (1975). The radii of the carbon and 
flourine helixes are 0.42 and 1.64 A respectively at room temperature, and 
adjacent CF2 groups are related by a rotation of 1477/15 about the axis of the 
helix, and a translation of 1.30 A along the axis, see figure 7.1b. It is 
composed of amorphous and crystalline regions, and at room temperature the 
crystalline region rotates rapidly (107 Hz) about the chain axis. An
approximate T2 value of 55 //seconds is obtained from a solid echo, using the 
previous method.
The off-resonance scan for PTFE is shown in figure 7.3a for t=60 
//seconds and an NMR frequency of 29.4 MHz. The pulse length is 6 //seconds, 
and this time the offset frequency range is ±10.02 KHz, corresponding to a 
maximum offset field of 2.5 Gauss for flourine. Again there is good
agreement with the theory.
(c) Gypsum, CaS04.2H20 - This material has a complex layer structure in which 
layers are bound together by hydrogen bonds from water molecules. Each water 
molecule is joined to a Ca2+ ion and to a sulphate oxygen atom of 1 layer and 
an oxygen atom of an adjacent layer, Atoji and Rundle (1958). The H-H bond 
distance is 2.81 A, the O-H bond distance is 0.99 A, and the O-H-O atoms are 
colinear, see figure 7.Id.
A solid echo gives an approximate value for T2 of 20
//seconds. The pulse gap for the off-resonance experiment is 30 //seconds. The 
experiment was performed at the Physics Department of the University of Kent, 
Canterbury. Due to the nature of the experimental set-up, the data
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Figure 7.1a to d. Schematic diagrams showing the spin configurations 
of hexamethylbenzene, polytetrafluoroethylene, gypsum and 
adamantane.
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presented is in the form of a signal from one channel of the spectrometer, 
and the modulus of the signal from the two quadrature channels with an 
arbitrary carrier phase. The curves show the data from two different 
experiments. The central nmr frequency is 21.353 Mhz, the pulse gap is 30 
//seconds, the pulse length is nominally 3 //seconds, and the number of 
averages is 70. In this particular experiment it is the magnet which is taken 
off-resonance to ±5 Gauss, and the result shown in figure 7.3b clearly shows 
this scan has the same oscillation period as the two previous scans, where 
t=60 //seconds and the maximum offset "field" was 2.5 Gauss.
7.2. SOLID ECHO IMAGES.
Essentially the same experiment as those described in the previous
V
section is performed except that instead of taking the system off-resonance 
by changing the output frequency of the PTS040, the system is "taken 
off-resonance" using a magnetic gradient field. The gradients are switched 
on at least 10 mseconds before the XY solid echo sequence is run and two types 
of gradient sets, described in chapter 6, are used. They are the Parker et a l
(1973) set, referred to as the P gradients set, and the Maxwell pair set 
referred to as the M set. The images are described below, and the necessary 
experimental details are repeated in the figure captions. The lines under 
each image indicate the image size as calculated from the ' -
7.2.1. 1-DIMENSIONAL PROFILES.
The first set of profiles, figure 7.4a,b,c, are taken across the top 
of a 7 mm diameter tube of hmb using the 8Bz/9z gradient of the M set. This
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has a maximum field strength of 0.045 Gauss mm-1 A"1 turn-1. For figure 7.4a, 
the current is 0.56 A and the number of turns is 40. The pulse gap is 49 
//seconds, giving an effective : of 2.38 mm. The number of imaging
steps is 34, and each echo is averaged 3 times. Figure 7.4b shows the same 
sampled imaged with a 0.94 A current, the other conditions being the same as 
in figure a. In this case the dpA' is 1.4 mm, and as can be seen, the 
profile is beginning to get "broader", as more points are available to define 
the profile. A 1.29 A current is used in figure 7.4c giving a of
1 mm, the other conditions remaining the same.
In figure 7.5a,b,and c, a 2 cm long sample of hmb is imaged along its 
length using a 9Bz/6y P gradient set. The gradient strength produced by this 
set is 0.0164 Gauss mm-1 A-1 turn"1 and this set is wound with 20 turns. The 
first profile is of the 2 cm length of sample using a 3.5 A current and a 
pulse gap of 100 //seconds producing a ; , of 1 mm. For this gradient
strength, the hmb block is well resolved. The number of steps is 48 and the 
number of averages is 3. For the second profile, the sample was divided into 
two, perpendicular to the tube axis, using a PTFE block with a width of 6 mm. 
This time the pulse gap is 92 //seconds and the is 1.1 mm, all other
conditions remaining the same as for figure a. The two peaks corresponding to 
the two hmb blocks are clearly well resolved. The final profile is of the 
same sample, this time divided into three blocks along the tube axis using 
two PTFE spacers of 4 mm width. The pulse gap is 86 //seconds providing a
to the three hmb blocks are only just resolved.
The profiles suffer from a delta function at zero frequency due to 
d.c imbalance in the two quadrature reciever channels, and all images have 
the delta functions "windowed out" by replacing that point with the average 
of the points to either side of it.
of 1.15 mm, and as can be seen, this time the peaks corresponding
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7mm 7mm
7mm
Figure 7.4a,b and c. 1-dimensional transverse %  profiles of a 
7 mm tube of hmb. t=49 /xseconds for all profiles and the 
" are 2.38, 1.4 and 1.0 mm respectively.
2 cm
2 cm
Figure 7.5a,b. A 2 cm long length of hmb is profiled. In figure 
a, the ; is 1 mm, and in figure b, the dpd*'-. is 1.1 mm.
The block sizes in figure b are 6mm. The same gradient field of 1.148 
Gauss mm-1 is used in both cases.
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2 c m
Figure 7.5c. The XH profile of three blocks of hmb. The block size 
is 4 mm and the gradient strength is 1.18 Gauss mm’1, providing a 
4pS of 1.15 mm.
This series of 1-dimensional proton profiles of hmb has clearly 
demonstrated that imaging of coupled methyl groups in a powdered sample is 
possible. Even with a relatively short encoding time of 2t a - ; ,v  of 1
mm is quite easily obtainable using moderate gradient strengths.
The next series of 1-dimensional %  profiles are of dipolar coupled 
pairs of spin 1/2 nuclei in a powdered sample of gypsum. Due to the poor 
signal size, a larger sample with a diameter of 13 mm is used. The following 
profiles are taken across the tube using the dBz/3z gradient of the 0.045 
Gauss mm”1 A“1turn"1 M set.
In figure 7.6a and b, the pulse gap is kept the same in both cases at 
a value of 30 //seconds while the gradient strength is varied. The pulse 
length is 1.9 //seconds. In figure a, the current is 0.56 A providing a 
. of 3.9 mm, while in figure b, the gradient current is 1.29 A, 
providing a : dp// i of 1.69 mm. Although the sample has been profiled, the
inadequacy of the solid echo technique for imaging short T2 samples using 
only moderate gradient strengths is amply demonstrated. The is
quite poor, upto 4 mm at worst.
The next set of gypsum profiles, figure 7.7a, b and c, are of the 
same sample as those just shown, but this time the current is kept at a 
constant 0.94 A providing a maximum gradient field of 1.68 Gauss mm’1. In 
this instance it is the pulse lengths which are increased in order to 
increase the imaging : dpjo. n. In figure a, the pulse gap is 20 //seconds 
giving a : of 3.49 mm, while in figure b the pulse gap is increased
to 30 //seconds, giving an increased ' - of 2.33 mm. Figure c has a
pulse gap of 59 //seconds and a _ of 1.18 mm, and the image is well
resolved.
The gypsum profiles have shown that, as was the case for coupled 
methyl groups, imaging of a powdered sample of dipolar coupled spin 1/2 pairs 
is possible. They have again demonstrated the poor -8p/v \ provided by
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13mm 13*5 mm
Fiqure 7.6a and b. %  profiles across a 13 mm diameter tube of 
gypsum. The pulse gap in both images is 30 ^seconds. The current in 
figure a is 0.56 A, J dp^' -a 3.9 mm, while the current in figure b 
is 1.29A, . 6 ^  ' ... 1.69 mm.
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13 mm 13mm
13 mm
Figure 7.7afb and c. %  profiles across a 13 mm tube of gypsum. The 
current is a constant 0.94 A for all three profiles. In figure a, 
t ~ 2 0 s^econds, '(3pAi.‘ 3.49 mm. In figure b, t=30 /^ seconds, 
2.33 mm and in figure c, r=59 jiseconds and the * *
i s  1.18 mm.
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11 mm 11mm
Figure 7.8a,b. 1-dimensional profiles across an 11 mm diameter 
tube of adamantane. The pulse gap is fixed in both profiles at 100 
^seconds. In figure a, the current is 0.56 A, _ d p js ' z 1.17 mm, 
and in figure b the current is 0.94 A, giving a . , of 0.69
mm.
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this technique for short T2 samples when using only moderate gradient 
strengths.
In order to demonstrate the general use to which this method can be 
employed, this section on 1-dimensional profiles is concluded with images of 
a sample of adamantane, figure 7.8a and b. The crystal structure of 
adamantane is a close-packed face-centred cubic at room temperature, McCall 
and Douglass (1960). It is very nearly spherical in shape and non-polar, see 
figure 7.1c. Its spherical shape means that it can tumble isotropically in 
the solid phase, Yen and Pines (1983), and at room temperature this tumbling 
averages to zero all intramolecular couplings. Using the same method as 
before, T2 is of the order of 80 /^ seconds.
The profiles are taken with the 1.79 Gauss mm-1 A”1 turn-1 M set, and 
the pulse gap is fixed at a value of 100 ^seconds for both images. The sample 
size is 11 mm in diameter. The current in figure a is 0.56 A giving a 
of 1.17 mm, while in figure b it is 0.94 A giving a . of
0.69 mm. The final image is clearly well resolved and fills the whole 
picture.
This final set of profiles has shown that solid echo imaging is 
clearly applicable to samples of various nuclear spin configurations.
7.2.2. 2-DIMENSIONAL IMAGES.
1-dimensional profiling using the solid echo has been conclusively 
demonstrated and attention is now focussed on the possiblity of imaging in 
two dimensions. Three 2-dimensional images are presented of samples of two 
different spin configurations and of two different nuclear spin species, 
again demonstrating the general use to which this simple method can be 
applied.
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The first 2-dimensional image, figure 7.9, is a 19F image of three 
PTFE blocks separated by perspex spacers. The PTFE blocks are 9 mm in 
diameter and 3 mm, 1.5 mm and 3 mm thick respectively and are separated by 1.5 
mm. The longitudinal axis of the sample tube is perpendicular to B0 and the 
two dimensions are along the axis of the tube and across it. No attempt is 
made at slice selection.
The P gradient set is used to produce gradient fields of 0.172 Gauss 
mm-1 A-1 along the z-axis, and 0.328 Gauss mm-1 A-1 perpendicular to it. For 
r=75 //seconds and a maximum current of 3.5 A the are
approximately 2.76 mm and 1.5 mm in the z and y/x directions respectively. 
The sample extended beyond the homogeneous region of the RF field, and 
because of this and other imaging problems such as gradients switched on 
during the RF pulses, unequal gradient field step incrementation and unequal 
amplitude gradients in the two imaging directions, the image is distorted. 
Windowing of the data to remove the d.c. delta function at zero frequency has 
resulted in the top of the image being "sliced off" and is the reason for the 
"holes" at the centres of the second and third PTFE blocks.
The image of an 8.5 mm diameter block of hmb is shown in figure 7.10. 
The same gradient set as above is used, but this time with a current of 5 A 
and with a pulse gap of 90 //seconds. The inequality of the amplitudes of the 
two gradient sets has been software corrected to make the image appear 
rounded.
The final image is that of the PTFE former on which the RF coil is 
wound. The inner diameter of the former is 11.5 mm and the outer diameter is 
14 mm. This time no software corrections have been applied and a current of 5 
A was used together with a pulse gap time of 75 //seconds.
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in
cb
Figure 7.9. The 2-dimensional 19F image of PTFE blocks separated by 
perspex spacers 1.5 mm thick. The blocks are 9 mm in diameter and 3,
1.5 and 3 mm thick respectively. The . - - are 2.76 mm in the
z-direction and 1.5 mm in the x/y direction.
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8 5 mm
Figure 7.10. The 2-dimensional %  image of an 8.5 mm diameter block 
of hmb. With a current of 5 A and a pulse gap of 90 ^seconds, the 
dp's ,;- are 1.52 and 0.79 mm in the z and x/y directions 
respectively. The image has been software corrected to balance the 
inequality of the gradient fields.
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Figure 7.11. The 2-dimensional 19F image of the RF former. The i.d is
11.5 mm and the o.d. is 14 mm. There are no software corrections, the 
current is 5 A and t =75 s^econds. The respective r 6p7y . are 1.93 
and 1.02 mm in the z and x/y directions.
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CONCLUSION.
The experimental results of the off-resonance image-mimicking and 
actual solid echo imaging techniques has been presented. The resulting 
off-resonance scans for hexamethylbenzene, PTFE and gypsum have clearly 
provided evidence for the theoretical predictions made in chapters 3, 4 and 
5, and have shown that the technique of solid echoes is an effective means of 
imaging solids.
1- and 2-dimensional images of a number of nuclear spin 
configurations and species have been shown which demonstrate that the solid 
echo, despite its simplicity, can be effectively used for the imaging of 
true, i.e. short T2 solids, as expounded in the earlier chapters. The 
advantage of this method lies in its simplicity in that only two quadrature 
RF pulses are needed and that with these an effective encoding time >2T2 can 
be realised. With the moderate gradient strength of 1.79 Gauss mm”1 A”1 a 
: - of 0.69 mm, using a 0.94 A current, over an 11 mm diameter sample
has been achieved with relatively little difficulty.
The inadequacy of this method for very short T2 samples, such as 
gypsum, has also been demonstrated where for the same gradient strength of 
1.79 Gauss mm”1 A”1 a modest : - of 3.9 mm , using a current of 0.56 A,
was achieved. Clearly large gradient fields would make this method more 
successful.
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CHAPTER 8.
AN EVALUATION OF SOLID IMAGING USING THE MREV-8 
MULTIPLE-PULSE SEQUENCE.
INTRODUCTION.
Early approaches to the removal of line-broadening due to the 
dipolar interaction were those of Andrews et a l (1958) and Lowe (1959) 
where the sample was rotated at high speed about the magic angle.
These methods were subsequently replaced by other techniques which 
removed dipolar broadening and other second-rank tensor interactions (such 
as high field quadrupole interactions) while leaving the chemical shift 
relatively unaltered. These techniques developed by Waugh et a l (1968), 
Mansfield (1970) and Rhim et a l (1973a,b) are based on the manipulation of 
the spin operators of the second-rank tensors rather than the spatial and 
angular co-ordinates by applying short resonant 90° pulses with various RF 
phases.
The aim of this chapter is two-fold:
(1) To attempt to bring together under one section a brief, simplified 
account of the theoretical and experimental details of multiple-pulse 
techniques with specific regard to the MREV-8 sequence, and
(2) To describe a successful experiment to profile solids using the MREV-8 
sequence.
The chapter opens with a brief description of average Hamiltonian
-175-
theory, section 8.1, and goes on to show how this is applied to the MREV-8 
pulse sequence. Section 8.2 provides a series of profiles to demonstrate the 
success to which this method has been implemented at Surrey in solid imaging.
8.1. AVERAGE HAMILTONIAN THEORY AND THE MREV-8 MULTIPLE-PULSE 
SEQUENCE.
In chapter 1, the essential difference between solid and liquid 
state NMR was attributed to the process of spin motion in the latter causing 
the dipolar interaction to be averaged to zero. The essence of multiple 
pulse schemes is to apply a set of repetative RF pulses to a solid sample 
which produce large spin rotations, and, which, by a similiar process to 
motional narrowing cause the dipolar coupling to average to zero.
The effect depends on the concept of averaged effective 
interactions, Waugh (1970), whereby, " if a force acting on a system 
fluctuates sufficiently rapidly during the time required for some 
significant observable response of the system to occur, then that force can 
be replaced by its average over the fluctuation, and the response of the 
system can be calculated from the average force 11.
The force in this instance is the Hamiltonian describing the spin 
system. The RF pulses of the sequence are applied sufficiently fast such that 
the Hamiltonian fluctuates rapidly over the sequence, and can be replaced by 
its average over the sequence. This process is akin to motional narrowing, 
except that the fluctuations are periodic rather than random. To achieve this 
effect a condition analogous to that of the sample rotation experiments is 
required. In this case, the characteristic repetition period of the pulses, 
tc, has to be small compared to T2, Haeberlen and Waugh (1968), and this type
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of approximation is only valid in the limit that the Hamiltonian fluctuates 
infinitely rapidly compared to the response to be observed.
Within the high field approximation, and working in a frame of 
reference rotating at the Larmor frequency, the Hamiltonian in angular 
frequency units has the form:
H(t) = Hrf(t) + H 
H = Hz + Hg'z + H0
where Hz is the usual Hamiltonian representing the imaging gradient field, 
H^'z is the truncated dipolar Hamiltonian and Hc is the chemical shift 
Hamiltonian. The Hamiltonian Hrf(t) depends on the nature of the RF 
excitation, and is the major perturbation of the multiple pulse experiments. 
The effect of the pulses is to move the analysis into a "toggling reference 
frame" where the terms in H acquire a time dependence from Hrf(t), producing 
an effective Hamiltonian H=Uj^xHxUrf, where U rf is the time development 
operator determined by Hrf:
tc
U rf = T exp[ -ij Hrf(t)dt ] (8.2)
0
T is the Dyson-time ordering operator. The toggling frame flips back and 
forth with respect to the rotating frame with the periodicity of the pulses.
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Equation 8.2 is equivalent to the product of all the pulses in the sequence, 
time ordered to the left, i.e u =  II pi=pkxPk-lx* • • *p2xPl‘ If Hrf(t) satisfies 
periodic and cyclic conditions, then Haeberlen and Waugh (1968) have shown 
that the toggling frame and the Larmor rotating frame are coincident at the 
end of the sequence, and that in order to describe the state of the system at 
any integer multiple of the cycle time, tc, it is sufficient to calculate the 
short term evolution over one cycle. The single cycle time development 
operator:
cycles. H is the effective Hamiltonian described previously.
The time development operator can be expanded into terms of 
different order using the Magnus formula, Magnus (1954):
t,
(8.3a)
0
is then raised to the N^1 power, where N signifies an arbitrary number of
U(t) = exp[ -itc( H + H ^  + H + .....) ]
where
tc
(0 ). 1 f :
0
(8.3b)
and so on. Hence the average Hamiltonian acting over the cycle can be split 
up into higher order terms.
Before going on to explain how the average Hamiltonian is finally
obtained, the MREV-8 sequence is introduced.
The types of multiple-pulse sequences considered here are restricted
to:
(1) pulse sequences consisting solely of 90° RF pulses with phases ±x and 
± Y /
(2) pulse sequences consisting of 2n RF pulses in a full cycle, n being 
integer,
(3) pulse sequences with each 2n pulse cycle containing 2n"*, 2-pulse 
subcycles.
The MREV-8 is an 8 pulse sequence of this form. The version used for 
imaging at Surrey is, Rhim et al (1976):
[ 90° - 2t - 90° - T - 90° - 2t - 90ly - T - 90lx -2T - 90lx - T - 90° - 2 T -
90_y - T - ]n
where the subscripts denote the phases of the pulses in the sequence. It 
consists of four subcycles covering the full range of pulse phases, and the 
values r represent the gaps between the pulses known as "windows". In this 
version, what would have been the final 9()£ pulse of the sequence has been 
moved to the front. This is no way effects the symmetry of the cycle as it is 
obtained simply by operationally re-defining the 8 pulse cycle. This version* 
has the experimental advantage that the first pulse results in the maximum 
signal strength along the y-axis during the first 2t window, and it also 
removes the large base line shift from the signal usually associated with 
this cycle, Rhim et al (1976).
The zeroth order average Hamiltonian over one cycle of the MREV-8 
pulse sequence is most easily derived by summing the effective 
Hamiltonians in each of the 8 windows of the sequence. The effective
-179-
Hamiltonians in each window are determined by using the equation 
H=UrfxHxUrf shown previously, where the U rf operator is composed of the RF 
pulses in reverse order, and with their phases reversed, Slichter (1980, 
chapter8, page 264), and see figure 8.1. This means that for window 3 for 
example, H3(°) is calculated by:
(0) -1 -1 -1 
H 3 -  P - x x ^ y  ^>- y x ^ x ^>- y x ^>y x ^>- x  ( 8 .4 )
where represents a 90° pulse with phase i. The other effective 
Hamiltonians are determined in the same way using the appropriate pulses. The 
zeroth order effective Hamiltonians in each of the windows have the form 
given below:
(8.5)
where tc in this case is 12r.
The sum total of all these Hamiltonians is the zeroth order 
average Hamiltonian h (°), which is assumed to act over the whole of the 
cycle. This means that on sampling the signal at appropriate times, the
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Figure 8.1. The MREV-8 multiple pulse sequence used in solid imaging 
has the form in the top trace. In order to determine the average 
Hamiltonian acting over the sequence, the pulses first of all have 
their phases inverted, as in the middle trace, and then are applied 
in reverse order. The effective Hamiltonian for each window can be 
calculated by acting on the original Hamiltonian using the pulses 
immediately before that window, lower trace, and the average 
Hamiltonian then determined by summing over all effective 
Hamiltonians.
spin system behaves as if it were under the influence of a periodically time 
dependent Hamiltonian, and as if there were no pulses. The zeroth order 
average Hamiltonian is given in equation 8.6, and shows that to zeroth order 
the dipolar Hamiltonian is completely eliminated over one complete cycle of 
the MREV-8 sequence. This is to expected since the MREV-8 cycle is no more 
than 4 solid echo sequences with changes of phase.
H " 2 ^ ( wz + wOazzi)(Jxi + *zi) (8*6)
i
Also to zero order, the Hamiltonians representing the gradient field and the 
chemical shift are scaled by 1/3.
The higher order terms can be similiarly calculated and are given by, 
Rhim et a l (1973):
jj ^c E ( w2 + woazzi)^  (*xi ” Izi)
36 i
u<2) - h (2)+ h (2)+ k (2)H - Hd + Hd0 + Hqq
where the dominant term is
.2
"d<2)= 4  [ h8'x - HS'Z' [ HS'x'HS'y ] ]
(8.7)
Hence, the first order correction term is non zero. However, the 
effect it has on the experimental results is negligible and so can be 
ignored, Rhim et a l (1973). H^ §) contain the cross terms between the dipolar 
interaction and the sum of the resonance offset due to the gradient field and 
the chemical shift Hamiltonian. H^ §) contains the resonance offset and 
chemical shift terms which are of importance as the system is taken off
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resonance, and thus becomes important when imaging.
Due to problems associated with reciever deadtime, signals are only 
observed in the 2r windows and so from now on the single t windows will not be 
considered.
Applying the average Hamiltonian theory to each 2-pulse subcycle 
results in the dipolar interaction vanishing at each 2t window as has already 
been mentioned, but the sums Hz+Hc differ in each window and the average 
Hamiltonian, Ha, in the a^ 1 2t window is given by:
1
B1 “ B3  ^^  (wz + w0°zziM*xi + *zi) 
i
1
h2 ” 3 ^ (wz + wOazzi)(Iyi + Izi)
1
B4 -j ^  (wz * wOazzi) (^ zi " *yi) (8 •8)
Since the chemical shift has the same form as the Zeeman Hamiltonian, 
for simplicity it will be dropped. The effective fields in the rotating frame 
acting in the ath 2t window, Ba, are given by H^B^.I. Hence, Rhim et al 
(1976):
51“ 5 Bz(^+ a2) = B3 
b2 = j Bz(y+z)
b4 = \  Bz(-y + 2) (8-9)
where x, y and z are unit vectors in the rotating frame. The initial 
magnetisations in each window are determined by alternately applying the RF 
pulses and precessions due to the offset fields immediately prior to that
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window.
Hence within a given window, and given an initial magnetisation 
within the window, each magnetisation will appear to precess about the
effective magnetic field present in that window, with a frequency
wr=7iBai=v2u>z/3. In the rotating frame the fields appear as in figure 8.2a.
Since the fields are tilted by 45° to the z-axis, the projections of all the 
precessing magnetisation vectors will trace out ellipses with the short axes 
1/V2 times the long axis, see figure 8.2b. The composite observed when the 
signal is sampled once in each 2r window of 11 MREV-8 sequences is given in 
the last trace.
If the NMR spectral width is smaller than 2 n / t c , the "narrow spectrum 
case", then the y-magnetisations in each 2t window are given by:
Myi = M0cos(wrt) = My3
-My2 = -^sin(urt) = My 4 (8.9)
V2
where wr=^2wz/3. This means that if the signal from one channel only of the 
quadrature phased spectrometer is observed, in this case the y-component of 
the magnetisation, full quadrature phase information is provided when the 
amplitudes are matched by multiplying My2 by *v2 and My4 by v,2,and the 
complex signal M0exp(iwrt) is produced. If the x-magnetisation is also 
observed, similiar to the My component except for an extra n /2 phase shift 
and multiplied by an extra 1/V2,then combining all 8 signals will result in 
an improvement of signal to noise of vS over sampling at a single window with 
a single phase detector. If the narrow spectrum regime is not considered,
i.e. the spectral width is comparable to 2 n / t c , then errors are introduced 
into the above formulae, which are outlined in Rhim et a l (1976). Since for 
most of the experiments performed tc is of the order 132 s^econds, and since
-184-
— 2
x
Y
W IN D 0 W 1
WINDOW 2
WINDOW B
WINDOW 4
Figure 8.2a and b. The effective fields and initial magnetisations 
acting in each 2r window are shown in figure a, where is the 
initial magnetisation in the ith window. As the fields are inclined 
at 45° to the x,y and z-axis of the rotating frame, the initial 
magnetisations trace out ellipses, ..figure b. The bold dots indicate 
places where the magnetisation is sampled in the window, while the 
smaller dots indicate place where magnetisation is sampled in other 
windows. The sum total of all sampled magnetisations is given in the 
lower trace.
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the spectral linewidth for the imaging experiment are of the order 40 KHz,
then the experiments are performed in the narrow spectrum regime and the
above formula holds.
So far an ideal environment has been envisaged where the pulses
have been assumed to have the following characteristics, Haeberlen (1974,
page 239):
(1) The RF pulses are 5 functions providing instantaneous rotations.
(2) The 90° flip angles are exact.
(3) The RF pulses have exact quadrature phases.
(4) There are no phase transients on the pulses.
(5) The fields due to the RF pulses are assumed homogeneous.
Cases (1), (2) and (5) can be discussed at the same time. In order to
take into account these three deviations from the ideal case, the zeroth
order average Hamiltonian is re-analysed, and modified to:
-  (0) 1 r n
H — T. (wz + woazzi) [ + ^ a) (*xi + ^ zi) ” (€0 + €i)^zi ]
31 (8.10)
The term a is defined as .3tw/tcx(4/jr-l), while €0 is the average 
increment of each pulse beyond 90°, and is the deviation from this average 
due to inhomogeneity at the ith nuclear site. It can be immediately seen 
that since the dipolar interaction has not been introduced into the zeroth 
order average Hamiltonian, then any cross terms between a, cq and and H^ 
are compensated for by this sequence.
The coupling of the RF inhomogeneity to the chemical shift and offset 
field terms is a function of frequency offset, and B^  inhomgeneity becomes 
more important the furthur off-resonance the experiment is taken. A second 
coherent averaging effect takes place and results in the line shape becoming a
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function of tc to some order. At an offset close to resonance, a t"4 
dependency is noted, due to some fourth order correction term. However, as 
the system is taken furthur off-resonance, the second order terms which are 
proportional to the offset frequency become dominant and a t^2 dependency is 
observed. This effect could be of considerable importance in imaging.
Phase transients are probably the most important pulse defect to be 
considered. These are best detected by picking up the RF pulses at the probe 
by inserting into the sample space an open ended length of 50 a coaxial cable 
and connecting the other end to the main amplifier of the reciever and then 
onto the phase sensitive detector, Mansfield and Haeberlen (1973). The RF 
pulses and transients have the form below for the two phases, and the phase 
transients indicate that the RF pulses contain out-of-phase components 
during the rise and fall times.
////§ \\
Bv IDEAL PULSE
\  Bx PHASE TRANSIENTS-  --*•------------------------- v
If the spikes are symmetric then they have no effect and can be 
ignored. However, if they are asymmetric then successive applications of the 
RF pulses will result in extra rotations which produce an oscillation of the 
NMR signal. This effect can be seen in figure 8.3 which is an "on-resonanceH 
signal from a sample of hexamethylbenzene, and which clearly shows the 
oscillations produced by the phase transients. Other points to note are:
(1) That the signal intensities from windows 1 and 3 are 1.5 times,
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Figure 8.3. The oscillations of an on-resonance hexamethylbenzene 
sample due to the existance of phase transients is seen for the 
concatenated signals from windows 1 and 3, and 2 and 4 respectively.
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approximately v2 times,the signal intensities from windows 2 and 4, as 
expected from the average Hamiltonian calculations.
(2) That the duration of the NMR signal is of the order of 6 milliseconds 
120T2.
The oscillations of the NMR signal can be eliminated by making the 
leading and trailing edges of the pulses symmetric when the spectrometer and 
probe are properly tuned, and all amplifiers properly biased, Haeberlen
(1974). Another method mentioned by Mansfield and Haeberlen (1973), is to use 
a combination of an RF modulator and a phase symmetrising version of the 
MREV-8 sequence. In this case, any errors due to the presence of phase 
transients in the first half of the cycle are removed to first order in the 
second half.
VjeXvoJeA Wat
In an imaging experiment, the decaying oscillations due to theseA
transients become convoluted with any '"ghost” images due to imperfect 
reciever quadrature. The end result is extra images, symmetric with the true 
image and on the other side of the zero frequency delta function. However, if 
the imaging experiment is performed off- resonance, then the peaks due to the 
transients can be moved away from the image and can therefore be ignored. An 
example of this is given later on in the chapter when images using the MREV-8 
cycle are shown.
Besides the phase errors introduced by phase transients, improper 
quadrature of the pulses may also occur. In this case, the phase effects may 
limit the line width resolution by re-introducing first order dipolar terms 
into the average Hamiltonian. Again, the phase compensating method of 
Mansfield and Haeberlen (1973) may be used to eliminate these errors.
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8.2. SOLID PROFILES OBTAINED USING THE MREV-8 SEQUENCE.
The experimental set up for MREV-8 imaging is the same as that for 
solid echo imaging except that the VARIAN ASSOCIATES electromagnet is 
used instead of the JEOL electromagnet due to its greater stability and 
homogeneity . This means that the problems of reciever deadtime and fast 
gradient switching have been simply transferred over to the new imaging 
technique. Hence, the imaging defects due to leaving the gradient fields 
switched on during the RF pulses described in chapter 3 for solid echo 
imaging carries through. The problem could have been partially eliminated 
by incorporating into the sequence storage pulses in the manner of Chingas et 
a l (1986), to store, in this case, part of the magnetisation along the z-axis 
during gradient switching between sequential MREV-8 sequences. It was 
however decided to determine the effectiveness of the the experimental rig 
for MREV-8 imaging without recourse to additional complications such as 77/4 
pulses.
The VARIAN ASSOCIATES magnet is shimmed for good B0 homogeneity by 
the simple process of observing the FID of a sample of dilute copper sulphate 
solution and adjusting the shim set until the FID signal has its longest 
duration. The phases of the RF pulses are set up in the same way as for solid 
echo imaging, and this has been detailed in chapters 6 and 7. To set up a 90° 
pulse, a string of monophase RF pulses with a very short pulse gap is used and 
the pulse length adjusted until the shape of the copper sulphate signal 
resembles that already described in figure 6.4a. Since the same MERRIMAC 
phase shifter and RF gate are used for all the pulses, the 90° pulse length 
set up holds for all phases.
To obtain a full quadrature signal without any form of signal 
averaging, the signal is sampled once in windows 1 and 3 of each of a string
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of 128 MREV-8 sequences. To this end the external advance facility of the 
DATALAB transient recorder is used so that the sampling point can be chosen 
to be just beyond the reciever recovery and coil ringdown times while keeping 
the pulse gaps as short as possible, in this case to approximately 11 
/^ seconds. The gradient set used is that set up by May (1982) and described in 
chapter 6. The single turn of 30 swg Tefzel coated, silver-plated copper wire 
is capable of producing a z-component gradient of 0.6 Gauss cm”1 ampere"1. 
The corresponding is of the order:
3
Az = ----------------  cm (8.11)
v^ 2x4.25771x0. 6xtxl
for protons, where I is the gradient coil current delivered by the S500-D 
driver, and t is the acquisition time. Taking the finite pulse width, tp, 
into account, and the fact that since the first and third windows have been
V:
selected the final three pulses and 4r can be ignored as far as the
acquisition time is concerned, t is given by:
t = [ 127x(12t + 8tp) ] + [ 8t + 5tp ] /zseconds (8.12)
The gradient current is set and the gradients switched on and allowed
to settle before triggering the NOVIX to start the imaging sequence made up 
of 128 MREV-8 cycles. One average is taken and the signal is sampled once in 
windows one and three of each MREV-8 cycle, and the total signal Fourier 
transformed to produce the image.
The data set of figure 8.3 has been Fourier transformed to
demonstrate the effect of the phase transients on imaging, figure 8.4.
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Figure^  8.4. The Fourier transform of the data set of windows 1 and 
3 of figure^  8.3 produces the NMR spectrum shown. The large peak A is 
the true lineshape of the hmb sample due to the sytem used. The 
second peak B is the "ghost" image due to the combination of phase 
transients and mis-matched quadrature detection. The small peak C is 
due to incorrect d.c. balance of the signals in the two quadrature 
channels.
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As has been previously mentioned, the effect of the "ghost" images 
can be removed by taking the system off-resonance by a sufficient amount to 
shift the true image far enough away from the "ghost" image lineshape such 
that its presence does not effect the shape of the true image.
The first set of profiles, figure 8.5a to d, is of an asymmetric 
sample of hmb. The profiles are taken across a 7 mm test tube of hmb using the 
0.6 Gauss cm”1 A"1 May (1982) SBz/9z gradient set. The sample is divided 
into two, approximately equal, halves by means of a 1.5 mm thick slice of 
PTFE. The pulse gap is the same for all four profiles and is 11 ^ seconds. The 
gradient current changes from one profile to another and is 0.73 A, 0.97 A, 
1.54 A and 1,77 A for figures a to d respectively, providing : of
0.67 mm, 0.5 mm, 0.32 mm and 0.28 mm. As can be seen, the peaks corresponding 
to the two blocks of hmb become increasingly well resolved as the gradient 
strength is increased.
The improvement in of the MREV-8 solid imaging technique
over the solid echo technique due to the increase in phase encoding time is 
immediately seen. The dpA , can be improved furthur by winding more 
turns on the gradient set.
The final set of profiles is of the same sample of hmb as above, 
except that a Lauterbur (1973) type experiment is performed where the sample 
is rotated about its longitudinal axis in a constant value gradient field and 
is profiled at various orientations. The four values of orientation with 
respect to the z-component of the laboratory frame co-ordinates are 20°, 90°, 
180° and 270° respectively for figures 8.6 a,b and figures 8.7 a,b. The 
profiles show the peaks being subsequently resolved and unresolved as they 
are individually projected onto the gradient, and then superimposed on it. 
The current in each case is 1.5 A providing a . of 0.33 mm for t =11
/^ seconds.
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Figure 8.5a to d. Profiles across a 7mm diameter asymmetric tube of 
hmb. The tube is divided into two by a 1.5 mm slice of PTFE. The 
are 0.67 mm, 0.5 mm, 0.32 mm and 0.28 mm respectively for 
varying current strengths and a fixed t of 11 ^ seconds. Windows 1 and 
3 are sampled in a string of 128 MREV-8 pulse sequences
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0=90 • •
0=20
5mm
Figure 8.6a,b. A 7 mm diameter asymmetric sample is %  profiled for 
two orientations of the sample with respect to B0, the z-axis of the 
laboratory frame of reference. A 1.5 mm diameter slice of PTFE 
divides the sample into two. The gradient strength is constant for 
the two profiles, and with r=ll /^ seconds and a gradient current of
1.5 A, the . \ is 0.33 mm.
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Figure 8.7a,b. A 7 mm diameter asymmetric sample is %  profiled for 
two orientations of the sample with respect to Bq, the z-axis of the 
laboratory frame of reference. A 1.5 mm diameter slice of PTFE 
divides the sample into two. The gradient strength is constant for 
the two profiles, and with r=ll ^seconds and a gradient current of
1.5 A, the . is 0.33 mm.
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CONCLUSION.
The experimental and theoretical details of multiple-pulse 
sequences, with special regard to the MREV-8 sequence, have been brought 
together under one section.
The use of the experimentally difficult technique of the MREV-8 
pulse sequence in solid imaging has been previously demonstrated by Chingas 
et a l (1986), and in this chapter the successful attempt to set up an MREV-8 
imaging facility at Surrey University has been described.
Although the MREV-8 sequence eliminates the effect of dipolar 
broadening to first and second order, it suffers from the effects of phase 
transients and inhomogeneity. The artifacts that these problems introduce 
in imaging can be quite severe, and a lot of work still needs to be done in 
order to produce good quality images in more than one dimension using this 
technique
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ROTATION MATRICES
R(0) =
R”1 (&) =
SPIN MATRICES.
APPENDIX 1.
ISOLATED SPIN 1/2 PAIR MATRICES.
sin2(S)/2 0
■sin(S)/^ 2 0
cos2(0)/2 0
0 1 ,
IX = 0 1/V2 0 0 '
1 / V 2 0 1 / V 2 0
0 1 / V 2 0 0
0 0 0 0 .
Iy = 0 -1/V2i 0 0 '
1/V2i 0 -1/72 i 0
0 1/V2i 0 0
0 0 0 0 .
cos2(0/2) -sin(0)/^ 2 
sin(B)/^ 2 cos(S) 
sin2(0)/2 sin(0)/^ 2
*(-0)
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APPENDIX 2.
ISOLATED SPIN 1/2 TRIAD MATRICES.
UNITARY TRANSFORMATION MATRICES.
U = 1 0 0 0 0 0 0 0
0 0 S -T 0 0 0 0
0 u
(Y-X)U
*
(Y-X)U
0 0 0 0
2a 2a
0 V
-(Y+X)V 
----*—
-(Y+X)V
0 0 0 0
2a* 2a
0 0 0 0 0 S -T 0
0 0 0 0 u
(Y-X)U
----JU_
(Y-X)U
0
2a 2a
0 0 0 0 V
-(Y+X)V 
------
-(Y+X)V
0
2a 2a
0 0 0 0 0 0 0 1
U-1 = 1
0
0
0
0
0
0
0
0
0
T
-S
0
0
0
0
0
(Y+X)
2UY
a*
2UY
a
2UY
0
0
0
0
0
(Y-X)
2VY
-a*
2VY
-a
2VY
0
0
0
0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
o (Y+X) (Y-X) o
2UY 2VY
V/
a* -a*
T 0
2UY 2VY
a -a
-S — —  - 0
2UY 2VY
0 0 0 1
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ROTATION MATRICES.
R(0,71/2,0) =
R"1(0,77/2,0) =
1//8 (^3/8) 0 0 v (3/8) 0 0
-✓(3/8) - 1 / V &  0 0 1/^ 8 0 0
0 0 1//2 0 0 l / v 2  0
0 0 0 1/^2 0 0 1/^2
✓(3/8) -l/^ 8 0 0 -l/^ 8 0 0
0 0 - 1 / V 2  0 0 l / v 2  0
0 0 0 - l / v 2  0 0 1/^2
-l/^ 8 (^3/8) 0 0 "✓(3/8) 0 0
' 1/^ 8 “✓(3/8) 0 0 ✓(3/8) 0 0
✓(3/8) -l/^ 8 0 0 -l/ 8^ 0 0
0 0 1/^2 0 0 - 1/^2 0
0 0 0 1/^2 0 . 0 - 1/^2 
✓ (3/8) 1/^ 8 0 0 -l/^ 8 0 0
0 0 1/^2 0 0 1/^2 0
0 0 0 1//2 0 0 1/^2
. 1/^ 8 ✓ (3/8) 0 0 ✓( 3/8) 0 0
1/V* '
✓(3/8)
0
0
✓(3/8)
0
0
1 / V B  \
- 1 / V $  ' 
✓(3/8)
0
0
V(3/8)
0
0
1/^ 8 .
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SPIN MATRICES.
0 ✓3/2 0 0 0 0 0 0
✓3/2 0 0 0 1 0 0 0
0 0 0 0 0 1/2 0 0
0 0 0 0 0 0 1/2 0
0 1 0 0 0 0 0 ✓3/2
0 0 1/2 0 0 0 0 0
0 0 0 1/2 0 0 0 0
0 0 0 0 ✓3/2 0 0 0
Iy = 0 -^3i/2 0 0 0 0 0 0
✓3 i/2 0 0 0 -i 0 0 0
0 0 0 0 0 -i/2 0 0
0 0 0 0 0 0 -i/2 0
0 i 0 0 0 0 0 - 3^i/2
0 0 i/2 0 0 0 0 0
0 0 0 i/2 0 0 0 0
0 0 0 0 ^3i/2 0 0 0
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APPENDIX 3.
DIPOLAR COUPLED SPIN 1/2 PAIR MATRICES. 
ROTATION MATRICES.
R(0,71/2,0).
il> i2> i3> i4> i5> i6> 17> i 8> i 9>
<li 0.25
<2 i <81 -0.707 0.0 0.707
<3 i -0.707 0.0
<4 i
ill> i12> i13>
<5i -0.5
< 1 1 1
<12i -0.707 0.0 0.707
<13 i
il> i2> i3> i4> i5> i6> 17> 18> 19>
<li
<2 i
<3 i
<4 i
i11> i12> i13>
<5 i
< 1 1 1
<121 0.707 0.0-0.707
<13 i
The box diagonal matrix elements for states 14, 15 and 16 are identical to
those of states 11, 12 and 13. State 10 has no matrix elements. All other 
matrix elements are zero.
-202-
SPIN MATRICES.
ll> 12> i 3> 14> 15>
*x
16> 17> i 8> 19>
<ll 0.0 1.0 0.0 0.0 0.0 0.0 <71 0.0 0.707 0.0
<2 i 1.0 0.0 1.0 0.707 0.0 0.0 <8 i 0.707 0.0 -0.707
<3 i 0.0 1.0 0.0 0.0 1.0 0.0 <9 i 0.0 -0.707 0.0
A
A
A
 
cn 
cji
 
it* 0.0
0.0
0.0
0.707
0.0
0.0
0.0
1.0
0.0
0.0
0.707
0.0
0.707
0.0
1.0
ft ft0 * 0 
1.0 
0.0
<111
ill>
0.0
il2> il3> 
0.707 0.0
<12i 0.707 0.0 0.707
<13i 0.0 0.707 0.0
I 7> i 8> i 9>
<7i 0.0 0.707i 0.0
<8i -0.707i 0.0 -0.707i 
<9i 0.0 0.7071 0.0
ill> i12> i13>
<111 0.0 0.707i 0.0
<121 -0.707i 0.0 0.707i
<13i 0.0 -0.707i 0.0
The box diagonal matrix elements for states 14, 15 and 16 are identical to 
those of states 11, 12 and 13. State 10 has no matrix elements. All other 
matrix elements are zero.
il> 12> 13> 14> 15> 16>
<li 0.0 i 0.0 0.0 0.0 0.0
<21 -i 0.0 i 0.707i 0.0 0.0
<3i 0.0 -i 0.0 0.0 i 0.0
<41 0.0 -0.707i 0.0 0.0 0.707i 0.0
<5i 0.0 0.0 -i -0.707i 0.0 i
<61 0.0 0.0 0.0 0.0 -i 0.0
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APPENDIX 4.
DIPOLAR COUPLED SPIN 1/2 TRIAD MATRICES. 
ROTATION MATRICES.
R(0,7T/2,0)
il> 12> i 3> 14> 15> 16> 17> i 8> 19> il0>
<ll 0.13 -0.31 0.31 0.37-0.18 -0.53 0.38 0.31 -0.31 0.13
<2 i 0.31 -0.5 0.25 0.31 0.0 0.0 -0.31 -0.25 0.5 -0.31
<3 i 0.31 -0.25 -0.25 ■-0.31 -0.43 0.43 -0.31 0.25 -0.25 0.31
<4 i 0.38 -0.31 -0.31 0.13 0.53 0.18 0.13 -0.31 -0.31 0.38
<51 0.18 0.0 0.43 -0.53 0.0 0.0 0.53 -0.43 0.0 -0.18
<6 i 0.53 0.0 -0.43 -0.18 0.0 0.0 0.18 0.43 0.0 -0.53
<7 i 0.38 0.31 -0.31 0.13 -0.53 -0.18 0.13 -0.31 0.31 0.38
<81 0.31 0.25 0.25 -0.31 0.43 -0.43 -0.31 0.25 0.25 0.31
<9 i 0.31 0.5 0.25 0.31 0.0 0.0 -0.31 -0.25 -0.5 -0.31
<10 i 0.13 0.31 0.31 0.38 0.18 0.53 0.38 0.31 0.31 0.13
ill> 112> 113> 114> 115> 116>
<111 0.25 -0.5 0.43 0.43 -0.5 0.25
<121 0.5 -0.5 0.0 0.0 0.5 -0.5
<13 i 0.43 0.0 0.25 -0.75 0.0 0.43
<14 i 0.43 0.0 -0.75 0.25 0.0 0.43
<15 i 0.5 0.5 0.0 0.0 -0.5 -0.5
<16 i 0.25 0.5 0.43 0.43 0.5 0.25
All other matrix elements are zero.
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R“1 (0 / 77/2/ 0)
il> 12> i 3> 14> 15> |6> i7> i8> i9> il0>
<ll 0.13 0.31 0.31 0.37 0.18 0.53 0.38 0.31 0.31 0.13
<2 i -0.31 -0.5 -0.25 -0.31 0.0 0.0 0.31 0.25 0.5 0.31
<3 i 0.31 0.25 0.25 -0.31 0.43 -■0.43 -0.31 0.25 0.25 0.31
<4 i 0.38 0.31 -0.31 0.13 -0.53 -■0.18 0.13 -0.31 0.31 0.38
<5 i -0.18 0.0
CO.
01 0.53 0.0 0.0 -0.53 0.43 0.0 0.18
<6 i -0.53 0.0 0.43 0.18 0.0 0.0 -0.18 -0.43 0.0 0.53
<7 i 0.38 -0.31 -0.31 0.13 0.53 0.18 0.13 -0.31-0.31 0.38
<8 i 0.31 -0.25 0.25 i o • u> -0.43 0.43 -0.31 0.25 -0.25 0.31
<9 i -0.31 0.5 -0.25 -0.31 0.0 0.0 0.31 0.25 -0.5 0.31
<10 l 0.13 -0.31 0.31 0.38 -0.18 -0.53 0.38 0.31 -0.31 0.13
ill> 112> il3> i14> i15> i16>
<111 0.25 0.5 0.43 0.43 0.5 0.25
<12 i -0.5 -0.5 0 . 0 0.0 0.5 0.5
<13 i 0.43 0.0 0.25 -0.75 0.0 0.43
<141 0.43 0.0 -0.75 0.25 0.0 0.43
<151 -0.5 0.5 0.0 0.0 -0.5 0.5
<161 0.25 -0.5 0.43 0.43 -0.5 0.25
All other matrix elements are zero.
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SPIN MATRICES.
0.0 ✓3/2 0.0 0.0 ✓3/2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
✓3/2 0.0 1.0 0.0 0.0 ✓3/2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 1.0 0.0 ✓3/2 0.0 0.0 ✓3/2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 ✓3/2 0.0 0.0 0.0 0.0 ✓3/2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
✓3/2 0.0 0.0 0.0 0.0 ✓3/2 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 ✓3/2 0.0 0.0 ✓3/2 0.0 1.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 ✓3/2 0.0 0.0 1.0 0.0 ✓3/2 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 ✓3/2 0.0 0.0 ✓3/2 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 ✓3/2 0.0 0.0 ✓3/2 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 ✓3/2 0.0 1.0 0.0 0.0 ✓3/2 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 ✓3/2 0.0 0.0 ✓3/2 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 ✓3/2 0.0 0.0 0.0 0.0 ^3/2
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 ✓3/2 0.0 0.0 0.0 0.0 ✓3/2 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 ✓3/2 0.0 0.0 ✓3/2 0.0 1.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 ✓3/2 0.0 0.0 1.0 0.0 ^3/2
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 ✓3/2 0.0 0.0 ✓3/2 0.0
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0.0 - i/3/2i 0.0 0.0 - ^ 3/2i 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
✓3/2i 0.0 -i 0.0 0.0 - V3/2i 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 i 0.0 - </3/2i 0.0 0.0 - v^ 3/2i 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 ^3/21 0.0 0.0 0.0 0.0 - V3/2i 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
✓3/2i 0.0 0.0 0.0 0.0 -V3/2i 0.0 0.0 -i 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 y/Z/2i 0.0 0.0 v^ 3/2i 0.0 -i 0.0 0.0 -i 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 y'3/2i 0.0 0.0 i 0.0 -✓3/2i 0.0 0.0 -i 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 ✓3/21 0.0 0.0 ✓3/2i 0.0 0.0 0.0 0.0 -i 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 i 0.0 0.0 0.0 0.0 - ✓3/2i 0.0 0.0 -✓3/2i 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 i 0.0 0.0 ✓3/2i 0.0 -i 0.0 0.0 -✓3/2i 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 i 0.0 0.0 i 0.0 -V3/2i 0.0 0.0 -✓3/21 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 i 0.0 0.0 ✓3/2i 0.0 0.0 0.0 0.0 -V3/2i
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 ✓3/2i 0.0 0.0 0.0 0.0 -V3/2i 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 ✓3/2i 0.0 0.0 ✓3/2i 0.0 -i 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 ✓3/2i 0.0 0.0 i 0.0 -V3/2i
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 ✓3/2i 0.0 0.0 ✓3/2i 0.0
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ERRATA.
1). Page 52, line 17 should read: "...RF pulses are much 
stronger than....".
2). Page 53, line 12 should read: " The matrices representing 
the rotation and spin operators...".
3). Page 60, line 19 should read: "...the complex motion of 
the nuclear magnetisation vector S...".
4). Page 60, line 27 should read: " Let the vector j3 
represent the nuclear magnetisation under...".
5). Page 63, line 6: Cos0 should be replaced by CosO/V*”.
6). Page 115, line 11 should read: "...should normally be 
greater than 120 dB, equivalent to 10b in voltage...".
7). Page 119, line 17 should read: "...5 turns of 28 s.w.g 
copper wire wound on...".
8). Page 165, line 21: " Pulse lengths " should be replaced by 
" pulse gaps ".
9). Page 176, line 18 should read: " In this instance it is 
the Hamiltonian describing the spin system which is 
fluctuating rapidly...".
10).Page 189, line 13 should read: " In an imaging experiment 
it is believed that the decaying oscillations...".
