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Zusammenfassung
Diese Arbeit bescha¨ftigt sich mit Feynmandiagrammen mit Schleifen in re-
normierbaren Eichtheorien mit oder ohne spontane Symmetriebrechung. Es wird
gezeigt, dass die Menge der Feynmandiagramme, die zur Entwicklung einer zu-
sammenha¨ngenden Green’schen Funktion in einer bestimmten Schleifenordnung
beitragen, mit Hilfe von graphischen Manipulationen an Feynmandiagrammen,
sogenannten Eichflipps, in minimal eichinvariante Untermengen zerlegt werden
kann. Zu diesem Zweck werden die Slavnov-Taylor-Identita¨ten fu¨r die Entwick-
lung der Green’schen Funktionen in Schleifenordnung so zerlegt, dass sie fu¨r
Untermengen der Menge aller Feynmandiagramme definiert werden ko¨nnen. Es
wird dann mit diagrammatischen Methoden bewiesen, dass die mittels Eich-
flipps konstruierten Untermengen tatsa¨chlich minimal eichinvariante Untermen-
gen sind. Anschließend werden die Eichflipps benutzt, um die minimal eichin-
varianten Untermengen von Feynmandiagrammen mit Schleifen im Standard-
modell zu klassifizieren. Es wird ein ausfu¨hrliches Beispiel diskutiert und mit
Resultaten verglichen, die mit Hilfe eines fu¨r die vorliegende Arbeit entwickelten
Computerprogramms erhalten wurden.
Abstract
In this work, we consider Feynman diagrams with loops in renormalizable
gauge theories with and without spontaneous symmetry breaking. We demon-
strate that the set of Feynman diagrams with a fixed number of loops, con-
tributing to the expansion of a connected Green’s function in a fixed order of
perturbation theory, can be partitioned into minimal gauge invariant subsets by
means of a set of graphical manipulations of Feynman diagrams, called gauge
flips. To this end, we decompose the Slavnov-Taylor identities for the expansion
of the Green’s function in such a way that these identities can be defined for
subsets of the set of all Feynman diagrams. We then prove, using diagram-
matical methods, that the subsets constructed by means of gauge flips really
constitute minimal gauge invariant subsets. Thereafter, we employ gauge flips
in a classification of the minimal gauge invariant subsets of Feynman diagrams
with loops in the Standard Model. We discuss in detail an explicit example,
comparing it to the results of a computer program which has been developed in
the context of the present work.
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Introduction
Over the past decades, the Standard Model has provided us with a remarkably
accurate description of all experiments within the reach of currently available
experiments. To challenge the Standard Model, we have to either perform ex-
periments at higher energy scales, or else look for deviations from Standard
Model predictions in high precision measurements.
In the former case, the processes observed at future high energy colliders
(LHC, TESLA) will involve increasingly complicated final states. In particular,
at LHC, calculations for processes with eight or more particles in the final state
will have to be performed. In the latter case, increasingly accurate predictions
from theory will be required to compare with the experimental results. This
will necessitate routine calculations of higher order corrections in the Standard
Model.
Despite the indisputable successes of the Standard Model, calculations of
processes with many particles in the final state as well as calculations of a full
set of higher order corrections are still inherently difficult. In particular, until
now there is no tool available for doing fully automated calculations of full
one-loop or two-loop corrections to Standard Model processes.
The reason for this situation is twofold. On the one hand, even at one-
loop, the calculation of the contributions of higher tensor n-point functions is
extraordinarily difficult, numerically or analytically, through the presence of
many different masses and the intricate structure of many particle phase space.
On the other hand, the number of Feynman diagrams increases dramatically
(roughly, the growth is factorial) with the number of loops and the number of
particles in the final state.
If we aim at a fully automated calculation of higher order corrections in
the Standard Model, progress has to be made in both respects. In this work,
we will not be concerned with the problem of actually calculating higher order
diagrams. Rather, we shall focus on the question whether it is possible to reduce
the number of Feynman diagrams necessary to obtain sensible partial results.
One way to avoid the factorial growth of individual contributions to the
amplitude is to dispense completely with the definition of the amplitude in
terms of Feynman diagrams. In QCD calculations, a possible approach is to
express the amplitude in terms of subamplitudes corresponding to color SU(3)
invariants.[1] The contributions of a single invariant will in general be given by
a sum of fewer terms than the complete amplitude. However, such an approach
is not possible in a gauge theory with spontaneous symmetry breaking, since it
makes use of the linear realization of the color SU(3) symmetry.
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A second approach, particularly suited to calculations in spontaneously bro-
ken gauge theories, is motivated by the observation that in a typical set of
Feynman diagrams there are always subsets of diagrams that have large parts
in common. If one can find a systematic way to exploit this feature, the com-
plexity of the problem can be considerably reduced. Indeed, an algorithm for
matrix element generation based on this approach has been developed [2], which
reduces the combinatorial complexity from a factorial of the number of external
particles to an exponential. A related earlier algorithm satisfying these require-
ments is [3]. However, at present these algorithms are limited to the lowest
order of perturbation theory.
For the calculation of higher order corrections, we still need the contribu-
tion of the full set of Feynman diagrams to compute the complete amplitude.
However, a major problem in gauge theories like the Standard Model is that the
numerical contribution of an individual diagram to the amplitude may be con-
siderably larger, under certain conditions even by several orders of magnitude,
than the sum of all diagrams. This can lead to serious numerical problems.
In gauge theories, it is therefore desirable to partition the set of all Feynman
diagrams into subsets, such that all the large cancellations dictated by gauge
invariance would occur separately within each subset.
In fact, few Standard Model calculations of complete higher order corrections
to scattering processes with four or more particles in the final state exist. In most
cases, approximations based on estimation and evaluation of the numerically
most important corrections are used. In general then, only a subset of the full
higher order corrections is taken into account. Doing this naively may lead
to incorrect results due to violation of gauge invariance. In particular, gauge
invariance in principle dictates the selection of other diagrams once a certain
subset of the complete set of diagrams has been selected, so as to render the
resulting expressions gauge invariant.
Of course, by consistently working in a particular gauge, it is actually pos-
sible to do calculations with a subset of Feynman diagrams which is not gauge
invariant by itself, if the contributions of the omitted diagrams are negligible in
the chosen gauge. However, in order to make sure that the omitted diagrams
can safely be disregarded, one still has to determine the full set of diagrams that
would lead to a gauge invariant final result.
It is then natural to ask whether in a gauge theory, spontaneously broken
or not, the set of Feynman diagrams contributing to a given process can be
divided into subsets that lead to gauge invariant expressions by themselves.
In this work, we derive and implement an algorithm for the construction of
minimal gauge invariant subsets of Feynman diagrams with loops in general
gauge theories. The algorithm is based on a set of graphical manipulations of
Feynman diagrams, called gauge flips, originally invented for the construction
of minimal gauge invariant subsets of tree diagrams.[4]
Gauge flips are defined as the transformations in four-point subdiagrams
with external gauge boson lines.1 As a specific example, consider the transfor-
1In spontaneously broken gauge theories, there are also gauge flips of five-point subdia-
grams. For simplicity, we ignore these in the present chapter.
2
mations among the following sets of subdiagrams in the Standard Model:2 , ,
 (1.1) ,
 (1.2)
Here, wavy lines represent the neutral bosons, i. e. Z0 and photon, while arrowed
double lines denote the charged W bosons.
Although gauge flips have been invented for tree level diagrams, they can be
readily extended to diagrams with loops. As an example, consider the following
diagram contributing to the process e+e− → uu¯dd¯ at the one-loop level:
e+
e−
d
d¯
u¯
u
(1.3)
If we choose to flip the subdiagram defined by the four W -lines connected by
the neutral gauge boson line, we can apply the gauge flips in (1.1) to obtain:
(1.3) →

e+
e−
d
d¯
u¯
u
,
e+
e−
d
d¯
u¯
u

(1.4)
Observe that the flip has decreased the number of vertices in the loop.
We can also increase the number of vertices in the loop. To this end, in (1.3)
consider the subdiagram defined by the electron line. This subdiagram can be
2The complete set of Standard Model gauge flips is discussed in chapter 6.
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flipped using (1.2):
(1.3) →
e+
e−
d
d¯
u¯
u
(1.5)
By repeatedly applying similar gauge flips to the resulting diagram, we can
increase the number of vertices in the loop further, producing diagrams with
five or six vertices in the loop:
(1.5) →
e+
e−
d
d¯
u¯
u
→
e+
e−
d
d¯
u¯
u
(1.6)
Thus, gauge flips can be used to transform diagrams contributing to e+e− →
uu¯dd¯ into each other. However, this may or may not be true for the complete
set of diagrams contributing to this process, called the forest. In general, the
gauge flips induce a partition of the forest into disjoint subsets called groves.
For tree level processes, the connection between gauge flips and gauge in-
variance is made by a theorem, stating that the groves of a tree level forest are
precisely the minimal gauge invariant subsets of the corresponding connected
Green’s function.[4][5]
Using this theorem, one can set out to classify the groves of tree level Stan-
dard Model processes. One finds [6] that, for purely fermionic external states
with fermions in the dublet representation of SU(2), the finest possible parti-
tioning of the forest corresponds to a classification according to the flavors in
the external state, if a charged boson line is present in the diagrams. On the
other hand, for diagrams without a charged boson line, the groves constitute,
in general, a finer partitioning.
In this work, we extend the stated theorem to the case of diagrams with
loops in general gauge theories. Subsequently, we use the method of gauge flips
to classify the forest of n-loop corrections to general Standard Model processes.
We find that, for diagrams containing charged boson lines, the finest possible
partitioning is characterized by the flavors of fermions in the external state and
the number of fermion loops. On the other hand, the diagrams without charged
boson lines generally show a richer structure of groves than in the tree level
case.
4
1.1 Overview
The remainder of this work is organized as follows. We intend to prove that the
groves obtained by gauge flips correspond to the minimal gauge invariant subsets
of Feynman diagrams corresponding to the expansion of a connected Green’s
function at n-loop order in a general gauge theory. To this end, we have to verify
that the relevant Slavnov-Taylor-Identities (STIs) for the Green’s functions of
the gauge theory are satisfied. In order to put these STIs in a context and to
introduce the necessary notation, we briefly review the derivation of STIs for
Green’s functions in a general gauge theory in the next chapter. There, we also
introduce a graphical notation for the expansion of STIs in perturbation theory.
This requires additional Feynman rules compared to the usual Feynman rules
of a gauge theory.
Our proof of the STIs will be performed by using the STIs for tree level
vertices inside diagrams with loops. Therefore, we derive the relevant tree level
STIs in chapter 3. We demonstrate the use of vertex STIs in the proof of STIs
for connected Green’s functions at tree level, providing the connection to gauge
flips. Also, we develop further tools that will help to simplify the complicated
combinatorics of gauge cancellations at the n-loop order.
Chapter 4 is then devoted to the actual proof that groves are the minimal
gauge invariant subsets of n-loop forests. We begin by studying the gauge
cancellations in one-loop diagrams, then extend our arguments to the n-loop
case. We demonstrate that all cancellations occur within the groves of the
forest.
In chapter 5, we introduce the concept of flips for diagrams with loops inde-
pendent from the connection with gauge invariance.
In chapter 6, the decomposition of Standard Model forests using gauge flips
is discussed in detail. We obtain a very general classification of Standard Model
forests. As an application, we elaborate on the structure of the one-loop forest
for e+e− → uu¯dd¯, which we have employed for demonstration purposes above.
For this example, we present the results we have obtained by means of our
computer program implementing the algorithm for the construction of groves
using gauge flips. We conclude the main part with a summary.
In the appendix, we collect the Feynman rules for the expansion of STIs, the
tree level STIs used in chapters 3 and 4, and a brief description of our program
for grove construction.
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Identities in Gauge Theories
In this chapter we are going to introduce the Slavnov-Taylor identities (STIs) of
connected and 1PI Green’s functions in gauge theories. It is these identities that
we shall use later to demonstrate how the expansion of a connected Green’s func-
tion in perturbation theory can be decomposed into separately gauge invariant
pieces.
The STIs follow directly from the BRST invariance of the quantized gauge
theory. Therefore, we begin our discussion by briefly sketching the derivation of
BRST invariance. We then demonstrate how BRST invariance can be used to
derive STIs for the generating functionals of the Green’s functions of the theory.
From these identities the STIs for individual Green’s functions follow easily. We
adopt a notation for the graphical representation of STIs, introducing Feynman
rules to write out the perturbative expansions of STIs.
2.1 From Classical Lagrangian to BRST Invariance
We consider a gauge theory with a gauge group G, which in general may be the
direct product of compact simple groups and abelian U(1) factors. However, for
ease of notation we shall denote the set of generators of G by a single symbol
ta. These generators satisfy the commutation relations[
ta, tb
]
= ifabctc , (2.1)
with fabc the structure constants of the Lie algebra of G, which we may assume
to be completely antisymmetric. If G is not simple, then fabc vanishes unless
all indices belong to a single simple factor of G.
The gauge bosons W aµ are coupled to a set of fermions Ψ and a set of scalars
Φ. Both Ψ and Φ transform under some—in general reducible—representation
of G. Without loss of generality the scalars can be chosen real, in which case
the representation matrices Xa are real and antisymmetric:[
Xa, Xb
]
= fabcXc (2.2)
In particular, an infinitesimal gauge transformation, parametrized by a space-
time dependent parameter ωa, takes the form
Ψ→ Ψ+ iωataΨ (2.3)
Φ→ Φ− ωaXaΦ . (2.4)
6
Fermions and scalars are coupled to the gauge bosons through the (gauge) co-
variant derivatives. For simplicity, we introduce only vector couplings for the
fermions. Thus, the covariant derivatives are given, respectively, by
DµΨ = ∂µΨ− igW aµ taΨ (2.5)
DµΦ = ∂µΦ+ gW aµX
aΦ . (2.6)
Note that, for a non-simple gauge group G, instead of the product gW a we
would have one such term for each factor of G:
gW a →
∑
r
grW
ar (2.7)
This interpretation will be implied in the following.
For the covariant derivatives of Ψ and Φ to transform like Ψ and Φ, respec-
tively, under infinitesimal local gauge transformations, the gauge bosons must
transform according to
W aµ →W aµ +
1
g
∂µω
a − fabcωbW cµ . (2.8)
It follows that the field strenght tensor F aµν of the gauge bosons, defined by the
commutator of covariant derivatives
[Dµ, Dν ] ≡ −igF aµνta , (2.9)
transforms homogeneously under local gauge transformations:
F aµν → F aµν + ωcfcabF bµν (2.10)
From the classical fieldsW aµ , Ψ and Φ we can construct the classical Lagrangian
Lcl of the gauge theory, invariant under Lorentz transformations as well as the
local gauge transformations (2.3), (2.4) and (2.8), and containing only renor-
malizable interactions:
Lcl = −14F
a
µνF
aµν + Ψ¯ (i /D −m)Ψ + 1
2
(DµΦ) (DµΦ)− V (Φ) (2.11)
Here, the scalar potential V (Φ) is a polynomial in the fields Φ of degree at most
four, which is invariant under gauge transformations.1
As it stands, the classical Lagrangian (2.11) is not suitable for quantization
in the canonical or path integral formulation. In the former case, the obstacle
is the occurrence of first class constraints (in Dirac’s terminology [7]), in the
latter case the path integral is ill defined because the weight factor exp (iScl) is
constant along orbits of the local gauge transformation due to the local gauge
invariance of the classical action Scl.
If a Lorentz covariant quantization is desired, the standard way to obtain
an effective Lagrangian suitable for quantization is the Faddeev-Popov proce-
dure [8]. In effect, it amounts to the addition of a gauge fixing Lagrangian Lgf
as well as a ghost Lagrangian Lgh to Lcl:
Lgf = − 12ξa (G
a[ϕ])2 (2.12)
1Note that we have omitted Yukawa couplings of scalars to fermions. In principle, these
could be incorporated, but in order to do so we would have to make further assumptions about
the representations ta and Xa.
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Lgh = −c¯a δGa[ϕω]
δωb
cb (2.13)
The gauge fixing functional Ga[ϕ] depends on the gauge fields W aµ and Φ, here
denoted collectively by ϕ. ϕω denotes the gauge transformed fields. For the
formalism to be consistent, Ga must not be invariant under local gauge trans-
formations. The gauge parameters ξa are arbitrary positive real numbers. ca
and c¯a are the Faddeev-Popov ghost fields, two multiplets of real, anticommut-
ing scalar fields in the adjoint representation.
Given the infinitesimal form of the local gauge transformations (2.8) and (2.4),
the functional derivative of the gauge fixing functional Ga can be expressed as
δGa[ϕω]
δωb
=
δGa
δϕ
δϕω
δωb
=
δGa
δW bµ
(
∂µ − gfabcW cµ
)− δGa
δΦj
(XaΦ)j . (2.14)
In unbroken gauge theories, the gauge fixing function is usually chosen indepen-
dent of the scalar fields. The situation is different in spontaneously broken gauge
theories. Here, the gauge fixing function is usually chosen to depend on both
the gauge fields and the scalar fields, at least if the Lagrangian is used to derive
Feynman rules for doing actual calculations in perturbation theory. We will
come back to this point later when we discuss gauge theories with spontaneous
symmetry breaking in a little more detail in a separate section.
Adding Lgf and Lgh to the classical Lagrangian, we get an effective La-
grangian suitable for quantization via the path integral approach:
L = Lcl + Lgf + Lgh
= −1
4
F aµνF
aµν + Ψ¯ (i /D −m)Ψ + 1
2
(DµΦ) (DµΦ)− V (Φ)
− 1
2ξa
(Ga[ϕ])2 − c¯a δGa[ϕω]
δωb
cb (2.15)
Remarkably, this Lagrangian, though no longer invariant under local gauge
transformations, is invariant under a set of global nonlinear transformations
of the fields, called BRST transformations.[9][10] Under these transformations,
a general field ϕ (now including fermion fields) undergoes the change
ϕ→ ϕ+ δϕ , (2.16)
where δϕ is written as
δϕ = λsϕ , (2.17)
with λ an infinitesimal Grassmann number. Explicitely, the BRST transforma-
tions are given by
sW aµ = ∂µc
a − gfabccbW cµ (2.18a)
sΦ = −gcaXaΦ (2.18b)
sΨ = igcataΨ (2.18c)
sΨ¯ = −igcaΨ¯ta (2.18d)
sca = −1
2
gfabccbcc (2.18e)
sc¯a = − 1
ξa
Ga (2.18f)
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For the fields W aµ , Ψ and Φ, present in the classical Lagrangian, the BRST
transformation is just a local gauge transformation parametrized by the ghost
field ca (or, rather, by the commuting quantity λca). Therefore, the invariance of
the classical Lagrangian under BRST transformations is evident. The invariance
of the gauge fixing and ghost terms can be shown using the Jacobi identity for
the structure constants fabc.
Although the effective Lagrangian (2.15) in connection with the BRST in-
variance is sufficient for a consistent covariant quantization of the gauge theory
via the path integral approach, the BRST invariance can best be exploited by
recasting (2.15) into a slightly different form through the introduction of the
Nakanishi-Lautrup auxiliary field Ba.[11][12] To this end, instead of the gauge
fixing Lagrangian (2.12) one chooses the Lagrangian
LNL = ξ
a
2
BaBa +BaGa . (2.19)
The equation of motion for Ba following from this Lagrangian is
0 = ξaBa +Ga . (2.20)
Thus, Ba has no independent dynamics. (This justifies the term “auxiliary”
field.) Solving for Ba and inserting back into (2.19), we get back to the original
gauge fixing Lagrangian (2.12). Also, through this equation of motion, the
BRST transformations (2.18f) and (2.21) are equivalent.
The advantage of choosing LNL instead of Lgf is that the BRST transfor-
mation s is now nilpotent also off-shell, provided we modify the BRST trans-
formation properties according to
sc¯a = Ba (2.21)
sBa = 0 . (2.22)
The BRST invariance of the modified Lagrangian
L′ = Lcl + LNL + Lgh (2.23)
follows easily from the nilpotency of the BRST operator s and the observation
that the gauge fixing plus ghost Lagrangian can be written as a BRST variation:
LNL + Lgh = s
(
c¯a
(
ξa
2
Ba +Ga
))
(2.24)
Thus, since, as argued above, the classical Lagrangian is BRST invariant, so is
the complete Lagrangian L′.
2.2 Quantum BRST Transformations and
Slavnov-Taylor Identities
So far, we have discussed the BRST invariance of the effective gauge theory
Lagrangian L in (2.15) (or, equivalently, the modified Lagrangian L′ in (2.23))
in a purely classical setting.
We must now ask whether the BRST invariance of the classical Lagrangian
survives the quantization procedure. This question is nontrivial because the
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BRST transformations are nonlinear in the fields and therefore require renor-
malization. Fortunately, the quantized gauge theory is still invariant under
renormalized BRST transformations.
In the operator formulation, i. e. canonical quantization, this means that,
provided the theory is free of anomalies, there exists a renormalized BRST
operator Q, which generates the BRST transformation on the state vector space
of the theory, such that
[iλQ,ϕ] = λsϕ , (2.25)
where ϕ is a generic (renormalized) field operator, and λ a Grassmann valued
parameter.[13][14]
In the path integral formulation, the statement means that the identities
obtained by naively applying the classical BRST transformations are valid in
the renormalized theory.
The importance of the BRST operator Q for a consistent Lorentz covariant
quantization can hardly be overemphasized. In particular, Q can be used to
construct a physically satisfactory Hilbert Space with a positive definite metric,
in which the S-matrix for physical external states can be shown to be unitary
and gauge invariant. In fact, the classification of the asymptotic state vector
space into physical and unphysical states depends crucially on the existence
of the BRST operator Q. Namely, unphysical states are states |β〉 for which
Q |β〉 6= 0, while physical external states |phys〉 must satisfy Q |phys〉 = 0.
In addition, there are states states |α〉 of the form |α〉 = Q |β〉, which satisfy
Q |α〉 automatically due to the nilpotency of Q. These states are called BRST-
exact. A BRST-exact state is physically equivalent to the null vector. That is,
|phys〉+ |α〉 and |phys〉 describe the same physical state.
The BRST transformations of the asymptotic states can be derived from
the BRST transformations of the asymptotic field operators, using the LSZ
formalism. Asymptotically, only terms linear in field operators contribute to
the BRST transformations. We split the BRST transformation sϕ of a generic
field into a term linear and quadratic in fields, respectively, according to
sϕ = %ϕ[c] + ca∆aϕ . (2.26)
Here, %ϕ[c] may contain derivatives, while ∆a is just a complex valued matrix.
As an example, consider the BRST transformation law (2.18a) of the gauge
boson, where we have %aW [c] = ∂c
a and ∆abcW
c = −gf bacW c.
Equivalently, (2.26) is a split into inhomogeneous and homogeneous pieces,
respectively. Using this decomposition, the asymptotic field operator corre-
sponding to ϕ generates an unphysical state precisely if %ϕ[c] is nonzero. The
BRST-exact states then are generated by the asymptotic field operators corre-
sponding to %ϕ[c].
Given the existence of renormalized BRST transformations, we can derive
the Slavnov-Taylor identities for Green’s functions of the gauge theory. To this
end, we consider the generating functional for the full Green’s functions of the
theory. Due to the necessity to renormalize the nonlinear BRST transforma-
tions, we are forced to introduce not only sources J` for the generic field ϕ`,
but also sources K` for the BRST transforms sϕ`. Furthermore, if we do not
consider Green’s functions with Ba fields, we can use the Lagrangian L and
omit the field Ba everywhere, using (2.18f) as the BRST transformation of the
antighost field. We assume that the gauge fixing functional Ga is linear in the
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fields. Therefore, we need not introduce a source term for the BRST transform
of the antighost. Under these assumptions, the generating functional Z[J,K] of
Green’s functions with insertions of BRST transformed field operators is then
given explicitely, in path integral formulation, by
Z[J,K] =
∫
D[ϕ] exp
{
i
(
S +
∑
ϕ
Jϕ · ϕ+
∑
ϕ 6=c¯a
Kϕ · sϕ
)}
. (2.27)
In this equation, a dot denotes space time integration. S =
∫
d4xL is the action
corresponding to the effective Lagrangian L. The sums extend over all fields in
L, except that the antighost field can be omitted in the second sum, because of
the linearity of Ga.
Using the invariance of the path integral measure and the action S under
BRST transformations, we obtain the Slavnov-Taylor identities (STIs) for the
generating functional Z:[15][16]
0 =
∑
ϕ 6=c¯a
(−1)ϕJϕ · δ
δKϕ
+
1
ξa
Ga
[
δ
δJ
]
Jc¯a
Z[J,K] (2.28)
Here, (−1)ϕ is +1 or −1 for bosonic or fermionic fields, respectively.
Defining the generating functional Zc[J,K] of connected Green’s functions
(with insertions of BRST transformed field operators) by
Z[J,K] = exp (iZc[J,K]) , (2.29)
it is easy to see that Zc satisfies an identical STI:
0 =
∑
ϕ 6=c¯a
(−1)ϕJϕ · δ
δKϕ
+
1
ξa
Ga
[
δ
δJ
]
Jc¯a
Zc[J,K] (2.30)
Connected Green’s functions are obtained from Zc by taking functional deriva-
tives2 of Zc w.r.t. the sources Jϕ, putting all sources J andK to zero afterwards.
Therefore, the STI (2.30) for Zc implies STIs for individual connected Green’s
functions.
Now in order to obtain a nonzero Green’s function after setting sources to
zero, functional derivatives w.r.t. fermionic sources, i. e. the sources JΨ, JΨ¯, Jca ,
and Jc¯a , must come in pairs. That is, there must be as many derivatives w.r.t. JΨ¯
and Jc¯a as there are derivatives w.r.t. JΨ and Jca , respectively. However, the
functional differentiation operator acting on Zc in (2.30) has ghost number one.
Therefore, in order to obtain a nonzero STI for an individual connected Green’s
function, we have to take an additional functional derivative w.r.t. the source
of the antighost Jc¯a .
In this work, we will be exclusively concerned with the STIs for connected
Green’s functions with a single insertion of the gauge fixing functional Ga.
Therefore, we shall use the term “STI” exclusively in this sense in this work,
unless explicitely stated otherwise. In particular, these STIs ensure that a single
2We take all functional derivatives with respect to anticommuting quantities as left deriva-
tives.
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insertion of the unphysical linear combination of fields corresponding to Ga does
not contribute in matrix elements on the mass shell.
Now consider the functional derivative of (2.30) w.r.t. the source Jc¯b . Taking
care of fermion signs, we get
0 =
∑
ϕ 6=c¯a
Jϕ
δ
δJc¯b
δ
δKϕ
− 1
ξb
Gb
[
δ
δJ
]
+
1
ξa
Ga
[
δ
δJ
]
Jc¯a
δ
δJc¯b
Zc[J,K] .
(2.31)
Evidently, further functional derivatives w.r.t. Jc¯a will produce further terms
with a single insertion of Ga, but no Green’s function with more than one
insertion of Ga can be produced. Therefore, all STIs for connected Green’s
functions with a single insertion of the gauge fixing functional Ga are exhausted
by taking arbitrary functional derivatives of (2.30) w.r.t. sources Jϕ.3
In order to determine the explicit form of an STI for a connected Green’s
function, it is actually easier to work in the canonical formalism. Remember that
in the canonical formalism we have the BRST operator Q which is nilpotent,
hermitean, and annihilates the ground state |0〉. Therefore, if φ` are generic
fields of the theory, we immediately have4
0 =
〈[
iλQ,ϕ1 . . . ϕn
]〉c
, (2.32)
where here and in the following, the superscript c indicates a connected Green’s
function. Evaluating the commutator with the help of (2.25), we get
0 =
∑
`
〈ϕ1 . . . (λsϕ`) . . . ϕn〉c . (2.33)
Using the decomposition (2.26) of sϕ, this can be rewritten
0 =
∑
`
(−1)σ`
(
〈ϕ1 . . . %ϕ` . . . ϕn〉c + 〈ϕ1 . . . (ca∆aϕ`) . . . ϕn〉c
)
. (2.34)
The sign factor counts the number of anticommuting field operators preceding
the `th field.
We can get rid of the sign factor for the second term by moving the ghost ca in
the homogeneous parts to the left. The same can be done for all inhomogeneous
pieces in the BRST transformation of bosonic fields, because % is fermionic for
these. On the other hand, the only fermionic field variables with a nonzero %
are the antighost fields c¯a. It is convenient to write
%c¯a = − 1
ξa
Ga ≡ Ba , (2.35)
using Ba as an abbreviation.5 If we write antighost fields first in connected
Green’s functions, the generic STI takes the form, with ϕ` now denoting any
field except antighosts and a caret indicating omission,
3Remember that, if there is no derivative w.r.t. Jϕ, or if derivatives w.r.t. fermion sources
don’t come in pairs, the resulting identity is just the trivial statement 0 = 0.
4In this and subsequent equations, we suppress the spacetime arguments of the field oper-
ators in Green’s functions. The correct argument should always be clear from the indices.
5Note that we have defined the generating functionals Z and Zc with the action S =R
d4xL, in which Ba does not appear.
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0 =
m∑
k=1
(−1)k+1 〈c¯a1 . . . Bak . . . c¯amϕ1 . . . ϕn〉c
+
∑
`
(
〈%ϕ` c¯a1 . . . c¯amϕ1 . . . ϕˆ` . . . ϕn〉c +
〈
cbc¯a1 . . . c¯amϕ1 . . . (∆bϕ`) . . . ϕn
〉c)
(2.36)
The signs in the first sum are essential. However, if this sum has more than
one term, we have an STI for a Green’s function with external ghost lines.6
Since ghosts are unphysical degrees of freedom, such Green’s functions are less
frequently needed, although in unbroken gauge theories, like QCD, ghost am-
plitudes may be usefully employed in evaluating gluon polarization sums. In
spontaneously broken gauge theories, like the SM, amplitudes for ghost produc-
tion are rarely needed.
In this work—with a single exception, that can easily be treated explicitely—
we will not need STIs for Green’s functions with external ghost lines. Therefore,
we specialize now to the case of a single antighost field. The resulting STI for
connected Green’s functions is the central identity in this work:
0 = 〈Baϕ1 . . . ϕn〉c
+
∑
`
(
〈%ϕ` c¯aϕ1 . . . ϕˆ` . . . ϕn〉c +
〈
cbc¯aϕ1 . . . (∆bϕ`) . . . ϕn
〉c)
(2.37)
We will later introduce a graphical notation to represent this STI. First, however,
we discuss the STIs for the 1PI Green’s functions of the theory. We denote
by Γ[ϕ,K] the generating functional for 1PI Green’s functions with insertions
of BRST transformed operators. Γ[ϕ,K]. Is obtained from Zc by Legendre
transformation w.r.t. the sources Jϕ, but not Kϕ:
Γ[ϕ,K] = Zc[J,K]−
∑
ϕ
Jϕ · ϕ (2.38)
Here, the argument ϕ of Γ is defined as
ϕ = 〈ϕ〉cJ,K =
δZc
δJϕ
[J,K] . (2.39)
Note that we use the same symbol ϕ for the expectation value as well as for the
field operator. The subscript on the connected Green’s function indicates that
the Green’s function is to be evaluated in the presence of the external sources
J and K. Thus, Γ[ϕ,K] is the effective action in the presence of the external
sources K.
We will generally denote functional derivatives of Γ w.r.t. ϕ or K by sub-
scripts. Thus,
δΓ
δϕ
≡ Γϕ (2.40)
δΓ
δKϕ
≡ ΓKϕ . (2.41)
6Of course, the insertions of BRST transformed operators may lead to Green’s functions
with external ghost fields in the STI. These external ghosts are unavoidable.
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Γ[ϕ,K] satisfies the fundamental relations
Γϕ[ϕ,K] = −(−1)ϕJϕ (2.42)
δΓ
δKϕ
[ϕ,K] =
δZc
δKϕ
[J [ϕ],K] . (2.43)
Using (2.42) and (2.43) and the chain rule for functional differentiation, (2.30)
can be transformed into an identity for Γ:
0 =
∑
ϕ 6=c¯a
Γϕ · ΓKϕ −
1
ξa
Ga[ϕ]Γc¯a (2.44)
This is the STI for the generating functional of 1PI Green’s functions, also called
Lee identity.[17][18] The Lee identity implies STIs for individual 1PI Green’s
functions. Eventually, we will introduce a graphical notation for these identies,
too. Before we can do this, however, we must leave our general discussion and
consider the explicit form of the STIs for connected and 1PI Green’s functions
in unbroken and broken gauge theories.
2.2.1 STI in Unbroken Gauge Theories
In unbroken gauge theories, the scalars Φ coupled to the gauge bosons must
not have vacuum expectation values that would break the invariance under a
generator Xa of the gauge group, i. e. the vacuum expectation value 〈Φ〉 must
satisfy
Xa 〈Φ〉 = 0 . (2.45)
for all generators Xa, which implies 〈Φ〉 = 0 for all components of Φ that
couple to at least one gauge boson. But this means that sΦ = 0, which in turn
is equivalent to the statement that all scalars are physical fields. In particular,
there is no inhomogeneous term in the BRST transformation of the scalars. The
same applies to the fermion fields Ψ and Ψ¯.
Consequently, apart from the antighost field, the gauge field W aµ is the only
field with an inhomogeneous term in the BRST transformation law. We choose
the Lorentz covariant linear gauge fixing functional
Ga = ∂µW aµ . (2.46)
Equivalently, we set
Ba = − 1
ξa
∂µW aµ . (2.47)
Of course, for doing actual calculations one would choose the ξa equal within
a factor of the gauge group G, since this makes the gauge fixing Lagrangian
invariant under global gauge transformations. However, this is only a matter of
convenience.
We can now write down the explicit form of the STI (2.37) in an unbroken
gauge theory:
0 = − 1
ξa
∂µ
〈
W aµϕ1 . . . ϕn
〉c
+
∑
ϕ`=Waµ
∂µ` 〈ca` c¯aϕ1 . . . ϕˆ` . . . ϕn〉c +
∑
ϕ` 6=c¯a
〈ca` c¯aϕ1 . . . (∆a`ϕ`) . . . ϕn〉c
(2.48)
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2.2.2 STI in Spontaneously Broken Gauge Theories
In a spontaneously broken gauge theory, the scalar potential V produces a
nonzero vacuum expectation value (vev) 〈Φ〉 ≡ Φ0, which in general is invariant
under a subgroup H of the full gauge group G. We use greek indices to label
the generators of broken symmetries and latin indices following q to label the
generators of unbroken symmetries. Thus, broken and unbroken generators
satisfy, respectively,
XαΦ0 6= 0 (2.49)
XqΦ0 = 0 (2.50)
. (2.51)
According to Goldstone’s theorem,[19][20] before the theory is coupled to the
gauge bosons, there is a massless Goldstone boson corresponding to each broken
generator Xα. Once the set of broken generators has been determined, we can
always arrange Φ in such a way that its first components correspond precisely
to the Goldstone bosons φα. This leads to the following decomposition of Φ:
Φ =
(
φ
η
)
(2.52)
Correspondingly, the generators Xa of G can be written as block matrices:
Xa =
(
ta ua
−(ua)T T a
)
(2.53)
Φ0 has no components in the directions of the Goldstone bosons:
Φ0 =
(
0
v
)
with v = 〈η〉 (2.54)
To generate a useful perturbative expansion, the Lagrangian L has to be ex-
panded about the vev Φ0. To this end, the scalars η are reparametrized as
η = v +H . (2.55)
We will not carry out the expansion of the Lagrangian, for the results are well
known. Most importantly, the gauge bosons corresponding to broken generators
aquire masses through the Higgs mechanism. For our further considerations, we
will need an expression for the gauge boson masses in terms of the broken
generators Xα and the vev v. First, observe that the broken generators Tα
must satisfy
Tαv = 0 , (2.56)
because all nonzero vectors of this form point into the direction of Goldstone
boson fields. Next, by choosing the basis in the space of Goldstone bosons
accordingly, we can always arrange that
uαv ≡ 1
g
Mαe
α , (2.57)
where eα is a unit vector in the Goldstone boson subspace in the direction of
uαv. With these conventions, the mass matrix M2 for the gauge bosons is
diagonal:
M2αβ = g
2vT (uα)T uβv =M2αδαβ . (2.58)
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On the other hand, from fact that the unbroken generators Xq form a subgroup,
it can be shown that these generators are block diagonal, i. e. both φ and H
transform linearly under the subgroup H:
XqΦ = Xq
(
Φ− Φ0
)
=
(
tqφ
T qH
)
(2.59)
We are now ready to determine the BRST transformation properties of the scalar
fields φ and H. The Lagrangian L is invariant under a BRST transformation of
the original field Φ. Inserting the expansion (2.55), we obtain
sφα = −cαMα − gcβ
(
(tβφ)α + (uβH)α
)− gcq(tqφ)α (2.60a)
sH = −gcα
(
− (uα)T φ+ TαH
)
− gcqT qH . (2.60b)
The inhomogeneous term in the BRST transformation law of φ indicates clearly
that the Goldstone bosons, when coupled to gauge bosons, become unphysical
degrees of freedom. Therefore, they are often referred to in the literature as
would-be Goldstone bosons or Goldstone ghosts. In this work, we will use the
term “Goldstone boson” exclusively for the unphysical scalar degrees of freedom
of a spontaneously broken gauge theory. No confusion is possible, because we
do not consider physical Goldstone bosons of a broken global symmetry.
On the other hand, the fields H, lacking an inhomogeneous term in their
BRST transformation law, form a set of physical scalars, which we refer to as
Higgs bosons.7
Like in the case of the unbroken gauge theory, the BRST transformation
of the antighost is determined by the gauge fixing functional. For the massive
gauge bosons corresponding to broken symmetries, we choose a general linear
’t Hooft gauge fixing:[21]
Gα = ∂µWαµ − ξαMαφα ≡ −ξαBα (2.61)
This choice is essentially uniquely determined by requiring, in addition to lin-
earity in fields and Lorentz covariance, that the Lagrangian contain no bilinear
mixing between Goldstone bosons and gauge bosons. Thus, the BRST trans-
formation law of the antighost fields c¯α explicitely reads
sc¯α = − 1
ξa
∂µWαµ +Mαφ
α . (2.62)
For the massless gauge bosons corresponding to unbroken symmetries, we choose
the same gauge fixing (2.46) as in the case of unbroken gauge theories. Likewise,
the BRST transformation properties ofW aµ , c
a, Ψ and Ψ¯ remain the same. Con-
sequently, the explicit form of the STI (2.37), for an antighost c¯α corresponding
to a broken generator, is given by
0 = − 1
ξα
∂µ
〈
Wαµ ϕ1 . . . ϕn
〉c +Mα 〈φαϕ1 . . . ϕn〉c
7In general, only some of the components of η will aquire a nonzero vev. In other words,
the vector v may contain many zeros. Those components of η with nonzero vevs are the real
Higgs bosons, while the remaining components have nothing to do with symmetry breaking.
It is, however, not uncommon to use the term “Higgs boson” for all components of H.
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+
∑
ϕ`=Waµ
∂µ` 〈ca` c¯αϕ1 . . . ϕˆ` . . . ϕn〉c −
∑
ϕ`=φα
Mα` 〈ca` c¯αϕ1 . . . ϕˆ` . . . ϕn〉c
+
∑
ϕ` 6=c¯a
〈ca` c¯αϕ1 . . . (∆a`ϕ`) . . . ϕn〉c . (2.63)
Observe that, in contrast to the situation in unbroken gauge theories, this iden-
tity relates two different Green’s functions for unphysical fields to the sums over
Green’s functions with BRST insertions.
The choice of the ’t Hooft gauge fixing (2.61) has other profound effects: On
one hand, it leads to the gauge parameter dependent masses
√
ξαMα for the
scalar modes of a massive gauge boson Wαµ as well as the associated Goldstone
bosons and ghosts φα, cα, and c¯α, respectively. On the other hand, it intro-
duces gauge parameter dependent ghost-scalar interactions. These effects are
important when studying the gauge parameter dependence of Green’s functions.
2.3 Graphical Representation of STIs
Having discussed in detail the explicit form of the STIs for connected Green’s
functions in unbroken and broken gauge theories, we are now going to discuss
a graphical notation to represent these STIs, invented in [5]. We can treat
unbroken and broken gauge theories on an equal footing, if we formally define
Mq = 0 and φq ≡ 0 for unbroken generatros Xq. The details can always be filled
in by going back to the explicit expressions derived in the foregoing section.
An even more compact notation is obtained if we treat gauge bosons and
Goldstone bosons as components of a single five dimensional gauge field Aar :
Aar =
(
W aµ , φ
a
)
(2.64)
Introduce a five dimensional derivative operator according to
Θ¯ar(x) =
(
− 1
ξa
∂xµ,Ma
)
(2.65)
Θar(x) =
(
∂xµ,−Ma
)
. (2.66)
Employing this notation, the insertion of Ba in a Green’s function can be written
〈Baϕ1 . . . ϕn〉c = Θ¯ar 〈Aarϕ1 . . . ϕn〉c . (2.67)
The inhomogeneous terms in the BRST transformation laws of gauge bosons
and Goldstone bosons are given by
sAar
∣∣
inhom
= Θarc
a . (2.68)
Then, the STI for connected Green’s functions takes the unified form
0 = Θ¯as 〈Aasϕ1 . . . ϕn〉c +
∑
ϕ` 6=c¯a
〈ca` c¯aϕ1 . . . (∆a`ϕ`) . . . ϕn〉c
+
∑
ϕ`=Aar
Θa`r 〈ca` c¯aϕ1 . . . ϕˆ` . . . ϕn〉c . (2.69)
17
We will represent all fields but ghost and antighosts collectively as straight
lines. Ghosts and antighosts, on the other hand,are drawn, as usual, in dotted
style with arrows indicating ghost number flow. Thus, we have the following
associations: {
Aar ,H,Ψ, Ψ¯
} → (2.70)
{ca, c¯a} → c¯ c (2.71)
We will frequently need a special notation for gauge bosons and Goldstone
bosons, which have inhomogeneous terms in their BRST transformation laws.
To denote these fields exclusively, we use a wavy line:
Aar → (2.72)
Next we have to represent the BRST transformed operators sϕ. We will use
separate notations for the homogeneous parts and the inhomogeneous parts.
The homogeneous parts, present for all fields except antighosts, will be drawn
as follows:
ca∆aϕ → (2.73)
The inhomogeneous parts in the transformation of gauge bosons and Goldstone
bosons are denoted by
Θarc
a → r . (2.74)
Finally, the insertion of Ba will be represented by a double line:
Ba = ΘarAar → (2.75)
Using these conventions, the STI (2.69) is represented graphically as
0 = +
∑
`
`
+
∑
`
`
. (2.76)
To complete our conventions for the graphical notation, we note that connected
Green’s functions will always be denoted by shaded blobs. Next, a dot at the
end of an external line indicates that the corresponding line is not amputated.
Since we will later deal with 1PI Green’s functions and Green’s functions with
amputated external lines, these distinctions are essential. Finally, observe that
we have deliberately chosen a diamond shaped blob for the connected Green’s
functions with insertions of ca∆aϕ. This distinction is made because, in pertur-
bation theory, most contributions to these Green’s functions are contact terms.
This means that, in momentum space, most contributions vanish when all ex-
ternal lines are multiplied by inverse propagators and external momenta are set
to onshell values.
The case of the two-point function, i. e. the propagator, is special, because in
this case it does not make sense to consider amputation. Therefore, we do not
use a diamond shaped blob in the corresponding STI, which we state explicitely:
0 = + + (2.77)
18
Having established a notation for the STIs of connected Green’s functions, we
turn to the Lee identities, i. e. the STIs for 1PI Green’s functions. In this case, it
proves useful to develop a notation for the Lee identity (2.44) of the generating
functional Γ itself.
To begin with, Γ is depicted as a white blob:
Γ = (2.78)
The derivatives of Γ w.r.t. a classical field are drawn as an external line indicating
the respective field:
Γϕ = ϕ . (2.79)
The generalization to higher functional derivatives is obvious. Note that, in
contrast to the case of connected Green’s functions, external lines do not have
a dot. This indicates an amputated line.
The derivatives of Γ w.r.t. the sources Kϕ of the BRS transformed fields are
1PI vacuum expectation values of the BRS transformed operators sϕ. Again,
we split these into homogeneous and inhomogeneous parts. The homogeneous
parts are depicted as
ΓKϕ = ∆ϕ
. (2.80)
For the inhomogeneous parts contributed by gauge bosons and Goldstone bosons,
it is best to write them out analytically. This is easy, because the corresponding
operators are linear in ca. Hence, we have
ΓKAar
∣∣∣
inhom
= Θarc
a . (2.81)
Likewise, the gauge fixing functional can be inserted analytically. The Lee
identity (2.44) can then be depicted as
0 = (Θarc
a) · r +
∑
ϕ 6=c¯a ∆ϕ
ϕ
+
(
Θ¯arAar
) · (2.82)
We would now like to use partial integration to let Θ and Θ¯ act onto the Green’s
functions instead of the fields.8 Unfortunately, the fifth component of either
Θ or Θ¯, being a mere number, cannot be partially integrated. To avoid the
introduction of an extra symbol, we adopt the convention that, whenever Θ or
Θ¯ act on an 1PI Green’s function, the sign of the spacetime derivative has to be
reversed. While this definition may seem confusing at first sight, it will appear
quite natural and convenient, once we consider the perturbative expansion of
STIs in momentum space.
It is now evident, that the first term of the Lee identity can be written as a
functional differential operator:
Θar
r
= Θar
δ
δAar
≡ (2.83)
We have chosen a double bar notation to represent this particular linear com-
bination of 1PI Green’s functions because, as we shall demonstrate shortly, it
8Remember in this context that the dots denote spacetime integration.
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is closely related to the insertion of Ba in a connected Green’s function. In a
similar manner, we can represent the last term as
Aar · Θ¯ar =
r ·Aar (2.84)
Notice the absence of a dot at the end of the line. This allows a distinction
from the symbols used for connected Green’s functions. The change in the
order of factors has been performed to make more apparent, that the spacetime
argument associated with the end of the ghost line is the same as that of Aar .
The Lee identity for the generating functional of 1PI Green’s functions now
takes the final form
0 = ca × +
∑
ϕ 6=c¯a ∆ϕ
ϕ
+
r ·Aar . (2.85)
Some remarks concerning the interpretation of this identity are in order. Most
importantly, this identity is still dependent on external sources. Therefore, de-
spite appearances, ghost number is not violated in the displayed diagrams. A
second consequence of the source dependence is that individual 1PI Green’s
functions in the identity are in general not proportional to momentum conserv-
ing delta functions in momentum space. Finally, since, in this work, we have no
need for Green’s functions with more than one insertion of a BRST transformed
operator, we will implicitely assume that the sources Kϕ are set to zero.
A further remark concerns the term involving the homogeneous parts of the
BRST transformations. We emphasize that the ϕ-line in the homogeneous term
is not a propagator. Rather, this term represents the multiplication (or, more
precisely, convolution) of two 1PI Green’s functions.
In spite of these cautionary remarks, the prescription for deriving STIs for
individual 1PI Green’s functions is actually simple: Take a suitable number of
functional derivatives w.r.t. fields ϕ, remembering to apply the product rule for
differentiation, and afterwards set sources to zero. In particular, to obtain a
nonzero identity after setting sources to zero, at least one derivative w.r.t. a
ghost field ca must be taken.
To illustrate the rules, we derive a master identity for 1PI Green’s funtions
without external ghost lines. This is done by taking a functional derivative
w.r.t. ca and setting ca and c¯a to zero. The result is:
0 = +
∑
ϕ 6=ca,c¯a ∆ϕ
ϕ
+
r ·Aar (2.86)
We will soon need the STI for the inverse propagators with at least one Aar -line,
which we can readily get by taking a functional derivative w.r.t. Aar and setting
all sources to zero:
0 = + + (2.87)
Here and in the following, the sum over fields should be implied. In momentum
space, this is now really an identity among momentum conserving 1PI Green’s
functions, where the homogeneous term contains the product of two such Green’s
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functions. The sum is over all bosonic fields that do not carry a conserved
quantum number.
Since the Lee identities are nonlinear identities, the product rule would make
it rather cumbersome to depict an STI for an individual 1PI Green’s function
with several external lines, like we did for the STIs of connected Green’s func-
tions in (2.76). Therefore, we refrain from doing so in this general setting. We
will have ample opportunity to demonstrate the explicit form of such STIs in
the perturbative expansions.
2.4 STI for Ghost Green’s Functions
Before discussing the perturbative expansion of the STIs, we derive an STI for
a connected Green’s function with external ghosts. We will need this STI later
to determine the correct set of gauge flips for diagrams with ghost lines. These
flips have not been determined in [5], because ghosts do not contribute at tree
level.
We are interested in the STI for the following connected Green’s function:
G12 = 〈Wµ1 c¯2c3ϕ4〉c , (2.88)
where ϕ can be any field but ghost or antighost, and spacetime arguments have
been indicated by subscripts.
The STI for G12 can most easily be derived in the canonical formalism, using
the BRST charge Q:
0 = 〈{iQ, c¯1c¯2c3ϕ4}〉
= 〈B1c¯2c3ϕ4〉 − 〈c¯1B2c3ϕ4〉+ 〈c¯1c¯2(sc)3ϕ4〉 − 〈c¯1c¯2c3(sϕ)4〉 . (2.89)
The graphical representation of this STI reads9
0 = − +
+ − − (2.90)
Observe that this STI is actually an identity relating the contractions of two
Green’s functions, G12, as defined above, and G21 = 〈c¯1Wµ2 c3ϕ4〉c. However,
the contact terms in this STI do not show a similar decomposition.
9The sign change for the first two diagrams is caused by bringing the fields into canonical
order, with fermions preceding antifermions. Had we not done this here, the sign would have
crept in on expanding at tree level.
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2.5 Perturbative Expansion
The STIs for connected Green’s functions in (2.76) and (2.90) as well as the
STIs for 1PI Green’s functions derived from the Lee identity (2.85) must be
evaluated in perturbation theory.
This can be done in the standard way, for instance, by using the Gell-Man-
Low formula for expressing the Green’s functions in the interaction picture,
using Wick’s theorem to evaluate contractions. The resulting expansion in the
coupling constant can, as usual, be expressed through Feynman rules. In addi-
tion to the normal Feynman rules of the gauge theory, however, additional rules
are necessary for the insertions of BRST transformed operators.
We have already introduced graphical notations for these operators in the
last section. Now, however, we promote these drawings from mere mnemonic
devices to representatives for analytical expressions. Consider, for instance, the
homogeneous part in the BRST transformation rule of a gauge boson W aµ :
sW aµ
∣∣
hom
= cb∆bW aµ = −gfabccbW cµ (2.91)
The Feynman rule for this operator is just what remains when the field operators
are taken away by contractions. Therefore, we have the rule
a, µ
b
c, ν
= −gfabcδνµ . (2.92)
In a similar way, the Feynman rules for the homogeneous parts in the BRST
transformation laws of the other fields can be obtained. They are listed in the
appendix A.
The inhomogeneous parts in the BRST transformation laws of gauge bosons,
Goldstone bosons and antighosts are all expressible by means of the operators
Θ and Θ¯. These operators contain derivatives. Therefore, we have to be careful
to obtain the correct momentum space Feynman rules. To this end, we define
the Fourier transforms of Θ and Θ¯ by∫
d4x eipxΘar(x)f(x) =
(−ipµ,−Ma)f(p) ≡ Θar(p)f(p) (2.93)∫
d4x eipx Θ¯ar(x)f(x) =
(
1
ξa
ipµ,Ma
)
f(p) ≡ Θ¯ar(p)f(p) . (2.94)
The sign in the exponential function of the Fourier transformation corresponds
to outgoing momenta. Thus, the momentum space Feynman rules for connected
Green’s functions are given by
p
= Θ¯r(p)
p
r
(2.95)
p
r
=
p
Θr(p) . (2.96)
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In both cases, the momentum p is to be interpreted as outgoing, i. e. p is directed
from the blob to the end of the external line.
1PI Green’s functions will generally be defined with incoming momenta.
This definition is actually the most useful for the following reason: The tree level
1PI Green’s functions correspond precisely to the inverse propagator and the
interaction vertices of the theory. When momenta are interpreted as incoming,
the interaction vertex in momentum space corresponding to particles ϕ1, ϕ2,
and ϕ3 with incoming momenta p1, p2, and p3, respectively, is obtained as
Γϕ1(p1)ϕ2(p2)ϕ3(p3) . (2.97)
Had we chosen outgoing momenta, this functional derivative would correspond
to an interaction vertex of three conjugate particles ϕ¯1, ϕ¯2, and ϕ¯3.
For 1PI Green’s functions, the correct momentum space Feynman rules for
the inhomogeneous parts in the BRST transformation laws are then, with mo-
menta interpreted as incoming,
p
= Θr(p)
p
r
(2.98)
p
r
=
p
Θ¯r(p) . (2.99)
Observe that the momentum dependence of Θ and Θ¯ in these Feynman rules
is consistent with our earlier definitions for the action of these operators on
connected and 1PI Green’s functions. Indeed, the respective definitions differ
by a sign in the derivative part, which in momentum space translates into a
sign change of the momentum. If we replace incoming by outgoing momenta in
the Feynman rules for 1PI Green’s functions, this sign change is apparent. The
usefulness of these definitions can be appreciated in the next chapter, where we
discuss the expansion of STIs at tree level.
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—3—
Tree Level STIs and Gauge Flips
As mentioned before, the ultimate aim of our work is to show how minimal
gauge invariant classes of Feynman diagrams with loops for connected Green’s
functions in gauge theories can be constructed by employing a set of graphical
manipulations, called gauge flips. Due to the intricacies of multi-loop diagrams,
this is a complicated task. Therefore, it is essential that we decompose this
task into manageable parts, using an appropriate notation. The purpose of the
present chapter is to introduce the corresponding decomposition and notation.
To this end, we first state the STIs for the tree level vertices of the theory. Next,
we demonstrate how minimal gauge invariant classes of tree Feynman diagrams
can be constructed using the STIs for tree level vertices, and then provide the
link to gauge flips.
The essence of this chapter is the realization that STIs can be proven in a
purely diagrammatical way, dispensing completely with any explicit analytical
expressions. We will first demonstrate this on specific examples, then go on to
develop a systematic approach implementing this strategy for the general case.
The present chapter has some overlap with [5]. However, since our approach
to the diagrammatical proof of STIs differs significantly from the one presented
in [5], we consider the inclusion of this material necessary for a self-contained
presentation of the subject.
3.1 STIs and Effective BRST Vertices
In this section we derive all STIs for the tree level vertices of the gauge theory.
These identities are crucial for our later work, because we will be using tree level
identities to show how minimal gauge invariant classes of Feynman diagrams can
be constructed in higher orders of perturbation theory, i. e. for diagrams with
loops.
We begin by discussing the STIs for propagator and inverse propagator,
which, of course, are closely related. Then, we derive all STIs for tree level 1PI
Green’s functions, which we shall refer to simply as vertices, because they are
identical to the interaction vertices of the gauge theory. Note that the tree level
STIs derived in this section are collected in appendix B.
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3.1.1 Propagator and Inverse Propagator STIs
The STIs for the full propagator and the full inverse propagator have been
derived in (2.77) and (2.87). In both cases, the homogeneous parts in the BRST
transformation laws do not contribute at tree level. Consequently, the tree level
STIs read, respectively
= − (3.1)
= − . (3.2)
Since we have chosen the gauge fixing term to eliminate tree level mixing be-
tween gauge and Goldstone bosons, these STIs actually relate gauge boson and
Goldstone boson two-point functions to the ghost two-point functions.
Of course, the STIs for propagator and inverse propagator are not indepen-
dent. In fact, one could have been obtained from the other by applying the
identies
−1 = · = · . (3.3)
For good measure, we state explicitely the analytical expressions corresponding
to the STIs for the inverse propagators. These are given, for gauge bosons and
Goldstone bosons, respectively, by
(−ipµ)(−i)
(
(p2 −M2a )gµν −
(
1− 1
ξa
)
pµpν
)
= −
(
1
ξa
(−ipν)
)(
i(p2 − ξaM2a )
)
(3.4)
(−Ma) (i(p2 − ξaM2a )) = − (Ma) (i(p2 − ξaM2a )) .
(3.5)
3.1.2 Cubic Vertices
In the STIs for cubic vertices, there will be terms involving tree level inverse
propagators multiplying tree level BRST vertices. To make the notation un-
ambiguous, we cannot but introduce an extra piece of notation to make inverse
propagators recognizable. We choose to do this by adding a cross at one end of
the line representing the inverse propagator:
→ (3.6)
The STIs for physical cubic vertices, i. e. vertices without ghost lines,1 are ob-
tained by taking two functional derivatives of the master identity (2.86). The
result is
0 = + + + + .
(3.7)
1This definition of “physical” is, of course, not compatible with the notion of physical ex-
ternal states. However, in the present context we find it convenient to use the term “physical”
for all fields but ghosts or antighosts.
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At this point, we emphasize that the last two terms are present only for gauge
boson and Goldstone boson lines. This feature will prove very important in the
next chapters.
We shall also need the STIs for the ghost vertices. This is evident, because
we are interested in diagrams with loops, where ghost lines can occur. The
relevant STIs must be derived from the original Lee identity (2.85), because in
the master identity (2.86) the ghost sources are already set to zero. We obtain:
0 = − + . (3.8)
The minus sign in this STI is essential.
3.1.3 Quartic Vertices
The STI for a quartic vertex involving only physical fields is obtained by taking
three derivatives of the master identity (2.86):
0 = + + + . (3.9)
In the context of STIs for 1PI Green’s functions, the three rightmost diagrams
are likely to be interpreted correctly, namely, as the (sum over fields of a) mul-
tiplication of a tree level BRST vertex by a cubic tree level vertex. However,
when we are going to use tree level STIs inside larger diagrams contributing
to connected Green’s functions, there is considerable potential for confusion,
because then the lines connecting the cubic vertex to the BRST vertex could be
mistaken for propagators.
However, observe that each of the three diagrams with BRST vertex behaves
effectively like a quartic vertex. Therefore, it is convenient to introduce an
effective BRST vertex by defining
≡ . (3.10)
In this work, we shall use effective BRST vertices mainly in the graphical eval-
uation of STIs. However, nothing prevents us from associating an analytical
expression with an effective BRST vertex and using it as a Feynman rule. We
will demonstrate this on some examples below for illustration purposes. Notice
that an effective BRST vertex is not symmetric under permutations of external
lines. In particular, the direction present in the original diagram is kept.
Using the notation for effective BRST vertices, the STI for the quartic vertex
with physical fields becomes
0 = + + + . (3.11)
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Now, for some fields there may not be a quartic tree level vertex with a gauge
boson or Goldstone boson. In such cases, the first diagram in (3.11) is absent.
Concerning physical fields, this condition is met for the fermion fields Ψ and Ψ¯.
Consequently, for these fields we have the STI
0 = + + . (3.12)
Inserting the corresponding analytical expressions this is seen to be the closure
condition on the Lie algebra of generators in the fermion representation:
0 = g2γµtatb − g2γµtbta − ig2γµfabctc = g2γµ([ta, tb]− ifabctc) (3.13)
If unphysical vertices are taken into account, we can appeal to the absence
of quartic ghost vertices. The corresponding STI is obtained by taking three
derivatives of the Lee identity (2.85):
0 = + − . (3.14)
If the non-ghost line corresponds to a gauge boson, this identity is just the
Jacobi identity for the structure constants of the Lie algebra:
0 = (−gfabe)(gfcedpµ) + (−gfead)(gfcbepµ)− (−gfebd)(gfcaepµ)
= g2pµ
(
fabefcde + f bcefade + facef bde
)
(3.15)
Then, if the non-ghost line corresponds to a Goldstone boson, we get the upper
left component of the Lie algebra relation for the generators Xa (cf. (2.53)):
0 = g2ξcMc
(−fabetecd − tacetbed − uacj(−ubjd) + tbcetaed + ubcj(−uajd)) (3.16)
In a similar manner, taking the non-ghost line to be a Higgs boson line, we
would get the lower right component of the Lie algebra relation for Xa.
In any event, we see that the minus sign in the identity (3.14) is essential.
3.1.4 Five-Point Vertices
Of course, in a renormalizable theory, there are no five-point vertices. However,
like in the case of quartic ghost vertices, the STI resulting from taking four
derivatives of the Lee identity (2.85) (or, equivalently, three derivatives of the
master identity (2.86), since only physical vertices are involved) is nontrivial
and reads:
0 = + + + . (3.17)
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Here, we have again used the notion of effective BRST vertices to rewrite
≡ . (3.18)
3.2 STIs of Connected Green’s Functions: Examples
3.2.1 The STI for the Connected Three-Point Function
Denote by G3 the generic connected three-point Green’s function with at least
one external gauge boson or Goldstone boson line and only physical external
lines on tree level. In terms of Feynman diagrams, G3 can be written
G3 = . (3.19)
The STI for G3 is obtained by expanding (2.76) for three external lines at tree
level:
0 = + + + +
(3.20)
Actually, we could take this identity as a starting point for the analysis of STIs
of Green’s functions with more external lines, instead of deriving it from STIs for
the tree level vertices. However, using this STI has the advantage of keeping the
number of Feynman diagrams very small, making it easier to see what happens.
To begin with, we use (3.1) to replace the double line, corresponding to an
insertion of Ba, in the first diagram on the RHS. This leads to
p
= −
Θr(−p)
= − · . (3.21)
To understand this important relation, remember that the Feynman rules for
vertices were defined for incoming momenta. On the other hand, the momentum
p must be interpreted as outgoing. Therefore, according to (2.98), the contrac-
tion of Θr(−p) with the cubic vertex produces the first term on the RHS of the
STI (3.7).
We will encounter this pattern, which does apply at a quartic vertex in the
same way, over and over again in subsequent chapters. Therefore, it is useful to
introduce a concise and intuitive notation for the above relation. To this end,
we define
· ≡ (3.22)
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With this notation, the replacement of the Ba insertion becomes simply
= − . (3.23)
This relation, incidentally, explains the usefulness of the definitions (2.66) and (2.65)
of Θ and Θ¯, respectively, in chapter 2.
Now, when we apply the STI (3.7), the inverse propagators in the terms
with homogeneous BRST vertices will cancel the propagators connected to the
two external lines on the right. The inhomogeneous terms, on the other hand,
will contain expressions of the form
= = − , (3.24)
where the left end of the line is attached to the cubic vertex. This proves (3.20).
In practice, we will be going to use this STI inside larger diagrams in the
following form:
= + + + (3.25)
Likewise, we shall use an STI for the connected three-point function with two
external ghost lines, which can alternatively be derived from (3.8) or directly as
an STI for the connected Green’s function:
− = . (3.26)
3.2.2 The STI for the Connected Four-Point Function
To see the identities (3.25) and (3.26) at work, and to provide an example for
the use of STIs for the quartic vertices, we consider the connected four point
Green’s function.
Denote by G4 the connected four-point Green’s function with at least one
external gauge boson or Goldstone boson line, and only physical external lines,
expanded on tree level. We represent G4 by a sum of Feynman diagrams as
follows:
G4 = s4 + t4 + u4 + q4
= + + + (3.27)
However, since G4 is intended to represent the most general connected Green’s
function with one external gauge field line, each of the displayed diagrams has
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to be interpreted as a sum over all possible Feynman diagrams with the given
topology. This sum may be zero if no Feynman diagram exists according to the
Feynman rules. For instance, if two external lines correspond to fermions, the
diagram with quartic vertex will be absent. On the other hand, there may be
more than one Feynman diagram for a particular topology, if the propagator
may correspond to more than one field. (Remember in this context that, for
our present purposes, gauge bosons and Goldstone bosons count as members of
a single field Aar .)
We shall adopt this interpretation of diagrams for the remainder of this work,
unless we explicitely state something else.
Correspondingly, the STI for G4 can be represented, using (3.1), as:
+ + +
=
∑
ϕ
 + +

∑
ϕ
 + +

(3.28)
The sum is over the three external lines other than one with the double line.
We concentrate on the first diagram on the LHS. Employing (3.25), we can
replace this diagram by
= + + + .
(3.29)
The first two diagrams on the RHS are required for the four-point STI (3.28).
In the third diagram, we can apply (3.25) again, yielding
= + + + . (3.30)
All terms are required for the four-point STI (3.28). We are left with the last
diagram in (3.29). Proceeding in a similar manner for the second and third
diagram on the LHS of (3.28), we see that the STI is satisfied up to the sum
+ + (3.31)
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This sum is precisely cancelled by the contribution of the diagram with quartic
vertex in (3.28). To see this, just multiply the STI (3.11) by one ghost propaga-
tor at the upper left line, and three propagators for the remaining, unspecified
external lines.
3.3 Diagrammatical Relations
In the last section, we demonstrated on several examples how tree level STIs
for connected Green’s functions can be derived from the STIs for the vertices.
Remarkably, although analytical expressions could have been inserted in each
intermediate step, we did not have to write out a single formula in order to prove
the validity of the STIs. Rather, we demonstrated that a sum of diagrams could
be obtained by making replacements in other diagrams, the ones with double
lines, according to the rules specified by vertex STIs.
In this section we will put this strategy on a sound basis. This will enable
us to think and calculate entirely in terms of diagrams instead of analytical
expressions, using an appropriate terminology. Once we have done this, we are
in a good position to attack the really interesting case of Green’s functions in
higher orders of perturbation theory.
We introduce the necessary terminology in the next subsection. After that,
we will define the replacement of a diagram with a double line by applying
STIs as a map among linear combinations of diagrams. We are then going to
investigate the properties of this map. Having established the formalism, we
treat, as our last tree level example, the connected four-point Green’s function
with two external ghost lines. Once we have finished this, we are ready to make
the connection to gauge flips as a means of constructing gauge invariant classes
of Feynman diagrams.
3.3.1 Sums and Sets
Consider an arbitrary Green’s function G. At a particular order of perturbation
theory, G has an expansion in terms of Feynman diagrams with a fixed number of
loops. We denote by F (G) the set of all diagrams contributing to this expansion,
leaving the number of loops implicit. F (G) is called the forest of G.
Given the forest F (G) of Feynman diagrams, we define the Green’s function
G itself as
G =
∑
d∈F(G)
χ(d)d . (3.32)
In this expression, the weight factor χ(d) is the product of symmetry factors
and fermion loop signs pertaining to the diagram d according to the Feymman
rules. Note, that we really define G as a linear combination of diagrams, not
of the corresponding analytical expressions. (Although the transition from the
former to the latter is, of course, trivial.)
Now consider a Green’s function G with an external gauge boson line. In
general, we can extract from G a contribution to a scattering amplitude of a
physically polarized gauge boson. Replace the gauge boson by the unphysi-
cal linear combination Ba (the gauge fixing functional), and call the resulting
Green’s function Θ(G).2 There is a corresponding STI, in which Θ(G) is set
2The use of the symbol Θ will be justified in the next subsection.
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equal to a sum over Green’s functions with insertion of a single BRST trans-
formed operator. We denote this sum by W(G) and refer to it as the contact
terms of the STI. For instance, in the STI for the propagator 〈W aµW bν 〉c,
0 = 〈BaW bν 〉
c
+ 〈c¯a(sW bν )〉
c
, (3.33)
we have
Θ(G) = 〈BaW bν 〉
c
and W(G) = 〈c¯a(sW bν )〉
c
. (3.34)
We define the expansions of Θ(G) andW(G) in complete analogy to the expan-
sion (3.32) of G:
Θ(G) =
∑
d∈F(Θ(G))
χ(d)d (3.35)
W(G) =
∑
d∈F(W(G))
χ(d)d (3.36)
The point of these definitions is that they allows us to formally consider con-
tributions to Green’s functions or STIs as elements in the free vector space
of Feynman diagrams, with rational coefficients. This construction is well de-
fined, because the Feynman rules instruct us to sum over topologically different
Feynman diagrams only, such that the underlying Feynman diagrams are re-
ally linearly independent. The statement that a certain linear combination of
Feynman diagrams vanishes has a precise and unambigous meaning in this con-
text: The coefficient of every diagram in the linear combination must vanish
separately.
On the other hand, for some purposes it is convenient to be able to use set
terminology for the Green’s functions G, Θ(G) orW(G). A particular example,
which we shall encounter in this work, concerns the question whether a given
diagram can be produced by replacing the contracted external line in another
diagram according to the vertex STIs, irrespective of the coefficients. We will
soon define this replacement as a map in the free vector space of Feynman
diagrams. The question could then be formulated in the language of linear
combinations as follows: d is contained in a sum S of diagrams if it appears in
S with a nonvanishing coefficient. Such phrases could only avoided by defining
the abovementioned map for sets of Feynman diagrams, too.
Therefore, we shall use set terminology in connection with G, Θ(G) and
W(G) in an intuitive sense. In particular, we will say that a diagram d is
contained in a Green’s function G. Also, we will say that a set of Feynman
diagrams satisfies an STI, implying that the STI is satisfied by the sum over all
diagrams with corresponding coefficients.
Note, however, that relations among linear combinations of diagrams will
never be understood in the set theoretical sense. Thus, if we write down an
equality between two expansions in Feynman diagrams, we always mean equality
of coefficients for every Feynman diagram in the sum.
As a simple example, consider the gauge boson self energy Πµν in a pure
Yang-Mills theory. In dimensional regularization, there are just two nonzero
diagrams. Thus,
F (Πµν) =
{
,
}
(3.37)
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The Green’s function itself is expanded as
Πµν =
1
2
− . (3.38)
Πµν satisfies the STI (2.86), evaluated at one-loop level. The statement that
the set (3.37) satisfies the STI will be taken to mean just that.
3.3.2 Contraction as Map
In the previous section, we have defined the Green’s function Θ(G) as the
Green’s function obtained from G by replacing a certain gauge boson by the
unphysical linear combination Ba of gauge bosons and Goldstone bosons. We
refer to this replacement as contraction, since it amounts to contracting the
operator Θ¯r or Θr with a Green’s function of the (formally) five dimensional
gauge field Ar.
The STI for the Green’s function G expresses the statement that the sum
of the contraction Θ(G) and the contact terms W(G) is a vanishing linear com-
bination of Feynman diagrams. We have already seen in the explicit tree level
examples of section 3.2, that the contraction produces a sum of diagrams from
each diagram contributing to G. It is therefore natural to consider the contrac-
tion as a linear map Θ in the space of linear combinations of Feynman diagrams.
We use the same symbol here as for the operators Θr and Θ¯r to emphasize the
close relationship.3 The use of different symbols for connected and 1PI Green’s
functions is unnecessary here, because it will always be clear from the context
which one applies.
We now have to give a definition of the map Θ. Since Θ is assumed to be
linear, it suffices to define it for a single diagram d contributing to G. Recall
how, in the derivation of the STI for the four-point function, we had to use
the STI (3.7) repeatedly (cf. the discussion around (3.29) and (3.30)). This
is the general pattern: The sum of diagrams Θ(d) will always be obtained by
repeatedly applying contractions at vertices of d.
To formalize this observation, we define the elementary contraction θ of a
vertex to extract the homogeneous parts in the tree level STIs:
θ ≡ + (3.39)
θ
≡ (3.40)
In particular, for the quartic vertex θ is equal to the full contraction. On the
other hand, for the cubic vertex we have
0 = +
θ
+ + . (3.41)
3In fact, for the analytical expressions corresponding to G, the operators Θr and Θ¯r do
the same as the operator Θ for the formal linear combination of Feynman diagrams.
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In a similar manner, the elementary contraction can be defined for the STI of
the ghost vertex:
0 = θ −
θ
≡ − (3.42)
Thus, at a ghost vertex θ is equal to the full contraction.
Again, for use inside larger diagrams, the following versions of the cubic
vertex-STI are actually more convenient:
+
θ
= + (3.43)
θ
−
θ
= . (3.44)
Let us rewrite the evaluation of the contraction in (3.29) using our new termi-
nology:
Θ

 = −
= −
θ
− θ − − −
(3.45)
We can make this result even more uniform by defining θ to be the identity map
for the endpoints of external lines:4
θ ≡ (3.46)
We can now describe precisely the action of the contraction map Θ on a single
diagram d. Θ is given by the contraction of a gauge field line at some vertex
e. At e, an STI can be used to replace the contracted vertex by a sum of other
terms. Independent of the nature of e, there will always be a contribution to this
sum by evaluating the elementary contraction θ at e. However, if e is a cubic
physical vertex, the use of the STI (3.43) will produce a new contraction at a
4In principle, this is not a contraction, because the external line carries a five dimensional
index. This could be remedied by defining a Feynman rule associating with an external vertex
with index r the tensor δsr and then contracting θ into s. However, the meaning of (3.46)
should be intuitively clear without this complication.
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neighboring vertex v, if e is connected to v by a gauge boson or Goldstone boson
line. At v, we can evaluate the contraction in exactly the same way. Observe
that, in this process, the gauge boson or Goldstone boson line connecting e and
v is replaced by a ghost line. This process is recursively iterated. The recursion
terminates, when no more cubic vertex with outgoing gauge field lines can be
reached from another contracted vertex.
When the recursion stops, Θ(d) will be expressed as a sum of diagrams, each
of which can be characterized uniquely in the following way. Define a path in
d as a sequence of gauge field propagators, connecting e to some vertex v of d
via cubic vertices, such that no propagator appears twice. In particular, this
implies that a path always starts at an external vertex. Evidently, the recursive
evaluation of Θ(d) will eventually proceed along every path in d. Also, if a vertex
w cannot be reached by a path, there will be no term in Θ(d) corresponding to
a contraction at w. As an example, consider the following diagram, where all
gauge bosons have been made explicit:
d =
e
2
4
5
3
1 (3.47)
There are three paths in this diagram, which we indicate in by drawing the
corresponding gauge field propagators in a bold line style:
e
2
4
5
3
1
e
2
4
5
3
1
e
2
4
5
3
1
P1 = {e, 1} P2 = {e, 1, 2} P3 = {e, 1, 3}
(3.48)
The vertices 4 and 5, on the other hand, cannot be reached by any path. Thus,
the contraction Θ(d) will decompose into a sum over contributions of the paths
P1, P2, and P3.
Consider now the evaluation of the elementary contraction θ at the endpoint
v of a path P . If v is an external vertex, θ will produce a single term according
to (3.46). If v is a cubic vertex, θ produces a sum of two diagrams:
θ
n1
n2
n3
v = −
n1
n2
n3
−
n1
n2
n3
(3.49)
Either of the two diagrams on the RHS can be identified uniquely by specifying
the second propagator, apart from the ghost propagator, coincident with the
effective BRST vertex. These are (n3, n2) for the first diagram as well as (n2, n3)
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for the second diagram. Note that, in general, it is really necessary to specify
the propagator, even though one might be tempted to think that specifying the
vertex n2 or n3 would be sufficient. However, n2 may be equal to n3, in which
case the vertex does not provide enough information. The propagators, on the
other hand, can be distinguished if necessary by an additional label, e. g. their
momentum.
If v is a quartic vertex, it gets replaced by a sum of terms with an effective
BRST vertex:
θ
n1 n4
n2 n3
v =
n2
n1
n3
n4
v +
n2
n1
n3
n4
v +
n2
n1
n3
n4
v (3.50)
Also in this case, either of the three diagrams on the RHS is uniquely identified
by specifying the second propagator connecting to the BRST vertex, which is
(n2, v), (n4, v), and (n3, v), respectively.
In any event, an arbitrary diagram in Θ(d) can be characterized uniquely by
a path P and, if the path does not end at an external vertex or a ghost line, an
additional edge specifying the direction of the resulting BRST vertex.
As an example, consider the path P1 of the diagram d in (3.47). Evaluating
the elementary contraction θ at the vertex 1, we obtain the following two terms:
e
2
4
5
3 e
2
4
5
3
n1 = (3, 2) n′1 = (2, 3)
(3.51)
Now let a path P and a direction n in a diagram d be given. A contribution
to Θ(d) can be obtained by replacing P with a ghost line and performing θ in
the direction of n. Call this operation an elementary contraction of the diagram
d, denoted by θ(P,n)(d). With this notation, the two elementary contractions
in (3.51) would be denoted as θ(P1,n1)(d) and θ(P1,n′1)(d), respectively.
Let P(d) be the set of all possible combinations (P, n) of paths and directions
for the diagram d. Then, the complete contraction Θ(d) can be written as a
sum of elementary contractions of d:
Θ(d) =
∑
P(d)
θ(P,n)(d) (3.52)
The sum is over all possible paths and directions. At tree level, all diagrams in
this sum are distinct. However, as we shall see, in higher orders different choices
of P and n may lead to the same diagram. One of the major tasks in the proof
of STIs for higher order diagrams will be to demonstrate that the occurrence of
nontrivial coefficients does not spoil the required cancellations.
For further illustration, we may look back at the example of section 3.2.2.
For instance, in (3.45) the paths are visible as ghost lines. The evaluation of
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the elementary contraction θ in the first and second diagram can be read from
relations (3.29) and (3.30). As an example of an elementary contraction at a
quartic vertex, cf. (3.31).
Equation (3.52) defines the action of Θ on a single diagram. Its action on a
linear combination of diagrams is then defined in an obvious way by linearity.
Evidently, we do not learn anything new about the STI of G4 in this termi-
nology. The point of the decomposition of Θ(d) in terms of elementary contrac-
tions is that it allows for a reorganization which will simplify the diagrammatical
proof of STIs immensely.
3.3.3 Decomposing the Contraction Map Θ
In this section, we show how the contraction Θ as well as the elementary con-
traction θ, of diagrams as well as vertices, can be decomposed in such a way
that the production of contact terms can be disentangled from the cancellations
occurring in the diagrammatical proofs of STIs.
In section 3.2.2 we showed how the diagrams in the four point Green’s func-
tion G4 conspire to produce the contact terms W(G4) of the STI when the con-
traction Θ(G4) is evaluated. In general, Θ(d) for a single diagram d contained
contact term diagrams as well as diagrams that had to cancel in order for the
STI to be satisfied. The cancellation was then achieved by picking appropriate
terms from the contributions of all diagrams.
While this approach ultimately worked, the proof of the STIs can be arranged
much clearer by separating the production of contact term diagrams from the
cancellations. The basic idea is the following: Let G be some connected Green’s
function and W(G) the sum of contact terms. The contraction Θ(G) is given
by
Θ(G) =
∑
d∈G
χ(d)Θ(d) =
∑
d∈G
χ(d)
∑
P(d)
θ(P,n)(d) , (3.53)
with χ(d) the weight factor of the diagram d.
We now decompose Θ(G) as follows:
Θ(G) = Ω(G) + B4(G) + B5(G) + Bc(G) (3.54)
We define the various maps in this sum for single diagrams and then extend by
linearity. Then, let G be some Green’s function and d a diagram in d. If G has
no external ghost lines, Ω(d) is the sum over all diagrams in Θ(d) with one of
the following subdiagrams at the end of external lines:
θ
(3.55a)
(3.55b)
For Green’s functions with external ghost lines, we include, in addition, diagrams
with an elementary contraction at a ghost line, if the outgoing ghost line is an
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external line (indicated here by an open circle):
θ
n
(3.55c)
B4(d) is the sum over all diagrams in Θ(d) with a quartic effective BRST vertex
without extra ghost lines:
, (3.56)
B5(d) is the sum over all diagrams in Θ(d) with a five-point effective BRST
vertex:
. (3.57)
Finally, Bc(d) is the sum over all diagrams in Θ(d) with either an elementary
contraction at a ghost line or an effective BRST vertex with extra ghost lines,
but not if the outgoing ghost line is an external line:
θ
n
(3.58a)
(3.58b)
Given the decomposition (3.54) of Θ(G), the STI Θ(G) +W(G) = 0 can be
verified by proving separately Ω(G)+W(G) = 0 and B4(G)+B5(G)+Bc(G) = 0.
We will do this in the next chapter.
First, however, we show how the various terms in the decomposition can
be expressed quite naturally as sums over decomposed elementary contractions.
To this end, consider again a single diagram d. Clearly, it is possible to express
Ω(d) as a sum over paths and directions. Now, however, only those combinations
(P, n) are selected, for which the contraction θ(P,n) satisfies the corresponding
criteria. Denote the set of such combinations (P, n) by PΩ(d). Then
Ω(d) =
∑
PΩ(d)
θ(P,n)(d) . (3.59)
It is possible to eliminate the restriction on the summed paths by defining an
elementary contraction ω as follows:
ω(P,n)(d) =
{
θ(P,n)(d) for (P, n) ∈ PΩ(d)
0 for (P, n) /∈ PΩ(d) (3.60)
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In complete analogy, we define the restricted path sets PB4(d), PB5(d), and
PBc(d), as well as the elementary contractions β4, β5 and βc. Obviously, P is
the disjoint union of the restricted path sets:
P(d) = PΩ(d) ∪ PB4(d) ∪ PB5(d) ∪ PBc(d) (3.61)
Therefore, we have the following decomposition of the elementary contractions
θ of d:
θ(P,n)(d) = ω(P,n)(d) + (β4)(P,n)(d) + (β5)(P,n)(d) + (βc)(P,n)(d) . (3.62)
For every pair (P, n), exactly one of the terms in this sum is nonzero.
Finally, the decomposition (3.62) of elementary contractions θ(P,n)(d) of di-
agrams induces a corresponding decomposition of the elementary contraction θ
of a single vertex. For instance, β4 will perform only replacements that lead to
a subdiagram of the form (3.56).
For many purposes, it is useful to decompose the elementary contraction β4
further into β43 and β44 according to the origin of the quartic BRST vertex. In
particular, β43 will act only at a cubic vertex:
β34
= + . . . (3.63)
β44, on the other hand, will produce quartic BRST vertices from quartic vertices:
β44
= − − − (3.64)
Accordingly, we decompose the elementary contraction (β4)(P,v) into (β43)(P,v)
and (β44)(P,v). Likewise, B4 is split into B43 and B44.
The foregoing discussion might appear very formal. However, there is a very
intuitive explanation for what our definitions achieve. Suppose we are interested
in how the diagrams in B4(G), i. e. with subdiagrams of the form (3.56), can
be produced by applying STIs in the diagrams of G. Of course, we could just
recursively evaluate the contraction Θ(d) as described in the last subsection,
throwing away all undesired diagrams. A better approach would be to just pro-
duce the desired contractions, ignoring paths (P, n) which would not contribute
to B4(G). The neglected elementary contractions can then be picked up later
by one of the remaining maps. The above definitions just formalize this simple
idea.
3.4 The STI for the Two-Ghost Four-Point Function
In this section, we use the formalism developed in the last section to verify the
STI (2.90) for the connected four-point Green’s function G12 with two external
ghost lines at tree level. This will enable us to derive gauge flips for diagrams
external ghost lines.
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First, we write down the expansion of G12 at tree level:
G12 = s12 + t12 + u12 = + + (3.65)
The names have been introduced for future reference. G21 is obtained from G12
by exchanging the gauge field line with the incoming ghost line:
G21 = s21 + t21 + u21 = + + (3.66)
The contact terms of the STI (2.90), evaluated at tree level, are given by
W(G12) = − W(G21) = − +
− − + + . (3.67)
To verify the STI (2.90) at tree level, we have to show that
Θ(G12)−Θ(G21) =W(G12) . (3.68)
To begin with, let us note that B4 and B5 are identically zero in this case, the
former because every elementary contraction of a diagram will involve a ghost
line, the latter because there are no five-point subdiagrams.
Next consider Bc. For s12, we have
Bc(s12) = Θ(s12) = −
βc
. (3.69)
Doing the same for s21 and using the STI (3.26), we get
Bc(s12)− Bc(s21) = − . (3.70)
Then, we have
Bc(u12) = − (3.71)
40
Bc(t21) = − (3.72)
On the remaining diagrams, Bc gives zero. Collecting the contributions to Bc,
we get a cancellation by making use of the STI (3.14):
Bc(s12)− Bc(s21) + Bc(u12)− Bc(t21) = 0 (3.73)
Finally, we have to evaluate the contributions of Ω. From t21, we get
Ω(t21) = − − − ω . (3.74)
Next evaluate the contribution from t12:
Ω(t12) = −
ω
(3.75)
Using (3.26), we can add up the two contributions to get
Ω(t12)− Ω(t21) = + − . (3.76)
This is precisely one half of the contact terms. Doing the same manipulations
for u12 and u21 we arrive at
Ω(t12) + Ω(u12)− Ω(t21)− Ω(u21) =W(G12) . (3.77)
We have exhausted all nonzero contributions to Θ(G12) and Θ(G21). Therefore,
the STI (3.68) is proven.
3.5 Gauge Cancellations and Gauge Flips
In this section, we want to make a connection between cancellations in the STIs
for G4 on the one hand and G12 as well as G21 on the other hand, and gauge
flips. We have already established a notation for the diagrams in these Green’s
functions (cf. (3.27), (3.65), and (3.66)).
Let us briefly recall the derivation of the STI for G4, using the terminology
developed above: The contact terms W(G4) are produced by Ω, i. e. we have
Ω(G4) +W(G4) = 0. B5(G4) and Bc(G4) are identically zero, the former due
to lack of a sufficient number of external lines, the latter due to the absence of
ghost lines. B4 is split into B43 and B44 according to (3.63) and (3.64). Now
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B43 yields zero on q4, while B44 yields zero on s4, t4 and u4. The remaining
nonzero contributions cancel precisely:
B43(s4) + B43(t4) + B43(u4) + B44(q4) = 0 (3.78)
This relation clearly shows that no real subset S of G4 can satisfy the STI on
its own.5 For this to be true, S would have to satisfy
Θ(S) = Ω(S) . (3.79)
But this implies
B4(S) = 0 , (3.80)
which is impossible for a real subset of G4 according to (3.78).
We can put it another way. If we start with one diagram, s4 say, and
require that diagrams be added until (3.79) holds, we see that we are successively
forced to add t4, u4, and q4 as well. Now elementary gauge flips are defined
as the possible transformations among elements of F (G4). Therefore, we can
express this result as the statement that all possible elementary gauge flips
must be applied to s4 in order to obtain a set of diagrams satisfying (3.79).
This demonstrates the connection between gauge cancellations and elementary
gauge flips for G4.
Next we are going to derive elementary gauge flips for diagrams in G12 by
considering the cancellations in the STI (3.68) for G12 and G21. Since this is
an STI for two Green’s functions at the same time, we need to find a general-
ization of the requirement (3.79) for a subset of diagrams to satisfy the STI by
itself. Denoting by S12 and S21 subsets of G12 and G21, respectively, a natural
generalization would be to demand
Θ(S12)−Θ(S21) = Ω(S12)− Ω(S21) . (3.81)
However, this requirement is actually not sufficient to guarantee that the RHS
is a subset of the contact termsW(G12). To see this, observe that, for diagrams
with ghost lines, ω does not produce a contact term directly when applied to
a single diagram in G12. Rather, we must subtract the contribution of a corre-
sponding diagram in G21 to get a contact term. We have seen this explicitely
in (3.76). Therefore, (3.81) has to be supplemented by the constraint that the
RHS must be contained in the contact terms W(G12).
A glance at (3.73) shows that the cancellations alone already select two
diagrams each from G12 and G21. The supplementary constraint then forces us
to choose all of G12 and G21. Since elementary gauge flips for diagrams with
two external ghost lines are precisely the transformations among diagrams in
G12 (or, equivalently, G21), this is again equivalent to the statement that (3.81)
can only be satisfied by a set which is invariant under elementary gauge flips.
Before closing this section, let us comment on two points. First, the reader
familiar with the literatur on gauge flips may wonder why we did not discuss el-
ementary gauge flips among four-point diagrams with four external ghost lines.
The reason is that, as we shall see in the next chapters, these are really not
needed to prove the STIs we consider. However, for more general STIs (e. g.
5Here and in the rest of this section, we make extensive use of set terminology for Green’s
functions. For a justification, cf. section 3.3.1.
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STIs with several contractions), or in the study of the gauge parameter depen-
dence of Green’s functions, the situation may be different. As a second remark,
we note that the STI for the (non-existent) five-point vertices has not been used
up to this point, because we only considered four-point Green’s function on tree
level. However, this STI plays a crucial roˆle in the gauge cancellations already
at tree level [5]. Likewise, it will have to do its part in the case of higher order
diagrams.
3.6 Projections
Before we enter into the discussion of gauge cancellations in higher order dia-
grams, we introduce yet one more useful tool. Clearly, it would be desirable
if we did not have to consider all diagrams of a Green’s function at once. To
this end, observe that an elementary contraction θ of a diagram d preserves
many properties of d. In particular, although θ exchanges cubic gluon vertices
by ghost gluon vertices (and propagators accordingly) on the path to the con-
tracted vertex, this does not change the total number of cubic vertices. When θ
acts on a vertex inside d, it may remove a propagator, joining two cubic vertices
into an effective BRS vertex. Essentially, this produces a quartic vertex from
two cubic ones. But this can happen only once for every elementary contraction
of d. Consequently, cancellations can only take place among diagrams for which
the number of quartic vertices differs by one. We have seen an example of this
in the discussion of the STI for G4 in section 3.2.2.
Therefore, it makes sense to consider for a Green’s function G the subset of
diagrams with exactly ν quartic vertices. More precisely, since G is an element
of the free vector space over Feynman diagrams, we can consider the projection
of G onto the subspace of diagrams with ν quartic vertices. We will denote this
projection as
[G]ν . (3.82)
There is another important property of a diagram d that can only be changed
in a very controlled way, namely, the number ρ of ghost loops. Of course, this
is irrelevant on tree level. However, decomposing a connected Green’s function
according to the number of ghost loops will simplify the proof of cancellations
involving the STIs for ghost vertices a lot. Therefore, we introduce a projection
of G on the subspace of diagrams with ρ ghost loops, denoted as
[G]ρ . (3.83)
Clearly, both projections are independent. Therefore we can consider the sub-
space of diagrams with ν quartic vertices and ρ ghost loops. The projection of
G onto that subspace is then
[G]νρ . (3.84)
The contact terms W(G) can be projected in the same way.
If the theory contains physical fermions, the number of fermion loops is
actually preserved by elementary contractions. In principle, then, we could in-
troduce a further projection onto the subspace of diagrams with a fixed number
of fermion loops. However, because this number does not change at all, all rela-
tions among diagrams will hold separately in each subspace. We can therefore
leave this decomposition implicit.
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Groves of General Connected
Green’s Functions
In this chapter, we demonstrate, how the multi-loop Feynman diagrams corre-
sponding to an expansion of a general connected Green’s function G (without
external ghost lines) at an arbitrary order of perturbation theory can be de-
composed into groves, i. e. subsets of Feynman diagrams satisfying the STI by
themselves (in a sense to be made precise below). As a byproduct, we obtain a
full diagrammatical proof of the STI for G.
This chapter is organized as follows. First, we briefly discuss the prerequisites
and introduce the necessary terminology for a diagrammatical proof of the STI.
Then we prove the STI to one-loop order. The one-loop proof will already show
many general features of the gauge cancellations in higher orders of perturbation
theory. In particular, we are then ready to make the connection between the
cancellations occuring in the proof of the STI and gauge flips. After that we
extend the proof of the STI to arbitrary loop order and argue that the groves
can still be constructed by the set of gauge flips derived from the one-loop proof.
4.1 Preliminaries
The STI for a single contraction of a connected Green’s function G without
external ghost lines has been given in (2.76). Using the terminology developed
in chapter (3), this STI can be written as
0 = Θ(G) +W(G) , (4.1)
This identity has to be considered at a fixed order of perturbation theory, cor-
responding to a fixed number L of loops. Proving (4.1) is equivalent to demon-
strating that the recursive evaluation of Θ(G) equals the contact terms W(G)
with the opposite sign. We assume that the divergencies generally occuring in
higher order diagrams are regularized using dimensional regularization, so that
Θ(G) can be evaluated by using tree level STIs naively even in divergent parts
of Feynman diagrams, which is justified because dimensional regularization pre-
serves gauge invariance.
We can reduce the combinatorial complexity by decomposing G and W(G)
according to the number of ghost loops and the number of quartic vertices,
because, as we shall soon demonstrate, the map Θ changes these numbers by at
most one. Once we have determined how the gauge cancellations work, we can
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use this information to define the correct set of gauge flips for the construction
of minimal gauge invariant subsets of F (G).
4.2 STI at One-Loop
In this section we take G and W(G) to refer to their respective expansions in
one-loop Feynman diagrams. Using the decomposition (3.54), we will verify the
STI (4.1) by successively proving the following statements:
Ω(G) +W(G) = 0 (4.2a)
B4(G) = 0 (4.2b)
B5(G) = 0 (4.2c)
Bc(G) = 0 (4.2d)
4.2.1 Production of Contact Terms
We begin by proving (4.2a), which states that the production of contact terms
is entirely described by the action of Ω. From the defining contractions (3.55) of
Ω it is obvious that these contractions can change neither the number of quartic
vertices nor the number of ghost loops. For the elementary contraction ω is zero
at a quartic vertex or ghost vertex. Therefore, (4.2a) must hold separately for
every projection [G]νρ of G. Since we can project the contact termsW(G) in the
same way, we have to show
Ω
(
[G]νρ
)
+ [W(G)]νρ = 0 . (4.3)
For notational convenience, however, we shall continue to write G instead of
[G]νρ, and likewise forW(G), in the remainder of this section, the decomposition
being implicitely understood. We can do so safely, because Ω preserves ν and
ρ.
We are going to verify (4.3) in two steps. First, we demonstrate that for every
diagram d in G, Ω(d) is contained in W(G) with the opposite sign. (Formally,
this means that the projection of Ω(d) +W(G) onto Ω(d) vanishes.) In the
second step, we show that every diagram inW(G) can be produced by applying
an elementary contraction ω to some d in G. These two statements clearly imply
the relation (4.3).
Every diagram produced by applying an elementary contraction ω(P,v) to d
in G constitutes a valid Feynman diagram for W(G). This is clear, because the
forest F (W(G)) consists of all diagrams with a subdiagram (3.55a) or (3.55b)
in place of an external line, with the ghost line replacing a gauge field line
originating at the contracted external gauge field line. Note that this argument
is actually independent of the number L of loops. Furthermore, the relative sign
between ω(P,v)(d) and the corresponding contribution toW(G) is caused by the
relation (3.23). Consequently, we need only show that every nonzero ω(P,v)(d)
is produced with the correct symmetry factor. (Since the number ρ of ghost
loops is preserved by ω, the sign of the weight factor is automatically correct.)
Let d′ = ω(P,v)(d). d′ will have the same symmetry factor as d unless the
ghost line in d′ destroys an automorphism of d. This can happen because a
ghost line is always directed while the gauge field line it replaces may be not, if
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the gauge field is neutral. Examples are provided by the gluon ghosts in QCD
or the ghosts of photon and Z0 in the SM.
At one loop level, d can only have a nontrivial automorphism if it contains
one of the following tadpole or self energy diagrams as subdiagram:
(4.4)
Among these, only in the rightmost diagram, i. e. the self energy, can the path
P pass through the loop. For definiteness, we consider the case of the gluon
self energy in QCD. Now, while the gluon self energy has a symmetry factor
1/2, the ghost self energy has not. On the other hand, there are two equivalent
paths through the gluon self energy. Both paths are appear in the sum Ω(d),
whence the ghost self energy is produced twice:
Ω−→ + (4.5)
Thus, the symmetry factor is cancelled, and consequently d′ will be produced
with the correct symmetry factor of unity. This shows that Ω(G) is contained
in W(G).
We are not yet ready, however, because in principle it would be possible
that there exists a diagram d′ in W(G), which is not in Ω(G). This is, however,
impossible, because given d′ in W(G) we can always reverse the contraction by
replacing the ghost line by a gauge field line and reading the definition of the
elementary contraction ω backwards. This process will give us a valid Feynman
diagram for G. (Although not necessarily with the correct weight, but that does
not matter here.) Consequently, d′ must be in Ω(G). This completes the proof
of (4.3), hence (4.2a).
In the next sections, we will verify the remaining relations of (4.2). The proof
of these relation is actually at the heart of this work, because it will disclose the
gauge cancellations among various diagrams, thus allowing us to justify the use
of gauge flips in constructing gauge invariant classes of Feynman for one loop
processes.
4.2.2 Cancellations in B4(G)
In this section, we are going to verify the validity of (4.2b). We have seen an
explicit example of the cancellations in B4(G4) in the derivation of the STI for
the four-point Green’s function G4 on tree level in chapter 3. This identity is a
relation for offshell values of the external momenta. Therefore, the same cancel-
lation would take place among four larger diagrams related to each other by the
exchange of a single four-point subdiagram, chosen from the set {s4, t4, u4, q4}
of diagrams constituting F (G4). Indeed, this observation is the basis for the
construction of gauge invariant classes of Feynman diagrams in the tree level
case.[4][5]
It is reasonable to expect that in the one loop case, too, similar cancellations
take place among diagrams for which the number of quartic vertices differs by
one, irrespective of the number of ghost loops. Indeed, we shall now prove that
B43
(
[G]ν
)
+B44
(
[G]ν+1
)
= 0 . (4.6)
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Since B43 increases the number of quartic vertices by one, this means that the
sector of B4(G) with ν quartic vertices (not counting the effective BRST vertex)
receives contributions from diagrams with ν and ν+1 quartic vertices, and that
these contributions cancel precisely.
For the proof of (4.6), consider a diagram dt in [G]
ν :
dt =
2 3
5 6
1 4
(4.7)
For definiteness, we have chosen ν = 0 here. Our arguments will, however, not
depend on this choice. We have labeled the vertices for easier referencing.
Now apply the contraction B43 to dt. B43, like all contraction maps, can
be expressed as a sum of elementary contractions over all possible paths and
directions of dt. The nonzero contributions to B43 come from paths for which
endpoint and direction are given by two cubic vertices. These two vertices
define a four-point subdiagram of dt. To illustrate this point, we choose the
path Pt = {1, 5} and direction nt = 2.1 The corresponding subdiagram is
drawn in bold style in the following diagram:
2 3
5 6
1 4
(4.8)
We shall refer to this subdiagram as t. We use the letter “t” here to indicate
one of the three possible topologies of a four-point subdiagram with two cubic
vertices. The remaining two ones will be introduced in a moment.
The elementary contraction of dt corresponding to the above choice of path
and direction is given by
(β43)(Pt,nt)(dt) = −
2 3
1 4
. (4.9)
Now from dt we can obtain two diagrams ds and du in [G]
ν by replacing the
subdiagram t with the subdiagrams s and u, respectively, as follows:
ds =
2 3
1 4
5
6
du =
2 3
5 6
1 4
(4.10)
1Note that paths were actually defined as sequences of edges, not vertices. However, since
the endpoint of one edge in the path always is the initial point of its successor, it suffices to
specify the vertices, unless the path crosses a double edge. In the same spirit, we shall denote
the direction by a vertex, rather than an edge, if this identifies the direction uniquely.
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We have argued above, that a choice of path and direction, with endpoint and
direction two cubic vertices, defines a four-point subdiagram. The converse is
also true. In particular, if a four-point subdiagram d and a path P are given, the
direction is uniquely determined. This has the important implication that B43
can be written as a sum of elementary contractions over paths and four-point
subdiagrams instead of paths and directions. Note further, that the second last
vertex in P specifies the point where the ghost line enters the subdiagram d.
For instance, given the path Ps = {1, 5} and the subdiagram s for ds, the
direction vertex must necessarily be ns = 4. Likewise, for choosing Pu = {1, 6}
and u for du, we obtain nu = 3. The corresponding elementary contractions
yield
(β43)(Ps,ns)(ds) = −
2 3
1 4
(4.11)
(β43)(Pu,nu)(du) = −
2 3
1 4
. (4.12)
Depending on the nature of the three uncontracted external lines, there may or
may not exist a diagram with a subdiagram containing a quartic vertex in place
of t in dt (equivalently, s in ds or u in du). As an example of the latter case,
take two external lines of the subdiagram to correspond to physical fermions.
In this case, as well as all other cases where a quartic vertex does not exist,
the sum of elementary contractions (4.9), (4.11) and (4.12) cancels by an STI
like (3.12).
On the other hand, if a subdiagram q with quartic vertex does exist for the
given set of external lines of the subdiagram, we obtain a diagram dq in [G]
ν+1
by replacing t in dt with q:
dq =
2 35
1 4
(4.13)
We are interested in those contractions in B44(dq), for which the ghost line
enters the subdiagram at the vertex 1. To this end, we have to chose the path
Pq = {1, 5}. There are three possible choices of direction, namely, 2, 3 and 4.
Evaluating the corresponding elementary contractions yields
(β44)(Pq,2) + (β44)(Pq,3) + (β44)(Pq,4)
=
2 3
1 4
+
2 3
1 4
+
2 3
1 4
. (4.14)
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This cancels precisely with (4.9), (4.11) and (4.12), just as we anticipated at
the beginning of the section. It is easy to see why there is no difference to
the tree level case in our present example: The four-point subdiagram under
consideration has four distinct external points 1, 2, 3, and 4. Locally, then,
there is essentially no difference to the tree level case, if we use a regularization
scheme with shift invariance, like dimensional regularization.
Since the choice of path and subdiagram was arbitrary, our proof is complete
once we can show that, for every choice of four-point subdiagram and path, the
contributions of the elementary contractions β43 and β44 add up with equal
weight. For one-loop diagrams, this is a nontrivial assertion, because four-
point subdiagrams may have coincident external vertices. When the four-point
subdiagram is transformed in all possible ways as above, some of the diagrams
so obtained may be identical. In this situation, it is not obvious that the gauge
cancellations still work as before.
We must now investigate the implications of symmetries which affect the
chosen four-point subdiagram d. (If a symmetry does not affect d, since we
always pick diagrams that differ at most in d, the effect of the symmetry can
be at most a global factor.) We begin with the four-point subdiagram q with
a quartic vertex, because this subdiagram evidently has the highest symmetry.
The three ways to replace q by a subdiagram with a pair of connected cubic ver-
tices correspond precisely to the three different ways to group the four external
edges of q in pairs:
e1
e
e3
e2
→
e1
e
e3
e2
⇔ (e, e1)(e2, e3) ,
e1
e
e3
e2
⇔ (e, e2)(e1, e3) ,
e1
e
e3
e2
⇔ (e, e3)(e1, e2) (4.15)
In fact, the edge e is distinguished because it is part of the path leading to the
quartic vertex. Therefore, it actually suffices to specify the second member of
the pair containing e or, equivalently, the second pair.
Now consider applying the elementary contraction β44 to q. According to
the STI (3.11), we get a sum of three diagrams with an effective BRST vertex:
e1 e3
e2
= −
e1 e3
e2
−
e1 e3
e2
−
e1 e3
e2
(4.16)
Inside a larger diagram, the three diagrams with effective BRST vertex cor-
respond to three elementary contractions with the same path but different di-
rections. Evidently, these directions can be characterized by the same pairings
of edges as the three subdiagram topologies above. Therefore, the relevant
symmetries of the four-point subdiagram are automorphisms of the three undis-
tinguished edges. Furthermore, an elementary contraction characterized by the
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pair (e, ek) will automatically have the same symmetries as the corresponding
four-point subdiagram.
At one-loop level, there are only two such automorphisms. On one hand,
two edges may connect to the same vertex:
Vq = (4.17)
On the other hand, two edges may actually coincide:2
Sq = (4.18)
When the quartic vertex in Vq and Sq is expanded, the edge automorphism of
the subdiagram can be either preserved or spoiled. In the latter case, due to the
automorphism of the original diagram, there must be different pairings leading
to the same expanded diagram. All this can clearly be seen in the expansions
of Vq and Sq:
Vq → {Vs, Vt, Vu} =
 , ,
 (4.19)
Sq → {Ss, St, Su} =
 , ,
 (4.20)
Vs and Ss have the same automorphism as Vq and Sq. Vt and Vu are identical
because Vq is invariant under a permutation of the two edges which connect to
the same vertex. A similar argument explains the equality of St and Su. In this
case, however, the resultant subdiagrams still have an automorphism.
Now we have to evaluate the contractions of these diagrams and look whether
symmetry factors are global ones. First, consider the vertex diagrams:
1
2
β44(Vq) =
1
2
= −1
2
− (4.21)
1
2
β43(Vs) =
1
2
=
1
2
(4.22)
β43(Vt) = = (4.23)
2The symbols V and S stand for “vertex” and “self energy”.
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The sum of all contributions cancels. Since Vt = Vu, we could write this in a
more symmetric way as follows:
1
2
β44(Vq) +
1
2
β43(Vs) + β43(Vt) =
1
2
(
β44(Vq) + β43(Vs) + β43(Vt) + β43(Vu)
)
.
(4.24)
We see that the symmetry factor has turned into a common prefactor.
In a similar way, we get for the contractions of the self energy diagrams Sq
and Ss:
1
2
β44(Sq) =
1
2
= −1
2
− (4.25)
1
2
β43(Ss) =
1
2
=
1
2
(4.26)
To evaluate the contraction of Vt, we must be a little more precise about the
definition of elementary contractions. Actually, the elementary contractions
considered here should be contractions of diagrams, hence carry a direction. In
the previous cases the direction was always clear, so we could safely omit it.
Now, however, there are two choices:
1
2
=
1
2
+
1
2
= (4.27)
Both choices lead to equal diagrams. The reason is the same symmetry under
permutation of edges that led to the coefficient of unity in (4.27). Again, we
can use St = Su to turn the symmetry factor into a common prefactor:
1
2
(
β44(Sq) + β43(Ss) + 2β43(St)
)
=
1
2
(
β44(Sq) + β43(Ss) + β43(St) + β43(Su)
)
(4.28)
On the other hand, in both cases the potential problems with the symmetry
factors produced by automorphisms were resolved again through these auto-
morphisms. As we shall see when we investigate the multi-loop case, this is a
general scheme.
The demonstration of the cancellations in the four-point subdiagrams with
nontrivial symmetry factors completes the proof of (4.6). We emphasize that,
in order to produce the cancellations we do not have to match diagrams in [G]ν
and [G]ν+1, which is in general impossible because four-point subdiagrams can
overlap. Rather, we need only match diagrams in B43
(
[G]ν
)
and B44
(
[G]ν+1
)
to
make sure that the required gauge cancellations take place. This works because
the contractions B43 and B44 produce separate additive contributions for every
possible choice of four-point subdiagram. Thereby, overlapping subdiagrams are
disentangled.
Pictorially speaking, B43
(
[G]ν
)
and B44
(
[G]ν+1
)
each produce a pile of dia-
grams with effective BRST vertex. These can be sorted according to the subdia-
grams that contain the effective BRST vertex. It then turns out that both piles
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+
1
2
↔ 1
2
+
1
2
↔ 1
2
Figure 4.1: Matching terms in B43
(
[G3]
0) (on the LHS of the arrow) and
B44
(
[G3]
1) (on the RHS). The four-point subdiagrams are indicated by cuts in
the propagators. We have displayed only one half of all terms. The second half
is obtained by taking the mirror images of the displayed diagrams.
consist of the same set of diagrams, with matching coefficients, but opposite
sign.
We illustrate the matching of terms in B43
(
[G3]
0) and B44([G3]1) for the
connected three-point Green’s function G3 at one-loop in figure 4.1.
4.2.3 Cancellations in B5(G)
Our next task is to demonstrate the gauge cancellations leading to (4.2c). Since
B5 does not change the number of ghost loops we can leave the correspond-
ing decomposition of the forest implicit. Moreover, B5 uniformly reduces the
number of quartic vertices by one. Therefore, we claim that
B5
(
[G]ν
)
= 0 . (4.29)
In the following, we omit the index ν for simplicity. The five-point effective
BRST vertex in a diagram of B5(G) defines a five-point subdiagram. Therefore,
cancellations must be expected to take place among diagrams that are identical
up to changes in a five-point subdiagram. However, not all five-point subdia-
grams will produce a contribution to B5(G), but only five-point subdiagrams
containing one cubic and one quartic vertex:
n2
n1
n3
n4
v4
n5
v3 (4.30)
In this section, we will use the term “five-point subdiagram” for diagrams in G
exclusively in this restricted sense.
Presumably, cancellations in B5(G) are directed by the five-point STI (3.17).
Let d1 be a diagram in G. In analogy with the last section, we want to rewrite
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B5(d1) as a sum over choices of paths and five-point subdiagrams instead of
directions. For this to be true, the direction vertex of the elementary contraction
must be uniquely determined by specifying a path and a five-point subdiagram.
Now let s1 be a five-point subdiagram of d1 as above, characterized by the two
vertices v3 and v4, and choose the path to enter s1 at n5, i. e. P = {. . . , n5, v3},
where the ellipsis represents possible further vertices in omitted parts of d1.
Then, the direction vertex is uniquely determined to be v2, since v4 and n5
cannot be direction vertices, the latter because it is in the path, the former
because the contraction will push the BRST vertex onto v4. Thus, we can
characterize the corresponding elementary contraction of d1 as (β5)(P,s1)(d1):
β5
n2
n1
n3
n4n5
(4.31)
As in the last section, the line through which (β5)(P,s1) enters s1 is distinguished.
Now, there are exactly four choices of five-point subdiagrams possible with
the given set of external lines, corresponding to the four ways to choose the
external neighbor of the cubic vertex from n1 through n4. The choice n1 corre-
sponds to s1. Denoting the remaining subdiagrams as s2 through s4, we obtain
three diagrams d2 through d4 by replacing s1 in d1 by s2 through s4, respec-
tively. d2 through d4 constitute valid Feynman diagrams for G, for which P is
one possible path. Consequently, in B5(G) we can pick the sum of elementary
contractions
(β5)(P,s1)(d1) + (β5)(P,s2)(d2) + (β5)(P,s3)(d3) + (β5)(P,s4)(d4)
= + + + = 0 ,
(4.32)
which indeed cancels by the STI (3.17). Since the choice of path and subdiagram
was completely arbitrary, we are done, if we can show that symmetry factors
do not destroy the combinatorics.
Like in the last section, we only have to consider symmetries of contracted
five-point subdiagrams. At one-loop level, the only possible symmetries are two
kinds of symmetries under edge permutations: Either two edges on the quartic
vertex connect to the same vertex, or else two edges actually coincide.
When two edges of the subdiagram connect to the same external vertex, two
of the four possible subdiagrams will have an automorphism under permuta-
tions of these edges and come with a symmetry factor of 1/2. The other two
subdiagrams are identical and can be added as one half each, such that the
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symmetry factor turns into a global prefactor:
1
2
+
1
2
+
=
1
2
 + + +
 = 0
(4.33)
In the second case, two of four subdiagrams have a tadpole edge and come with
symmetry factor 1/2. The other two subdiagrams are identical, having a double
edge between cubic and quartic vertex, and consequently carry a symmetry
factor 1/2, too. For the latter subdiagrams, the contraction yields two identical
terms, making up for the symmetry factor, such that only a global factor is left:
1
2
+
1
2
+
1
2
=
1
2
 + + +
 = 0
(4.34)
Thus, we have proved (4.29).
4.2.4 Cancellations in Bc(G)
In this section we will demonstrate the cancellation of diagrams with contrac-
tions at ghost lines. Since we are presently considering only diagrams without
external ghost lines, it would appear that such contractions can only be gen-
erated in diagrams with a ghost loop. This guess is, however, wrong. Indeed,
in the one-loop case, we shall find that diagrams without ghost loop provide
cancellations for diagrams with ghost loop.
In this section, we can leave the decomposition of the forest according to
the number of quartic vertices implicit, because the elementary contraction βc
cannot change this number. On the other hand, the decomposition of G into
[G]0 and [G]
0
1 according to the number of ghost loops is essential.
First, let us demonstrate how a diagram d in [G]0 can produce a contribution
to Bc(G) even though by definition it does not contain a ghost line. To this end,
recall that the action of the complete contraction map Θ can be described as a
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recursive operation: Θ enters d through the contracted external line, performing
the elementary contraction θ at every vertex on its way, and then forking at every
cubic vertex in all possible ways. Thereby, Θ replaces each gauge field line by
a ghost line. Pictorially speaking, Θ drags a ghost line behind while forking
through the d. The action of Bc on d can be described in exactly the same way,
with the elementary contraction θ replaced by βc.
Now let dt be a diagram in G with a closed gauge field loop containing only
cubic vertices:
dt =
1
2
4
5
3
(4.35)
If Bc can enter the loop, it will circle the loop until it reaches the entry point
again. But since Bc drags a ghost line behind, the contraction will now encounter
a ghost line. This corresponds to an elementary contraction with a path Pt
the endpoint of which is already contained in Pt. For definiteness, we choose
Pt = {1, 2, 3, 4, 5, 3}. For our present purposes, it is convenient to split Pt into a
subpath P = {1, 2, 3}, connecting the start point of the path to the entry point
into the loop, and a subpath Lt = {4, 5, 3}, passing through the loop. Denoting
composition of subpaths by P ◦ Lt, the corresponding elementary contraction
(βc)Pt reads:
3
(βc)Pt(dt) = −
βc
1
2
4
5
3
(4.36)
(The minus sign is the obligatory one from (3.23).) As the tree level example
in section 3.4 suggests, a diagram in Bc(G) with an elementary contraction at a
ghost line must be combined with a similar diagram, producing a ghost BRST
vertex according to the STI (3.8) (or, equivalently, (3.26)).
From the above example, it is clear that a matching diagram can always
be found in Bc
(
[G]1
)
, i. e. among the contributions of diagrams with one ghost
loop. In particular, replace the loop in dt by a ghost loop, choosing the direction
of the ghost arrow identical to that in (βc)Pt(dt), to obtain a diagram ct in [G]1:
ct =
1
2
4
5
3
(4.37)
The subpath P is a valid path for an elementary contraction in Bc(ct). Evalu-
3Remember that no direction needs to be specified if βc is applied directly at a ghost line.
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ating this contraction yields
(βc)P (ct) = −
βc
1
2
4
5
3
. (4.38)
Adding both contributions using (3.26) we get, remembering to add the minus
sign for the fermion loop,
(βc)P◦Lt(dt)− (βc)P (ct) =
1
2
3
5
. (4.39)
The effective BRST vertex in this diagram defines a four-point subdiagram,
together with a direction. Presumably, a cancellation will take place with two
other contributions to Bc(G) according to the STI (3.14). Therefore, we have
to look whether such contributions can be found.
Go back to the original diagram dt. Consider the four-point subdiagram
defined by the vertices 3 and 4. These vertices are actually uniquely determined
by the path Pt, as entry point into the loop and its successor, respectively.
Transform this subdiagram as follows to obtain a diagram du:
1
2
3
5
4 (4.40)
In Bc(du), we can find an elementary contraction with path P ◦ Lu, Lu =
{3, 5, 4}:
(βc)P◦Lu(du) = −
1
2
3
5
(4.41)
Evidently, the ghost effective BRST vertex is contained in the same four-point
subdiagram as the one in (4.39). Since, in addition, the path P to the subdia-
gram is the same in both diagrams, we have found the first of the two matching
contributions.
The second one should be the same as (4.41) except for an interchange of
the two incoming ghost lines at the BRST vertex. This elementary contraction
can be found in Bc(cs), where
cs =
1
2
3
4
5
. (4.42)
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Observe that cs can be obtained from ct by a transformation of the four-point
subdiagram defined by the vertices 3 and 4, which are again uniquely determined
by the path Pt.
The desired elementary contraction in Bc(cs) is obtained by choosing the
path P :
(βc)P (cs) = −
1
2
3
5
(4.43)
Adding up all contributions, with appropriate fermion loop signs, we get a
complete cancellation:
(βc)P◦Lt(dt)− (βc)P (ct) + (βc)P◦Lu(du)− (βc)P (cs) = 0 (4.44)
It may seem that the indicated cancellation depends on the properties of the
chosen example diagram. This is, however, not the case. With one exception,
to be treated in a moment, the above proof covers the general one-loop case.
To see this, first note that all changes in the diagrams are confined to a single
four-point subdiagram. All parts of the diagrams outside this subdiagram were
completely arbitrary and did not change at all. Also, the number of vertices in
the loop was (almost) not essential. Indeed, we could have added any number
of vertices to the loop in almost all places without affecting the proof. The only
necessary constraint is, that the vertices 3 and 4 have to be neighbors. But if
they were not, 3 and 4 could by no means be contracted into an effective BRST
vertex anyway.
There is, however, one point we have to be careful about. In particular,
observe that the diagram cs in the above example has one vertex less in the
loop than dt, du and ct. Since this will be the case for any number of vertices
in the loop, this opens the possibility that there are unmatched contributions
for the maximum and minimum possible numbers.
Concerning the maximum possible number of vertices, observe that, if the
path P contains only the external line, no diagram of the form (4.43) is actually
produced. To see this, consider the following example:
βc
1
2
4
3
− βc1
2
4
3
(4.45)
When the two contractions are combined like in (4.39), they will contribute
to a cancellation among diagrams in Bc(G) with two ghost propagators in the
loop, not three. In fact, there is no diagram at all in Bc(G) with three ghost
propagators. Now observe that the number of vertices in the loop is actually
irrelevant for this argument, which depends only on the fact that the subpath
P from the external contraction to the loop is a trivial path consisting of just
a single external line. Therefore, we may conclude that no unmatched contri-
butions remain for one-loop diagrams with the maximum possible number of
vertices in the loop.
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On the other hand, the minimum possible number of vertices in a loop is one,
corresponding to a one-point Green’s function. The relevant contractions come
from the one-loop diagrams with a gauge field or ghost in the loop, respectively:
1
2
→ (4.46)
→ (4.47)
When the two contractions are combined using the STI (3.8), the ghost prop-
agator in the loop is cancelled, rendering the integrand of the loop integral
independent of the loop momentum:
− = ×
∫
d4q
(2pi)4
(4.48)
But in dimensional regularization, this integral vanishes identically.
Consequently, we have proven Bc(G) = 0. This completes the proof of the
STI (4.1) for the one-loop case.
4.3 Groves and Gauge Flips
In the last three sections, we have demonstrated how the STI for the one-loop ex-
pansion of a connected Green’s function (without external ghost lines) follows
from STIs for the tree level vertices. In the course, we conducted a detailed
analysis of the cancellations among the diagrams contributing to Θ(G). In par-
ticular, we have shown that the cancellations of a single contribution Θ(G) in
general require the existence of several diagrams in G. We can use this infor-
mation now to construct minimal subsets F (S) of the forest F (G) satisfying
the condition that Θ(S) contains nothing but contact terms, i. e. diagrams in
W(G).4
To make this notion precise, recall that, according to (4.2a), the contact
terms W(G) coincide with the contractions Ω(G) at external vertices. Since Ω
is a linear map, it makes sense to consider Ω(S) for a projection S of G onto a
subspace.5 Now we define the contact terms W(S) of S by
W(S) ≡ Ω(S) . (4.49)
Evidently, if G =
∑
j Sj for several projections Sj , then the contact terms of G
are the sum over contact terms of Sj , i. e. W(G) =
∑
jW(Sj).
4For the definition of the symbol F ( ), cf. 3.3.1.
5For the definition of a projection of a Green’s function, cf. 3.3.1.
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An invariant subset of the forest F (G) is defined as the set F (S), where S
is a projection of G satisfying
Θ(S) =W(S) . (4.50)
If F (G) is the (disjoint) union of r > 1 invariant subsets F (Sj), this means that
all cancellations required to satisfy the STI for G take place separately within
each invariant subset.
If the Green’s function G has several external gauge boson lines, the con-
traction Θ can be applied to each gauge boson line. Denoting by Θ`(G) the
contraction of G at the `-th gauge boson line and by W`(G) the corresponding
contact terms, we must then extend the definition of an invariant subset S to
include all possible contractions:
Θ`(S) =W`(S) for all ` (4.51)
In the following, (4.50) is always understood in this sense, so we will continue
to omit the label for the external gauge boson line.
In analogy to the tree level case [4], we now define the groves of F (G) as
the elements of the finest possible partitioning of F (G) into invariant subsets,
which in addition we require to be independent of the gauge parameters, once
onshell matrix elements are extracted from G.6
If F (Gr) is a grove, then no diagram can be omitted from F (Gr) without
violating the condition Θ(Gr) =W(Gr) or the gauge parameter independence.
It is in this sense, that groves are the minimal gauge invariant classes of Feynman
diagrams.
We are now going to demonstrate that the groves of a connected Green’s
function G can be constructed by performing graphical operations, called gauge
flips, on Feynman diagrams.
4.3.1 Constructing Groves
To construct a grove, we start with a set F (S) containing a single diagram d
in the connected Green’s function G. (This means S = χ(d)d.) Applying Θ to
S, we get
Θ(S) = Ω(S) + B4(S) + B5(S) + Bc(S) . (4.52)
In general, the B terms will be nonzero. Therefore, in order to satisfy Θ(S) =
Ω(S), we must add diagrams of G which provide the necessary cancellations.
First, consider B4(S). According to the discussion in 4.2.2, the required
cancellations will come from diagrams which differ from d in a single four-point
subdiagram. Specifically, call a subdiagram with at least one external gauge
field line a gauge subdiagram. A gauge subdiagram which can be reached by
a path is denoted as a reachable gauge subdiagram. Remember in this context
that, by definition, a path always starts at an external line.
We have seen that B4(d) can be written as a sum of elementary contractions
over reachable four-point gauge subdiagrams. Therefore, we have to add to
6The proper framework for the discussion of the gauge parameter dependence of Green’s
functions is provided by the so-called Nielsen identities [22]. A detailed discussion of the
gauge parameter dependence is, however, beyond the scope of this work and therefore left to
a separate publication [23]. We give a more intuitive definition here instead.
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S all diagrams obtained from d by replacing every reachable four-point gauge
subdiagrams by all possible four-point gauge subdiagrams.
The possible four-point gauge subdiagrams are precisely given by the forest
F (G4) of the tree level connected Green’s function G4 (which we discussed
in 3.2.2):
F (G4) = {s4, t4, u4, q4}
=
 , , ,
 (4.53)
Transformations among these subdiagrams are called elementary gauge flips [4].
Consequently, in order to get cancellations for B4(d), we have to add to F (S)
all diagrams constructed from d by applying elementary gauge flips to every
reachable gauge subdiagram in all possible ways. Denote the set so obtained by
F (S1). The projection of B4(S1), and hence also of Θ(S1), onto B4(d) is now
zero by construction.
However, S1 does not necessarily satisfy B4(S1) = 0. This condition may
be violated through the contributions of the newly added diagrams. Therefore,
we have to iterate the procedure: For every diagram in S1, perform elementary
gauge flips in reachable gauge subdiagrams in all possible ways, and add the
resulting diagrams to F (S1), thus producing a set F (S2). Continue in this
fashion until no more new diagrams are produced by applying the elementary
gauge flip. The resultant set F (S′) will satisfy B4(S′) = 0. Moreover, F (S′) is
a minimal subset of F (G) satisfying B4(S′) = 0, because no diagram could be
omitted without violating this condition.
Next, we consider B5(S′). As we have seen, cancellations in B5(d) require
that for every diagram d in S′ there exist in S′ all diagrams, which are obtained
from d by performing all possible transformations in reachable five-point gauge
subdiagrams of the form
F5 = {f1, f2, f3, f4}
=
 , , ,
 . (4.54)
Fortunately, with one exception, all such diagrams are already present in F (S′).
To see this, note that in a renormalizable gauge theory quartic couplings can
only involve gauge bosons, Goldstone bosons, and Higgs bosons. In the above
five-point diagrams, if the line connecting the cubic to the quartic vertex is a
gauge field line, the quartic vertex is reachable if the cubic vertex is. But if the
quartic vertex is reachable, the diagrams obtained by applying an elementary
gauge flip to the quartic vertex are already in S′. We demonstrate this for one
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elementary gauge flip:
→ (4.55)
In this case, it can be shown that all diagrams in (4.54) are obtained by per-
forming all possible elementary gauge flips in the diagram on the RHS.[5]
On the other hand, if in one of the four diagrams of (4.54) the quartic
vertex is a four-Higgs vertex, elementary gauge flips of the corresponding five-
point subdiagrams really have to be introduced.[5] Thus, the transformations
among the following five-point subdiagrams, where dashed lines denote Higgs
boson lines, have to be included among the elementary gauge flips:
F5 = {f1, f2, f3, f4}
=
 , , ,
 . (4.56)
Finally, we have to care about Bc(S′). Note that all cancellations discussed so
far were independent of the number of ghost loops. The cancellations in Bc(G),
however, were shown to take place among contributions of diagrams with and
without ghost loop. In particular, in section 4.2.4 we found that the following
four-point subdiagrams were required in order to produce a cancellation: , , ,
 (4.57)
Of these, the first two are present anyway because they are connected by an
elementary gauge flip. If in the last two diagrams we replace the ghost line by
a gauge boson line, the resulting diagrams are connected to the first two by
elementary gauge flips, too. Thus, if the diagrams in S′ do not contain a ghost
loop, we simply have to add those diagrams of F (S′) with a gauge field loop
with the loop replaced by a ghost loop in both possible directions, clockwise and
counterclockwise. On the other hand, if the diagrams in S′ all contain a ghost
loop, we can obtain F
(
S˜
)
by replacing the ghost loop by a gauge field loop in
all diagrams of F (S′), perform elementary gauge flips of reachable subdiagrams
in S˜ until it is invariant, and then proceed as in the first case. In this way, we
could avoid introducing elementary flips of ghost diagrams altogether.
However, for practical purposes the replacement of a gauge field loop by a
ghost loop and vice versa is very inconvenient. In particular, in contrast to the
elementary gauge flips, which are local transformations of a diagram in the sense
that nothing but the respective subdiagram is changed, the exchange of fields in
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a loop is not a local operation, because the loop may possibly pass through all
vertices of the diagram. It is therefore desirable to reduce the number of loop
replacements in favor of local operations.
This can be achieved by introducing elementary gauge flips of four-point
gauge subdiagrams with two ghost lines as follows. First, note that a single
loop replacement is unavoidable, or else we could never get a diagram with a
ghost loop if the diagrams in S′ had none, and vice versa. But once we have
two matching diagrams with and without ghost loop, all effects of elementary
gauge flips in the diagram with the gauge field loop can be simultaneously
transferred to the diagram with the ghost loop by defining elementary gauge
flips as transformations among the following four-point gauge subdiagrams:
F (G12) = {s12, t12, u12} =
 , ,

(4.58)
Observe that, as indicated, this is just the forest F (G12) of the tree level two-
ghost connected Green’s function, for which we proved the STI in 3.4. Thus,
this definition of elementary ghost gauge flips is consistent with the verification
of STIs for tree level connected Green’s functions with external ghost lines.
Similar to the case of the tree level STI for G12, we do not need a flip of a
four-point subdiagram with four external ghost lines in the proof of the ghost
cancellations (4.2d).
Let us summarize what we have shown. Given a diagram d in G, the min-
imal invariant subset S of G containing d can be constructed by the following
procedure: Initially, take S = {d}. Then, add to S all diagrams obtained from
d by applying elementary gauge flips, as defined in (4.53), (4.56), and (4.58), in
reachable subdiagrams. After that, add all diagrams obtained from diagrams in
S by replacing a ghost loop with a gauge field loop and vice versa. This step is
necessary, because a gauge field loop containing a quartic vertex becomes repla-
cable by a ghost loop if the quartic vertex is eliminated through an elementary
gauge flip. Repeat this process until no more new diagrams are created by either
elementary gauge flips or replacements.
We would now like to conclude that, apart from the necessary replacements
of a ghost loop by a gauge field loop, and vice versa, the groves of G can be found
by repeatedly applying gauge flips to every diagram in S in all possible ways,
until no more new diagrams are found. A gauge flip of a diagram is defined as
the operation of applying an elementary gauge flip to an arbitrary four-point
gauge subdiagram. On the other hand, the proof of the STI (4.1) does only
require that we include elementary gauge flips of reachable four-point gauge
subdiagrams. Thus, in principle the invariant subsets constructed by applying
all gauge flips to S may not be minimal invariant subsets, through the inclusion
of elementary gauge flips in non-reachable subdiagrams.
To provide a concrete example of how this might happen, consider the fol-
62
lowing gauge flip:
↔ (4.59)
Clearly, this is not an elementary gauge flip in a reachable four-point gauge
subdiagram, because the box subdiagram in which the flip takes place is not
connected to any external gauge boson. Yet, it constitutes a valid gauge flip by
definition.
In this particular example, the two displayed diagrams are connected by a
sequence of elementary gauge flips in reachable subdiagrams as follows:
→ →
→ → (4.60)
We have drawn in bold style the lines corresponding to the subgraphs in which
the next elementary gauge flip is performed. Evidently, each of these subdia-
grams is reachable. Thus, provided all intermediate diagrams are allowed by
the Feynman rules, the addition of diagrams produced by gauge flips in a non-
reachable subdiagram will not result in a non-minimal invariant subset.
However, the intermediate diagrams need not exist. For instance, if the dia-
grams in (4.59) were contributions to a Green’s function in QED, the diagrams
with a cubic gauge boson vertex do not exist. Consequently, the displayed gauge
flip cannot be achieved by a sequence of elementary gauge flips in reachable sub-
diagrams.
On the other hand, the gauge flip (4.59) is necessary in QED to guaran-
tee the gauge parameter independence of the complete amplitude. This can
be readily seen from the diagrammatical proof of the Ward-Takahashi identies
of QED [24], which requires a summation over all possible insertions of a con-
tracted gauge boson along a fermion line. Neighboring insertions are connected
by gauge flips, so the Ward-Takahashi identities instruct us to sum over all
gauge flips of contracted gauge bosons. In particular, this applies to the longi-
tudinal components of the photon propagator, which bear the gauge parameter
dependence. Consequently, the flip in (4.59) is not required for the construction
of an invariant subset in the sense of the definition (4.50), but it is required
if we want groves to be gauge parameter independent when contributions to a
physical amplitude are extracted.
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For the case of a general non-abelian gauge theory, broken or unbroken, this
result has also been proven for the tree level case [5]. Its extension to the one-
loop or multi-loop order will be discussed in [5]. In any event, we shall take the
groves of G from now on to denote the equivalence classes of G under sequences
of gauge flips, i. e. two diagrams d and d′ in G belong to the same grove if and
only if d′ can be obtained by successively applying a sequence of gauge flips
to d, and vice versa. With this definition, groves are always invariant subsets,
because the elementary gauge flips in reachable subdiagrams are a subset of all
possible gauge flips.
In the next section, when we extend the above proof of the STI (4.1) to the
multi-loop case, it will be seen that no new elementary gauge flips have to be
introduced in order to satisfy the STI. Therefore, the set of elementary gauge
flips is already the complete set even in the multi-loop case.
4.4 STI at n-loop
When we proved the general STI (4.1) at one-loop level in (4.2), only some of
our arguments depended on the fact that the diagrams in the Green’s function
G contained exactly one loop. Thus, in order to generalize to the multi-loop
case, we do not need to repeat the complete proof.
However, we shall organize the generalization in the same way as we orga-
nized the proof in the one-loop case. We claim that, in the multi-loop case, the
production of contact terms and the gauge cancellations can still be separated
into the statements of (4.2). We are now going to consider each statement
in turn, indicating the modifications required to transfer the proof from the
one-loop case to the multi-loop case.
4.4.1 Production of Contact Terms
The proof of the statement (4.2a) was based on the observations that all dia-
grams produced by the elementary contraction ω (cf. (3.55)) are in W(G), and
that, conversely, every diagram in W(G) was given as the elementary contrac-
tion ω of a diagram in G. These statements are clearly true in the multi-loop
case, too. Therefore, like in the one-loop case, we only have to worry about
symmetry factors.
For one-loop diagrams, there was only one potential source for a mismatch
of symmetry factors, which we could easily treat explicitely. In the multi-loop
case, we can no longer treat all possible cases by exhaustion. Rather, we have
to provide general arguments. However, to keep our discussion concrete, we will
illustrate our arguments on specific examples. For simplicity, we shall choose
our examples from a pure Yang-Mills theory, drawing gauge bosons as straight
lines for ease of notation. None of our arguments will depend on this choice.
Relation (4.2a) can be written, using the definition of elementary contrac-
tions of diagrams, as
Ω(G) =
∑
P(d)
χ(d)ωP (d) =
∑
F(W(G))
χ(c)c =W(G) . (4.61)
We know already that both sums are linear combinations of the same set of
diagrams. We now have to show that, if c is contained in ωP (d) (in the set
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theoretical sense), then
χ(d)ωP (d) = χ(c)c . (4.62)
If the symmetry factor χ(d) is nontrivial,7 i. e. χ(d) 6= 1, then the diagram d is
invariant under the action of an automorphism group A of edge permutations
with χ(d) = 1/|A|. Evidently, we need only consider paths P that are affected
by the permuations in A. Otherwise, ω(d) will have the same automorphism
group and hence the same symmetry factor as d.
As an example, we choose the following two-point diagram:
d =1 23
5
4
6
7
8
(4.63)
The automorphism group A(d) of d is the direct product of two independent
automorphisms, the first one a permutation of the two edges connecting 7 and
8, the second one a vertex permutation simultaneously taking 5 in 6 and 7 in 8,
and vice versa. Pictorially, both independent automorphisms can be interpreted
as an invariance under rotation about the axis defined by the external lines of
a two point function. Since A(d) contains four elements, we have χ(d) = 1/4.
No matter which path P we choose in d, the diagram ωP (d) will be less
symmetric than d, because the ghost line dragged through d introduces a di-
rection. In the present example, there are essentially two different choices,
P1 = {1, 3, 5, 4, 2} and P2 = {1, 3, 5, 7, 8, 6, 4, 2}, of path possible, leading to two
diagrams c1 and c2 in W(G), respectively:
c1 =1 2
3
5
4
6
7
8
(4.64)
c2 =1 2
3
5
4
6
7
8
(4.65)
7Fermion loop signs can be ignored, because the elementary contraction ω preserves the
number of fermion loops.
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c1 is still invariant under the permutation of the double edge, and consequently
has χ(c1) = 1/2, while c2 no longer has an automorphism.
Now, consider choosing P ′1 = {1, 3, 6, 4, 2} instead of P1:
c′1 =1 2
3
5
4
6
7
8
(4.66)
c1 and c′1 are actually identical Feynman diagrams, because one is obtained
from the other by a mere index relabeling simultaneously taking 5 in 6 and 7 in
8, and vice versa. But this is precisely the action of the original automorphism
of d, which has been destroyed by the contraction.
In a similar way, we can find three more paths leading to a diagram identical
to c2:
, ,
(4.67)
Again, these are identical Feynman diagrams, once vertex labelings are removed,
while the respective vertex labelings are obtained from the one of c2 by applying
the automorphisms A(d) of the original diagram. Altogether, we get
Ω(d) = χ(d)
∑
P(d)
ωP (d) =
1
4
(2c1 + 4c2) =
1
2
c1+c2 = χ(c1)c1+χ(c2)c2 . (4.68)
Thus, the automorphism ensure that the symmetry factors come out correct in
this example.
This is also true in the general case: Given a diagram d with automorphism
group A(d) and a path P in d, we can consider the action of the elementary
contraction ωP (d), leading to a contact term diagram c. We say that ωP pre-
serves the symmetries corresponding to a subgroup H of A(d), if H is equal to
the automorphism group A(c) of c. In terms of diagrams, this means that the
path P does not pass through the parts of d affected by the automorphisms in
H. The remaining automorphisms can be parametrized by the set A(d)/H of
(left or right) cosets. Now choose an α in A(d)/H. By definition, α must affect
the path P . Let us denote by Pα the path obtained from P by applying α to
the vertices in P . Then, we have
ωPα(d) = ωP (α(d)) = ωP (d) = c . (4.69)
The coefficient of c in the contact term sum W(G) is given by the sum over
elementary contrations and paths that produce c:
66
χ(d)
∑
P ′:c∈ωP ′ (d)
ωP ′(d) =
1
|A(d)|
∑
α∈A(d)/H
ωPα(d)
=
1
|A(d)|
∑
α∈A(d)/H
ωPα(d) =
1
|A(d)|
|A(d)|
|H| c =
1
|H|c =
1
|A(c)|c = χ(c)c (4.70)
This calculation shows that every diagram c in the contact term sum W(G)
is produced with the correct weight, proving (4.62), and hence (4.2a), in the
multi-loop case.
4.4.2 Cancellations in B4(G) and B5(G)
For the cancellations in B4(G) and B5(G) to work, the contracted four-point or
five-point gauge subdiagrams must come with the correct symmetry factor. We
would now like to give a general argument that this is always the case.
First, recall that the relevant symmetries are the symmetries of the con-
tracted diagrams. These are given as a sum of elementary contractions over
paths and subdiagrams. Consider a particular diagram d in G, as well as a
path P and a subdiagram s in d. Denote by H(d, P ) the subgroup of all au-
tomorphisms A(d) of d which leaves the path P unaffected. The remaining
automorphisms can be parametrized as in the last section by the set of (left
or right) cosets A(d)/H(d, P ). By an argument identical to the one given in
the last section, the automorphisms affecting the path just make sure that the
original symmetry factor 1/|A(d)| is reduced to the factor 1/|H(d, P )|, in ac-
cordance with the symmetries remaining when the ghost line has been dragged
along the path P . Now the cancellations in B4(G) and B5(G) take place among
diagrams that differ only in the subdiagram s, but, in particular, not in the part
containing P . Therefore, we need only take into account the automorphisms in
H(d, P ).
We discuss the cancellations in B4(G) first. For fixed P and four-point
subdiagram s, consider, as in (4.16), the contraction of the diagram dq in G,
which is obtained from d by replacing s with a quartic vertex:
e1 e3
e2
= −
e1 e3
e2
−
e1 e3
e2
−
e1 e3
e2
(4.71)
We display the four-point subdiagram only. It should be understood that the
diagram dq extends further, and that some of the displayed edges may coincide
or connect to the same vertex.
Denote by K(dq) the subgroup of H(dq) which leaves the edges e1 through
e3 unaffected.8 We must assume that K(dq) is really smaller than H(dq), or
else the symmetry factor 1/|H(dq)| is just a global factor for each of the three
diagrams on the RHS of (4.71). The automorphisms in the cosets H(dq)/K(dq)
will then necessarily permute one of the edges e1 through e3. However, for the
permutation to be an automorphism, it can at most permute the three edges
among themselves. (Remember that the edge with the contraction is invariant
8we omit the path argument in H(P, dq), because we consider a fixed path P .
67
under H(dq), because it belongs to the path.) Since the three diagrams with
effective BRST vertex coincide outside the subdiagram s, we have reduced the
problem to the investigation of automorphisms under permutations of the edges
e1 through e3.
We can exclude the possibility that two of the three edges coincide, because
this case has already been treated in section 4.2.2, in the discussion follow-
ing (4.16). This leaves only two cases to consider, namely, an automorphism
under permutation of either a pair of edges or all three edges. As an example
of the former case, consider the following two-loop diagram:
e1 e2
(4.72)
Now, remember that the three elementary contractions on the RHS of (4.71) are
characterized uniquely by the pair of edges not connected to the effective BRST
vertex. In the present case, if we choose the pair (e1, e2), the corresponding
elementary contraction will still be invariant under the automorphism. On the
other hand, the two remaining choices lead to identical diagrams, owing to
the action of the automorphism. Therefore, all symmetry factors turn into a
global prefactor. The argument is really the same as in our discussion of Vq in
section 4.2.2, so there’s no need to repeat the details here.
As an example for an invariance under permutation of all three edges, con-
sider
. (4.73)
In this case, all three elementary contractions are identical owing to the au-
tomorphism, leaving an invariance under permutation of two out of the three
edges. Thus, taking symmetry factors into account, we have
1
6
= −1
2
. (4.74)
By the same argument, expanding the quartic vertex in dq into a pair of cubic
vertices leads to three identical diagrams with an invariance under permutation
of two out of three edges. Evaluating the corresponding contraction yields
1
2
=
1
2
. (4.75)
Thus, the sum of all contributions cancels. This proves (4.2b) for arbitrary
numbers of loops.
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For the cancellations in B5(G), we can proceed in an analogous manner. The
subdiagram s is then a five-point subdiagram as in (4.30), with one out of five
external edges distinguished as lying on the path. The elementary contraction
β5 produces a five-point effective BRST vertex, which singles out one more out
of the remaining four edges (cf. (4.32)). Thus, the relevant automorphisms in
H/K are those permuting two or three edges at the quartic vertex of the five-
point subdiagram. (The case of a tadpole edge, i. e. a pair of coincident edges,
has already been treated as a special case in 4.2.3.) If at most two edges are
permuted by the automorphism, the symmetry factors work out exactly as in
(4.33).
As an example for the case of three permuted edges, consider the elementary
contraction
1
6
=
1
6
. (4.76)
Owing to the invariance under permutations of the three symmetric edges at
the quartic vertices, the remaining three elementary contractions, characterized
by connecting one of the symmetric edges to the cubic vertex, are all equal, still
having an automorphism under permutation of two out of the symmetric edges:
1
2
= 3 · 1
6
(4.77)
Thus, the four elementary contractions contribute with a common factor 1/6,
hence cancel according to (4.32). This proves (4.2c) for an arbitrary number of
loops.
4.4.3 Cancellations in Bc(G)
In contrast to the case of cancellations in B4(G) and B5(G), symmetry factors
play no roˆle for cancellations in Bc(G). This is easily seen from the structure of
the relevant four-point subgraphs in the STI (3.14): Of the three ghost effective
BRST vertices, only the one where two incoming ghost lines meet at the BRST
vertex can potentially support a symmetry under edge permutations. However,
in our applications there can be no automorphism under permutation of the
two incoming ghost lines, because one of them will circle a loop, while the other
begins at an external line. Of course, automorphisms affecting the path may
exist, but these can be treated exactly as in the last two sections. Consequently,
we can forget about symmetry factors altogether.
On the other hand, if we consider diagrams with L loops, there are now
diagrams with any number of ghost loops from 0 to L. Recall that, in the one-
loop case, the cancellations took place among diagrams with zero and one ghost
loop. In the multi-loop case, we shall now prove that[
Bc
(
[G]ρ + [G]ρ+1
)]
ρ+1
= 0 . (4.78)
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That is, cancellations take place in the (ρ + 1)-ghost-loop sector of Feynman
diagrams with effective BRST vertices, with contributions coming from ρ-loop
and (ρ + 1)-ghost-loop sector of G. As in the one-loop case, the number of
quartic vertices is preserved and can be left implicit.
We begin our discussion with an explicit example. Choose a diagram in [G]1,
i. e. a diagram with a single ghost loop:
d =
15
7 8
6
3 4
2
(4.79)
Since the contraction Bc(d) can be written as a sum of elementary contractions
over paths and directions, it suffices to consider a single path at a time. Con-
sider, for instance, the path P1 = {1, 2, 3, 5, 7, 3}. The corresponding elementary
contraction is given by
(βc)P1(d) =
15
7 8
6
3 4
2
. (4.80)
Ignoring the right ghost loop, this is exactly the same as the contraction (4.36)
in the one-loop case. Therefore, we can repeat all the steps leading to the can-
cellation in (4.44). This works because all diagrams required for the cancellation
differ, aside from the necessary replacement of a gauge field loop by a ghost loop,
in a single four-point subdiagram only, with the remaining parts of the diagram
kept fixed. In our specific example, the cancellation takes place in the sector
of diagrams with two ghost loops, with contributions coming from diagrams in
[G]1 and [G]2. However, our example diagram d could actually contain many
more loops, ghost or other, without affecting our arguments.
We have yet to consider two more paths with a nonzero contribution to Bc(d),
namely, P2 = {1, 2} with direction 4 and P3 = {1, 2, 4}. The corresponding
elementary contractions read:
(βc)(P2,4)(d) =
15
7 8
6
3 4
(4.81)
(βc)P3(d) =
15
7 8
6
3 4
2
(4.82)
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However, this time we can just ignore the left loop and proceed as in the one-loop
case. The displayed elementary contractions will then combine with elementary
contractions of diagrams in [G]0 without a ghost loop to form a cancellation
in the sector of diagrams with a single ghost loop. (Note that (βc)(P2,4)(d)
and (βc)P3(d) contribute to different cancellations.) Again, the structure of the
unaffected parts of the diagrams is actually arbitrary.
Finally, since cancellations take place among diagrams for which the number
of vertices in the contracted ghost loop differs by one, the cases of ghost loops
with the maximum or minimum possible number of loops can be treated in
exactly the same way as in the one-loop case. (Cf. the discussion at the end of
section 4.2.4.) Concerning cancellations in Bc(G), there is then essentially no
difference between the one-loop diagrams and multi-loop diagrams.
Given the possibility of overlapping gauge field loops, this result might ap-
pear a little surprising. Therefore, we will give a further illustration of the
combinatorics of the cancellations. To this end, we consider the action of the
contraction Bc on a diagram d as a recursive map. The contraction is prop-
agated into the diagram along gauge field lines, forking at every cubic vertex,
dragging a ghost line behind. Nonzero contributions require that the contrac-
tion encounters a ghost line. This happens in two ways: The contraction can
either hit a ghost loop, or it can traverse a gauge field loop completely, until it
hits the ghost line it dragged behind itself.
The latter case is particularly interesting, because then the contraction in-
creases the number of ghost loops by one. To see what this means for the case
of overlapping gauge field loops, suppose d has a two-point subdiagram of the
form
. (4.83)
When the contraction propagates into this subdiagram from the left, it will
produce the following elementary contractions: , ,
 (4.84)
Evidently, the contraction Bc produces a separate elementary contraction for
every possible choice of a single gauge field loop. But to each choice there
corresponds precisely a diagram with one more ghost loop than d, identical to
d up to the displayed two-point subdiagrams: , ,
 (4.85)
This property of the contraction Bc generalizes immediately to the case of an ar-
bitrary number of overlapping loops: The contraction Bc produces for a diagram
d a separate elementary contraction for every possible choice of a traversable
gauge field loop in d. Traversable here means that a path circling the loop must
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exist. Consequently, since the number of ghost loops of d was arbitrary, there
is a correspondence between the elementary contractions with ρ+1 ghost loops
in Bc
(
[G]ρ
)
and the diagrams in [G]ρ+1.
To see how this correspondence can be exploited to simplify the combi-
natorics of cancellations in Bc(G), consider the diagrams without ghost loop,
i. e. [G]0. Suppose of Bc circles a gauge field loop L0 along path P0 in a diagram
d0 in [G]0, producing (βc)P0◦L0(d0). Then, the corresponding diagram d1 in
[G]1 is obtained simply replacing the ghost line leading to L0 in (βc)P0(d0) by
the original gauge field line that was present in d0. The existence of the elemen-
tary contraction (βc)P0(d1) is then automatically guaranteed. The existence of
the other elementary contractions required for the cancellation follows from the
discussion above. Since Bc can do nothing else but pick a ghost loop in [G]0,
Bc
(
[G]0
)
is cancelled completely. The same applies to all diagrams with a single
ghost loop in Bc
(
[G]1
)
, because these were all required to cancel Bc
(
[G]0
)
.
However, we have not yet exhausted the action of Bc on [G]1. In fact, given
d1 in [G]1,
9 Bc may circle a gauge field loop L1 along a path P1 in d1. By the
same arguments as before, the existence of matching contributions in Bc
(
[G]1
)
and Bc
(
[G]2
)
can be inferred.
Evidently, we can continue this process up to an arbitrary number ρ of ghost
loops. The process will terminate when there is no more gauge field loop that
could be circled by Bc. Thus, we have proven that the cancellations in Bc take
place as claimed in (4.78). This completes the proof of the STI (4.1) for an
arbitrary number of loops.
4.4.4 Groves and Gauge Flips
Having completed the diagrammatical proof of the STI (4.1) for an arbitrary
number of loops, we can now extend the notions of groves and gauge flips to the
multi-loop case. LetG denote the expansion of a connected Green’s function into
Feynman diagrams at n-loop order. The definition (4.50) of invariant subsets of
the forest F (G) is taken over unchanged. Also, the groves of F (G) are again
the elements of the finest possible partitioning of F (G) into invariant subsets.
A priori, the cancellations in the multi-loop case could require the introduc-
tion of further gauge flips, in addition to the ones constructed for the one-loop
case (cf. 4.3). However, the cancellations in B4(G), B5(G), and Bc(G) still in-
volve the same reachable four-point or five-point gauge subdiagrams as in the
one-loop case. Indeed, the multi-loop case just introduced additional combina-
torial factors, but not new kinds of cancellations. Therefore, we conclude that
the elementary gauge flips as defined in (4.53), (4.56), and (4.58) constitute the
correct set of elementary gauge flips for the construction of invariant subsets of
F (G) at an arbitrary order of perturbation theory.
On the other hand, in the multi-loop case we need a more general proce-
dure to make sure that diagrams with all possible numbers of ghost loops are
produced. Recall that, if overlapping gauge field loops are present, mutually
exclusive choices of ghost loops are possible (cf. (4.84)). Therefore, we start
from a diagram d without ghost loop. (If d contains ghost loops, we just replace
them by gauge field loops.)
9Of course, this d1 is not the same as the one in the last paragraph.
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Given d without ghost loop, we apply all possible elementary gauge flips in
reachable subdiagrams as in the one-loop case. This will produce all required
diagrams without ghost loop. After that, choose a single diagram without ghost
loop and replace an arbitrary gauge field loop by a ghost loop, if there is any.
All other required diagrams with a ghost loop are then produced by applying
gauge flips to this single diagram. This is true, because the ghost-gauge boson
subdiagrams have the same gauge flips as pure gauge boson subdiagrams.
Therefore, in order to construct the diagrams with all possible numbers of
ghost loops, we need only repeat the procedure just described: Having added
all gauge flipped diagrams with one ghost loop, we choose a single diagram with
one ghost loop and replace some gauge field loop by a second ghost loop. After
that, we apply gauge flips again to obtain all diagrams with two ghost loops.
This process is continued until the maximum possible number of ghost loops is
reached.
Having determined a general procedure for the construction of minimal in-
variant subsets of a connected Green’s function G in the multi-loop case, we
emphasize again that we have defined groves as the equivalence classes of F (G)
under sequences of all gauge flips, not only gauge flips in reachable subdiagrams.
Therefore, also in the multi-loop case the groves of F (G) are not necessarily the
minimal subsets satisfying (4.50). However, as will be demonstrated in [23], the
inclusion of elementary gauge flips in non-reachable subdiagrams is necessary to
make the contribution of a single grove to a physical amplitude gauge parameter
independent.
Before closing this chapter, we remark that, for practical purposes, a different
but equivalent strategy for the construction of groves may be more efficient.
In particular, once we have determined all diagrams without ghost loop, the
required diagrams with n ghost loops can be obtained by replacing, in each
diagram without ghost loop, n non-overlapping gauge field loops in all possible
ways (which, of course, can be done recursively, increasing the number of ghost
loops by one in each step). This procedure will lead to the same set of diagrams
as the one described above, because the gauge flips performed in the diagrams
with ghost loops occur also in the diagrams without a ghost loop.
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Unflavored Flips
Having described an algorithm for the construction of groves in gauge theories by
means of gauge flips, as defined in section 4.3, the logical next step would be that
we apply this algorithm to investigate the forest of connected Green’s functions
in the Standard Model, which is our paradigm for a spontaneously broken gauge
theory. However, flips, when interpreted as graphical operations on Feynman
diagrams, have a meaning independent of the context of gauge theories. In
particular, they can be used for the construction of Feynman diagrams in general
perturbative quantum field theories with renormalizable interactions. In this
chapter, we shall develop a formalism for flips of unflavored diagrams. We
shall derive a number o derive a number of results on the structure of the
forest of unflavored n-loop diagrams with certain properties, e. g. 1PI diagrams
or amputated diagrams. Gauge theories are then taken up again in the next
chapter.
5.1 Flips Without Flavor: The Basic Tool
In the previous chapter, we have proven that the groves of a connected Green’s
function at an arbitrary loop order can be constructed by applying gauge flips
to Feynman diagrams, i. e. exchanging a certain four-point gauge subdiagram
by another one. Thus, a gauge flip transforms Feynman diagrams into each
other, an operation that can be described in purely graphical terms, where no
more reference to the meaning of a Feynman diagram as a representative for an
analytical expression is made.
We can go even further and detach the notion of flips completely from the
context of gauge theories. To this end, we forget about the field types, i. e. the
quantum numbers, of the lines in a Feynman diagram and consider transforma-
tions in an arbitrary four-point subdiagram. That is, we consider the possible
topologies of Feynman diagrams in a general renormalizable gauge theory, and
how they can be transformed into each other by exchanging four-point subdia-
grams.
The relevant topologies of Feynman diagrams can easily be generated from
the Feynman rules corresponding to the theory of a self-interacting real scalar
field with cubic and quartic interactions. Such a theory has no quantum numbers
connected with internal degrees of freedom, and the interaction degrees cover all
renormalizable interactions in non-abelian gauge theories. It can be described
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by a Lagrangian of the form:
L = −1
2
φ
(
∂2 −m2)Φ− g
3!
φ3 − λ
4!
φ4 (5.1)
This theory will be referred to in the remainder of this chapter as unflavored
φ-theory. We will frequently consider the case λ ≡ 0 to eliminate the quartic
coupling, which is then referred to as unflavored φ3-theory. Of course, such
a theory is unsound as a fundamental theory, since the Hamiltonian is not
bounded from below. On the other hand, all we need is the Feynman rules of
these theories, so that the choice λ = 0 corresponds to omitting any diagram
with quartic vertices. In this section, the attribute “unflavored” will usually be
omitted, because we do not deal with flavored theories here.
5.1.1 Forest and Flips in Unflavored φ-Theory
We are about investigating Feynman diagrams as graphical objects without ref-
erence to a particular analytical expression. Therefore, we first have to clarify
what kinds of Feynman diagrams we are going to consider. Ultimately, we are
interested in connected Green’s functions in gauge theories. Therefore, also
in the unflavored case, we restrict our attention to connected diagrams. Fur-
thermore, we do not consider vacuum-to-vacuum diagrams, i. e. the Feynman
diagrams are required to have at least one external line. Finally, we do not
take into account diagrams with counter terms. Thus, our Feynman diagrams
correspond to unrenormalized expressions.
In unflavored φ-theory, the connected Feynman diagrams can then be char-
acterized completely by the number E of external lines and the number L of
loops. The set of all connected Feynman diagrams with E external lines and L
loops, called forest, is denoted by F (E,L). If diagrams with quartic vertices are
omitted, i. e. in φ3-theory, we denote the forest as F3(E,L). For tree level forests,
we omit the number of loops, writing F (E, 0) ≡ F (E) and F3(E, 0) ≡ F3(E).
An elementary flip is defined as a transformation between two diagrams in
the tree level forest F (4, 0) ≡ F (4):
F (4) = {s, t, u, q} =
 , , ,
 (5.2)
It turns out that it is useful to subdivide the set of all possible elementary flips
further into the transformations among {s, t, u}, called elementary rotations,
the transformations from q to {s, t, u}, called elementary expansions, and the
transformations from {s, t, u} to q, called elementary contractions.
The elementary flips define a relation ◦ on F (4), which is true if two diagrams
d and d′ from F (4) are connected by an elementary flip. Clearly, on F (4) this
relation is trivially true for any pair of diagrams. The important point is that it
can be extended to an arbitrary forest F (E,L). To this end, a flip of a diagram
d in F (E,L) is defined as an elementary flip in some four-point subdiagram of
d. The flips are divided into rotations, expansions, and contractions according
to the type of elementary flip involved.
With this definition, d and d′ in F (E,L) are said to satisfy d ◦ d′ if d and
d′ are connected by a single flip. Two diagrams are said to be connected, if one
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(23)(45)
2(3(45))
2((34)5)
(25)(34)
((25)4)3
((24)5)3
(24)(35)
(2(35))4
((23)5)4
((23)4)5
(2(45))3
(2(34))5
2((35)4)
((24)3)5
((25)3)4
Figure 5.1: The forest F (5) of the 15 five point tree diagrams in unflavored
φ3-theory. (For the notation, cf. the footnote on page 76.)
can be transformed into the other by a sequence of flips. A subset S of the
forest F (E,L) is said to be connected if any two diagrams d1 and d2 in S are
connected and if, in addition, the sequence of flips connecting d1 and d2 does
not leave S. In other words, there should be at least one sequence of flips such
that every diagram produced by the flips is in S.
As an example of connected diagrams, we display all flips of a diagram in
F (5) which take place in a single four-point subdiagram. The dashed lines in
the diagrams are unchanged.
→
 , ,
 (5.3)
The relations imposed by the flips on the forest F (E,L) can be represented as a
graph where a node is assigned to each member of the forest (each Feynman dia-
gram, that is) and nodes are connected by an edge if the corresponding diagrams
are connected by a single flip. The forest F (5) is displayed in figure 5.1.1
For large values of E and L, the forest F (E,L) is large and, correspondingly,
the number of edges in the graph representing the forest. It is an interesting
question, then, whether F (E,L) can fall into several disjoint subsets of Feynman
1 Following [4], the fifteen diagrams of F (5) are denoted as follows: External lines are
labeled 1 through 5, subtrees are grouped in parentheses. The first external line is singled out
as the root of the tree. Two examples may illustrate this:
1
4 5 2 3
= 4(5(23))
1
2 3 4 5
= (23)(45)
76
diagrams, so that diagrams from different subsets are not connected by any
number of flips.
According to a theorem proven in [4], every tree level forest F (E) is con-
nected. This can intuitively be understood by noting that F (E) can be con-
structed by successively inserting external lines into the three point diagram in
all possible ways. However, neighboring insertions are connected by flips, hence
the forest is connected. We will make use of this result below.
Before we go on to discuss flips of diagrams with loops, we would like to com-
ment shortly on the issue of five-point subdiagrams. In the last chapter, we have
seen that, for diagrams containing one of the five-point subdiagrams in (4.56),
five-point flips are necessary. It might seem appropriate, then, that we discuss
five-point flips in the present context of unflavored φ-theory as well. However, in
unflavored φ-theory, flips of five-point subdiagrams are completely redundant,
as the connectedness of F5 under elementary flips of four-point subdiagrams
clearly shows. Therefore, we defer the discussion of the flips of five-point sub-
diagrams to a later part of this chapter, where we discuss the structure of SM
forests.
5.1.2 Forest and Flips for Higher Order Processes
We have already given the definitions of forest and flips for diagrams with an
arbitrary number of loops. In this section, we intend to prove some general
results about the forest F (E,L) of L-loop diagrams and certain subsets. For
this to make sense, the flips, as defined in the last section, should not change
the number of loops. We will demonstrate shortly that this is indeed a property
of flips.
First, however, we provide some explicit examples of flips in higher order
diagrams. This is useful, because for some topologies of four-point subdiagrams
it may be quite difficult to recognize the action of an elementary flip.
The action of an elementary flip in F (E,L) is obvious if we consider four-
point subdiagrams all external legs of which connect to different vertices:
→
 , ,
 (5.4)
Next, consider the first flipped diagram of (5.4). It contains a four-point sub-
diagram with coincident external legs e1 and e2:
l
e1
e2
(5.5)
To perform elementary flips in this subdiagram, we first cut e1 and e2. As a
result, we have a four-point subdiagram with four distinct external legs, which
can be transformed in the same way as before. Finally, the cut edges are recon-
nected again. In the present example, this leads to (suppressing now the dashed
parts of the diagram):
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→ , ,

=
 , ,
 (5.6)
Note how the coincidence of the edges e1 and e2 at a single vertex leads to
diagrams with a double edge, as in the first and third flipped diagram. Further-
more, we see that a flip can map a diagram onto itself, as is the case for the
second of the flipped diagrams.
Let us finally consider the flips of the one-loop propagator:
→
 , ,
 (5.7)
We have drawn the diagrams in a rather unconventional fashion to emphasize
how the flipped four-point subdiagram is embedded in the whole diagram. In a
more conventional drawing, the same flips look like this:
→
{
, ,
}
(5.8)
Note that we have chosen to cut the upper one of the double edges to perform
the flips. In the unflavored case, cutting the lower edge would have led to the
same set of flipped diagrams, of course. When we consider flavored diagrams at
a later stage, both cases will in general lead to different results.
In all the examples discussed so far, it is apparent that a flip can shrink a
loop, i. e. reduce the number of vertices in the loop. Since every flip can be
reversed, the opposite is also true. Thus, flips of higher order diagrams can
grow or shrink loops.
However, a flip can never change the number of loops. To see this, recall the
topological formulae linking the number of loops L to the numbers of cubic and
quartic vertices, V3 and V4, as well as the numbers of external and internal lines
E and I. Since each internal line is connected to two vertices and each external
line to one vertex, we have:
3V3 + 4V4 = 2I + E (5.9)
Then, there is Euler’s formula:
L = I − (V − 1) (5.10)
Putting both equations together we get:
2L = 2V4 + V3 + 2− E (5.11)
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Now look a the elementary flips among the diagrams in (5.2). The flips among
s, t, and u just reorganize the given vertices and lines, so they do not change
L. A flip to q decreases V3 by two, I by one and increases V4 by one, while
leaving E invariant. Thus, the number of loops L and therefore the complete
forest F (E,L) is invariant under flips.
Since F (E,L) is invariant, it makes sense to ask whether or not it is con-
nected. As we shall now prove, it is:
Theorem 5.1 The unflavored forest F (E,L) of connected L-loop diagrams is
connected for any number E of external lines and any number L of loops.
To prove this statement, we note that from a diagram in F (E,L) we can obtain
a diagram of the tree level forest F (E + 2L) by cutting L lines. Conversely,
from every diagram in F (E + 2L) we can get a diagram in F (E,L) by joining
2L external lines. Now take d1 and d2 in F (E,L). First, cut L external lines
in d1 and d2 to obtain d′1 and d
′
2 in F (E + 2L), respectively. Then, d
′
1 and d
′
2
are connected in F (E + 2L), because all tree level forests are connected. But a
sequence of flips in F (E +2L) defines a valid sequence of flips in F (E,L), if we
join the L cut lines again. Hence F (E,L) is connected, as was to be proved. Of
course, there is in general no unique prescription to perform the L cuts. This is,
however, not necessary, because we need only demonstrate existence of at least
one sequence of flips connecting d1 and d2.
This result is of practical importance, because it guarantees that the com-
plete forest F (E,L) can be produced from a single diagram by repeatedly ap-
plying flips. However, at higher orders of perturbation theory, constructing the
complete forest of diagrams representing a connected Green’s function is not
always desired. For instance, if we are interested in scattering matrix elements,
only amputated diagrams must be taken into account. At tree level, there is
no difference between amputated and non-amputated diagrams, except for the
different interpretation of external lines. For diagrams with loops, on the other
hand, the amputated diagrams are a real subset of the complete forest F (E,L).
Also, we may or may not want to include one-point insertions, or we may require
just the subset of 1PI diagrams.
This means that, in many cases, we will be interested in a subset S of the
complete forest F (E,L). If we want to produce the diagrams in S by performing
flips, starting from a given diagram d in S, it would clearly be advantageous if
we knew that every diagram in S can be generated from d by a sequence of flips
leading only to diagrams within S. In other words, S should be a connected
subset. For then we could throw away immediately any flipped diagram which
is not in S.
Of course, an arbitrarily chosen subset of F (E,L) need not necessarily be
connected. In the remainder of this section, we want to study the connectedness
of the aforementioned subsets of the complete forest F (E,L). This study can be
simplified by demonstrating that the four-point subdiagram q in (5.2) is actually
meaningless for the connectedness of a forest. This is the reason why we divided
the flips into rotations on one hand as well as expansions and contractions on
the other hand. (Cf. the definitions below (5.2).)
Now, we can state and prove the connectedness of the forest F3(E,L), which
is the subset of F (E,L) of diagrams without quartic vertices:
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Theorem 5.2 The subset F3(E,L) is connected for any number E of external
lines and any number L of loops.
This statement can be proven in the same way as the connectedness of the
complete forest. In particular, the tree level forest F3(E + 2L) is connected,
because it can be constructed by performing successive insertions of an addi-
tional external line into the three-point diagram, omitting the production of
quartic vertices. Neighboring insertions are then connected by rotations. Once
we have the connectedness of F3(E+2L), the connectedness of F3(E,L) follows
as before.
We can understand the connectedness of F3(E,L) intuitively in yet another
way. Since we are starting from a diagram without quartic vertex, a quartic
vertex can only be produced by a contraction. On the other hand, we end up
again with a diagram without quartic vertex, so any contraction must eventually
be balanced by a subsequent expansion. But then, the net effect of all subsequent
elementary flips in an arbitrary four-point subdiagram must be a mere rotation.
The reason for the irrelevance of expansions and contractions for the con-
nectedness of a forest becomes visible when we look at the example of a diagram
in F (5):
(5.12)
There are two overlapping choices of four-point subdiagrams:
and (5.13)
Performing successively a rotation in either of the subdiagrams will bring us
away from the original diagram:
→ → (5.14)
On the other hand, if we perform a contraction in the original diagram, there is
no more room for a rotation:
→ (5.15)
All we can do here is expand the quartic vertex again, with a result that could
have obtained as well by performing a single rotation.
This argument has a straightforward generalization to other subsets of F (E,L),
which we state as a lemma:
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Lemma 5.1 A subset S of F (E,L) is connected if its restriction S3 = S ∩
F3(E,L) to diagrams without quartic vertices is connected, as long as every dia-
gram in S can be generated from a diagram in S3 by a sequence of contractions.
Indeed, given d1 and d2 in S, we can invert the respective contractions to get
diagrams d′1 and d
′
2 in S3. If S3 is connected, d
′
1 and d
′
2 are connected, and
consequently d1 and d2, too, are connected.
As a simple application, we note that the connectedness of F (E,L) follows,
by the lemma, from the connectedness of F3(E,L). To see this, note that a
diagram d with quartic vertices can be produced from F3(E,L) by applying
contractions if and only if the expansion of all quartic vertices in d leads to a
diagram in F3(E,L). But this is obviously true.
5.1.3 1PI Diagrams
The above lemma suggests a two-step strategy to prove that a subset S of
F (E,L) is connected: First, prove that the restriction S3 = S ∩ F3(E,L) is
connected, and then prove that every diagram in the remainder S \ S3 can be
generated from S3 by a sequence of contractions.
In this section, we shall demonstrate, in the proof of connectedness for 1PI
diagrams, that this strategy can be further refined as follows: Suppose we find
a connected subset T3 of S3 such that every diagram in S3 can be obtained from
a diagram in T3 by a sequence of rotations. Then, evidently S3 is connected,
which implies connectedness of S by the lemma.
We are further using the example of 1PI diagrams to introduce an interpre-
tation of flips as higher level graphical operations on Feynman diagrams. That
is, instead of thinking in terms of elementary flips in four-point subdiagrams,
we will be thinking in terms of moving lines in diagrams around. In the present
context of unflavored φ-theory, this may appear as a mere tautology, because
after all neighboring insertions are connected by flips, and moving lines along
other lines is actually equivalent to performing neighboring insertions. How-
ever, thinking in terms of higher level operations turns out extremely useful in
unravelling the structure of the forest in gauge theories, (cf. 6.3.2).
Consider, then, the forest F I(E, 1) of 1PI one-loop diagrams. We concen-
trate on the set F I3 (E, 1), ignoring diagrams with quartic vertices. The diagrams
in F I3 (E, 1) have the E external lines immediately attached to the single loop.
We demonstrate this for E = 4, but our arguments are completely general.
Thus, consider d in F (4, 1):2
d =
2
1
3
4
(5.16)
We have labeled the external lines for reference purposes.
For every possible four-point subdiagram, there is only one rotation keeping
the flipped diagram irreducible. For instance, in the subdiagram containing 3
2Observe that, in this section, we omit the dots at the ends of external lines of diagrams,
because 1PI diagrams are usually defined without including propagators for the external lines.
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and 4 we get
2
1
3
4
=
2
1
4
3
. (5.17)
We can describe this operation by saying that the external line 3 has been
moved past the external line 4. Thus, since flips can be applied repeatedly,
elementary flips in F I3 (E, 1) correspond to moving external lines along the loop
in all possible ways. This observation shows that F I3 (E, 1) is connected, because
the diagrams in F I3 (E, 1) can be characterized uniquely by the permutations of
E − 1 external lines.
In order to generalize this result to the case of an arbitrary number of loops,
note that we did not actually make use of the fact that the permuted lines
in (5.17) were external ones. They could just as well have been internal lines
inside a larger diagram. Thus, quite generally, rotations can be used to move a
line connecting to a loop past other lines around that loop.
This is actually all we need to know in order to prove that F I3 (E,L) is
connected for arbitrary L. To this end, denote by T3 the subset of F I3 (E,L)
containing diagrams of the following form:
(5.18)
Evidently, every diagram in T3 is uniquely characterized by a permutation of
E external lines. (Not counting as different permutations that just reverse the
order of external lines, because the diagrams in T3 have a mirror symmetry.)
By the same argument as in the one-loop case, T3 is connected. Therefore, if we
can show that every diagram in F I3 (E,L) can be transformed into a diagram in
T3 by moving lines along loops, then F I3 (E,L) is connected.
So let d be a diagram in F I3 (E,L):
(5.19)
We use an example from the three-loop forest F I3 (4, 3) for illustration purposes.
However, our arguments are again completely general. It should be emphasized
that even 1PI diagrams with 1PI one-point insertions, i. e. irreducible tadpole
subdiagrams, fit into this scheme. The reason is the existence of the following
rotation:
→
 ,
 (5.20)
82
Here, the gray blobs denote a 1PI insertion. Evidently, then, the flipped dia-
grams are 1PI, too.
Now, it is crucial to note that in an 1PI diagram every internal line is part of
at least one loop. For if it were not, the diagram could be separated by cutting
this internal line, violating the condition of irreducibility. Therefore, we can
move lines arbitrarily along internal lines without spoiling irreducibility. We
use this freedom to first move all external lines next to each other:
(5.21)
Then, we choose one of the internal lines next to the outermost external lines
(it does not matter which one we choose), and move its endpoint along internal
lines until it is located next to its starting point:
(5.22)
In the present example, we have completed the transformation to a diagram
in T3. In the general case, we can repeat this step with one of the internal
lines next to the newly created one-loop self energy insertion. This shows that
eventually every diagram in F I3 (E,L) can be transformed into a diagram in T3,
hence F I3 (E,L) is connected.
It remains to show that every diagram in F I(E,L) can be obtained from a
diagram in F I3 (E,L) by performing a sequence of contractions. Equivalently,
we can demonstrate that every diagram in F I(E,L) can be transformed into a
diagram in F I3 (E,L) by a sequence of expansions within F
I(E,L). We are thus
led to consider the expansion of a quartic vertex that would lead to a reducible
diagram. To this end, it suffices to take a look at the following two-loop example:
→
 , ,

(5.23)
Obviously, the first expansion leads to a reducible diagram. However, the other
two expansions can never produce a reducible diagram if the original diagram
had been irreducible. Since the flip corresponding to the first expansion is the
only way to produce a reducible diagram from an irreducible one, we conclude
that it is always possible to choose expansions within F I(E,L). Thus, we have
proven the connectedness of the set of 1PI diagrams:
Theorem 5.3 The subset F I(E,L) of 1PI diagrams is connected for any num-
ber E of external lines and any number L of loops.
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5.1.4 Amputated Diagrams
We turn now to the subset of amputated diagrams. We shall assume E ≥ 3 in
this section, because otherwise the notion of an amputated diagram does not
make sense.3 Amputated diagrams are in general reducible. However, ampu-
tated diagrams are distinguished by the property that none of the two discon-
nected pieces obtained by cutting through a single internal line is a diagram
with two external lines.
On the other hand, we do not exclude the possibility of one-point inser-
tions. Therefore, we consider two subsets of amputated diagrams: the subsets
FA(E,L) and F ∗(E,L) of amputated diagrams with and without one-point
insertions, respectively.
We shall first prove that the restrictions FA3 (E,L) and F
∗
3 (E,L) to diagrams
without quartic vertices are connected. We begin with one-loop diagrams. A
one-loop diagram is always amputated if the loop contains three or more vertices.
If the loop contains exactly two vertices, the diagram is amputated if none of
the two tree subdiagrams obtained by removing the loop consist of a single line.
Finally, if the loop contains just a single particle, corresponding to a one-loop
tadpole, the tree subdiagram obtained by removing the loop must have at least
four external vertices.4
As an example, consider the following three diagrams from F3(4, 1), succes-
sively linked by flips:
↔ ↔ ↔
(5.24)
The latter three diagrams are amputated, while the former is not. This example
again demonstrates a kind of a graphical higher order operation representing an
elementary rotation. In particular, observe that the displayed flips correspond
to moving a line from the loop onto an adjecent line and vice versa. Combined
with the operation of moving lines along loops, this means that sequences of
rotations are equivalent to all possible motions of lines along other lines within
a diagram.
In the one-loop case, it is now easy to see that all diagrams in FA3 (E, 1)
are connected within FA3 (E, 1) to the set of irreducible diagrams F
I
3 (E, 1): We
just have to move all external lines onto the loop. This can only fail if in the
beginning the loop contains a single vertex, i. e. if the diagram contains a one-
loop tadpole. In this case, for the original diagram to be amputated, it must
contain the last diagram of (5.24) as subdiagram. But, reading the flips in (5.24)
from right to left, we see that also in this case all intermediate diagrams are
amputated. This proves the connectedness of FA3 (E, 1). But F
∗
3 (E, 1) is also
connected, because the flip to the one-loop tadpole is not required to connect
the other diagrams, whence one-point insertions can be omitted without spoiling
3In principle, amputation could be defined for one-point diagrams, i. e. E = 1. However,
an amputated one-point diagram is an 1PI diagram, and 1PI diagrams have been treated in
the last section.
4We ignore here the one-loop self-energy diagrams, for which amputation is not actually
defined. Anyway, these diagrams are 1PI, so they have been treated before.
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the connectedness of the remaining diagrams.
We would like to use a similar line of reasoning in the multi-loop case. To
this end, recall that connected diagrams, and hence amputated diagrams, have
a skeleton expansion consisting of tree diagrams with 1PI functions for vertices,
connected by full propagators. For our purposes, this means that an ampu-
tated diagram consists of 1PI subdiagrams linked by single lines, as e. g. the
first flipped diagram in (5.23). Now, every single line connecting two 1PI sub-
diagrams defines a four-point subdiagram, the rotations of which will join the
two 1PI subdiagrams into a single one:
→
 ,
 (5.25)
Consequently, every diagram in FA3 (E,L) can be transformed by rotations
within FA3 (E,L) into an 1PI diagram in F
I
3 (E,L). Since the latter set is con-
nected, FA3 (E,L) is connected, too. Again, the same applies if we omit one-point
insertions, i. e. F ∗3 (E,L) is also connected.
We must now ask, whether all diagrams in FA(E,L) can be expanded within
FA(E,L) into diagrams in FA3 (E,L), and similar for F
∗(E,L). Let us consider
F ∗(E,L) first. By an argument similar to the one used in the last section, if
one expansion of a quartic vertex leads to a non-amputated diagram, there is
always another one that does not:5
→
 ,
 (5.26)
Thus, F ∗(E,L) is connected.
If one-point insertions are taken into account, these can be rotated away as
in (5.20), unless they are inserted into a quartic vertex. In this case, the quartic
vertex has to be expanded first, but this may lead to a non-amputated diagram
if external lines are coupled to the quartic vertex:
→
 , ,
 (5.27)
We have displayed the case of a one-loop tadpole, but clearly the argument
applies to the general case as well. Now, if at least one of the three non-tadpole
lines is not an external one, the insertion of the tadpole in this line is still
an amputated diagram. The tadpole can then again be transformed away as
in (5.20), and all our previous arguments remain valid. Only if all non-tadpole
lines at the quartic vertex are external lines is it impossible to avoid a non-
amputated intermediate diagram. This case, which must be noted as a special
5Due to coinciding vertices, two expansions are identical here.
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exception, is, however, limited to diagrams with three external lines, i. e. E = 3.
In fact, for E > 3 the additional external line provides the necessary escape
route. In any event, for E > 3 we have unambigously proven the connectedness
of FA(E,L).
As a corollary of the above proof, we note that the subset FT (E,L) obtained
by omitting all one-point insertions from the complete forest F (E,L) is also
connected. To see this, recall that we have already shown that FA(E,L) is
connected when one-point insertions are omitted. But from the example (5.24)
it is clear that the flips leading to self energy insertions in external lines do not
require intermediate diagrams with one-point insertions.
Finally, we summarize the results of this section:
Theorem 5.4
1. The subset FA(E,L) of amputated diagrams is connected for E ≥ 4 and
any number L of loops.
2. The subset F ∗(E,L) of amputated diagrams without one-point insertions
is connected for E ≥ 3 and any number L of loops.
3. The subset FT (E,L) of connected diagrams without one-point insertions
is connected for any number E of external lines and any number L of
loops.
4. The subset FA(3, L) of amputated diagrams with three external lines and
L ≥ 1 loops is disconnected due to one-point insertions into a quartic
vertex with three external lines.
5.1.5 An Explicit Example
To illustrate the ideas developed in the foregoing subsections, we discuss the
connectedness in the forest F (3, 2) of connected two-loop three-point diagrams.
F (3, 2) itself contains 217 diagrams, too many to provide a practical example.
Therefore, we restrict ourselves to the subset F ∗(3, 2) of amputated diagrams
without one-point insertions. Doing so will render this example manageable and
at the same time confirm the results derived above.
F ∗(3, 2) contains 40 diagrams, still a lot of diagrams to draw. Fortunately,
in unflavored φ-theory many diagrams will differ only by permutations of exter-
nal lines. If we consider external lines as indistinguishable, we can choose one
diagram to represent all permutations. This will give us the possible topologies
of diagrams in F ∗(3, 2). It turns out that there are thirteen topologies. Fur-
thermore, since we know that F ∗(3, 2) is connected, we need only demonstrate
the connectedness of the topologies without a quartic vertex (i. e. the topologies
of F ∗3 (3, 2)), of which there are just three. The diagrams with quartic vertices
are necessarily given by performing all possible contractions in F ∗3 (3, 2).
We first illustrate in detail how the three topologies of F ∗3 (3, 2) are connected
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by flips:
1
2 3
4 5 =
5
4
2 31
=
5
1 32 4
l
1
2 3
4 5 = 3
4
1
5
2
=
5
1 3
2
4
l
1
2 3
5
4
= 3
4 1
5
2
(5.28)
The diagrams are drawn in the left column in what could be called a conven-
tional style. The middle and right column show how the flipped four-point
subdiagrams—displayed in dashed line style—are embedded in these diagrams,
leading to rather unconventional drawings. We denote the three topologies of
F ∗3 (3, 2) from top down as crossed ladder, ladder and self energy topology, re-
spectively.
Note that the vertices are labeled in the above diagrams only only to ease
recognition of the topologies. When comparing topologies, these labels have to
be forgotten. On the other hand, when we discuss the diagrams in F ∗3 (3, 2), the
labels 1, 2, and 3 must be kept to distinguish external lines.
Let us first count the number of diagrams in F ∗3 (3, 2): The permutations of
external lines (i. e. of the labels 1, 2, and 3) produce three different diagrams
for the ladder and self energy topology. On the other hand, every permutation
of external lines leaves the crossed ladder invariant. Thus, F ∗3 (3, 2) consists of
seven diagrams, one crossed ladder, three ladders and three self energies.
Next we need the flips in F ∗3 (3, 2). We begin with the most symmetric
diagram, the crossed ladder, which we abbreviate as C. Due to the symmetry
of C, every flip must lead to a ladder:
C =
1
2 3
→

1
2 3
,
2 3
1
,
3
1
2
 ≡ {L1, L2, L3}
(5.29)
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We have introduced the notation L1, L2, and L3 for the ladder diagrams, where
the index refers to the label of the external line at the “top” of the ladder.
Next, consider the flips of a ladder diagram. We shall ignore flips which
leave the diagram invariant. Of course, we can flip back to the crossed ladder
C. Furthermore, from (5.28) we know that a ladder can be flipped to a self
energy diagram, where the self energy can appear on both “sides” of the ladder.
But a ladder can also be flipped into another ladder, e. g.
1
2 3
→
2 3
1
. (5.30)
Clearly, a similar flip can be performed at the opposite side of the ladder. Thus,
every ladder diagram can be flipped into every other ladder diagram, the crossed
ladder, and two self energy diagrams:
1
2 3
→
 2 3
1
,
3
1
2
,
1
2 3
,
2 3
1
,
3
1
2
 (5.31)
Denoting by Sj the self energy diagram with external line j opposite to the self
energy insertion, this can be written symbolically as
L1 → {L2, L2, C, S2, S3} . (5.32)
Finally, we have to determine the flips of a self energy diagram. From the
symmetries of the diagrams and the above discussion we see that there must be
flips to two different ladders. In addition, every self energy diagram is connected
with every other self energy diagram, as demonstrated by the flip below:
3
1
2
→
2 3
1
(5.33)
Altogether, the flips of the self energy diagram S1 are given by
S1 → {L2, L3, S2, S3} . (5.34)
We have now determined the structure of the subset F ∗3 (3, 2). In figure 5.2
it is represented as a graph, nodes corresponding to the diagrams and edges
corresponding to a single flip. Figure 5.3 then displays how the topologies
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S2
S3
S1
L1L2
L3
C
L1L2
L3
S1 S2
S3
C
Figure 5.2: Two views on the graph of the subset F ∗3 (3, 2). On the left hand
side, the triangles in the planes indicated by the dotted circles correspond to the
three ladder diagrams (top layer) and the three self energy diagrams (bottom
layer), respectively. The top node represents the crossed ladder diagram, which
is completely symmetric under permutation of external lines. The right hand
side then represents a view “from above”. The edges of the upper tetrahedron
have been drawn in bold style to ease recognition.
with quartic vertices can be obtained from F ∗3 (3, 2) by performing contractions.
Arrows indicate a single flip, and the pair of contracted cubic vertices is indicated
by white dots, reading flips from left to right. Of course, the displayed topologies
are connected by more flips than the ones explicitely shown. The graph of the
complete subset F ∗(3, 2) can be viewed in figure 5.4.
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→→ →
→
→ →
→ →
→ →
Figure 5.3: Contractions yielding the complete subset F ∗(3, 2). White dots
indicate the contracted pair of cubic vertices.
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Figure 5.4: The graph of the complete subset F ∗(3, 2). Solid lines correspond to
rotations, dotted lines to contractions or expansions. In the center of the forest,
we recognize the subset F ∗3 (3, 2). The view corresponds to the one displayed in
the right hand side of figure 5.2.
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—6—
Flips and Groves in Gauge Theories
In this chapter, we study the groves of connected Green’s functions in gauge
theories, employing the gauge flips, as defined in section 4.3. We shall argue
that the formalism of gauge flips and groves is mainly useful in spontaneously
broken gauge theories. To this end, we briefly discuss the situation in QCD,
as an example of an unbroken gauge theory. After that, we turn to our main
goal, the classification of groves of connected Green’s functions in the (minimal)
Standard Model, the external lines of which correspond to physical particles.
It will then prove extremely useful to express the possible actions of gauge
flips in terms of more intuitive, higher level graphical transformations of Feyn-
man diagrams, such as shifting a certain line along other lines of a diagram,
breaking up a loop or joining two loops into a single one. These operations,
called gauge motions will enable us to determine the structure of SM forests for
very general SM forests. We then turn to a specific example, which we discuss
in much detail. Finally, we compare the theoretical results thus obtained with
the results of an investigation by means of a computer program implementing
the decomposition of the forest by gauge flips as we have described it.
6.1 Flips in Gauge Theories
In the previous chapter we have investigated the forest F (E,L) of connected
Feynman diagrams in unflavored φ-theory. Flips were interpreted as higher level
graphical operations on Feynman diagrams, through which the connectedness
of the complete forest F (E,L) as well as various subsets could be proven. While
the connectedness of these subsets is of considerable practical interest, it has
no physical significance. In particular, amplitudes in unflavored φ-theory are
not constrained by any symmetries. Consequently, there are no relations among
Feynman diagrams induced by a gauge symmetry.
The situation is different in gauge theories. As we have demonstrated at
length in the first part of this work, the STIs in gauge theories induce relations
among diagrams. In particular, in chapter 4 we proved that the groves of a
connected Green’s function G, i. e. the minimal gauge invariant subsets of G,
can be constructed by applying gauge flips to diagrams of G.
Now, if we forget about the flavors pertaining to the lines of a diagram d in G,
we can treat d as a diagram in unflavored φ-theory, because the renormalizable
interactions of a gauge theory are covered by the interaction degrees of φ-theory.
The gauge flips in d are then just a subset of all possible flips of d. Consequently,
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under gauge flips the forest F (G) of G will fall into disjoint subsets, which are
just the groves of G.
Since gauge flips have already been defined in 4.3—more specifically, in (4.53),
(4.56), and (4.58)—we are now in principle in a position to analyze the struc-
ture of the groves in a general gauge theory. However, it turns out that, in
order to obtain useful results, we have to be sufficiently explicit about the field
content of the gauge theory. Therefore, we will discuss the QCD and the SM,
as paradigms for an unbroken and broken gauge theory, respectively, in detail.
The generalization of our results to other gauge theories should then be obvious.
6.2 Gauge Flips in QCD
Gauge flips develop their full power only in spontaneously broken gauge the-
ories. To appreciate why this is the case, consider QCD as an example of an
unbroken gauge theory. We have already mentioned in the introduction that
the most efficient ways to calculate QCD amplitudes actually abandon the def-
inition of the amplitude in terms of a sum of all possible Feynman diagrams.[1]
Nevertheless, let us see what gauge flips have to say.
The elementary gauge flips of four-gluon subdiagrams are given by the trans-
formations among the set of diagrams contributing to the four-gluon connected
Green’s function at tree level: , , ,
 (6.1)
Essentially, this set of diagrams is identical to the set F (4) of diagrams in
unflavored φ-theory. This means that a pure gluon forest at tree level is no
different from the unflavored forest F (E). In particular, the forest of pure
gluon connected Green’s function at tree level always consists of a single grove.
The same applies in higher orders, if we consider QCD without quarks, because
the diagrams with ghost loops cannot produce separate groves. Thus, in an
unbroken pure Yang-Mills theory, the forest can never be partitioned in more
than a single grove.
If quarks are taken into account, the situation changes because then diagrams
with a fixed number of quark loops are gauge invariant by themselves. This
can be demonstrated using gauge flips, because a gauge flip never changes the
number of fermion loops, as is apparent from the set of four-point diagrams with
a single quark line, defining the relevant elementary gauge flips: , ,
 (6.2)
Thus, the formalism of gauge flip confirms the known fact [25] that the STIs
in gauge theories apply separately to diagrams with a fixed number of fermion
loops.
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However, gauge flips were invented in order to search for a finer partitioning
than the partitioning according to the number of fermion loops. On the other
hand, as we have argued above, the usual treatment of QCD diagrams implies
that, concerning flips, they behave effectively like unflavored diagrams. In other
words, the group structure of QCD is completely ignored by the QCD gauge
flips in (6.1) and (6.2).
To illustrate this, we consider the four-quark connected Green’s function
at one-loop level. Assuming, for simplicity, that the flavors of the quarks are
different, the diagrams without a quark loop form a single grove:
, , , ,

, , , ,
, . . .

(6.3)
We have omitted all but one of the four diagrams with a quark self energy in
an external leg.
Without any specific information on the colors of gluon and quarks, we
cannot exclude a single diagram of this set. On the other hand, the structure
constants fabc of the color gauge group SU(3) do vanish for many choices of
color indices. For instance, in the usual Gell-Man basis, the structure constants
fabc are identically zero if both a and b are equal to 3 or 8, because the Gell-Man
matrices λ3 and λ8 mutually commute. Thus, if we choose the two gluons in the
last two diagrams of (6.3) to correspond to these generators, the diagrams with
the triple gluon vertex will be absent. This, in turn, implies that the following
subsets of the above grove are in fact groves themselves:
a
b
c1
c1
c2
c2
, a
b
c1
c1
c2
c2
,
a
b
c1
c1
c2
c2

(6.4)
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
b
a
c1
c1
c2
c2
, a
b
c1
c1
c2
c2
,
a
b
c1
c1
c2
c2

(6.5)
 b
a
c1
c1
c2
c2
,
a
b
c1
c1
c2
c2

(6.6)
Here, the color indices a and b of the gluons take on the values 3 or 8. Of
course, these diagrams are identically zero if either of a or b is 3 and one of
the quark colors c1 or c2 has the value “blue”, because λ3 yield zero on the
“blue” component of the quark color multiplet. Note, however, that for other
combinations of gluon colors, like 1 and 2, 4 and 5, or 6 and 7, the diagrams
in (6.3) will all be present and form a single grove.
The origin of this additional structure in the QCD forests is caused by the
introduction of an arbitrary but fixed basis in color space. This was done here
by choosing the representation of Gell-Man for the generators of SU(3). As
a matter of principle, there is nothing wrong with such an approach. On the
other hand, Green’s functions with colored external states are unphysical due
to confinement in QCD. Therefore, in all practical applications, color sums will
have to be performed. It is then much more convenient not to use an explicit
basis, because, at least if amplitudes are defined through Feynman diagrams,
the color structure can always be separated from the Lorentz and kinematical
structure. Color sums can then be performed by group theory techniques, which
is generally more efficient than using the brute force method of summing over
a fixed basis. But without specifying an explicit color value for the two inter-
mediate gluons, the forest has no structure but the one induced by the number
of fermion loops. Thus, the real reason why gauge flips are not very useful for
QCD is that in QCD the gauge symmetry is unbroken, such that every choice
of basis in color space is necessarily an arbitrary one.
To turn the argument on its head, this means that gauge flips will be useful
if physics chooses a direction in the representation space of the gauge group.
This happens precisely in gauge theories with spontaneous symmetry breaking,
where the choice of ground state fixes a direction in group space, at least for
the broken generators of the gauge group. We will discuss this in detail in the
next section.
6.3 Gauge Flips and Groves in the Standard Model
To determine the structure of Standard Model (SM) forests, we must list the
possible gauge flips in some detail, taking into account the real field content of
the SM. In order not to get lost in notation, we use a collective notation for the
SM fields where this is appropriate. For instance, we shall distinguish quarks
and leptons only if QCD couplings are considered. Also, we shall use a single
symbol for the photon as well as the Z0 boson (together with its associated
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Goldstone boson). To be specific, the following notation is employed for the
fields of the SM:1
W±µ , φ
± → (6.7a)
Aµ, Z
0
µ, φ
0 → (6.7b)
H → (6.7c)
`, ν`, q → (6.7d)
Gaµ → (6.7e)
Ghosts can be ignored for the determination of groves.
It is important to note here, that we consider only fermions in the dublet
representation of SU(2), that is, the usual quarks and leptons. If other rep-
resentations are of interest, as e. g. in supersymmetric extensions of the SM,
the set of gauge flips involving fermions, discussed in the next section, and
hence the structure of the forest, will change. We will indicate the places where
modifications would be necessary.
Also, we consider fermions generically as massive. This means that fermions
generally are coupled to the H boson and the Goldstone bosons. Later, we shall
investigate the changes brought about by considering fermions as massless in
detail. We shall, however, indicate briefly the places where a vanishing fermion
mass would make a difference.
Sometimes, we have to distinguish clearly between photon and Z0. In this
case, the latter shall be represented by a zigzag line:
Z0µ, φ
0 → (6.8)
Note that we shall refer to the bosons of the electroweak (EW) sector of the
SM, i. e. H, Aµ, Z0µ, Wµ, and the associated Goldstone bosons, collectively as
EW bosons, or even just as bosons, if no confusion is possible. Gluons, on the
other hand, shall always be referred to as such.
6.3.1 Gauge Flips
Neglecting the flips of ghost subdiagrams in (4.58), the gauge flips in the SM
are given by the transformations among the four-point subdiagrams with at
least one external gauge boson as well as the five-point subdiagrams with at
least one external gauge boson and three H bosons. The SM gauge flips have
been derived in the context of tree level diagrams in [5]. We list them here for
reference purposes. On one hand, there are the four-point subdiagrams with
only bosonic external lines: , , ,
 (6.9a)
1We denote the field corresponding to the photon as Aµ. However, we shall refer to the
photon as a particle as γ.
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 , ,
 (6.9b) , , ,
 (6.9c) , , , ,

(6.9d) , ,
 (6.9e) , , ,
 (6.9f)
If QCD corrections are taken into account, we have to include in addition the
flips among the four-gluon subdiagrams (6.1).
On the other hand, there are four-point subdiagrams with two external
fermion lines:  , ,
 (6.10a) , ,
 (6.10b) , ,
 (6.10c) , ,
 (6.10d)
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 , ,
 (6.10e) ,
 (6.10f) ,
 (6.10g)
Note that, in the last subset, we have chosen a plain line to represent any neutral
EW boson. Here, we have to add the quark-gluon subdiagrams from (6.2) to
account for QCD corrections.
This set of gauge flips is the correct one for massive fermions in the dublet
representation of SU(2). For massless fermions, the subdiagrams with couplings
of the H boson to the fermion line are absent. We do not consider fermions in
representations of SU(2) other than the dublet representation in this work.
However, we would like to mention that, for fermions in other representations
of SU(2), additional gauge flips appear of four-point subdiagrams with two
W bosons of like charge. Such diagrams simply cannot exist for fermions in the
dublet representation.2
Finally, there are the following gauge flips of five-point subdiagrams: , , ,
 (6.11) , , ,
 (6.12)
Using a collective notation for SM fields comes at the price that we are not
guaranteed the existence of the displayed subdiagrams for all allowed choices
of external lines. For instance, neutrinos will not couple to the photon. More
importantly, for massless fermions no coupling to the H boson exists. Massless
fermions will be discussed in detail later. However, we note that in the SM every
fermion couples to the Z0 boson, which is a simple consequence of the SU(2)
part in the SM gauge group SU(2)×U(1). This fact will be put to use later in
the determination of the groves of SM connected Green’s functions.
2For a discussion of the structure of the forest in and SU(2) gauge theory with fermions
in arbitrary irreducible representations of SU(2), see [6].
98
In [6], such an analysis has been performed for tree level amplitudes with all
external lines corresponding to fermions, ignoring the contributions of the Higgs
boson.3 In the remainder of this section, we shall now generalize this analysis
to the case of SM forests consisting of diagrams with a non-vanishing number
of loops.
6.3.2 Gauge Motions
As in the case of the unflavored forest, it is useful to abstract the action of
single gauge flips into higher level graphical operations. We shall denote them
as gauge motions, because they can be interpreted as motions of lines in SM
Feynman diagrams caused by sequences of gauge flips. Since the structure of the
forest is determined solely by the diagrams without quartic vertices, we ignore
the elementary contractions and expansions, i. e. flips producing or eliminating
a quartic vertex.
In this section, we need a sufficiently precise terminology for parts of an SM
Feynman diagram, to avoid misunderstandings. In particular, we shall refer to
tree level propagators of the field ϕ as ϕ-lines. A chain of successive ϕ-lines will
be denoted as a ϕ-thread. For fermions, this definition needs some qualification,
because the fermion flavor can change along a chain of fermion lines. Therefore,
we take a fermion thread to denote any chain of successive fermion lines.
Elimination of Internal Higgs Lines
To begin with, we shall demonstrate that internal H-lines coupled to a gauge
boson thread can be eliminated by gauge flips, except if the H-line couples to
two Z0-threads. (Of course, H bosons in the external state can never change
their identity.)
The statement follows by inspection of the gauge flips involving a four-point
subdiagram with an intermediate H-line. Some intermediate H-lines can be
trivially eliminated by replacing them with a Z0-line. The corresponding flips
are given by (6.9d) and (6.10a). In all other cases we need to perform a flip
changing the topology of the subdiagram. As an example, consider the relevant
flip in (6.9a):
→
 ,
 (6.13)
Similar flips can be performed in (6.9c), (6.9f), and (6.10d).
The only exception is provided by the flips of four-point subdiagrams with
four external Z0-lines in (6.9e). Observe, however, that in this case all three
subdiagrams without quartic vertex are allowed.
3Actually, the gauge theory considered in [6] was an SU(2) toy theory. If Higgs boson
contributions are ignored, the structure of the groves is, however, essentially the same as in
the SM. If the toy SU(2) is broken by a dublett Higgs, this statement applies also to the full
forest, including Higgs contributions.
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Parallel Motions
The second higher level operation we consider, is the motion of neutral bosons
and gluons along threads. In this respect, we first note that H-lines can be
moved freely past other H-lines along Z0 or W -threads. This is a simple conse-
quence of the flips permuting two external H-lines in (6.9c) and (6.9f). In the
latter case, the relevant flip is given explicitely by
→ . (6.14)
We say that H-lines can be moved parallel to Z0 and W -threads and denote
this as H ‖ Z0 and H ‖W , respectively.
In an analogous way, according to the relevant flips in (6.9a), (6.10b), (6.10d),
(6.10e), and (6.10g), Z0-lines can be moved parallel to W and fermion threads,
i. e. we have Z0 ‖W and Z0 ‖ f , where f represents a general SM fermion. We
display two example flips:
→ (6.15)
→ (6.16)
The same motions are possible for photon lines, with the one exception that
a photon may not be moved across a neutrino line. Keeping this exception in
mind, we thus get γ ‖W and γ ‖ f .
In addition, we have the parallel motionsG ‖ q of gluons along quark threads,
following from (6.10g) and (6.10f).
Perpendicular Motions
Parallel motions of neutral bosons along a thread ` will necessary terminate
when ` ends. If ` happens to end at a second thread `′ (which, of course,
implies that ` is a boson line), it will often be possible to move the neutral
boson from ` onto `′.
For instance, Z0-lines can be moved from fermion threads onto W threads
and vice versa, as the following flip in (6.10b) shows:
→
 ,
 (6.17)
We say that Z0-lines can be moved perpendicular from fermion threads onto
W -threads, and vice versa, denoting this as Z0 ⊥ fW . Again, the same applies
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for photon lines, i. e. there is a perpendicular motion γ ⊥ fW . Note that there
is no restriction for photon lines if the photon is moved from the fermion thread
onto the W -thread. For if the last line of the fermion thread was a neutrino
line, the photon would not have been there in the first place.
For H-lines, there are three perpendicular motions. Instead of displaying the
relevant flips explicitely, we will refer to the respective subsets. Thus, (6.10c)
implies H ⊥ fW , (6.10e) implies H ⊥ fZ0, and (6.9b) implies H ⊥ Z0W .
Observe that we have chosen to define the perpendicular motions of H-lines
involving fermions as motions from the fermion thread onto the gauge boson
thread. The reverse motions, from a gauge boson thread onto a fermion thread,
are possible only for a massive fermion thread. As we shall later see, the lack
of this gauge motion for massless fermions leads to additional structure of the
SM forests with massless fermions.
Finally, for gluons we have the perpendicular motion G ⊥ qG, which follows
from (6.2). Note that the interpretation is slightly different in this case. In
particular, it does not actully make sense to speak of a gluon thread, because
color can flow into all three directions at a triple gluon vertex. However, it is
certainly true that a gluon coupled to quark thread can always be moved onto
a neighboring gluon line. We shall understand G ⊥ qG in this way.
Crossover Motions
There are yet more intricate motions of neutral bosons. In particular, while a
Z0-line certainly cannot move parallel to a Z0-thread, it can use a Z0-line to
switch from a W -thread to another W -thread or a fermion thread. For the case
of two W -threads, the relevant flips come from (6.9d) and (6.9a):
→ → →
(6.18)
We say that the Z0-line is moved crossover from W -thread to W -thread, using
a Z0-line as a bridge, and denote this as Z0 ×WZ0W .
For the case of one fermion thread and one W -thread we need (6.10a) and
the perpendicular motion Z0 ⊥ fW :
→ → →
(6.19)
Thus, we have Z0×fZ0W . Again, for photons the identical motions γ×WZ0W
and Z0 × fZ0W are possible.
Finally, using (6.9f), we can show that H has the crossover motion H ×
Z0HZ0. That is, a H-line can use another H-line as a bridge from Z0-thread
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to Z0-thread:
→ → →
(6.20)
Note that H × WZ0W and H × fZ0W as well as H × fZ0f , Z0 × fWf ,
and G × qGq, although valid motions with the effect of a crossover motion,
are actually sequences of perpendicular motions. In contrast, the real crossover
motions displayed above cannot be represented as sequences of perpendicular
motions only.
Crossing Threads
The last two operations we shall need in order to discuss the structure of SM
forests are concerned with the crossing of threads. Actually, we have seen such
an operation at work in the discussion of crossover motions. To see this, take a
look back at (6.18). In the first diagram, we recognize twoW -threads, connected
by a Z0-line. The flip to the second diagram then breaks up both W -threads
and reconnects them in a different way. In particular, if we take the arrows to
indicate a direction along the threads, the tail of the first thread is joined onto
the head of the second thread, and vice versa. We say that the two W -threads
have been crossed.
To appreciate the significance of thread crossing, suppose the diagrams
in (6.18) were contributions to the amplitude (or, rather, connected Green’s
function) for the processW+W− →W+W−Z0. In that case, beginning and end
of the W threads are distinguished by the momenta of the external W bosons.
Thread crossing then realizes the two possible ways of connecting the external
W -lines into threads. As we shall see below, this generalizes to the case of more
than two W -threads.
Thread crossing is also possible for two Z0-threads connected by an H-line,
which follows readily from (6.9e). In fact, since a Z0-thread has no intrinsic
direction, the broken up threads can be reconnected in all possible ways.
Absorbing Closed Threads
Thread crossing can be used to absorb a closed W -thread or Z0-thread, i. e. a
W -loop or Z0-loop, into another W -thread or Z0-thread, respectively. We list
this case separately, because it is very important for the structure of the SM
forests.
As an example, consider the case of a closed W -thread:
→ (6.21)
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In an analogous way, closed Z0-threads can be absorbed into into Z0-threads.
Note that the absorbing thread can be either an open thread or a closed thread.
The possibility of absorbing closed threads clearly shows that the number of
W -loops and Z0-loops is not invariant under gauge flips. Of course, the total
number of loops remains fixed.
Elimination of H4 Vertices
This gauge motion answers the question under which conditions a H4 vertex
can be expanded by a gauge flip. This is important, because the expansion of a
H4 vertex as a four-point subdiagram into a subdiagram with two H3 vertices is
not a gauge flip. Consequently, diagrams with different numbers of H4 vertices
would be candidates for separate invariant subsets, unless the five-point gauge
flips can be used to perform this transformation indirectly.
This is, however, the case, as is apparent from (6.11) and (6.12). For def-
initeness, we consider the former five-point subdiagrams with two W bosons.
We first use a five-point flip to replace the H4 vertex by a W+W−H2 vertex:
→ (6.22)
The W+W−H2 vertex can then be expanded by a gauge flip of a four-point
subdiagram:
→ (6.23)
In the same way, the H4 vertex can be expanded if the W -thread is replaced by
a Z0-thread. Thus, if a H4 vertex is coupled to a W -thread or Z0-thread, the
three H-lines not connected to the thread can be absorbed onto the thread by
a gauge motion.
Summary of Gauge Motions
Let us summarize the set of valid gauge motions, i. e. the possible transforma-
tions of Feynman diagrams achievable by sequences of gauge flips:
1. Elimination of internal H-lines, except for H-lines connecting two Z0-
threads.
2. The parallel motions H ‖ Z0, H ‖ W , Z0 ‖ W , Z0 ‖ f , γ ‖ W ,
γ ‖ f 6= ν, G ‖ q.
3. The perpendicular motions Z0 ⊥ fW , γ ⊥ fW , H ⊥ fW , H ⊥ fZ0,
H ⊥ Z0W , G ⊥ qG.
4. The crossover motions Z0×WZ0W , Z0×fZ0W , γ×WZ0W , γ×fZ0W ,
H × Z0HZ0.
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5. Thread crossing of two W -threads or two Z0-threads.
6. Absorption of closed W -threads and Z0-threads.
7. Elimination of H4 vertices coupled to W -threads or Z0-threads.
6.3.3 Pure Boson Forests
In this section, we shall analyze the structure of SM forests without fermions.
Connected Green’s functions without any fermionic contributions are of lim-
ited direct physical interest, because the initial and final states of high energy
scattering processes usually contain many fermions. However, knowledge of the
structure of the pure boson forests will prove indispensable for unraveling the
structure of general forests.
Pure gluon forests have been discussed in 6.2. On the other hand, a pure
boson forest involving EW bosons can never contain gluons, because color SU(3)
commutes with SU(2) × U(1), and hence gluons do not couple to EW bosons.
Thus, we can ignore gluons in this section.
In the following, we leave the number L of loops of the diagrams in the forests
implicit. A general SM forest is then characterized completely by the external
state E , i. e. the number and nature of the external lines. Given a particular
external state E , we shall denote the corresponding forest as F (E). Note that
we characterize all external lines by particle labels corresponding to outgoing
particles. In the SM, this implies that the sum over the electromagnetic charges
of the external particles vanishes.
We shall distinguish pure boson forests according to the number NW of
externalW lines. Owing to charge conservation, this number must be a multiple
of two. As we are going to demonstrate shortly, the number of neutral external
boson lines is irrelevant for the determination of the structure of the forest.
Therefore, we denote a purely bosonic external state with NW external W -lines
as B(NW ).
Diagrams With a Single Open W -Thread
We begin our discussion with the forest F (B(2)) corresponding to external states
containing exactly one W+ and one W− boson, and in addition an arbitrary
number of neutral bosons. Because all interactions in the SM conserve the elec-
tromagnetic charge, diagrams in F (B(2)) contain precisely one open W -thread,
starting and terminating at two external vertices. We will now demonstrate
that this W -thread is sufficient to make F (B(2)) connected under gauge flips.
That is, F (B(2)) always consists of a single grove.
To prove this, we adopt a strategy similar to the one we used when we proved
the connectedness of subsets of the forest in unflavored φ-theory. In particular,
we first restrict our attention to the subset F3(B(2)) of diagrams without a
quartic vertex. Next, we shall designate a subset T3 of F3(B(2)), connected
under gauge flips, with a canonical topology. Connectedness of F3(B(2)) then
follows if we can show that every diagram in F3(B(2)) can be transformed into
a diagram in T3 by means of gauge motions.
To be specific, we choose the diagrams in T3 to have the following topology:
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(6.24)
Of course, the numbers of self-energy loops and external lines are not restricted
to the values displayed in this example. Rather, the number of self-energy loops
should equal L, while the numbers of neutral external bosons are arbitrary.
It should be obvious that all diagrams with this topology are connected by
gauge motions. Indeed, the external lines can be permuted arbitrarily through
the parallel motions H ‖W , Z0 ‖W , and γ ‖W . Therefore, T3 is connected.
Now consider an arbitrary diagram d in F3(B(2)):
d = (6.25)
We first replace each internal photon line by a Z0-line (which just means that
we interpret any internal wavy line as a Z0-line) and eliminate as much internal
H-lines in d as possible:
d →
→ → (6.26)
The only internal H-lines left must then necessarily connect two Z0-threads.
Some of these Z0-threads may be closed ones, which we absorb into an open
thread.4 We would now like to eliminate the remaining internal H-lines, which
by now interconnect open Z0-threads. These Z0-threads must be coupled to a
W -thread with at least one end. Since H-lines can be moved parallel to Z0-
threads and perpendicular from Z0-threads onto W -threads, we can move all
remaining H-lines onto W -threads:
→ (6.27)
4Note that there must be at least one open Z0-thread, for else any closed Z0-loops would
have to be connected to theW -thread through a H-line. But in this case, the closed Z0-thread
would have been broken up already in the elimination of the connecting H-line. (Cf. (6.13))
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The H-lines can now be eliminated again using the gauge flip (6.13). At this
point, d has been transformed, using gauge motions, into a diagram d′ without
internal H-lines:
d′ → (6.28)
d′ must then necessarily consist of one open and an unspecified number of closed
W -threads, interconnected by Z0-lines. That is, there can be no Z0-thread
consisting of more than a single Z0-line. But then all closed W -threads can be
absorbed into the single open W -thread by means of thread crossing:
d′ → (6.29)
The resulting diagram is easily transformed into a diagram of the form (6.24) by
parallel motions along the W -thread. Therefore, F3(B(2)) is connected under
gauge flips.
For this to imply that the complete forest F (B(2)), including diagrams with
quartic vertices, is connected under gauge flips, we yet have to demonstrate
that every diagram in F (B(2)) can be transformed into a diagram in F3(B(2))
using gauge flips. This is readily seen to be true for diagrams without a H4
vertex, because all other quartic vertices involve gauge bosons, and hence their
expansion is always a gauge flip. Thus, the only potential obstacle is provided
by diagrams with H4 vertices. However, according to the gauge motion 7, these
can be absorbed into the W -thread, thereby replacing the H4 vertex by two
cubic vertices. This means that every diagram in F (B(2)) can be transformed
into a diagram in F3(B(2)) using gauge motions, as was to be shown.
Diagrams With Several Open W -Threads
We now consider the forests F (B(NW )) for NW > 2, which means that there are
several open W -threads present. We claim that these forests are also connected
under gauge flips.
The treatment of this case is very similar to the case of a single open W -
thread. Indeed, given a diagram in F3(B(NW )), we can eliminate all internal
H-lines and closed Z0-threads exactly as before. We then have a diagram with
NW /2 open W -threads and any number of closed W -threads, interconnected
by Z0-lines. The closed W -threads are absorbed into open ones, no matter
which. This leaves us with a diagram consisting of just NW /2 W -threads,
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interconnected by Z0-lines:
(6.30)
Evidently, through crossover motions we can transform this diagram into the
form:
(6.31)
Let T3 be the subset of F3(B(NW )) containing only diagrams of the above topol-
ogy. Our proof is complete if we can show that T3 is connected under gauge
flips. Now remember that the various external W -lines actually carry momen-
tum labels. Therefore, we need to demonstrate that we can perform arbitrary
permutations of the momenta of theW+-lines or theW−-lines using gauge flips.
For definiteness, we choose to permute the W -lines with the outgoing arrow.
To permute two external W -lines with momenta p1 and p2, we have to make
sure that the following flip can be performed:
p2
p1
→
p2
p1
(6.32)
Clearly, we can arrange for this flip for any pair of external W -lines by using
parallel motions and crossover motions. Therefore, F3(B(NW )) is connected
under gauge flips. The connectedness of F (B(NW )) then follows by the same
arguments as used in the discussion of F (B(2)).
Diagrams without an Open W -Thread
We have seen that pure boson forests of diagrams with a nonzero number of
open W -threads always consist of a single grove. For diagrams without an
open W -thread, the situation is different. This can readily be seen by recalling
that we used an open W -thread to absorb all closed W -threads. If there is no
open W -thread, we can eliminate at most all but one closed W -thread. This is
because, while several W -threads can be merged and joined, the last W -thread,
open or closed, cannot be destroyed. Nor can aW -thread be created by a gauge
flip in a diagram where no W -thread was present before. Therefore, a pure
boson forest F (B(0)) of diagrams without external W lines may consist of more
than one grove.
Independent of the precise nature of the neutral bosons in the external state,
there is always a subset of diagrams with at least one closed W -thread, except
at tree level. Therefore, let us assume that the number L of loops is nonzero.
Omitting diagrams with a quartic vertex, we obtain the subset C3. We can make
use of the results for the forests with a nonzero number of openW -threads in the
following way. Given a diagram d in C3, pick one of the closed W -threads. By
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cutting aW -line, we obtain a diagram d′ with a single openW -thread. But these
are connected. Therefore, C3 is connected, too. As before the connectedness
of all diagrams in F (B(0)) with at least one W -thread (including those with
quartic vertices), follows from this result.
Next, consider the case where the external state contains a nonzero (even)
number NZ of Z0 bosons. The subset of F (B(0)) of diagrams without any
W -thread then consists of diagrams with NZ/2 open and an arbitrary number
of closed Z0-threads. Denote by N3 the restriction of this subset to diagrams
without quartic vertices. Note that diagrams in N3 cannot contain a photon
line, because photons do not couple to neutral bosons. On the other hand, N3
is non-empty even at tree level. We claim that N3 is connected under gauge
flips. To see this, choose an arbitrary diagram d in N3. We first eliminate as
many internal H-lines as possible. Afterwards, we absorb all closed Z0-threads
into an open Z0-thread. This leaves us with a diagram d′ consisting of open
Z0-threads, interconnected by H-lines:
(6.33)
Since H-lines can be moved parallel along Z0-threads and crossover from one
Z0-thread onto another, all diagrams inN3 can be transformed into the following
topology:
(6.34)
By an argument similar to the one given below (6.31), arbitrary permutations
of external Z0-lines can be performed by crossing Z0-threads. Therefore, dia-
grams of the form (6.34) are connected, hence N3 is connected, which in turn
implies that, for nonzero NZ, all diagrams in F3(B(0)) without a W -thread are
connected. Again, this implies that the subset of diagrams without a W -thread
of the complete forest F (B(0)) is connected, because all quartic vertices can be
replaced by two cubic vertices through gauge motions, where H4 vertices are
absorbed into some Z0-thread.
This leaves us with an external state consisting of H bosons only. The
subset of diagrams with at least one (closed) W -thread is connected by the
same arguments as before. Next, consider the subset of diagrams without W -
thread, but with at least one (closed) Z0-thread (which, of course, requires a
nonzero number of loops). By arguments similar to the case of diagrams with
one or more closed W -threads, this subset is connected under gauge flips. The
remaining diagrams contain neither a W -thread nor a Z0-thread, which, in the
present context of pure boson forest, means that they contain H bosons only.
Every such diagram is trivially gauge invariant, because it does not depend on
unphysical degrees of freedom in any way.
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Summary of the Structure of Pure Boson Forests
We collect the results about the pure boson forests F (B(NW )) with NW open
W -threads in a theorem. To make our notation more concise, we shall refer to
a diagram with at least one W -thread as a charged diagram, and to a diagram
without a W -thread as a neutral diagram. Correspondingly, the terms charged
grove and neutral grove are used to denote a grove containing only charged and
only neutral diagrams, respectively.5 The theorem about the pure boson forest
can then be stated as follows:
Theorem 6.1
1. A pure boson forest with external W bosons consists of a single grove.
2. A pure boson forest with external photons consists of a single grove.
3. A pure boson forest with an external state consisting solely of neutral
bosons, at least one of which is a Z0 boson, decomposes into
(a) a grove containing all charged diagrams;
(b) a grove containing all neutral diagrams.
4. A pure boson forest with an external state consisting solely of H bosons
decomposes into
(a) a grove containing all charged diagrams;
(b) a grove containing all neutral diagrams with at least a single Z0-loop;
(c) a separate grove for each diagram without gauge boson lines.
6.3.4 General SM Forests
In this section, we investigate the structure of SM forests with massive fermions.
Massless fermions will be discussed later on an explicit example.
As mentioned before, the STIs in gauge theories apply separately to diagrams
with a fixed number of fermion loops.[25] In the present context, this can easily
be seen by inspection of the gauge flips involving fermion lines, (6.10) and (6.2).
Indeed, none of these flips can create or destroy a fermion loop. It is then clear
that the groves of a general SM forest respect this structure. This can also be
seen from the fact that, in principle, arbitrarily many fermion dublets can be
added to the SM Lagrangian without violating gauge invariance. Therefore, if
we increase the number of fermion loops by one, can always imagine that the
additional fermion loop belongs to a new, distinct flavor. Consequently, the
diagrams with an additional fermion loop must be separately gauge invariant.
Let us denote by F (E , λ) the subset of a general SM forest with external
state E and λ fermion loops. We will refer to F (E , λ) as a subforest. The total
number L of loops is left implicit. (Of course, λ ≤ L.) More specifically, we
denote by E(Nf ) an external state containing Nf fermion lines, where, owing
to fermion number conservation, Nf must be a multiple of two.
Like for the pure boson forest discussed in the last section, a subset S of
F (E , λ) is connected under gauge flips if and only if the subset S3 of diagrams
5This terminology for groves is justified, because, as we shall see, a grove can never contain
both charged and neutral diagrams.
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in S without a quartic vertex is connected. Therefore, we shall infer the decom-
position of F (E , λ) from the subset of diagrams without a quartic vertex. To
keep our notation compact, we shall not, however, introduce an extra notation
for this subset. It should then be implicitely understood that only diagrams
without a quartic vertex are to be considered.
In order to put the results of the last section to use in the investigation of
SM forests with fermions, we shall proceed according to the following general
strategy. We will try to move as many boson lines as possible perpendicular
from the fermion threads onto boson threads. Clearly, if all boson lines except
a single one can be stripped off the fermion lines, the remaining gauge motions
are just those of pure boson forests, for which the above results can be applied.
Note that, since diagrams without gauge bosons (including Goldstone bosons)
are trivially gauge invariant, every such diagram forms a separate grove. We
will mention these trivial groves briefly when they can occur. Our main focus is,
however, on diagrams with at least one gauge boson line, where the cancellation
of unphysical degrees of freedom is essential to ensure the consistency of the
theory.
Diagrams With a Single Open Fermion Thread
We begin by analyzing F (E(2), 0), i. e. the subforest of diagrams with a single
open fermion thread and no closed fermion thread. Of course, E(2) can contain
an arbitrary number of SM bosons. However, as long as the precise nature of
the additional external bosons does not matter, we will leave this part of the
external state implicit.
For simplicity, we will consider external states E(2) without gluons at first.
To begin with, we want to show that, in a charged diagram, all boson lines but
one can be stripped off the fermion thread. To this end, we focus on the bosons
coupled to the fermion thread. Assuming that at least one W -thread is coupled
to the fermion line, the structure of the fermion thread looks as follows:
(6.35)
Of course, the number of boson lines is arbitrary, except that, ignoring neutral
bosons, W+ and W−-lines must be alternating, with at most one excess W+
or W−-line. The reason is that we have restricted ourselves to fermions in
the dublet representation of SU(2). In other representations, more general
distributions of the W -lines would be possible.
Note that some of the displayed boson lines may couple to the same vertex,
or may even coincide. Also, photons cannot always be brought into the displayed
order, because neutrino lines may inhibit their parallel motion along the fermion
thread. For the moment, we treat photons and Z0 bosons on the same footing.
This will be justified below.
110
Now, we first move all neutral bosons onto a single W -thread:
(6.36)
If, unlike in the present example, there is only a single W -thread coupled to
the fermion thread, we have accomplished our goal. Else, we join the remaining
W -threads in pairs, using the gauge flip (6.10a):
(6.37)
Note that we have chosen to join theW -thread with the attached neutral bosons,
because this works also if no additional W -thread is coupled to the fermion
thread. At this point, at most a single W -thread is coupled directly to the
fermion thread. In addition, there are one or more W -threads coupled to the
fermion thread by a single Z0-line. If, as in the present example, there is a
single W -thread coupled to the fermion thread left, we move all Z0-lines onto
this thread by means of the perpendicular motion Z0 ⊥ fW :
(6.38)
On the other hand, if there is no W -thread coupled to the fermion line, we can
employ the crossover motion Z0×fZ0W to move all but one Z0-line onto some
W -thread:
→ (6.39)
Thus, if at least one W -thread is coupled directly to the fermion thread, all but
one boson can be stripped of the fermion thread by gauge motions.
The same is true, if the diagram d contains aW -thread, which is not coupled
directly to the fermion thread. To see this, recall that any diagram in a pure
boson forest with at least one W -thread can be brought into the form (6.24).
Now, if we remove the fermion thread in d, the diagram will be partitioned into
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several disconnected pure boson subdiagrams:
⇒ (6.40)
One of these subdiagrams must contain the W -thread, and therefore can be
transformed into the form (6.24):
→ (6.41)
Evidently, this means that, if we reintroduce the fermion thread again, the
W -thread is connected to the fermion thread by a single Z0-line:
(6.42)
This Z0-line can be used as a bridge to move all other neutral bosons from the
fermion thread onto the W -thread:
(6.43)
We conclude that the presence of a single W -thread in a diagram of F (E(2), 0)
is sufficient to strip off all but one boson from the fermion thread.
If we now remove the fermion thread, we obtain a diagram in the pure boson
forest F (B(NW )), where NW is determined by the number of externalW bosons
present in the original external state E(2) and, in addition, by the flavors f1 and
f2 of the two external fermions. In particular, if the sum of the eletromagnetic
charges of f1 and f2 is nonzero, the stripping of the fermion thread will leave a
W boson as last boson, as in (6.38). On the other hand, if the sum of charges
is zero, the last boson will be a Z0 boson, as in (6.43). We say that the fermion
pair (f1, f2) is charged or neutral, respectively.
For a given original external state E(2), then, the external state B(NW )
obtained by removing the fermion thread is uniquely determined. Therefore,
F (E(2), 0) is connected if F (B(NW )) is. According to theorem 6.1, this is true
for NW > 0. For NW = 0, F (B(0)) decomposes into the two groves of diagrams
with and withoutW -threads. Therefore, the charged diagrams in F (E(2), 0) are
always connected.
At this point, a word must be said about photons and neutrinos. In the
foregoing discussion, we have implicitely assumed that neutral gauge bosons can
112
be moved arbitrarily parallel to the fermion thread. Obviously, for photons this
is impossible if the fermion thread contains neutrino lines. We must make sure
that this cannot invalidate our arguments. Now, if the fermion thread is actually
a pure neutrino thread, a photon could not have been coupled to the fermion
thread in the first place. On the other hand, if the fermion thread contains
neutrino lines as well as charged lepton lines, there must be W -lines coupled to
the fermion thread whenever a charged lepton line meets with a neutrino line.
Since the photons on the fermion thread must be coupled to charged lepton
lines, this implies that photons can always be moved perpendicular from the
fermion thread onto some W -thread.
We turn now to the discussion of neutral diagrams in F (E(2), 0). In this case,
to avoid ambiguities, it is advantageous to distinguish clearly between photons
and Z0 bosons. Therefore, we shall now use a zigzag line to represent the latter,
as indicated in (6.8).
The treatment of photons is actually very simple: Since photons do not
interact with neutral bosons, they can at most be moved parallel along the
fermion thread. In fact, because neutral current interactions cannot change
flavor in the SM, photons either cannot couple to the fermion thread at all, if
it is a neutrino thread, or else can be moved arbitrarily parallel to the fermion
thread. Also, recall that, for the determination of groves, we replace internal
photon lines by Z0-lines anyway.
Let us, then, consider a diagram in F (E(2), 0), containing, apart from the
fermion thread, only Z0-lines and H-lines. (Remember that we assume that at
least one Z0-line is present.) We can take over essentially all results from the
foregoing discussion of diagrams with W -threads. For, if we substitute Z0 for
W and H for Z0, then all motions required to remove W and Z0-lines from
the fermion thread are now valid motions to remove Z0-lines and H-lines from
the fermion thread. Thus, if there is an odd number of Z0-threads coupled to
the fermion thread (plus an arbitrary number of H-lines), the diagram can be
brought into the form corresponding to (6.38):
(6.44)
On the other hand, a diagram with an even number of Z0-threads coupled to
the fermion thread can be transformed into the equivalent of the second diagram
in (6.39):
(6.45)
We emphasize again that this is only possible for massive fermions, because else
the H-line cannot be coupled to the fermion thread.
In either case, by removing the fermion thread, we get a diagram with at
least one Z0-thread in the pure boson forest F (B(0). Observe that the external
state B(0) is uniquely determined by the number of Z0-lines coupled to the
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fermion thread in the original diagram: for an odd number, the last boson is
a Z0 boson, as in (6.44); for an even number, the last boson is a H boson, as
in (6.45).
However, we emphasize that, in contrast to the case of diagrams with a
W -thread, the external state B(0) is not uniquely determined by the fermion
flavors f and f¯ in the external state E(2). For both Z0 bosons and H bosons
are neutral and hence can be coupled to a neutral fermion thread in arbitrary
numbers. On the other hand, the external state B(0) is uniquely determined
by the bosons in E(2). To see this, observe that the Z0-H interactions conserve
the Z0-number. Therefore, if E(2) contains an odd number of Z0 bosons, the
fermion thread must contain an odd number of couplings to Z0 bosons. These
observations will be very important for the structure of a subset of of diagrams
with more than one fermion thread.
In any event, the neutral pure boson diagrams in F (B(0)) form a grove, ac-
cording to theorem 6.1. Hence, the neutral diagrams in F (E(2), 0) are connected
under gauge flips, too. Thus, for an SM subforest with a single open fermion
thread and no closed fermion thread, we get essentially the same decomposition
as for the pure boson forests, if the external state E(2) does not contain gluons.
Finally, we have to consider gluons in the external state E(2), which requires
the fermion thread to be a quark thread. Because gluons can be moved arbi-
trarily parallel to a quark thread, we can clearly arrange the boson and gluon
lines coupled to the fermion thread so that the gluons are to the right of all
bosons:
(6.46)
The gluons can then successively be moved perpendicular onto a single gluon
line, while the EW bosons are treated as discussed above. If the quark thread
is removed, we obtain a uniquely determined SM pure boson forest plus a pure
gluon forest. Both forests are separately connected under gauge flips accord-
ing to theorem 6.1 and the discussion QCD in section 6.2. Consequently, the
structure of the forest F (E(2), 0) is determined by the gauge flips of EW bosons
alone.
We summarize our results in the next theorem:
Theorem 6.2 Consider the subforest F (E(2), 0) of diagrams with two external
fermions and without a closed fermion loop.
1. If the fermion pair in the external state E(2) is charged, or if E(2) contains
W bosons, F (E(2), 0) forms a single grove.
2. If the fermion pair in the external state E(2) is neutral, and if all bosons
in E(2) are neutral, F (E(2), 0) decomposes into
(a) a grove containing all charged diagrams;
(b) a grove containing all neutral diagrams.
Diagrams With a Single Closed Fermion Thread
Having discussed diagrams with a single open fermion thread, it is natural to
consider diagrams with a single closed fermion thread next, i. e. the subforest
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F (E(0), 1). An external state E(0) without fermions is actually equal to a pure
boson external state B. Thus, we are now taking into account the contributions
of diagrams with a single fermion loop to the pure boson forest F (B).
Evidently, the treatment of diagrams with a closed fermion thread is quite
similar to the treatment of diagrams with an open fermion thread. Indeed, we
made essentially no use of the fact that the fermion thread was open in the
discussion of F (E(2), 0), except that a charged fermion thread must be open.
On the other hand, for a neutral open fermion thread, nothing prevents us from
connecting the end of the thread to the start, thus forming a closed thread.
Observe, that when all but one boson are stripped of a closed neutral fermion
thread, the resulting diagram contains a one-loop tadpole diagram contributing
to the one-point function of some neutral boson:
(6.47)
Such a tadpole diagram is zero by Lorentz invariance for the neutral gauge
bosons, i. e. photon and Z0, because the corresponding integral would, if nonzero,
define a preferred four-momentum:
γ,Z0
= 0 (6.48)
However, the Goldstone boson and H tadpole diagrams are generally nonzero
for massive fermions. In fact they are proportional to the fermion masses.
Therefore, we can really take over all arguments from the case of a closed fermion
thread and obtain the following result:
Theorem 6.3 Consider the subforest F (E(0), 1) of diagrams without external
fermions and with a single closed fermion loop. F (E(0), 1) decomposes into
1. a grove containing all charged diagrams;
2. a grove containing all neutral diagrams.
General SM Diagrams
We are now in a position to study general SM forests, i. e. diagrams with an
arbitrary number of fermion threads, open or closed. As we have seen above,
closed fermion threads can be treated in the same way as open ones. Therefore,
it suffices to consider diagrams with a fixed number of fermion threads. Since
no gauge flip can change the number of fermion threads, this is automatically
compatible with gauge invariance.
Denote by F (E , τ) a forest of diagrams with τ fermion threads and an ex-
ternal state E , which is only subject to the constraint that it must not contain
more than 2τ fermions. The τ fermion threads can be assumed to belong mu-
tually distinct fermion dublets. For, if some fermion threads belong to identical
dublets, the complete forest will decompose into invariant subsets related to
each other by permutations of fermion threads and crossing symmetry.
For instance, take F (E , 3) to be the forest of diagrams without fermion loop
for the SM process e+e− → e+e−µ+µ− at one-loop level. For every diagram
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d1 contributing to this process, there is a second diagram d2 related to d1 by a
permutation of external electron lines, i. e. by crossing symmetry. A priori both
d1 and d2 might belong to a single grove of the forest for this process. However,
the e+-e− pair in the final state could have been replaced by a quark-antiquark
pair without violating gauge invariance, in which case no permutation of external
lines would be possible. Consequently, d1 and d2 must belong to different groves
S1 and S2, related to each other by crossing symmetry.
Given that all fermion threads belong to distinct fermion dublets, our strat-
egy for determining the structure of the subforest F (τ) will be as follows: Leav-
ing QCD couplings aside, we first consider external states E without photons.
For such external states, we can remove all but one boson from every fermion
thread. This should be clear, because we just have to treat each fermion thread
in turn like we did above. Removing afterwards the trivial fermion threads will
give us a diagram from a pure boson forest F (B) with a bosonic external state
B. The structure of F (τ) then follows from the structure of the pure boson
forest, which, according to theorem 6.1, is characterized by the bosonic external
state B. Once we have derived the structure of the forest for an external state
E without photons, the effects of adding the latter gauge bosons can easily be
determined.
Consider, then, an external state E without photons. If E containsW bosons
or charged external fermion pairs, the last boson kept at each fermion thread
is uniquely determined, if we demand that the last boson at all neutral fermion
threads be a Z0 (or φ0, for closed fermion threads). This is true because these
diagrams contain openW -threads, to which all neutral bosons can eventually be
attached. But a H-line coupled to aW -thread can always be eliminated in favor
of a Z0-line or φ0-line. Consequently, the external state B of the pure boson
forest obtained by removing the stripped fermion threads is uniquely determined
and contains external W bosons. According to theorem 6.1, F (B) is connected
in this case. Therefore, F (E , τ) is connected, too. The same is true if photons
are added to the original external state E , because these can always be moved
onto some W -thread. Thus, adding external photons just changes the purely
bosonic external state B.
If no W bosons or charged fermion pairs are present in the original exter-
nal state E , the forest F (E , τ) decomposes into the invariant subsets containing
charged and neutral diagrams, respectively. The subset of charged diagrams is,
in fact, a grove, which follows again from the uniqueness of the purely bosonic ex-
ternal state B obtained by first stripping and then removing all fermion threads.
Theorem 6.1 then ensures the connectedness of the charged diagrams. Again,
photons can be added to E without invalidating this result, because they may
be attached to a W -thread.
Thus, independent of the external state E , the charged diagrams in F (E , τ)
always form a single grove.
We turn now to the discussion of neutral diagrams. Of course, for these to
exist, the external state E must not contain charged bosons or fermion pairs.
This will be implicitely understood in the sequel. Because, even with these
constraints, there are still charged diagrams in F (E , τ), we denote the subset of
neutral diagrams as F0(E , τ).
Let E again denote an external state without photons. For each diagram in
F0(E , τ), we can remove all but one boson from open fermion threads. Once we
have done this, removing the open fermion threads gives us a purely bosonic
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external state B containing H and Z0 bosons only. This time, however, B is
not uniquely determined. To see this, observe that, since all fermion threads in
diagrams of F0(E , τ) are neutral, the last boson at each fermion thread must be
either a H or a Z0 (or φ0). However, in a neutral diagram there is no way to
replace a H-line by a Z0-line.
Indeed, in a neutral diagram, an internal H-line must either connect two
fermion threads or else be coupled to at least one HZ0Z0 or HHH-vertex. In
the latter case, the absence of a HHZ0 or a Z0Z0Z0-vertex in the SM forbids
the replacement of aH-line. In the former case, a replacement would in principle
be possible. It is, however, not a gauge motion, because the exchange of H-line
and Z0-line in a four-point subdiagram with four fermion lines is not a gauge
flip:
/↔ (6.49)
Therefore, different ways of choosing the last boson at each fermion thread,
corresponding to different pure boson external states B obtained by stripping
and removing the fermion threads, lead to separate groves. Thus, in order to
determine the groves of F0(E , τ), we must determine all possible pure boson
external states B.
For instance, consider F0(E , 3) for an external state E containing three dis-
tinct neutral fermion pairs at the one-loop order. A specific example is provided
by the SM process e+e− → e+e−µ+µ− described above. In this case, we have
to take into account all pure boson external states B consisting of three neutral
bosons, each either a Z0 or a H. Because the Z0-H interactions conserve the Z0
number, B must contain either zero or two Z0 bosons. For the latter possibility,
there are three choices, characterized by specifying the fermion threads to which
the Z0-lines are attached. We illustrate this by displaying one representative
diagram for each choice of external state:
(6.50)
Evidently, the four choices of external state B are independent of the number of
loops, as long as we do not introduce a fermion loop (which would be equivalent
to changing τ). This is true because, according to 6.1, the neutral pure boson
groves are uniquely determined by the external state B for any number of loops.
It is also easy to extend the original external state E by adding H bosons
or pairs of Z0 bosons, because these can always be attached to one of the Z0-
threads already present in the pure boson part of the diagram. The groves would
then still be characterized by the four choices of last boson at the three fermion
threads. On the other hand, if we wanted to add just a single Z0 boson to the
external state E , we would have to choose an odd number of fermion threads
for which the last boson is a Z0.
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In any event, the foregoing discussion shows that in F0(E , τ) there are gen-
erally several independent choices of last boson at the τ fermion threads. Each
choice leads to a different pure boson external state B and hence to a separate
grove. Alternatively, because the number modulo two of Z0 bosons at a fermion
thread is determined uniquely by the choice of last boson, we can characterize
the groves of F0(E , τ) by these numbers. This will be illustrated further when
we discuss an explicit example later.
We summarize what we have learned about the subforest F0(E , τ) of neutral
diagrams without external photons in a lemma:
Lemma 6.1 The forest F0(E , τ) of neutral diagrams with τ fermion threads
decomposes into one grove for every independent choice of last boson at the τ
fermion threads. If the number of external Z0 bosons is even or odd, these
choices correspond to all possible ways of selecting an even or odd number of
fermion threads, respectively, for which the last boson is a Z0.
Adding external photons will in general lead to a further decomposition of
F0(E , τ). To see this, observe that, while photons can be moved parallel to
a fermion thread, it is impossible to remove a photon from a fermion thread in
a diagram containing only neutral bosons through gauge motions, simply be-
cause there is no charged boson to which the photon could be attached. This
means that we cannot transfer photons from one fermion thread to another by
gauge flips.
Therefore, if photons are added to the external state E , the groves described
in the lemma will decompose further into one grove for every independent way
of distributing the photons over the fermion threads.
As a simple example, consider the process e+e− → µ+µ−γ at tree level.
Ignoring the photon, there are two choices of last boson at the fermion threads,
corresponding to Z0-exchange or H-exchange. For both choices, we can attach
the photon to the electron line or the muon line. Consequently, the forest for
this process decomposes into four groves: , , ,
 (6.51) , , ,
 (6.52) ,
 (6.53)
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 ,
 (6.54)
We emphasize that, if we replace the external photon by a Z0 boson, the forest
consists of just two groves, corresponding to choosing the last boson at the
electron line as a Z0 or H boson: , . . . , , , . . .
 (6.55) , . . . , , , . . .
 (6.56)
Here, the omission dots represent the diagrams obtained from the preceding
one by replacing the intermediate Z0-line by a photon line and permuting the
external Z0-line along the fermion thread.6
We have now nearly completed the decomposition of the subforest F (E , τ)
(neglecting QCD contributions). The only missing piece in the puzzle concerns
the counting of fermion loops. To this end, let λ denote the number of closed
fermion threads, i. e. fermion loops. Recall that we proposed above to distin-
guish fermion threads according to dublets, not dublet components. For closed
fermion threads in neutral diagrams, (to which only neutral bosons are coupled)
this gives us in general a choice between two possible dublet components (unless
photons and neutrinos are involved). Therefore, if fermion threads are distin-
guished according to dublets, we shall generally have 2λ copies of every neutral
grove, identical except for the exchange of dublet components in some of the
closed fermion threads.
On the other hand, the closed fermion threads in charged diagrams will
always link both components of a dublet. This is so because we can always
use gauge motions to couple the fermion thread to some W -thread by a single
neutral boson and then use the gauge flip (6.10a) to break up theW -thread and
couple both open ends to the closed fermion thread:
f1f1 ←
f1
f2f2 ↔ f1
f2
f1 → f2f2 (6.57)
6It should be noted that, if the fermion-Higgs couplings are neglected, i. e. if fermions are
treated as massless, there will be two identical groves (up to the exchange of external photon
and Z0) in both cases. However, we defer the treatment of massless fermions to a separate
section.
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Evidently, in the presence of a charged thread, the contributions of the two
dublet components in neutral closed fermions are linked by gauge flips.
We summarize the structure of the subforest F (E , τ) in the following theo-
rem:
Theorem 6.4 Consider the subforest F (E , τ) of diagrams with λ closed fermion
loops and τ−λ external fermion lines, all belonging to mutually distinct dublets.
1. All charged diagrams in F (E , τ) form a single grove.
2. The neutral diagrams in F (E , τ) decompose further into groves character-
ized by
(a) a choice of last boson between Z0 and H for each of the τ fermion
thread according to lemma 6.1;
(b) a choice of distributing the external photons in E over the τ fermion
threads;
(c) one of 2λ choices of dublet component in the λ closed fermion threads.
This completes our analysis of general SM forests without QCD contributions.
We shall not give a detailed analysis of QCD contributions. Apart from the
simplest cases, the combinatorics quickly becomes too complicated to provide
a useful yet complete general description of SM forests in the presence of QCD
couplings. Rather, we shall comment briefly on the principal criteria, which
govern the decomposition into groves in this case. In the next section, we will
then demonstrate in detail the decomposition of a forest with QCD contributions
on a concrete example.
For the analysis of QCD contributions, it is important to note that, in pertur-
bation theory, the SM diagrams of a fixed order in the strong coupling constant
αs must be gauge invariant by themselves for a fixed number L of loops. A
second crucial observation is that, by using QCD gauge flips, all gluon self-
couplings can eventually be eliminated in favor of quark-gluon couplings. That
is, every grove of diagrams with QCD couplings contains a diagram d in which
all gluon lines start and end at a quark thread. In d, the replacement of an
internal gluon by a neutral EW boson, Z0 say, always leads to a valid diagram
of order αn−1s , if d was of order α
n
s . Conversely, then, by replacing a neutral SM
boson line starting and ending at a quark thread in an arbitrary SM diagram
of order αn−1s , we obtain a valid diagram of order α
n
s .
For simplicity, we restrict ourselves now to groves without external gluons.
In this case, the groves of diagrams with QCD couplings can then in principle
be found in the following way: We first determine the groves S(0)i of diagrams
without QCD couplings, as described in the above theorem. To determine the
groves of diagrams of order αs, we choose a grove S
(0)
i and select the subset T
of diagrams with internal neutral EW boson lines connecting with both ends to
a quark thread. Obtain a new set T ′ by replacing one such neutral boson line
in every diagram of T in all possible ways. T ′ then contains representatives of
groves of order αs. The crucial point now is that, by applying QCD gauge flips
to T ′ in all possible ways, we necessarily get a union of groves S(1)k of order αs.
This process can be continued to higher orders in αs, until there are no more
neutral bosons that could be replaced by a gluon. All this will be demonstrated
in the next section.
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While the procedure just described gives us a way to construct the groves
of diagrams with QCD couplings, it does not actually characterize these groves.
We will now make some general remarks about the characterization of groves
with QCD couplings. Suppose, then, that we want to classify the groves of order
αs. A diagram of order αs contains a single gluon, which can either connect two
different quark threads or couple to a single quark thread. The groves are then
distinguished at least by the choices of two or one quark thread, respectively.
In most cases, there will be further choices associated with the couplings of
EW bosons to the quark threads. We shall demonstrate this explicitely for a
sufficiently simple, yet nontrivial, example in the next section.
In a similar way, one can in principle characterize the groves of higher or-
ders in αs. However, the combinatorics required for devising a general scheme
becomes forbiddingly complicated. On the other hand, the formalism of flips is
ideally suited for an implementation in a computer program. We have imple-
mented the algorithm for the construction of groves of the SM. The results will
be presented later. However, in order to make a connection with our theoretical
discussion, we shall demonstrate the decomposition of the forest into groves on
an explicit example, which we shall then analyze by means of our computer
program.
6.3.5 Structure of SM Forests: An Explicit Example
We have now all the information at hand which is needed to decompose a general
SM forest into its groves. Instead of describing the general procedure, which
would soon become very awkward, we shall discuss a specific example illustrating
the essential steps. Our arguments will also be applicable in the general case.
For simplicity, we specialize to the one-loop case, i. e. L = 1.
Consider, then, the connected Green’s function G for the process e+e− →
uu¯dd¯. The complete forest of all one-loop diagrams contributing to G, including
QCD contributions, will be denoted as F . The invariant subsets of diagrams of
order α0s, α
1
s, and α
2
s are referred to as F
(0), F (1), and F (2), respectively.
Purely Electroweak Contributions
We shall first treat the forest F (0) of diagrams without QCD couplings, taking
account of QCD contributions later. There are two ways of associating the
external fermions to fermion threads, corresponding to the groupings (u, u¯) and
(d, d¯) or (u, d¯) and (d, u¯), respectively. In other words, the forest of one-loop
diagrams of G decomposes into two invariant subsets F (0)
(En) and F (0)(Ec),
characterized by the external states
En =
{
(e+, e−), (u, u¯), (d, d¯)
}
(6.58)
Ec =
{
(e+, e−), (u, d¯), (d, u¯)
}
. (6.59)
F (0)
(En) and F (0)(Ec) can be further decomposed according to the number
λ of fermion loops, which can be 0 or 1. For λ = 0, we denote the subsets as
F (0)
(En, 0) and F (0)(Ec, 0), respectively. For λ = 1, we characterize the fermion
loop by the fermion dublet, f , in the case of Ec, or by the dublet component,
fk, in the case of En, writing, respectively, F (0)
(En, fk) or F (0)(Ec, f).
Before going into the details of the decomposition, we have to say that it
would be too much to display the complete groves. However, since groves are
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equivalence classes of diagrams under gauge flips, we can display a representative
for each grove, using brackets to denote the respective equivalence class. Thus,
if d is a diagram in a grove S, we write S = [d]. In the next section, we will
then report the sizes of these groves as we have obtained them by means of our
computer program.
We begin with the decomposition of F (0)
(Ec). All diagrams in this subset
are charged, because the external state Ec contains charged fermion threads.
According to theorem 6.4, the charged diagrams without fermion F (0)
(Ec, 0)
loop form a single grove:
F (0)
(Ec, 0) =

e+
e−
d
d¯
u¯
u

(6.60)
Note that this diagrams is the same as (1.3), which we choose to illustrate the
action of gauge flips in the introduction. Therefore, any of the diagrams in
chapter 1 could have been used as a representative for this grove.
The diagrams with a single fermion loop form one grove F (0)(Ec, f) for each
fermion dublet f :
F (0)
(Ec, f) =
 f
e+
e−
d
d¯
u¯
u

(6.61)
The subset F (0)
(En, 0) contains, according to theorem (6.4), a charged grove
F
(0)
+
(En, 0):
F
(0)
+
(En, 0) =

e+
e−
d
d¯
u¯
u

(6.62)
We have now exhausted all charged diagrams. Indeed, a diagram in F (0)
(En, fk)
cannot contain a W -thread, because in a diagram with a neutral external state
the W -thread must be part of a loop. However, the only loop in F (0)
(En, fk) is
a closed fermion thread, hence there is no room for a W -thread.
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The invariant subset F (0)0
(En, 0) of neutral diagrams in F (0)(En, 0) decom-
poses, according to theorem 6.4, into neutral groves according to the number
(modulo two) of Z0 bosons coupled to each fermion thread. We have illustrated
these choices for the case at hand as an example in (6.50). Thus, there are four
groves, which we characterize by specifying the flavors of the fermion threads
to which an odd number of Z0 bosons is coupled. We display three of these:
F
(0)
0
(En, 0; 0) =

e+
e−
d
d¯
u¯
u

(6.63)
F
(0)
0
(En, 0;u, d) =

e+
e−
d
d¯
u¯
u

(6.64)
F
(0)
0 (En, 0; e, u) =

e+
e−
d
d¯
u¯
u

(6.65)
The representative for the remaining grove F (0)0
(En, 0; e, d) is obtained by per-
muting u and d in an obvious way.
In a similar manner, the neutral groves in F (0)
(En, fk) decompose into neu-
tral groves, which can again be characterized by specifying the flavor of the
fermion threads to which have an odd number of couplings to Z0 bosons. First,
there is the grove F (0)
(En, fk; e, u, d, (fk)) corresponding to an odd number of
Z0 couplings at every fermion thread:
F (0)
(En, fk; e, u, d, (fk)) =
 fk
e+
e−
d
d¯
u¯
u

(6.66)
Here, the fermion propagating in the loop has been put into extra parentheses
to distinguish it from the external fermions.
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Then, we can choose an odd number of Z0 couplings at just two fermion
threads, which may be either two external fermion threads or one external thread
and the loop. We display one choice for both cases (the notation should be
evident by now):
F (0)
(En, fk;u, d) =
 fk
e+
e−
d
d¯
u¯
u

(6.67)
F (0)
(En, fk; e, (fk)) =
 fk
e+
e−
d
d¯
u¯
u

(6.68)
The other four choices lead to the groves F (0)
(En, fk; e, u) and F (0)(En, fk; e, d)
on one hand as well as F (0)
(En, fk;u, (fk)) and F (0)(En, fk; d, (fk)) on the other
hand.
This completes the decomposition of the forest for the Green’s function G.
Let us briefly summarize the groves, neglecting trivial groves of diagrams with-
out gauge bosons, and restricting ourselves to a simplified version of the SM
with just one generation of fermions, i. e. the leptons e and ν as well as the
quarks u and d. There is no loss of generality in this restriction, because, as
we have argued above, the groves of the complete SM can be obtained from the
one-generation SM by merely exchanging flavors in the fermion loops.
First, we have the groves without fermion loop, which are the two charged
groves F (0)
(Ec, 0) and F (0)+ (En, 0) as well as the neutral groves F (0)0 (En, 0; 0)
plus three groves F (0)0
(En, 0; t1, t2), where t1 and t2 refer to the open fermion
threads. Thus, there are six groves without fermion loop. The groves with
fermion loop are given by two copies of the charged grove F (0)
(Ec, f), one each
for the two dublets, and four copies each of F (0)
(En, fk; e, n, d, (fk)), of the three
choices F (0)
(En, fk; t1, t2), and of the three choices F (0)(En, fk; t, (fk)) (where t
again refers to the three open fermion threads), one for each of the four dublet
components. All in all, this makes up for 36 nontrivial groves.
Of course, the forest of G, as we have discussed it, is not really equal to
the set of diagrams from which G would be computed in practice. For, at the
moment we include Higgs couplings to all SM fermions, whereas, for practical
purposes, the couplings of light fermions to the Higgs can often be ignored. We
will discuss the implications of treating fermions as massless below. Here, we
just make two general remarks. First, the structure of the charged groves is
not affected by treating fermions as massless. This is intuitively clear, because
internal H-lines can always be eliminated in a diagram with W -thread. Second,
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treating fermions as massless will usually lead to a further decomposition of
some neutral groves for massive fermions, although other neutral groves may be
completely absent. Also, we have to say something about QCD contributions.
We will take up these issues below.
Before we do that, however, we want to briefly comment on the impact on
the structure of the forest brought about by adding an external photon. That
is, we consider now the process e+e− → uu¯dd¯γ. The corresponding external
states external states E ′n and E ′c are then given by including the extra photon in
En and Ec, respectively:
E ′n =
{
(e+, e−), (u, u¯), (d, d¯), γ
}
(6.69)
E ′c =
{
(e+, e−), (u, d¯), (d, u¯), γ
}
. (6.70)
According to theorem 6.4, the structure of charged groves is unaffected by the
additional photon. For instance, the grove F (0)
(E ′c, 0) is obtained by adding the
photon in all diagrams of F (0)
(Ec, 0) in all possible places.
On the other hand, adding the photon to a neutral grove will lead to several
separate groves, one for each choice of fermion thread to which the photon can
be attached. We illustrate this for the neutral grove F (0)
(E ′n, fk;u, d), charac-
terizing the four groves by the flavor of the fermion thread to which the photon
is attached:
F (0)
(E ′n, fk;u, d; e) =
 fk
e+
e−
d
d¯
u¯
u

(6.71)
F (0)
(E ′n, fk;u, d;u) =
 fk
e+
e−
d
d¯
u¯
u

(6.72)
F (0)
(E ′n, fk;u, d; d) =
 fk
e+
e−
d
d¯
u¯
u

(6.73)
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F (0)
(E ′n, fk;u, d; (fk)) =
 fk
e+
e−
d
d¯
u¯
u

(6.74)
Of course, the last grove does not exist if fk corresponds to a neutrino. Other
neutral groves are handled in an analogous way.
QCD Contributions
According to the general remarks about QCD contributions made above, the
one-loop contributions of order αs to the Green’s function G for the process
e+e− → uu¯dd¯ form an invariant subset F (1) of the complete one-loop forest
F . We are now going to demonstrate how F (1) can be decomposed into groves,
given the decomposition of the diagrams F (0) of order α0s.
We argued above that representatives for groves of F (1) can be generated
from diagrams in groves of F (0) by replacing neutral EW lines connecting quark
threads through gluons. Therefore, we shall now successively scan the groves of
F (0) for diagrams containing such lines.
We begin with F (0)
(Ec, 0). Using gauge motions, it is easily seen that this
grove contains a candidate:
e+
e−
d
d¯
u¯
u

=

e+
e−
d
d¯
u¯
u

(6.75)
Replacing the Z0-line connecting the u-thread to itself, we obtain a representa-
tive for the grove F (1)
(Ec, 0|u), where the u refers to the gluon attached to the
u-thread:
F (1)
(Ec, 0|u) =

e+
e−
d
d¯
u¯
u

(6.76)
Of course, the gluon could also have been attached to the d-thread, yielding a
second grove F (1)
(Ec, 0|d) (which we are not going to display).
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This does not yet exhaust the groves obtained from F (0)
(Ec, 0), because
there is also a representative with a Z0-line connecting both quark threads:
e+
e−
d
d¯
u¯
u

=

e+
e−
d
d¯
u¯
u

(6.77)
Replacing the Z0-line here gives us a third grove F (1)
(Ec, 0|u, d):
e+
e−
d
d¯
u¯
u

(6.78)
Since the general principle should by now be clear, we shall no longer display the
original representatives and candidates. Rather, we display the representative
from F (1) directly. The candidate can be inferred from this representative in an
obvious way by replacing the gluon with a Z0 or H-line.
Two further charged groves can be constructed from F (0)+
(En, 0). We display
the first one:
F
(1)
+
(En, 0|u) =

e+
e−
d
d¯
u¯
u

(6.79)
The second grove, F (1)+
(En, 0|d) is obtained in an obvious way by attaching the
Z0-line to the d-thread instead of the u-thread. This exhausts the list of charged
groves, because in F (0)
(Ec, f) there are no candidate diagrams.
Let us, then, turn to neutral diagrams. There, we can replace a Z0-line
between quark threads by a gluon line, which can be part of the loop or not.
In the former case, we obtain three groves from each of F (0)0
(En, 0; t1, t2). For
127
t1, t2 = u, d, the first two are given by:
F
(1)
0
(En, 0;u, d|u, d) =

e+
e−
d
d¯
u¯
u

(6.80)
F
(1)
0
(En, 0;u, d|u) =

e+
e−
d
d¯
u¯
u

(6.81)
The third grove, F (1)0
(En, 0;u, d|d), is obtained by connecting the gluon to the
d-thread instead of the u-thread in the second diagram.
Evidently, the single H-line can be attached to the u or d-thread as well,
which will give us the six further groves F (1)0
(En, 0; e, q|u), F (1)0 (En, 0; e, q|d),
and F (1)0
(En, 0; e, q|u, d), for q equal to u or d.
Then, there are a number of groves with the gluon not part of the loop:
F (1)
(En, 0; e, u|u, d) =

e+
e−
d
d¯
u¯
u

(6.82)
F (1)
(En, 0;u|u, d) =

e+
e−
d
d¯
u¯
u

(6.83)
Note that replacing the Z0-line in the loop of the first diagram by a H-line does
not lead to a new grove, because we may only specify the number modulo two
of Z0-lines attached to a fermion thread, which remains unchanged under this
replacement.
Finally, there are neutral groves with a fermion loop. From the grove
F (0)
(En, fk; e, u, d, (fk)), we obtain a number of groves, of which we display
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some explicitely:
F (1)
(En, fk; e, (fk)|u, d) =
 fk
e+
e−
d
d¯
u¯
u

(6.84)
F (1)
(En, qk; e, (qk), u, d|u, qk) =
 qk
e+
e−
d
d¯
u¯
u

(6.85)
F (1)
(En, qk; e, d|u, qk) =
 qk
e+
e−
d
d¯
u¯
u

(6.86)
Here, qk refers to the component of a quark multiplet. The further groves
obtained from F (0)
(En, fk; e, u, d, (fk)) correspond to permuting u and d-thread
in the above diagrams. Observe that some of these groves can also be obtained
from other groves of F (0). For instance, the grove F (1)(En, qk; e, d|u, qk) can
also be obtained from F (0)(En, hk; e, d), by replacing a H-line with a gluon.
This does not contradict our general remark that a grove in F (0) is turned into
a union of groves in F (1) when all possible replacements and QCD gauge flips are
performed, because we did not claim that the groves in F (1) would be different
for different original groves in F (0).
The remaining neutral groves in F (1) are similar in structure to the three
ones displayed last, with Z0-lines replaced by H-lines, and vice versa, in all
possible ways. This completes the construction of the groves of F (1). Looking
back at the representatives for these groves, it is apparent that these can indeed
be characterized by specifying the quark threads to which the gluon is attached,
and, in addition, to which fermion threads the EW bosons are coupled. We
have used this fact in an intuitive way to denote the groves in F (1).
We shall not analyze the subset F (2) of order α2s in the same detail. The con-
struction of the groves can be performed in an analogous way. Instead, we just
display example representatives for all occuring structures (without introducing
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a notation for the groves):
e+
e−
d
d¯
u¯
u

(6.87)

qk
e+
e−
d
d¯
u¯
u

(6.88)
 qk
e+
e−
d
d¯
u¯
u

(6.89)
Observe that there can be no charged diagrams in F (2). Again, it is apparent
that, in principle, the groves of F (2) can be characterized by specifying to which
quark thread the Z0 boson and the two gluons are coupled, respectively.
Massless Fermions
In this subsection, we turn our attention to a consideration of massless fermions.
Upto now, we have implicitely assumed that all fermions are massive, which
means that all fermions couple to the Higgs boson. Without this assumption,
our arguments fail because it is no longer possible to strip neutral bosons from
fermion threads arbitrarily. Formally, this can be seen by observing that, with-
out the couplings of the H boson to fermions, the gauge motion H ⊥ fZ0 is
forbidden, and we can no longer strip Z0 bosons off a fermion thread as in (6.45).
It is therefore reasonable to expect that, for massless fermions, new groves will
appear.
We can restrict our attention to neutral diagrams, because in a charged di-
agram, a W -thread can always be used to remove all neutral bosons from a
fermion thread by gauge motions which do not involve H-lines. On the other
hand, as we have argued, for neutral diagrams H-lines are essential if we want to
strip neutral bosons from a fermion thread. Now consider an arbitrary neutral
grove S in a forest containing only massive fermions. If we make one of the
fermions, f say, massless, it may happen that some diagrams in S become dis-
connected under gauge flips, if the diagrams with couplings of f to the H boson
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are removed. In this case, the grove S corresponding to a massive fermion f is
partitioned into smaller groves corresponding to a massless fermion f .
For a general classification of groves for massless fermions, one could use
the following observation: Due to the absence of fermion-Higgs couplings, the
number of Z0 bosons coupled to a massless fermion thread is invariant under
gauge flips. Since the same statement applies, in neutral diagrams, to photons,
we could in principle classify the groves of forests containing massless fermion
threads according to the number of Z0 bosons and photons coupled to the
massless fermion threads. However, even for the relatively simple diagrams in
the present example, the number of choices is so large that such a classification
is no longer useful.
Therefore, rather than giving a general classification of groves for diagrams
with massless fermions, we shall demonstrate the appearance of new groves on
an explicit example. This will suffice to understand the origin of the additional
structure of the forest.
For definiteness, we consider the forest for the process e+e− → Z0Z0 at the
one-loop order. If the e is taken as massive, i. e. if a e-H coupling is included,
there is a neutral grove S0 including the following diagrams, linked by a sequence
of gauge flips:
↔
↔ ↔ (6.90)
If we now make the e massless, the third diagram does no longer exist. In this
simple example, it is not hard to convince oneself that this diagram is really
essential for the first and last diagram to be connected by gauge flips. Therefore,
the original grove S0 must decompose into at least two groves. In fact, it turns
out that S0 decomposes into four groves, the two additional groves containing
diagrams of the form
. (6.91)
No gauge flip can transform this diagram with an external leg correction into
an amputated diagram, because this would require the perpendicular motion
H ⊥ eZ0 of the H boson onto the e-thread.
Now observe that, from the displayed diagrams, we can easily obtain con-
tributions to the forest for e+e− → uu¯dd¯, by coupling the external Z0 bosons
to an external u-thread and d-thread, respectively. Comparison with (6.64)
shows, that the diagrams so obtained are all contained in the neutral grove
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F
(0)
0
(En, 0;u, d), if the e, as well as u and d, is taken as massive. Consequently,
for a massless e, the neutral grove F (0)0
(En, 0;u, d) should decompose into four
groves. This is, in fact, confirmed by constructing the groves of e+e− → uu¯dd¯ by
means of a computer program (cf. 6.2). In a similar manner, additional groves
would arise if the u and/or d were taken as massless, too.
If we look at the representatives for the groves corresponding to the first and
last diagram in (6.90), which are given, respectively, by
e+
e−
d
d¯
u¯
u
(6.92)
and
e+
e−
d
d¯
u¯
u
, (6.93)
we see that these are, indeed, characterized by different numbers of couplings
of Z0 bosons to the e-thread. Thus, this information can be used to classify
forests with massless fermions.
6.3.6 Generalization
From the example above, it should be clear that the classification of more gen-
eral forests, with more external fermions and/or more than one loop, can be
discussed in principle along the same line of reasoning used above. At the same
time, however, the foregoing example demonstrate that the combinatorial com-
plexity of this classification becomes forbiddingly complicated very soon. There-
fore, in practice the construction of groves can sensibly done only by a computer
program implementing the algorithm which we have described in 4.3.1 and 4.4.4.
We have written such a computer program and used it to reexamine the
above example. Since the groves can be uniquely identified by the representa-
tives we have displayed above, we have in principle full control over the groves,
even though most of them are too large to be diplayed explicitely in this work.
We shall present a summary of the results obtained by means of this program
in the next section.
6.3.7 Results
In order to put our theoretical considerations to practical use, we have im-
plemented the algorithm for the construction of groves of general SM forests.
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e+e− → uu¯dd¯ (L = 1) mf 6= 0 mν = 0 me = 0 mq = 0
O(α0s)
Number of Diagrams 58382 54272 18713 4233
Gauge Groves 36 36 45 57
Pure Higgs Groves 601 520 0 0
O(α1s)
Number of Diagrams 6712 6404 2584 1188
Gauge Groves 122 122 80 58
Pure Higgs Groves 147 133 0 0
O(α2s)
Number of Diagrams 352 352 176 176
Gauge Groves 8 8 8 8
Pure Higgs Groves 8 8 0 0
Table 6.1: Total number of diagrams (omitting diagrams with ghost loops)
and number of groves for the one-loop corrections to e+e− → uu¯dd¯ in a one-
generation SM, according to the number of fermions treated as massless. Details
are explained in the text.
In this section, we will present the results obtained for the one-loop forest of
the process e+e− → uu¯dd¯, which we have discussed in much detail in the last
section.
For the sake of simplicity, we have again restricted the SM to one fermion
generation. Furthermore, we have omitted diagrams with ghosts. As we have
shown in chapter 4, the number of groves is unaffected by this restriction. Of
course, if numerical calculations of matrix elements should be performed, the
diagrams with ghost loops would have to be included. This can, however, easily
be done once the groves of diagrams without ghosts have been constructed.
In the following, we consider different ways of choosing SM fermions as
massless. If all fermions, including ν, are considered as massive, we refer to this
choice of fermion masses as “mf 6= 0”. If neutrinos are considered massless,
we denote this as mν = 0. If the electron e is also taken as massless, we write
me = 0. Finally, if quark masses are set to zero as well, we denote this as
“mq = 0”.
In the table 6.1, we first report the total number of diagrams as well as the
number of groves for the pure electroweak diagrams, the diagrams including
QCD corrections of order αs, and the diagrams including QCD corrections of
order α2s, respectively. In all cases, we refer to the non-trivial groves of diagrams
with SM bosons as “gauge groves”, while the remaining groves are denoted as
“pure Higgs groves”. For diagrams with QCD couplings, the latter term is
meant to include diagrams containing gluons, because we are not particularly
interested in diagrams without SM bosons.
Note that, for the O(α2s) corrections, the equality of the cases mf 6= 0 and
mν = 0 on one hand and of me = 0 and mq = 0 on the other hand, is a simple
consequence of the fact that with two gluons in the diagram there is just no
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room for a ν-thread or for couplings of H to u and d.
In table 6.1 we find the confirmation of our counting of gauge groves for the
mf 6= 0 case, where we recognize the 36 non-trivial gauge groves.
In table 6.2 we then present a detailed analysis of the decomposition of the
groves pertaining to the purely electroweak corrections, when more and more
fermions are taken as massless. The table contains an entry for each grove
of F (0), for which we have displayed a representative in (6.61) through (6.67).
When the groves contain a fermion loop with a generic fermion fk, we make a
separate entry corresponding to fk equal to ν, e, and u, respectively, because
these will behave differently under the various choices of massless fermions. Of
course, the names of the groves in the first column corrrespond to choosing all
fermions as massive. The numbers listed are the sizes of the respective groves.
The decomposition of groves is indicated by a subdivision of the rows.
Table 6.2 confirms a number of statements we made in the above discussion.
First, it shows that the charged groves never decompose into several groves,
no matter how many fermions are taken as massless. The reason is that the
W -threads present in charged diagrams can always be used to strip the fermion
threads to the minimal possible length. The neutral groves, on the other hand,
feature a rich structure, especially if all fermions are taken as massless.
Next, we find the confirmation for our claim at the end of the previous
section, that the neutral grove F (0)0
(En, 0;u, d) would decompose into four groves
if the electron e is taken as massless. Indeed, the corresponding decomposition
is apparent from the second row of the neutral groves.
From table 6.2 we can also learn something about the relative weight (re-
garding size) of charged and neutral groves. It is immediately apparent that
the charged groves are generally large. This was to be anticipated, because the
charged W -threads are very effective in connecting diagrams.
Interestingly, the size of the largest neutral groves is almost of the same order
as that of the charged groves, as long as all fermions are massive. The reason is
that, as we have seen in the discussion of the neutral diagrams around (6.45), the
H-Z0 flips are nearly as effective as the W -Z0 flips in connecting diagrams, as
long as the H boson couples to the fermion threads. On the other hand, the last
column demonstrates that the situation changes dramatically if all fermions are
massless. In this case, we end up with two huge charged groves without fermion
loops, containing almost two third of the total 3624 diagrams listed in table 6.1.
From a practical point of view, this result means that the combinatorial
complexity in defining the amplitude for the process e+e− → uu¯dd¯ at one-loop
via a sum of Feynman diagrams is reduced by a factor of three by decomposing
the forest into groves.
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Grove mf 6= 0 mν = 0 me = 0 mq = 0
Charged Groves
F (0)
(Ec, 0) 14218 14074 5986 1349
F (0)
(Ec, `) 2430 1334 81 42
F (0)
(Ec, q) 2516 2500 1020 58
F
(0)
+
(En, 0) 12022 11772 4735 1317
Neutral Groves
F
(0)
0
(En, 0; 0) 1330 1330 186 64
F
(0)
0
(En, 0;u, d) 4526 4526 233 48
48
3
208 48
28
208 48
28
96 96
F
(0)
0
(En, 0; e, u) 4526 4526 1677 96
48
48
28
28
3
108 48
54 48
F (0)
(En, ν; e, u, d, (ν)) 470 2 2 2
F (0)
(En, u; e, u, d, u) 556 556 242 16
F (0)
(En, ν;u, d) 436 10 5 4
10 4 4
F (0)
(En, e;u, d) 534 534 16 16
16 16
F (0)
(En, u;u, d) 534 534 48 16
48 16
F (0)
(En, ν; e, (ν)) 269 0 0 0
F (0)
(En, e; e, (e)) 292 292 0 0
F (0)
(En, u; e, (u)) 292 292 147 0
Table 6.2: Decomposition of the groves for e+e− → uu¯dd¯ at one-loop in a
one-generation SM, according to the number of fermions treated as massless.
The table contains an entry for each of the purely electroweak groves displayed
explicitely in 6.3.5. Details are explained in the text.
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Summary
The experimental accuracy of planned high energy physics experiments at fu-
ture particle colliders requires equally accurate theoretical predictions for the
measured observables like cross sections, branching ratios, decay widths etc. In
order to achieve the required precision, radiative corrections have to be included.
Now, in the Standard model, scattering amplitudes and decay matrix ele-
ments are usually computed from a perturbative expansion defined in terms of
Feynman diagrams. The inclusion of radiative corrections to these quantities
implies that Feynman diagrams with loops have to be taken into account. This
is a difficult problem, mainly for two reasons: On one hand, the number of
Feynman diagrams contributing to a particular Standard Model process grows
very rapidly with the number of loops and the number of external particles. On
the other hand, the Standard Model being a gauge theory, care must be taken
not to violate gauge invariance.
The resulting complexity of Standard Model calculations makes the use of
automatization indispensable. However, even with the computing power of mod-
ern computers the construction of fully automated tools remains a challenging
task. For numerical reasons, one would therefore like to subdivide the calcu-
lation of the scattering amplitude into smaller pieces, which independently of
each other give sensible, i. e. gauge invariant, results. It is therefore of interest
whether a partitioning of the full set of diagrams contributing to a scattering
amplitude or decay matrix element into separately gauge invariant pieces can
be found.
For the lowest order scattering amplitude, i. e. the set of tree level diagrams,
an algorithm for the construction of minimal gauge invariant subsets has been
described in [4] and formally proven in [5]. The algorithm uses a set of graphical
operations on Feynman diagrams, called gauge flips, to decompose the full set
of Feynman diagrams into the minimal gauge invariant subsets.
In the present work, we have extended this algorithm to Feynman diagrams
with loops. To this end, we have studied the Slavnov-Taylor-Identities of con-
nected Green’s functions in a general gauge theory. We have shown how the
STI for the expansion of a connected Green’s function at n-loop order follows
from the STIs for the tree level vertices of the theory. We have then used the
gained insight to show that the gauge flips of [4] can indeed be used to construct
minimal gauge invariant subsets also for diagrams with loops.
We emphasize that, although diagrammatical proofs for the STIs in gauge
theories have been given before [26][27], they make statements only about the
full set of diagrams defining the expansion of the Green’s function under consid-
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eration. Therefore, our proof of the STIs for subsets of the full set of Feynman
diagrams is original.
We have then used the formalism of gauge flips to derive rules for a clas-
sifcation of the minimal gauge invariant subsets of general connected Green’s
functions in the Standard Model. Using these rules, we have studied the minimal
gauge invariant subsets of a specific Standard Model process. The theoretical
results so obtained were then confirmed and further illustrated by reexamining
the diagrams for this process by means of a computer program for the con-
struction of the minimal gauge invariant subsets for Feynman diagrams with
loops, which we have designed and implemented on the basis of the theoretical
considerations in this work.
The explicit results we obtained show that the decomposition of the full set
of diagrams into minimal gauge invariant subsets leads to a moderate reduction
of the combinatorial complexity.
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BRST Feynman Rules
In this appendix, we collect the Feynman rules for insertions of the operators
sϕ, where s is the generator of BRST transformations and ϕ a generic field of
the gauge theory. sϕ is split into an inhomogeneous part and a homogeneous
part according to (2.26):
sϕ = %ϕ[c] + ca∆aϕ . (A.1)
The inhomogeneous part, %ϕ[c] is, in fact, nonzero only for gauge bosons or
Goldstone bosons.
The Feynman rules for the homogeneous part can be read off from the BRST
transformation laws (2.18) and (2.60). We shall refer to them as BRST vertices.
In order to define the Feynman rules for the inhomogeneous parts, we must
carefully distinguish between connected Green’s functions and 1PI Green’s func-
tions, because identical symbols are used for different expressions. We have
pointed out in section 2.5, why this is indeed useful. Anyway, we shall empha-
size the distinction clearly below.
A.1 Unbroken Gauge Theories
We use the conventions of section 2.1 to denote fields and generators of the
gauge group. The fields are represented with the following line styles:
W aµ → (A.2)
Φj → (A.3){
ψj , ψ¯j
} → ψ¯ ψ (A.4)
{ca, c¯a} → c¯ c (A.5)
A.1.1 BRST Vertices
a, µ
b
c, ν
= −gfabcδνµ (A.6)
a
b
c
= −gfabc (A.7)
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jk
a
= igtajk (A.8)
j
k
a
= −igtakj (A.9)
j
a
k
= −gXajk (A.10)
A.1.2 Inhomogeneous Parts
First, we list the Feynman rules for connected Green’s functions, which are
distinguished by the dot at the end of the line. Note that the momentum is
directed from left to right.
p
µ
= −ipµ
p
(A.11)
p
µ
= −1
ξ
ipν
p
ν µ
(A.12)
Now, we specify the Feynman rules for 1PI Green’s functions. Again, the
momentum points from left to right.
p
µ
=
1
ξ
ipµ (A.13)
p
µ
= −ipµ (A.14)
A.2 Spontaneously Broken Gauge Theories
For spontaneously broken gauge theories, we use the conventions of section 2.2.2.
In particular, to denote the generators of the gauge group, we use the letters
a, b, c for arbitrary generators, α, β, γ for broken generators, and q, r, s for
unbroken generators.
The scalar multiplet Φ is decomposed into Goldstone bosons φ and Higgs
bosons H according to:
Φ =
(
φ
v +H
)
(A.15)
In this basis, the generators Xa in the scalar sector are parametrized as follows:
Xa =
(
ta ua
−(ua)T T a
)
(A.16)
Of course, uq = 0 for unbroken generators.
Gauge bosons and Goldstone bosons are combined into a five-dimensional
gauge field as in (2.64):
Aar =
(
W aµ , φ
a
)
(A.17)
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In Feynman rules, gauge bosons and Goldstone bosons will then be distinguished
by the five-dimensional index, which is a Lorentz index (µ or ν) for gauge bosons,
and 4 for Goldstone bosons.
The following line styles are used to represent the fields of a spontaneously
broken gauge theory:
Aar → (A.18)
Hj → (A.19){
ψj , ψ¯j
} → ψ¯ ψ (A.20)
{ca, c¯a} → c¯ c (A.21)
A.2.1 BRST Vertices
Note that, for all particles but scalars, the BRST Feynman rules for the homo-
geneous parts are identical to the rules in an unbroken theory. Therefore we list
only the rules for scalars:
α, 4
β
γ, 4
= −gtβαγ (A.22)
α, 4
q
β, 4
= −gtβαγ (A.23)
α, 4
β
j
= −guβαj (A.24)
j
α
β, 4
= guαjβ (A.25)
j
α
k
= −gTαjk (A.26)
A.2.2 Inhomogeneous Parts
To define the Feynman rules for the inhomogeneous parts in the BRST trans-
formation laws of gauge bosons and Goldstone bosons, we make use of the five-
dimensional contraction operators Θ(p) and ¯Θ(p), defined in (2.93) and (2.94):
Θr(p) =
(−ipµ,−M) (A.27)
Θ¯r(p) =
(
1
ξ
ipµ,M
)
. (A.28)
These formulae can be taken over for massless gauge bosons by setting M = 0.
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First, we list the Feynman rules for connected Green’s functions, which are
distinguished by the dot at the end of the line. Note that the momentum is
directed from left to right.
p
µ
= −ipµ
p
(A.29)
p
4
= −M
p
(A.30)
p
µ
= −1
ξ
ipµ
p
ν µ
(A.31)
p
4
= M
p
4 4
(A.32)
Now, we specify the Feynman rules for 1PI Green’s functions. Again, the
momentum points from left to right.
p
µ
=
1
ξ
ipµ (A.33)
p
4
= M (A.34)
p
µ
= −ipµ (A.35)
p
4
= −M (A.36)
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—B—
Tree Level STIs
In this appendix we collect all tree level STIs used in the proof of the STI for
connected Green’s functions in chapter 4.
B.1 Propagator and Inverse Propagator STIs
= − (B.1)
= − . (B.2)
Note in particular the minus sign.
B.2 Vertex STIs
B.2.1 Cubic Vertices
In the STIs for cubic vertices, the lines with a cross at the end denote a tree
level inverse propagator. (Cf. (3.6))
0 = + + + + .
(B.3)
0 = − + . (B.4)
For use inside larger diagrams, the STIs (B.3) and (B.4) are often inconvenient
due to the occurrence of the inverse propagators. Therefore, we list separately
the STIs obtained from (B.3) and (B.4) by multiplying with three propagators.
Note the sign changes.
= + + + (B.5)
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− = . (B.6)
B.2.2 Quartic Vertices
0 = + + + . (B.7)
0 = + + . (B.8)
0 = + − . (B.9)
B.2.3 Five-Point Vertices
0 = + + + . (B.10)
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—C—
Automated Grove Construction
In this appendix we sketch our implementation of a computer program for the
automated construction of groves in gauge theories, specifically the Standard
Model.
C.1 Implementation
C.1.1 Representing Feynman Diagrams
In order to manipulate Feynman diagrams with a computer, we must first choose
a representation of Feynman diagrams as a data structure in computer memory.
This can be done by indicating which pairs of vertices are connected by propa-
gators. To this end, we must be able to reference the vertices of the Feynman
diagram. The simplest way to do this is to attach an internal index to each
vertex (an integer, say) and then refer to a vertex by its index.
The particular representation we have chosen can be described as a map,
specifying, for each vertex, to which neighbors it is connected, and the corre-
sponding flavors. Consider the following simple example:
→ 91 921
2
→

−1 → (1 → {Z0})
−2 → (2 → {Z0})
1 →
(−1 → {Z0}
2 → {W+,W−}
)
2 →
(−1 → {Z0}
2 → {W+,W−}
)
 (C.1)
At the left, the Feynman diagram is displayed in the usual way, without any
indices at the vertices. By introducing indices to reference vertices, we get to
the next drawing. Observe that the ends of external lines have also been given
an index. In fact, in our representation the introduction of external vertices
is necessary for the representation of external lines. Of course, these external
vertices are mere artifacts of the representation and have no physical meaning.
We have chosen positive and negative indices for internal and external vertices,
respectively, because this allows for an easy distinction between both in our
computer program.
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The indexed Feynman diagram is easily translated into the displayed map.
For instance, one should read the first entry as stating that “vertex 91 is con-
nected to vertex 1 by a Z0-line”. Observe that the notation for the map is still
an abstract representation. There may be many different ways to implement
such a map as a data structure. However, it turns out that, in order to deal
with comparisons efficiently (cf. the next section), the chosen data structure
should satisfy the constraint that identical maps correspond to identical data
structures.
C.1.2 Comparing Feynman Diagrams
The algorithm for the construction of groves instructs us to repeatedly add
all gauge flipped diagrams to a given set of diagrams, starting from a single
diagram, until no more new diagrams are created. In order to implement this
algorithm, we have to be able to test the representations of Feynman diagrams
in computer memory for equality, or else we will not be able to assert whether
or not a diagram has already been produced.
We have already argued that our representation of Feynman diagrams with
loops introduces indices to identify the vertices of the diagram. However, these
indices are unrelated to the physical meaning of Feynman diagrams. Therefore,
two representations of Feynman diagrams that differ only by a permutation of
the vertex indices actually denote the same Feynman diagram. On the other
hand, different permutations of indices will usually lead to different data struc-
tures (unless the permutation corresponds to an automorphism of the Feynman
diagram). This means that we cannot naively compare representations, i. e. data
structures in computer memory, in order to test two Feynman diagrams for
equality.
We can, however, compare representations if we find a prescription to pro-
duce a unique indexation for every possible Feynman diagram. In graph theory,
this strategy is formalized by considering permutations of indices as an equiva-
lence relation on the set of representations of Feynman diagrams. A Feynman
diagram corresponds then actually to an equivalence class of representations. A
unique prescription to pick a representative from an equivalence class is said to
be a canonical label. Accordingly, the corresponding representative is called a
canonical representative. Given a canonical label, two Feynman diagrams can be
compared by comparing the data structures of their canonical representatives.
We have based our canonical label algorithm on the algorithm nauty,[28]
by adapting it to the peculiarities of Feynman diagrams with loops. Due to
the nature of the nauty algorithm, we are able to produce not only canonical
representatives of Feynman diagrams, where external lines are assumed to carry
distinct momenta, but also topologies of Feynman diagrams, by ignoring the
momenta of some or all external lines. Recall that, for forests with external
fermions, the groves can be characterized by permutations of identical fermions.
Our canonical label algorithm allows for a simple way to produce just one of all
possible permutations.
C.1.3 Constructing Groves
Given an implementation of flips for canonically labeled Feynman diagrams, the
construction of groves is performed precisely as described in the main part of
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this work, by partitioning the forest.
At present, we use an external program, qgraf,[29] for the production of the
forest. The groves can then be constructed by a simple depth-first-search.
On the other hand, since the unflavored forest is connected according to the
results of chapter 5, it is also possible to construct the groves incrementally,
starting from a single diagram. In particular, once the grove corresponding
to the first diagram has been completed, we try to obtain a new diagram by
performing unflavored non-gauge flips. If we find one, it can be used to construct
a new grove, and we can repeat the procedure. If no more new diagram is found,
the forest must be complete.
This strategy is, however, not very well suited for theories with many differ-
ent fermion flavors, like the SM. The reason is that, in order for the forest to be
connected, we must ignore the fermion flavors completely. But this will generally
lead to the production of redundant diagrams, because the unflavored diagrams
generated may not be compatible with the flavors of the actual external state.
C.2 Usage
We have actually written two implementations of the algorithm for grove con-
struction: The first one, mangroves, deals with general gauge theories, while
the second one, smgroves, is tailored to the special properties of the Standard
Model. It is the latter implementation that we have used to produce the results
of section 6.3.7 and that we shall describe here.
The program smgroves is run from the command line. To illustrate the
possible options, we display the output of the command smgroves -help:1
Usage: smgroves [options] -l #loops flavor_1 ... flavor_n
-sm:no_fermions SM without fermions.
-sm:one_dublet SM with a single quark dublet.
-sm:one_generation SM with one lepton and one quark.
-sm:massive_neutrinos SM with all fermions massive.
-sm:massless_neutrinos SM with massless neutrinos.
-sm:massless_leptons SM with massless leptons.
-sm:massless_fermions SM with massless fermions.
-sm:with_ghosts Include ghost diagrams.
-sm:with_QCD Include QCD contributions.
-qcd n Select of order n in alpha_s.
-onshell Select amputated diagrams.
-onepi Select 1PI diagrams.
-notadpoles Omit diagrams with tadpoles.
-topl Produce topologies, not diagrams.
-help Display this list of options
--help Display this list of options
As can be seen, smgroves must be given the number of loops and the set of
external flavors. Further options can be used to control the particle and coupling
content of the SM.
A typical invocation of smgroves is given by:
1There are actually more options, most of them for controlling the output of smgroves,
which are not listed here.
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smgroves \
-sm:one_generation -sm:massive_fermions \
-sm:with_QCD -qcd 2 -l 1 ep em u ubar d dbar
In fact, the groves of the O(α1s) contributions to the mf 6= 0 case in the example
of section 6.3.7 have been generated with precisely this command. The output
of smgroves for this run has been used to produce the O(α1s) entry in table 6.1.
In addition to the program smgroves, we have written a helper program
smanalyze to determine the inclusion of groves for different choices of massless
fermions. This program has been used to produce the numbers in table 6.2.
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