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Introduction
Security early warning is a kind of active safety protection technology, which provides a useful complement to the protection mechanism of the firewall, such as providing a realtime protection against external attacks, internal attacks and misuse. Before the intrusion and attack to the system, the security early warning can detect intrusion and attack, and uses the alarm and control tools to operate the defense system. In the process of intrusion and attack, security warning can reduce the damage caused by intrusion and attack. After being attacked, the security warning system analyzes the intrusion information, and the intrusion information is added to the knowledge base as the information of system defense mode. So as to increase the defense capability of the system, and avoid being invaded in the same way. The development of network technology has brought convenience to people's life, but also provides the convenience for the virus, Trojan and other destructive programs to attack the network. The computer network security is becoming more and more dangerous. Accurately and scientifically predict the risk of network, it can effectively prevent the risk, and reduce the loss caused by the problem of computer network security. Therefore, strengthening the construction of enterprise network security system and the research of security application mode has become the top priority of our country's enterprise informationization [1] [2] [3] [4] .
Foreign scholars have already carried out the research on the early warning system and intrusion detection technology, and have already carried out the monitoring of intrusion behavior in some important areas, such as military, political and economic networks. These systems play an important role in the discovery of intrusion attacks, analysis of intrusion detection technology and the protection of information network security [5] [6] [7] [8] . Y Jim has designed a model which can predict the attack by constructing the attack profile, which includes the historical activity, the attack tools, the operation steps, the target, the motivation and so on. However, the network overhead of constructing attack profile is very large [9] . Ming Yuh Huang makes attack intention as an independent factor, and uses the target tree to model the attack intention, so as to predict the possible attack [10] . In our country, Miao Qing draws lessons from the research of foreign strategic warning system. He studies the attack detection technology and information fusion algorithm based on fuzzy neural network [11] . Liu Shaonan analyzes the different types of IDS, and proposes a network security early warning system based on network IDS and host IDS [12] . Hu Huaping proposes a network security early warning model, the model uses the regional threat degree, regional risk value and other threat evaluation factors to solve the problem of network threats [13] . Xu Yuantao designs a network security early warning system model, and the intrusion detection system provides data sources for his model [14] . Chen Yande designs and researches the network security situation awareness system. Network security situation is a new technology to achieve network security detection and warning [15] .
Although some of the techniques in the early warning have been studied, and some achievements have been made, but there are few researches on the strategic early warning system. The study of the early warning system is still in the exploration stage. In order to improve the prediction accuracy of computer network security, this paper presents a new forecasting method for computer network security. Firstly, the evaluation index of computer network security is selected by expert system, and the weight of evaluation index is determined by the expert scoring method. Secondly, we put the index weight into the BP neural network, and use the BP neural network to learn it. Then, the parameters of BP neural network are optimized by the improved particle swarm optimization algorithm. After that, this paper uses a method based on the Fibonacci method principle to find the number of hidden layer node which has the best fitting ability.
Neural Network Mode
BP neural network is a multilayer feedforward neural network. It belongs to the error back propagation algorithm. It is composed of input layer, output layer and some hidden layer. Each layer has a plurality of nodes, each node represents a node of neuron with a connection between the upper and the lower nodes, and the nodes of the layer are connected with the layer by a full interconnection, and there is no association between each layer. As shown in figure 1 .
The BP algorithm usually uses the sigmoid function as the excitation function. Next, we give several commonly used excitation functions.
(1) Threshold excitation function:
(1) (2) Sigmoid excitation function:
(2) (3) Linear excitation function:
In this paper, we use the formula 2 as an excitation function of BP neural network. It satisfies the strict increasing property, it can make the output show a good balance in the linear and nonlinear. So, it can realize the input and output of any nonlinear mapping, and suitable for medium and long-term forecast. This function has the advantages of good approximation effect, fast calculation speed and high accuracy. At the same time, it's theory basis is perfect, the derivation process is rigorous, and the formula is symmetrical. It has strong nonlinear fitting ability, and it is suitable for small data processing. 
Particle Swarm Optimization Algorithm
The particle swarm optimization algorithm is proposed by Kennedy and Eberhart. The algorithm is inspired by the foraging behavior of birds, and is used to solve the optimization problem. In the particle swarm optimization, the solution of each optimization problem is a bird in the search space, and the birds are called particles. Each particle has its own position, velocity, and the fitness value of a function that is determined by the optimized function. The particles follow the current optimal particles in the solution space. In each iteration, the particles update their positions by searching the two extreme values. The first one is the optimal solution, which is found by the particle itself. It is called the individual extreme value point, which is expressed by best p . The other extreme value is the current optimal solution of the whole population. That is the global extreme value, which is expressed by best g . There are m particles that form a group in a D-dimensional search space, and the particle swarm optimization algorithm can be described as follow:
The position of the i th particle is indicated by the g g g g is the optimal location for all particles in the group. To follow these two optimal values, the particle is updated by the formula (5) and (6) respectively, and the speed and position of the particles are updated to meet the conditions of the end of the iteration. 
Improved Particle Swarm Neural Network Algorithm
Since the parameter of basic PSO is fixed, it is less accurate for some function optimization. In order to solve this problem, Eberhart and Shi introduced inertia weight to improve the algorithm. In each iteration, the velocity of particles is determined by the following formula:
Here,  is the inertia weight. According to the number of iterations, the  is dynamically adjusted. Thus, with the increase of the number of iterations, the  is gradually reduced. The search area will be smaller and smaller, the convergence speed is faster, and the effect is better. In order to effectively control the particle velocity, and achieve the global and local effective balance, this paper constructs a PSO algorithm based on shrinkage factor, and its evolution equation is: 
In this model,  is called a shrinkage factor, which is used to control the flight velocity of the particles. We combine the inertia weight  and the convergence factor  to get the improved speed equation. This improved PSO algorithm not only guarantees the convergence, but also accelerates the convergence rate and improves the accuracy of the solution.
Based on the characteristics of particle swarm optimization, the parameters of the neural network are integrated into the PSO model, and the overall optimization is carried out. This can make full use of the global search ability of particle swarm optimization, so that the algorithm of this paper can better play its powerful approximation ability.
Simulation Experiment and Result Analysis

Network Security Evaluation Index System
Network and information system is a complex system engineering, which includes the external factors and the internal factors, and they are mutually restricted. Therefore, we must have a standard, unified, objective criteria to measure network security. According to the domestic and foreign network security evaluation standard, and the basic requirements of the network and information system security, we should fully consider the various factors that affecting the security of the network, such as physical security factor, operation safety factor, information security factors, system security policy, safety technical measures, and safety management measures. Therefore, we give the network security evaluation index system. As shown in Table 1 reflects the security of computer networks from different angles. As the dimensions of the various indicators are different, so we cannot make a direct comparison. In order to make the index have comparability, and to speed up the convergence rate of the neural network, this paper has carried on the normalized processing to each index: 1) For qualitative indicators: using expert scoring method to determine its data, and we have a normalized treatment of various indicators.
Data Preprocessing of Network Security Index
2) For quantitative indicators: the following formula is used to normalize. 
Simulation Experiment
In this paper, the computer network security data of an enterprise is selected, and all the indexes are scored by the experts. The result of the scoring is the input value of the improved BP neural network. Because the neural network model of this paper is a 23-X-1 model. We carry out the training of the sample according to principle. According to the Fibonacci method, the number of input layer node is k , the number of output layer node is l , and the number of hidden layer node is m .
Where the
[ , ]  m a b , and it satisfies the following formula:
Step 1 
. The Number of Hidden Layer Node is 26 in Neural Network Training
We can see from the figure of training results, the number of hidden layer node is 19 that the fitting residual is 0.0181, and the number of hidden layer node is 26 that the fitting residual is 0.0212. That is to say the 12 ( ) ( )  E g E g . According to the principle of the Fibonacci method, we keep the [12, 26] Figure 5 and Figure 6 . We can see from the figure of training results, the number of hidden nodes is 18 that the fitting residual is 0.0149, and the number of hidden layer node is 20 that the fitting residual is 0.0169. That is to say the
According to the principle of the Fibonacci method, we keep the [12, 20] , and give up 20, 26] （ .
Step 3:
According to the Fibonacci method, we can get 5 Figure 7 and Figure 5 . We can see from the figure of training results, the number of hidden nodes is 14 that the fitting residual is 0.0129, and the number of hidden layer node is 18 that the fitting residual is 0.0149. That is to say the 56 ( ) ( )  E g E g .According to the principle of the Fibonacci method, we keep the [12, 18] , and give up 18, 20] （ .
Step 4:
According to the Fibonacci method, we can get 7 Above all, when number of hidden layer node of the BP network is 15, the mean square error reaches the minimum, which is 0.0102. Thus, an improved BP neural network model trained with 15 hidden layer nodes is completed.
Setting of Computer Network Security Level
According to the comprehensive score of the index, we can evaluate the computer network security. According to the relevant research, the computer network security level is divided into 4 levels. They include that safety (A), basic safety (B), insecurity (C) and extreme insecurity (D). We set the total score of security level to 1, then the corresponding security level and the corresponding score is shown in table 2. Next, we select a company's computer network security data as sample data. Then, all the indicators of 48 months has to be marked by the experts. We put the results of the score as the input value of the improved BP neural network model. Through this paper's excitation function, we can output the computer network security score of the enterprise in the next six months. According to figure 8, we can know that the improved BP neural network model is a 23-15-1 model. Then, we use this algorithm to compare with other methods which are artificial neural network prediction algorithm and gray forecasting model. Experimental results show that the prediction results are more close to the expected output value of the enterprise. 
Conclusion
In order to improve the prediction accuracy of computer network security, this paper presents a new forecasting method for computer network security. Firstly, the evaluation index of computer network security is selected by expert system, and the weight of evaluation index is determined by the expert scoring method. Secondly, we put the index weight into the BP neural network, and use the BP neural network to learn it. Then, the parameters of BP neural network are optimized by the improved particle swarm optimization algorithm. After that, this paper uses a method based on the Fibonacci method principle to find the number of hidden layer node which has the best fitting ability. Finally, we use this algorithm to predict the network security of a certain enterprise in the next six months. The score is 0.67, 0.84, 0.72, 0.87, 0.86 and 0.91, which is close to the actual value of network security.
