In this paper, we introduce a class of linear temporal logic (LTL) specifications for which the problem of synthesizing controllers can be solved in polynomial time. The new class of specifications is an LTL fragment that we term Mode Target (MT) and is inspired by numerous control applications where there are modes and corresponding (possibly multiple) targets for each mode. We formulate the problem of synthesizing a controller enforcing an MT specification as a game and provide an algorithm that requires O( i t i n 2 ) symbolic steps, where n is the number of states in the game graph, and t i is the number of targets corresponding to mode i. Index Terms-Control system synthesis, discrete event dynamic systems, formal methods.
I. INTRODUCTION
The results in this paper are developed under the correct-by-design philosophy for cyber-physical systems (CPS) advocating control design methodologies that produce not only the controller, but also a proof of its correctness. This design philosophy should be contrasted with the widely used design-and-verify approach under which a designer re-designs the controller to weed out the bugs that are found during multiple verification rounds. By placing greater emphasis and effort in the design phase it is possible to greatly reduce the verification efforts thereby reducing the design time and cost of complex CPS [3] , [17] , [18] , [23] .
The correct-by-design philosophy, however, is not without its own challenges and the purpose of this paper is to address one of the most critical: computational complexity. If one takes linear temporal logic (LTL) as the specification formalism, it is known that synthesizing a controller enforcing such specifications is doubly exponential in the length of the formula. This led several researchers to seek fragments of LTL that are small enough for the complexity of synthesis to be lower, yet large enough to be practically relevant [2] , [4] , [7] , [9] , [13] , [25] . Among these, the one that had the biggest practical impact was the Generalized Reactivity (1) fragment, abbreviated as GR (1) , for which the controller synthesis can be solved in polynomial time in the size of the transition system [7] . Even though the GR(1) fragment was not originally intended for control applications, several researchers demonstrated its usefulness to synthesize correct-by-design controllers in practical scenarios [12] , [14] . Later, the Generalized Rabin (1) fragment was shown to be the largest class of LTL specifications for which the controller synthesis problem is still polynomial in the size of the transition system, unless P = NP [9] . In this paper, inspired by control applications, we introduce a new fragment of LTL termed mode target (MT). An MT formula describes a setting where there are modes and corresponding targets for each mode. When the system is in a certain mode, the specification requires the system to reach one of the possible targets for that mode and stay there provided that the mode does not change. If the mode changes, there is no obligation to reach or stay within the target region of the previous mode. We use MT formulas to define MT games, a subclass of LTL games. The winning condition of an MT game is an MT formula and, moreover, the game graph conforms to additional restrictions on the structure of the modes. We believe that modeling the desired behavior of control systems in this way, via modes and targets, is quite natural for designers. We support this claim in Section III by giving two concrete examples from different application domains that illustrate the usefulness of MT games. The first example is an adaptive cruise controller, whose specifications are outlined by the International Standardization Organization (ISO). The second example is the control of certain chemicals inside a nuclear power plant during shutdown and startup operations as outlined in [24] . We show that the controller synthesis problem for both of these examples can be posed as finding a winning strategy for an MT game. We also provide additional examples in the extended version of this paper [5] .
The contributions of this paper can be summarized as follows. 1) We propose MT as a practically useful LTL fragment from a modeling perspective. Doing so, we extend an earlier version of this work where a more restricted class of formulas was introduced as MT formulas [6] . We provide two concrete control applications as an illustration of the large class of problems that can be naturally modeled as MT games. 2) We introduce the notion of simple games that abstracts the key properties of MT games so as to prove the correctness and complexity of the proposed algorithms in a transparent manner. We show that MT games are also GR(1) games. For a detailed comparison between GR(1) and MT games, we refer the interested reader to [5] . 3) We propose an algorithm to synthesize controllers enforcing MT specifications that requires O( i t i n 2 ) symbolic steps where n is the number of states in the game graph and t i is the number of targets corresponding to mode i. In contrast, the complexity of the algorithm resulting from embedding MT games into GR(1) games and using existing synthesis algorithms for the GR(1) fragment is O( i tn 2 ) where t is the largest number of modes across all the targets.
II. PRELIMINARIES
We start by reviewing the syntax and semantics of LTL and corresponding games. 
A. Linear Temporal Logic
Consider a set of atomic propositions P . LTL formulas are constructed according to the following grammar:
We denote the set 2 P by Σ, where 2 P is the set of all subsets of P . An infinite word is an element of Σ ω where Σ ω denotes the set of all infinite strings or words obtained by concatenating elements or letters in Σ. We also regard elements w ∈ Σ ω as maps w : N → Σ. Using this interpretation we denote w(i) by w i . In the context of LTL, the index i models time and w i is interpreted as the set of atomic propositions that hold at time i.
The semantics of an LTL formula ϕ is described by a satisfaction relation |= that defines when the string w ∈ Σ ω satisfies the formula ϕ at time i ∈ N, denoted by w, i |= ϕ:
We write w |= ϕ when w, 0 |= ϕ. We use the shorthand notation ϕ ∧ ψ, for ¬(¬ϕ ∨ ¬ψ), and True for ¬ϕ ∨ ϕ. We further abbreviate True U ϕ as ♦ϕ, which means that ϕ eventually holds and ¬♦¬ϕ by ϕ, which says that ϕ always holds. We call the operators , U, , and ♦ temporal operators.
We write W (ϕ) to denote the set of all infinite words, which satisfy
B. Games
A game graph is a tuple G = (V, E, P, L) consisting of the following: 1) a finite set V of states partitioned into V 0 and V 1 , i.e.,
3) a finite set of atomic propositions P ; 4) a labeling function L : V → 2 P mapping every state in V to the set of atomic propositions that hold true on that state. In this definition, V 0 and V 1 are the states from which only player 0 and player 1 can move, respectively. Thus, the state determines which player can move. We assume that for every state v ∈ V , there exists some v ∈ V such that (v, v ) ∈ E. The function L can be naturally extended to infinite strings r ∈ V ω by L(r) = L(r 0 )L(r 1 )L(r 2 ), . . . , ∈ Σ ω .
A play r in a game graph G is an infinite sequence of states r
We denote the set of all plays under strategy f starting from state v by Ω f ,v (G), and the set of all possible plays for a given game graph G by Ω(G). For a given LTL formula ϕ and a game graph G = (V, E, P, L), we use W G (ϕ) as the shorthand notation for W (ϕ) ∩ L(Ω(G)).
For the purposes of this paper, an LTL game is a pair (G, ϕ) consisting of a game graph G, and a winning conditionϕ, which is an LTL formula. A play r in a game (G, ϕ) is winning for player 0 if L(r) ∈ W (ϕ). A strategy f for player 0 is winning from state v, if all plays starting in v, which follow f are winning for player 0. For a given game (G, ϕ), [[ϕ] ] G denotes the set of states from which player 0 has a winning strategy, this is the winning set of player 0. When it is clear from the context which game graph we are referring to, we drop the subscript and just write
The sets from which player 0 can force a visit to a set of states V is denoted by Pre(V ), i.e.,
We introduce the following fixed-point notation for a given monotone mapping F :
In other words, νXF (X) and μXF (X) are the greatest and least fixed-point of the mapping F , respectively.
In the rest of the paper, we abuse notation and sometimes use a set of states V ⊆ V as an LTL formula. In this case V is to be interpreted as an atomic proposition that holds only on the states in V . Whenever, V defines an atomic proposition not in P , we can always extend P to contain V . However, for the sake of simplicity we will not explicitly do so.
We call ϕ a positional formula if it does not contain any temporal operators and a reachability formula, if ϕ = ♦p for some positional formula p. We say that ϕ is a GR(1) formula if it has the following form:
for some positional formulas a i 1 , g i 2 and finite sets I 1 and I 2 .
We call games with winning conditions given as a GR (1) formula GR(1) games. We refer the reader to [7] for further details on GR(1) formulas.
III. MT GAMES

A. Motivation
As the automotive technology evolves, conventional cruise control (CCC) is being replaced by adaptive cruise control (ACC). ACC has two modes of operation: the speed mode and the time-gap mode. In the speed mode, ACC behaves exactly like CCC, i.e., it reaches a preset speed and maintains it. In the time-gap mode, ACC keeps pace with the car in front, the lead car. This pace is characterized by the headway, which captures the time required by the ACC equipped vehicle to brake and avoid a collision when the lead car suddenly slows down. We consider the specifications for ACC set by the ISO in [10] . Following these specifications, the target region corresponding to the speed mode can be defined as {v :
where v, v des , and v denote the velocity of the car, the desired velocity, and the allowable tolerance for the velocity, respectively. Similarly, the target region of the time-gap mode is formalized as {τ : |τ − τ des | ≤ τ }, where τ is the headway, τ des is the desired headway, and τ is the desired tolerance for the headway. In each mode, the specification is to reach and stay in the desired target region provided that the current mode does not change. We can express this specification as the conjunction of individual specifications in each mode, i.e., ϕ timegap ∧ ϕ speed , where
Here, M timegap and M speed are the atomic propositions that hold whenever the corresponding modes are active. Similarly, T timegap and T speed are satisfied when τ ∈ {τ : |τ − τ des | ≤ τ } and v ∈ {v : |v − v des | ≤ v }, respectively. Implication (2) only requires the time gap to be reached if the system enters and stays in the time-gap mode forever. Hence, it seems that a controller may simply ignore the time-gap mode if it knows that this mode will be eventually left. However, since we synthesize causal controllers, i.e., controllers that cannot foretell the future, any such controller will start driving the system to the time-gap target once the system enters the time-gap mode. Similarly, once the system leaves the time-gap mode to enter the speed mode, the controller starts driving the system to the speed target. This is consistent with the ACC requirements in the ISO standard [12] . We refer the reader to [16] for the details of the modeling of ACC and complete description of the specifications.
The next example we present is the control of a pressurized water reactor 1 during shutdown and start-up stages. Even though the chemical processes that take place in nuclear power plants are well studied under normal conditions, they are still yet to be fully understood in the presence of transient behaviors, particularly during shutdown and startup. Therefore, it is important to ensure correct operation during these critical phases. Venz et al. [24] , document the specifications set byÉlectricité de France (EdF) for both of these modes of operation. Here, we present a simplified version of these specifications. According to [24] , there are two shutdown procedures that can be followed based on the current temperature and concentration of the materials in the plant: hot shutdown and cold shutdown. In the hot shutdown mode, there is a target hydrogen concentration that must be achieved. In the cold shutdown mode, the shutdown can be performed with or without oxygenation depending on factors such as financial cost, risk, and specifics of the power plant. For both of these modes, the control objective is to attain and sustain a certain chemical content in the reactor.
Accordingly, in this case the LTL formula describing the desired behavior is ϕ start ∧ ϕ c ∧ ϕ h , which is conjunction of the specifications for the start-up mode (M start ), the hot shutdown mode (M h ), and the cold shutdown mode (M c ), where
Here, T start , T h , T c, w/ oxy , T c, w/o oxy denote the atomic propositions that hold whenever the desired chemical concentration is achieved for the corresponding start-up and shutdown (with and without oxygenation) mode.
B. MT Formulas and Games
The preceding examples illustrate the scenarios that we want to capture with a suitable LTL fragment. All of the control problems we just described share the following properties that define our setting: (P1) There are modes and corresponding targets. (P2) If the system enters a mode, it should reach one of the targets associated with that mode and remain there. (P3) If the mode changes, there is no obligation to reach any of the targets of the previous mode anymore. We also make the following observation regarding the dynamics of the modes: (P4) There is at most one mode active at any given time.
With these properties in mind, we now formally define MT formulas and games. For a game to be an MT game, its winning condition must be given by an MT formula and the corresponding game graph should have a specific structure capturing (P1)-(P4).
Let T and M be finite sets of atomic propositions:
Here, 1 A pressurized water reactor is a type of nuclear power plant that constitutes the majority of nuclear power plants in Western countries, including the US. the M i , T i,j represent the mode i, and j th target of mode i, respectively. We start with a game graph G labeled with modes and targets, i.e.,
The winning condition for player 0 is given by an MT formula.
Definition 1 (MT Formula): An LTL formula is an MT formula if it has the form
We can interpret ϕ as the following: if the system eventually settles in M i , then it should eventually settle in one of the modes in T i . This formula captures (P2) because it guarantees that the system will reach one of the target regions in T i if the system stays in mode M i from a certain time onward. As we explained previously, the left-hand side of the implication in (4) ensures that if the mode changes, the system does not have to reach or stay in any of the corresponding targets of the previous mode, as asserted by (P3). It is true that ϕ can also be satisfied by switching between modes infinitely often. However, as it is the case in the ACC and pressurized water reactor examples, the modes can be partially if not fully determined by an external signal that the controller cannot change. In these cases, by construction, the controller will make progress toward the target of the current mode since it cannot predict if the system will remain in the current mode or switch to a different mode.
To address (P4) we make the following assumption on the modes: (A) Modes are mutually exclusive, i.e.,
Definition 2 (MT Games):
We call LTL games with winning condition given by an MT formula and a labeling function L that satisfies (A), MT games.
Note that, an MT game is a Streett game [20] with additional structure imposed by the assumption (A) on the labeling function.
IV. SOLVING MT GAMES
A. Decomposition of the Winning Set
We start by introducing a few notions that are critical to understand the solution of MT games described in this section.
Let S 1 ⊆ Σ * and S 2 ⊆ Σ * ∪ Σ ω . We define the concatenation of these sets as follows:
We call ϕ an absolute liveness formula if W (ϕ) is an absolute liveness property. A formula ϕ is an absolute liveness formula iff ϕ ≡ ♦ϕ (see [19] ). It follows that any formula of the form ♦φ, for some φ is an absolute liveness formula.
We now introduce a class of games that includes both GR(1) games and MT games. The definition of this class of games distills the properties that are essential for a simple and transparent derivation of its solution.
Definition 3: An LTL game (G, ϕ) is said to be simple if the winning condition defined by ϕ can be written as follows:
where p i is a positional formula and ψ i is an absolute liveness formula that satisfies
Lemma 1: Every MT game is simple. We prove Lemma 1 in Appendix B by showing that every MT formula can be written as follows:
Note that (7) is in the form defined by (5) and (6), where the positional formula p i is ¬M i and formula ψ i is
. The winning condition for simple games can be written as a conjunction of formulas ϕ i preceded by where each ϕ i can be decomposed as a disjunction between a reachability formula and a formula ψ satisfying (6) . We now show that it is easy to modify algorithms that synthesize winning strategies for reachability games to obtain an algorithm for a conjunction of reachability formulas preceded by . The approach in this algorithm remains valid even when we disjoin these reachability formulas with absolute liveness formulas ψ i 's, in virtue of (6) . The inclusion given in (6) ensures that a play in (G, ψ i ) that is winning for player 0, is also winning in (G, ϕ). Therefore, one can adopt a compositional approach to the solution of simple games. A small modification to an algorithm that computes [[ϕ i ]] leads to an algorithm computing
The next result makes these ideas precise. Theorem 2: The winning set for player 0 in a simple game (G, ϕ) is given by
We provide the proof of Theorem 2 in Appendix C. Theorem 2 shows how the structure of simple games makes it possible to combine the sets [[ψ i ∨ ♦p i ]] as in (8) to compute the final winning set. Note that it is not difficult to see that GR(1) games are also simple games. We refer the interested reader to [5] for a detailed discussion on this. For later reference, we instantiate (8) for MT games: (9) and explain in the next section how to compute the winning sets
so as to make use of (9).
B. Computation of the Winning Set
Kesten et al. [11] , presented a μ-calculus formula that characterizes [[∨ i ∈I ♦ p i ∨ ♦q]], where p i and q are positional formulas. This μ-calculus formula yields the following fixed-point expression:
Using (11), it is easy to see that the winning set (9) is given by the following fixed-point:
We refer to the algorithm defined by the iterative computation of the preceding fixed-point as the MT algorithm. In the worst case, the MT algorithm can take O( i t i n 2 ) iterations, where t i is the number of targets dedicated to mode i and n is the number of vertices in the game graph G. We summarize this in the following theorem.
Theorem 3: MT games can be solved by the symbolic algorithm MT requiring O( m i = 1 t i n 2 ) Pre computations. Proof: Browne et al. [8] show that a fixed-point expression with alternation depth k can be computed in O(n 1+ k / 2 ) iterations. Note that given a fixed-point expression the alternation depth is simply the number of alternating greatest and least fixed-point operators. The alternation depth of the fixed-point expression (12) is 3. Moreover, the computation of the fixed-point involves sequentially evaluating t i fixed-point expressions for each mode, which results in O ( m i = 1 t i n 2 ) Pre computations in the worst case.
Theorem (3) only addresses the computation of the winning set for the controller. However, the fixed-point computation given in (12) is constructive in the sense that we can find a winning strategy by storing the intermediate sets that are computed during its evaluation. The precise construction and implementation of the winning strategy follows the same approach as in GR(1) games [7] . However, for the sake of completeness we provide the details of the winning strategy synthesis in an extended version of this paper [5] . Note that contrary to the winning strategy for GR(1) games, the winning strategy for MT games is memoryless since player 0 only needs to know what the current mode is.
V. SOLVING MT GAMES VIA GR(1) GAMES
In this section, we describe how to transform a given MT game into a GR(1) game, thereby obtaining another algorithm to solve MT games that is based on the existing synthesis algorithms for the GR(1) fragment. To simplify the notation, we introduce the atomic proposition
We provide a detailed proof of Proposition 4 in [5] . This proof has two main steps. In the first step, we show that the MT game is equivalent to the GR(1) game (G, ϕ 1 ), where
The equivalence of (G, ϕ) to the MT game relies on assumption (A). Also note that the formula in (14) is satisfied either when the system settles down in a mode and in one of the corresponding targets or when it toggles between the modes indefinitely, which matches the initial motivation of the MT fragment. Since the formula given in (14) is a GR(1) formula with i t i assumptions and m guarantees, this part of the proof already leads to a synthesis algorithm for MT games. In the second part of the proof, we show 2 how to construct a GR(1) game with fewer assumptions that is equivalent to (G, ϕ 1 ) and for which the statement of Proposition 4 holds. Again assumption (A) lies at the heart of the proof. This assumption restricts the modes to be mutually exclusive and, therefore, enforces additional structure on MT games, which lets us simplify the formula in (14) .
The formula given in (13) is a GR(1) formula with max i t i assumptions, and m guarantees. Notice that this formula has at most the same number of assumptions as ϕ 1 since m max i t i ≤ m i t i . Due to Proposition 4, we can now simply apply the algorithm given in [7] to the game graph G with the winning condition (13) to solve the MT game. This algorithm is based on the computation of the following fixed-point:
We refer to the algorithm defined by the iterative computation of the preceding fixed-point as the GR(1)-Emb algorithm for GR(1) Embedding. Theorem 5: MT games can be solved by the symbolic algorithm GR(1)-Emb requiring O(m max i t i n 2 ) Pre computations. Proof: Similar to the proof of Theorem 3, this result follows from the fact that the given fixed-point expression is of alternation depth 3. Moreover, in each iteration of the algorithm we sequentially compute m max i t i fixed-point expressions that results in O(m max i t i n 2 ) Pre computations in the worst case.
Comparing the complexities of the MT and the GR(1)-Emb algorithms as given in Theorems 5 and 3, we get
Although the GR(1)-Emb and the MT algorithms compute the same winning set, the MT algorithm has better worst case complexity than the GR(1)-Emb algorithm. Moreover, the equality in (16) holds iff t = max i t i for all ∈ {1, 2, . . . , m}, i.e., if the number of targets associated with each mode is equal. However, as we explain in our previous work [6] , even in this special case where the two different approaches have the same worst case complexity, the computations performed by GR(1)-Emb and MT differ, and the MT algorithm performs no worse than the GR(1)-Emb in terms of number of iterations.
VI. EXPERIMENTAL COMPARISON
The winning set and a corresponding winning strategy can be computed by iterating the operators on the right-hand sides of (12) and (15) until a fixed-point is reached. In this section, with two set of experiments, we discuss the computation time of the algorithms GR(1)-Emb and MT. In these experiments, to improve the time efficiency, instead of a direct implementation of the fixed-point iterations, we exploit the monotonicity of the fixed-point computations and use the implementation technique described in [8] .
A. Random Linear Time-Invariant Systems With Multiple Targets
We start with the simplest class of dynamical systems: linear timeinvariant systems. We demonstrate how the performance of the two algorithms differs as the theoretical worst case gap between the GR(1)-Emb algorithm and MT algorithm deepens. To this end, we consider a scenario where all modes but one have a single associated target. For this remaining mode, starting from a single target we gradually increase the number of associated targets in order to accentuate the difference between the two sides of the inequality in (16) . We provide the descriptions of all mode and target sets in [5] . In Fig. 1 , we summarize our findings for the case when we have three, six, and nine modes. We plot in Fig. 1(a) the ratio between the number of iterations it takes for the GR(1)-Emb algorithm versus the MT algorithm to compute the winning set. In Fig. 1(b) , we compare the algorithms in the same fashion, but now in terms of the elapsed time. Each data point represents the average value we obtained after computing the winning set on 20 random linear time-invariant systems. All systems have the formẋ = Ax + Bu, where the entries of the matrices A and B are randomly chosen from the set [−1, 1]. The state space and the input space are the sets [−6, 6] × [−6, 6], and [−4, 4], respectively. As can be seen from both figures, MT outperforms GR(1)-Emb, and the performance difference becomes progressively more prominent as the number of extra targets and modes increase.
B. Unicycle Cleaning Robot
We consider a scenario where a unicycle robot cleans the rooms on a hotel floor. The robot has to reach one of the rooms that is not clean and stay there, until an external signal indicates that the current room has been cleaned. We now explain how we model this scenario as an MT game. Assume that there are two rooms, defined by the atomic propositions T 1 and T 2 . Each MT pair corresponds to a different subset of rooms that needs to be cleaned. Specifically, M 1 , M 2 , and M 3 indicate that only the first room, only the second room, and both of the rooms should be cleaned, respectively. Accordingly, the MT formula corresponding to this scenario is
). Note that, if there are k rooms, the number of modes is 2 k − 1.
We first construct the game graph corresponding to the dynamics of the cleaning robot. The differential equationṡ x = v cos(θ),ẏ = v sin(θ),θ = ω offer a simplified model for a three-wheel robot equipped with differential drive. The pair (x, y) ∈ R 2 denotes the position of the robot, θ ∈ [−π, π[ denotes its orientation, and (v, ω) ∈ R 2 are the control inputs, linear velocity v, and angular velocity ω. For this example, we restrict the position (the location of the rooms) to the set [1, 7.5] × [1, 7.5] , input to the set [0, 0.5] × [−0.5, 0.5] and create an abstraction 3 using the PESSOA [15] tool. This abstraction is stored as an Ordered Binary Decision Diagram [1] and constitutes the game graph describing the dynamics of the cleaning robot. It has 21 141 vertices or states and six inputs that are available at each state.
We now describe the dynamics of the modes. When the robot is in room i that has not yet been cleaned, the mode can change to the mode where the room i does not need to be cleaned anymore. The nondeterminism in this change models an external signal indicating whether the cleaning in the current room has been completed or not. When all the rooms are cleaned, a nondeterministic mode transition can occur to any other mode to restart the process. In Fig. 2 , we illustrate the dynamics of the modes when there are two rooms. As can be seen, there is a nondeterministic transition from M 3 to M 2 as the robot enters the room 1 (T 1 ). Similarly, if the system is in M 1 (only room 1 is not clean), when the robot reaches room 1, the system can take a nondeterministic transition to any of the other modes, i.e., we restart the cleaning process once all the rooms are cleaned.
To obtain the final game graph describing the dynamics of both the modes and the cleaning robot, we compose the game graph describing the modes and the game graph describing the dynamics of the robot. Note that the second player in this game arises due to the conservative nature of the abstraction, as explained in [21] , and the nondeterminism in the mode changes, both of which can be modeled as an adversarial disturbance.
We compare the performance of the GR(1)-Emb and the MT algorithms as we increase the number of rooms from 2 to 5. The rooms are boxes of various dimensions whose descriptions can be found in [5] . Fig. 3 summarizes our findings. It illustrates that, as the number of rooms increases, the gap between the performance of MT and GR(1)-Emb increases significantly in terms of number of iterations of the fixed-point algorithms [see Fig. 3(a) ], and hence the computation time [see Fig. 3(b) ]. The widening of the performance gap is expected, since as the number of rooms increases, so does the difference between i t i and m max i t i , and hence the worst case time complexities of the GR(1)-Emb and the MT.
The different experimental results suggests the following: 1) MT is consistently better than GR(1)-Emb. Even for the case when the theoretical worst case complexities of both algorithms are the same, MT outperforms GR(1)-Emb. However, the performance increase is not always considerable in this case; 2) as the gap between m max i t i and i t i widens, so does the performance difference between GR(1)-Emb and MT, which is in accordance with the results in Section IV-B.
VII. CONCLUSION
We introduced a new class of LTL games called MT games and argued that these games can be used to model a variety of control design problems encountered in practice. We provided two algorithms to solve MT games. The first algorithm is based on transforming MT games to simple games, a class of LTL games for which we provide a synthesis algorithm. This leads to an algorithm that solves MT games in a number of steps polynomial in the size of the game graph. We next provided a different algorithm, that relies on the fact that every MT game can be embedded into a GR(1) game. We also showed that the direct algorithm has better worst case complexity than the algorithm obtained via the GR(1) embedding. These observations were validated through multiple simulations. As future work, we plan on investigating whether additional structure arising in control problems can lead to further simplifications both in MT games as well as other LTL games.
APPENDIX A PRELIMINARY LEMMAS
A property Φ is a stable property iff Post(Φ) ⊆ Φ, i.e., if Φ is closed under suffixes. We call ϕ a stable formula if W (ϕ) is a stable property. It is proved in [19] that a formula ϕ is a stable formula iff ϕ ≡ ϕ. Then, it follows that any formula of the form φ for some φ is a stable formula. Moreover, the conjunction of stable formulas is also a stable formula. Take two stable formulas ϕ 1 and ϕ 2 ; then,
, which is a stable formula.
Lemma 6: Given a stable formula ϕ, and a winning strategy f for player 0 in (G, ϕ), we have 
Proof:
≡ is true
≡ follows from ♦ q ≡ ♦ q. Lemma 8: Let p and q be positional formulas, then
where (1) ≡ holds because ∨ distributes over ∧.
where (1) ≡ is due to Lemma 8, while (2) ≡ follows from Lemma 7 and ϕ 1 ∧ ϕ 2 ≡ (ϕ 1 ∧ ϕ 2 ). The last formula has the form given in the statement of the lemma, where p i is ¬M i and ψ i is ∨ t i j = 1 ♦ (M i ∧ T i,j ). Then, we are only left with showing that W G (ψ i ) ⊆ W G (ϕ).
Recall that in MT games for all v ∈ V if M i ∈ L(v), then M j ∈ L(v) for all j = i. It follows that for any r ∈ V ω we have L(r) |= ♦ M i ⇒ L(r) |= ♦ ¬M j , for all j = i. Moreover, note that W (♦ ¬M j ) ⊆ W ( ♦¬M j ). Therefore, the following holds:
Also note that
where the last equality is due to Lemma 7. By combining the inclusions (18) and (17), we get
which completes the proof of the lemma.
APPENDIX C PROOF OF THEOREM 2
Let Z * = νZ ∩ i ∈I [[ψ i ∨ ♦(p i ∧ Z)]]. We start by proving Z * ⊆ [[ ∧ i ∈I ϕ i ]]. We make the following observation:
This suggests that a strategy that visits all p i s in a circular fashion is winning for player 0. We pick the visiting order p 1 p 2 , . . . , p i , . . . , p |I | , since it is enough to find one winning strategy. Therefore, whenever a play visits a state that satisfies p i player 0 should be able to switch to a strategy that is winning for the game with the winning condition ♦p i + 1(mod|I |) . Next, we explain that this is in fact possible on Z * .
The game starts at a state in Z * . Player 0 follows the strategy that is winning for the game (G, ψ i ∨ ♦(p i ∧ Z * )), from Z * . If the game reaches a state v ∈ [[p i ]], then player 0 forces a visit to Z * . After that player 0 starts following a strategy that is winning for the game with the winning condition: ψ i + 1(mod|I |) ∨ ♦(p i + 1(mod|I |) ∧ Z * ). This switching is possible since Z * ⊆ [[ψ i ∨ ♦(p i ∧ Z * )]], for all i ∈ I. The circular switching can be implemented using a counter, with |I| states.
Due to the disjunction of the reachability part of the formula with ψ i , it is true that a play that follows the above strategy can be winning for (G, ψ i ) for some i ∈ I, instead of (G, ♦p i ) for some i ∈ I. However, since we assumed that for each i ∈ I, ψ i is an absolute liveness formula, and W G (ψ i ) ⊆ W ( ∧ i ∈I ϕ i ), even in this case the play is winning for ∧ i ∈I ϕ i . Therefore,
Now, we show that the other direction, i.e.,
] (see e.g. [22] ). Since ∧ i ∈I ϕ i is a stable formula, we can invoke Lemma 6, with ϕ = ∧ i ∈I ϕ i and conclude that [
Then, we get:
where (1) ⊆ follows from the definition of V * , since it includes all states visited under the winning strategy for player 0 in (G, ϕ). We just proved that V * ⊆ F (V * ). Note that, for any S ⊆ V we have S ⊆ F (S) ⇒ S ⊆ Z * due to [22] . This shows that V * = [[ ∧ i ∈I ϕ i ]] ⊆ Z * and completes the proof.
