Abstract. Given a finite metric, one can construct its tight span, a geometric object representing the metric. The dimension of a tight span encodes, among other things, the size of the space of explanatory trees for that metric; for instance, if the metric is a tree metric, the dimension of the tight span is one. We show that the dimension of the tight span of a generic metric is between n 3 and n 2 , and that both bounds are tight.
Introduction
Let d be a metric on a set of n points labeled with the elements of [n] := {1, . . . , n}, i.e. a function
Note that since this function maps two-element subsets to numbers, it is symmetric, and also that d ii is undefined (and we will not use this, but of course we can assume d ii = 0). The injective hull [3] or tight span of the metric is a geometric object encoding it, generalizing the corresponding tree in the case of a tree metric [1]; Dress, Huber, and Moulton [2] showed that it is given by the complex of bounded faces of the polyhedron
In [5] , Sturmfels and Yu observed that this is polar to the complex of interior faces of the regular subdivision ∆ d of the hypersimplex
given by lifting a vertex e i + e j to height d i j and taking the complex of upper faces of the resulting lifted hypersimplex conv{(e i + e j , d i j )} ⊂ R n+1 }.(A face of a polytope is an upper face if any of its outward normals has a positive final coordinate, so that it points upwards. For general information about polytopes and polyhedra, see [6] .) Another formulation of the tight span mentioned in [5] is the following. A metric corresponds to assigning a weight d i j to each edge i j of the complete graph K n ; a subgraph G with edge set E(G) corresponds to a cell of ∆ d if there exists an x ∈ R n satisfying
The vector (x, 1) gives the coordinates of the outer normal to the hyperplane defining the corresponding upper cell in the lifted hypersimplex. As a polyhedral complex, the tight span has a dimension, which we call the combinatorial dimension of the metric. This dimension essentially measures how many dimensions we need to faithfully represent the metric; for instance, if the metric is a tree metric (so that it can be realized by placing the n points on a tree with weighted edges and taking the resulting distances ), the dimension of the tight span will be one. In a sense, the dimension measures how far the metric is from being a tree metric.
This has an obvious phylogenetic application. In phylogenetics, we seek to recover the original evolutionary tree from the experimentally determined distance data. The tight span is a geometric representation of the experimental metric; the closer this is to a tree, the closer the data is to encapsulating the theory. In fact, one can attempt to recover the evolutionary tree by embedding trees inside the tight span.
It is easy to express dimension in terms of the hypersimplex formulation, due to the equivalence of complexes outlined above. In particular, the dimension of the tight span is equal to the maximal codimension of any interior cell of the corresponding triangulation.
This dimension for arbitrary metrics can be any number between one and n 2 . It makes sense to restrict to metrics satisfying the following genericity condition.
Definition 1.1. [5] A metric is generic if each cell of the corresponding subdivision of ∆(n, 2) is a simplex.
For instance, this definition forbids such non-generic behavior as
, which corresponds to four points alignable on a tree. The genericity condition consists of being in a full-dimensional cell of the metric fan [5] which partitions all metrics into combinatorial equivalence classes of tight spans. Since this is a full-dimensional condition, we would expect any actual phylogenetic data (which has errors on each measurement due to the randomness of mutations) to satisfy it.
Computation up to n = 4 is easily done by hand; all generic metrics on 2 or 3 points have combinatorial dimension one, while all generic metrics on four points have combinatorial dimension two. For n = 5, all generic metrics have combinatorial dimension two [1], but for n = 6, Sturmfels and Yu showed that, surprisingly, generic metrics do not all have the same dimension; they can have dimension two or three.
In this paper, we complete the classification of combinatorial dimensions of metrics, proving the following theorem.
