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Using transition-metal dichalcogenides as an example, we show that the quantum interference
arising in two- and three-photon absorption processes can lead to controllable, highly localized
carrier distributions in the Brillouin zone. We contrast this with the previously studied one- and
two-photon absorption, and find qualitatively different features, including changes in the relevance
of interband and intraband processes according to the excitation energy. Thus, the distribution of
excitations arising under certain circumstances in two- and three-photon absorption can facilitate
the study of far-from-equilibrium states that are initially well localized in crystal momentum space.
I. INTRODUCTION
Although nearly every technological device is based on
systems in far-from-equilibrium states, our understand-
ing of the properties of materials in such a regime is
limited [1, 2]. This is the case even for intensively in-
vestigated materials such as semiconductors, which are
the basis of digital technology. One of the main imped-
iments in the study of materials far-from-equilibrium is
the difficulty in creating quantum excitations in a con-
trolled way. For example, we lack good methods for cre-
ating one of the simplest types of electronic excitation in
a gapped material: the excitation of an electron from a
valence to a conduction band at a given crystal momen-
tum. A simple way to excite electrons from one band to
another is via optical fields, but they usually excite car-
riers in almost every location of the Brillouin zone where
the photon energy matches the energy difference of the
electronic bands. However, because of quantum interfer-
ence effects, optical fields of different frequencies can be
used in combination to excite carriers with more local
distributions in the Brillouin zone.
Quantum interference between distinct processes that
result in the same transition can lead to localized elec-
tronic excitations in crystal momentum space, as the dif-
ferent processes interfere constructively in some parts
of the Brillouin zone and destructively in others. This
interference can be manipulated by varying physically
tunable parameters characterizing the excitation, such
as a relative phase parameter of the optical fields and
their intensities. Polar distributions of injected carriers
in the Brillouin zone lead to charge currents, and such
“injected currents” due to the interference of one- and
two-photon absorption processes (“1+2” injection) have
been observed in bulk [3–7] and two-dimensional materi-
als [8–11]. The analogous injection of spin currents has
been detected in bulk semiconductors [12–16], and pro-
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posed in topological insulators [17]; the injection of spin
and valley currents in transition-metal dichalcogenides
(TMDs) has also been proposed [18].
This quantum interference control (QuIC) of carri-
ers has been exploited to determine the carrier-envelope
phase of pulses short enough to contain both the funda-
mental frequency and its second harmonic [19, 20]; semi-
conductors with a relatively large band gap are of interest
here to allow room temperature operation. Recently the
use of interference between two- and three-photon ab-
sorption processes to inject currents in semiconductors
has also been studied both experimentally [21] and the-
oretically [22]. This “2+3” injection is of special inter-
est for determining the carrier-envelope phase of short
pulses, since it can be used even if the frequency spread
of the short pulse does not span an octave. Coherent op-
tical frequency combs can be used for studying even more
general “N +M” QuIC of carriers in gapped materials.
These interference processes have typically been stud-
ied by observing the net current they generate, either
directly with the use of electrodes [4] or indirectly by the
detection of the terahertz radiation resulting from the ex-
citation and subsequent decay of that current [8]. These
detection schemes are sensitive only to the first moment
of the carrier distribution in the Brillouin zone, and that
is all that has been typically calculated. However, recent
advances in time-resolved angle-resolved photoemission
spectroscopy (ARPES) [23] offer the promise of detecting
carrier distributions in the Brillouin zone as a function
of time. This would yield unparalleled insight into the
relaxation processes of such excitation distributions in-
jected by QuIC, where carriers can be placed in regions
of the Brillouin zone far from those occupied by equilib-
rium or near-equilibrium carrier distributions. It should
also be convenient to use QuIC as part of pump–probe
experiments, with QuIC used either to place carriers in
a region of the Brillouin zone, or to detect them in a
region of the Brillouin zone, or both. So detailed theo-
retical studies of the injected carrier distributions, and
ultimately of their subsequent dynamics, are now in or-
der.
In this first paper along these lines, we study the ini-
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2tial k-space carrier distributions in the TMD WSe2 due
to 1+2, 1+3, and 2+3 injection. An important result is
that 2+3 injection can lead to more localized carrier dis-
tributions in the Brillouin zone than 1+2 injection, mov-
ing further towards the goal of coherent control strategies
that act as effective “tweezers in the Brillouin zone” for
the placement of carriers where desired. The outline of
the paper is as follows. We begin in Sec. II by introduc-
ing a generic single-particle Hamiltonian, where the vec-
tor potential is included via minimal coupling, and derive
expressions for the first-, second-, and third-order pertur-
bative coefficients. Using these coefficients we illustrate
the origin of QuIC. In Sec. III we introduce the quantities
of interest, namely the electron excitation (carrier injec-
tion) rate, and the current injection rate. Following this,
in Sec. V we introduce a model Hamiltonian for TMDs
and use this system as a platform to compare features
of different orders of photon absorption processes. We
then analyze our findings: Sec. VI contains the k-space
distributions of electronic excitations for various polar-
izations of incident light, and in Sec. VII we plot the
dependence of the carrier and current response tensors
on the excitation energy.
II. OPTICAL INJECTION RATES
We investigate the optical excitation of electrons by
way of time-dependent perturbation theory (TDPT), us-
ing a second quantized Hamiltonian H(t) that follows
from a single-particle Hamiltonian of the form
H (x,p; t) =
1
2m
(
p− eA(t))2 (1)
+HSO
(
x,p− eA(t))+ Vlat(x),
where e = − |e| is the electronic charge, x and p are po-
sition and momentum operators, HSO is the spin-orbit
term, and Vlat(x) is the periodic lattice potential energy.
We have chosen a gauge in which the time-dependent
scalar potential vanishes, and have assumed the external
electromagnetic field can be approximated as uniform,
with an electric field E(t) described solely by the vector
potential A(t). We only consider electrons and holes in-
jected at high enough energies to lead to currents, and
so bound exciton states are not relevant. The electron-
hole interaction in the ionized excitons that result can
lead to phase shifts in the injected currents at excita-
tion energies close to the band gap [24]; we ignore those
here, as well as other effects of electron-electron interac-
tions. The O
(
A(t)2
)
term arising in (1) is solely a func-
tion of time and adds a global phase to the energy eigen-
states, which has no consequence on the expectation val-
ues we compute. Then (1) can be written asH0+Vext(t),
where H0 is the unperturbed Hamiltonian and the inter-
action term takes the form Vext(t) = −ev ·A(t), where
v = i~−1 [H0(x,p),x] is the velocity operator; this holds
for any unperturbed single-particle Hamiltonian that is
at most quadratic in the momentum. The only experi-
mentally accessible parameters withinH(t) enter through
this external interaction; namely the intensity, polariza-
tion, and phase of the optical fields. It is therefore these
parameters that can then be varied to tune the quantum
interference between excitation processes.
The second quantized Hamiltonian can be written, in
the Schrodinger picture, as H(t) = H0 + Vext(t), where
H0 =
∑
nk
~ωn(k)a†nkank,
Vext(t) =
∑
nmk
Vnm(k, t)a
†
nkamk.
(2)
The crystal momentum wave vectors, k, are summed
over the first Brillouin zone, n and m label bands, and
Vnm(k, t) = −evnm(k)·A(t), with vnm(k) ≡ 〈nk|v|mk〉.
We express (2) in the basis of eigenstates of H0, where
|nk〉 ≡ a†nk |vac〉 indicates a Bloch state of band n with
crystal momentum ~k and energy ~ωn(k), and {ank} are
the fermionic electron operators. To describe the applied
optical fields, we take a vector potential of the form
A(t) =
∑
α
Aωαe
−i(ωα+i)t = −
∑
α
i
ωα
Eωαe
−i(ωα+i)t,
(3)
where  → 0+ describes the adiabatic turning on of the
fields from t = −∞, and for N + M injection we sum
over frequencies ωα = ±Ω/N,±Ω/M , where ~Ω iden-
tifies the total transition energy. To keep track of the
relative phases and the polarizations of the different fre-
quency components we write Eωα = Eωαe
iφωα eˆωα , where
Eωαand φωαare real valued and eˆωα is a polarization vec-
tor satisfying eˆ∗ωα · eˆωα = 1.
The implementation of perturbation theory for prob-
lems of this type has been previously discussed [5, 25];
here we simply summarize the approach. We move to the
interaction picture such that all operators evolve under
H0, thus a†nk(t) = eiωn(k)ta†nk and ank(t) = e−iωn(k)tank,
and all states evolve under the time-evolution operator
U(t) = 1 +
∞∑
N=1
t∫
−∞
dtN
i~
VI(tN ) · · ·
t2∫
−∞
dt1
i~
VI(t1), (4)
where VI(t) ≡ eiH0t/~Vext(t)e−iH0t/~. Using the com-
pleteness relation for a multi-particle Hilbert space, a
state |ψ(t)〉 can be written, as shown in Appendix A, as
|ψ(t)〉 = U(t) |gs〉 = γ0(t) |gs〉+
∑
cvk
γcv(k, t) |cvk〉+ ...
(5)
where |gs〉 denotes the ground state of the unperturbed
Hamiltonian, in which all conduction bands (labeled c)
are empty and all valence bands (labeled v) are occupied,
and |cvk〉 ≡ a†ckavk |gs〉. Taking the applied optical field
to be an ultrashort pulse, we consider only the contribu-
tion of single electron-hole pairs to the electronic charge
3and current density injection rates [5]. These rates can
can be found via the coefficients
γcv(k, t) = 〈cvk|U(t)|gs〉 (6)
(see Appendix A). The perturbative calculation gives
γcv(k, t) = Rcv(k)e
−i(Ω−ωcv(k)+i)t
Ω− ωcv(k) + i , (7)
where ωcv(k) ≡ ωc(k) − ωv(k) such that ~ωcv(k) is the
energy difference between the bands c and v at k, and
Rcv(k) ≡
∑
N
R(N)cv (k). (8)
These R(N)cv (k) are transition amplitudes arising at dif-
ferent order, N , of TDPT and are of the form
R(N)cv (k) =
∑
a,...b;α...β
R(N)a···bcv (k;ωα, . . . , ωβ)E
a
ωα · · ·Ebωβ ,
(9)
where the sum is over both frequencies and Cartesian
components, the latter indicated by superscript indices;
at Nth order of TDPT, there are N frequencies in the list
(ωα, . . . , ωβ) that add to Ω, and N Cartesian components
in the list a · · · b that are accompanied by N factors of
the applied fields E. Here we are interested in the lowest
order amplitudes R(1)cv (k), R(2)cv (k), and R(3)cv (k), which
we identify with one-, two-, and three-photon absorption,
respectively. We find
R(1)acv (k;ωα) =
ie
~ωα
vacv(k), (10)
R(2)abcv (k;ωα, ωβ) = −
e2
~2ωαωβ
(∑
c′
vacc′(k)v
b
c′v(k)
ωβ − ωc′v(k) −
∑
v′
vbcv′(k)v
a
v′v(k)
ωβ − ωcv′(k)
)
, (11)
R(3)abdcv (k;ωα, ωβ , ωδ) =
ie3
~3ωαωβωδ
[∑
c′
vacc′(k)
ωα − ωcc′(k)
(∑
c′′
vbc′c′′(k)v
d
c′′v(k)
ωδ − ωc′′v(k) −
∑
v′
vdc′v′(k)v
b
v′v(k)
ωδ − ωc′v′(k)
)
(12)
−
∑
v′
(∑
c′
vbcc′(k)v
d
c′v′(k)
ωδ − ωc′v′(k) −
∑
v′′
vdcv′′(k)v
b
v′′v′(k)
ωδ − ωcv′′(k)
)
vav′v(k)
ωα − ωv′v(k)
−
∑
c′v′
(
vbcv′(k)v
a
v′c′(k)v
d
c′v(k)
(ωα − ωv′c′(k)) (ωδ − ωc′v(k)) +
vdcv′(k)v
a
v′c′(k)v
b
c′v(k)
(ωδ − ωcv′(k)) (ωα − ωv′c′(k))
)]
.
Illustrated in Fig. 1 are the pairs of simultaneous ab-
sorption processes we consider. The lowest-order terms
comprising Rcv(k) that give nonvanishing contributions
(a) 1+2 PA (b) 2+3 PA (c) 1+3 PA
FIG. 1: Schematic of the N+M photon absorption (PA)
processes considered. We adopt the notation Ω = Mω.
to the charge and current density injection rates, for ap-
plied fields containing particular frequencies, are those
amplitudes R(N)cv (k) associated with each process in the
pair. For instance, consider an applied field containing
frequencies ω and 3ω/2 with corresponding energies less
than the band gap energy. We say that such an applied
field mediates 2+3 PA because, although R
(1)a
cv (k;ω) 6= 0
and R
(1)a
cv (k; 3ω/2) 6= 0, these terms will not lead to in-
jected carriers or currents; as it relates to the charge
and current density injection rates, Rcv(k) is effectively
R(2)cv (k)+R(3)cv (k), as illustrated in Fig. 1b. In our calcu-
lation below, we include only the dominant contributions
to these amplitudes; for example, when investigating 1+2
PA, illustrated in Fig. 1a, we neglect 2 PA involving a
photon of energy ~ω and another of energy 2~ω. This
is justified because, in order for 2 PA mediated entirely
by light of frequency ω to excite the same magnitude of
carriers as 1 PA mediated by light of frequency 2ω, as
required for QuIC, necessarily Eω  E2ω. From (9) it
is then clear that 2 PA by ~ω + 2~ω is insignificant in
4comparison to 2 PA by ~ω+~ω, and we include only the
latter in the R(2)cv (k) implemented below.
III. CARRIERS AND CURRENTS
We are interested in the injection rates of both conduc-
tion electrons and current density arising from the dis-
tribution of electronic excitations in the Brillouin zone
just after the external fields have been removed. In the
interaction picture, the operators corresponding to the
density of electrons in the conduction bands and the to-
tal electronic current density are given by
nc =
1
LD
∑
ck
a†ckack,
J (t) = 1
LD
∑
nmk
evnm(k)a
†
nk(t)amk(t),
(13)
respectively, where L is a normalization length, D is the
spatial dimension of the system, and in the latter term n
and m range over all bands. To investigate the distribu-
tion of electronic excitations in crystal momentum space
arising from various photon absorption processes, we re-
solve the injection rates through the Brillouin zone; for
a k-conserving, single-body operator M(t), which here
will be the density nc or J (t), we always have
d
dt
〈ψ(t)|M(t) |ψ(t)〉 =
∫
BZ
dDk
(2pi)
D
d
dt
〈M (k; t)〉 , (14)
where ddt 〈M (k; t)〉 is the “injected density rate” in
the Brillouin zone associated with the operator M, in
the limit of continuous k (Appendix A). It will be
these injected density rates that we later plot, primar-
ily ddt 〈nc(k)〉N+M , and are the main focus of this paper.
Under our approximations ddt 〈M (k; t)〉 is independent
of time and, in general, can be expressed as
d
dt
〈M (k; t)〉 = (15)∑
a,...b;N
a′,...b′;N ′
µa
′···b′a···b
NN ′ (Ω;k)E
a′
−Ω/N ′ · · ·Eb
′
−Ω/N ′E
a
Ω/N · · ·EbΩ/N ,
where we refer to µa
′···b′a···b
NN ′ (Ω;k) as the “response coef-
ficient density” associated with M (for a particular ab-
sorption process). The general form of this object is given
in Appendix A. As previously mentioned, we include only
the dominant contributions toR(N)cv (k) as dictated by the
conditions for QuIC; this restricts the optical frequencies
included in (15). Furthermore, introducing response co-
efficients for the injection rate associated with M as
d
dt
〈ψ(t)|M(t)|ψ(t)〉 = (16)∑
a,...b;N
a′,...b′;N ′
µa
′···b′a···b
NN ′ (Ω)E
a′
−Ω/N ′ · · ·Eb
′
−Ω/N ′E
a
Ω/N · · ·EbΩ/N ,
we find the response coefficient for a particular absorp-
tion process, µa
′···b′a···b
NN ′ (Ω), can be written as
µa
′···b′a···b
NN ′ (Ω) =
∫
BZ
dDk
(2pi)
D
µa
′···b′a···b
NN ′ (Ω;k). (17)
IV. THE TWO-BAND LIMIT
The model we later adopt is effectively a two-band
model for electrons of a given spin about each valley;
this simplifies (10–12) as well as the expressions for the
electronic charge and current density injection rates (see
Appendix A). Proceeding to take the limit → 0+ [25]
d
dt
∣∣γcv(k, t)∣∣2 → 2pi∣∣Rcv(k)∣∣2δ(Ω− ωcv(k)), (18)
which gives the rate of injection of electron-hole pairs
at k. It is the interference in this expression between
the different R(N)cv (k) that contribute to Rcv(k) that
allows the possibility of quantum interference control;
this is true even outside of this limit. We note that
as the R(N)cv (k) coefficients are always accompanied by
δ
(
Ω − ωcv(k)
)
in the expression for the response, the
substitution ωα + ωβ + ωδ = ωcv(k) can be made in
R
(3)abd
cv (k); in fact, this has been used to simplify (12).
The form of the response coefficient densities are sim-
plified in this limit, and are defined to be (Appendix A)
µa
′···b′a···b
NN ′ (Ω;k) ≡ 2pi
(
R(N
′)a′···b′
cv (k; Ω/N
′, ...,Ω/N ′)
)∗
×R(N)a···bcv (k; Ω/N, ...,Ω/N) (19)
× LD 〈cvk|M |cvk〉 δ(Ω− ωcv(k)),
where M is an operator in the Schrodinger picture. An
implication of the two-band limit is that only diagonal
matrix elements ofM appear in (19); if more bands were
to be included, off-diagonal elements would also appear.
A. 1+2 photon absorption
Consider a system with a direct band gap Eg as indi-
cated in Fig. 1a, with an incident optical field composed
of frequencies ω and 2ω, where ~ω < Eg < 2~ω. In such
a system a total energy of at least Eg is required to ex-
cite electrons from valence to conduction bands, which
can be satisfied both by absorption of a single photon of
energy 2~ω and by the absorption of two photons each
of energy ~ω. We illustrate below how the interference
of these two excitation pathways gives rise to an injected
current density in the system. Contributions to the total
injection rate corresponding to the conduction electron
5density, ddt 〈nc〉1+2, are of the form
d
dt
〈nc〉1 = ξab1 (2ω)Ea−2ωEb2ω,
d
dt
〈nc〉1+2;i = ξabd1+2 (2ω)Ea−ωEb−ωEd2ω + c.c.,
d
dt
〈nc〉2 = ξabde2 (2ω)Ea−ωEb−ωEdωEeω,
(20)
as given in (16). In the above and below, the subscript i is
used in ddt 〈nc〉N+M ;i to denote a contribution to the total
rate that arises solely from the interference of excitation
processes. The contributions to the total injected density
rate associated with each of the above contributions to
the total injection rate then have the form
d
dt
〈nc(k)〉1 = ξab1 (2ω;k)Ea−2ωEb2ω,
d
dt
〈nc(k)〉1+2;i = ξabd1+2 (2ω;k)Ea−ωEb−ωEd2ω + c.c.,
d
dt
〈nc(k)〉2 = ξabde2 (2ω;k)Ea−ωEb−ωEcωEdω,
(21)
and the total injected density rate is given, from (15), by
d
dt
〈nc(k)〉1+2 = (22)
d
dt
〈nc(k)〉1 +
d
dt
〈nc(k)〉2 +
d
dt
〈nc(k)〉1+2;i .
Implementing (19), the response coefficient densities for
the various absorption processes are found to be
ξab1 (2ω;k) = 2piR
(1)a
cv (k; 2ω)
∗ (23)
×R(1)bcv (k; 2ω)δ (2ω − ωcv(k)) ,
ξabd1+2 (2ω;k) = 2piR
(2)ab
cv (k;ω, ω)
∗
×R(1)dcv (k; 2ω)δ (2ω − ωcv(k)) ,
ξabde2 (2ω;k) = 2piR
(2)ab
cv (k;ω, ω)
∗
×R(2)decv (k;ω, ω)δ (2ω − ωcv(k)) .
Analogously, the total current injection rate has the form
d
dt
〈J a〉1+2 = ηabde1+2 (2ω)Eb−ωEd−ωEe2ω + c.c., (24)
with the associated density
ηabde1+2 (2ω;k) = 2pie
[
vacc(k)− vavv(k)
]
R(2)bdcv (k;ω, ω)
∗
×R(1)ecv (k; 2ω)δ (2ω − ωcv(k)) (25)
for systems having current injected only because of the
interference of excitation processes. Generically this
occurs in materials with center-of-inversion symmetry,
where all odd-rank response tensors vanish; current is
not injected by one- or two-photon absorption individ-
ually, but the interference of these excitation processes
can lead to an injected current. We note that for crys-
tals with high enough symmetry, such single color current
injection can be forbidden even if the system lacks inver-
sion symmetry.
B. 2+3 photon absorption
Next suppose the optical field is composed of frequen-
cies ω and 3ω/2, with 2~ω < Eg < 3~ω. Then two- and
three-photon absorption processes can promote electrons
from valence to conduction bands, and also interfere; see
Fig. 1b. The contributions to the total injection rate
corresponding to the conduction electron density are
d
dt
〈nc〉2 = ξabde2 (3ω)Ea−3ω/2Eb−3ω/2Ed3ω/2Ee3ω/2,
d
dt
〈nc〉2+3;i = ξabdef2+3 (3ω)Ea−ωEb−ωEd−ωEe3ω/2Ef3ω/2 + c.c.,
d
dt
〈nc〉3 = ξabdefg3 (3ω)Ea−ωEb−ωEd−ωEeωEfωEgω, (26)
where
ξabde2 (3ω;k) = 2piR
(2)ab
cv
(
k;
3ω
2
,
3ω
2
)∗
(27)
×R(2)decv
(
k;
3ω
2
,
3ω
2
)
δ (3ω − ωcv(k)) ,
ξabdef2+3 (3ω;k) = 2piR
(3)abd
cv (k;ω, ω, ω)
∗
×R(2)efcv
(
k;
3ω
2
,
3ω
2
)
δ (3ω − ωcv(k)) ,
ξabdefg3 (3ω;k) = 2piR
(3)abd
cv (k;ω, ω, ω)
∗
×R(3)efgcv (k;ω, ω, ω)δ (3ω − ωcv(k)) ,
while the current density injection rate is given by
d
dt
〈J a〉2+3 = ηabdefg2+3 (3ω)Eb−ωEd−ωEe−ωEf3ω/2Eg3ω/2+c.c.,
(28)
where
ηabdefg2+3 (3ω;k) = 2pie
[
vacc(k)− vavv(k)
]
R(3)bdecv (k;ω, ω, ω)
∗
×R(2)fgcv
(
k;
3ω
2
,
3ω
2
)
δ (3ω − ωcv(k))
(29)
for systems in which current is injected only because of
the interference of excitation processes.
C. 1+3 photon absorption
Finally, consider an incident optical field consisting of
frequencies ω and 3ω, with 2~ω < Eg < 3~ω; see Fig. 1c.
The contributions to the total injection rate correspond-
ing to the conduction electron density have the form
d
dt
〈nc〉1 = ξab1 (3ω)Ea−3ωEb3ω,
d
dt
〈nc〉1+3;i = ξabde1+3 (3ω)Ea−ωEb−ωEd−ωEe3ω + c.c.,
d
dt
〈nc〉3 = ξabdefg3 (3ω)Ea−ωEb−ωEd−ωEeωEfωEgω,
(30)
6where the densities of the response coefficients in the Bril-
louin zone are given by
ξab1 (3ω;k) = 2piR
(1)a
cv (k; 3ω)
∗ (31)
×R(1)bcv (k; 3ω)δ (3ω − ωcv(k)) ,
ξabde1+3 (3ω;k) = 2piR
(3)abd
cv (k;ω, ω, ω)
∗
×R(1)ecv (k; 3ω)δ (3ω − ωcv(k)) ,
ξabdefg3 (3ω;k) = 2piR
(3)abd
cv (k;ω, ω, ω)
∗
×R(3)efgcv (k;ω, ω, ω)δ (3ω − ωcv(k)) .
Similarly, the current density injection rate is given by
d
dt
〈J a〉1+3 = ηabdef1+3 (3ω)Eb−ωEd−ωEe−ωEf3ω + c.c., (32)
where
ηabdef1+3 (3ω;k) = 2pie
[
vacc(k)− vavv(k)
]
R(3)bdecv (k;ω, ω, ω)
∗
×R(1)fcv (k; 3ω)δ (3ω − ωcv(k)) , (33)
and again we are restricting ourselves to systems where
the injected current arises entirely because of the inter-
ference of excitation processes.
D. Qualitative functional behavior of the response
coefficient densities
Before evaluating these expressions for a particular
model, we note some general features that can be ex-
pected from any system with a direct band gap in which
electron-electron and electron-phonon interactions are
neglected, as well as possible small contributions from
other bands.
In the one-photon absorption amplitude (10) there is a
single interband velocity matrix element, vcv(k), which
is in general nonzero for all k values. In the two-photon
absorption amplitude (11) there are products of inter-
and intraband velocity matrix elements, while the three-
photon absorption amplitude contains terms involving
one interband and two intraband elements, as well as
terms involving three interband elements.
The structure of these terms is vital for understand-
ing the variation of the absorption amplitudes through
the Brillouin zone. Unlike the interband velocity matrix
element, the intraband matrix elements vcc(k)
(
vvv(k)
)
are zero at the conduction (valence) band minima (max-
ima), since they are directly related to the slope of the
bands at that k point; in particular, they both vanish at
the band gap, and have a much more significant crystal
momentum dependence than the interband matrix ele-
ments. Thus the two-photon absorption amplitudes have
more structure in the Brillouin zone than do the one-
photon amplitudes.
This is even more dramatic for the component of the
three-photon amplitude involving two intraband terms,
which also vanishes at a band extremum, but varies
more quickly in k than do the two-photon amplitudes
due to the appearance of two diagonal matrix elements
vnn(k). In contrast to the two-photon amplitude, the
three-photon amplitude has a component composed en-
tirely of interband matrix elements that is nonzero at
the band gap, and generally has a slow variation in the
Brillouin zone, reminiscent of the one-photon absorption
amplitude. In this way, the three-photon absorption pro-
cess contains qualitative features of both the one- and
two-photon processes.
Since the two- and three-photon absorption amplitudes
can generally be expected to exhibit much more structure
in the Brillouin zone than the one-photon amplitude, it
is not surprising that carriers injected through a 2+3
absorption process, where there is interference between
the two- and three-photon absorption amplitudes, can be
more localized in the Brillouin zone than those injected
from a 1+2 absorption process, involving interference be-
tween one- and two-photon absorption amplitudes.
Finally, for a material with center-of-inversion sym-
metry all full response coefficients described by odd
rank tensors vanish. For such a material ξabc1+2(2ω) and
ξabdef2+3 (3ω) are identically zero. That is, in both 1+2 and
2+3 photon absorption there is no interference between
the contributing processes that can lead to QuIC of the
total number of electron-hole pairs created. Nonetheless,
ξabc1+2(2ω;k) and ξ
abdef
1+2 (2ω;k) are not identically zero.
That is, at a particular point in the Brillouin zone there
can be interference between the contributing processes,
with (say) more electron-hole pairs created at a partic-
ular ko than at −ko, and indeed it is this interference
that leads to the injected current described by the even
rank tensor ηabcd1+2 (2ω) (for 1+2 PA) or η
abcdef
2+3 (3ω) (for
2+3 PA).
The situation for 1 + 3 photon absorption is qualita-
tively different. For a material with center-of-inversion
symmetry there is no QuIC leading to an injected cur-
rent, as the tensor ηabcde1+3 (3ω) that describes it is of odd
rank. However, the tensor ξabcd1+3 (3ω) that describes QuIC
related to the total number of electron-hole pairs injected
is of even rank, and so this QuIC survives.
We now illustrate these features with a calculation us-
ing a model for TMDs.
V. LOW-ENERGY MODEL FOR
TRANSITION-METAL DICHALCOGENIDES
For the exciting optical fields we consider, only elec-
tron states near the band gap are relevant. We therefore
consider an effective theory defined in the regions near
the valleys, K and K′, that describes the lowest-energy
excitations of the system; we let k indicate the displace-
ment in the Brillouin zone from the nearby valley, writing
k = kxxˆ+ kyyˆ = k
(
xˆ cos θ + yˆ sin θ
)
, (34)
7where k ≡ |k| and θ is the angle that k makes from the
xˆ axis. We adopt an exactly solvable model Hamiltonian
introduced earlier [26–29], which includes terms allowed
by the symmetry of the lattice, and explicitly retains the
intra-atomic spin-orbit coupling term:
H0(k) = ~Ξ (kxτz ⊗ σx ⊗ s0 + kyτ0 ⊗ σy ⊗ s0) (35)
+
~∆
2
(τ0 ⊗ σz ⊗ s0) + ~λ
2
(τz ⊗ (σ0 − σz)⊗ sz) ,
where the components of τ , σ, and s are the usual Pauli
matrices, and with the index zero referring to the 2 × 2
identity matrix over the appropriate Hilbert space. For
τ that Hilbert space corresponds to the valley degree
of freedom associated with the massive Dirac points, for
σ it corresponds to the pseudospin degree of freedom
associated with the inequivalent sublattice sites, and for
s it corresponds to the spin degree of freedom.
In general H0(k) is represented by an 8 × 8 matrix;
but the valleys are not coupled, and about each valley
the spin degrees of freedom also decouple. We thus solve
a general 2 × 2 eigenvalue equation for an input {τ, s},
which we use to specify the valley and spin for which we
are solving: τ = 1(−1) corresponds to theK (K′) valley,
and sz = 1(−1) corresponds to spin component in the z
direction being up (down):
Hτs(k) = ~$τsσ0 + ~dτs(k) · σ, (36)
where $τs = λτsz, dτs(k) = Ξτkxxˆ+ Ξkyyˆ+ ∆τszˆ, and
∆τs = (∆ − λτsz)/2. Here Ξ is related to the hopping
integral from site to site, ~∆ is the band gap energy if the
spin-orbit interaction were to be neglected, and λ char-
acterizes the spin-orbit coupling; their values are given
in Table I for WSe2 [26]. Note that ∆τs > 0.
One can diagonalize the Hamiltonian (36) to find en-
ergies ετs± (k) = ~$τs±~|dτs(k)| (see Fig. 2a and 2b) for
a given {τ, s}, leading to a frequency difference
ωτscv (k) = 2
∣∣dτs(k)∣∣ (37)
between the bands c and v associated with {τ, s} at k;
note that ∣∣dτs(k)∣∣2 = Ξ2k2 + ∆2τs (38)
is independent of θ, even though dτs(k) is not, and the
frequency difference function for a particular spin in one
valley is equal to the frequency difference function for the
opposite spin in the other valley. This is due to the com-
bination of time-reversal symmetry and because ετs± (k) =
ετs± (−k), which together imply ετs± (k) = ε−τ−s± (k).
The only model dependent parameters that arise in
the perturbative expansion of the transition coefficient
γcv(k, t) are related to the velocity matrix elements [18].
Writing eˆ± = (xˆ± iyˆ)/
√
2 = eˆ∗∓, the interband velocity
matrix elements are given by
vcv(k) = −iΞe−iτθ
[(
− sin θ + i τ∆τs|dτs(k)| cos θ
)
xˆ
+
(
cos θ + i
τ∆τs
|dτs(k)| sin θ
)
yˆ
]
=
Ξe−iτθ√
2
[
e−iθ
(
τ∆τs
|dτs(k)| − 1
)
eˆ∗−
+eiθ
(
τ∆τs
|dτs(k)| + 1
)
eˆ∗+
]
, (39)
and the intraband velocity matrix elements are given by
vcc(k) = −vvv(k) = Ξ
2k
|dτs(k)| . (40)
The dominant contributions to the perturbative coeffi-
cients are found to be (see Sec. II for discussion)
R(1)acv (k; Ω) =
ie
~
1
Ω
vacv(k), (41)
R(2)abcv
(
k;
Ω
2
,
Ω
2
)
=
e2
~2
23
Ω3
(
vacc(k)− vavv(k)
)
vbcv(k),
R(3)abdcv
(
k;
Ω
3
,
Ω
3
,
Ω
3
)
= − ie
3
~3
35
2Ω5
[(
vacc(k)− vavv(k)
)
×
(
vbcc(k)− vbvv(k)
)
− 1
2
vacv(k)v
b
vc(k)
]
vdcv(k)
and useful combinations of velocity matrix elements are
thus
vicc(k)− vivv(k) =
2Ξ2ki
|dτs(k)| , (42)
vicv(k)v
j
vc(k) = Ξ
2
[
iˆ · jˆ + iτ∆τs|dτs(k)| zˆ ·
(ˆ
i× jˆ)− Ξ2kikj|dτs(k)|2
]
,
which follow immediately from (39,40). We also intro-
duce kτs(mω), the crystal momentum at which δ(mω −
ωτscv
(
k)
)
is satisfied, and the magnitude of which is given
by
kτs(mω) = Ξ
−1
√(m
2
ω
)2
−∆2τs. (43)
The velocity matrix elements are plotted in Fig. 2c
along the direction θ = 0 in the Brillouin zone. In the
variation of these matrix elements through the Brillouin
zone, and in the way they combine in the amplitudes (41),
one can easily identify the different qualitative nature of
the absorption amplitudes, as discussed in Sec. IV D.
While the TMDs lack center-of-inversion symmetry, for
the configuration of optical fields at normal incidence to
which we restrict ourselves there are electric fields only
in the xˆ and yˆ directions, and we consider only current
injections in the plane defined by those two vectors. For
this restricted set of “in-plane” Cartesian components the
TMD response coefficients do exhibit the selection rules
8-��� -��� ��� ��� ���-���
-���-���
���
���
���
���
�[Å-�]
ℰ�� [��
]
(a) τ = +1
-��� -��� ��� ��� ���-���
-���-���
���
���
���
���
�[Å-�]
ℰ-�� [�
�]
(b) τ = −1
���� ���� ���� ���� ����
-���
-���
�
���
���
���
�[Å-�]
 ��(��
θ=�)[�
/�](� )
CV CC VV
(c) Velocity matrix elements for WSe2.
FIG. 2: (a)&(b) Low-energy band structure of WSe2 about the K (τ = +1) and K
′ (τ = −1) points, where only
1+2 photon absorption is indicated for clarity. Distinctly colored bands (red and blue) correspond to opposite spin
projection (sz = −1 and sz = +1). (c) Velocity matrix elements for the upper valence band and lower conduction
band about both valleys along the θ = 0 direction (xˆ).
that would follow from center-of-inversion symmetry: All
odd rank tensors vanish, QuIC of injected current is pos-
sible only for 1 + 2 and 2 + 3 absorption, and QuIC of
the number of injected electron-hole pairs is possible only
for 1 + 3 absorption. Expressions for the full set of non-
vanishing response coefficients (20,24,26,28,30) for this
model are given in Appendix B.
~Ξ ~λ ~∆ Eω
(
V
m
)
E2ω
(
V
m
)
E3ω
(
V
m
)
3.9 A˚ eV 0.46 eV 1.6 eV 2× 108 1.3× 108 2× 107
TABLE I: Model parameters for WSe2 and upper bound
of optical field amplitudes for single color absorption.
VI. ELECTRONIC DISTRIBUTION IN THE
BRILLOUIN ZONE
In what follows we focus primarily on an excitation
energy of ~Ω = 1.5 eV, which should be assumed unless
otherwise specified. To display the location of injected
carriers in the Brillouin zone, we plot ddt 〈nc(k)〉N+M for
N + M being 1 + 2, 2 + 3, and 1 + 3. These quantities
are found by weighting the previously found densities of
the carrier injection rate coefficients, ξ(Ω;k), by factors
of the fields, and summing them appropriately; this was
described in detail in Sec. III.
Since our calculations are done at the perturbative
level, the field amplitudes and pulse lengths must be such
that only a small fraction of carriers in any region of the
valence band are excited into the conduction band. Tak-
ing a nominal figure of 5% for this limit, the rough upper
bounds for optical field amplitudes corresponding to one-
, two- and three-photon absorption at 3ω, 3ω/2, and ω,
respectively, are given in Table I for 50-fs full width at
half maximum pulses normally incident on WSe2; these
values were determined as described in detail earlier [18].
In N+M injection the increased localization of excita-
tions in the Brillouin zone results from interference of the
N and M absorption amplitudes, and this increased lo-
calization is typically maximized for field strengths giving
rise to total probabilities of N and M photon absorption
that are nearly equal, ddt 〈nc〉N = ddt 〈nc〉M . For the model
we consider, this is the explicit condition for maximum
interference between processes, which corresponds to the
most localized excitations. In what follows the optical
intensities are always set such that this holds. The field
amplitudes listed in Table I do not correspond to the con-
dition of maximum interference between any processes;
these values specify the upper bound of the perturbative
regime for one-, two-, or three-photon absorption pro-
cesses individually. The values used for plotting are then
approximately half of those listed, and scaled appropri-
ately; the strength of the response, namely, the number
of excited electrons or magnitude of the injected current,
depends intimately on the field strengths, however the
qualitative features of Brillouin-zone densities are inde-
pendent of these values so long as the interference is max-
imized.
When considering excitation by incident optical fields,
the quantum interference between pathways can be af-
fected by adjusting the frequency, polarization, and phase
shift of the fields. As previously mentioned, we consider
initially an energy of ~Ω = 1.5 eV, and so it is the lat-
ter two parameters we initially vary. In what follows we
then look at various relative polarizations of the fields,
and for each combination of polarizations we vary the
phase shift. The quantity we term the “relative phase
parameter” arises as the natural parameter to vary; this
9FIG. 3: Distribution of injected carriers in crystal momentum space from an optical probe facilitating 1+2 photon
absorption; the first Brillouin zone is composed of a single pair of K (filled circles) and K′ (empty circles) points.
contains information about phases of both fields. For
1 + 2, 2 + 3, and 1 + 3 absorption processes the relative
phase parameters are given by
∆φ12 = φ2ω − 2φω,
∆φ23 = 2φ3ω/2 − 3φω,
∆φ13 = φ3ω − 3φω,
(44)
respectively, or generally ∆φNM = NφΩ/N −MφΩ/M .
A. Co-linearly polarized incident fields
Here the spin of the injected carriers is valley depen-
dent, while the distribution of electronic excitations is
valley independent. It is thus sufficient to show the in-
jected carrier distribution about a single valley with the
understanding that the same excited charge distribution
is present at the other, composed of electrons of the op-
posite spin.
1. 1+2 absorption
Yet to gain an overall perspective, in Fig. 3 we plot
the relative density of carriers injected in the Brillouin
zone for the fields at ω and 2ω both linearly polarized
along the xˆ direction and ∆φ12 = 3pi/2, for 2~ω = 1.5
eV. In the neighborhood of each valley the carriers are
injected with the same polar distribution, indicating that
a net current is injected, and that each valley contributes
equally to the injected current. In the inset of Fig. 3 we
show an enlarged view of the carrier injection about one
of the valleys; the width of the arc is associated with
(a) ∆φ12 = pi/2 (b) ∆φ12 = 0 (c) ∆φ12 = 3pi/2
FIG. 4: Dependence of ddt 〈nc(k)〉1+2 on ∆φ12 for fields
of frequency ω and 2ω both polarized along xˆ.
the 50-fs pulse duration, and could be made larger or
smaller by considering shorter or longer pulses, respec-
tively. In the majority of the following figures we show
a view that corresponds to the inset of Fig. 3. Using
such a view we show in Fig. 4 how the injected carrier
distribution changes with the relative phase parameter
∆φ12, which controls the interference between the one-
and two-photon absorption amplitudes.
(a) d
dt
〈nc(k)〉1 (b) ddt 〈nc(k)〉2 (c) ddt 〈nc(k)〉3
FIG. 5: BZ resolved carrier injection rates arising from
single color absorption, for fields polarized along xˆ.
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In Fig. 5 we show the distribution of carriers injected
from (solely) one-, two-, or three-photon absorption,
where the different field amplitudes are again chosen so
that there is equal total carrier injection from each pro-
cess. The results here are also valley independent, with
carriers of opposite spin being injected about the differ-
ent valleys. Although each of these carrier distributions is
nonpolar, they illustrate the general feature, noted above,
that the higher-order processes result in more localized
regions of injected carriers in the Brillouin zone. We now
explain the qualitative differences.
The one-photon absorption, due solely to interband
matrix elements, is peaked in the ±yˆ directions, perpen-
dicular to the direction of the electric field; this follows
from (39), for from it we find
|vcv(k) · xˆ|2 = Ξ2 sin2 θ + Ξ
2∆2τs
|dτs(k)|2
cos2 θ,
|vcv(k) · yˆ|2 = Ξ2 cos2 θ + Ξ
2∆2τs
|dτs(k)|2
sin2 θ,
(45)
and thus at larger photon energy, or equivalently at larger
k, as ∆τs/ |dτs(k)| becomes smaller there will be even
less injection of carriers near the ±xˆ directions. The two-
photon absorption peaks in the directions ±xˆ associated
with the oscillating electric field because of the presence
of the intraband matrix element, and exhibits more local-
ization in the Brillouin zone than that of the one-photon
absorption. The strong maxima in the three-photon ab-
sorption are also due to the presence of intraband matrix
elements, while the weaker maxima in the ±yˆ directions
are due to the terms involving only interband matrix el-
ements. It is clear how the patterns displayed in Fig. 4
result from the interference of the one- and two-photon
amplitudes responsible for the plots shown in Fig. 5.
2. 2+3 absorption
(a) ∆φ23 = pi/2 (b) ∆φ23 = pi (c) ∆φ23 = 3pi/2
FIG. 6: Dependence of ddt 〈nc(k)〉2+3 on ∆φ23 for fields
of frequency ω and 3ω/2 both polarized along xˆ.
In Fig. 6 we plot the carrier injection distributions
from 2+3 absorption corresponding to the carrier injec-
tion distributions from 1+2 absorption shown in Fig. 4.
As the relative phase parameters (∆φ23 in the former,
∆φ12 in the latter) are varied, the two sets of plots show
the same qualitative behavior. However, as expected, we
see stronger localization of the injected carriers in the
2+3 process than in the 1+2 process. The location of
these more localized excitations leads to a larger current
injected in 2+3 than in 1+2 absorption at a transition
energy of 1.5 eV, as will be discussed in Sec. VII.
3. 1+3 absorption
(a) ∆φ13 = 0 (b) ∆φ13 = pi/2 (c) ∆φ13 = pi
FIG. 7: Dependence of ddt 〈nc(k)〉1+3 on ∆φ13 for fields
of frequency ω and 3ω both polarized along xˆ.
The injected electronic distributions from 1+3 absorp-
tion are qualitatively different than those from 1+2 and
2+3, and are shown in Fig. 7. Here there is no net cur-
rent injection, but rather a variation in the total den-
sity of carriers injected as the relative phase parameter
∆φ13 is varied. For ∆φ13 = pi/2, the contributions to
ξabde1+3 (3ω;k) from all (τ, s) vanish, and at any k point in
the Brillouin zone the carriers injected are the sum of
those injected at that k point from one-photon absorp-
tion and at three-photon absorption. There is construc-
tive interference between those two absorption processes
at ∆φ13 = pi, with about 50% more carriers injected than
for the same intensities at ∆φ13 = pi/2, and there is de-
structive interference between the processes at ∆φ13 = 0,
with about 50% fewer carriers injected than for the same
intensities at ∆φ13 = pi/2.
B. Cross-linearly polarized incident fields
The spin of the injected carriers is again valley depen-
dent. However, in contrast to the co-linear case, the in-
jected electronic charge distributions also become valley
dependent.
1. 1+2 absorption
In Fig. 8 we plot the distribution of injected carriers for
eˆ3ω = xˆ and eˆ3ω/2 = yˆ. For ∆φ12 = pi/2 or 3pi/2 the dis-
tribution of injected carriers about the different valleys is
the same, and exhibits a current in the −xˆ direction (for
∆φ12 = pi/2) or in the xˆ direction (for ∆φ12 = 3pi/2).
However, more generally the injected electronic distribu-
tions are valley dependent; the most dramatic example is
for ∆φ12 = pi, where currents are injected in the −yˆ and
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(a) K, ∆φ12 =
pi
2
(b) K, ∆φ12 = pi (c) K, ∆φ12 =
3pi
2
(d) K′, ∆φ12 = pi2 (e) K
′, ∆φ12 = pi (f) K′, ∆φ12 = 3pi2
FIG. 8: Dependence of ddt 〈nc(k)〉1+2 on ∆φ12 for fields
orientated according to eˆω = yˆ and eˆ2ω = xˆ.
yˆ directions about K and K′ respectively. Here there
is no net current injected in either direction. Due to the
symmetries of the model, the only nonzero response ten-
sor involved for the net current for the specified polariza-
tions is ηxyyx1+2 , and so any nonvanishing injected current
is in the ±xˆ direction. In fact, regardless of the crys-
tal axes associated with the cross-linear polarizations, in
this model it is always the direction associated with the
field facilitating odd number photon absorption (i.e. 1
PA, 3 PA, etc.) that determines the direction of the net
injected current, if there is one. This can be shown ana-
lytically using the expressions provided, and is consistent
with previously found results for the TMDs [18].
2. 2+3 absorption
The situation is the same for 2 + 3 absorption, where
the direction of the current injected by cross-linearly po-
larized light is always determined by the direction of field
facilitating three-photon absorption. In Fig. 9 we plot
the injected carriers for eˆω = xˆ and eˆ3ω/2 = yˆ ; the
corresponding response tensor component is ηxxxxyy2+3 . As
in the 1 + 2 case, at ∆φ23 = pi there is no net current
injected. At ∆φ23 = pi/2 and ∆φ23 = 3pi/2 the distribu-
tions of injected carriers about the K and K′ points are
identical, mirroring the situation for 1+2 absorption, and
there is a weak current injected in the −xˆ direction (for
∆φ23 = pi/2) and in the xˆ direction (for ∆φ23 = 3pi/2).
The carrier distributions injected by cross-linearly polar-
ized incident fields appear to be more strongly localized
in the Brillouin zone for 2+3 absorption than for 1+2
absorption, as was seen for co-linearly polarized incident
fields. Here, however, it is found that there is a larger
current injected from 1+2 absorption than from 2+3 ab-
sorption at transition energy of 1.5 eV (see Sec. VII).
(a) K, ∆φ23 = pi/2 (b) K, ∆φ23 = pi (c) K, ∆φ23 =
3pi
2
(d) K′, ∆φ23 = pi2 (e) K
′, ∆φ23 = pi (f) K′, ∆φ23 = 3pi2
FIG. 9: Dependence of ddt 〈nc(k)〉2+3 on ∆φ23 for fields
orientated according to eˆω = xˆ and eˆ3ω/2 = yˆ.
3. 1+3 absorption
(a) K, ∆φ13 =
pi
2
(b) K, ∆φ13 = pi (c) K, ∆φ13 =
3pi
2
(d) K′, ∆φ13 = pi2 (e) K
′, ∆φ13 = pi (f) K′, ∆φ13 = 3pi2
FIG. 10: Dependence of ddt 〈nc(k)〉1+3 on ∆φ13 for fields
orientated according to eˆω = yˆ and eˆ3ω = xˆ.
Again, there is no current injection possible for 1+3
absorption. For eˆ3ω = xˆ and eˆω = yˆ the injected car-
rier distributions are shown in Fig. 10. The distributions
aboutK andK′ are the same for ∆φ13 = pi, but different
from each other generally. The result of the interference
is that one set of regions where injected carriers are local-
ized (those in the ±yˆ directions about K) becomes less
populated as the relative phase parameter is increased
from pi/2 to pi to 3pi/2, and another set of regions (those
in the ±xˆ directions about K) becomes more populated.
This parallels what was seen for 1+3 absorption for co-
linearly polarized incident fields. As was found there,
the number of carriers injected about each valley varies
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as the relative phase parameter ∆φ13 is changed. Here,
however, the injected distributions are valley dependent
and the result after summing both valleys is that there is
no net injection of carriers; this is consistent with what
we display in Fig. 10.
C. Circularly polarized incident optical fields
Consider first the one-, two- and three-photon absorp-
tion processes individually. For a given helicity, say eˆ+,
the distribution of carriers injected by one-photon ab-
sorption will show no dependence on the angle θ about
the nearby band gap. This follows from (39), which gov-
erns the one-photon absorption rate, and from which we
find
vcv(k) · eˆ+ = Ξe
i(1−τ)θ
√
2
(
τ∆τs
|dτs(k)| + 1
)
. (46)
It is the absolute value squared of (46) that enters in the
one-photon absorption rate for eˆ+ polarized light, which
is independent of θ. Similar arguments hold for the two-
and three-photon absorption rates. Thus the localization
of injected carriers resulting from a single color absorp-
tion processes using linearly polarized light (recall Fig. 5)
is absent for excitation by circularly polarized light, and
so the single color absorption processes do not help in
establishing well-localized polar distributions when in-
terference effects are brought into play. Nonetheless, in
another sense the use of circular polarizations offers more
control compared to the use of linear polarizations, in
that continuous variations in the relative phase parame-
ter change the direction of the injected current continu-
ously; this is not the case when exciting electrons using
linearly polarized fields.
Notice that near the K point (τ = 1), (46) will be
larger than about the K′ (τ = −1); indeed, as the ex-
citation energy decreases to the band-gap energy and
|dτs(k)| → ∆τs there will be no carriers injected about
K′ by light of this helicity.
1. Equal helicities
We first consider 1+2 absorption, with eˆ+ being the
polarization for the fields at both frequencies. The in-
jected carrier distributions about the K point are shown
in Fig. 11; those aboutK′ are qualitatively the same, but
with far fewer carriers injected. As the relative phase pa-
rameter ∆φ12 is varied from 0 to 2pi the direction of the
injected current varies continuously over the same angu-
lar range in real space. Since more carriers are injected
about the K valley than about the K′ valley, and as
carriers injected in different valleys have different spins,
the injected current will be spin polarized. This was dis-
cussed previously [18]. The scenario for 2+3 absorption is
qualitatively the same and thus not included as a figure;
as ∆φ23 varies from 0 to 2pi the direction of the injected
spin current varies from 0 to 2pi in real space.
(a) ∆φ12 = 0 (b) ∆φ12 = 2pi/3 (c) ∆φ12 = 4pi/3
FIG. 11: Dependence of ddt 〈nc(k)〉1+2 on ∆φ12 for fields
of frequency ω and 2ω both circularly polarized in eˆ+.
For 1+3 absorption there is no injected current, as ex-
pected, but there is a nonuniform distribution of injected
carriers in the Brillouin zone that rotates as the relative
phase parameter ∆φ13 varies; this is shown in Fig. 12.
Here the total number of carriers injected does not vary
with ∆φ13, as was possible for linearly polarized excita-
tion, but since there are more carriers injected around
K than K′, and since the spin of the injected carriers is
correlated with the valley, the injected carriers are spin
polarized.
(a) ∆φ13 = 0 (b) ∆φ13 = 2pi/3 (c) ∆φ13 = 4pi/3
FIG. 12: Dependence of ddt 〈nc(k)〉1+3 on ∆φ13 for fields
of frequency ω and 3ω both circularly polarized in eˆ+.
The scenario for eˆ− polarized light is essentially the
same for all interference processes, but with the predom-
inant valley and spin of the injected carriers reversed.
2. Opposite helicities
(a) ∆φ12 = 0 (b) ∆φ12 = pi/2 (c) ∆φ12 = pi
FIG. 13: Dependence of ddt 〈nc(k)〉1+2 on ∆φ12 for fields
orientated according to eˆω = eˆ+ and eˆ2ω = eˆ−.
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For a transition precisely at the band gap facilitated by
fields having opposite helicity, carriers are injected into
each valley by only one of the two frequencies, namely,
the frequency associated with the helicity of light that
couples to that particular valley, and of course there is
no interference. For higher excitation energies interfer-
ence does arise because each polarization injects carriers
into both valleys, although more into one than into the
other. Yet in our model for the TMDs there is no varia-
tion in the number of carriers injected as the appropriate
phase parameter is varied, nor is there net current in-
jected for any of the interference processes. However,
anisotropic carrier distributions are injected that rotate
as with variation in the relative phase parameter. For
1+2 absorption the anisotropic distribution has three-
fold rotational symmetry, for 1+3 absorption it has four-
fold rotational symmetry, and for 2+3 interference it has
five-fold symmetry. We show the first of these for our
excitation energy of ~Ω = 1.5 eV in Fig. 13.
VII. FREQUENCY DEPENDENCE OF
INJECTION COEFFICIENTS
As the excitation energy ~Ω is varied, the carrier and
current injection distributions shown above will change.
For an overview of this we look at plots of the injection
coefficients themselves.
A. Carrier injection coefficients
In Fig. 14 we show contributions to the carrier injec-
tion rate about the K point arising solely from single
color absorption: ξ1, ξ2, and ξ3. The total coefficient,
ξn, is given as a sum over contributions ξn;τs associated
with valley τ and spin s, ξn =
∑
τs ξn;τs; however, to
label the plots we use the notation ξn;τ =
∑
s ξn;τs. In
Fig. 15 we display the interference terms that give rise to
a nonvanishing carrier injection rate. As it happens, this
term is only nonvanishing in the case of 1+3 absorption.
We find the real valued components of the response
tensor to be valley independent, while the imaginary
parts differ by a sign between K and K′. So the real
part characterizes the total carrier injection, while the
imaginary part characterizes the imbalance of injected
carriers between the valleys. For one-photon absorption
we have ξxx = ξyy and they are both real; here and below
we only show independent components. The cross term
ξxy is imaginary, reflecting the structure of the interband
matrix element (39), and close but not identically equal
in magnitude to ξxx. There is the usual step-like increase
in the one-photon absorption coefficient at the band gap
because the matrix element (39) is finite there, and a
second step-like increase in magnitude at the onset of
absorption from the lower valence band.
Unlike the one-photon carrier injection coefficients, the
two-photon injection coefficients have a smooth initial
onset because of the presence of intraband matrix el-
ements (40) appearing in the expression (41) for the
R
(2)ab
cv , which arises in the expression (27) for ξ2; these
intraband elements vanish at the band gap and change
continuously as one moves away from it. The onset of
absorption from the lower valence band is also smooth
for the same reason. The overall magnitudes of the ξ2
coefficients drop off faster with increasing excitation en-
ergy than do those of the ξ1 coefficients because a larger
number of frequencies appear in the denominator of the
coefficients (9) R(N)cv (k) as N is increased.
The three-photon carrier injection coefficients ξ3 share
some of the features of the ξ1 and some of the ξ2,
sinceR(3)cv (k) contains pure interband (PR) contributions
(as does R(1)cv (k)) and interband-intraband contributions
(RA) that involve both types of matrix elements (as does
R(2)cv (k)); this also leads to the coefficients ξ3 exhibiting a
more complicated energy dependence than the elements
of either ξ1 or ξ2. For example, the sharp onset at the
band edge of the different components of ξ3 is due to the
PR contribution, while the later, smoother rise (or fall)
in the different components is due to an increasing con-
tribution from the RA contributions as the magnitude of
vcc(k)−vvv(k) increases at larger k; certain components
of ξ3 can actually vanish as the PR and RA contributions
cancel.
The interference coefficient ξ1+3 again shows the pres-
ence of PR and RA contributions. The first leads to the
step-like increase at the band edge, and another step-like
change at the onset of absorption from the lower valence
band. The second leads to the smoother change with in-
creasing excitation energy that actually produces a sign
reversal of the nonvanishing coefficients as the PR and
RA contributions cancel one another. Note that all com-
ponents of Re(ξ1+3), which govern the net carrier injec-
tion, vanish at a particular excitation energy ~Ω = 1.31
eV. Thus the destructive interference between the PR
and RA contributions (see (41) for R
(3)abd
cv ) leads to a fre-
quency region where there is very small coherent control
of the carrier injection rate. At the energy that Re(ξ1+3)
vanishes Im(ξ1+3) is not strictly vanishing, and therefore
there will be carrier injection interference in both the
K and K′ valleys, but the interference effects will cancel
when producing the total carrier injection rate. Nonethe-
less, at this energy Im(ξ1+3) is very small, and so even
the “valley-by-valley” interference will be very small.
B. Current injection coefficients
The contributions to the current injection coefficients
η1+2 and η2+3 from the K valley are shown in Fig. 16
and 17, respectively, as a function of excitation energy;
an analogous notation to that used for plotting carrier
injection rates is adopted here. In contrast to the carrier
injection, here we find the imaginary valued components
of the response tensor to be valley independent, while the
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FIG. 14: Excitation energy dependence of the independent components of the carrier injection response tensor for
single color photon absorption processes. We plot nonzero components about the K valley.
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FIG. 15: Excitation energy dependence of the independent components of the carrier injection response tensor
arising from the interference of photon absorption processes. We plot the nonzero components about the K valley.
real parts differ by a sign between K and K′, so it is the
imaginary parts that completely characterize the charge
current injected into the system. Earlier work [24] on
simpler systems showed that including the Coulomb in-
teraction between injected electrons and holes led to the
prediction of a phase shift introduced in the response,
and thus to an expected maximum injection current oc-
curring at a relative phase parameter different than ∆φ12
(or ∆φ23) = pi/2 and 3pi/2. That should be expected here
as well; we plan to investigate the inclusion of this effect
in a later publication.
Neither η1+2 nor η2+3 shows step-like behavior as the
energy crosses band gaps because of the involvement of
intraband matrix elements in each term of the expression,
again arising through the R
(2)ab
cv term. Likewise there is
no step-like behavior at the onset of the absorption from
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1+2 photon absorption processes. We plot components about a single valley, K, and omit vanishing components.
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FIG. 17: Excitation energy dependence of the independent components of the current injection response tensor for
2+3 photon absorption processes. We plot components about a single valley, K, and omit vanishing components.
the lower valence band. Again η2+3 is suppressed more
at excitation energies greater than η1+2 because of fre-
quency factors in the denominators. The nature of the
excitation energy dependence of η2+3 is much more com-
plicated than that of η1+2, and arises again primarily be-
cause of the combination of PR and RA terms in the third
order response. Note that the sign of many of the imagi-
nary components of η2+3 changes as a function of excita-
tion energy, exhibiting the interplay between those two
terms in the third order response. Since it is these com-
ponents that characterize the total current injection in
2+3 absorption, we can expect interesting consequences
in the excitation energy dependence of the injected cur-
rent, which we consider next.
C. Swarm velocities
We now characterize the average velocity of the in-
jected carriers by considering the “swarm velocity”,
which is the current injection rate divided by the total
charge injection rate [30]. For 1+2 absorption it is given
by
vswarm(~Ω) =
 ddt 〈J 〉1+2
e
(
d
dt 〈nc〉1 + ddt 〈nc〉1+2;i + ddt 〈nc〉2
)

max
,
(47)
and for 2+3 absorption it is given by
vswarm(~Ω) =
 ddt 〈J 〉2+3
e
(
d
dt 〈nc〉2 + ddt 〈nc〉2+3;i + ddt 〈nc〉3
)

max
,
(48)
where the subscript max indicates that the relative am-
plitudes of the fields appearing, and the relative phase
parameter (∆φ12 and ∆φ23 respectively), are set to guar-
antee that the magnitude of the swarm velocity is a max-
imum. In both 1+2 and 2+3 excitation the phase param-
eter that does this can be ∆φ = pi/2 or ∆φ = 3pi/2, and
we choose the latter.
We look at the examples of co- and cross-linearly polar-
ized light for the excitation scenarios, where the current
injected is in the ±xˆ direction. Recall that in the co-
linear case this arises with all fields polarized in the xˆ di-
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FIG. 18: Swarm velocities for co- and cross-linearly polarized optical fields. The relative polarizations of the fields
are indicated in the legend, and combinations of polarizations that lead to a vanishing swarm velocity in the ±xˆ
direction are omitted.
rection, while in the cross-linear case it arises for eˆ3ω = xˆ
and eˆ3ω/2 = yˆ in 1+2 absorption, and for eˆω = xˆ and
eˆ3ω/2 = yˆ in 2+3 absorption. As the excitation energy is
increased we expect the magnitude of the swarm velocity
to increase, simply because the carriers injected will have
larger velocities.
Comparing two swarm velocities at the same excitation
energy gives a measure of how well localized the carriers
are in the Brillouin zone. Under the specified excitation
conditions we plot the swarm velocities for excitations
facilitated by co-linearly polarized light in Fig. 18a, and
by cross-linearly polarized light in Fig. 18b. The for-
mer are generally larger than the latter, and in partic-
ular the latter are very small near an excitation energy
of 1.5 eV, especially for 2+3 absorption as noted in our
discussion above; these velocities do increase at larger ex-
citation energy. In general the swarm velocities for 2+3
absorption become larger than those of 1+2 absorption
for high enough excitation energy. At low excitation en-
ergies we see a reversal of the swarm velocity for 2+3
absorption with increasing excitation energy, again due
to interplay between the PR and RA contributions to
the three-photon absorption amplitude, and as a result
its magnitude is smaller than the swarm velocity for 1+2
absorption. The PR contribution to the amplitude is fi-
nite at the band gap, but the RA contribution vanishes.
As the excitation energy moves away from the gap, the
RA contribution becomes finite with net opposite sign of
the PR term; at an excitation energy of ~Ω = 1.24 eV
for co-linearly polarized excitation, and ~Ω = 1.29 eV
for cross-linearly polarized light, the contributions can-
cel, leading to no net current injection. Within the model
adopted here, this adds another level of control over the
injected current, above and beyond what can be done by
adjusting field intensities and the relative phases param-
eters, and only arises for 2+3 absorption. Also, all the
swarm velocity plots show a discontinuous jump as the
energy crosses the second band gap, as would be expected
from the behavior of the injection coefficients.
VIII. RESULTS AND DISCUSSION
We have shown that the quantum interference arising
from 2+3 photon absorption can give rise to significantly
more localized distributions of electronic excitations in
the Brillouin zone than the 1+2 counterpart (see Fig. 18).
The primary reason for this is the increased number of
intraband velocity matrix elements in the transition coef-
ficients at third order perturbation theory. The increased
localization of these distributions is most apparent for co-
linearly polarized incident optical fields, and it is also this
orientation of fields that lends itself most to the idea of
using QuIC as “tweezers in the Brillouin zone” (Fig. 6),
using quantum interference of excitation processes as a
mechanism to place carriers where one desires in k space.
Studying the subsequent dynamics of such injected dis-
tributions is of interest from both theoretical and ex-
perimental perspectives, driven by the recent advances
in time-resolved ARPES. In principle, one could directly
implement the QuIC mechanism into pump–probe strate-
gies to study nonequilibrium dynamics; 2+3 photon ab-
sorption could be used to set the system in a far-from
equilibrium state with carriers well localized in k space,
or to probe carriers in a well-localized region of k space,
or both.
We have also shown that, akin to 1+2 absorption, the
quantum interference arising in 2+3 absorption can be
manipulated by varying a relative phase parameter; by
doing so we can, for both 1+2 and 2+3 processes, change
the direction of the injected current. Additionally, for
transitions at sufficiently large energies, there will be a
larger current injected from 2+3 absorption than from
1+2 absorption.
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Appendix A: Injection Rates
In the interaction picture, a state |ψ(t)〉 evolves under
|ψ(t)〉 = U(t) |gs〉, where U(t) is given by (4). Using
this, in combination with the resolution of identity in a
multi-particle Hilbert space
1 = |gs〉 〈gs|+
∑
cvk
|cvk〉 〈cvk|+ ...,
where |gs〉 is the filled Fermi sea and |cvk〉 ≡ a†ckavk |gs〉
are eigenstates of H0, we re-express |ψ(t)〉 as
|ψ(t)〉 =
(
|gs〉 〈gs|+
∑
cvk
|cvk〉 〈cvk|+ ...
)
U(t) |gs〉
= |gs〉 〈gs| U(t) |gs〉+
∑
cvk
|cvk〉 〈cvk| U(t) |gs〉+ ...
= γ0(t) |gs〉+
∑
cvk
γcv(k, t) |cvk〉+ ..., (A1)
where γ0(t) ≡ 〈gs| U(t) |gs〉, γcv(k, t) ≡ 〈cvk| U(t) |gs〉.
Then, the expectation value of a general single-body
operator M(t) can be written, neglecting higher-order
electron-hole excitations, as
〈ψ(t)|M(t)|ψ(t)〉 =
|γ0(t)|2 〈gs|M(t)|gs〉
+
∑
cvk
γ0(t)
∗γcv(k, t) 〈gs|M(t) |cvk〉
+
∑
cvk
γcv(k, t)
∗γ0(t) 〈cvk|M(t) |gs〉
+
∑
cvk
c′v′k′
γc′v′(k
′, t)∗γcv(k, t) 〈c′v′k′|M(t) |cvk〉 .
The operators we are interested in are the densities given
in (13), and since |gs〉 is taken to be an equilibrium state,
it does not contribute to these quantities. Also, since (13)
are k-conserving andM(t) = eiH0t/~Me−iH0t/~, we find
〈c′v′k′|M(t) |cvk〉 =
eiωc′v′ (k)te−iωcv(k)t 〈c′v′k|M |cvk〉 δkk′ ,
where M is an operator in the Schrodinger picture. We
consider the time derivatives of such expectation values,
to give the so-called injection rate associated with M.
The second and third terms in the above expectation
value are expected to be oscillating rapidly and are there-
fore neglected, as we are interested in the underlying dc
response that may be experimentally captured by mea-
surement with electrodes [4]. The injection rate associ-
ated with M is then given by
d
dt
〈ψ(t)|M(t)|ψ(t)〉 = (A2)∑
cc′vv′k
d
dt
(
eiωc′v′ (k)te−iωcv(k)tγc′v′(k, t)∗γcv(k, t)
)
× 〈c′v′k|M |cvk〉
under the approximations we take. To investigate the
k-space distributions of such injection rates, the above is
rewritten, in the continuous k limit, as
d
dt
〈ψ(t)|M(t)|ψ(t)〉 =
∫
BZ
dDk
(2pi)
D
d
dt
〈M (k; t)〉 ,
(A3)
where we have defined
d
dt
〈M (k; t)〉 ≡∑
cc′vv′
d
dt
(
eiωc′v′ (k)te−iωcv(k)tγc′v′(k, t)∗γcv(k, t)
)
× LD 〈c′v′k|M |cvk〉 ,
making connection with (14).
Now, the adopted model for TMDs simplifies the above
to considering a single c and v for electrons of a given spin
about each valley. This, in combination with (18), gives
d
dt
〈M (k; t)〉 =
2pi
∣∣Rcv(k)∣∣2LD 〈cvk|M |cvk〉 δ(Ω− ωcv(k)),
which is indeed independent of t. Furthermore, recall-
ing (9) and including only the dominant contributions to
R(N)cv (k) as dictated by the QuIC condition, the above
can be written in the form
d
dt
〈M (k; t)〉 = (A4)∑
a,...b;N
a′,...b′;N ′
µa
′···b′a···b
NN ′ (Ω;k)E
a′
−Ω/N ′ · · ·Eb
′
−Ω/N ′E
a
Ω/N · · ·EbΩ/N ,
where we have defined the response coefficient density
µa
′···b′a···b
NN ′ (Ω;k) ≡ 2pi
(
R(N
′)a′···b′
cv (k; Ω/N
′, ...,Ω/N ′)
)∗
×R(N)a···bcv (k; Ω/N, ...,Ω/N)
× LD 〈cvk|M |cvk〉 δ(Ω− ωcv(k)).
The form of the above has been simplified by taking the
two-band limit; this is all that is required for our analysis.
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However, it can be shown that for a system with many
bands the response coefficient density takes the form [22]
µa
′···b′a···b
NN ′ (Ω;k) = 2pi
∑
cc′vv′
(
R
(N ′)a′···b′
c′v′ (k; Ω/N
′, ...,Ω/N ′)
)∗
×R(N)a···bcv (k; Ω/N, ...,Ω/N)δωcv(k),ωc′v′ (k)
× LD 〈c′v′k|M |cvk〉 δ(Ω− ωcv(k)).
In the main text µa
′···b′a···b
NN ′ (Ω;k) corresponds to a
particular absorption process’s contribution to the total
ξ(Ω;k) or η(Ω;k), depending if M equals nc or J , re-
spectively. For example, if M = nc, and if we consider
1+2 PA (such that N,N ′ ∈ (1, 2)), then
µa
′a
11 (Ω;k)←→ ξa
′a
1 (Ω;k),
µa
′b′a
12 (Ω;k)←→ ξa
′b′a
1+2 (Ω;k),
µa
′b′ab
22 (Ω;k)←→ ξa
′b′ab
2 (Ω;k),
and note that
µa
′ab
21 (Ω;k)E
a′
−ΩE
a
Ω/2E
b
Ω/2 =(
ξa
′b′a
1+2 (Ω;k)E
a′
−Ω/2E
b′
−Ω/2E
a
Ω
)∗
;
this is the complex conjugate contribution in (20). Fi-
nally, introducing response coefficients for the injection
rate as
d
dt
〈ψ(t)|M(t)|ψ(t)〉 =∑
a,...b;N
a′,...b′;N ′
µa
′···b′a···b
NN ′ (Ω)E
a′
−Ω/N ′ · · ·Eb
′
−Ω/N ′E
a
Ω/N · · ·EbΩ/N ,
we find the response coefficient for a particular absorp-
tion process can be written as
µa
′···b′a···b
NN ′ (Ω) =
∫
BZ
dDk
(2pi)
D
µa
′···b′a···b
NN ′ (Ω;k).
For the first example above, one has
ξa
′a
1 (Ω) =
∫
BZ
dDk
(2pi)
D
ξa
′a
1 (Ω;k).
Appendix B: Independent Response Tensor Components
1. Carrier injection rate
The nonvanishing, independent, and valley- and spin-dependent response tensor components corresponding to the
carrier injection rate are given for the indicated photon absorption processes. The relation of these components to
the carrier injection rate is given in Sec. III, and as there we use the notation ξn =
∑
τs ξn;τs.
One-photon absorption
ξxx1;τs(2ω) =
Θ(2ω−2∆τs)e2
16~2ω
(
1 +
∆2τs
ω2
)
ξxy1;τs(2ω) = −iτ Θ(2ω−2∆τs)e
2
8~2ω
∆τs
ω
(B1)
Two-photon absorption
ξxxxx2;τs (2ω) =
Θ(2ω−2∆τs)e4Ξ2
~4ω5
(
1− ∆2τsω2
)(
1
4 +
3
4
∆2τs
ω2
)
ξxxxy2;τs (2ω) = −iΘ(2ω−2∆τs)e
4Ξ2
2~4ω5 τ
(
1− ∆2τsω2
)
∆τs
ω
ξxxyy2;τs (2ω) = −Θ(2ω−2∆τs)e
4Ξ2
4~4ω5
(
1− ∆2τsω2
)2
ξxyxy2;τs (2ω) =
Θ(2ω−2∆τs)e4Ξ2
4~4ω5
(
1− ∆4τsω4
) (B2)
1+3 absorption
ξxxxx1+3;τs(3ω) = − e
4
~4
Ξ2Θ(3ω−2∆τs)
18ω7
[(
2 + 12
)
Ξ2k2τs − 16
(
22 + 12
)
Ξ4
ω2 k
4
τs − 98ω2
]
ξxxyy1+3;τs(3ω) = − e
4
~4
Ξ2Θ(3ω−2∆τs)
18ω7
[
1
3
(
2 + 12
)
Ξ2k2τs − 118
(
22 + 12
)
Ξ4
ω2 k
4
τs − 38ω2
]
ξxxxy1+3;τs(3ω) = i
e4
~4
Ξ2Θ(3ω−2∆τs)
18ω7
2τ∆τs
3ω
[(
2 + 122
)
Ξ2k2τs − 98ω2
]
ξxxyx1+3;τs(3ω) = −i e
4
~4
Ξ2Θ(3ω−2∆τs)
18ω7
2τ∆τs
3ω
[
1
3
(
2 + 122
)
Ξ2k2τs − 38ω2
] (B3)
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Three-photon absorption
ξxxxxxx3;τs (3ω) =
e6
~6
3Θ(3ω−2∆τs)
24Ξ2ω9
[
1
4Ξ
6 − Ξ4
(
2Ξ2
3ω
)2 (
2 + 38
)
k2τs + Ξ
2
(
2Ξ2
3ω
)4 (
9 + 932
)
k4τs −
(
2Ξ2
3ω
)6 (
20 + 14
)
15
48k
6
τs
]
ξxxxxyy3;τs (3ω) =
e6
~6
Θ(3ω−2∆τs)
24Ξ2ω9
[
1
4Ξ
6
(
2− ( 2∆τs3ω )2
)− Ξ4 ( 2Ξ23ω )2 [3 + 34 − ( 2∆τs3ω )2(1 + 18 )] k2τs + Ξ2 ( 2Ξ23ω )4 (5 + 1132 )k4τs
−
(
2Ξ2
3ω
)6
(3 + 34 +
3
64 )k
6
τs
]
ξxxyxxy3;τs (3ω) =
e6
~6
Θ(3ω−2∆τs)
243Ξ2ω9
[
1
4Ξ
6
(
5− 4( 2∆τs3ω )2
)− Ξ4 ( 2Ξ23ω )2 [4 + 158 − ( 2∆τs3ω )2(2 + 12 )] k2τs + Ξ2 ( 2Ξ23ω )4 (21 + 2932 )k4τs
−
(
2Ξ2
3ω
)6
(9 + 94 +
9
64 )k
6
τs
]
ξxxxxxy3;τs (3ω) =
e6
~6
Θ(3ω−2∆τs)
24Ξ2ω9
(−iτ 2∆τs3ω ) [ 14Ξ6 − Ξ4 ( 2Ξ23ω )2 (2 + 14) k2τs + Ξ2 ( 2Ξ23ω )4 (6 + 32 + 332) k4τs]
ξxxxyyy3;τs (3ω) =
e6
~6
3Θ(3ω−2∆τs)
24Ξ2ω9
(−iτ 2∆τs3ω ) [ 14Ξ6 − Ξ4 ( 2Ξ23ω )2 (2 + 14) k2τs + Ξ2 ( 2Ξ23ω )4 (2 + 12 + 132) k4τs]
ξxxyxyy3;τs (3ω) =
e6
~6
Θ(3ω−2∆τs)
243Ξ2ω9
(
iτ 2∆τs3ω
) [
1
4Ξ
6( 2∆τs3ω )
2 − Ξ4
(
2Ξ2
3ω
)2
(2) k2τs + Ξ
2
(
2Ξ2
3ω
)4 (−8 + 12 − 332) k4τs]
(B4)
2. Current injection rate
The nonvanishing, independent, and valley- and spin-dependent response tensor components corresponding to the
current injection rate are given for the indicated photon absorption processes. The relation of these components to
the current injection rate is given in Sec. III, and as there we use the notation ηn =
∑
τs ηn;τs.
1+2 absorption
ηxxxx1+2;τs(2ω) = i
Θ(2ω−2∆τs)e4Ξ2
2~3ω3
(
1− ∆2τsω2
)(
1
4 +
3
4
∆2τs
ω2
)
ηxxyy1+2;τs(2ω) = i
Θ(2ω−2∆τs)e4Ξ2
8~3ω3
(
1− ∆4τsω4
)
ηxyyx1+2;τs(2ω) = −iΘ(2ω−2∆τs)e
4Ξ2
8~3ω3
(
1− ∆2τsω2
)2
ηxxxy1+2;τs(2ω) =
Θ(2ω−2∆τs)e4Ξ2
2~3ω3 τ
∆τs
ω
(
1− ∆2τsω2
)
ηxxyx1+2;τs(2ω) = −Θ(2ω−2∆τs)e
4Ξ2
4~3ω3 τ
∆τs
ω
(
1− ∆2τsω2
)
ηxyyy1+2;τs(2ω) = 0
(B5)
2+3 absorption
ηxxxxxx2+3;τs (3ω) = i
Θ(3ω−2∆τs)e6
~5
23
36
Ξ8
ω11
[− 92 ω2Ξ2 k2τs + 15k4τs − 5Ξ2ω2 k6τs]
ηxxxyxy2+3;τs (3ω) = i
Θ(3ω−2∆τs)e6
~5
23
36
Ξ8
ω11
[− 34 ω2Ξ2 k2τs + 4712k4τs − Ξ2ω2 k6τs]
ηxyyyxy2+3;τs (3ω) = i
Θ(3ω−2∆τs)e6
~5
23
36
Ξ8
ω11
[− 94 ω2Ξ2 k2τs + 114 k4τs − Ξ2ω2 k6τs]
ηxxxxyy2+3;τs (3ω) = i
Θ(3ω−2∆τs)e6
~5
23
36
Ξ8
ω11
[
1
2k
4
τs − Ξ
2
ω2 k
6
τs
]
ηxxyyyy2+3;τs (3ω) = i
Θ(3ω−2∆τs)e6
~5
23
36
Ξ8
ω11
[
(3 + 16 )k
4
τs − Ξ
2
ω2 k
6
τs
]
ηxxyyxx2+3;τs (3ω) = i
Θ(3ω−2∆τs)e6
~5
24
37
Ξ6
ω11
[−∆2τsk2τs + 2Ξ2k4τs − 32 Ξ4ω2 k6τs]
ηxxxxxy2+3;τs (3ω) =
Θ(3ω−2∆τs)e6
~5
2
34
Ξ8
ω11
(
τ 2∆τs3ω
) [−ω2Ξ2 k2τs + 3k4τs]
ηxyyyxx2+3;τs (3ω) = −Θ(3ω−2∆τs)e
6
~5
22
34
Ξ8
ω11
(
τ 2∆τs3ω
) [−ω2Ξ2 k2τs + k4τs]
ηxxxyxx2+3;τs (3ω) = −Θ(3ω−2∆τs)e
6
~5
22
35
Ξ8
ω11
(
τ 2∆τs3ω
) [−ω2Ξ2 k2τs + 3k4τs]
ηxxyyxy2+3;τs (3ω) = −Θ(3ω−2∆τs)e
6
~5
2
35
Ξ8
ω11
(
τ 2∆τs3ω
) [
ω2
Ξ2 k
2
τs + k
4
τs
]
ηxxxyyy2+3;τs (3ω) =
Θ(3ω−2∆τs)e6
~5
23
35
Ξ8
ω11
(
τ 2∆τs3ω
)
k4τs
ηxyyyyy2+3;τs (3ω) = 0
(B6)
[1] L. Bertini, A. De Sole, D. Gabrielli, G. Jona-Lasinio, and
C. Landim, Rev. Mod. Phys. 87, 593 (2015).
[2] A. F. Kemper, O. Abdurazakov, and J. K. Freericks,
20
Phys. Rev. X 8, 041009 (2018).
[3] R. Atanasov, A. Hache, J. L. P. Hughes, H. M. van Driel,
and J. E. Sipe, Phys. Rev. Lett. 76, 1703 (1996).
[4] A. Hache´, Y. Kostoulas, R. Atanasov, J. L. P. Hughes,
J. E. Sipe, and H. M. van Driel, Phys. Rev. Lett. 78,
306 (1997).
[5] J. Rioux and J. E. Sipe, Physica E 45, 1 (2012).
[6] D. A. Bas, K. Vargas-Velez, S. Babakiray, T. A. Johnson,
P. Borisov, T. D. Stanescu, D. Lederman, and A. D.
Bristow, Appl. Phys. Lett. 106, 041109 (2015).
[7] D. A. Bas, R. A. Muniz, S. Babakiray, D. Lederman,
J. E. Sipe, and A. D. Bristow, Opt. Express 24, 23583
(2016).
[8] D. Sun, C. Divin, J. Rioux, J. E. Sipe, C. Berger, W. A.
de Heer, P. N. First, and T. B. Norris, Nano Lett. 10,
1293 (2010).
[9] J. Rioux, G. Burkard, and J. E. Sipe, Phys. Rev. B 83,
195406 (2011).
[10] K. M. Rao and J. E. Sipe, Phys. Rev. B 86, 115427
(2012).
[11] Q. Cui and H. Zhao, ACS Nano 9, 3935 (2015).
[12] R. D. R. Bhat and J. E. Sipe, Phys. Rev. Lett. 85, 5432
(2000).
[13] M. J. Stevens, A. L. Smirl, R. D. R. Bhat, J. E. Sipe,
and H. M. van Driel, J. Appl. Phys. 91, 4382 (2002).
[14] M. J. Stevens, A. L. Smirl, R. D. R. Bhat, A. Najmaie,
J. E. Sipe, and H. M. van Driel, Phys. Rev. Lett. 90,
136603 (2003).
[15] J. Hubner, W. W. Ruhle, M. Klude, D. Hommel, R. D. R.
Bhat, J. E. Sipe, and H. M. van Driel, Phys. Rev. Lett.
90, 216601 (2003).
[16] H. Zhao, E. J. Loren, H. M. van Driel, and A. L. Smirl,
Phys. Rev. Lett. 96, 246601 (2006).
[17] R. A. Muniz and J. E. Sipe, Phys. Rev. B 89, 205113
(2014).
[18] R. A. Muniz and J. E. Sipe, Phys. Rev. B 91, 085404
(2015).
[19] P. A. Roos, X. Li, J. R. Pipis, and S. T. Cundiff, Opt.
Exp. 12, 4225 (2004).
[20] T. M. Fortier, P. A. Roos, D. J. Jones, S. T. Cundiff,
R. D. R. Bhat, and J. E. Sipe, Phys. Rev. Lett. 92,
147403 (2004).
[21] K. Wang, R. A. Muniz, J. E. Sipe, and S. T. Cundiff,
ArXiv e-prints (2018), arXiv:1808.07523 [cond-mat.mes-
hall].
[22] R. A. Muniz, C. Salazar, K. Wang, S. T. Cundiff, and
J. E. Sipe, ArXiv e-prints (2018), arXiv:1808.06673
[cond-mat.mtrl-sci].
[23] C. L. Smallwood, R. A. Kaindl, and A. Lanzara, EPL
(Europhysics Letters) 115, 27001 (2016).
[24] R. D. R. Bhat and J. E. Sipe, Phys. Rev. B 72, 075205
(2005).
[25] H. M. van Driel and J. E. Sipe, Coherence Control of
Photocurrents in Semiconductors (Springer, New York,
2001) Chap. 5.
[26] D. Xiao, G.-B. Liu, W. Feng, X. Xu, and W. Yao, Phys.
Rev. Lett. 108, 196802 (2012).
[27] H. Rostami, A. G. Moghaddam, and R. Asgari, Phys.
Rev. B 88, 085440 (2013).
[28] G.-B. Liu, D. Xiao, Y. Yao, X. Xu, and W. Yao, Chem.
Soc. Rev. 44, 2643 (2015).
[29] J. A. Silva-Guillen, P. San-Jose, and R. Roldan, Applied
Sciences 6 (2016).
[30] Notice that for constant injection rates, the expression
for the swarm velocity reduces to vswarm(~Ω) =< J >
/e < nc >.
