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Abstract
We study the asymptotics of large, moderate and normal deviations for the connected com-
ponents of the sparse random graph by the method of stochastic processes. We obtain the
logarithmic asymptotics of large deviations of the joint distribution of the number of connected
components, of the sizes of the giant components, and of the numbers of the excess edges of the
giant components. For the supercritical case, we obtain the asymptotics of normal deviations
and the logarithmic asymptotics of large and moderate deviations of the joint distribution of the
number of components, of the size of the largest component, and of the number of the excess
edges of the largest component. For the critical case, we obtain the logarithmic asymptotics
of moderate deviations of the joint distribution of the sizes of connected components and of
the numbers of the excess edges. Some related asymptotics are also established. The proofs
of the large and moderate deviation asymptotics employ methods of idempotent probability
theory. As a byproduct of the results, we provide some additional insight into the nature of
phase transitions in sparse random graphs.
1 Introduction
The random graph G(n, p) is defined as a non-directed graph on n vertices where every two vertices
are independently connected by an edge with probability p. The graph is said to be sparse if p = c/n
for c > 0 and n large. Properties of sparse random graphs have been studied at length and major
developments have been summarised in the recent monographs by Bollobas (2001), Janson,  Luczak
and Rucin´ski (2000), and Kolchin (1999). The focus of this paper is on the asymptotics as n→∞
of the sizes of the giant connected components, i.e., components of order n in size, of G(n, cn/n),
where cn → c > 0. It is known that for c > 1 with probability tending to 1 as n → ∞ there
exists a unique giant component of G(n, c/n), which is asymptotically βn in size, where β ∈ (0, 1)
is the positive root to the equation 1 − β = exp(−βc), the rest of the components being of sizes
not greater than of order log n. For c < 1 with probability tending to 1 there are no connected
components of sizes greater than of order log n, while for c = 1 the size of the largest component is
of order n2/3. Our primary objective is to evaluate the probabilities that there exist several giant
connected components. As to be expected, these probabilities are exponentially small in n, so we
study the decay rates and state our results in the form of the large deviation principle (LDP). In
addition, influenced by the papers of Stepanov (1970b) and Aldous (1997), we concern ourselves
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with the large deviation asymptotics of the number of the connected components and of the numbers
of the excess edges of the connected components. Thus, the main result is an LDP for the joint
distribution of the normalised number of the connected components of G(n, cn/n), of the normalised
sizes of the connected components, and of the normalised numbers of the excess edges. Projecting
yields LDPs for the sizes and for the number of the connected components. Stepanov (1970b)
and later Bolloba´s, Grimmett, and Janson (1996), analysing a more general setting, have obtained
the logarithmic asymptotics of the moment generating function of the number of the connected
components of G(n, c/n). If c ≤ 2, the latter asymptotics also yield the LDP for the number of
components, as Bolloba´s, Grimmett, and Janson (1996) demonstrate, but not for arbitrary c > 0.
This anomaly is caused by a phase transition occurring at c = 2 discovered by Stepanov (1970b),
which results, as we show, in the action functional becoming non-convex as c passes through the
value of 2. Moreover, the phase transition turns out to consist in a giant component breaking up.
Another group of results presented in the paper has to do with the properties of the largest
connected component. We establish normal deviation, moderate deviation, and large deviation
asymptotics for the joint distribution of the size of the largest connected component, of the number
of its excess edges, and of the number of the connected components. In related work, O’Connell
(1998) proves an LDP for the size of the largest connected component of G(n, c/n) and Stepanov
(1970a; 1972) obtains central limit theorems for the size of the largest component and the number
of components; different proofs of the central limit theorem for the size of the largest component
are given in Pittel (1990) and Barraez, Boucheron, and Fernandez de la Vega (2000), the latter
authors also provide estimates of the rate of convergence. Our third group of results concerns the
critical random graph when c = 1. We complement the result of Aldous (1997) on the convergence
in distribution of the suitably normalised sizes and numbers of the excess edges of the connected
components with moderate deviation asymptotics for these random variables.
Our analysis employs a surprising (to us) connection to queueing theory. The results outlined
above are derived as consequences of the asymptotic properties of a “master” stochastic process,
which captures the partitioning of the random graph into connected components and builds on
an earlier construction of a similar sort, cf., Janson,  Luczak and Rucin´ski (2000). This stochastic
process is intimately related to the waiting-time process (or the queue-length process) in a certain
time- and state-dependent queueing system and the connected components correspond to the busy
cycles of the system. We capitalise on this connection by invoking our intuition for the behaviour of
queues as well as some standard queueing theory tools such as properties of the Skorohod reflection
mapping. Thus, at first we apply the methods of the asymptotic theory of stochastic processes,
namely, the methods of weak and large deviation convergence, in order to establish asymptotics of
the master process and then translate them into the properties of the connected components of the
random graph. In the context of the random graph theory, the present paper can thus be considered
as developing the approach pioneered by Aldous (1997) of deriving asymptotic properties of random
graphs as consequences of asymptotics of associated stochastic processes. On the technical side,
we extensively use the observation also made by Aldous (1997) that the connected components can
be identified with the excursions of a certain stochastic process. Yet, the specific construction in
this paper is different from the one of Aldous (1997). It is actually much the same as the one of
Barraez, Boucheron, and Fernandez de la Vega (2000), as we have learnt after the paper had been
submitted, except for an important distinction, which we discuss below.
There are also other interesting technical aspects of the proofs, which concern all three types of
asymptotics: large deviations, moderate deviations and normal deviations. The proof of the LDP
for the master process relies on the results of the large deviation theory of semimartingales, Puhalskii
(2001), which seem to be called for since the action functional is “non-Markovian” and “non-
time homogeneous”. The cumulant that characterises the action functional is not non-degenerate,
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which is known to present certain difficulties for establishing the LDP. In the standard approach
the problem reveals itself when the large deviation lower bound is proved and is usually tackled
via a perturbation argument: an extra term is added to the process under study so that the
perturbed process has a non-degenerate cumulant and then a limit is taken in the lower bound
for the perturbed process as the perturbation term tends to zero, cf., Liptser (1996), de Acosta
(2000), Liptser, Spokoiny and Veretennikov (2002). Our approach to proving the LDP replaces
establishing the upper and lower bounds with the requirement that the limiting maxingale problem
have a unique solution. The degeneracy of the cumulant presents a problem here too. We cope
with it via a perturbation argument as well the important difference being that the perturbation
is applied to the limit idempotent process that specifies the maxingale problem rather than to
the pre-limiting stochastic processes. This change of the object has important methodological
advantages. Firstly, the proof of the LDP is simplified as compared with the case where the
perturbation is introduced at the pre-limiting stage. Secondly, once the perturbation argument
has been carried out for a given cumulant, one can use it to prove LDPs for a range of stochastic
processes that produce the same cumulant in the limit. We expand on these ideas in Puhalskii
(2004). The actual implementation of the perturbation approach for the setting in the paper relies
on the techniques of idempotent probability theory, Puhalskii (2001), and also draws on time-
change arguments in Ethier and Kurtz (1986, Chapter 6), thus applying probabilistic ideas to an
idempotent probability setting. Idempotent probability theory techniques are also instrumental
in the proofs of the moderate-deviation asymptotics. These proofs are modelled on the preceding
proofs of the normal-deviation asymptotics and to a large degree replicate them by replacing limit
stochastic processes with their idempotent counterparts.
An interesting feature of the proof of the normal deviation asymptotics for the largest component
is that it provides an instance of convergence in distribution of stochastic processes “with unmatched
jumps in the limit process”, Whitt (2002), i.e., though the jumps of the pre-limiting processes
vanish, the limit process is discontinuous, moreover, it is not right-continuous with left-hand limits.
We thus do not have convergence in distribution in the Skorohod topology and have to use some ad-
hoc techniques to obtain the needed conclusions. As it is explained in Whitt (2002), convergence
with unmatched jumps often occurs in the study of diffusion approximation of time dependent
queues, so it is not surprising (but is amusing) to see it here. Incidentally, we are faced with a
similar situation in the proof of the moderate-deviation asymptotics when no LDP for the Skorohod
topology is available and the corresponding limit theorem can be viewed as an example of large
deviation convergence in distribution of stochastic processes with unmatched jumps in the limit
idempotent process.
We now outline the structure of the paper. In Section 2 we define the underlying stochastic
processes, derive queue-like equations for them, state the results on the properties of the connected
components, and comment on them. Section 3 contains technical preliminaries. Section 4 is con-
cerned with proving the LDP for the basic processes. In Section 5 the LDPs for the connected
components are proved. Section 6 contains proofs of the normal and moderate deviation asymp-
totics for the largest component. Section 7 considers critical random graphs. The appendix provides
an overview of the notions and facts of idempotent probability theory invoked in the proofs.
2 The model equations and main results
We model the formation of the sparse random graph on n vertices with edge probability pn = cn/n
via stochastic processes V n = (V ni , i = 0, 1, . . . , n) and E
n = (Eni , i = 0, 1, . . . , n). At time 0 the
processes are at 0. At time 1 an arbitrary vertex of the graph is picked and is connected by edges to
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the other vertices independently with probability pn. We say that this vertex has been first generated
and then saturated. The vertices, to which it has been connected, are called generated. The value of
V n1 is defined as the number of vertices in the resulting connected component, i.e., the number of the
generated vertices at time 1; En1 = 0. At time 2 we pick one of the generated non-saturated vertices
if any and saturate it by connecting it independently with probability pn to the vertices that either
have not been generated yet or have been generated but not saturated. If there are no generated
non-saturated vertices, we pick an arbitrary non-generated vertex, declare it generated and saturate
it by attempting to connect it to the non-generated vertices, thus generating those of these vertices
connection to which is established. We denote as V n2 the total number of vertices generated at times
1 and 2 and we denote as En2 the number of edges connecting the vertex that was saturated at time
2 with the other vertices generated at time 1 if any. We proceed in this fashion by saturating one
vertex per unit of time until time n. Thus, at time i a generated non-saturated vertex is picked
and is connected by edges with probability pn to the non-saturated vertices, both generated and
not yet generated; if there are no generated non-saturated vertices available, then an arbitrary non-
generated vertex is chosen, is declared generated and is then saturated. The increment V ni −V ni−1 is
defined as the number of vertices generated at i, the increment Eni −Eni−1 is defined as the number
of edges drawn at i between the vertex being saturated and the vertices generated by i. Thus,
V ni − V ni−1 equals either the number of new vertices joined to a connected component at time i
if V ni−1 > i − 1 or it is the number of vertices that start a new component at i if V ni−1 = i − 1.
Accordingly, the increment Eni − Eni−1 either equals the number of excess edges in a connected
component appeared at time i, i.e., the edges in excess of those that are necessary to maintain
connectedness, or Eni − Eni−1 = 0. Since during this process every two vertices independently
attempt connection with probability pn exactly once, the resulting configuration of edges at time
n has the same distribution as the one in the random graph G(n, pn). In fact, the sizes of the
connected components of G(n, pn) can be recovered from the process V n as time-spans between
successive moments when V ni is equal to i. The numbers of the excess edges in the connected
components are equal to the increments of the process En over such time periods. In addition,
the number of times when V ni is equal to i ∈ {1, 2, . . . , n} equals the number of the connected
components of G(n, pn). We now turn this description into equations.
Since at time i there are V ni generated vertices, the evolution of V
n is given by the following
recursion
V ni =
(
V ni−1 +
n−V ni−1∑
j=1
ξnij
)
1(V ni−1 > i− 1) +
(
i+
n−i∑
j=1
ξnij
)
1(V ni−1 = i− 1),
i = 1, 2, . . . , n, V n0 = 0, (2.1)
where the ξnij, i ∈ N, j ∈ N, n ∈ N, are mutually independent Bernoulli random variables with
P(ξnij = 1) = pn and 1(Γ) is the indicator function of an event Γ that equals 1 on Γ and 0 outside
of Γ. Let Qni denote the number of non-saturated generated vertices at time i. Since Q
n
i = V
n
i − i,
(2.1) implies that
Qni =
(
Qni−1 +
n−Qni−1−(i−1)∑
j=1
ξnij − 1
)
1(Qni−1 > 0) +
n−i∑
j=1
ξnij 1(Q
n
i−1 = 0),
i = 1, 2, . . . , n, Qn0 = 0. (2.2)
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The evolution of the process En is governed by the recursion
Eni = E
n
i−1 +
Qni−1−1∑
j=1
ζnij, i = 1, 2, . . . , n, E
n
0 = 0, (2.3)
where the ζnij, i ∈ N, j ∈ N, n ∈ N, are mutually independent Bernoulli random variables with
P(ζnij = 1) = pn, which are independent of the ξ
n
ij, and sums are assumed to be equal to 0 if the
upper summation index is less than the lower one.
We use for the analysis of (2.2) the following insight. Let us introduce a related process Q′n =
(Q′ni , i = 0, 1, . . . , n) by
Q′ni =
(
Q′ni−1 +
n−Q′ni−1−i∑
j=1
ξnij − 1
)+
, i = 1, 2, . . . , n, Q′n0 = 0, (2.4)
where a+ = max(a, 0). We note that Q′ni is the waiting time of the i-th request, where i =
0, 1, . . . , n−1, in the queueing system that starts empty, has∑n−Q′ni −(i+1)j=1 ξni+1,j as the i-th request’s
service time and 1 as the interarrival times. (Alternatively, Q′ni can be considered as the queue
length at time i for the discrete-time queueing system that serves one request per unit time, the
number of arrivals in [i, i+1] being equal to
∑n−Q′ni −(i+1)
j=1 ξ
n
i+1,j.) It is seen that Q
′n
i = (Q
n
i − 1)+,
so the asymptotic properties of the process Qn = (Qni , i = 0, 1, . . . , n) multiplied by a vanishing
constant are the same as those of the process Q′n = (Q′ni , i = 0, 1, . . . , n). In addition, connected
components of the random graph correspond to busy cycles of this queueing system, i.e., the
excursions of Q′n. Thus, a possible way to study the random graph is through the process Q′n.
This approach is, in effect, pursued by Barraez, Boucheron, and Fernandez de la Vega (2000) who
study what in our notation is the process (Q′ni +1, i = 0, 1, . . . , n). It is, however, inconvenient for
our purposes because Q′ni = 0 not only when Qni = 0 but also when Q
n
i = 1, so the queueing system
may have more busy cycles than there are connected components. For this reason, we choose to
work with Qn directly. Yet, the queueing theory connection serves us as a guide. Let us recall that
the solution of (2.4) is given by Q′n = R(S˜n), where the process S˜n = (S˜ni , i = 0, 1, . . . , n) with
S˜n0 = 0 is defined by S˜
n
i =
∑i
k=1
∑n−Q′nk−1−k
j=1 ξ
n
kj − i, and R is the Skorohod reflection operator:
R(x)t = xt − infs∈[0,t] xs ∧ 0 for x = (xt, t ∈ R+), where ∧ denotes the minimum. We find it
productive to express Qn as a reflection too. The idea is to sacrifice the Markovian character of
recursion (2.2) for the nice properties of the reflection mapping.
A manipulation of (2.2) yields the following equality:
Qni = S
n
i + ǫ
n
i +Φ
n
i , i = 0, 1, . . . , n, (2.5)
where
Sni =
i∑
k=1
(n−Qnk−1−(k−1)∑
j=1
ξnkj − 1
)
, (2.6)
ǫni = 1(Q
n
i > 0)−
i∑
k=1
ξnk,n−k+1 1(Q
n
k−1 = 0), (2.7)
Φni =
i∑
k=1
1(Qnk = 0). (2.8)
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For the sequel it is useful to note that Φnn equals the number of the connected components of
G(n, pn).
Denoting as ⌊x⌋ the integer part of x ∈ R+, we introduce continuous-time processes Qn =
(Q
n
t , t ∈ [0, 1]), Sn = (Snt , t ∈ [0, 1]), Φn = (Φnt , t ∈ [0, 1]), and En = (Ent , t ∈ [0, 1]) by the
respective equalities Q
n
t = Q
n
⌊nt⌋/n, S
n
t = S
n
⌊nt⌋/n, Φ
n
t = Φ
n
⌊nt⌋/n, and E
n
t = E
n
⌊nt⌋/n. By (2.8)
Φ
n
t =
∫ t
0 1(Q
n
s = 0) dΦ
n
s , so, by (2.5) the pair (Q
n
,Φ
n
) solves the Skorohod problem in R for
S
n
+ ǫn, consequently,
Q
n
= R(Sn + ǫn), (2.9)
Φ
n
= T (Sn + ǫn), (2.10)
where T (x)t = − infs∈[0,t] xs ∧ 0 for x = (xt, t ∈ R+) and ǫn = (ǫnt , t ∈ [0, 1]) is defined by
ǫnt =
ǫn⌊nt⌋
n
. (2.11)
Equation (2.3) yields the representation
E
n
t =
1
n
⌊nt⌋∑
i=1
Qni−1−1∑
j=1
ζnij, t ∈ [0, 1]. (2.12)
Equations (2.6), (2.9), (2.10), and (2.12) play a central part in establishing the main results of the
paper. In some more detail, the processes ǫn prove to be inconsequential and may be disregarded
(see Lemma 3.1), so (2.6), (2.12), and (2.9) enable us to obtain functional limit theorems for the
processes (S
n
, E
n
), which on making another use of (2.9) and (2.10) yield the asymptotics of the
connected components (we note that the latter step does not reduce to a mere application of the
continuous mapping principle). Before embarking on this programme, we state and discuss the
results.
We will say that a sequence Pn, n ∈ N, of probability measures on the Borel σ-algebra of a
metric space Υ (or a sequence of random elements Xn, n ∈ N, with values in Υ and distributions
Pn) obeys the large deviation principle (LDP) for scale kn, where kn →∞ as n→∞, with action
functional I : Υ→ [0,∞] if the sets {υ ∈ Υ : I(υ) ≤ a} are compact for all a ∈ R+,
lim sup
n→∞
1
kn
logPn(F ) ≤ − inf
υ∈F
I(υ) for all closed sets F ⊂ Υ
and
lim inf
n→∞
1
kn
logPn(G) ≥ − inf
υ∈G
I(υ) for all open sets G ⊂ Υ.
Let for u ∈ [0, 1], ρ ∈ R+, and c > 0
Kρ(u) = u log
ρu
1− e−ρu −
ρu2
2
, (2.13)
Lc(u) = (1− u) log(1− u) + (c− log c)u− cu
2
2
, (2.14)
where we adopt the conventions 0/0 = 1 and 0 · ∞ = 0. We also denote a ∨ b = max(a, b),
π(x) = x log x− x+ 1, x ∈ R+, and assume that π(∞) · 0 =∞.
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Let S denote the subset of RN+ of sequences u = (u1, u2, . . .) such that
∑∞
i=1 ui < ∞. Given
a convex function χ : R+ → R+ such that χ(0) = 0, χ(x) > 0 for x > 0, and χ(x)/x → 0 as
x → 0, we endow S with an Orlicz space topology that is generated by a Luxembourg metric
dχ(u,u
′) = inf{b ∈ R+ :
∑∞
i=1 χ(|ui − u′i|/b) ≤ 1}, where u = (u1, u2, . . .) and u′ = (u′1, u′2, . . .)
(cf., e.g., Krasnosel’skii and Rutickii (1961), Bennett and Sharpley (1988)). Let also S1 denote the
subspace of S of non-increasing sequences u = (u1, u2, . . .) with
∑∞
i=1 ui ≤ 1. It is endowed with
induced topology which is equivalent to the product topology.
Let (Un1 , U
n
2 , . . . , ) be the sequence of the sizes of the connected components of the random graph
G(n, cn/n) arranged in descending order appended with zeros to make it infinite, (Rn1 , Rn2 , . . .) be
the sequence of the corresponding numbers of the excess edges appended with zeros, and αn be
the number of the connected components of G(n, cn/n). We define Un = (Un1 /n,Un2 /n, . . .) and
R
n
= (Rn1/n,R
n
2/n, . . .), and consider (α
n/n, U
n
, R
n
) as a random element of [0, 1]×S1×S, which
is assumed to be equipped with product topology.
Theorem 2.1. Let cn → c > 0 as n → ∞. Then the sequence (αn/n, Un, Rn), n ∈ N, obeys
the LDP in [0, 1] × S1 × S for scale n with action functional Iα,U,Rc defined for a ∈ [0, 1], u =
(u1, u2, . . .) ∈ S1, and r = (r1, r2, . . .) ∈ S by
Iα,U,Rc (a,u, r) =
∞∑
i=1
sup
ρ∈R+
(
Kρ(ui) + ri log
ρ
c
)
+ Lc
(
(1− 2a) ∨
∞∑
i=1
ui
)
+
c
2
(
1− (1− 2a) ∨
∞∑
i=1
ui
)2
π
(
2
(
1− a− (1− 2a) ∨∑∞i=1 ui)
c
(
1− (1− 2a) ∨∑∞i=1 ui)2
)
if
∑∞
i=1 ui ≤ 1− a, and Iα,U,Rc (a,u, r) =∞ otherwise.
As a consequence, we obtain some marginal LDPs.
Corollary 2.1. Let cn → c > 0 as n → ∞. Then the sequences (Un, Rn), n ∈ N, and
(αn/n,U
n
), n ∈ N, obey the LDPs for scale n in the respective spaces S1 × S and [0, 1] × S1 with
respective action functionals IU,Rc and I
α,U
c defined for u = (u1, u2, . . .) ∈ S1, r = (r1, r2, . . .) ∈ S,
and a ∈ [0, 1] by
IU,Rc (u, r) =
∞∑
i=1
sup
ρ∈R+
(
Kρ(ui) + ri log
ρ
c
)
+ Lc
((
1− 1
c
)
∨
∞∑
i=1
ui
)
,
and
Iα,Uc (a,u) =
∞∑
i=1
Kc(ui) + Lc
(
(1− 2a) ∨
∞∑
i=1
ui
)
+
c
2
(
1− (1− 2a) ∨
∞∑
i=1
ui
)2
π
(
2
(
1− a− (1− 2a) ∨∑∞i=1 ui)
c
(
1− (1− 2a) ∨∑∞i=1 ui)2
)
if
∑∞
i=1 ui ≤ 1− a, and Iα,Uc (a,u) =∞ otherwise.
Corollary 2.2. Let cn → c > 0 as n → ∞. Then the sequences αn/n, n ∈ N, and Un/n, n ∈ N,
obey the LDPs in the respective spaces [0, 1] and S1 for scale n with the respective action functionals
Iαc (a) = inf
τ∈[(1−2a)+ ,1−a]
(
Kc(τ) + Lc(τ) +
c(1 − τ)2
2
π
(2(1 − a− τ)
c(1− τ)2
))
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and
IUc (u) =
∞∑
i=1
Kc(ui) + Lc
((
1− 1
c
)
∨
∞∑
i=1
ui
)
.
The next corollary clarifies the structure of the most probable configurations of the giant com-
ponents. Let, given δ > 0, m ∈ N, and ui ∈ (0, 1], i = 1, 2, . . . ,m with
∑m
i=1 ui ≤ 1, Anδ (u1, . . . , um)
denote the event that there exist m connected components of G(n, cn/n), whose respective sizes are
between n(ui − δ) and n(ui + δ) for i = 1, 2, . . . ,m. For ǫ > 0, we define event A˜nδ,ǫ(u1, . . . , um) as
follows. Let r∗i = cu
2
i /(1−exp(−cui))−cu2i /2−ui. If
∑m
i=1 ui ≥ 1−1/c, then A˜nδ,ǫ(u1, . . . , um) equals
the intersection of Anδ (u1, . . . , um), the event that the numbers of the excess edges of the m compo-
nents are within the respective intervals (n(r∗i −ǫ), n(r∗i +ǫ)), and the event that any other connected
component is of size less than nǫ. If
∑m
i=1 ui < 1−1/c, then A˜nδ,ǫ(u1, . . . , um) equals the intersection
of Anδ (u1, . . . , um), the event that there exists another connected component whose size is in the
interval (n(u∗− ǫ), n(u∗+ ǫ)), where u∗/(1−exp(−cu∗)) = 1−∑mi=1 ui, the event that the numbers
of the excess edges of thesem+1 components are within the respective intervals (n(r∗i −ǫ), n(r∗i +ǫ))
for i = 1, 2, . . . ,m and (n(r∗ − ǫ), n(r∗ + ǫ)), where r∗ = cu∗2/(1 − exp(−cu∗)) − cu∗2/2 − u∗, and
the event that any other connected component is of size less than nǫ.
Corollary 2.3. Let cn → c > 0 as n→∞. Then
lim
δ→0
lim sup
n→∞
1
n
logP
(
Anδ (u1, . . . , um)
)
= lim
δ→0
lim inf
n→∞
1
n
logP
(
Anδ (u1, . . . , um)
)
= lim
δ→0
ǫ→0
lim sup
n→∞
1
n
logP
(
A˜nδ,ǫ(u1, . . . , um)
)
= lim
δ→0
ǫ→0
lim inf
n→∞
1
n
logP
(
A˜nδ,ǫ(u1, . . . , um)
)
= −
( m∑
i=1
Kc(ui) + Lc
( m∑
i=1
ui
))
and
lim
δ→0
lim inf
n→∞ P
(
A˜nδ,ǫ(u1, . . . , um)|Anδ (u1, . . . , um)
)
= 1 .
Let βn denote the size of the largest connected component of G(n, cn/n) and γn denote the
number of its excess edges. We state results on the asymptotics of (αn/n, βn/n, γn/n).
Corollary 2.4. Let cn → c > 0 as n→∞. Then the following holds.
1. The sequence (αn/n, βn/n, γn/n), n ∈ N, obeys the LDP in [0, 1]2×R+ for scale n with action
functional defined by
Iα,β,γc (a, 0, 0) = Lc
(
(1− 2a)+)+ c
2
(1− (1− 2a)+)2 π
(2(1− a− (1− 2a)+)
c(1− (1− 2a)+)2
)
,
Iα,β,γc (a, u, r) = sup
ρ∈R+
(
Kρ(u) + r log
ρ
c
)
−Kc(u)
+ inf
τ∈[(1−2a)∨u,1−a]
(⌊τ
u
⌋
Kc(u) +Kc
(
τ − u
⌊τ
u
⌋)
+ Lc(τ) +
c
2
(1− τ)2 π
(2(1− a− τ)
c(1− τ)2
))
if u ∈ (0, 1 − a], and Iα,β,γc (a, u, r) =∞ otherwise.
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2. The sequence (βn/n, γn/n), n ∈ N, obeys the LDP in [0, 1] × R+ for scale n with action
functional Iβ,γc defined by I
β,γ
c (0, 0) = Lc((1 − 1/c)+), Iβ,γc (0, r) =∞ if r > 0,
Iβ,γc (u, r) = sup
ρ∈R+
(
Kρ(u) + r log
ρ
c
)
+
(⌊1
u
(
1− 1
c
)⌋
− 1
)
Kc(u) +Kc(uˆ ∧ u)
+ Lc
(⌊ 1
u
(
1− 1
c
)⌋
u+ uˆ ∧ u
)
if u ∈ (0, (1 − 1/c)+), where uˆ ∈ [0, 1] satisfies the equality uˆ/(1 − exp(−cuˆ)) = 1 − ⌊(1 −
1/c
)
/u⌋u, and by Iβ,γc (u, r) = supρ∈R+
(
Kρ(u) + r log(ρ/c)
)
+ Lc(u) if u ≥ (1− 1/c)+.
3. The sequence βn/n, n ∈ N, obeys the LDP in [0, 1] for scale n with action functional Iβc
defined as follows: Iβc (0) = Lc
(
(1− 1/c)+),
Iβc (u) =
⌊1
u
(
1− 1
c
)⌋
Kc(u) +Kc(uˆ ∧ u) + Lc
(⌊1
u
(
1− 1
c
)⌋
u+ uˆ ∧ u
)
if u ∈ (0, (1 − 1/c)+), and Iβc (u) = Kc(u) + Lc(u) if u ≥ (1− 1/c)+.
The next theorem considers normal deviations of (αn, βn, γn). We recall that β ∈ (0, 1) is
defined as the positive solution of the equation 1 − β = exp(−βc) if c > 1. For c ≤ 1 we define
β = 0. Let also α = 1− β − c(1 − β)2/2 and γ = (c− 1)β − cβ2/2.
Theorem 2.2. Let
√
n(cn − c)→ θ ∈ R as n→∞, where c > 0. Then the following holds.
1. The sequence
√
n(αn/n− α), n ∈ N, converges in distribution in R as n→∞ to a Gaussian
random variable α˜ with Eα˜ = −θ(1− β2)/2 and Var α˜ = β(1 − β) + c(1 − β)2/2.
2. If, in addition, c > 1, then the sequence (
√
n(αn/n−α), √n(βn/n−β), √n(γn/n−γ)), n ∈ N,
converges in distribution in R3 as n → ∞ to a Gaussian random variable (α˜, β˜, γ˜) with
Eβ˜ = θβ(1 − β)/(1 − c(1 − β)), Eγ˜ = θβ2/2, Var β˜ = β(1 − β)/(1 − c(1 − β))2, Var γ˜ =
β(1−β)+cβ(3β/2−1), Cov (α˜, β˜) = −β(1−β)/(1−c(1−β)), Cov (α˜, γ˜) = −β(1−β)(c−1),
and Cov (β˜, γ˜) = β(1− β)(c− 1)/(1− c(1− β)).
We now state a moderate deviation asymptotics result for (αn, βn, γn). We assume as given a
real-valued sequence bn, n ∈ N, such that bn → ∞ and bn/
√
n → 0 as n → ∞. Let yT denote the
transpose of y ∈ R3.
Theorem 2.3. Let (
√
n/bn)(cn − c)→ θˆ ∈ R as n→∞, where c > 0. Then the following holds.
1. The sequence (
√
n/bn)(α
n/n − α), n ∈ N, obeys the LDP in R for scale b2n with action func-
tional (x− µα)2/(2σ2α), x ∈ R, where µα = −θˆ(1− β2)/2 and σ2α = β(1− β) + c(1− β)2/2.
2. If, in addition, c > 1, then the sequence
(
(
√
n/bn)(α
n/n − α), (√n/bn)(βn/n −
β), (
√
n/bn)(γ
n/n − γ)), n ∈ N, obeys the LDP in R3 for scale b2n with action functional
(y − µ)TΣ−1(y − µ)/2, y ∈ R3, where µ = (µα, µβ, µγ)T and Σ =
( σ2α σαβ σαγ
σαβ σ
2
β σβγ
σαγ σβγ σ
2
γ
)
are
given by µβ = θˆβ(1 − β)/
(
1 − c(1 − β)), µγ = θˆβ2/2, σ2β = β(1 − β)/(1 − c(1 − β))2,
σ2γ = β(1− β) + cβ(3β/2− 1), σαβ = −β(1− β)/
(
1− c(1− β)), σαγ = −β(1− β)(c− 1), and
σβγ = β(1− β)(c− 1)/
(
1− c(1− β)).
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The list of results is concluded with the critical-graph case. We recall that excursions of a
non-negative function x = (xt, t ∈ R+) are defined as intervals [si, ti], where si < ti, such that
xsi = xti = 0 and xp > 0 for p ∈ (s, t), ti − si is called the excursion’s length; continuous functions
have at most countably many excursions. Let, given θ˜ ∈ R, process X˜ = (X˜t, t ∈ R+) be defined
as the Skorohod reflection of the process (Wt + θ˜t − t2/2, t ∈ R+), where W = (Wt, t ∈ R+) is a
Wiener process. In the next theorem, U˜ = (U˜1, U˜2, . . .) is the sequence of the excursion lengths of X˜
arranged in descending order and R˜ = (R˜1, R˜2, . . .) is the sequence of the increments of the process(
N∫ t
0 X˜s ds
, t ∈ R+
)
over these excursions, where (Nt, t ∈ R+) is a Poisson process (independent of
W ). Let S˘ denote the subspace of RN+ of non-increasing sequences u = (u1, u2, . . .) equipped with
induced topology. The sequence bn is defined as in Theorem 2.3.
Theorem 2.4. 1. Let n1/3(cn − 1) → θ˜ ∈ R as n → ∞. Then the sequences U˜n =
(Un1 /n
2/3, Un2 /n
2/3, . . .) and R˜n = (Rn1/n
2/3, Rn2/n
2/3, . . .) jointly converge in distribution in
S˘ × RN+ to the respective sequences U˜ = (U˜1, U˜2, . . .) and R˜ = (R˜1, R˜2, . . .). If, moreover,√
n(cn − 1) → θ ∈ R as n → ∞ (so θ˜ = 0), then the (U˜n, R˜n) are asymptotically indepen-
dent of
√
n(αn/n− 1/2) so that (√n(αn/n− 1/2), U˜n, R˜n) jointly converge in distribution in
R× S˘×RN+ to (α˜, U˜ , R˜), where (U˜ , R˜) correspond to θ˜ = 0, α˜ is independent of (U˜ , R˜) and is
Gaussian with Eα˜ = −θ/2 and Var α˜ = 1/2.
2. Let (n1/3/b
2/3
n )(cn − 1) → θ˘ ∈ R as n → ∞. Then the sequences U˘n =
(Un1 /(nbn)
2/3, Un2 /(nbn)
2/3, . . .) and R˘n = (Rn1/(nbn)
2/3, Rn2/(nbn)
2/3, . . .) jointly obey the
LDP in S˘× RN+ for scale b2n with action functional
I˘U,R
θ˘
(u, r) = − 1
24
∞∑
i=1
u3i +
1
6
( ∞∑
i=1
ui − θ˘
)3
∨ 0 + θ˘
3
6
+
1
24
∞∑
i=1
u3i π
(12 ri
u3i
)
if
∑∞
i=1 ui <∞ and ri = 0 when ui = 0, and I˘U,Rθ˘ (u, r) =∞ otherwise, where u = (u1, u2, . . .)
and r = (r1, r2, . . .). If, moreover, (
√
n/bn)(cn − 1) → θˆ as n → ∞ (so θ˘ = 0), then the(
(
√
n/bn)(α
n/n− 1/2), U˘n, R˘n) obey the LDP in R× S˘× RN+ with action functional
I˘α,U,Rθ (a,u, r) =
(
a+
θˆ
2
)2
+ I˘U,R0 (u, r).
Corollary 2.5. Let (n1/3/b
2/3
n )(cn − 1)→ θ˘ ∈ R as n→∞. Then the following holds.
1. The sequence U˘n, n ∈ N, obeys the LDP in S˘ for scale b2n with action functional
I˘U
θ˘
(u) = − 1
24
∞∑
i=1
u3i +
1
6
( ∞∑
i=1
ui − θ˘
)3
∨ 0 + θ˘
3
6
if
∑∞
i=1 ui <∞ and I˘Uθ˘ (u) =∞ otherwise.
2. The sequence βn/(nbn)
2/3, n ∈ N, obeys the LDP in R+ for scale b2n with action functional I˘βθ˘
given by I˘β
θ˘
(0) = θ˘3 ∨ 0/6,
I˘β
θ˘
(u) = −
⌊ θ˘
u
⌋u3
24
− 1
24
((
2
(
θ˘ −
⌊ θ˘
u
⌋
u
))
∧ u
)3
+
1
6
(⌊ θ˘
u
⌋
u+
(
2
(
θ˘−
⌊ θ˘
u
⌋
u
))
∧ u− θ˘
)3
+
θ˘3
6
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if u ∈ (0, θ˘+) and
I˘β
θ˘
(u) = −u
3
24
+
(u− θ˘)3
6
+
θ˘3
6
if u ≥ θ˘+.
We now comment on the results and relate them to earlier ones. Equation (2.4) in a slightly
different form appears in Barraez, Boucheron, and Fernandez de la Vega (2000). Considering the
sequences U
n
and R
n
has been prompted by the form of the results of Aldous (1997). Corollary 2.3
implies, in particular, that provided there exist m components asymptotically nui in size, where∑m
i=1 ui < 1− 1/c, then with probability close to 1 there exists another giant component. This can
be explained by noting that the number of vertices outside of the m components is asymptotically
equal to n(1−∑mi=1 ui), so the “effective” expected degree of an outside node is c(1−∑mi=1 ui) > 1,
which means there is enough potential for another giant component.
Part 3 of Corollary 2.4 is due to O’Connell (1998), who provides an alternative, elegant form of
the action functional for c > 1 and u > 0: Iβc (u) = kKc(u)+Lc(ku) for u ∈ [xk, xk−1], k ∈ N, where
x0 = 1 and the xk, k ∈ N, are the solutions of the equations xk/
(
1− exp(−cxk)
)
= 1− kxk. (Note
that the expression for the action functional in Theorem 3.1 of O’Connell (1998) has a misprint.)
O’Connell (1998) also noted that the action functional Iβc is not convex. The advantage of the
form of Iβc used in Corollary 2.4 is that it is suggestive of the structure of the most probable
configuration with the largest component asymptotically nu in size: if u ≥ 1 − 1/c, then the
component of size nu is the only giant component, while if u < 1−1/c, then there are ⌊(1−1/c)/u⌋
components, whose sizes are asymptotically nu, and one component asymptotically n(uˆ ∧ u) in
size. (A similar remark has been made by O’Connell (1998).) This conjecture is confirmed by
the proof of Corollary 2.4. In addition, the number of components in an optimal configuration is
asymptotically equal to n
(
1−u−c(1−u)2/2) if u ≥ 1−1/c and n(1− τˆ−c(1− τˆ)2/2) if u < 1−1/c,
where τˆ = ⌊(1 − 1/c)/u⌋u + uˆ ∧ u.
Corollary 2.5 leads to similar conclusions. The action functional I˘β
θ˘
(u) can be written for
θ˘ > 0 and u ∈ (0, 2θ˘] as I˘β
θ˘
(u) = −ku3/24 + (ku − θ˘)3/6 + θ˘3/6, where k ∈ N is such that
u ∈ [θ˘/(k + 1/2), θ˘/(k − 1/2)]. It is not convex for θ˘ > 0 either. Fig. 1 shows the action functional
for θ˘ = 2. (Note that the form of the curve is the same for all θ˘ > 0 since I˘β
xθ˘
(xu) = x3I˘β
θ˘
(u)
for x > 0.) Interestingly, the graph of I˘β
θ˘
is reminiscent of the one of Iβc given in O’Connell’s
paper (1998), which we reproduce in Fig. 2 for comparison’s sake. For θ˘ > 0, the most probable
configuration with the largest component asymptotically (nbn)
2/3u in size consists of only one
such component if u ≥ θ˘ and has ⌊θ˘/u⌋ components asymptotically (nbn)2/3u in size along with
one component asymptotically (nbn)
2/3
(
(2(θ˘ − ⌊θ˘/u⌋u)) ∧ u) in size if u < θ˘. Since the action
functional I˘β
θ˘
(u) equals zero at the only point u = 2θ˘+, the βn/(nbn)
2/3 converge in probability to
2θ˘+ as n → ∞, which is consistent with the asymptotics β/(c − 1) → 2 as c ↓ 1. There is also an
analogue for the critical graph of Corollary 2.3 on the most probable “conditional” configurations.
In particular, given there exists a component asymptotically (nbn)
2/3u in size, with probability
tending to 1 it has asymptotically (nbn)
2/3u3/12 excess edges, and if u < θ˘ also with probability
tending to 1 there exists another component asymptotically (nbn)
2/32(θ˘ − u) in size.
The first assertion of part 1 of Theorem 2.4 is due to Aldous (1997), who establishes the con-
vergence of the sizes of the connected components for the stronger ℓ2 topology. Our proof uses
similar ideas. Part 2 of Theorem 2.4 can also be expressed as a statement on a certain type of
convergence of excursions. Let idempotent process X˘ = (X˘t, t ∈ R+) be defined as the reflection
of the idempotent process (W˘t + θ˘t − t2/2, t ∈ R+), where W˘ = (W˘t, t ∈ R+) is an idempotent
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Figure 1: Moderate deviations of the size of the largest component of the critical graph (θ˘ = 2)
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Figure 2: Large deviations of the size of the largest component of G(n, 3/n) (O’Connell (1998))
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Wiener process, and let (N˘t, t ∈ R+) be an idempotent Poisson process independent of W˘ (for
the notions of idempotent probability the reader is referred either to Puhalskii (2001) or the ap-
pendix). Let (U˘1, U˘2, . . .) be the sequence of the excursion lengths of X˘ arranged in descending
order and (R˘1, R˘2, . . .) be the sequence of the increments of
(
N˘∫ t
0 X˘p dp
, t ∈ R+
)
over these ex-
cursions. Then the sequences (Un1 /(nbn)
2/3, Un2 /(nbn)
2/3, . . .) and (Rn1/(nbn)
2/3, Rn2/(nbn)
2/3, . . .)
jointly large deviation converge in distribution in S˘ × RN+ at rate b2n to the respective sequences
(U˘1, U˘2, . . .) and (R˘1, R˘2, . . .) as n →∞. (The definition of large deviation convergence is recalled
in Section 3.) Thus, the actual assertion combines statements on large deviation convergence and
on the idempotent distribution of the limit. The LDP for (U
n
, R
n
) of Corollary 2.1 admits a similar
reformulation.
Part 1 of Theorem 2.2 for the case where cn = c and accordingly θ = 0 is due to Stepanov
(1970a; 1972). Part 2 of Theorem 2.2 complements the results of Stepanov (1970a; 1972) (see
also Pittel (1990), Barraez, Boucheron, and Fernandez de la Vega (2000)) by allowing for θ 6= 0,
incorporating γn and indicating the covariance of α˜ and β˜. As to be expected, the latter two
random variables are negatively correlated. Parts 1 and 2 of Theorem 2.3, equivalently, state
that the (
√
n/bn)(α
n/n − α) and ((√n/bn)(αn/n − α), (√n/bn)(βn/n − β), (√n/bn)(γn/n − γ))
large deviation converge at rate b2n as n → ∞ to Gaussian idempotent variables with respective
parameters (µα, σ
2
α) and (µ,Σ). This formulation not only emphasises analogy with Theorem 2.2
but is instrumental in the proof below.
We now consider implications of the LDP for αn/n of Corollary 2.2, which provide some revealing
insights. The derivative with respect to τ of the function in the infimum on the right of the
expression for Iαc equals
2
(
1− a
1− τ
)
− cτ
ecτ − 1 − log
(
2
(
1− a
1− τ
))
+ log
cτ
ecτ − 1 .
Since τ ≥ 1− 2a, the derivative is non-negative if and only if a ≥ (1− τ)(1− cτ/(2(ecτ − 1))). The
function on the right of the latter inequality, as a function of τ ∈ [0, 1], is concave, is decreasing if
c ≤ 2, and is first increasing and then decreasing if c > 2. Let a∗ ∈ [1/2, 1] denote the maximum of
this function on [0, 1]. For a ∈ [0, a∗] the equation
a = (1− τ)
(
1− 1
2
cτ
ecτ − 1
)
(2.15)
has one root if either a < 1/2 or a = a∗ and has two roots otherwise. Let τ∗(a) ∈ [0, 1], where
a ∈ [0, a∗], denote the greatest root of (2.15). Then the infimum on the right of the expression
for Iαc is attained at τ = τ
∗(a) if a ∈ [0, 1/2], at τ = 0 if a ∈ [a∗, 1], and either at τ = τ∗(a)
or τ = 0 if a ∈ (1/2, a∗). Accordingly, the optimal configuration has either one giant component
asymptotically nτ∗(a) in size or no giant components. We can therefore write
Iαc (a) = Kc(τ
∗(a)) + Lc(τ∗(a)) +
c(1− τ∗(a))2
2
π
(2(1− a− τ∗(a))
c(1− τ∗(a))2
)
(2.16)
if a ∈ [0, 1/2],
Iαc (a) =
(
c
2
π
(2(1− a)
c
))
∧
(
Kc(τ
∗(a))+Lc(τ∗(a))+
c(1 − τ∗(a))2
2
π
(2(1− a− τ∗(a))
c(1− τ∗(a))2
))
(2.17)
if a ∈ (1/2, a∗), and
Iαc (a) =
c
2
π
(2(1− a)
c
)
(2.18)
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if a ∈ [a∗, 1]. If c ≤ 2, the action functional is in fact given by (2.16) and (2.18) since a∗ = 1/2.
It is seen to be convex and differentiable in a. If c > 2, then a∗ > 1/2, the difference between
the first and the second functions in the minimum on the right of (2.17) is positive for a = 1/2, is
decreasing in a for a > 1/2, and there exists a unique aˆ ∈ (1/2, a∗) where these two functions are
equal. Thus, for c > 2
Iαc (a) =


Kc(τ
∗(a)) + Lc(τ∗(a)) +
c(1− τ∗(a))2
2
π
(2(1− a− τ∗(a))
c(1 − τ∗(a))2
)
if a ∈ [0, aˆ],
c
2
π
(2(1 − a)
c
)
if a ∈ [aˆ, 1].
For c > 2 the function Iαc (a) is strictly convex to the right of aˆ and is strictly concave in a
neighbourhood to its left. As a matter of fact, there exists a˜ ∈ (0, 1/2) such that Iαc (a) is strictly
convex for a < a˜ (and a > aˆ), and is strictly concave for a˜ < a < aˆ. The value of a˜ is given by
(2.15) for τ = τ˜ , where τ˜ solves the equation exp(−cτ)− 1+ cτ = cτ2. In addition, a˜ ↓ 0 and aˆ ↑ 1
as c → ∞ (in fact, a˜ < 2/c for c > 2), so the concavity region grows as c does. Fig. 3 shows the
action functionals for various values of c and Fig. 4 shows the regions of convexity and concavity
for Iαc .
Another distinguishing feature of point aˆ is that at it the left derivative of Iαc (a) is greater than
the right one, Iαc (a) being differentiable in a elsewhere. It is, moreover, a point of phase transition:
for a < aˆ the most probable configuration has one giant component asymptotically nτ∗(a) in size
while for a > aˆ it is optimal to have no giant components. Hence, for c > 2 we have the following
structure of the random graph with a given number of components of order na: for small values
of a, with probability close to 1 there is one giant component asymptotically nτ∗(a) in size and
many (actually asymptotically na) small components of sizes not greater than of order o(n) (it can
be conjectured their sizes are of order log n or less); as a increases, more small components split
off from the giant component and the size of the giant component decreases gradually; however, at
a = aˆ the giant component breaks up in that its size drastically reduces from being of order nτ∗(aˆ)
to being of order o(n), and for a > aˆ only small components remain which disintegrate further as
a increases. If c ≤ 2, then as a increases the giant component, which is asymptotically nτ∗(a) in
size, gradually decreases in size and disappears at a = 1/2, so no drastic changes occur. We thus
shed new light on the observation by Stepanov (1970b) (see also Bolloba´s, Grimmett, and Janson
(1996)) of c = 2 being a critical point.
There is another connection between our results and those of Stepanov (1970b) as well as of
Bolloba´s, Grimmett, and Janson (1996), to which we alluded in the introduction. The above
observation has been made by Stepanov (1970b) on the basis of the asymptotics
lim
n→∞
1
n
logEeλα
n
= Sc(λ), λ ∈ R, (2.19)
where
Sc(λ) = sup
τ∈[(1−eλ/c)+,1]
(
λ(1− τ) + c
2
(1− τ)2e−λ − (1− τ) log(1− τ)
− c
2
(1− τ2)− τ log τ + τ log(1− e−cτ )
)
, (2.20)
and a subsequent analysis of the function Sc(λ). We are able to reproduce (2.19) by using the
LDP for αn/n and Varadhan’s lemma, see, e.g., Dembo and Zeitouni (1998). Moreover, since Iαc
is strictly convex for c ≤ 2, it is possible to derive the LDP for αn/n of Corollary 2.2 from limit
(2.19) via Ga¨rtner’s theorem, see Ga¨rtner (1977) or Freidlin and Wentzell (1998), so that Ic(α)
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is given by the Legendre-Fenchel transform of Sc(λ). This has been done actually by Bolloba´s,
Grimmett, and Janson (1996), who obtain asymptotics (2.19) independently of Stepanov (1970b)
and, in effect, provide a solution to the optimisation problem (2.20), though they do not find the
form of Iαc in Corollary 2.2. However, for c > 2 Ga¨rtner’s theorem is not applicable because of “the
onset of concavity” described above. The Legendre-Fenchel transform of Sc(λ), being the convex
hull of Ic(α), no longer coincides with Ic(α), which causes Bolloba´s, Grimmett, and Janson’s (1996)
stopping short of obtaining the above LDP.
3 Technical preliminaries
In this section we collect pieces of terminology and notation used throughout the paper, recall some
results on weak convergence and large deviation asymptotics pertinent to the developments below,
and provide a number of auxiliary lemmas.
We denote by DC([a, b],R
d), where d ∈ N, the space of right-continuous with left-hand limits
R
d-valued functions on an interval [a, b] equipped with uniform metric and Borel σ-algebra. Space
D(R+,R
d) is defined as the space of Rd-valued right-continuous with left-hand limits functions on
R+ equipped with the Skorohod topology and Borel σ-algebra. Spaces C([0, 1],R
d) and C(R+,R
d)
are the subspaces of the respective spaces DC([0, 1],R
d) and D(R+,R
d) consisting of continuous
functions with induced topologies. Elements of these spaces are mostly denoted by boldface lower-
case Roman letters, e.g., x = (xt, t ∈ [a, b]); xt− denotes the left-hand limit at t; x˙t denotes the
Radon-Nykodim derivative at t with respect to Lebesgue measure of an absolutely continuous x.
We denote by p1 the projection (xt, t ∈ R+) → (xt, t ∈ [0, 1]) from D(R+,Rd) to DC([0, 1],Rd)
and note that it is continuous at x ∈ C(R+,Rd). Maps R and T from D(R+,R) to D(R+,R) are
defined by R(x)t = xt− infs∈[0,t] xs ∧ 0 and T (x)t = − infs∈[0,t] xs ∧ 0. If x0 ≥ 0, then the functions
y = R(x) and φ = T (x) can be equivalently defined as a solution to a Skorohod problem in that
y = x + φ, yt ≥ 0, φ is non-decreasing with φ0 = 0 and φt =
∫ t
0 1(ys = 0) dφs, t ∈ R+. Unless
specified otherwise, “almost everywhere (a.e.)” refers to Lebesgue measure and product topological
spaces are equipped with product topologies; besides, inf∅ is understood as ∞ and B(R) denotes
the Borel σ-algebra on R.
We assume that all the random objects we consider are defined on a complete probability space
(Ω,F ,P), the expectation of a random variable ξ is denoted as Eξ. For a sequence of Rd-valued
random variables ξn, n ∈ N, and a sequence of real numbers kn → ∞ we write ξn P
1/kn→ 0 and say
that the ξn tend to zero super-exponentially in probability at rate kn if limn→∞P(|ξn| > ǫ)1/kn = 0
for arbitrary ǫ > 0. We also let
P→ denote convergence in probability, d→ denote convergence
in distribution in the associated metric space, and
ld−→
kn
denote large deviation (LD) convergence
in distribution at rate kn. To recall the definition of the latter (see, e.g., Puhalskii (2001)), we
say that a [0, 1]-valued function Π defined on the power set of a metric space Υ is a deviability
on Υ if Π(Γ) = supυ∈Γ exp(−I(υ)), Γ ⊂ Υ, where I is an action functional on Υ, i.e., a [0,∞]-
valued function on Υ such that the sets {υ ∈ Υ : I(υ) ≤ a} are compact for a ∈ R+. We say that a
sequence Pn, n ∈ N, of probability measures on the Borel σ-algebra of Υ LD converges at rate kn to
a deviability Π on Υ if limn→∞
(∫
Υ f(υ)
kn dPn(υ)
)1/kn = supυ∈Υ f(υ)Π({υ}) for every continuous
bounded R+-valued function f on Υ. Equivalently, the sequence Pn, n ∈ N, LD converges at rate
kn to Π if it obeys the LDP with action functional I for scale kn. We recall that if the sequence
Pn is exponentially tight of order kn, i.e., for every ǫ > 0 there exists a compact K ⊂ Υ such that
lim supn→∞Pn(Υ \ K)1/kn < ǫ, then it is LD relatively sequentially compact, i.e., there exists a
subsequence Pn′ that LD converges at rate kn′ to a deviability Π
′; every such deviability is called
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an LD accumulation point of the Pn. We also say that a sequence of random variables Xn, n ∈ N,
with values in Υ LD converges in distribution at rate kn to a Luzin idempotent variable X with
values in Υ if the sequence of laws of the Xn LD converges at rate kn to the idempotent distribution
of X.
Let Hn = (Hnt , t ∈ R+), n ∈ N, be a sequence of Rd-valued stochastic processes having right-
continuous with left-hand limits paths. The sequence Hn is said to be C-tight if the sequence of
the distributions of the Hn on D(R+,R
d) is tight for weak convergence of probability measures on
D(R+,R
d) with its every accumulation point being the law of a continuous process. The following
limits provide necessary and sufficient conditions for C-tightness:
lim
B→∞
lim sup
n→∞
P
(|Hn0 | > B) = 0, lim
δ→0
lim sup
n→∞
P
(
sup
s,t∈[0,T ]:
|s−t|≤δ
|Hnt −Hns | > ǫ
)
= 0, T ∈ R+, ǫ > 0.
The sequence Hn is said to be C-exponentially tight of order kn if the sequence of the distributions
of the Hn is exponentially tight of order kn as a sequence of probability measures on D(R+,R
d)
and its every LD accumulation point Π is such that Π(x) = 0 for every x ∈ D(R+,Rd)\C(R+,Rd).
The sequence of laws of the Hn is C-exponentially tight of order kn if and only if
lim
B→∞
lim sup
n→∞
P
(|Hn0 | > B)1/kn = 0, lim
δ→0
lim sup
n→∞
P
(
sup
s,t∈[0,T ]:
|s−t|≤δ
|Hnt −Hns | > ǫ
)1/kn = 0, T ∈ R+, ǫ > 0.
We denote by ξnij and ζ
n
ij, where i ∈ N, j ∈ N, n ∈ N, i.i.d. Bernoulli random variables on
(Ω,F ,P) with P(ξnij = 1) = cn/n and define Fnt , t ∈ R+, as the σ-algebras generated by the ξnij
and ζnij for i = 1, 2, . . . , ⌊n(t ∧ 1)⌋, j ∈ N, completed with sets of P-measure zero, and introduce
filtrations Fn = (Fnt , t ∈ R+).
Lemma 3.1. Let cn → c > 0 as n →∞. Let bn → ∞ and bn/
√
n → 0 as n → ∞. The following
convergences hold as n→∞:
sup
t∈[0,1]
|ǫnt | P
1/n→ 0, sup
t∈[0,1]
√
n
bn
|ǫnt | P
1/b2n→ 0, sup
t∈[0,1]
√
n|ǫnt | P→ 0,
and
sup
t∈R+
|ǫn⌊n2/3t⌋∧n|
n1/3
P→ 0, sup
t∈R+
|ǫn⌊(nbn)2/3t⌋∧n|
n1/3b
4/3
n
P1/b
2
n→ 0 .
Proof. We prove the convergences on the first line. By (2.7) and (2.11)
sup
t∈[0,1]
|ǫnt | ≤
1
n
+
1
n
n∑
k=1
ξnk,n−k+1. (3.1)
The right-most convergence follows since Eξnk,n−k+1 = cn/n. Next, by (3.1) and the exponential
Markov inequality for δ > 0 and λ > 0
P
(
sup
t∈[0,1]
|ǫnt | > δ
)1/n ≤ eλ/nEeλξn1,1e−λδ → e−λδ as n→∞.
The left-most convergence in the statement of the theorem follows since λ is arbitrary. Finally,
P
(
sup
t∈[0,1]
√
n
bn
|ǫnt | > δ
)1/b2n ≤ e1/b2n(Eeξn1,1)n/b2ne−δ√n/bn → 0 as n→∞,
proving the convergence in the middle.
The convergences on the second line are proved similarly.
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In the next three lemmas we assume that c > 0.
Lemma 3.2. 1. The function Kρ(u), u ∈ [0, 1], ρ ∈ R+, equals 0 when either u = 0 or ρ = 0, is
strictly decreasing, strictly concave and strictly subadditive in each of the variables u and ρ when the
other variable is positive. The function Lc(u), u ∈ [0, 1], equals 0 at u = 0 and is strictly increasing
in u.
2. If u ∈ [(1−1/c)+, 1], then the function Kc(x)+Lc(u+x) as a function of x is strictly increasing
for x ∈ [0, 1 − u]. If c > 1 and u ∈ [0, 1 − 1/c), then Kc(x) + Lc(u + x) is strictly increasing for
x ∈ [0, u˜], is strictly decreasing for x ∈ [u˜, u∗], and is strictly increasing for x ∈ [u∗, 1 − u], where
u˜ ∈ [0, 1 − 1/c− u] is the solution of the equation
x
1− e−cx + x = 1− u
and u∗ ∈ (1− 1/c − u, β − u] is the solution of the equation
x
1− e−cx = 1− u.
The values of the function at x = u∗ and x = 0 coincide: Kc(u∗) + Lc(u+ u∗) = Lc(u).
Proof. Part 1 follows from the definitions. Part 2 follows by the equality
∂
∂x
(
Kc(x) + Lc(u+ x)
)
=
(
c(1− u− x)− log(c(1 − u− x)))− ( cx
1− e−cx − log
cx
1− e−cx
)
and the fact that the function x− log x is decreasing for x ∈ (0, 1) and is increasing for x > 1.
Let 0 ≤ s < t ≤ 1 and Λs,t denote the set of absolutely continuous real-valued functions
x = (xp, p ∈ [s, t]) with x˙p ≥ −1 a.e. and 1− p− xp ≥ 0 on [s, t]. We denote for x ∈ Λs,t
ISs,t(x) =
t∫
s
π
( x˙p + 1
c(1− p− xp)
)
c(1− p− xp) dp .
Let also for 0 < s˘ < t˘, absolutely continuous real-valued x = (xp, p ∈ [s˘, t˘]), and θ˘ ∈ R
I˘S
s˘,t˘
(x) =
1
2
t˘∫
s˘
(x˙p + p− θ˘)2 dp.
Lemma 3.3. 1. Given w ∈ (0, (t − s)2/2), the infimum of ISs,t(x) over x ∈ Λs,t such that
xs = xt = 0 and
∫ t
s xp dp = w is attained at
x˜p(s, t) = s− p+ t− s
1− e−ρ˜(t−s)
(
1− e−ρ˜(p−s)), p ∈ [s, t] ,
where ρ˜ ∈ R+ satisfies the equality ∂Kρ(t− s)/∂ρ = −w, i.e.,
ρ˜(t− s)
1− e−ρ˜(t−s) = 1 +
wρ˜
t− s +
1
2
ρ˜(t− s).
The value of the infimum equals Kρ˜(t− s) + (ρ˜− c)w+Lc(t)−Lc(s) = supρ∈R+
(
Kρ(t− s) +
(ρ− c)w) + Lc(t)− Lc(s).
If w = 0, then the infimum is attained at x˜p(s, t) = 0, p ∈ [s, t], and is equal to Lc(t)−Lc(s).
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2. Given w˘ ∈ R+, the infimum of I˘Ss˘,t˘(x) over absolutely continuous real-valued functions x =
(xp, p ∈ [s˘, t˘]) such that xs = xt = 0 and
∫ t˘
s˘ xp dp = w˘ is attained at
x˘p(s˘, t˘) = 6w˘
(p− s˘)(t˘− p)
(t˘− s˘)3 , p ∈ [s˘, t˘] ,
and equals
6w˘2
(t˘− s˘)3 − w˘ +
(t˘− θ˘)3 − (s˘− θ˘)3
6
.
Proof. Let C denote the closed convex subset of the Banach space of real-valued Lebesgue mea-
surable functions h = (hp, p ∈ [s, t]) with norm ‖h‖ =
∫ t
s |hp| dp specified by the conditions hp ≥ 0
a.e.,
∫ t
s hp dp = t− s, and
∫ t
s
∫ p
s hq dq dp = w + (t − s)2/2. We define a [0,∞]-valued functional F
on C by
F (h) =
t∫
s
π
( hp
c
(
1− s− ∫ ps hq dq)
)
c
(
1− s−
p∫
s
hq dq
)
dp.
On noting that for h ∈ C
F (h) =
t∫
s
(
hp log
hp
c
+ c(1− s−
p∫
s
hq dq)
)
dp+ (1− t) log(1− t)− (1− s) log(1− s)
=
t∫
s
hp log hp dp+(t−s)
(
c(1−s)− log c)−c(w+ (t− s)2
2
)
+(1− t) log(1− t)− (1−s) log(1−s),
we see that F is strictly convex on C. Therefore, the infimum of F on C is attained at a stationary
point if the latter exists. The method of Lagrange multipliers shows that h˜p =
(
ρ˜(t − s)/(1 −
e−ρ˜(t−s))
)
e−ρ˜(p−s) is such a point. The assertion of part 1 of the lemma follows.
For part 2 we apply the classical method of solving the isoperimetric problem, see, e.g., Alekseev,
Tikhomirov and Fomin (1987).
Lemma 3.4. 1. Let a ∈ [0, 1] and τ ∈ [0, 1]. Then the infimum of
1∫
0
π
( 1− φ˙t
c(1− t)
)
c(1 − t) dt
over absolutely continuous non-decreasing functions φ = (φt, t ∈ [0, 1]) such that φ0 = 0,
φ1 = a, φ˙t ≤ 1 a.e., and the Lebesgue measure of the set where φ˙t = 0 is at least τ , equals
Lc((1 − 2a) ∨ τ) + c
2
(1− (1− 2a) ∨ τ)2 π
(2(1 − a− (1− 2a) ∨ τ)
c(1 − (1− 2a) ∨ τ)2
)
.
2. Let τ˘ ∈ R+ and θ˘ ∈ R. Then the infimum of
∫∞
0 (−φ˙t− θ˘+ t)2 dt/2 over absolutely continuous
non-decreasing functions φ = (φt, t ∈ R+) such that φ0 = 0 and the Lebesgue measure of the
set where φ˙t = 0 is at least τ˘ , equals
(
(τ˘ − θ˘)3 ∨ 0 + θ˘3)/6.
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Proof. We prove part 1. The optimising integral can be written for a suitable function g as
1∫
0
(
c(1 − t)− log(c(1 − t))) dt+
1∫
0
g(φ˙t) dt+
1∫
0
φ˙t log(1− t) dt.
Let φ˙∗ denote the increasing rearrangement of φ˙ defined by φ˙∗t = sup{λ ∈ R+ : µφ(λ) ≤ t}, where
µφ(λ) is the Lebesgue measure of those t ∈ [0, 1] for which φ˙t ≤ λ. Since the function log(1 − t)
is decreasing, by a Hardy–Littlewood inequality, see Bennett and Sharpley (1988) or DeVore and
Lorentz (1993),
∫ 1
0 φ˙t log(1 − t) dt ≥
∫ 1
0 φ˙
∗
t log(1 − t) dt. Also
∫ 1
0 g(φ˙t) dt =
∫ 1
0 g(φ˙
∗
t ) dt. Therefore,
the function φ˙ can be assumed non-decreasing, so φ˙t = 0 for t ∈ [0, τ ] and by the definition of Lc
1∫
0
π
( 1− φ˙t
c(1 − t)
)
c(1− t) dt = Lc(τ) + I(φ, τ), (3.2)
where
I(φ, τ) =
1∫
τ
π
( 1− φ˙t
c(1− t)
)
c(1 − t) dt . (3.3)
We now minimise I(φ, τ) on the set Ξ(τ) of absolutely continuous functions φ with φτ = 0, φ1 = a,
φ˙t ∈ [0, 1] a.e., and φ˙t non-decreasing. Convexity considerations provide us with the lower bound
I(φ, τ) ≥ c(1− τ)
2
2
π
(
2(1− τ − a)
c(1− τ)2
)
, (3.4)
which is attained at
˙˜φt = 1− 2(1 − τ − a)
(1− τ)2 (1− t), t ∈ [τ, 1].
If τ ≥ 1 − 2a, this function belongs to Ξ(τ) and delivers the infimum to I(φ, τ) on Ξ(τ) implying
the required.
However, if τ < 1−2a (hence, 2a < 1), then φ˜t is negative for t ∈ (τ, 2−(1−τ)2/(1−τ −a)−τ).
We prove that for those τ the infimum of I(φ, τ) over φ ∈ Ξ(τ) is attained at φˆ defined by ˙ˆφt = 0
when t ∈ [τ, 1−2a] and ˙ˆφt = 1− (1− t)/(2a) when t ∈ [1−2a, 1]. Let us consider φ˙ = (φ˙t, t ∈ [τ, 1])
for φ ∈ Ξ(τ) as an element of the Banach space of Lebesgue measurable functions h = (ht, t ∈ [τ, 1])
with norm ess sup t∈[τ,1]|ht|. Let functional F on the subset of functions with 0 ≤ ht ≤ 1 a.e. be
defined by F (h) =
∫ 1
τ π
(
(1− ht)/(c(1− t))
)
c(1− t) dt. It is convex and has a Gaˆteau derivative at
˙ˆ
φ given by 〈F ′( ˙ˆφ), h〉 = − ∫ 1τ log((1− ˙ˆφt)/(c(1 − t)))ht dt. Therefore, for φ ∈ Ξ(τ)
〈F ′( ˙ˆφ), φ˙− ˙ˆφ〉 =
1−2a∫
τ
log(c(1− t))φ˙t dt+ log(2ac)
1∫
1−2a
(φ˙t − ˙ˆφt) dt
≥ log(2ac)
1−2a∫
τ
φ˙t dt+ log(2ac)
1∫
1−2a
(φ˙t − ˙ˆφt) dt = 0,
implying (see, e.g., Ekeland and Temam (1976)) that I(φˆ, τ) ≤ I(φ, τ) for φ ∈ Ξ(τ) as claimed.
The definition of φˆ and (3.3) yield I(φˆ, τ) = Lc(1 − 2a) − Lc(τ) + 2a2c π
(
1/(2ac)
)
, which in view
of (3.2) implies the assertion of the lemma for the case τ < 1− 2a.
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The proof of part 2 is similar, the infimum being attained at φ˘ with
˙˘
φt = 0 for t ∈ [0, τ ∨ θ˘] and
˙˘
φt = t− θ˘ for t > τ ∨ θ˘.
Lemma 3.5. Subsets K of RN+ of sequences u = (u1, u2, . . .) such that supu∈K
∑∞
i=1 ui < ∞ and
limi→∞ supu∈K ui = 0 are compact subsets of S.
Proof. It suffices to check sequential compactness. Let un, n ∈ N, be a sequence of elements of K.
The sequence un, n ∈ N, being compact for the product topology, let u˜ = (u˜1, u˜2, . . .) denote an
accumulation point. Passing if necessary to a subsequence, we may assume that uni → u˜i as n→∞
for i ∈ N. We have that u˜ ∈ K. Let B = supu∈K
∑∞
i=1 ui. Given ǫ > 0, let δ > 0 be such that
χ(x) ≤ ǫx/(2B) for x ∈ [0, δ] (we use that χ(x)/x → 0 as x → 0), let k be such that ui ≤ δǫ for
i ≥ k and u ∈ K, and let n0 be such that |uni − u˜i| ≤ δǫ for i = 1, 2, . . . , k and n ≥ n0. We then
have that for n ≥ n0 ∞∑
i=1
χ
( |uni − u˜i|
ǫ
)
≤ 1
2B
∞∑
i=1
|uni − u˜i| ≤ 1,
proving by ǫ being arbitrary that dχ(u
n, u˜)→ 0 as n→∞.
4 Large deviation asymptotics for the basic processes
The main results of this section are LDPs for the stochastic processes S
n
and E
n
. We also give
without proofs LDPs for the Φ
n
and Q
n
, which are not used further. All these processes are
well-defined random elements of DC([0, 1],R). For the notions and facts of idempotent probability
theory used extensively in the below argument, the reader is referred to the appendix (or Puhalskii
(2001)).
Theorem 4.1. Let cn → c > 0 as n → ∞. Then the processes Sn obey the LDP for scale n in
DC([0, 1],R) with action functional I
S given by
IS(x) =
1∫
0
π
( x˙t + 1
c(1− t−R(x)t)
)
c
(
1− t−R(x)t
)
dt
for absolutely continuous x = (xt, t ∈ [0, 1]) with x0 = 0, x˙t ≥ −1 a.e., and R(x)t ≤ 1 − t for
t ∈ [0, 1], and IS(x) =∞ for other x.
Proof. Let An = (Ant , t ∈ [0, 1]) be defined by
Ant =
1
n
⌊nt⌋∑
k=1
n−Qnk−1−(k−1)∑
j=1
ξnkj. (4.1)
We note that by (2.6) and the definition of S
n
t
S
n
t = A
n
t −
⌊nt⌋
n
, t ∈ [0, 1], (4.2)
so an LDP for the S
n
would follow from an LDP for the An. Let e = (t, t ∈ R+). We prove that
the An as elements of DC([0, 1],R) obey the LDP for scale n with action functional
IA(x) =
1∫
0
π
( x˙t
c(1 − t−R(x− e)t)
)
c
(
1− t−R(x− e)t
)
dt
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if x is absolutely continuous, x0 = 0, x˙t ≥ 0 a.e., and R(x−e)t ≤ 1−t for t ∈ [0, 1], and IA(x) =∞
otherwise.
Let us extend the time-domain of the processes An to R+ by letting A
n
t = A
n
1 for t ≥ 1.
We show that the extended An satisfy the hypotheses of Theorem 5.1.5 in Puhalskii (2001). By
(4.1) An is a totally discontinuous Fn-adapted semimartingale with predictable measure of jumps(
νn([0, t],Γ), t ∈ R+, Γ ∈ B(R)
)
given by
νn([0, t],Γ) =
⌊n(t∧1)⌋−1∑
k=0
Fn
(
1−Qnk/n −
k
n
,Γ \ {0}
)
, Γ ∈ B(R),
where
Fn(s,Γ′) = P
( 1
n
⌊ns⌋∑
j=1
ξn1j ∈ Γ′
)
, s ∈ R+, Γ′ ∈ B(R). (4.3)
Since the jumps of An are bounded from above by 1, An satisfies the Crame´r condition, so its
stochastic (or Dole´ans-Dade) exponential is well defined and has the form
Ent (λ) =
⌊n(t∧1)⌋∏
k=1
(
1 +
∫
R
(
eλx − 1) νn({k
n
}
, dx
))
=
⌊n(t∧1)⌋−1∏
k=0
∫
R
eλx Fn
(
1−Qnk/n −
k
n
, dx
)
, (4.4)
where λ ∈ R. By (2.9) and (4.2)
Q
n
= R(An − en + ǫn), (4.5)
where en = (⌊nt⌋/n, t ∈ R+). Hence, recalling that the ξni are Bernoulli and equal 1 with probability
cn/n, we have by (4.3) and (4.4)
1
n
log Ent (nλ) = n log
(
1 + (eλ − 1)cn
n
) ⌊n(t∧1)⌋/n∫
0
(
1−R(An − en + ǫn)s − ⌊ns⌋
n
)
ds. (4.6)
Let us note that by the fact that Qnk + k ≤ n and (2.9)
1−R(An − en − ǫn)s − ⌊ns⌋
n
≥ 0 for s ∈ [0, 1]. (4.7)
Thus, denoting for x ∈ D(R+,R)
Gt(λ,x) = c(e
λ − 1)
t∧1∫
0
(1−R(x− e)s − s) ds, (4.8)
we conclude by (4.6), (4.7), the convergence cn → c, Lipshitz continuity of the reflection mapping
on DC([0, 1],R+), and Lemma 3.1 that for arbitrary T > 0
sup
t∈[0,T ]
| 1
n
log Ent (nλ)−Gt(λ,An)| P
1/n→ 0 as n→∞.
Since Gt(λ,x) satisfies the uniform continuity and majoration conditions of Theorem 5.1.5 of Puhal-
skii (2001), by the theorem the sequence of laws of the An on D(R+,R) is C-exponentially tight
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(of order n), and its every large deviation accumulation point solves the maxingale problem (0, G)
with G =
(
Gt(λ,x), t ∈ R+, λ ∈ R,x ∈ D(R+,R)
)
. Let deviability ΠA on D(R+,R) be a solution
of (0, G). We note that ΠA
(
D(R+,R) \ C(R+,R)
)
= 0 by the C-exponential tightness of the laws
of the An. Let deviability ΠˆA be the restriction of ΠA on C(R+,R). The claimed LDP will follow
if for x ∈ C(R+,R)
ΠˆA(x) =
{
exp(−IA(p1x)) if xt = xt∧1, t ∈ R+,
∞ otherwise. (4.9)
The idea of the proof of (4.9) is to translate the problem into a problem on uniqueness of idempotent
processes. Let Υ = C(R+,R)×C(R+,R) and component idempotent processes A = (At(x,x′), t ∈
R+, (x,x
′) ∈ Υ) and N = (Nt(x,x′), t ∈ R+, (x,x′) ∈ Υ) be defined by the respective equalities
At(x,x
′) = xt and Nt(x,x′) = x′t. We will prove that there exists deviability Π on Υ such that A
and N satisfy
At = NBt(A), t ∈ R+, Π-a.e., (4.10)
where
Bt(x) = c
t∫
0
(1−R(x− e)s − s)+ ds, (4.11)
A has idempotent distribition ΠˆA and N is idempotent Poisson, i.e., supx′∈C(R+,R)Π(x,x
′) =
ΠˆA(x) and supx∈C(R+,R)Π(x,x
′) = ΠN (x′), where ΠN is the Poisson deviability. After that we
will draw on Ethier and Kurtz (1986, Theorem 1.1, Chapter 6) to conclude that (4.10) has a unique
strong solution. That will imply that (4.10) has a unique weak solution in the sense that the
idempotent distribution of A is specified uniquely and is given by (4.9). The reasoning used to
establish (4.10) is also along the lines of the approaches developed in Ethier and Kurtz (1986).
By (4.7), Lemma 3.1, and ΠA being an LD accumulation point of the laws of the An, we have
that
1−R(x− e)s − s ≥ 0, s ∈ [0, 1],ΠA-a.e., (4.12)
so
Gt(λ;x) = G˜t(λ;x), t ∈ R+, ΠˆA-a.e., (4.13)
where for λ ∈ R
G˜t(λ;x) = (e
λ − 1)Bt(x), t ∈ R+, x ∈ C(R+,R).
Given ǫ > 0, we define for x,x′ ∈ C(R+,R)
Gǫt(λ; (x,x
′)) = G˜t(λ;x) + (eλ − 1)ǫt (4.14)
and introduce an idempotent process Aˆ = (Aˆt(x,x
′), t ∈ R+, (x,x′) ∈ Υ) by
Aˆt(x,x
′) = xt + x′t. (4.15)
As the deviability ΠA is a solution of the maxingale problem (0, G), ΠA is concentrated on
C(R+,R), Π
A and ΠˆA coincide on C(R+,R), and Lemma A.2 and (4.13) hold, it follows that
the idempotent process
(
exp(λxt − G˜t(λ;x)), t ∈ R+,x ∈ C(R+,R)
)
is a C-uniformly max-
imable exponential maxingale on (C(R+,R), Πˆ
A), where C = (Ct, t ∈ R+) is the canonical τ -
flow. Next, the fact that
(
exp(λxt − (eλ − 1)t), t ∈ R+,x ∈ C(R+,R)
)
is a C-exponential
maxingale on (C(R+,R),Π
N ) implies that
(
exp(λxt − (eλ − 1)ǫt), t ∈ R+,x ∈ C(R+,R)
)
is a
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C-exponential maxingale on (C(R+,R),Π
N,ǫ), where ΠN,ǫ((xt, t ∈ R+)) = ΠN ((xt/ǫ, t ∈ R+)).
By Lemma A.3, (4.14) and (4.15) under product deviability ΠˆA × ΠN,ǫ the idempotent process(
exp(λAˆt(x,x
′) − Gǫt(λ; (x,x′))), t ∈ R+, (x,x′) ∈ Υ
)
is an exponential maxingale relative to the
τ -flow A = (At, t ∈ R+), where At = Ct ⊗ Ct. Let
σǫt(x,x
′) = inf{s ∈ R+ : Bs(x) + ǫs ≥ t}. (4.16)
The idempotent variables σǫt , t ∈ R+, are bounded idempotent A-stopping times and
Gǫσǫt (x,x′)
(λ; (x,x′)) = (eλ − 1)t, so by Lemma A.1 the idempotent process (exp(λN ǫt (x,x′) −
(eλ − 1)t), t ∈ R+, (x,x′) ∈ Υ
)
, where N ǫt (x,x
′) = Aˆσǫt (x,x′)(x,x
′), is an exponential maxingale
on (Υ, ΠˆA × ΠN,ǫ) relative to the τ -flow Aǫ = (Aσǫt , t ∈ R+). Hence, N ǫ = (N ǫt (x,x′), t ∈
R+, (x,x
′) ∈ Υ) is an Aǫ-Poisson idempotent process, so it is a Poisson idempotent process on
(Υ, ΠˆA ×ΠN,ǫ). In view of (4.15), (4.16) and the definition of At we can write that on Υ
At + x
′
t = N
ǫ
Bt(A)+ǫt
, t ∈ R+. (4.17)
We now show that (4.10) is obtained as a limit of (4.17). The pair (A,N ǫ) specifies a mapping
of Υ into itself. Let Πǫ denote the image of ΠˆA × ΠN,ǫ under this mapping, i.e., Πǫ(x,x′) =
sup(y,y′)∈Υ:A(y,y′)=x,
Nǫ(y,y′)=x′
ΠˆA(y)ΠN,ǫ(y′); briefly, Πǫ is the joint idempotent distribution of (A,N ǫ) on
(Υ, ΠˆA × ΠN,ǫ). Since the idempotent distributions of A and N ǫ are deviabilities and do not
depend on ǫ, the net Πǫ, ǫ → 0, of deviabilities on Υ is tight. It is thus relatively compact for
weak convergence of idempotent probabilities. Let Π denote an accumulation point of the Πǫ. By
the continuous mapping theorem the marginal idempotent distributions of Π are equal to ΠˆA and
ΠN : supx′∈C(R+,R)Π(x,x
′) = ΠˆA(x) and supx∈C(R+,R)Π(x,x
′) = ΠN (x′). Next, by the definition
of Πǫ, (4.17), and (4.11) for T > 0 and η > 0,
Πǫ
(
(x,x′) : sup
t∈[0,T ]
|xt − x′Bt(x)| ≥ η
)
= (ΠˆA ×ΠN,ǫ)( sup
t∈[0,T ]
|At −N ǫBt(A)| ≥ η
)
≤ (ΠˆA ×ΠN,ǫ)
(
sup
t∈[0,T ]
|x′t| ≥
η
2
)
∨ (ΠˆA ×ΠN,ǫ)
(
sup
s,t∈[0,(c+ǫ)T ]:
|s−t|≤ǫT
|N ǫs −N ǫt | ≥
η
2
)
= ΠN
(
sup
t∈[0,ǫT ]
|xt| ≥ η
2
)
∨ sup
s,t∈[0,(c+ǫ)T ]:
|s−t|≤ǫT
ΠN
(
|xs − xt| ≥ η
2
)
=ΠN
(
xǫT ≥ η
2
)
, (4.18)
where the latter two equalities use the definition of ΠN,ǫ, the facts that N ǫ is idempotent Poisson
under ΠˆA×ΠN,ǫ and that idempotent Poisson processes have stationary increments. Given L > 0,
we have by an exponential Markov inequality and the fact that
(
exp
(
Lxt − (eL − 1)t
)
, t ∈ R+
)
is
an exponential maxingale under ΠN
ΠN
(
x′ǫT ≥
η
2
)
≤ SΠN
(
exp(Lx′ǫT )
)
exp
(
− Lη
2
)
= exp
(
(eL − 1)ǫT − Lη
2
)
,
where SΠN denotes idempotent expectation with respect to Π
N . Letting ǫ → 0 and L → ∞, we
conclude that limǫ→0ΠN (x′ǫT ≥ η/2) = 0, so by (4.18) limǫ→0Πǫ
(
(x,x′) : supt∈[0,T ]|xt − x′Bt(x)| ≥
η
)
= 0. Since the Πǫ weakly converge along a subnet to Π and supt∈[0,T ]|xt−x′Bt(x)| is a continuous
function of (x,x′) ∈ Υ so that the set {(x,x′) ∈ Υ : supt∈[0,T ]|xt−x′Bt(x)| > η} is open, we conclude
that Π
(
(x,x′) : supt∈[0,T ]|xt−x′Bt(x)| > η
)
= 0. Consequently, Π
(
(x,x′) : supt∈[0,T ]|xt−x′Bt(x)| >
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0
)
= supη>0Π
(
(x,x′) : supt∈[0,T ]|xt − x′Bt(x)| > η
)
= 0, which is equivalent to (4.10) by A and N
being the first and second component processes on Υ, respectively.
Equation (4.10) is of the form considered in Ethier and Kurtz (1986, Theorem 1.1, Chapter 6).
The hypotheses of the theorem are seen to be met, which implies that (4.10) has a unique (strong)
solution for A given by At = Nσt(N), where σt(x
′) = inf
{
s ∈ [0, 1] : ∫ s0 (c(1−R(x′−e)p−p)+)−1 dp ≥
t
}
, x′ ∈ C(R+,R). Therefore, Π(x,x′) = 0 if (xt, t ∈ R+) 6= (x′σt(x′), t ∈ R+), so the fact that
supx∈C(R+,R)Π(x,x
′) = ΠN (x′) yields Π(x,x′) = ΠN (x′) if (xt, t ∈ R+) = (x′σt(x′), t ∈ R+).
Consequently, for x ∈ C(R+,R)
ΠˆA(x) = sup
x′∈C(R+,R)
Π(x,x′) = sup
x′∈C(R+,R):
xt=x′σt(x′)
ΠN (x′) = sup
x′∈C(R+,R):
xt=x′Bt(x)
ΠN (x′). (4.19)
We have thus proved that ΠˆA is uniquely specified by the right-most side of (4.19). In particular,
if xt 6= xt∧1 for some t ∈ R+, the set over which the latter supremum is evaluated is empty, so
ΠˆA(x) = 0. Let xt = xt∧1, t ∈ R+. Recalling that ΠN (x′) = exp(−IN (x′)), where IN (x′) =∫∞
0 π(x˙
′
t) dt if x
′ is absolutely continuous, x′0 = 0, and x˙
′
t ≥ 0 a.e., and IN (x′) = ∞ otherwise, we
derive by a change of variables and (4.11) that the right-most side of (4.19) equals exp(−IA(p1x))
provided 1−R(x− e)s− s ≥ 0, s ∈ [0, 1]. If x does not meet the latter condition, then ΠˆA(x) = 0
according to (4.12). Equality (4.9) has been proved, so the LDP for the (extended) processes An
has been proved. By the contraction principle the (non-extended) An obey the LDP in DC([0, 1],R)
with IA. (Note that the An are random elements of DC([0, 1],R).) The LDP for the S
n
follows by
(4.2) and the contraction principle.
Corollary 4.1. Let cn → c > 0 as n→∞. Then the processes (Sn, En) obey the LDP for scale n
in DC([0, 1],R
2) with action functional IS,E given by
IS,E(x,y) = IS(x) + IEx (y),
where IEx (y) =
∫ 1
0 π
(
y˙t/(cR(x)t)
)
cR(x)t dt if y = (yt, t ∈ [0, 1]) is non-decreasing and absolutely
continuous with y0 = 0 and I
E
x (y) =∞ otherwise.
Proof. Given a sequence xn, n ∈ N, of elements of DC([0, 1],R), let
E
′n
t =
1
n
⌊nt⌋∑
i=1
⌊nR(xn)(i−1)/n⌋−1∑
j=1
ζnij, t ∈ [0, 1].
A standard argument (e.g., Theorem 2.3 in Puhalskii (1994)) shows that if xn → x as n → ∞,
then the sequence E
′n
, n ∈ N, obeys the LDP in DC([0, 1],R) for scale n with action functional
IEx (y), y ∈ DC([0, 1],R). The claim now follows by an argument as in Puhalskii (1995, Theorem
2.2) (see also Chaganty (1997)), (2.9), (2.12), and Lemma 3.1.
Remark 4.1. An application of the contraction principle yields LDPs for the Q
n
and Φ
n
.
1. The processes Q
n
obey the LDP for scale n in DC([0, 1],R) with action functional I
Q given
by
IQ(x) =
1∫
0
π
( x˙t + 1
c(1− t− xt)
)
c(1−t−xt)1(xt > 0) dt+
(1−1/c)+∫
0
π
( 1
c(1− t)
)
c(1−t)1(xt = 0) dt
for absolutely continuous x = (xt, t ∈ [0, 1]) with x0 = 0, x˙t ≥ −1 a.e. and xt ∈ [0, 1 − t]
t ∈ [0, 1], and IQ(x) =∞ for other x.
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2. The processes Φ
n
obey the LDP for scale n in DC([0, 1],R) with action functional I
Φ given
by
IΦ(φ) =
1∫
0
π
( 1− φ˙t
c(1− t)
)
c(1− t) dt+
∑
Kc(li)
if φ = (φt, t ∈ [0, 1]) is absolutely continuous and non-decreasing, φ0 = 0 and φ˙t ≤ 1 a.e.,
where the li are the lengths of the maximal intervals where φ is constant and summation is
performed over all such intervals, and IΦ(φ) =∞ otherwise.
5 Large deviations for connected components
In this section we prove Theorem 2.1 and Corollaries 2.1 – 2.4. We need the following lemma. Let
a ∈ [0, 1], m ∈ N, u1, . . . , um be such that ui ∈ (0, 1] and
∑m
i=1 ui ≤ 1, r1, . . . , rm belong to R+,
and δ > 0. We denote by Bnδ (a; {ui, ri}mi=1) the event that there exist m connected components
of G(n, cn/n) of sizes in the intervals (n(ui − δ), n(ui + δ)) for i = 1, 2, . . . ,m, the numbers of the
excess edges of these components belong to the respective intervals (n(ri − δ), n(ri + δ)), the other
connected components are of sizes less than nδ, and the total number of components of the random
graph belongs to the interval (n(a − δ), n(a + δ)). Let also B˜nδ (a) denote the event that all the
connected components are of sizes less than nδ and the total number of components belongs to the
interval (n(a− δ), n(a + δ)).
Lemma 5.1. Let cn → c > 0 as n→∞. If
∑m
i=1 ui ≤ 1− a, then
lim
δ→0
lim sup
n→∞
1
n
logP
(
Bnδ (a; {ui, ri}mi=1)
)
= lim
δ→0
lim inf
n→∞
1
n
logP
(
Bnδ (a; {ui, ri}mi=1)
)
=−
[
m∑
i=1
sup
ρ∈R+
(
Kρ(ui) + ri log
ρ
c
)
+ Lc
(
(1− 2a) ∨
m∑
i=1
ui
)
+
c
2
(
1− (1− 2a) ∨
m∑
i=1
ui
)2
π
(
2
(
1− a− (1− 2a) ∨∑mi=1 ui)
c
(
1− (1− 2a) ∨∑mi=1 ui)2
)]
.
If
∑m
i=1 ui > 1− a, then
lim
δ→0
lim sup
n→∞
1
n
logP
(
Bnδ (a; {ui, ri}mi=1)
)
= −∞.
Also
lim
δ→0
lim sup
n→∞
1
n
logP
(
B˜nδ (a)
)
= lim
δ→0
lim inf
n→∞
1
n
logP
(
B˜nδ (a)
)
= −
[
Lc
(
(1− 2a)+)+ c
2
(
1− (1− 2a)+)2 π(2
(
1− a− (1− 2a)+)
c
(
1− (1− 2a)+)2
)]
.
Proof. We carry out the proof for the sets Bnδ (a; {ui, ri}mi=1). A similar (and actually simpler)
reasoning applies to the B˜nδ (a). We denote throughout B
n
δ (a; {ui, ri}mi=1) as Bnδ . Upper bounds
are addressed first. Let δ ∈ (0,mini=1,2,...,m ui), σ = (σ(1), σ(2), . . . , σ(m)) denote a permutation
of the set {1, 2, . . . ,m} and B′δ,σ denote the set of functions x ∈ DC([0, 1],R) with x0 = 0 such
that |T (x)1 − a| ≤ δ and there exist points 0 = t′0 ≤ t′1 ≤ t′2 ≤ . . . ≤ t′2m ≤ 1 = t′2m+1 with
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|t′2i−t′2i−1−uσ(i)| ≤ δ for i = 1, 2 . . . ,m for whichR(x)t′2i−1 = R(x)t′2i = 0, T (x)t′2i−−T (x)t′2i−1 = 0,
and R(x) is not strictly positive on any subinterval of [t′2i, t′2i+1] of length δ for i = 0, 1, . . . ,m.
Let Bδ,σ denote the set of functions (x,y) ∈ DC([0, 1],R2) such that x ∈ B′δ,σ, y is non-decreasing
with y0 = 0, and |yt′2i − yt′2i−1 − rσ(i)| ≤ δ for i = 1, 2 . . . ,m, where the t′i are associated with x,
and let Bδ be the union of the Bδ,σ over all permutations σ. By the construction of Q
n and En, if
there exists a connected component of size l of the random graph with k excess edges, then there
exist integers k1 and k2 ranging in {0, 1, . . . , n} such that k2 − k1 = l, Qnk1 = Qnk2 = 0, Qni ≥ 1 for
i = k1 +1, . . . , k2 − 1, and Enk2 −Enk1 = k. Also, Φn does not increase on [k1, k2 − 1] and Φnn equals
the number of the connected components of G(n, cn/n). Therefore, recalling (2.9) and (2.10), we
have that Bnδ ⊂ {(S
n
+ ǫn, E
n
) ⊂ Bδ}. Noting that Bδ and its closure in DC([0, 1],R2) have the
same intersection with C([0, 1],R2), we have by Corollary 4.1 and Lemma 3.1 that
lim sup
n→∞
1
n
logP(Bnδ ) ≤ lim sup
n→∞
1
n
logP
(
(S
n
+ ǫn, E
n
) ⊂ Bδ
)
≤ − inf
(x,y)∈Bδ∩C([0,1],R2)
(
IS(x) + IEx (y)
)
. (5.1)
Let B′σ denote the set of functions x ∈ C([0, 1],R) with x0 = 0 such that T (x)1 = a and there exist
points 0 = t0 ≤ t1 ≤ t2 ≤ . . . ≤ t2m ≤ t2m+1 = 1 with t2i− t2i−1 = uσ(i) for i = 1, 2 . . . ,m for which
R(x)t2i−1 = R(x)t2i = 0, T (x)t2i = T (x)t2i−1 , and R(x) equals zero on the intervals [t2i, t2i+1] for
i = 0, 1, . . . ,m. Let Bˆσ denote the set of functions (x,y) ∈ C([0, 1],R2) such that x ∈ B′σ, y is
non-decreasing with y0 = 0 and yt2i −yt2i−1 = rσ(i) for i = 1, 2 . . . ,m and the ti associated with x.
Since ∩δ>0Bδ ∩ C([0, 1],R2) = ∪σBˆσ, we have by (5.1)
lim sup
δ→0
lim sup
n→∞
1
n
logP(Bnδ ) ≤ − infσ inf(x,y)∈Bˆσ
(
IS(x) + IEx (y)
)
.
As the function π is convex and π(1) = 0, it follows by the form of IEx (y) in Corollary 4.1 that the
infimum of IEx (y) over y such that (x,y) ∈ Bˆσ, where x ∈ B′σ is fixed as well as the points ti, is
attained at yˆ defined by ˙ˆyt = rσ(i)R(x)t/
∫ t2i
t2i−1
R(x)s ds for t ∈ [t2i−1, t2i], where i = 1, . . . ,m, and
˙ˆyt = cR(x)t elsewhere, and is equal to
∑m
i=1 π
(
rσ(i)/(c
∫ t2i
t2i−1
R(x)s ds)
)
c
∫ t2i
t2i−1
R(x)s ds. We can
thus write
lim sup
δ→0
lim sup
n→∞
1
n
logP(Bnδ ) ≤ − infσ infx∈B′σ
(
IS(x)+
m∑
i=1
π
(
rσ(i)
c
∫ t2i
t2i−1
R(x)s ds
)
c
t2i∫
t2i−1
R(x)s ds
)
. (5.2)
We now evaluate the infimum over B′σ. For x ∈ B′σ with IS(x) <∞, let φ = (φt, t ∈ [0, 1]) = T (x).
The condition x˙t ≥ −1 a.e. implies that φ˙t ≤ 1 a.e. The function φ does not increase on the
intervals [t2i−1, t2i], i = 1, 2, . . . ,m, so a = φ1 =
∑m
i=0
∫ t2i+1
t2i
φ˙t dt ≤ 1 −
∑m
i=1 ui implying that
IS(x) = ∞ for x ∈ B′σ if
∑m
i=1 ui > 1 − a. This proves the second limit in the statement of the
lemma. In the rest of the argument we assume that
∑m
i=1 ui ≤ 1 − a. We have on using that
x˙t ≥ −1 a.e.
inf
x∈B′σ
(
IS(x) +
m∑
i=1
π
( rσ(i)
c
∫ t2i
t2i−1
R(x)s ds
)
c
t2i∫
t2i−1
R(x)s ds
)
= inf
wi∈[0,u2i /2),
i=1,2,...,m
(
inf
x∈B′σ(w1,...,wm)
IS(x) +
m∑
i=1
π
( ri
cwi
)
cwi
)
, (5.3)
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where B′σ(w1, . . . , wm) = {x ∈ B′σ :
∫ t2i
t2i−1
R(x)s ds = wσ(i), i = 1, . . . ,m}. We next prove that
inf
x∈B′σ(w1,...,wm)
IS(x) =
m∑
i=1
sup
ρ∈R+
(
Kρ(ui) + (ρ− c)wi
)
+ Lc
(
(1− 2a) ∨
m∑
i=1
ui
)
+
c
2
(
1− (1− 2a) ∨
m∑
i=1
ui
)2
π
(
2
(
1− a− (1− 2a) ∨∑mi=1 ui)
c
(
1− (1− 2a) ∨∑mi=1 ui)2
)
. (5.4)
Since for x ∈ B′σ we have that R(x)t2i−1 = 0 and T (x)t2i = T (x)t2i−1 for i = 1, 2, . . . ,m, it follows
that R(x)t = xt − xt2i−1 for t ∈ [t2i−1, t2i]. Hence, in view of the form of IS in Theorem 4.1
and Lemma 3.3, if we change x ∈ B′σ(w1, . . . , wm) with IS(x) < ∞ on intervals [t2i−1, t2i] to(
xt2i−1+ x˜p(t2i−1, t2i), p ∈ [t2i−1, t2i]
)
, where x˜p(t2i−1, t2i) is defined in the statement of Lemma 3.3,
this will not increase the value of IS(x). The altered function x will still belong to B′σ(w1, . . . , wm)
(note that φ is not affected by this modification of x). Since xt + φt = 0 on ∪mi=0[t2i, t2i+1], the
function φ and the intervals [t2i−1, t2i] uniquely determine the modified function x. We may thus
optimise over φ and the [t2i, t2i+1], and assume in view of Lemma 3.2, Lemma 3.3, Theorem 4.1,
and the fact that φ˙t = 0 a.e. on ∪mi=1[t2i−1, t2i] that x is such that
IS(x) =
m∑
i=1
(
sup
ρ∈R+
(
Kρ(t2i − t2i−1) + (ρ− c)wσ(i)
)
+ Lc(t2i)− Lc(t2i−1)
)
+
1∫
0
1
(
t ∈ ∪mi=0[t2i, t2i+1]
)
π
( 1− φ˙t
c(1− t)
)
c(1 − t) dt
=
m∑
i=1
sup
ρ∈R+
(
Kρ(ui) + (ρ− c)wi
)
+
1∫
0
π
( 1− φ˙t
c(1− t)
)
c(1− t) dt ,
where for the latter equality we used the definition of Lc in (2.14). An application of Lemma 3.4
yields (5.4).
Now, a minimax argument (cf., e.g., Aubin and Ekeland (1984)) shows that
inf
wi∈[0,u2i /2)
(
sup
ρ∈R+
(
Kρ(ui) + (ρ− c)wi
)
+ π
( ri
cwi
)
cwi
)
= sup
ρ∈R+
(
Kρ(ui) + ri log
ρ
c
)
. (5.5)
Thus, by (5.2), (5.3), (5.4), and (5.5), if
∑m
i=1 ui ≤ 1− a, then
lim sup
δ→0
lim sup
n→∞
1
n
logP(Bnδ ) ≤ −
[
m∑
i=1
sup
ρ∈R+
(
Kρ(ui) + ri log
ρ
c
)
+ Lc
(
(1− 2a) ∨
m∑
i=1
ui
)
+
c
2
(
1− (1− 2a) ∨
m∑
i=1
ui
)2
π
(
2
(
1− a− (1− 2a) ∨∑mi=1 ui)
c
(
1− (1− 2a) ∨∑mi=1 ui)2
)]
.
We now establish the lower bound: if
∑m
i=1 ui ≤ 1− a, then
lim inf
δ→0
lim inf
n→∞
1
n
logP
(
Bnδ
) ≥ −
[
m∑
i=1
sup
ρ∈R+
(
Kρ(ui) + ri log
ρ
c
)
+ Lc
(
(1− 2a) ∨
m∑
i=1
ui
)
+
c
2
(
1− (1− 2a) ∨
m∑
i=1
ui
)2
π
(
2
(
1− a− (1− 2a) ∨∑mi=1 ui)
c
(
1− (1− 2a) ∨∑mi=1 ui)2
)]
. (5.6)
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Let (w˜i, ρ˜i) denote the saddle point of the function on the left-hand side of (5.5) so that
Kρ˜i(ui) + (ρ˜i − c)w˜i + π
( ri
cw˜i
)
cw˜i = sup
ρ∈R+
(
Kρ(ui) + ri log
ρ
c
)
. (5.7)
Calculations show that ρ˜i and w˜i are specified by the equalities
ρ˜iui
1− e−ρ˜iui = 1 +
ri
ui
+
ρ˜iui
2
, w˜i =
ri
ρ˜i
(5.8)
with ρ˜i = w˜i = 0 if ri = 0. Let s0 = 0, si =
∑i
j=1 uj, j = 1, . . . ,m. Motivated by the form of the
optimal trajectory in Lemma 3.3, the definition of yˆ above, and the definitions of φ˜ and φˆ in the
proof of Lemma 3.4, we define for η ∈ (0,mini=1,2,...,m ui) an absolutely continuous function x˘η by
x˘
η
0 = 0,
˙˘xηt = −1 +
ui − η
1− e−(ρ˜i∨η)(ui−η) (ρ˜i ∨ η) e
−(ρ˜i∨η)(t−si−1)
for t ∈ (si−1, si) and i = 1, . . . ,m, ˙˘xηt = −η for t ∈
(
sm, sm ∨ (1− 2a)
)
, and
˙˘xηt = −1 + 2
1− sm ∨ (1− 2a)− a
(1− sm ∨ (1− 2a))2 (1− t)
for t ∈ (sm ∨ (1 − 2a), 1), and we define an absolutely continuous function y˘η by ˙˘yηt =
riR(x˘η)t/
(∫ si−η
si−1
R(x˘η)s ds
)
for t ∈ (si−1, si − η), i = 1, . . . , and ˙˘yηt = cR(x)t elsewhere.
Let us fix arbitrary δ ∈ (0,mini=1,2,...,m ui). For ǫ > 0, let B˘ǫ,η denote the ǫ-neighbourhood of
(x˘η, y˘η) in DC([0, 1],R
2). It follows from the definitions of x˘η, y˘η , and the operator R that if ǫ and
η are small enough, then for arbitrary (x,y) ∈ B˘ǫ,η with x0 = y0 = 0 and y non-decreasing there
exist disjoint segments (s˜i−1, s˜i), i = 1, 2, . . . ,m with |s˜i − s˜i−1 − ui| < δ such that the function
R(x) is positive on these segments and equals zero at the endpoints, the other intervals where R(x)
is positive are of lengths less than δ, and |ys˜i − ys˜i−1 − ri| < δ. Furthermore, it may be assumed
that T (x)1 ∈ (a−δ, a+δ). We therefore have by (2.9) and (2.10) that {(Sn+ ǫn, En) ⊂ B˘ǫ,η} ⊂ Bnδ
for all small enough ǫ and η. As the set B˘ǫ,η is open in DC([0, 1],R
2), in view of Lemma 3.1 and
Corollary 4.1
lim inf
n→∞
1
n
logP(Bnδ ) ≥ lim infn→∞
1
n
logP
(
(S
n
+ ǫn, E
n
) ⊂ B˘ǫ,η
)
≥ − inf
(x,y)∈B˘ǫ,η
(IS(x) + IEx (y)) ≥ −
(
IS(x˘η) + IEx˘η(y˘
η)
)
. (5.9)
By the definitions of x˘η and y˘η , (5.7), (5.8), the form of IS in Theorem 4.1, the form of IE in
Corollary 4.1, part 1 of Lemma 3.3, and part 1 of Lemma 3.4, we have that IS(x˘η) + IEx˘η(y˘
η)
converges as η → 0 to the sum on the right of (5.6) which together with (5.9) concludes the proof
of (5.6).
Proof of Theorem 2.1. We check that the sequence (αn/n,U
n
, R
n
), n ∈ N, is exponentially tight
(of order n) in [0, 1] × S1 × S. By Lemma 3.5, the subsets of [0, 1] × S1 × S of elements (a,u, r),
where r = (r1, r2, . . .), with the property that
∑∞
i=1 ri ≤ B for some B > 0 and ri → 0 as i → ∞
uniformly, are compact. Therefore, it suffices to check that
lim
B→∞
lim sup
n→∞
P
( ∞∑
i=1
R
n
i > B
)1/n
= 0, (5.10)
lim
i→∞
lim sup
n→∞
P
(
sup
j=i,i+1,...
R
n
j > η
)1/n
= 0, η > 0. (5.11)
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The first limit follows by exponential tightness of the E
n
1 valid in view of Corollary 4.1 and the fact
that
∑∞
i=1R
n
i = E
n
1 . For the second limit, we note that R
n
i equals the increment of E
n
t over a time
interval of length U
n
i , so for δ > 0
∞⋃
i=1
{Rni > η, Uni ≤ δ} ⊂
{
sup
s,t∈[0,1]:
|s−t|≤δ
|Ent − Ens | > η
}
. (5.12)
Since ui ≤ 1/i for an element u = (u1, u2, . . .) of S1, we have that
lim sup
i→∞
lim sup
n→∞
P
(
sup
j=i,i+1,...
R
n
j > η
)1/n ≤ lim sup
n→∞
P
(
sup
s,t∈[0,1]:
|s−t|≤δ
|Ent − Ens | > η
)1/n
.
Therefore, (5.11) follows on using that by C-exponential tightness of the E
n
lim
δ→0
lim sup
n→∞
P
(
sup
s,t∈[0,1]:
|s−t|≤δ
|Ent − Ens | > η
)1/n
= 0. (5.13)
It thus remains to check that
lim
ǫ→0
lim sup
n→∞
1
n
logP
(
d
((αn
n
,U
n
, R
n)
, (a,u, r)
)
≤ ǫ
)
= lim
ǫ→0 lim infn→∞
1
n
logP
(
d
((αn
n
,U
n
, R
n)
, (a,u, r)
)
≤ ǫ
)
= −Iα,U,Rc (a,u, r),
where d is a product metric on [0, 1] × S1 × S and (a,u, r) ∈ [0, 1] × S1 × S. Let u = (u1, u2, . . .)
and r = (r1, r2, . . .). If all the ui > 0, then given δ > 0, for all small enough ǫ > 0 and all large
enough m {
d
((αn
n
,U
n
, R
n)
, (a,u, r)
)
≤ ǫ
}
⊂ Bnδ (a; {ui, ri}mi=1). (5.14)
If u1 > 0 and ui = 0 for all large i, then (5.14) holds for m that is the greatest index i with ui > 0.
If u1 = 0, then we have the inclusion{
d
((αn
n
,U
n
, R
n)
, (a,u, r)
)
≤ ǫ
}
⊂ B˜nδ (a).
Therefore, Lemma 5.1 and the form of Iα,U,Rc (a,u, r) imply that, provided ri = 0 when ui = 0,
lim sup
ǫ→0
lim sup
n→∞
1
n
logP
(
d
((αn
n
,U
n
, R
n)
, (a,u, r)
)
≤ ǫ
)
≤ −Iα,U,Rc (a,u, r). (5.15)
If for some i we have that ui = 0 and ri > 0, then by (5.12) and (5.13) the left-hand side of (5.15)
equals −∞, so the required inequality holds as well.
For the lower bound
lim inf
ǫ→0
lim inf
n→∞
1
n
logP
(
d
((αn
n
,U
n
, R
n)
, (a,u, r)
)
≤ ǫ
)
≥ −Iα,U,Rc (a,u, r) (5.16)
we may assume that ri = 0 when ui = 0. Let us be given ǫ > 0 and B > 0. If all the ui are positive,
then for all small enough δ > 0, η > 0, and large enough m we have the inclusion
Bnδ (a; {ui, ri}mi=1) ⊂
{
d
((αn
n
,U
n
, R
n)
, (a,u, r)
) ≤ ǫ} ∪ { ∞∑
i=1
R
n
i > B
}
∪
{
sup
i=m+1,...
R
n
i > η
}
.
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To see the latter we use the inequality
∑∞
i=m+1 χ(u
′
i/ǫ) ≤ supi=m+1,...
(
χ(u′i/ǫ)/u
′
i
)∑∞
i=m+1 u
′
i for
(u′1, u′2, . . .) ∈ S and the convergence χ(x)/x → 0 as x → 0. Lemma 5.1, (5.10), and (5.11) imply
(5.16). If u1 > 0 and not all the ui are positive, then by a similar argument
Bnδ (a; {ui, ri}mi=1) ⊂
{
d
((αn
n
,U
n
, R
n)
, (a,u, r)
) ≤ ǫ} ∪ { ∞∑
i=1
R
n
i > B
}
∪
∞⋃
i=m+1
{Rni > η, Uni ≤ δ},
where m is the greatest index i with ui > 0. If u1 = 0, then
B˜nδ (a) ⊂
{
d
((αn
n
,U
n
, R
n)
, (a,u, r)
) ≤ ǫ} ∪ { ∞∑
i=1
R
n
i > B
}
∪
∞⋃
i=1
{Rni > η, Uni ≤ δ}.
In either case, (5.16) follows by Lemma 5.1, (5.10), (5.12), and (5.13).
Corollaries 2.1 and 2.2 follow by an application of the contraction principle. In some more
detail, the infima of Iα,U,Rc (a,u, r) and I
α,U
c (a,u) over a ∈ [0, 1] are attained at a∗ = 1/(2c) if∑∞
i=1 ui < 1−1/c and at a∗ = 1−
∑∞
i=1 ui− c(1−
∑∞
i=1 ui)
2/2 if
∑∞
i=1 ui ≥ 1−1/c; the infimum of
Iα,U,Rc (a,u, r) over r ∈ S is found by a minimax argument (it is actually attained at r∗ = (r∗1 , r∗2, . . .)
with r∗i = cu
2
i /(1−exp(−cui))−cu2i /2−ui), cf., Aubin and Ekeland (1984). The expression for Iαc (a)
is obtained on noting that subadditivity of Kc(u) in u implies that
∑∞
i=1Kc(ui) ≥ Kc(
∑∞
i=1 ui), so
one should minimise Iα,Uc (a,u) with respect to
∑∞
i=1 ui, and that Kc(u) is monotonically decreasing
in u, so the infimum can be taken over
∑∞
i=1 ui ≥ 1− 2a. We provide more detail as to the proofs
of Corollaries 2.3 and 2.4.
Proof of Corollary 2.3. Let Aδ(u1, . . . , um) for δ ∈ (0,mini=1,...,m ui/2) denote the subset of S1 of
vectors u˜ = (u˜1, u˜2, . . .) such that there exist distinct ji ∈ {1, 2, . . . , ⌊2/ui⌋} with |u˜ji − ui| < δ
for i = 1, 2, . . . ,m. Let a set A(u1, . . . , um) be defined as the set of u˜ = (u˜1, u˜2, . . .) ∈ S1 such
that u˜ji = ui, i = 1, 2, . . . ,m, for some j1, . . . , jm. Since A(u1, . . . , um) equals the intersection
of the closures of the Aδ(u1, . . . , um) over δ > 0, the sets Aδ(u1, . . . , um) are open in S1, and
Anδ (u1, . . . , um) = {U
n ∈ Aδ(u1, . . . , um)}, we have by Corollary 2.2 and the definition of the LDP
lim
δ→0
lim sup
n→∞
1
n
logP
(
Anδ (u1, . . . , um)
)
= lim
δ→0
lim inf
n→∞
1
n
logP
(
Anδ (u1, . . . , um)
)
= − inf
u∈A(u1,...,um)
IUc (u).
We evaluate the latter infimum. Since IUc (u) is invariant with respect to permutations of the entries
of u, we may replace u with its permutation that has u1, . . . , um as the first m entries. By subad-
ditivity of Kc(u) in u we have that
∑∞
i=m+1Kc(ui) ≥ Kc
(∑∞
i=m+1 ui
)
, so it is optimal to assume
that um+2 = um+3 = . . . = 0. We thus need to find optimal um+1. If
∑m
i=1 ui ≥ 1 − 1/c, then
IUc (u) =
∑m+1
i=1 Kc(ui) + Lc
(∑m+1
i=1 ui
)
. By Lemma 3.2 Kc(um+1) + Lc
(∑m+1
i=1 ui
)
> Lc
(∑m
i=1 ui
)
for any um+1 > 0, so it is optimal to take um+1 = 0, accordingly infu∈A(u1,...,um) I
U
c (u) =∑m
i=1Kc(ui) + Lc
(∑m
i=1 ui
)
. If
∑m
i=1 ui < 1 − 1/c, then Lemma 3.2 implies that for u∗ > 0
such that u∗/(1 − exp(−cu∗)) = 1 −∑mi=1 ui we have Kc(u∗) + Lc(∑mi=1 ui + u∗) = Lc(∑mi=1 ui).
Also
∑m
i=1 ui + u
∗ > 1 − 1/c, so the choice of u∗ as um+1 yields the value of the action functional∑m
i=1Kc(ui) + Kc(u
∗) + Lc
(∑m
i=1 ui + u
∗) = ∑mi=1Kc(ui) + Lc(∑mi=1 ui). If um+1 6= u∗ and is
such that
∑m+1
i=1 ui ≥ 1 − 1/c, then IUc (u) =
∑m+1
i=1 Kc(ui) + Lc
(∑m+1
i=1 ui
)
, which is greater than∑m
i=1Kc(ui) + Lc
(∑m
i=1 ui
)
by Lemma 3.2. Finally, if um+1 is such that
∑m+1
i=1 ui < 1 − 1/c,
then with the use of Lemma 3.2 IUc (u) =
∑m+1
i=1 Kc(ui) + Lc
(
1 − 1/c) > ∑m+1i=1 Kc(ui) +
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Lc
(∑m+1
i=1 ui
) ≥ ∑mi=1Kc(ui) + Lc(∑mi=1 ui). Therefore, u∗ is the optimal value of um+1. Thus,
infu∈A(u1,...,um) I
U
c (u) =
∑m
i=1Kc(ui) + Lc
(∑m
i=1 ui
)
and it is attained at a unique point u∗ given
by u∗ = (u1, u2, . . . , um, 0, 0, . . .) if
∑m
i=1 ui ≥ 1 − 1/c and u∗ = (u1, u2, . . . , um, u∗, 0, 0, . . .) if∑m
i=1 ui < 1 − 1/c. We also have by the form of IU,Rc in Corollary 2.1 that the infimum of
IU,Rc (u∗, r) over r equals IUc (u∗) and is attained at the unique point r∗ = (r∗1, . . . , r
∗
m, 0, 0, . . .) if∑m
i=1 ui ≥ 1 − 1/c and r∗ = (r∗1 , . . . , r∗m, r∗, 0, 0, . . .) if
∑m
i=1 ui < 1 − 1/c. Therefore, letting d˜
denote a metric on S1 × S,
lim
δ→0
lim sup
n→∞
1
n
logP
(
Anδ (u1, . . . , um)
)
= lim
δ→0
lim inf
n→∞
1
n
logP
(
Anδ (u1, . . . , um)
)
= lim
η→0
lim sup
n→∞
1
n
logP
(
d˜
(
(U
n
, R
n
), (u∗, r∗)
)
< η
)
= lim
η→0
lim inf
n→∞
1
n
logP
(
d˜
(
(U
n
, R
n
), (u∗, r∗)
)
< η
)
= −
( m∑
i=1
Kc(ui) + Lc
( m∑
i=1
ui
))
.
In addition, lim infδ→0 limn→∞P
({d˜((Un, Rn), (u∗, r∗)) < η}|Anδ (u1, . . . , um)) = 1 for η > 0 as in
Freidlin and Wentzell (1998, Theorem 3.4 of Chapter 3). The proof is completed by noting that
{d˜((Un, Rn), (u∗, r∗)) < η} ⊂ A˜nδ,ǫ(u1, . . . , um) ⊂ Anδ (u1, . . . , um) for all small enough η > 0.
Proof of Corollary 2.4. By Theorem 2.1 and the contraction principle
Iα,β,γc (a, u, r) = inf
(u,r)∈O(u,r)
Iα,U,Rc (a,u, r), (5.17)
where O(u, r) = {(u, r) ∈ S1×S : u1 = u, r1 = r}. The assertion of the corollary for u = 0 follows.
Let us assume now that u > 0. The infimum of supρ∈R+
(
Kρ(x) + r log(ρ/c)
)
over r ∈ R+ equals
Kc(x), therefore, it suffices to minimise over u2, u3, . . . the function
∞∑
i=1
Kc(ui) + Lc
(
(1− 2a) ∨
∞∑
i=1
ui
)
+
c
2
(
1− (1− 2a) ∨
∞∑
i=1
ui
)2
π
(
2
(
1− a− (1− 2a) ∨∑∞i=1 ui)
c
(
1− (1− 2a) ∨∑∞i=1 ui)2
)
By the fact that Kc(x) < 0 for x > 0 and is decreasing in x (Lemma 3.2), we can assume that in an
optimal configuration
∑∞
i=1 ui ≥ 1− 2a. Next, since Kc(x) is concave in x, Kc(0) = 0 and ui ≤ u,
we have that ∞∑
i=1
Kc(ui) ≥
⌊∑∞
i=1 ui
u
⌋
Kc(u) +Kc
( ∞∑
i=1
ui − u
⌊∑∞
i=1 ui
u
⌋)
. (5.18)
Hence, by Theorem 2.1
Iα,β,γc (a, u, r) = sup
ρ∈R+
(
Kρ(u) + r log
ρ
c
)
−Kc(u) + inf
τ∈[(1−2a)∨u,1−a]
(⌊τ
u
⌋
Kc(u)
+Kc
(
τ − u
⌊τ
u
⌋)
+ Lc(τ) +
c
2
(1− τ)2 π
(2(1 − a− τ)
c(1 − τ)2
))
, (5.19)
as required. Part 1 has been proved.
We prove part 2. By the contraction principle the sequence (βn/n, γn/n), n ∈ N, obeys the LDP
for scale n with action functional Iβ,γc (u, r) = infa∈[0,1] I
α,β,γ
c (a, u, r), which yields the assertion of
part 2 for (u, r) = (0, 0). Let u > 0. The infimum of the right-most term on the right of (5.19) over
a ∈ [(1− τ)/2, 1− τ ] is attained at (1− τ)/2 if τ < 1− 1/c and at 1− τ − c(1− τ)2/2 if τ ≥ 1− 1/c
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with respective values c(1− τ)2/2 π(1/(c(1− τ))) and 0. If τ < 1− 1/c, then by Lemma 3.2 there
exists τ∗ ∈ (0, 1 − τ) such that τ + τ∗ > 1 − 1/c and Lc(τ) = Kc(τ∗) + Lc(τ + τ∗). Therefore, in
analogy with (5.18)⌊τ
u
⌋
Kc(u) +Kc
(
τ − u
⌊τ
u
⌋)
+ Lc(τ) ≥
⌊τ + τ∗
u
⌋
Kc(u) +Kc
(
τ + τ∗ − u
⌊τ + τ∗
u
⌋)
+ Lc(τ + τ
∗),
which implies that we may disregard the domain τ < 1− 1/c. Hence, (5.19) yields
Iβ,γc (u, r) = sup
ρ∈R+
(
Kρ(u)+ r log
ρ
c
)
−Kc(u) + inf
τ∈[(1−1/c)∨u,1]
(⌊τ
u
⌋
Kc(u)+Kc
(
τ −u
⌊τ
u
⌋)
+Lc(τ)
)
.
(5.20)
If u ≥ 1 − 1/c, then for τ ≥ u by Lemma 3.2 ⌊τ/u⌋Kc(u) + Kc(τ − ⌊τ/u⌋u) + Lc(τ) ≥ Kc(u) +
Kc(τ − u) + Lc(τ) ≥ Kc(u) + Lc(u), so
Iβ,γc (u) = sup
ρ∈R+
(
Kρ(u) + r log
ρ
c
)
+ Lc(u). (5.21)
Let us now assume that u < 1 − 1/c, so c > 1. If τ ≥ ⌊(1 − 1/c)/u⌋u + u, then by the fact that
⌊(1− 1/c)/u⌋u + u > 1− 1/c and Lemma 3.2⌊τ
u
⌋
Kc(u)+Kc
(
τ−
⌊τ
u
⌋
u
)
+Lc(τ) ≥
(⌊1
u
(
1− 1
c
)⌋
+1
)
Kc(u)+Kc
(
τ−
⌊1
u
(
1− 1
c
)⌋
u−u
)
+Lc(τ)
≥
(⌊1
u
(
1− 1
c
)⌋
+ 1
)
Kc(u) + Lc
(⌊1
u
(
1− 1
c
)⌋
u+ u
)
,
so by (5.20)
Iβc (u) = sup
ρ∈R+
(
Kρ(u)+r log
ρ
c
)
−Kc(u)+ inf
τ∈[1−1/c,⌊(1−1/c)/u⌋u+u]
(⌊τ
u
⌋
Kc(u)+Kc
(
τ−u
⌊τ
u
⌋)
+Lc(τ)
)
.
(5.22)
By subadditivity of Kc(x) in x, for τ ≥ 1− 1/c⌊τ
u
⌋
Kc(u) +Kc
(
τ −
⌊τ
u
⌋
u
)
≥
⌊ 1
u
(
1− 1
c
)⌋
Kc(u) +Kc
(
τ −
⌊1
u
(
1− 1
c
)⌋
u
)
. (5.23)
By Lemma 3.2 and the definition of uˆ for τ ∈ [1− 1/c, ⌊(1 − 1/c)/u⌋u + u]
Kc
(
τ −
⌊ 1
u
(
1− 1
c
)⌋
u
)
+ Lc(τ) ≥ Kc(uˆ ∧ u) + Lc
(⌊1
u
(
1− 1
c
)⌋
u+ uˆ ∧ u
)
,
which implies by (5.23) that the minimum in (5.22) is attained at τˆ = ⌊(1 − 1/c)/u⌋u + uˆ ∧ u
completing the proof of part 2.
Part 3 follows by minimising Iβ,γc (u, r) over r ∈ R+.
6 Normal and moderate deviations for the largest component
In this section we prove Theorems 2.2 and 2.3. We start by establishing a law-of-large-numbers
result. Let
M
n
t =
1
n
⌊nt⌋∑
i=1
n−Qni−1−(i−1)∑
j=1
(
ξnij −
cn
n
)
, t ∈ [0, 1], (6.1)
L
n
t =
1
n
⌊nt⌋∑
i=1
Qni−1−1∑
j=1
(
ζnij −
cn
n
)
, t ∈ [0, 1], (6.2)
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so that by (2.5), (2.6), (2.11), and (2.12)
Q
n
t =
⌊nt⌋/n∫
0
(
cn
(
1−Qns −
⌊ns⌋
n
)
− 1
)
ds+ ǫnt +M
n
t +Φ
n
t , (6.3)
E
n
t = cn
⌊nt⌋/n∫
0
Q
n
s ds+ L
n
t −
cn
n
⌊nt⌋/n∫
0
1(Q
n
s > 0) ds . (6.4)
The processes M
n
= (M
n
t , t ∈ [0, 1]) and Ln = (Lnt , t ∈ [0, 1]) are orthogonal square integrable
martingales relative to the filtration (Fnt , t ∈ [0, 1]) with respective predictable quadratic charac-
teristics
〈Mn〉t = cn
n
(
1− cn
n
) ⌊nt⌋/n∫
0
(
1−Qns −
⌊ns⌋
n
)
ds , (6.5)
〈Ln〉t = cn
n
(
1− cn
n
) ⌊nt⌋/n∫
0
(
Q
n
s −
1
n
)+
ds . (6.6)
Let functions q = (qt, t ∈ [0, 1]), φ = (φt, t ∈ [0, 1]), and e = (et, t ∈ [0, 1]) be defined by
qt =
{
1− t− e−ct if t ∈ [0, β] ,
0 otherwise ,
(6.7)
φt =
{ c
2
(t2 − β2)− (c− 1)(t− β) if t ∈ [β, 1] ,
0 otherwise ,
(6.8)
and
et = e
−c(t∧β) − 1 + c(t ∧ β)− c(t ∧ β)
2
2
. (6.9)
Equivalently, the pair (q, φ) can be defined as the solution to the Skorohod problem
qt =
t∫
0
(
c(1 − qs − s)− 1
)
ds+ φt and φt =
t∫
0
1(qs = 0) dφs. (6.10)
We note that
qt =
t∫
0
(
c(1− qs − s)− 1
)
ds for t ∈ [0, β] and et = c
t∫
0
qs ds for t ∈ [0, 1] . (6.11)
Lemma 6.1. Let cn → c > 0 as n→∞. Then the processes Qn, Φn, and En converge in probability
uniformly on [0, 1] to the functions q, φ, and e respectively.
Proof. By (6.5), (6.6), and Doob’s inequality the M
n
and L
n
converge to 0 in probability uni-
formly over [0, 1] as n → ∞. Also, the ǫn converge in probability to 0 uniformly on [0, 1] by
Lemma 3.1. Now, a standard tightness argument applied to (6.3) and (6.4) shows that the se-
quence (Q
n
,Φ
n
, E
n
), n ∈ N, is C-tight in DC([0, 1],R3), where a limit point (q˜, φ˜, e˜) is such that
q˜t =
∫ t
0
(
c(1− q˜s−s)−1
)
ds+ φ˜t, φ˜ is non-decreasing with φ˜t =
∫ t
0 1(q˜s = 0) dφ˜s, and e˜t = c
∫ t
0 q˜s ds.
Hence, (q˜, φ˜, e˜) = (q, φ, e) concluding the proof.
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Remark 6.1. The convergences Q
n P→ q and Φn P→ φ also follow from Remark 4.1 since the action
functionals IQ and IΦ are equal to 0 at q and φ, respectively.
We now prove a diffusion limit theorem, which will lead to the proof of Theorem 2.2. Let
us define processes Mn = (Mnt , t ∈ [0, 1]), Ln = (Lnt , t ∈ [0, 1]), Xn = (Xnt , t ∈ [0, 1]), Y n =
(Y nt , t ∈ [0, 1]), and Zn = (Znt , t ∈ [0, 1]) by the respective equalities Mnt =
√
nM
n
t , L
n
t =
√
n L
n
t ,
Xnt =
√
n(Q
n
t − qt), Y nt =
√
n(Φ
n
t − φt), and Znt =
√
n(E
n
t − et). By (6.3), (6.4), (6.7), (6.10), and
(6.11) these processes satisfy the equations
Xnt = −cn
t∫
0
Xns ds+
√
n(cn − c)
t∫
0
σ2s ds+M
n
t + ǫ˜
n
t + Y
n
t , (6.12)
Znt = cn
t∫
0
Xns ds +
√
n(cn − c)
t∫
0
qs ds+ L
n
t + δ˜
n
t , (6.13)
where
σ2t =
{
e−ct if t ∈ [0, β] ,
1− t if t ∈ [β, 1] , (6.14)
ǫ˜nt =
√
nǫnt +
√
n
⌊nt⌋/n∫
t
(
cn
(
1−Qns −
⌊ns⌋
n
)
− 1
)
ds+
√
n
t∫
0
(
s− ⌊ns⌋
n
)
ds, (6.15)
δ˜nt =
√
n cn
⌊nt⌋/n∫
t
Q
n
s ds−
cn√
n
⌊nt⌋/n∫
0
1(Q
n
s > 0) ds . (6.16)
We note that Lemma 3.1 implies that if cn → c as n→∞, then for arbitrary η > 0
sup
t∈[0,1]
|ǫ˜nt | P→ 0, (6.17)
also
sup
t∈[0,1]
|δ˜nt | ≤
cn√
n
. (6.18)
Let W (1) = (W
(1)
t , t ∈ [0, 1]) and W (2) = (W (2)t , t ∈ [0, 1]) be independent Wiener processes, and
processes H = (Ht, t ∈ [0, 1]) and Z = (Zt, t ∈ [0, 1]) be specified by the equations
Ht = −c
t∧β∫
0
Hs ds+ θ
t∫
0
σ2s ds+
√
c
t∫
0
σs dW
(1)
s , (6.19)
Zt = c
t∧β∫
0
Hs ds+ θ
t∫
0
qs ds+
√
c
t∫
0
√
qs dW
(2)
s . (6.20)
We also define processes M = (Mt, t ∈ [0, 1]) and L = (Lt, t ∈ [0, 1]) by Mt =
√
c
∫ t
0 σs dW
(1)
s and
Lt =
√
c
∫ t
0
√
qs dW
(2)
s .
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Lemma 6.2. Let
√
n(cn − c)→ θ ∈ R as n→∞, where c > 0. Then
lim
B→∞
lim sup
n→∞
P( sup
t∈[0,1]
|Xnt | > B) = 0 .
Also the following holds.
1. If β > 0, then for δ ∈ (0, β ∧ (1 − β)) the processes Mn, Ln, (Xnt , t ∈ [0, β − δ]), (Y nt , t ∈
[β + δ, 1]), and (Znt , t ∈ [0, 1]) jointly converge in distribution in DC([0, 1],R2) × DC([0, β −
δ],R)× DC([β + δ, 1],R) × DC([0, 1],R) to the respective processes M , L, (Ht, t ∈ [0, β − δ]),
(−Ht, t ∈ [β + δ, 1]), and Z. In addition, limn→∞P(supt∈[0,β−δ]|Y nt | > δ) = 0 .
2. If β = 0, then the processes Y n converge in distribution in DC([0, 1],R) to the process −H.
Proof. We start by proving that the processes (Mn, Ln) converge in distribution in DC([0, 1],R
2) to
the process (M,L). The processesMn and Ln are orthogonal square integrable martingales relative
to the filtration (Fnt , t ∈ [0, 1]), whose respective predictable quadratic characteristics n〈Mn〉t and
n〈Ln〉t converge in probability as n → ∞ to c
∫ t
0 σ
2
s ds and c
∫ t
0 qs ds respectively in view of (6.5),
(6.6), (6.7), (6.14), and Lemma 6.1. The predictable measure of jumps of (Mn, Ln) is given by
ν˜n([0, t],Γ × Γ′) =
⌊nt⌋−1∑
k=0
F˜n
(
1− Q
n
k
n
− k
n
, Γ \ {0}
)
F˜n
((Qnk
n
− 1
n
)+
, Γ′ \ {0}
)
, Γ,Γ′ ∈ B(R),
where
F˜n(s, Γ′′) = P
( 1√
n
⌊ns⌋∑
j=1
(
ξn1j −
cn
n
) ∈ Γ′′), s ∈ [0, 1], Γ′′ ∈ B(R).
Therefore, for ǫ > 0 and n large enough
1∫
0
∫
R2
|x|2 1(|x| > ǫ) ν˜n(ds, dx) ≤ 1
ǫ2
1∫
0
∫
R2
|x|4 ν˜n(ds, dx) ≤ 2
ǫ2
n∑
k=1
∫
R
|x|4 F˜n
(
1−Q
n
k−1
n
−k − 1
n
, dx
)
+
2
ǫ2
n∑
k=1
∫
R
|x|4 F˜n
((Qnk−1
n
− 1
n
)+
, dx
)
≤ 4(2cn + 3c
2
n)
n2ǫ2
,
which converges to 0 as n →∞. Therefore, extending the (Mn, Ln) to processes with trajectories
in D(R+,R
2) by setting (Mnt , L
n
t ) = (M
n
1 , L
n
1 ), t ≥ 1, we see by Jacod and Shiryaev (1987, Theo-
rem VIII.3.22) that these processes converge in distribution to the extension of (M,L) defined as
(Mt, Lt) = (M1, L1), t ≥ 1. Since the projection p1 from D(R+,R2) to DC([0, 1],R2) is continuous
at continuous functions from D(R+,R
2), we conclude that the (non-extended) processes (Mn, Ln)
converge in distribution in DC([0, 1],R
2) to the process (M,L).
By (6.3), (6.10) and Lipshitz continuity of reflection for r ∈ [0, 1]
|Qnr − qr| ≤ 2 sup
t∈[0,r]
∣∣∣
⌊nt⌋/n∫
0
(
cn
(
1−Qns −
⌊ns⌋
n
)
− 1
)
ds + ǫnt +M
n
t −
t∫
0
(
c(1 − qs − s)− 1
)
ds
∣∣∣,
so the definitions of Xnt and M
n
t , (6.7), (6.14), and (6.15) yield
|Xnt | ≤ 2cn
t∫
0
|Xns | ds+ 2 sup
s∈[0,t]
|Mns |+ 2
√
n|cn − c|
t∫
0
σ2s ds+ 2 sup
s∈[0,1]
|ǫ˜ns |, t ∈ [0, 1]. (6.21)
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In view of C-tightness of theMn, the convergence
√
n(cn−c)→ θ, (6.17), and Gronwall’s inequality,
(6.21) yields the asymptotic boundedness in probability of the supt∈[0,1]|Xnt | asserted in the first
display of the statement of the lemma. This implies by (6.13), the convergence
√
n(cn − c) → θ,
(6.18) and C-tightness of the Ln that the sequence Zn, n ∈ N, is C-tight in D([0, 1],R).
We next show that for arbitrary δ ∈ (0, 1 − β)
lim
n→∞P
(
sup
t∈[β+δ,1]
|Xnt | > δ
)
= 0. (6.22)
On recalling the definition of Y nt , we write (6.12) in the following form
Xnt = −cn
t∫
0
Xns ds+
√
n(cn − c)
t∫
0
σ2s ds+M
n
t + ǫ˜
n
t −
√
nφt +
√
n Φ
n
t . (6.23)
Since Xnt =
√
nQ
n
t for t ∈ [β, 1], φβ = 0, and Φnt increases only when Qnt = 0, (6.23) implies that
(Xnt , t ∈ [β, 1]) is the reflection of the process
(
Xnβ − cn
∫ t
βX
n
s ds +
√
n(cn − c)
∫ t
β σ
2
s ds + (M
n
t −
Mnβ ) −
√
nφt + (ǫ˜
n
t − ǫ˜nβ), t ∈ [β, 1]
)
, so by Xns being non-negative on [β, 1] it is not greater than
the reflection of
(
Xnβ +
√
n(cn − c)
∫ t
β σ
2
s ds+(M
n
t −Mnβ )−
√
nφt+(ǫ˜
n
t − ǫ˜nβ), t ∈ [β, 1]
)
. Therefore,
Xnt ≤ sup
s∈[β,t]
(√
n(cn − c)
t∫
s
σ2p dp+ (M
n
t −Mns ) +
√
n(φs − φt) + (ǫ˜nt − ǫ˜ns )
)
∨(Xnβ +√n(cn − c)
t∫
β
σ2s ds + (M
n
t −Mnβ )−
√
nφt + (ǫ˜
n
t − ǫ˜nβ)
)
, t ∈ [β, 1]. (6.24)
Hence, for t ≥ β + δ and η ∈ (0, δ),
Xnt ≤
(|√n(cn − c)|
1∫
β
σ2s ds+ 2 sup
s∈[β,1]
|Mns |+ 2 sup
s∈[β,1]
|ǫ˜ns |+Xnβ +
√
n(φt−η − φt)
)
∨ sup
s∈[t−η,t]
(|√n(cn − c)|
t∫
s
σ2p dp+ |Mnt −Mns |+ |ǫ˜nt − ǫ˜ns |). (6.25)
Limit (6.22) follows by (6.25), (6.17), C-tightness of theMn, asymptotic boundedness in probability
of the supt∈[0,1]|Xnt |, the convergence
√
n(cn−c)→ θ, and convergence of supt∈[β+δ,1]
√
n(φt−η−φt)
to −∞ as n → ∞. Now, (6.22) implies by (6.12), (6.17), the convergence √n(cn − c) → θ,
asymptotic boundedness in probability of the supt∈[0,1]|Xnt |, and C-tightness of the Mn that the
processes Y n restricted to [β + δ, 1] are C-tight in D([β + δ, 1],R).
Let us now assume that β > 0. By (6.23), the definition of Xnt , and the definition of the
reflection mapping for t ∈ [0, 1]
√
n Φ
n
t = − inf
s∈[0,t]
(
−cn
s∫
0
Xnp dp +
√
n(cn − c)
s∫
0
σ2p dp +M
n
s + ǫ˜
n
s +
√
nqs −
√
nφs
)
∧ 0. (6.26)
Convergence in distribution of the Mn to a continuous-path process implies that for δ > 0
limη→0 lim supn→∞P
(
supt∈[0,η]|Mnt | > δ
)
= 0. Therefore, given δ ∈ (0, β), we derive from (6.26),
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taking into consideration the convergences
√
n(cn − c) → θ and
√
n inft∈[η,β−δ] qt →∞ as n→∞,
where η ∈ (0, β − δ), the fact that φt = 0 for t ∈ [0, β], (6.17), and asymptotic boundedness in
probability of the supt∈[0,1]|Xnt | and supt∈[0,1]|Mnt | that
lim
n→∞P
(
sup
t∈[0,β−δ]
|Y nt | > δ
)
= 0. (6.27)
Putting together (6.12), (6.17), (6.27), the convergence
√
n(cn − c) → θ, asymptotic boundedness
in probability of the supt∈[0,1]|Xnt |, and C-tightness of the Mn, we conclude that the Xn restricted
to [0, β − δ] are C-tight in DC([0, β − δ],R).
We have thus established that for β > 0 and δ ∈ (0, β ∧ (1− β)) the processes Mn, Ln, Xn re-
stricted to [0, β−δ], Y n restricted to [β+δ, 1], and Zn are C-tight in the associated function spaces,
so they are jointly tight as random elements with values in the product space. Convergence in distri-
bution in DC([0, 1],R
2)×DC([0, β−δ],R)×DC ([β+δ, 1],R)×DC([0, 1],R) of the
(
Mn, Ln, (Xnt , t ∈
[0, β− δ]), (Y nt , t ∈ [β+ δ, 1]), Zn
)
to
(
M,L, (Ht, t ∈ [0, β− δ]), (−Ht, t ∈ [β+ δ, 1]), Z
)
now follows
by (6.12), (6.13), (6.17), (6.18), (6.19), (6.20), (6.22), (6.27), the convergence
√
n(cn − c) → θ,
convergence in distribution of the (Mn, Ln) to (M,L), and uniqueness of the solution (H,Z) to
(6.19) and (6.20).
Let us now assume that β = 0. Inequality (6.21) in view of asymptotic boundedness in prob-
ability of the supt∈[0,1]|Xnt |, C-tightness of the Mn, limits (6.17), (6.22), and
√
n(cn − c) →
θ yields the limit limη→0 lim supn→∞P
(
supt∈[0,η]|Xnt | > δ
)
= 0 for δ > 0, so by (6.22)
limn→∞P
(
supt∈[0,1]|Xnt | > δ
)
= 0. Therefore, by (6.12), the convergence
√
n(cn − c) → θ, and
convergence in distribution of the Mn to M , the Y n converge in distribution in DC([0, 1],R) to
−H.
Remark 6.2. A slight modification of the proof allows one to strengthen the assertion of the lemma
for β > 0 to the joint convergence in distribution in DC([0, 1],R
2) × DC([0, β − δ],R)2 × DC([β +
δ, 1],R)2×R2×DC([0, 1],R) of theMn, Ln, (Xnt , t ∈ [0, β−δ]), (Y nt , t ∈ [0, β−δ]), (Xnt , t ∈ [β+δ, 1]),
(Y nt , t ∈ [β + δ, 1]), Xnβ , Y nβ , and Zn to the respective random elements M , L, (Xt, t ∈ [0, β − δ]),
(Yt, t ∈ [0, β − δ]), (Xt, t ∈ [β + δ, 1]), (Yt, t ∈ [β + δ, 1]), Xβ, Yβ, and Z, where
Xt =


Ht for t ∈ [0, β),
Hβ ∨ 0 for t = β,
0 for t ∈ (β, 1],
and Yt =


0 for t ∈ [0, β),
(−Hβ) ∨ 0 for t = β,
−Ht for t ∈ (β, 1].
We thus have convergence in distribution with unmatched jumps in the limit process mentioned in
the introduction.
Proof of Theorem 2.2. Let c > 1, so β > 0. We prove that as n→∞(√
n
(αn
n
− α
)
,
√
n
(βn
n
− β
)
,
√
n
(γn
n
− γ
))
d→
(
−H1, Hβ
1− c(1− β) , Zβ
)
, (6.28)
which implies the assertion of part 2 of the theorem.
Let τn be the last time t before β/2 when Q
n
t = 0 and β˜
n be the first time t not before β/2
when Q
n
t = 0. By Lemma 6.1 and (6.7) Q
n
t > 0 for t ∈ [δ, β − δ] with probability tending to 1 as
n → ∞ for arbitrary δ ∈ (0, β/2), so P(τn ≤ δ) → 1 and P(β˜n ≥ β − δ) → 1. Also, noting that
Φ
n
t = Φ
n
τn for t ∈ (τn, β˜n), Lemma 6.1, and (6.8)
lim sup
n→∞
P(β˜n > β + δ) ≤ lim sup
n→∞
P
(
Φ
n
τn = Φ
n
β+δ
)≤ 1(0 = φβ+δ) = 0 ,
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so as n→∞
β˜n
P→ β. (6.29)
Similarly, the event that there exists an excursion of Q
n
of duration greater than η, where η ∈
(0, 1−β), which ends at some time after β+η, is contained in the event {inft∈[β,1−η](Φnt+η−Φnt ) = 0}.
Lemma 6.1 and the fact that φt is strictly increasing on [β, 1] in view of (6.8) imply that the
probability of the latter event tends to 0 as n → ∞. As the sizes of the connected components of
G(n, cn/n) are equal to n multiplied by the excursion lengths of Qn, we see that with probability
tending to 1 as n→∞ the largest component “starts” at nτn and “ends” at nβ˜n, so
P
(βn
n
= β˜n − τn
)
→ 1, (6.30)
P
(γn
n
= E
n
β˜n − Enτn
)
→ 1 . (6.31)
By (6.12) and the facts that Xnτn = −
√
nqτn and X
n
β˜n
= −√nqβ˜n ,
−√nqτn = −cn
τn∫
0
Xns ds+
√
n(cn − c)
τn∫
0
σ2s ds+M
n
τn + ǫ˜
n
τn + Y
n
τn , (6.32)
−√nqβ˜n = −cn
β˜n∫
0
Xns ds+
√
n(cn − c)
β˜n∫
0
σ2s ds+M
n
β˜n
+ ǫ˜n
β˜n
+
√
nΦ
n
β˜n −
√
nφβ˜n . (6.33)
Since τn
P→ 0, the right-hand side of (6.32) converges in probability to zero by (6.17) and Lemma 6.2,
so
√
nqτn
P→ 0 and, consequently, by (6.11) and the fact that c > 1
√
nτn
P→ 0. (6.34)
Since Φ
n
β˜n = Φ
n
τn + 1/n (see (2.8)),
√
nΦ
n
τn
P→ 0, and qβ˜n − φβ˜n =
∫ β˜n
0
(
c(1 − qs − s) − 1
)
ds =∫ β˜n
β
(
c(1− qs− s)− 1
)
ds (see (6.10)), we derive from (6.33) on using (6.29), (6.17), and Lemma 6.2
that
√
n
β˜n∫
β
(
c(1− qs − s)− 1
)
ds− cn
β˜n∫
0
Xns ds+
√
n(cn − c)
β˜n∫
0
σ2s ds+M
n
β˜n
P→ 0. (6.35)
Since α = φ1 (see (6.8)) and α
n = Φnn, we also have that
√
n
(αn
n
− α
)
= Y n1 . (6.36)
Convergence (6.28) follows by (6.29), (6.30), (6.31), (6.34), (6.35), (6.36), the observation that
γ = eβ (see (6.9)), asymptotic boundedness in probability of the supt∈[0,1]|Xnt |, the convergence√
n(cn − c) → θ, the joint convergence in distribution
(
Mn, Y n1 , (X
n
s , s ∈ [0, β − δ]), Zn
) d→(
M,−H1, (Hs, s ∈ [0, β − δ]), Z
)
in DC([0, 1],R) × R × DC([0, β − δ],R) × DC([0, 1],R) valid by
Lemma 6.2, and the continuous mapping theorem.
If c ≤ 1 the Y n1 converge in distribution to −H1 by part 2 of Lemma 6.2, which completes the
proof of part 1.
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We now prove Theorem 2.3. As mentioned above, the proof is along the lines of the proof of
Theorem 2.2, so we begin with an idempotent analogue of Lemma 6.2. We recall that bn, n ∈ N,
is a real-valued sequence such that bn → ∞ and bn/
√
n → 0 as n → ∞, and introduce processes
Mˆn = (Mˆnt , t ∈ [0, 1]), Lˆn = (Lˆnt , t ∈ [0, 1]), Xˆn = (Xˆnt , t ∈ [0, 1]), Yˆ n = (Yˆ nt , t ∈ [0, 1]), and
Zˆn = (Zˆnt , t ∈ [0, 1]) by the respective equalities Mˆnt = Mnt /bn, Lˆnt = Lnt /bn, Xˆnt = Xnt /bn,
Yˆ nt = Y
n
t /bn, and Zˆ
n
t = Z
n
t /bn. Dividing (6.12) and (6.13) through by bn yields for t ∈ [0, 1]
Xˆnt = −cn
t∫
0
Xˆns ds+
√
n
bn
(cn − c)
t∫
0
σ2s ds+ Mˆ
n
t + ǫˆ
n
t + Yˆ
n
t , (6.37)
Zˆnt = cn
t∫
0
Xˆns ds+
√
n
bn
(cn − c)
t∫
0
qs ds+ Lˆ
n
t + δˆ
n
t , (6.38)
where
ǫˆnt =
ǫ˜nt
bn
, δˆnt =
δ˜nt
bn
. (6.39)
We note that by (6.15), (6.16), (6.39), and Lemma 3.1,
sup
t∈[0,1]
|ǫˆnt | P
1/b2n→ 0, (6.40)
provided cn → c as n→∞, and
sup
t∈[0,1]
|δˆnt | ≤
cn
bn
√
n
. (6.41)
Let Wˆ (1) = (Wˆ
(1)
t , t ∈ [0, 1]) and Wˆ (2) = (Wˆ (2)t , t ∈ [0, 1]) be independent idempotent Wiener
processes on an idempotent probability space (Υ,Π) adapted to a complete τ -flow A, idempotent
processes Mˆ = (Mˆt, t ∈ [0, 1]) and Lˆ = (Lˆt, t ∈ [0, 1]) be defined by Mˆt =
√
c
∫ t
0 σs
˙ˆ
W
(1)
s ds and
Lˆt =
√
c
∫ t
0
√
qs
˙ˆ
W
(2)
s ds, respectively, an idempotent process Hˆ = (Hˆt, t ∈ [0, 1]) be the Luzin
strong solution of the equation
Hˆt = −c
t∧β∫
0
Hˆs ds+ θˆ
t∫
0
σ2s ds+
√
c
t∫
0
σs
˙ˆ
W (1)s ds, (6.42)
and an idempotent process Zˆ = (Zˆt, t ∈ [0, 1]) be given by
Zˆt = c
t∧β∫
0
Hˆs ds+ θˆ
t∫
0
qs ds+
√
c
t∫
0
√
qs
˙ˆ
W (2)s ds. (6.43)
Lemma 6.3. Let (
√
n/bn)(cn − c) → θˆ ∈ R as n → ∞, where c > 0, bn → ∞ and bn/
√
n → 0.
Then for arbitrary η > 0
lim
n→∞P( supt∈[0,1]
|Qnt − qt| > η)1/b
2
n = 0,
lim
n→∞P( supt∈[0,1]
|Φnt − φt| > η)1/b
2
n = 0,
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and
lim
B→∞
lim sup
n→∞
P( sup
t∈[0,1]
|Xˆnt | > B)1/b
2
n = 0.
Also the following holds.
1. If β > 0, then for δ ∈ (0, β ∧ (1 − β)) the stochastic processes Mˆn, Lˆn, (Xˆnt , t ∈ [0, β − δ]),
(Yˆ nt , t ∈ [β + δ, 1]), and (Zˆnt , t ∈ [0, 1]) jointly LD converge in distribution at rate b2n in
DC([0, 1],R
2) × DC([0, β − δ],R) × DC([β + δ, 1],R) × DC([0, 1],R) to the respective idem-
potent processes Mˆ , Lˆ, (Hˆt, t ∈ [0, β − δ]), (−Hˆt, t ∈ [β + δ, 1]), and Zˆ. In addition,
limn→∞P(supt∈[0,β−δ]|Yˆ nt | > δ)1/b
2
n = 0.
2. If β = 0, then the stochastic processes Yˆ n LD converge in distribution at rate b2n in
DC([0, 1],R) to the idempotent process −Hˆ.
Proof. We have by (6.1) and (6.2)
Mˆnt =
1
bn
√
n
⌊nt⌋∑
i=1
n−Qni−1−(i−1)∑
j=1
(
ξnij −
cn
n
)
, t ∈ [0, 1],
Lˆnt =
1
bn
√
n
⌊nt⌋∑
i=1
Qni−1−1∑
j=1
(
ζnij −
cn
n
)
, t ∈ [0, 1].
Therefore, the Fn-predictable measure of jumps of (Mˆn, Lˆn) has the form
νˆn([0, t],Γ×Γ′) =
⌊nt⌋−1∑
k=0
Fˆn
(
1−Qnk/n−
k
n
,Γ\{0}
)
Fˆn
((
Q
n
k/n−
1
n
)+
, Γ′\{0}
)
, Γ,Γ′ ∈ B(R), (6.44)
where
Fˆn(s,Γ′′) = P
( 1
bn
√
n
⌊ns⌋∑
j=1
(
ξn1j −
cn
n
)
∈ Γ′′
)
, s ∈ [0, 1], Γ′′ ∈ B(R). (6.45)
Accordingly, the stochastic exponential (Eˆnt (λ), t ∈ [0, 1]), where λ ∈ R, associated with Mˆn is
given by
log Eˆnt (λ) =
⌊nt⌋∑
k=1
log
(
1 +
∫
R
(
eλx − 1) νˆn({k
n
}
, dx× R))
= n log
(
E exp
( λ
bn
√
n
(
ξn11 −
cn
n
))) ⌊nt⌋−1∑
k=0
(
1−Qnk/n −
k
n
)
.
Since, for B > 0, by Doob’s inequality
P( sup
t∈[0,1]
|Mˆnt | > B)1/b
2
n ≤ e−B
((
E eb
2
nMˆ
n
1
)1/b2n + (E e−b2nMˆn1 )1/b2n)
≤ e−B
((
E Eˆn1 (2b2n)
)1/(2b2n) + (E Eˆn1 (−2b2n))1/(2b2n))
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and (n/bn)
2 logE exp
(±(2bn/√n)(ξn11 − cn/n))→ 2c as n→∞, we conclude that
lim
B→∞
lim sup
n→∞
P( sup
t∈[0,1]
|Mˆnt | > B)1/b
2
n = 0. (6.46)
Dividing (6.21) through by bn and recalling (6.39) yields
|Xˆnt | ≤ 2cn
t∫
0
|Xˆns | ds+ 2
√
n
bn
|cn − c|
t∫
0
σ2s ds+ 2 sup
s∈[0,t]
|Mˆns |+ 2 sup
s∈[0,1]
|ǫˆns |, t ∈ [0, 1]. (6.47)
Applying Gronwall’s inequality to (6.47), we have by (6.40), (6.46), and the convergence
(
√
n/bn)(cn − c)→ θˆ that
lim
B→∞
lim sup
n→∞
P( sup
t∈[0,1]
|Xˆnt | > B)1/b
2
n = 0 (6.48)
proving the third display in the statement of the lemma. As a consequence of (6.48), the definition
of Xˆnt , and the convergence
√
n/bn →∞
lim
n→∞P( supt∈[0,1]
|Qnt − qt| > η)1/b
2
n = 0 , (6.49)
and then by (6.3), (6.10), (6.40), and (6.46)
lim
n→∞P( supt∈[0,1]
|Φnt − φt| > η)1/b
2
n = 0
for arbitrary η > 0, proving the other claimed super-exponential convergences in probability.
We now prove that the (Mˆn, Lˆn) LD converge in distribution at rate b2n to (Mˆ , Lˆ) in
DC([0, 1],R
2). This is accomplished by checking the conditions of Corollary 4.3.13 in Puhalskii
(2001). Extending Mˆn and Lˆn to processes defined on R+ by letting Mˆ
n
t = Mˆ
n
1 and Lˆ
n
t = Lˆ
n
1 for
t ≥ 1, we have by (6.5) and (6.6) that Mˆn and Lˆn are orthogonal Fn-square integrable martingales
with respective Fn-predictable quadratic characteristics
〈Mˆn〉t = cn
b2n
(
1− cn
n
) ⌊n(t∧1)⌋/n∫
0
(
1−Qns −
⌊ns⌋
n
)
ds,
〈Lˆn〉t = cn
b2n
(
1− cn
n
) ⌊nt⌋/n∫
0
(
Q
n
s −
1
n
)+
ds,
so by (6.7), (6.14), and (6.49) for ǫ > 0
lim
n→∞P
(
|b2n〈Mˆn〉t − c
t∧1∫
0
σ2s ds| > ǫ
)1/b2n
= 0,
lim
n→∞P
(
|b2n〈Lˆn〉t − c
t∧1∫
0
qs ds| > ǫ
)1/b2n
= 0,
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checking condition (C ′0) of the corollary. The processes (Mˆn, Lˆn) satisfy the Crame´r condition by
(6.44) and (6.45). We check condition (Le):
lim
n→∞P
( 1
b2n
1∫
0
∫
R2
eλb
2
n|x|1(b2n|x| > ǫ)νˆn(ds, dx) > η
)1/b2n
= 0, λ > 0, ǫ > 0, η > 0. (6.50)
We have for n large enough by (6.44) and (6.45)
1
b2n
1∫
0
∫
R2
eλb
2
n|x|1(b2n|x| > ǫ)νˆn(ds, dx) ≤
e−ǫ
√
n/bn
b2n
1∫
0
∫
R2
e(λ+ǫ)bn
√
n|x| νˆn(ds, dx)
≤ e
−ǫ√n/bn
2b2n
n−1∑
k=0
(∫
R
e2(λ+ǫ)bn
√
n|x|Fˆn
(
1−Qnk/n−
k
n
, dx
)
+
∫
R
e2(λ+ǫ)bn
√
n|x|Fˆn
((
Q
n
k/n−
1
n
)+
, dx
))
≤ e−ǫ
√
n/bn n
b2n
ecn
(
exp(2(λ+ǫ))−1+2(λ+ǫ)
)
.
Since the latter expression converges to 0 as n→∞, convergence (6.50) holds. Conditions (0) and
(supB′) of the corollary trivially hold. Thus, the extended (Mˆn, Lˆn) LD converge in distribution
in D(R+,R
2) at rate b2n to (Mˆ, Lˆ). Since the projection p1 from D(R+,R
2) to DC([0, 1],R
2) is
continuous at continuous functions from D(R+,R
2), we conclude by the contraction principle that
the processes (Mˆn, Lˆn) LD converge in distribution at rate b2n in DC([0, 1],R
2) to the idempotent
process (Mˆ, Lˆ). As a byproduct of C-exponential tightness of the Lˆn, we deduce by (6.48), (6.38),
the convergence (
√
n/bn)(cn − c)→ θˆ, and (6.41) that the sequence Zˆn, n ∈ N, is C-exponentially
tight in D([0, 1],R).
We next show that for arbitrary δ > 0
lim
n→∞P
(
sup
t∈[β+δ,1]
|Xˆnt | > δ
)1/b2n = 0. (6.51)
Dividing (6.25) through by bn yields for t ≥ β + δ and η ∈ (0, δ)
Xˆnt ≤
(√n
bn
|cn − c|
1∫
β
σ2s ds+ 2 sup
s∈[β,1]
|Mˆns |+ 2 sup
s∈[β,1]
|ǫˆns |+ Xˆnβ +
√
n
bn
(φt−η − φt)
)
∨ sup
s∈[t−η,t]
(
√
n
bn
|cn − c|
t∫
s
σ2p dp+ |Mˆnt − Mˆns |+ |ǫˆnt − ǫˆns |).
Convergence (6.51) follows if we recall that the Mˆn are C-exponentially tight of order b2n,
(
√
n/bn)(cn − c) → θˆ, (6.40) and (6.48) hold, and use that supt∈[β+δ,1](φt−η − φt) < 0. Conse-
quently, by (6.37), (6.40), (6.48), (6.51), C-exponential tightness of the Mˆn, and the convergence
(
√
n/bn)(cn − c)→ θˆ the processes Yˆ n restricted to [β + δ, 1] are C-exponentially tight of order b2n.
Next, let us assume that β > 0. Representation (6.26) implies that for t ∈ [0, 1]
√
n
bn
Φ
n
t = − inf
s∈[0,t]
(
−cn
s∫
0
Xˆnp dp+
√
n
bn
(cn − c)
s∫
0
σ2p dp+ Mˆ
n
s + ǫˆ
n
s +
√
n
bn
qs −
√
n
bn
φs
)
∧ 0 (6.52)
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In view of LD convergence in distribution at rate b2n of the Mˆ
n to a continuous-path idem-
potent process limη→0 lim supn→∞P
(
supt∈[0,η]|Mˆnt | > δ
)1/b2n = 0 for δ > 0. Therefore, given
δ ∈ (0, β), we derive from (6.52), taking into consideration the convergences (√n/bn)(cn − c) → θˆ
and (
√
n/bn) inft∈[η,β−δ] qt →∞ as n→∞, where η ∈ (0, β − δ), the fact that φt = 0 for t ∈ [0, β],
(6.40), (6.46), (6.48), and C-exponential tightness of the Mˆn that for δ ∈ (0, β)
lim
n→∞P
(
sup
t∈[0,β−δ]
|Y nt | > δ
)1/b2n = 0. (6.53)
Putting together (6.37), (6.40), (6.48), (6.53), the convergence (
√
n/bn)(cn − c) → θˆ, and LD
convergence in distribution at rate b2n of the Mˆ
n to Mˆ , we conclude that the sequence of laws of
the Xˆn restricted to [0, β − δ] is C-exponentially tight of order b2n in D([0, β − δ],R).
We have thus established that for β > 0 and δ ∈ (0, β ∧ (1 − β)) the processes Mˆn, Lˆn, Xˆn
restricted to [0, β − δ], Yˆ n restricted to [β + δ, 1], and Zˆn are C-exponentially tight of order b2n
in the associated function spaces, so they are jointly exponentially tight of order b2n as random
elements with values in the product space. Now, LD convergence in distribution at rate b2n in
DC([0, 1],R
2)×DC([0, β − δ],R)×DC([β + δ, 1],R)×DC([0, 1],R) of the
(
Mˆn, Lˆn, (Xˆnt , t ∈ [0, β −
δ]), (Yˆ nt , t ∈ [β + δ, 1]), Zˆn
)
to
(
Mˆ, Lˆ, (Hˆt, t ∈ [0, β − δ]), (−Hˆt, t ∈ [β + δ, 1]), Zˆ
)
follows by (6.37),
(6.38), (6.40), (6.41), (6.42), (6.43), (6.51), (6.53), the convergence (
√
n/bn)(cn − c) → θˆ, LD
convergence in distribution of the (Mˆn, Lˆn) to (Mˆ, Lˆ), and strong uniqueness of the solution (Hˆ, Lˆ)
of (6.42) and (6.43).
Let us now assume that β = 0. In view of limits (6.40), (6.48), the convergence (
√
n/bn)(cn −
c) → θˆ, and LD convergence in distribution at rate b2n of the Mˆn to Mˆ , we have by (6.47)
the convergence limη→0 lim supn→∞P
(
supt∈[0,η]|Xˆnt | > δ
)1/b2n = 0 for δ > 0, so by (6.51)
limn→∞P
(
supt∈[0,1]|Xˆnt | > δ
)1/b2n = 0. Therefore, by (6.37), the convergence (√n/bn)(cn − c)→ θˆ,
and LD convergence in distribution at rate b2n of the Mˆ
n to Mˆ the Yˆ n LD converge in distribution
at rate b2n in DC([0, 1],R) to −Hˆ.
Remark 6.3. A slight modification of the proof shows that for β > 0 and δ ∈ (0, β ∧ (1 − β))
the random elements Mˆn, Lˆn, (Xˆnt , t ∈ [0, β − δ]), (Yˆ nt , t ∈ [0, β − δ]), (Xˆnt , t ∈ [β + δ, 1]),
(Yˆ nt , t ∈ [β+ δ, 1]), Xˆnβ , Yˆ nβ , and Zˆ jointly LD converge in distribution at rate b2n in DC([0, 1],R2)×
DC([0, β − δ],R)2 × DC([β + δ, 1],R)2 × R2 × DC([0, 1],R) to the respective idempotent elements
Mˆ , Lˆ, (Xˆt, t ∈ [0, β − δ]), (Yˆt, t ∈ [0, β − δ]), (Xˆt, t ∈ [β + δ, 1]), (Yˆt, t ∈ [β + δ, 1]), Xˆβ, Yˆβ, and Zˆ,
where idempotent processes Xˆ = (Xˆt, t ∈ [0, 1]) and Yˆ = (Yˆt, t ∈ [0, 1]) are defined by
Xˆt =


Hˆt for t ∈ [0, β),
Hˆβ ∨ 0 for t = β,
0 for t ∈ (β, 1],
and Yˆt =


0 for t ∈ [0, β),
(−Hˆβ) ∨ 0 for t = β,
− Hˆt for t ∈ (β, 1].
Proof of Theorem 2.3. The proof replicates the proof of Theorem 2.2. We begin by proving that
in analogy with (6.28) if c > 1, then as n→∞
(√n
bn
(αn
n
− α
)
,
√
n
bn
(βn
n
− β
)
,
√
n
bn
(γn
n
− γ
))
ld−→
b2n
(
−Hˆ1, Hˆβ
1− c(1 − β) , Zˆβ
)
. (6.54)
As in the proof of Theorem 2.2, we let τn be the last time t before β/2 when Q
n
t = 0 and β˜
n be
the first time t not before β/2 when Q
n
t = 0. The argument of the proof of Theorem 2.2 with
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the super-exponential limits in probability of Lemma 6.3 used in place of Lemma 6.1 implies that
under the hypotheses as n→∞
τn
P1/b
2
n→ 0, β˜n P1/b
2
n→ β, P
(βn
n
6= β˜n − τn
)1/b2n → 0, P(γn
n
6= Enβ˜n − Enτn
)1/b2n → 0. (6.55)
By (6.32) and (6.33) with the use of (6.39)
−
√
n
bn
qτn = −cn
τn∫
0
Xˆns ds+
√
n
bn
(cn − c)
τn∫
0
σ2s ds+ Mˆ
n
τn + ǫˆ
n
τn + Yˆ
n
τn , (6.56)
−
√
n
bn
qβ˜n = −cn
β˜n∫
0
Xˆns ds+
√
n
bn
(cn − c)
β˜n∫
0
σ2s ds+ Mˆ
n
β˜n
+ ǫˆn
β˜n
+
√
n
bn
Φ
n
β˜n −
√
n
bn
φβ˜n . (6.57)
The left-most convergence in (6.55) implies by Lemma 6.3, (6.40), and the convergence (
√
n/bn)(cn−
c)→ θˆ that the right-hand side of (6.56) converges super-exponentially in probability at rate b2n to
0, which yields the convergence √
n
bn
τn
P1/b
2
n→ 0. (6.58)
Next, (6.55), (6.57), and Lemma 6.3 imply by an argument along the lines of the one used for
deriving (6.35) that
√
n
bn
β˜n∫
β
(
c(1− qs − s)− 1
)
ds− cn
β˜n∫
0
Xˆns ds+
√
n
bn
(cn − c)
β˜n∫
0
σ2s ds+ Mˆ
n
β˜n
P1/b
2
n→ 0. (6.59)
Also by the definition of Yˆ n and (6.36)
√
n
bn
(αn
n
− α
)
= Yˆ n1 . (6.60)
Convergence (6.54) follows by (6.59), (6.60), the convergence (
√
n/bn)(cn − c) → θˆ, the joint LD
convergence in distribution
(
Mˆn, Yˆ n1 , (Xˆ
n
s , s ∈ [0, β − δ]), Zˆn
) ld−→
b2n
(
Mˆ,−Hˆ1, (Hˆs, s ∈ [0, β − δ]), Zˆ
)
in DC([0, 1],R) × R × DC([0, β − δ],R) × DC([0, 1],R), the third super-exponential convergence in
probability in the statement of Lemma 6.3, the last three convergences in (6.55), (6.58), and the
contraction principle.
If c ≤ 1, then the Y n1 LD converge in distribution to −Hˆ1 by part 2 of Lemma 6.3.
We complete the proof by showing that the right-hand side of (6.54) is idempotent Gaussian
with parameters (µ,Σ), i.e.,
S exp
(
−λ1Hˆ1 + λ2 Hˆβ
1− c(1 − β) + λ3Zˆβ
)
= exp
(
λTµ+
1
2
λTΣλ
)
, (6.61)
where λ = (λ1, λ2, λ3)
T ∈ R3 and S denotes idempotent expectation with respect to Π. By (6.42),
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(6.43), (6.7), and (6.14)
Hˆβ = θˆβe
−βc +
√
ce−βc
β∫
0
ecs/2
˙ˆ
W (1)s ds,
Zˆβ =
θˆβ2
2
+
√
c
β∫
0
(
1− ec(s−β))e−cs/2 ˙ˆW (1)s ds+√c
β∫
0
√
qs
˙ˆ
W (2)s ds.
On noting that by (6.42) and (6.14) Hˆ1 = Hˆβ + θˆ
∫ 1
β (1 − s) ds +
√
c
∫ 1
β
√
1− s ˙ˆW (1)s ds, Wˆ (1) and
Wˆ (2) are independent, we can write using Lemma A.4
S exp
(
−λ1Hˆ1+λ2 Hˆβ
1− c(1 − β)+λ3Zˆβ
)
= exp
(
−λ1θˆ(1− β)
2
2
+
( λ2
1− c(1− β)−λ1
)
θˆβe−βc+λ3
θˆβ2
2
)
S exp
(( λ2
1− c(1 − β) − λ1 − λ3
)√
ce−βc
β∫
0
ecs/2
˙ˆ
W (1)s ds+ λ3
√
c
β∫
0
e−cs/2 ˙ˆW (1)s ds
)
S exp
(−λ1√c
1∫
β
√
1− s ˙ˆW (1)s ds
)
S exp
(
λ3
√
c
β∫
0
√
qs
˙ˆ
W (2)s ds
)
. (6.62)
Lemma A.4 also yields
S exp
(√
c
β∫
0
(( λ2
1− c(1 − β) − λ1 − λ3
)
ecs/2−βc + λ3e−cs/2
)
˙ˆ
W (1)s ds
)
= exp
( c
2
β∫
0
(( λ2
1− c(1 − β) − λ1 − λ3
)
ecs/2−βc + λ3e−cs/2
)2
ds
)
,
(6.63)
S exp
(−λ1√c
1∫
β
√
1− s ˙ˆW (1)s ds
)
= exp
(cλ21
2
1∫
β
(1− s) ds
)
, (6.64)
S exp
(
λ3
√
c
β∫
0
√
qs
˙ˆ
W (2)s ds
)
= exp
(cλ23
2
β∫
0
qs ds
)
. (6.65)
Equality (6.61) follows on substituting (6.63), (6.64), and (6.65) into (6.62) and recalling (6.7).
Remark 6.4. Equality (6.61) admits also a direct proof by solving the variational problem on the
left.
7 The critical random graph
In this section, we prove Theorem 2.4, so the notation of the theorem is adopted. We denote
S˜nt = S
n
⌊n2/3t⌋ ∧n/n
1/3, E˜nt = E
n
⌊n2/3t⌋∧n, Q˜
n
t = Q
n
⌊n2/3t⌋∧n/n
1/3, S˘nt = S
n
⌊(nbn)2/3t⌋∧n/(n
1/3b
4/3
n ),
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E˘nt = E
n
⌊(nbn)2/3t⌋∧n/b
2
n, and Q˘
n
t = Q
n
⌊(nbn)2/3t⌋∧n/(n
1/3b
4/3
n ) for t ∈ R+, and introduce processes
S˜n = (S˜nt , t ∈ R+), E˜n = (E˜nt , t ∈ R+), Q˜n = (Q˜nt , t ∈ R+), S˘n = (S˘nt , t ∈ R+), E˘n = (E˘nt , t ∈
R+), and Q˘
n = (Q˘nt , t ∈ R+). Let stochastic processes S˜ = (S˜t, t ∈ R+) and E˜ = (E˜t, t ∈ R+) be
defined by the respective equalities S˜t =Wt+θ˜t−t2/2 and E˜t = N∫ t
0 X˜s ds
. Let idempotent processes
S˘ = (S˘t, t ∈ R+) and E˘ = (E˘t, t ∈ R+) be defined by the respective equalities S˘t = W˘t + θ˘t− t2/2
and E˘t = N˘∫ t
0 R(S˘)p dp, where W˘ = (W˘t, t ∈ R+) and N˘ = (N˘t, t ∈ R+) are independent Wiener
and Poisson idempotent processes, respectively. The first assertion of part 1 of the next lemma is
in the theme of Aldous (1997, eq. (31)).
Lemma 7.1. 1. If n1/3(cn − 1)→ θ˜ ∈ R as n→∞, then the (S˜n, E˜n) converge in distribution
in D(R+,R
2) as n→∞ to (S˜, E˜). If √n(cn − 1)→ θ ∈ R as n→∞, then the
(√
n(αn/n−
1/2), S˜n, E˜n
)
converge in distribution in R×D(R+,R2) to (α˜, S˜, E˜), where (S˜, E˜) correspond
to θ˜ = 0 and are independent of α˜.
2. If (n1/3/b
2/3
n )(cn − 1) → θ˘ ∈ R as n → ∞, then the (S˘n, E˘n) LD converge in distribution
in DC(R+,R
2) at rate b2n to (S˘, E˘). If (
√
n/bn)(cn − 1) → θˆ ∈ R as n → ∞, then the(
(
√
n/bn)(α
n/n − 1/2), S˘n, E˘n) LD converge in distribution at rate b2n in R × DC(R+,R2)
to (α˘, S˘, E˘), where (S˘, E˘) correspond to θ˘ = 0, α˘ is idempotent Gaussian with parameters
(−θˆ/2, 1/2) and is independent of (S˘, E˘).
Proof. We begin with the proof of part 1. By (2.6)
S˜nt = M˜
n
t + n
1/3(cn − 1)⌊n
2/3t⌋ ∧ n
n2/3
− cn
⌊n2/3t⌋∧n/n2/3∫
0
⌊n2/3s⌋
n2/3
ds− cn
n1/3
⌊n2/3t⌋∧n/n2/3∫
0
Q˜ns ds , (7.1)
where
M˜nt =
1
n1/3
⌊n2/3t⌋∧n∑
i=1
n−Qni−1−(i−1)∑
j=1
(
ξnij −
cn
n
)
. (7.2)
Let F˜nt , t ∈ R+, denote the σ-algebras generated by the ξnij, ζnij , i = 1, 2, . . . , ⌊n2/3t⌋ ∧ n, j ∈ N,
completed with sets of P-measure zero. Then M˜n = (M˜nt , t ∈ R+) is a square-integrable martingale
relative to the filtration F˜n = (F˜nt , t ∈ R+) with predictable quadratic characteristic
〈M˜n〉t = 1
n2/3
cn
n
(
1− cn
n
) ⌊n2/3t⌋∧n∑
i=1
(n−Qni−1 − (i− 1)). (7.3)
By Lemma 6.1 〈M˜n〉t P→ t as n→∞. The predictable measure of jumps of M˜n is given by
νˇn([0, t],Γ) =
⌊n2/3t⌋∧n−1∑
k=0
Fˇn
(
1− Q
n
k
n
− k
n
, Γ \ {0}
)
, Γ ∈ B(R),
where
Fˇn(s, Γ′) = P
( 1
n1/3
⌊ns⌋∑
j=1
(
ξn1j −
cn
n
) ∈ Γ′), s ∈ R+, Γ′ ∈ B(R).
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Therefore, for ǫ > 0 and n large enough
t∫
0
∫
R
|x|2 1(|x| > ǫ) νˇn(ds, dx) ≤ 1
ǫ2
⌊n2/3t⌋∧n∑
k=1
∫
R
|x|4 F˘n
(
1− Q
n
k−1
n
− k − 1
n
, dx
)
≤ (2cn + 3c
2
n)t
n2/3ǫ2
,
which converges to 0 as n → ∞. Consequently, by Liptser and Shiryaev (1989, Theorem 7.1.4)
the processes M˜n converge in distribution in D(R+,R) to the process W as n → ∞. Hence, the
processes S˜′n = (S˜′nt , t ∈ R+), where
S˜′nt = M˜
n
t + n
1/3(cn − 1)⌊n
2/3t⌋ ∧ n
n2/3
− cn
⌊n2/3t⌋∧n/n2/3∫
0
⌊n2/3s⌋
n2/3
ds ,
converge in distribution to the process S˜.
Let ˜˜ǫn = (˜˜ǫnt , t ∈ R+) be defined by ˜˜ǫnt = ǫn⌊n2/3t⌋∧n/n1/3. According to (2.9) and (2.11),
Q˜n = R(S˜n + ˜˜ǫn). (7.4)
Besides, by Lemma 3.1
sup
s∈R+
|˜˜ǫns | P→ 0 as n→∞. (7.5)
Since the difference S˜′nt − S˜nt is non-negative and non-decreasing in t, it follows by (7.4) that the
values of the process Q˜n are not greater than the corresponding values of the reflection of S˜′n+ ˜˜ǫn.
On using that the supr∈[0,t]|S˜′nr | are asymptotically bounded in probability and that (7.5) holds, we
conclude that the sups∈[0,t] Q˜ns are asymptotically bounded in probability, so the right-most term
of (7.1) tends in probability to 0 uniformly over bounded intervals as n→∞ implying that the S˜n
converge in distribution to S˜.
Next, according to (2.12)
E˜nt =
⌊n2/3t⌋∧n∑
i=1
Qni−1−1∑
j=1
ζnij , t ∈ R+ . (7.6)
Given a sequence xn, n ∈ N, of elements of D(R+,R), let
E˜′nt =
⌊n2/3t⌋∧n∑
i=1
⌊n1/3R(xn)
(i−1)/n2/3
⌋−1∑
j=1
ζnij, t ∈ R+.
The E˜′n = (E˜′nt , t ∈ R+) are jump processes with F˜n-predictable measures of jumps ν˜ ′n([0, t],Γ) =∑⌊n2/3t⌋∧n−1
i=0 F˜
′n(R(xn)i/n2/3 ,Γ \ {0}), Γ ∈ B(R), where F˜ ′n(y, Γ′) = P(∑⌊n1/3y⌋−1j=1 ζn1j ∈ Γ′), Γ′ ∈
B(R). Theorem VII.3.7 in Jacod and Shiryaev (1987) implies that if xn → x as n→∞ in D(R+,R),
then the sequence E˜′n, n ∈ N, converges in distribution in D(R+,R) to a compound Poisson process
with compensator
∫ t
0 R(x)s ds. On noting that, in view of independence of S˜n and the ζnij, (7.4)
and (7.6), the E˜′n are distributed according to the regular conditional distributions of E˜n given
that S˜n + ˜˜ǫn = xn, we conclude by (7.4), (7.5), and (7.6) that the (S˜n, E˜n) jointly converge in
distribution in D(R+,R
2) to (S˜, E˜) as n→∞. The first assertion of part 1 has been proved.
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For the second assertion, let in analogy with (6.1) for η > 0
M˜n,ηt =
1(t ≥ η)
n
⌊nt⌋∑
i=⌊nη⌋+1
n−⌊nq(i−1)/n⌋−(i−1)∑
j=1
(
ξnij −
cn
n
)
, t ∈ [0, 1], (7.7)
and Q˜n,η = (Q˜n,ηt , t ∈ [0, 1]) be defined in analogy with (6.3) by the condition that it is the reflection
of the process
∫ t
0
(
cn(1− Q˜n,ηs − s)− 1
)
ds+ M˜n,ηt , i.e., Q˜
n,η
t ≥ 0 and
Q˜n,ηt =
t∫
0
(
cn(1− Q˜n,ηs − s)− 1
)
ds+ M˜n,ηt + Φ˜
n,η
t , (7.8)
where Φ˜n,η = (Φ˜n,ηt , t ∈ [0, 1]) is non-decreasing with Φ˜n,ηt =
∫ t
0 1(Q˜
n,η
s = 0) dΦ˜
n,η
s . (For existence
of Q˜n,η, one can first prove that a solution exists between the jumps of M˜n,η by using the method
of successive approximations and making use of Lipshitz continuity of the reflection mapping and
Gronwall’s inequality, and then account for the jumps by introducing, if necessary, jumps in Φ˜n,η.
Strong uniqueness for Q˜n,η follows by Lipshitz continuity of the reflection mapping and Gronwall’s
inequality too.) By (6.1), (7.7) and the convergence of the Q
n
to q (Lemma 6.1) for η˜ > 0
lim
η→0
lim sup
n→∞
P
(
sup
t∈[0,1]
√
n|M˜n,ηt −M
n
t | > η˜
)
= 0,
which implies by (6.3), (7.8), Lemma 3.1, Lipshitz continuity of the reflection mapping, and Gron-
wall’s inequality that
lim
η→0
lim sup
n→∞
P
(
sup
t∈[0,1]
√
n|Q˜n,ηt −Q
n
t | > η˜
)
= 0,
and consequently
lim
η→0
lim sup
n→∞
P
(√
n|Φ˜n,η1 − Φ
n
1 | > η˜
)
= 0. (7.9)
Since Φ˜n,η is independent of the ξnij, i = 1, 2, . . . , ⌊nη⌋, j ∈ N, and ζnij, i ∈ N, j ∈ N, and the (S˜nt , E˜nt )
are measurable functions of ξnij, i = 1, 2, . . . , ⌊n2/3t⌋∧n, j ∈ N, and ζnij , i = 1, 2, . . . , ⌊n2/3t⌋∧n, j ∈
N, it follows that Φ˜n,η1 and finite-dimensional distributions of the (S˜
n, E˜n) are independent for all
large n, which yields by (7.9) the asymptotic independence of
√
n(Φ
n
1 − φ1) and finite-dimensional
distributions of the (S˜n, E˜n). The proof of part 1 is over.
The proof of part 2 is similar. In analogy with (7.1) and (7.2)
S˘nt = M˘
n
t +
n1/3
b
2/3
n
(cn − 1) ⌊(nbn)
2/3t⌋ ∧ n
(nbn)2/3
− cn
⌊(nbn)2/3t⌋∧n/(nbn)2/3∫
0
⌊(nbn)2/3s⌋
(nbn)2/3
ds
− cn b
2/3
n
n1/3
⌊(nbn)2/3t⌋∧n/(nbn)2/3∫
0
Q˘ns ds , (7.10)
where
M˘nt =
1
n1/3b
4/3
n
⌊(nbn)2/3t⌋∧n∑
i=1
n−Qni−1−(i−1)∑
j=1
(
ξnij −
cn
n
)
. (7.11)
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Let F˘nt , t ∈ R+, denote the σ-algebras generated by the ξnij, ζnij, i = 1, 2, . . . , ⌊(nbn)2/3t⌋∧n, j ∈ N,
completed with sets of P-measure zero. Then M˘n = (M˘nt , t ∈ R+) is a square-integrable martingale
relative to the filtration F˘n = (F˘nt , t ∈ R+) with predictable quadratic characteristic
〈M˘n〉t = 1
n2/3b
8/3
n
cn
n
(
1− cn
n
) ⌊(nbn)2/3t⌋∧n∑
i=1
(n−Qni−1 − (i− 1)) (7.12)
and predictable measure of jumps
ν˘n([0, t],Γ) =
⌊(nbn)2/3t⌋∧n−1∑
k=0
F˘n
(
1− Q
n
k
n
− k
n
, Γ \ {0}
)
, Γ ∈ B(R), (7.13)
where
F˘n(s, Γ′) = P
( 1
n1/3b
4/3
n
⌊ns⌋∑
j=1
(
ξn1j −
cn
n
) ∈ Γ′), s ∈ R+, Γ′ ∈ B(R). (7.14)
By (7.12) and the first super-exponential convergence in probability in Lemma 6.3 b2n〈M˘n〉t P
1/b2n→ t
as n→∞. Next, in analogy with (6.50) it is established that
lim
n→∞P
( 1
b2n
t∫
0
∫
R
eλb
2
n|x|1(b2n|x| > ǫ) ν˘n(ds, dx) > η
)1/b2n
= 0, λ > 0, ǫ > 0, η > 0, t > 0.
By Corollary 4.3.13 in Puhalskii (2001) we thus have that the M˘n LD converge in D(R+,R) at rate
b2n to the idempotent process W˘ as n→∞. Since in analogy with (7.4) Q˘n = R(S˘n + ǫ˘n), where
ǫ˘nt =
ǫn⌊(nbn)2/3t⌋∧n
n1/3b
4/3
n
, (7.15)
and supt∈R+ |˜˜ǫnt |
P1/b
2
n→ 0 as n→∞ by Lemma 3.1, we conclude by an argument replicating the one
used in the first part of the proof that the S˘n LD converge to S˘. Finally, a “conditional” argument
modelled on those used in the proofs of part 1 and Corollary 4.1 shows that (S˘n, E˘n)
ld−→
b2n
(S˘, E˘)
in D(R+,R
2). Convergence in DC(R+,R
2) follows by continuity of (S˜, E˜) and (S˘n, E˘n) being a
random element of DC(R+,R
2). The proof of the second assertion of part 2 is similar to the proof
of the second assertion of part 1.
Proof of Theorem 2.4. We begin with part 1, so we assume that n1/3(cn − 1) → θ˜. The below
reasoning repeatedly invokes the property that for almost every trajectory of S˜ the process T (S˜) is
increasing in arbitrarily small neighbourhoods to the left of the initial point and to the right of the
terminal point of an excursion of R(S˜); equivalently, the value of S˜ at the initial point is strictly
less than at any point to its left and the infimum of the values of S˜ in an arbitrary neighbourhood
to the right of the terminal point is strictly less than the value of S˜ at the terminal point. (The
stated property can be proved by using the decomposition of the Wiener process into excursions,
see, e.g., Ikeda and Watanabe (1989).)
We denote U˜ni = U
n
i /n
2/3 and R˜ni = R
n
i /n
2/3. Given intervals [ui, ui] and [ri, ri], where 0 <
ui < ui and 0 ≤ ri < ri for i = 1, . . . ,m, let Bn denote the event that there exist m connected
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components of G(n, cn/n) of sizes in the intervals [n2/3ui, n2/3ui] for i = 1, 2, . . . ,m and the numbers
of the excess edges of these components belong to the respective intervals [n2/3ri, n
2/3ri]. Let BT
for T > 0 denote the set of functions (x,y) ∈ D(R+,R2) with x0 = 0, y0 = 0, and y non-decreasing
such that there exist non-overlapping intervals [si, ti] with ti − si ∈ [ui, ui] and ti ≤ T for which
R(x)si = R(x)ti = 0, T (x)ti− = T (x)si , and yti − ysi ∈ [ri, ri] for i = 1, 2 . . . ,m. Since the
connected components of G(n, cn/n) correspond to excursions of Q˜n and may occur either before
time T or after it, we have B
n ⊂ {(S˜n + ˜˜ǫn, E˜n) ∈ BT } ∪ {supt≥T (S˜nt + ˜˜ǫnt − S˜nt−η − ˜˜ǫnt−η) > 0}
for η ∈ (0, T ∧ mini=1,2,...,m ui). Since the set BT and its closure (in D(R+,R2)) have the same
intersection with C(R+,R
2), Lemma 7.1 implies that
lim sup
n→∞
P
(
B
n) ≤ P((S˜, E˜) ∈ BT )+ lim sup
n→∞
P
(
sup
t≥T
(S˜nt + ˜˜ǫ
n
t − S˜nt−η − ˜˜ǫnt−η) > 0
)
. (7.16)
We show that
lim
T→∞
lim sup
n→∞
P
(
sup
t≥T
(S˜nt + ˜˜ǫ
n
t − S˜nt−η − ˜˜ǫnt−η) > 0
)
= 0. (7.17)
By (7.1), (7.3), (2.7), and Doob’s inequality for all n and T large enough
P
(
sup
t≥T
(S˜nt + ˜˜ǫ
n
t − S˜nt−η − ˜˜ǫnt−η) > 0
)
≤
∞∑
k=0
P
(
sup
t∈[T+kη,T+(k+1)η]
(M˜nt − M˜nt−η + ˜˜ǫnt − ˜˜ǫnt−η) > cnη(T + (k − 1)η) − 2ηn1/3|cn − 1|
)
≤
∞∑
k=0
P
(
2 sup
s∈[0,η]
(|M˜nT+(k−1)η+s − M˜nT+(k−1)η |+ |˜˜ǫnT+(k−1)η+s − ˜˜ǫnT+(k−1)η |)
+ sup
s∈[0,η]
(|M˜nT+kη+s − M˜nT+kη|+ |˜˜ǫnT+kη+s − ˜˜ǫnT+kη|) > cnη(T + (k − 1)η) − 2ηn1/3|cn − 1|
)
≤
∞∑
k=−1
P
(
sup
s∈[0,η]
(|M˜nT+kη+s − M˜nT+kη|+ |˜˜ǫnT+kη+s − ˜˜ǫnT+kη|) >
cnη
3
(T + kη)− 2η
3
n1/3|cn − 1|
)
+
∞∑
k=−1
P
(
sup
s∈[0,η]
(|M˜nT+(k+1)η+s−M˜nT+(k+1)η |+|˜˜ǫnT+(k+1)η+s−˜˜ǫnT+(k+1)η|) >
cnη
3
(T+kη)−2η
3
n1/3|cn−1|
)
≤ 2
∞∑
k=−1
4E(〈M˜n〉T+(k+1)η − 〈M˜n〉T+kη) +E sup
s∈[0,η]
|˜˜ǫnT+kη+s − ˜˜ǫnT+kη|2(cnη
3
(T + kη)− 2η
3
n1/3|cn − 1|
)2
+ 2
∞∑
k=−1
4E(〈M˜n〉T+(k+2)η − 〈M˜n〉T+(k+1)η) +E sup
s∈[0,η]
|˜˜ǫnT+(k+1)η+s − ˜˜ǫnT+(k+1)η|2(cnη
3
(T + kη)− 2η
3
n1/3|cn − 1|
)2
≤ 4
∞∑
k=−1
8cnη +
(
(1 + cn)
2 + cn
)
n−2/3(cnη
3
(T + kη)− 2η
3
n1/3|cn − 1|
)2 ≤ 4
∞∑
k=−1
122(16η + 1)
(T + kη)2η2
. (7.18)
The latter sum converges to 0 as T →∞, so (7.17) follows.
Denoting B = ∪T>0BT we deduce from (7.16) and (7.17) that lim supn→∞P
(
B
n) ≤
P
(
(S˜, E˜) ∈ B). By the cited property, for almost all ω ∈ Ω any interval [s, t] such that
R(S˜)s(ω) = R(S˜)t(ω) = 0 and T (S˜)s(ω) = T (S˜)t(ω) is an excursion of R(S˜)(ω). Therefore,
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P
(
(S˜, E˜) ∈ B) = P{[ui,ui],[ri,ri]}mi=1 , where P{[ui,ui],[ri,ri]}mi=1 denotes the probability that there exist
m excursions of R(S˜) = X˜ with lengths in the respective intervals [ui, ui] and the increments of E˜
over these excursions belong to the respective intervals [ri, ri]. Hence,
lim sup
n→∞
P(B
n
) ≤ P{[ui,ui],[ri,ri]}mi=1 . (7.19)
Next, let
o
Bn denote the event that there exist m connected components of G(n, cn/n) of sizes
in the segments (n2/3ui, n
2/3ui) for i = 1, 2, . . . ,m and the numbers of the excess edges of these
components belong to the respective segments (n2/3ri, n
2/3ri). Let
o
B denote the set of functions
(x,y) ∈ D(R+,R2) for which there exist disjoint intervals [si, ti] with ti − si ∈ (ui, ui) such that
xsi = xti < infp∈[0,(si−η)+] xp and xti > infp∈[ti,ti+η] xp for arbitrary η > 0, xp > xsi for p ∈ (si, ti),
and yti − ysi ∈ (ri, ri) for i = 1, 2 . . . ,m. Since continuous functions from
o
B are interior points of
o
B and {(S˜n + ˜˜ǫn, E˜n) ∈
o
B} ⊂
o
Bn, by Lemma 7.1 lim infn→∞P
( o
Bn
) ≥ P((S˜, E˜) ∈ oB). If a sample
event ω ∈ Ω is such that X˜(ω) has m excursions of lengths in the respective segments (ui, ui) and
the increments of E˜(ω) over these excursions belong to the respective segments (ri, ri), then by the
cited property (X˜(ω), E˜(ω)) ∈
o
B with probability 1. Therefore, denoting the probability of the set
of these ω as P{(ui,ui),(ri,ri)}mi=1 , we deduce that
lim inf
n→∞ P
( o
Bn
) ≥ P{(ui,ui),(ri,ri)}mi=1 . (7.20)
The asserted in part 1 of the theorem convergence of (U˜n, R˜n) follows by (7.19), (7.20), and the
observation that the right-hand sides of these inequalities coincide. The assertion of the theorem
for the case
√
n(cn − 1) → θ follows by a similar argument with the use of part 1 of Theorem 2.2
and the second assertion of part 1 of Lemma 7.1.
The proof of part 2 is obtained by combining the approaches of the proofs of part 1 and
Theorem 2.1. We firstly note that the action functional I˘S,E(x,y) associated with (S˘, E˘) is of
the form I˘S,E(x,y) =
∫∞
0 (x˙t − θ˘ + t)2 dt/2 +
∫∞
0 π
(
y˙t/R(x)t
)R(x)t dt if x and y are absolutely
continuous with x0 = y0 = 0 and y non-decreasing, and I˘
S,E(x,y) = ∞ otherwise. Then the
proof is carried out along the lines of the proof of Theorem 2.1, where the proof of an analogue of
Lemma 5.1 uses parts 2 of Lemmas 3.3 and 3.4 instead of respective parts 1 of these lemmas. In
addition, the proof of an analogue of (5.1), as in the argument just given, uses the convergence
lim
T→∞
lim sup
n→∞
P
(
sup
t≥T
(S˘nt + ǫ˘
n
t − S˘nt−η − ǫ˘nt−η) > 0
)1/b2n = 0, η > 0. (7.21)
We omit most of the details and only show the latter. Arguing as in (7.18)
P
(
sup
t≥T
(S˘nt + ǫ˘
n
t − S˘nt−η − ǫ˘nt−η) > 0
)1/b2n
≤
∞∑
k=−1
P
(
sup
s∈[0,η]
(|M˘nT+kη+s − M˘nT+kη|+ |ǫ˘nT+kη+s − ǫ˘nT+kη|) >
cnη
3
(T + kη)− 2η
3
n1/3
b
2/3
n
|cn − 1|
)1/b2n
+
∞∑
k=−1
P
(
sup
s∈[0,η]
(|M˘nT+(k+1)η+s−M˘nT+(k+1)η |+|ǫ˘nT+(k+1)η+s−ǫ˘nT+(k+1)η|) >
cnη
3
(T+kη)−2η
3
n1/3
b
2/3
n
|cn−1|
)1/b2n
≤
( 2∑
i=1
sup
t∈R+
(
E exp
(
(−1)ib2n(M˘nt+η − M˘nt )
))1/b2n
+
(
sup
t∈R+
E exp
(
b2n sup
s∈[0,η]
|ǫnt+s − ǫnt |
))1/b2n)
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∞∑
k=−1
exp
(
−
(cnη
6
(T + kη)− η
3
n1/3
b
2/3
n
|cn − 1|
))
. (7.22)
Let E˘nt (λ), t ∈ R+, λ ∈ R, denote the stochastic exponential of M˘n so that by (7.13) and (7.14)
log E˘nt (λ) = n logE exp
( λ
n1/3b
4/3
n
(
ξn11 −
cn
n
)) ⌊(nbn)2/3t⌋∧n−1∑
k=0
(
1− Q
n
k
n
− k
n
)
.
Hence, for t ∈ R+ and n large enough,
1
b2n
logE exp
(±b2n(M˘nt+η−M˘nt )) ≤ 12b2n logE
E˘nt+η(±2b2n)
E˘nt (±2b2n)
≤ n
5/3η
b
4/3
n
(
logE exp
(
±2b
2/3
n
n1/3
(
ξn11−
cn
n
)))+
,
so since logE exp
(±2b2/3n (ξn11− cn/n)/n1/3) is asymptotically equivalent to 2cnb4/3n /n5/3 as n→∞,
we conclude that
lim sup
n→∞
sup
t∈R+
(
E exp
(±b2n(M˘nt+η − M˘nt )))1/b2n ≤ e2η. (7.23)
Also by (2.7) and the definition of ǫ˘nt in (7.15)
lim sup
n→∞
sup
t∈R+
(
E exp
(
b2n sup
s∈[0,η]
|ǫ˘nt+s − ǫ˘nt |
))1/b2n ≤ 1. (7.24)
Limit (7.21) follows by (7.22), (7.23), (7.24), and the convergence
(
n1/3/b
2/3
n
)
(cn − 1)→ θ˘.
Corollary 2.5 follows by the contraction principle, in particular, part 2 is proved in analogy with
part 2 of Corollary 2.4. (Note that in the expression for I˘β
θ˘
the role of Kc(u) and Lc(u) are played
by the functions −u3/24 and ((u− θ˘)3 + θ˘3)/6, respectively, and an analogue of Lemma 3.2 holds
with 2(θ˘ − u) as u∗.)
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A Summary of idempotent probability
This appendix relates some facts of idempotent probability theory. More detailed exposition is
given in Puhalskii (2001).
Let Υ be a set. A function Π from the power set of Υ to [0, 1] is called an idempotent prob-
ability if Π(Γ) = supυ∈ΓΠ({υ}), Γ ⊂ Υ and Π(Υ) = 1. If in addition, Υ is a metric space and
the sets {υ ∈ Υ : Π(υ) ≥ a} are compact for all a ∈ (0, 1], then Π is called a deviability. Ob-
viously, Π is a deviability if and only if I(υ) = − logΠ({υ}) is an action functional. Below, we
denote Π(υ) = Π({υ}) and assume unless mentioned otherwise that Π is an idempotent proba-
bility on Υ. A property P(υ), υ ∈ Υ, pertaining to the elements of Υ is said to hold Π-a.e. if
Π(P(υ) does not hold) = 0. A τ -algebra on Υ is defined as a subset of the power set of Υ for which
there exists a partitioning of Υ into disjoint sets such that every element of A is a union of the
elements of the partitioning. We call the elements of the partitioning the atoms of A and denote
as [υ] the atom containing υ. The power set of Υ is called the discrete τ -algebra. A τ -algebra A
is called complete (or Π-complete, or complete with respect to Π if idempotent probability needs
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to be specified) if each one-point set {υ} with Π(υ) = 0 is an atom of A; the completion (or the
Π-completion, or the completion with respect to Π if idempotent probability needs to be specified)
of a τ -algebra A is defined as the τ -algebra obtained by taking as the atoms the points of idempo-
tent probability 0 and set-differences of the atoms of A and sets of idempotent probability 0; the
completion of a τ -algebra is a complete τ -algebra. If Υ′ is another set equipped with idempotent
probability Π′ and τ -algebra A′, then the product idempotent probability Π ×Π′ on Υ × Υ′ is
defined by (Π × Π′)(υ, υ′) = Π(υ)Π′(υ′) for (υ, υ′) ∈ Υ × Υ′, the product τ -algebra A ⊗ A′ is
defined as having the atoms [υ] × [υ′], where υ ∈ Υ and υ′ ∈ Υ′.
A function f from a set Υ equipped with idempotent probability Π to a set Υ′ is called
an idempotent variable. If Υ and Υ′ are equipped with τ -algebras A and A′, respectively, the
idempotent variable f is said to be A/A′-measurable, or simply measurable if the τ -algebras
are understood, if f−1([υ′]) ∈ A for any υ′ ∈ Υ′. We say that f is A-measurable if it is mea-
surable for the discrete τ -algebra on Υ′. The τ -algebra of Υ generated by f is defined by the
atoms {υ ∈ Υ : f(υ) = υ′}, υ′ ∈ Υ′. The idempotent variable f is thus A-measurable if
{υ ∈ Υ : f(υ) = υ′} ∈ A for all υ′ ∈ Υ′. As in probability theory, we routinely omit the
argument υ in the notation for an idempotent variable. The idempotent distribution of an idem-
potent variable f is defined as the set function Π ◦ f−1(Γ) = Π(f ∈ Γ), Γ ⊂ Υ′; it is also called the
image of Π under f . If Υ is a metric space, Π is a deviability on Υ, and f is a continuous mapping
from Υ to a metric space Υ′, then Π ◦ f−1 is a deviability on Υ′. In particular, if Υ′ ⊂ Υ with
induced metric and Π(Υ\Υ′) = 0, then the restriction Π|Υ′ of Π to Υ′ defined by Π|Υ′(υ) = Π(υ)
for υ ∈ Υ′ is a deviability on Υ′. In general, f is said to be Luzin if Π ◦ f−1 is a deviability on Υ′.
Subsets A and A′ of Υ are said to be independent if Π(A ∩ A′) = Π(A)Π(A′); τ -algebras A
and A′ are said to be independent if events A and A′ are independent for any A ∈ A and A′ ∈ A′;
Υ′-valued idempotent variables f and f ′ are said to be independent if Π(f = υ′, f ′ = υ′′) = Π(f =
υ′)Π(f ′ = υ′′) for all υ′, υ′′ ∈ Υ′. An idempotent variable f and a τ -algebra A are said to be
independent (or f to be independent of A) if the τ -algebra generated by f and A are independent.
If f is R+-valued, the idempotent expectation of f is defined by Sf = supυ∈Υ f(υ)Π(υ), it is
also denoted as SΠf if the reference idempotent probability needs to be indicated. The following
analogue of the Markov inequality holds: Π(f ≥ a) ≤ Sf/a, where a > 0. If R+-valued idempotent
variables f and f ′ are independent, then S(ff ′) = Sf Sf ′. An R+-valued idempotent variable f
is said to be maximable if limb→∞ S(f1(f > b)) = 0. A collection fα of R+-valued idempotent
variables is called uniformly maximable if limb→∞ supα S(fα1(fα > b)) = 0. The conditional
idempotent expectation of an R+-valued idempotent variable f given a τ -algebra A is defined as
S(f |A)(υ) =


sup
υ′∈[υ]
f(υ′)
Π(υ′)
Π([υ])
if Π([υ]) > 0,
f ′(υ), if Π([υ]) = 0,
where f ′(υ) is an R+-valued function constant on the atoms of A. Conditional idempotent expecta-
tion is thus specified Π-a.e. It has many of the properties of conditional expectation, in particular,
S(f |A) is A-measurable, if f is A-measurable then S(f |A) = f Π-a.e., and if f and A are indepen-
dent then S(f |A) = Sf Π-a.e., Puhalskii (2001, Lemma 1.6.21). If for an Rd-valued idempotent
variable f the conditional idempotent expectation S(exp(λT f)|A) is Π-a.e. constant on Υ for all
λ ∈ Rd and is an essentially smooth function of λ, then f and A are independent, Puhalskii (2001,
Corollary 1.11.9).
An Rd-valued idempotent variable f on (Υ,Π) is said to be Gaussian with parameters (m,Σ),
where m ∈ Rd and Σ is a positive semi-definite d× d matrix, if S exp(λT f) = exp(λTm+ λTΣλ/2)
for all λ ∈ Rd. Equivalently, Π(f = z) = exp(−(z−m)TΣ⊕(z−m)/2) if z−m belongs to the range
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of Σ and Π(f = z) = 0 otherwise, where Σ⊕ denotes the pseudo-inverse of Σ, Puhalskii (2001,
Lemma 1.11.12).
A flow of τ -algebras, or a τ -flow, on Υ is defined as a collection A = (At, t ∈ R+) of τ -algebras
on Υ such that As ⊂ At for s ≤ t; the latter condition is equivalent to the atoms of As being unions
of the atoms of At. A τ -flow is called complete if it consists of complete τ -algebras, the completion
of a τ -flow is obtained by completing its τ -algebras; the completion of a τ -flow is a complete τ -flow.
An idempotent variable σ : Υ→ R+ is called an idempotent A-stopping time, or a stopping time
relative to A, if {υ : σ(υ) = t} ∈ At for t ∈ R+. Given a τ -flow A and an idempotent A-stopping
time σ, we define Aσ as the τ -algebra with atoms [υ]Aσ(υ) . If Υ = C(R+,Rd), the canonical τ -
flow is the τ -flow C = (Ct, t ∈ R+) with the Ct having the atoms p−1t x, x ∈ C(R+,Rd), where
pt : C(R+,R
d)→ C(R+,Rd) is defined by (ptx)s = xs∧t, s ∈ R+.
A collection (Xt, t ∈ R+) of Rd-valued idempotent variables on Υ is called an idempotent
process. The functions (Xt(υ), t ∈ R+) for various υ ∈ Υ are called trajectories (or paths) of X. An
idempotent process (Xt, t ∈ R+) is said to be A-adapted if the Xt are At-measurable for t ∈ R+. If
(Xt, t ∈ R+) isA-adapted with unbounded above continuous paths, then σ = inf{t ∈ R+ : Xt ≥ a},
where a ∈ R, is an idempotentA-stopping time, Puhalskii (2001, Lemma 2.2.18). If Υ = C(R+,Rd),
the canonical idempotent process is defined by Xt(x) = xt. An A-adapted R+-valued idempotent
process M = (Mt, t ∈ R+) is said to be an A-exponential maxingale, or an exponential maxingale
relative to A, if the Mt are maximable and S(Mt|As) = Ms Π-a.e. for s ≤ t. If, in addition,
the collection Mt, t ∈ R+, is uniformly maximable, then M is said to be a uniformly maximable
exponential maxingale. An A-adapted R+-valued idempotent process M = (Mt, t ∈ R+) is called
an A-local exponential maxingale, or a local exponential maxingale relative to A, if there exists
a sequence τn of idempotent A-stopping times such that τn ↑ ∞ as n → ∞ and the stopped
idempotent processes (Mt∧τn , t ∈ R+) are uniformly maximable A-exponential maxingales.
Lemma A.1. Let M = (Mt, t ∈ R+) be an exponential maxingale relative to a τ -flow A = (At, t ∈
R+) and σt, t ∈ R+, be a collection of bounded idempotent A-stopping times such that σs ≤ σt for
s ≤ t. Then the idempotent process (Mσt , t ∈ R+) is an exponential maxingale relative to the τ -flow
(Aσt , t ∈ R+).
Proof. By Corollary 2.3.10 in Puhalskii (2001), S(Mσt |Aσs) = Mσs Π-a.e. for s ≤ t. Each Mσt
is maximable since by the boundedness of σt there exists T ≥ σt, so Mσt = S(MT |Aσt), which is
maximable by maximability ofMT , inclusion Aσt ⊂ AT , and Lemma 1.6.21 in Puhalskii (2001).
Given an R-valued function G = (Gt(λ;x), t ∈ R+, x ∈ C(R+,R), λ ∈ R), where Gt(λ;x) is
Ct-measurable in x, we say that a deviability Π on C(R+,R) solves the maxingale problem (x,G),
where x ∈ R, if X0 = x Π-a.e. and (exp(λXt − Gt(λ;X)), t ∈ R+) is a C-local exponential
maxingale under Π, where X = (Xt, t ∈ R+) is the canonical idempotent process on C(R+,R).
We have the following lemma.
Lemma A.2. Let Π solve the maxingale problem (x,G). If the function (Gt(λ;x), t ∈ R+, x ∈
C(R+,R)) is bounded in (t,x) for all λ ∈ R, then the process (exp(λXt − Gt(λ;X)), t ∈ R+) is a
C-uniformly maximable exponential maxingale under Π.
Proof. Let Mt(λ) = exp(λXt − Gt(λ;X)). By Lemma 2.3.13(3) in Puhalskii (2001) it is enough
to prove that the collection (Mt(λ), t ∈ R+) is uniformly maximable. The definition of a lo-
cal exponential maxingale and Lemma 1.6.22 in Puhalskii (2001) imply that SΠMt(2λ) ≤ 1.
Therefore, denoting by b an upper bound for (exp(−2Gt(λ;x)), t ∈ R+, x ∈ C(R+,R)) and
(exp(Gt(2λ;x)), t ∈ R+, x ∈ C(R+,R)), we have
SΠMt(λ)
2 = SΠ
(
Mt(2λ) exp(Gt(2λ;X)) exp(−2Gt(λ;X))
) ≤ b2.
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The uniform maximability now follows by Corollary 1.4.15 in Puhalskii (2001).
Lemma A.3. Let (Mt, t ∈ R+) and (M ′t , t ∈ R+) be exponential maxingales on (Υ,Π) and
(Υ′,Π′), respectively, relative to the respective τ -flows (At, t ∈ R+) and (A′t, t ∈ R+). Then
(MtM
′
t , t ∈ R+) is an exponential maxingale on (Υ×Υ′,Π×Π′) relative to the τ -flow (At⊗A′t, t ∈
R+).
Proof. By Puhalskii (2001, Lemma 1.6.28), SΠ×Π′(MtM ′t |As⊗A′s) = SΠ(Mt|As)SΠ′(M ′t |A′s) Π×
Π′-a.e. for s ≤ t. Maximability of (MtM ′t , t ∈ R+) under Π×Π′ is obvious.
Poisson idempotent probability (or Poisson deviability) is a deviability on C(R+,R) defined by
ΠN (x) =


exp
(
−
∞∫
0
π(x˙t) dt
)
if x is absolutely continuous and non-decreasing,
and x0 = 0,
0 otherwise.
A Poisson idempotent process on (Υ,Π) is defined as an idempotent process with idempotent
distribution ΠN . Thus, a Poisson idempotent process has absolutely continuous non-decreasing
trajectories Π-a.e. The definition implies that the canonical idempotent process on C(R+,R) is
Poisson under ΠN . If N is a Poisson idempotent process on (Υ,Π), then the idempotent process
MN (λ) = (MNt (λ), t ∈ R+) defined by MNt (λ) = exp
(
λNt− (eλ− 1)t
)
is an exponential maxingale
relative to the τ -flow (ANt , t ∈ R+), where the ANt are the τ -algebras generated by the Ns, s ≤ t
Puhalskii (2001, Theorem 2.4.16). We say that a continuous-path idempotent process N is Poisson
relative to a τ -flow A if N0 = 0 and the idempotent process M
N (λ) is an A-exponential maxingale
for all λ ∈ R. If N is idempotent Poisson relative to A, then it is idempotent Poisson, Puhalskii
(2001, Corollary 2.4.19).
Wiener idempotent probability (or Wiener deviability) is a deviability on C(R+,R) defined by
ΠW (x) =


exp
(
−1
2
∞∫
0
x˙2t dt
)
if x is absolutely continuous and x0 = 0,
0 otherwise.
A Wiener idempotent process on (Υ,Π) is defined as an idempotent process with idempotent
distribution ΠW . Thus, a Wiener idempotent process has Π-a.e. absolutely continuous paths. The
definition implies that the canonical idempotent process on C(R+,R) is Wiener under Π
W .
LetW = (Wt, t ∈ R+) be a Wiener idempotent process on (Υ,Π). Then the idempotent process(
exp(λWt − λ2t/2), t ∈ R+
)
is an exponential maxingale relative to the flow AW = (AWt , t ∈ R+),
where the AWt are the τ -algebras generated by Ws, s ≤ t, Puhalskii (2001, Theorem 2.4.2). We say
that a continuous-path idempotent process W is Wiener relative to a τ -flow A if W0 = 0 and the
idempotent process
(
exp(λWt−λ2t/2), t ∈ R+
)
is an A-exponential maxingale for all λ ∈ R. If W
is idempotent Wiener relative toA, then it is idempotent Wiener, Puhalskii (2001, Corollary 2.4.6).
In particular, Wt −Ws for t ≥ s is independent of As by the fact that S
(
exp(λ(Wt −Ws))|As
)
=
exp(λ2(t− s)/2), which is a smooth function of λ.
Given a bounded R-valued idempotent process σt, t ∈ R+, we define the idempotent Ito integral
(σ ⋄W )t by
(σ ⋄W )t(υ) =


t∫
0
σs(υ)W˙s(υ) ds if Π(υ) > 0,
Y (υ) otherwise ,
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where Y (υ) is an R-valued idempotent variable and W˙s(υ) denotes the Radon-Nikodym derivative
in s of the Wiener idempotent trajectory. The integral is thus specified uniquely Π-a.e. The
idempotent process
(
(σ ⋄W )t, t ∈ R+
)
has Π-a.e. continuous paths. If (Wt, t ∈ R+) and (σt, t ∈
R+) are adapted to a complete τ -flow A, then ((σ ⋄W )t, t ∈ R+) is A-adapted. For clarity, we
further use
∫ t
0 σsW˙s ds for (σ ⋄W )t. In the next lemma,
∫ t
s σpW˙p dp =
∫ t
0 σp1(r ∈ [s, t])W˙p dp.
Lemma A.4. Let σs, s ∈ R+ be an R-valued bounded Lebesgue-measurable function and W =
(Wt, t ∈ R+) be a Wiener idempotent process on (Υ,Π) relative to a complete τ -flow A. Then
the idempotent process M = (Mt, t ∈ R+), where Mt = exp(λ
∫ t
0 σsW˙s ds − λ2
∫ t
0 σ
2
s ds/2), is an
A-exponential maxingale. In particular,
∫ t
s σpW˙p dp is independent of As for s ≤ t.
Proof. The idempotent process M is A-adapted by Mt being constant on the atoms of At for
t ∈ R+, cf., Puhalskii (2001, Lemma 2.2.17). If the function σs, s ∈ R+, is piecewise constant, the
maxingale property follows by the properties of conditional idempotent expectations in a standard
manner. A limit argument shows that this property carries over to continuous σs, s ∈ R+. The
case of a Lebesgue measurable σs, s ∈ R+, follows via Luzin’s theorem. Maximability of the Mt
follows by Lemma A.2. Finally,
∫ t
s σpW˙p dp is independent of As for s ≤ t since by the maxingale
property S
(
exp(λ
∫ t
s σpW˙p dp)|As
)
= exp
(
(λ2/2)
∫ t
s σ
2
p dp
)
, where the latter is a smooth function of
λ.
Let σt(x), x ∈ R, t ∈ R+, and bt(x), x ∈ R, t ∈ R+, be real-valued functions, which are
continuous in x and Lebesgue-measurable in t. Let W be a Wiener idempotent process on an
idempotent probability space (Υ,Π) relative to a complete τ -flow A and let CWt for t ∈ R+ denote
the completion of Ct with respect to the Wiener deviability on C(R+,R). We say that, given x ∈ R,
an idempotent process X on (Υ,Π) is a strong solution to the Ito idempotent equation
Xt = x+
t∫
0
bs(Xs) ds +
t∫
0
σs(Xs) W˙s ds, t ∈ R+, (A.1)
where integrals are understood as Lebesgue integrals, if equality (A.1) holds Π-a.e. and there
exists a function J : C(R+,R) → C(R+,R), which is CWt /Ct-measurable for every t ∈ R+, such
that X = J(W ) Π-a.e. As a consequence, X is A-adapted. A strong solution is called Luzin if
the function J is continuous in restriction to the sets {x ∈ C(R+,R) : ΠW (x) ≥ a} for a ∈ (0, 1].
We say that there exists a unique strong solution (respectively, Luzin strong solution) if any strong
solution (respectively, Luzin strong solution) can be written as X = J(W ) Π-a.e. for the same
function J . Let us assume that σt(x) and bt(x) are locally Lipshitz-continuous in x, i.e., for every
a > 0 there exists an R+-valued Lebesgue-measurable in t function k
a
t , t ∈ R+, with
∫ t
0 k
a
s ds <∞
for t ∈ R+ such that |bt(x) − bt(y)| ≤ kat |x − y| and |σt(x) − σt(y)|2 ≤ kat |x − y|2 if |x| ≤ a
and |y| ≤ a, and satisfy the linear-growth condition that there exists an R+-valued Lebesgue-
measurable function lt, t ∈ R+, with
∫ t
0 ls ds < ∞ for t ∈ R+ such that |bt(x)| ≤ lt(1 + |x|) and
σt(x)
2 ≤ lt(1 + |x|2) for x ∈ R. Then (A.1) has a unique strong solution, which is also a Luzin
strong solution, Puhalskii (2001, Theorems 2.6.21, 2.6.22 and 2.6.26).
Let Υ be a metric space. A netΠψ, ψ ∈ Ψ, where Ψ is a directed set, of idempotent probabilities
on Υ is said to converge weakly to idempotent probability Π on Υ if limψ∈Ψ SΠψf = SΠf for every
non-negative bounded and continuous function f on Υ; equivalently, Puhalskii (2001, Theorem
1.9.2), lim supψ∈ΨΠψ(F ) ≤ Π(F ) for all closed sets F ⊂ Υ and lim infψ∈ΨΠψ(G) ≥ Π(G) for all
open sets G ⊂ Υ. A net of idempotent variables with values in the same metric space is said to
converge in idempotent distribution if their idempotent distributions weakly converge. One has
57
a continuous mapping theorem for convergence in idempotent distribution: if a net Xψ, ψ ∈ Ψ,
of idempotent variables with values in Υ converges in idempotent distribution to an idempotent
variable X with values in Υ and f is a continuous function from Υ to a metric space Υ′, then the
net f(Xψ), ψ ∈ Ψ, converges in idempotent distribution to f(X). A net Πψ, ψ ∈ Ψ, of deviabilities
on Υ is said to be tight if infK∈K lim supψ∈ΨΠψ(Υ \ K) = 0, where K denotes the collection of
compact subsets of Υ. A tight net of deviabilities is weakly compact, i.e., it contains a subnet that
converges weakly to a deviability, see Puhalskii (2001, Theorem 1.9.27) (if Πψ is a sequence, then
it contains a weakly convergent subsequence).
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