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Nonlinear dynamics are of crucial importance in many engineering fields. The re-
search in this dissertation is focused on the applications of nonlinear dynamics in the areas
of structural health monitoring, system identification and sensing. In the structural health
monitoring field, the goal is to replace the current common methods of visual inspec-
tion and time-based maintenance approaches with online monitoring and condition-based
maintenance. This important transformation is based largely on current damage detec-
tion techniques, which are focused on identifying changes in linear features such as mode
shapes and natural frequencies. However, nonlinearities are pervasive in many systems
affected by damage, and thus linear techniques fail, because, for example, the presence
or level of damage cannot be distinguished by linear methods from the nonlinear healthy
dynamics. In the sensing field, current vibration based methods do not take advantage
of nonlinear dynamics but minimize it, even though nonlinear-based methods can pro-
vide greater sensitivity and performance. The objective of this work is to develop general
methodologies that can be applied to realistic, nonlinear systems, and exploit the greater




Many structures have nonlinearities that play an important role in their dynamics. For
example, geometric nonlinearities and (Colomb) friction are often present. These nonlin-
earities are typically neglected in applications such as structural health monitoring, and
linear approximations are used. These approximations are motivated mainly by the fact
that damage detection methods are much more developed for linear systems than nonlinear
ones. However, the effects of neglected nonlinearities limit the accuracy and performance
of the linear techniques (when applied to nonlinear models). The techniques presented in
this dissertation address this problem, and allow for capitalizing on well developed linear
techniques to perform accurate model based damage detection and sensing in nonlinear
systems.
1.2.1 Linear and Nonlinear Analysis and Damage Detection
Typically, damage detection methodologies use information about the healthy and
damaged systems. This information can exist in various forms, including a discrete or
continuous model of the healthy system, or modal properties of the healthy (linearized)
system. Most methodologies then extract system properties such as natural frequencies
and mode shapes (for the linearized system) to detect damages. These linear features are
obtained by using linear modal analysis, which is well established. The linear modal anal-
ysis field can be broken into single input single output, single input multiple output and
multiple input multiple output (MIMO) approaches. Each of these approaches have in
turn been developed for both the time and frequency domains. Yang et al. [2] surveyed the
time-based MIMO methods and discussed their characteristics. In particular, there are the
free and impulse response methods such as the poly-reference complex exponential [3],
eigensystem realization algorithm [4] and Ibrahim time domain [5] methods. Also, there
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are forced response methods such as auto-regressive moving average vector [6] and direct
system parameter identification (DSPI) [7], which use the forcing from natural excitations
to determine modal properties. The use of the natural excitations makes most of these
methods well-suited for online damage detection.
In contrast, the nonlinear experimental analysis field is still under development. Wor-
den and Tomlinson [8] separate the research in this field into three main areas. The first
area uses the basic theory and philosophy of linear modal analysis by characterizing the
nonlinear system in a way such that the amplitude invariance is lost. The study of the
frequency response functions (FRF) distortion was one of the early studies in this area by
Ewins [9]. The second area consists of extending the linear approach of modal analysis
to encompass quantities that are amplitude invariants of nonlinear systems. For example,
Gifford [10] developed a technique in this area which is based on Volterra series [11] and
obtained the linear parameters from a nonlinear optimization step and the nonlinear pa-
rameters from a linear least squares analysis of higher order FRFs (HFRF). The third area
of the study of nonlinearity in modal analysis requires the discarding of the linear theory
and the creation of new theories to address the nonlinearity directly, such as nonlinear
normal modes [12–16] and center manifold theory [17, 18].
In a model based approach, once model parameters are identified, they can be used
for structural health monitoring. Ibrahim [19] and Heylen [20] provide a review of the
four general categories of linear nondestructive evaluation. The first category is sensitiv-
ity methods, where recently Leung [21] proposed a more accurate solution technique for
inverse sensitivity equations for asymmetric systems. The second is eigenstructure assign-
ment techniques, which place eigenvalues and/or eigenvectors of the closed loop system.
A good review of different eigenstructure assignment techniques can be found in the work
by Andry et al. [22]. Lim [23] developed a constrained eigenstructure assignment for
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damage detection that formed a direct relation between the feedback control and structural
parameter changes, while Jiang et al. [24] developed optimal controllers for sensitivity
enhancement by eigenstructure assignment. The next category are optimal matrix update
methods [25, 26], which can be used for both system identification and damage detection.
These methods update the system model by minimizing a cost function (e.g. the minimum
Frobenius norm for the update) for a given set of constraints (e.g. maintaining the sparsity
pattern of the original finite element model). The last category are minimum rank pertur-
bation methods [1, 27–30], which solve for damage as the minimum rank solution to the
perturbation equations.
1.2.2 Sensor Placement for Damage Detection
Most current sensor placement methodologies are focused on maximizing the control-
lability and observability of the healthy structure. For example, Cherng [31] identified
the optimal placement of sensors and actuators for controllability and observability. That
method examines the whole structure and selects sensor locations to maximize the signal
to noise ratio in the system. Other approaches examine ways to minimize the information
entropy norm, which is a measure of the uncertainty in the model parameter estimates.
For example, Yuen et al. [32] proposed a sensor placement method designed for system
identification and based on reducing entropy. That method requires choosing a number
of damageable areas (each with an associated parameter) and placing an equal number
of sensors to minimize the uncertainty in parameter estimates. Another technique, called
the effective independence distribution vector (EIDV) method, selects sensor locations
that make the measurements as linearly independent as possible while capturing as much
information as possible in the desired mode shapes in the measured data [33].
Recently, there have been proposed several techniques which are focused on sensor
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placement for damage detection. Cobb and Liebst [34] discussed one of the first such ap-
proaches. That sensor placement technique makes no assumption about damage location
and, instead, focuses on a sensitivity analysis to find the degrees of freedom which maxi-
mize the changes due to damage in the observable partial eigenstructure. The method does
not control which sections of the system will be detectable. Finally, other techniques are
based on maximizing the Fischer information matrix to find the optimum sensor placement
for damage detection [35, 36].
1.2.3 Sensitivity Enhancement of Resonant Frequencies
The shift in resonant frequencies due to changes in structural parameters has been
used in micro and macro scale applications. For instance, at the micro scale, vibrating
micro-structures such as micro-cantilevers [37–39] and micro-beams [40] have been used
for atomic force microscopes in tapping mode [41] as well as for chemical and biological
detection.
At the macro scale, vibration based methods can be used for damage detection and
health monitoring for structures such as bridges and aircraft. Many of these vibration
based methods use both mode shapes and natural frequencies [42–44]. Methods that are
based on the measurement of mode shapes often require the placement of many sensors
(in practical applications) and are more sensitive to noise [45] than methods that require
the use of only resonant frequencies.
There are three central drawbacks to detection methods that use only resonant fre-
quencies (herein referred to as frequency-shift based methods). The first drawback is the
insensitivity of the resonant frequencies to changes in system parameters. Swamidas and
Chen [46] showed this on a numerical study of a cracked plate. Their work showed that
a surface crack 70% through its depth and 40% through its width only resulted in a max-
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imum frequency shift of less than 0.7%. The insensitivity of the resonant frequency was
also shown experimentally by Adams et al. [47]. They found less than a 1% change in
the first three resonant frequencies of an aluminum bar under axial loading when cut at
its center through 30% of its thickness. Ray and Tian [48] proposed sensitivity enhancing
control to overcome this lack of sensitivity. They increased the sensitivity of the resonant
frequencies of a cantilevered beam using vibration control to place the closed loop poles of
the system. Ray et al. [49] experimentally validated sensitivity enhancing control using a
cantilevered beam in bending. Juang et al. [50] extended the sensitivity enhancing control
from single input to multi input systems. Their work proposed an eigenstructure assign-
ment technique that placed closed loop eigenvectors close to the open loop eigenvectors
to minimize control effort, while placing the poles such that they are more sensitive to
changes in the system.
The second drawback of frequency-shift based methods is the limited number of res-
onant frequencies that can be accurately measured. This limited information often leads
to an underdetermined problem when trying to solve for multiple simultaneous parameter
variations common in damage detection and sensing applications. In the context of dam-
age detection, Nalitolela et al. [51] tried to overcome the lack of frequency information by
adding mass and stiffness elements. Although this method can enrich the frequency infor-
mation, this approach is difficult to implement in practice. Lew and Juang [52] overcame
this difficulty by introducing virtual passive controllers. The idea of that approach is that
the frequency information can be enriched using controllers rather than physically adding
mass or stiffness elements.
To overcome both the lack of frequency information and the insensitivity of the fre-
quencies, Koh and Ray [53] proposed multiple independent controllers, which can each be
designed to enhance the sensitivity to different parameters. Jiang et al. [24] extended this
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approach by simultaneously placing both the eigenvalues and eigenvectors for multiple
controller configurations for sensitivity enhancement. The final unresolved drawback is
the inability of frequency-shift based methods to handle nonlinear systems.
1.3 Dissertation Outline
The remaining chapters of this dissertation contain six manuscripts that have been
submitted to scientific journals (either in print or in review). Therefore some material in
the background and methodology may overlap. The following is a brief overview of the
remaining chapters.
Chapter II introduces a method for analyzing a nonlinear system as an augmented lin-
ear system. This allows for the much better developed areas of linear modal analysis and
linear damage detection to be exploited. A key feature of the augmentation requires the
modal analysis technique used to work with a forcing that is known but not prescribed. A
MIMO technique such as DSPI [7] that uses natural excitations of the system as forcing
is the technique used in this dissertation to identify the modal properties of the augmented
system. Next, the modal properties of the augmented system are used in conjunction with a
novel generalized minimum rank perturbation theory (GMRPT) to detect the location and
extent of damage in nonlinear systems. The proposed GMRPT is designed to account for
nonlinearities, and is inspired from a linear damage detection technique employing min-
imum rank perturbation theory (MRPT) [1, 27–30]. A key characteristic of the proposed
augmentation is that the nonlinear damage is manifested in an asymmetrical fashion in the
system matrices. A formulation of GMRPT is proposed to handle cases of asymmetric
damage and nonlinear systems. The approach is demonstrated by applying the method to
several nonlinear mass-spring systems in numerical experiments. Also, the influence of
measurement noise and of inaccuracies in modal parameters is analyzed.
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Chapter III introduces a theoretical framework for the detection of simultaneous dam-
ages in multiple system matrices and several other additions to the damage detection
method developed in Chapter II. A subspace selection algorithm is used to reduce the
effects of measurement noise. Also, an iterative approach to the solution of the left eigen-
vectors for simultaneous damage detection is employed. Moreover, an alternate approach
is presented for the cases where an incomplete set of right eigenvectors are known. This
new approach is based on multiple augmentations of the same nonlinear system. Finally,
eigenvector filtering algorithms are discussed to reduce the effects of random measure-
ment noise on the method. These techniques are demonstrated on nonlinear mass-spring
systems and nonlinear frame structures. Complex simultaneous damage scenarios are ex-
plored and the effectiveness of the methodology for nonlinearities such as cubic springs
and Colomb friction are presented. Also, the influence of measurement noise with and
without filtering algorithms is demonstrated through numerical simulations.
Chapter IV introduces a reduced order health assessment methodology for detecting
damage in the hot spots of linear and nonlinear (augmented) systems with few measure-
ments. The physical measured displacements and forcing of the structure are filtered in
the frequency domain to keep only frequencies that are near the frequencies of the eigen-
modes used in the projection matrix. Modal information corresponding to the measure-
ment locations can then be extracted. This (partial) modal information can be expanded
(to full modal information) by an approach which enforces that damage can only occur
in the hot spots of the system. Any number of modal based damage detection methods,
such as minimum rank perturbation theory [1, 27–29] (MRPT) or optimal matrix update
approaches [25, 26], can be used to calculate the damage. However, to provide addi-
tional noise rejection, a novel method called damage identification by hot spot projection
(DIHSP) is presented. Also, the methodology for an improved sensor placement is laid
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out for linear and nonlinear (augmented) systems. To demonstrate the approach, linear
and nonlinear 5-bay frames are used for various tests illustrating the effectiveness of the
proposed techniques.
Chapter V introduces nonlinear feedback auxiliary signals for sensitivity enhancement
of resonant frequencies in nonlinear systems. An optimization algorithm is used with
an eigenstructure assignment technique to place the augmented resonant frequencies and
mode shapes of the system to maximize sensitivity, while minimizing control effort. The
concept of the optimal augmentation is also introduced for further sensitivity enhance-
ment. A mass-spring system containing cubic nonlinearities is investigated using sys-
tem augmentation and optimal feedback auxiliary signals. Various numerical studies are
presented to demonstrate optimal sensitivity enhancement for damage detection, and the
effects of random noise are also discussed.
Chapter VI applies nonlinear feedback auxiliary signals that are optimally designed
and applied to linear systems by means of system augmentation. In addition to the ben-
efits of using nonlinear control to enable the use of system augmentation, the effects of
modeling generalized damping in the optimization algorithm are discussed. Also, a more
realistic output feedback approach is presented, which allows for the eigenstructure as-
signment to be carried out with an incomplete set of measurements (where only a few
displacements need to be measured). Additionally, the optimal feedback auxiliary signals
have been adaptively designed to the expected level of parameter variation using a linearity
constraint in the optimization algorithm. The systems explored herein are a linear mass-
spring system and a mass-spring-damper system. Numerical simulations are presented,
and the effects of random noise are discussed.
Chapter VII builds on the work in Chapters V and VI for the case where there are
limited measurements available and a single input actuator for two cantilevered beam sys-
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tems. In the first system, the motion of the structure, which must be fed back into the
system using the control gain matrix, is known only at 5 locations. In the second sys-
tem, the motion of the structure is known only at 2 locations. Linear approaches would
allow for the placement of only 2 resonant frequencies in the first system and 1 in the
second system. In contrast, the use of nonlinear feedback auxiliary signals allows the
creation of several augmented variables, which increases the amount of measurement in-
formation, and in turn enables the placement of additional frequencies of the augmented
system. Additionally, the simultaneous detection of global changes in the system (e.g.
due to environmental changes in temperature or humidity) and local changes is explored.
Also, the idea of sensitivity enhancement for parameters of interest combined with sensi-
tivity reduction for parameters that are not of interest (due to environmental or operational
changes) is developed and explored. A methodology is also presented to accurately extract
augmented frequencies from displacement and forcing data corrupted by noise. Various
numerical simulations are included to demonstrate the proposed techniques, and to discuss
the effects of random noise.
CHAPTER II
Damage Detection in Nonlinear Systems Using System
Augmentation and Generalized Minimum Rank
Perturbation Theory
2.1 Introduction
Health monitoring and online damage detection of structural systems is of growing
importance in many fields. The aerospace industry is one of the fields where these meth-
ods are applied. Many current structural damage detection techniques are focused on
identifying changes in the linear system behavior [54] and employ linear methods based
on changes in the natural frequencies and mode shapes [55]. Also, system identifica-
tion [56–60] and generic (and not necessarily physical) models such as neural networks
[61–63] are used. With the increasing demand for safe space technology, the various
structural systems that compose air and space vehicles must be monitored for safety and
reliability. Hence, the current most common methods of visual inspection and time-based
maintenance will be upgraded to online monitoring of the integrity of the vehicle and
condition-based maintenance.
The field of nonlinear experimental modal analysis is an active area of research which
plays an important role in nonlinear vibration-based damage detection. Worden and Tom-
linson [8] separate the research in this field into three main areas. The first area uses
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the basic theory and philosophy of linear modal analysis by characterizing the nonlinear
system in a way such that the amplitude invariance is lost. The study of the frequency
response functions (FRF) distortion was one of the early studies in this area by Ewins [9].
The second area consists of extending the linear approach of modal analysis to encompass
quantities that are amplitude invariants of nonlinear systems. For example, Gifford [10] de-
velops a technique in this area which is based on Volterra series [11] and obtains the linear
parameters from a nonlinear optimization step and the nonlinear parameters from a linear
least squares analysis of higher order FRFs (HFRF). The third area of the study of non-
linearity in modal analysis requires the discarding of the linear theory and the creation of
new theories to address the nonlinearity directly, such as nonlinear normal modes [12–15]
and center manifold theory [17, 18].
The field of linear modal analysis is much more developed than its nonlinear counter-
part. Linear techniques based on single input single output, single input multiple output,
and multiple input multiple output (MIMO) approaches are available. These techniques
are developed for both time and frequency domains. The time-based MIMO methods
have several different characteristics which were surveyed by Yang et al. [2]. The poly-
reference complex exponential [3], eigensystem realization algorithm [4] and Ibrahim time
domain [5] methods find the modal properties using impulse or free responses of the sys-
tem. The auto-regressive moving average vector [6] and direct system parameter iden-
tification (DSPI) [7] both use the response of systems forced by natural excitations to
determine modal properties.
Using modal analysis to obtain the mode shapes and natural frequencies is the first
step in many structural health monitoring approaches. The modal properties are then used
in a damage detection algorithm. The linear nondestructive evaluation field has been de-
veloped greatly and includes four general categories: optimal matrix updates, sensitivity
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methods, eigenstructure assignment techniques, and minimum rank perturbation methods
(for a review, see review papers by Ibrahim [19] and Heylen [20]).
In this work an algorithm for analyzing a nonlinear system as an augmented linear sys-
tem is presented. This allows for the much better developed areas of linear modal analysis
and linear damage detection to be exploited. A key feature of the augmentation requires
the modal analysis technique used to work with a forcing that is known but not prescribed.
A MIMO technique such as DSPI [7] that uses natural excitations of the system as forcing
is the technique used in this chapter to identify the modal properties of the augmented
system. Nonetheless, other techniques may be used as well. Next, the modal properties
of the augmented system are used in conjunction with a novel generalized minimum rank
perturbation theory (GMRPT) to detect the location and extent of damage in nonlinear
systems. The proposed GMRPT is designed to account for nonlinearities, and is inspired
from a linear damage detection technique employing minimum rank perturbation theory
(MRPT) [1,27–29]. A key characteristic of the proposed augmentation is that the nonlinear
damage is manifested in an asymmetrical fashion in the system matrices. A formulation
of GMRPT is proposed to handle cases of asymmetric damage and nonlinear systems.
To demonstrate the proposed approach, the method is applied to several nonlinear
mass-spring systems. The effectiveness of the augmentation and the GMRPT are demon-
strated by numerical experiments. Also, the influence of measurement noise and of inac-
curacies in modal parameters is analyzed.
2.2 General Methodology
In this section, the procedure for detecting the location and extent of damage in non-
linear systems using linear theories is demonstrated. First, the modeling of the nonlinear
system by an augmented linear one is introduced. Then, a means to solve the eigenvalue
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problem for the augmented system using DSPI [7] is detailed. Next, GMRPT is developed
for damage that is not symmetric, which is a characteristic of the augmented system.
2.2.1 System Augmentation for Modeling Nonlinear Systems
In this section, a method to model a nonlinear system by an augmented linear system is
presented. Consider a nonlinear system (characterized by a coordinate vector x and forced
by an external excitation g(t)) expressed as





































where M, D, and K are the mass, damping and stiffness matrices and f is a nonlinear
function. Eq. (2.1) can be rewritten as







































where y contains nonlinear terms of the form (dmxi/dtm)p(dnxj/dtn)q (with integer m,
n, p, q), and N, NC and NS are constant matrices. The function h(t) in Eq. (2.2) is intro-
duced to preserve most of the properties of the matrices in Eq. (2.1). The augmentation is
expressed such that it matches the form used in examples later in this chapter. However,
the system can be augmented differently to optimally suit various applications. Eq. (2.2)
is the augmented linear model of the nonlinear system for which the eigenvalue problem
must be solved.
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2.2.2 Eigenvalue Problem for Augmented Systems
To use the augmented model given in the previous section, a modal analysis technique
which uses an excitation that is known, but not prescribed is needed. An example of a
modal analysis technique that meets these requirements is DSPI, and it is also the tech-
nique used to generate data for this chapter. DSPI enables one to determine the mode
shapes and natural frequencies of the system when the displacement of the degrees of
freedom (x(t) and y(t)) and the forcing (g(t) and h(t)) are known.
An example of implementation of the proposed approach is to measure the displace-
ment vector x(t) and the forcing vector g(t). The vector y(t) may then be computed from
x(t), and the vector h(t) may be calculated to satisfy Eq. (2.2). The requirement of the
modal analysis technique to use a known but not prescribed forcing stems from the known
forcing h(t).
A consequence of the form of the augmentation is the inability for damage to be mod-
eled in the augmentation. This means that if damage occurs in N it will only be reflected
in the linear portion and not the augmented portion of the system. The end result is that,
when using this augmentation, nonlinear damage causes asymmetrical changes in the sys-
tem matrices.
2.2.3 Generalized Minimum Rank Perturbation Theory
In this section, MRPT is generalized to handle cases where linear and nonlinear dam-
age is present and the damage is not necessarily symmetric. First, the location algorithm
is presented, and then the modified extent calculation is formulated.
Identification of damage location
The damage location algorithm for GMRPT follows closely that of MRPT [1, 27–29]
except for the addition of several equations that are used in the identification of the damage
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extent. It is assumed that a discrete, n-degree of freedom (e.g. finite element) model exists
for the healthy system, and may be expressed as
Mẅ + Dẇ + Kw = 0, (2.3)
where M, D and K are n × n mass, damping and stiffness matrices, and w is an n × 1
vector of displacements. The eigenvalue problem of Eq. (2.3) (i.e. λ-equation) can be
written in second order form as
(






λ2hiM + λhiD + K
)
= 0,
where λhi, vhi and uhi denote the ith eigenvalue, ith right eigenvector, and ith left eigen-
vector of the healthy structure. Next, consider that the ith eigenvalue λdi, ith right eigen-
vector vdi, and ith left eigenvector udi of the damaged structure are measured (e.g. through
modal analysis and DSPI). Let ∆M, ∆D and ∆K be the exact perturbation matrices that
reflect the nature of the structural damage. Thus, the exact perturbation matrices are sparse
matrices with the nonzero elements reflecting the presence of the damage. The λ-equation
for the damaged structure may be expressed as
[






λ2di(M−∆M) + λdi(D−∆D) + (K−∆K)
]
= 0.
Although only p of the n eigenvalues/eigenvectors are assumed measured (with p << n),
these equations hold for any particular eigenvalue and eigenvector of the damaged struc-
ture because the perturbation matrices are assumed to be exact. Grouping all perturbation
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matrices on the right hand side defines two damage vectors di and ci as
di ≡ Zdivdi =
(
λ2di∆M + λdi∆D + ∆K
)
vdi, (2.6)
cTi ≡ uTdiZdi = uTdi
(
λ2di∆M + λdi∆D + ∆K
)
, (2.7)
Zdi ≡ λ2diM + λdiD + K. (2.8)








Also, Zimmerman [1, 27–29] developed an alternative view of the state of damage where
Eq. (2.6) can be rewritten as
dji ≡ zjdivdi =‖ zjdi ‖‖ vdi ‖ cos(θji ), (2.10)
where dji is the jth component (i.e. jth degree of freedom DOF) of the ith damage vector,
zjdi is the jth row of the matrix Zdi, and θ
j
i is the angle between the vectors z
j
di and vdi. A


















Identification of damage extent
Often it is of interest to determine the extent of the structural damage in addition to its
location. Due to the nature of the augmentation, the perturbation matrices, ∆M, ∆D and
∆K, may not be symmetric. For simplicity, in the following it is assumed that the structure
under consideration is undamped (and that both M and K are symmetric). Nonetheless,
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the presence of damping can be included with little change to the proposed methodology.
Furthermore, it is assumed the effect of the damage on the mass is negligible. Eq. (2.6)










= uTdi∆K ≡ cTi ,
where i = 1, . . . , p as it is assumed that only p damaged eigenvalues and eigenvectors are
measured. These equations can be rewritten in matrix form as




d M + U
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d K = U
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d2, . . . , λ
2
dp),
Vd = [vd1,vd2, . . . ,vdp],
B = [d1,d2, . . . ,dp],
UTd = [ud1,ud2, . . . ,udp]
T ,
AT = [c1, c2, . . . , cp]
T .
The algorithm for identifying the damage extent is mathematically supported by the
following. Proposition: Suppose that Vd ∈ <n×p, B ∈ <n×p and A ∈ <n×p are given,
where p < n and rank(Vd) = rank(B) = rank(A) = p. Define K to be the set of
matrices ∆K in <n×n that satisfies,
∆KVd = B, (2.15)




(a) If the set K is nonempty, then the minimum rank of any matrix ∆K in K is p. Next,
define K√ to be a subset of K comprised of all ∆K such that rank(∆K) = p.
(b) One member of Kp is given by





(c) The matrix defined by Eq. (2.17) is the unique member of K√.
To prove Proposition (a), note that Eq. (2.15) and Eq. (2.16) are exactly satisfied if and
only if range(B) and range(A) are included in range(∆K). This implies that rank(B) =
rank(A) = p ≤ rank(∆K). Hence, the minimum rank of ∆K is p.
To prove Proposition (b), assume that the expanded singular value decomposition of


































where the superscript j indicates the jth family member, the vectors uji are the left singular
vectors, the vectors vji are the right singular vectors, and the values σ
j
i are nonzero singular
values of ∆Kp,j . In the expanded singular value decomposition, the singular vectors with
indexes from (p + 1) to n are not shown in the factorization because they all correspond
to zero singular values. For Eq. (2.15) and Eq. (2.16) to be satisfied, the range of B must
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equal the range of Uj and the range of A must equal the range of Vj . Therefore, the
matrices B and Uj can be related by an invertible p× p matrix Qj as follows
B = UjQj, where Qj = ΣjVj
T
Vd. (2.19)
Likewise, the matrices A and Vj can be related by an invertible p×p matrix Pj as follows
A = VjPj, where Pj = ΣjUj
T
Ud. (2.20)





AT = BHjAT . (2.21)
Thus, each family member is uniquely defined by the factorization of Eq. (2.21). Also, it
is evident that Hj is of full rank because its inverse exists (and it is given by PjTΣj−1Qj).
Inspection of Eq. (2.21) reveals that the only unknown term in the factorization is Hj .
Eq. (2.15) can be rewritten using the factorization of ∆Kp,j defined by Eq. (2.21), as









the equation above is satisfied if and only if HjATVd = I, where I is the p × p identity







Hence, Eq. (2.17) holds as shown by Eq. (2.21) and Eq. (2.23).
The proof of Proposition (c) follows immediately by inspecting the right hand side of
Eq. (2.23). Inspection reveals that Hj is the same for all members of K√. This fact, in
conjunction with Eq. (2.21) leads to the conclusion that ∆Kp,j is the unique member of
the set K√. This (unique) member is given by Eq. (2.17).
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The conclusions of the proposition above may be used to determine ∆K, and thus
identify the damage location and extent. Nonetheless, to identify the damage location,
only right eigenvectors are needed in GMRPT. However, to identify the damage extent
using GMRPT, p of the n left eigenvectors of the system are needed as well. One way of
obtaining the left eigenvectors from the right eigenvectors is to use the mass orthogonality
property of the eigenvectors given by






An approach based on Eq. (2.24) requires the knowledge of all n right eigenvectors
of the system to be known in order to solve for the left ones. In many vibratory prob-
lems in structural dynamics and/or fluid-structure interactions, the system of interest is
modeled accurately by a system of equations of motion which is large dimensional (i.e.
n is very large). Recent techniques for reducing the complexity of these models employs
reduced order modeling [64–72] based on approaches such as component mode synthesis
and proper orthogonal decomposition. These techniques are applicable to both linear and
nonlinear systems and usually provide a transformation from the high-dimensional space
of displacements w (of size n) to a reduced order space q (of size r << n) as w = Pq,
where P is a n × r matrix. Next, the equations of motion are expressed in the reduced
order space. For example, Eq. (2.3) successively becomes
MPq̈ + DPq̇ + KPq = 0,
PTMPq̈ + PTDPq̇ + PTKPq = 0, (2.25)
M̄q̈ + D̄q̇ + K̄q = 0.
The reduced order equation of motion in Eq. (2.25) has a low order r. Hence, its r right






























Case 1: Nonlinear Kabe system
(b)
Figure 2.1: Kabe’s problem [1] (a) and with addition of a nonlinear spring between mass
two and ground (b)
inal problem. Once the r reduced order right eigenvectors are obtained, the r left eigen-
vectors ei (for i = 1, . . . , r) of the reduced order model may be computed using a relation
similar to Eq. (2.24) by using the reduced order mass matrix M̄. Next, the r most dominant
full size left eigenvectors are obtained as udi = Pei, for i = 1, . . . , r.
2.3 Examples of Implementation of the Proposed Approach
To demonstrate its characteristics, this methodology was applied to an eight degree of
freedom mass-spring system (Kabe system [1, 27–29]), shown in Fig. 2.1(a). The param-
eter values are m1 = 0.001, m8 = 0.002, mj = 1 for j = 2, . . . 7, k1 = 1000, k2 = 10,
k3 = 900, k4 = 100, k5 = 1.5, and k6 = 2. First, the linear system was modeled, and
then numerical tests were run using harmonic forcing at each of the masses to validate the
GMRPT by comparison with previously published results [1]. Next, three nonlinear mass
spring systems based on the Kabe system were created. The methodology was applied to
each of the nonlinear systems, and numerical tests were conducted.
Kabe’s problem shown in Fig. 2.1(a) is generalized into a nonlinear mass spring system






































Case 3: Nonlinear Kabe system
(b)
Figure 2.2: Kabe’s problem [1] with addition of a nonlinear spring between mass four and
mass six (a) and twelve nonlinear springs connecting masses to each other and
ground (b)
kni is the nonlinear spring stiffness, and ∆x represents the distance the nonlinear spring is
stretched. The first case consists of one nonlinear spring being added between mass two
and ground as shown in Fig. 2.1(b) (kn1 = k1 = 1000). The second case consists of one
nonlinear spring being added between masses four and six as shown in Fig. 2.2(a) (kn4 =
k4 = 100). The third and last case consists of 12 nonlinear springs added between the
masses and ground, as is illustrated in Fig. 2.2(b). The parameter values are kn1 = 1000,
kn2 = 10, kn3 = 900, and kn4 = 100.
2.3.1 Case 1: Methodology
This case consists of one nonlinear spring attached from mass two to ground as shown
on the right side of Fig. 2.1(a). The nonlinear system is the same as the linear system
with the exception of the added term in the second degree of freedom and the augmented
equation.
The added term in the second degree of freedom of the linear equation is k2ngy, where
k2ng is the nonlinear spring stiffness that connects mass two to ground and y = x32 (with x2































Nonlinear spring connecting mass to mass
(b)
Figure 2.3: Physical equivalence of the augmentation for a nonlinear spring connecting (a)
a mass to ground and (b) a mass to another mass
be expressed as
ÿ + k2ngx2 + 2k2ngy = h(t). (2.26)
A physical representation of the above system equation is demonstrated in Fig. 2.3(a)
which illustrates how the use of an additional mass moving in a specified manner (i.e.
y = x32) in conjunction with linear springs can be used to account for the nonlinear spring.
The additional mass results in an additional degree of freedom, which corresponds to the
augmented equation for h(t) given above.
2.3.2 Case 2: Methodology
This case consists of a nonlinear spring attached between masses four and six, which
results in a slightly more complicated model then the first (above) as shown in Fig. 2.2(a).
The nonlinear system is again similar to the linear system with the exception of the added
term to the fourth and sixth degrees of freedom and the augmented equation.
The term k4n6y is added to the fourth degree of freedom equation, and it is subtracted
from the sixth degree of freedom equation. The nonlinear spring stiffness is denoted by
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k4n6, while the stretching of the nonlinear spring is y = (x4 − x6)3. The augmented
equation may be expressed as
ÿ + k4n6x4 − k4n6x6 + 2k4n6y = h(t). (2.27)
The physical realization of the above system is demonstrated in Fig. 2.3(b). As in the
case where the mass is connected with a nonlinear spring to the ground, the system can be
physically represented by adding a mass and several springs to the system.
2.3.3 Case 3: Methodology
This case consists of twelve nonlinear springs being added to the linear mass spring
system as shown in Fig. 2.2(b). Each degree of freedom is modified in the same manner
as done in the previous two sections. The following augmented equations are obtained
ÿ1 + k2ngx2 + 2k2ngy1, = h1(t) y1 = x
3
2,
ÿ2 + k4n6x4 − k4n6x6 + 2k4n6y2, = h2(t) y2 = (x4 − x6)3,
ÿ3 + k5n7x5 − k5n7x7 + 2k5n7y3, = h3(t) y3 = (x5 − x7)3,
ÿ4 + k3ngx3 + 2k3ngy4, = h4(t) y4 = x
3
3,
ÿ5 + k2n3x2 − k2n3x3 + 2k2n3y5, = h5(t) y5 = (x2 − x3)3,
ÿ6 + k6ngx6 + 2k6ngy6, = h6(t) where y6 = x
3
6,
ÿ7 + k4n7x4 − k4n7x7 + 2k4n7y7, = h7(t) y7 = (x4 − x7)3,
ÿ8 + k5ngx5 + 2k5ngy8, = h8(t) y8 = x
3
5,
ÿ9 + k4ngx4 + 2k4ngy9, = h9(t) y9 = x
3
4,
ÿ10 + k7ngx7 + 2k7ngy10, = h10(t) y10 = x
3
7,
ÿ11 + k3n5x3 − k3n5x5 + 2k3n5y11, = h11(t) y11 = (x3 − x5)3,
ÿ12 + k2n6x2 − k2n6x6 + 2k2n6y12, = h12(t) y12 = (x2 − x6)3.
(2.28)
The stiffnesses of the nonlinear springs are denoted by an n in the subscript (i.e. kinj).
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2.4 Numerical Results
To implement the methodology presented, a numerical simulation of the Kabe system
was performed. The matrices M, K, N, NC and NS were obtained for the selected
system, and each mass was forced harmonically. The vector of displacements x(t) was
calculated by standard time integration, while y(t) and h(t) were calculated based on
their relation to x(t). DSPI was employed for the augmented system to determine the
eigenvalues and eigenvectors of the augmented matrices by using the time series for x(t),
g(t), y(t) and h(t). Next, GMRPT was used to determine the damage location and extent
by using the modal data provided by DSPI. Reduced order modeling was not needed for
this system since it only has eight linear degrees of freedom. Various damage scenarios
were investigated using this approach for the three cases considered.
2.4.1 Case 1: Numerical Results
In this section, two key characteristics of the nonlinear damage detection approach are
discussed for a system with a nonlinear spring connected to the ground. First, the effect
of the augmentation is discussed. Next, the relationship between MRPT and GMRPT is
explored.
The effect of the nonlinearity on the healthy system can be seen in Fig. 2.4. The plot
shows the damage location obtained using Eq. (2.9) for four different approaches. The
first approach (augmented without DSPI) uses an augmented system and a calculation
where the exact eigenvalues and eigenvectors are used. This accurately predicts that no
damage is present in any of the degrees of freedom. The second approach (augmented
with DSPI) uses an augmented system and a calculation where DSPI is used to obtain
eigenvalues and eigenvectors. These results show a very good estimate, with nearly zero
damage predicted by GMRPT (as expected for a healthy system). In contrast, the next
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No augmentation with update
Figure 2.4: Results of the damage location algorithm applied to a healthy un-augmented
nonlinear system and a healthy augmented nonlinear system for Case 1
approach (no augmentation) uses DSPI to obtain the eigenvalues and eigenvectors also, but
the system is modeled as the original linear system even though there is a nonlinear spring
connecting mass two to ground. The results show that damage is erroneously predicted by
the linear MRPT in the second degree of freedom, the location of the nonlinear spring.
The erroneous predictions of the linear MRPT are not alleviated by matrix updating.
To show that, the stiffness matrix was updated with the damage predicted using MRPT and
the forcing g(t) was slightly altered to simulate a change in forcing with time. The results
are shown in Fig. 2.4 where the last approach (no augmentation with update) used DSPI
with the updated linear model. This approach shows that the linear model is inaccurate
when used to model a nonlinear system, despite matrix updating because damage is still
erroneously predicted at the degree of freedom that contains the nonlinearity.
MRPT is a subset of GMRPT, and detects damage in systems with symmetric damage.
Hence, when the damage to a system is solely in its linear components, then both GMRPT
and MRPT are accurate since the linear damage results in symmetric damage matrices,
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Figure 2.5: A comparison of results obtained for Case 1 using GMRPT and MRPT for
damage in a linear spring (a) and a nonlinear spring (b)
which result in vdi = udi. Fig. 2.5 presents element by element the values of the stiffness
perturbation matrices (∆K) obtained using MRPT and separately GMRPT (and using
exact eigenvalues and eigenvectors of the augmented system). The x-axes in each plot
represent the index of a column vector obtained from storing the upper triangular portion
of the perturbation stiffness matrix (∆K) into a column vector. The linear and nonlinear
parameteres of the matrix are demarcated by a line in the figure. The y-axes in the plots
represent the entries of the difference between the original and updated stiffness matrices,
∆K. The plot in Fig. 2.5(a) is the scenario where the linear spring connecting mass three
to ground is reduced from a healthy value of 1000 to 900. Since the damage is linear, both
MRPT and GMRPT predict accurately the exact damage of 100. The plot in Fig. 2.5(b)
is the scenario where the nonlinear spring is reduced from a healthy value of 1000 to 900.
GMRPT is able to predict accurately the exact damage of 100, while MRPT incorrectly
predicts damage in the linear spring that connects mass two to ground.
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No augmentation with update
Figure 2.6: Results of the damage location algorithm applied to a healthy un-augmented
nonlinear system and a healthy augmented nonlinear system for Case 2
2.4.2 Case 2: Numerical Results
This section explores the same characteristics of the nonlinear damage detection ap-
proach as in case 1, except that the nonlinear spring connects two masses here instead of a
mass and ground.
The effect of the nonlinearity on the healthy system can be discerned when comparing
the approaches presented in Fig. 2.6. The plot shows the damage location obtained using
Eq. (2.9) for four different approaches. These four approaches are the same as the ones in
Fig. 2.4. The results in Fig. 2.6 show that damage is erroneously predicted by MRPT
in both degrees of freedom that the nonlinear spring affects for the approach with no
augmentation. Also, the damage continues to be erroneously predicted by MRPT despite
updating the stiffness matrix. In contrast, for the approach with the augmentation and exact
eigenvalues and eigenvectors, zero damage is again accurately predicted by the proposed
technique. Finally, the approach with the augmentation coupled with DSPI predicts low
damage. This damage is negligible and due to small inaccuracies in solving the eigenvalue
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Figure 2.7: A comparison of results obtained for Case 2 using GMRPT and MRPT for
damage in a linear spring (a) and a nonlinear spring (b)
problem by DSPI.
Fig. 2.7 shows results which further explore the relationship between MRPT and GM-
RPT. An element by element plot of the stiffness perturbation matrices (∆K) obtained
using MRPT and separately GMRPT are shown. The plot in Fig. 2.7(a) is the scenario
where the linear spring connecting mass four to mass six is reduced from a healthy value
of 100 to 90. Since the damage is linear, both MRPT and GMRPT predict accurately the
exact damage of 10. The plot in Fig. 2.7(b) is the scenario where the nonlinear spring is
reduced from a healthy value of 100 to 90. GMRPT is able to predict accurately the exact
damage of 10, while MRPT incorrectly predicts damage in the linear spring that connects
mass four and mass six.
2.4.3 Case 3: Numerical Results
In this section, the characteristics of the proposed approach are demonstrated, and a
discussion of the influence of noise is presented.
The effects of the nonlinearity on the healthy system can be discerned by comparing
the cases presented in Fig. 2.8. The plot shows the damage location obtained by using
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No augmentation with update
Figure 2.8: Results of the damage location algorithm applied to a healthy un-augmented
nonlinear system and a healthy augmented nonlinear system for Case 3
Eq. (2.9) for four different approaches. These four approaches are the same as the ones in
Fig. 2.4 and Fig. 2.6. The results in Fig. 2.8 show that damage is erroneously predicted
by MRPT in all the linear degrees of freedom, except for one and eight (which are the
two masses that do not have nonlinear springs attached to them). After updating, the
erroneous damage does happen to be reduced, but there is still a significant extent of
damage being inaccurately predicted by MRPT. For the approach where the augmentation
is used with exact eigenvalues and eigenvectors, zero damage is accurately predicted by
GMRPT. Finally, the approach with the augmentation coupled with DSPI predicts low
damage, mainly in the augmented degrees of freedom, due to small inaccuracies in solving
the eigenvalue problem by DSPI.
Next, one may further explore the relationship between MRPT and GMRPT. Fig. 2.9
presents an element by element plot of the stiffness perturbation matrices obtained using
MRPT and separately GMRPT. In this calculation, 1% random eigenvector noise and 0.1%
random eigenvalue noise was added. The average damage values were calculated for each
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Figure 2.9: A comparison of results obtained for Case 3 using GMRPT and MRPT for
simultaneous damage in several linear springs (a) and several nonlinear springs
(b) with 1% random eigenvector noise and 0.1% random eigenvalue noise
index, and standard deviation error bars are plotted for 100 separate calculations. The plot
in Fig. 2.9(a) is the scenario where the linear spring connecting mass four to mass six is
reduced from a healthy value of 100 to 50, and the linear spring connecting mass three to
ground is reduced from 1000 to 900. Since the damage is linear, both MRPT and GMRPT
predict similar values with average values within 7% and 3%, respectively, of the exact
damages. The plot in Fig. 2.9(b) is the scenario where the nonlinear spring connecting
mass three to five is reduced from a healthy value of 100 to 50, and the nonlinear spring
connecting mass seven to ground is reduced from a healthy value of 1000 to 900. GMRPT
is able to predict the damage within 1% of the exact damages, while MRPT incorrectly
predicts that damage is present in the linear springs that connect mass three to mass five,
and mass seven to ground.
To examine further the sensitivity of the proposed method to measurement noise, three
scenarios are explored: (i) a scenario with no random noise, (ii) a scenario where noise
is present in the measured eigenvectors and eigenvalues, and (iii) a scenario where noise
is present in the measurements of x(t) (which is used by DSPI). An examination of the
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matrix ∆K for a healthy system is shown in Fig. 2.10. Surely, the exact value of ∆K
is precisely zero since there is no damage. The plot in Fig. 2.10(a) shows that the pro-
posed method predicts the exact damage for the scenario of no noise. The other two plots
represent scenarios with random measurement noise. The average damage values were
calculated for each index, and standard deviation error bars are plotted for 100 separate
calculations. The plot in Fig. 2.10(b) shows damage predicted for 1% random eigenvector
noise and 0.1% random eigenvalue noise. The average value for all indexes is close to
zero as it should be for a healthy system. The plot in Fig. 2.10(c) presents the results for a
scenario where ±0.0001 random noise was added to x(t), which was used by DSPI. The
average values of the damages obtained in this case are larger than in the previous case,
but they have much smaller standard deviations.
Fig. 2.11 shows a scenario where a 10% damage is applied to a linear and a nonlinear
spring. The linear spring connecting mass three to ground is reduced from 1000 to 900,
and the nonlinear spring connecting mass four to ground is reduced from 900 to 810. The
three plots are similar to Fig. 2.10, but here damage is present in the system. The plot
in Fig. 2.11(a) shows the exact damage being accurately predicted by GMRPT for the
noise-free scenario. The plot in Fig. 2.11(b) shows that the proposed approach can predict
the damage extent within approximately 10% for the scenario with 1% eigenvector noise.
Similarly, the plot in Fig. 2.11(c) shows that the proposed approach can predict the damage
extent within approximately 15% for the scenario with ±0.0001 measurement noise.
Fig. 2.12 shows a scenario where a 50% damage is applied to a linear and a nonlinear
spring. The linear spring connecting mass three to ground is reduced from 1000 to 500, and
the nonlinear spring connecting mass four to ground is reduced from 900 to 450. The three
plots show results similar to Fig. 2.10 and Fig. 2.11, but here the damage applied is larger.
The plot in Fig. 2.12(a) shows the exact damage being predicted accurately by GMRPT
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Figure 2.10: Predicted damage in healthy system for a case of no noise (a), 1% random
eigenvector noise and 0.1% random eigenvalue noise (b), and ±0.0001 ran-
dom noise input into DSPI (c)
for the noise-free scenario. The plot in Fig. 2.12(b), with a level of 5% eigenvector noise,
the average predicted value of the damage is within 1% of the actual damage. Finally,
the plot in Fig. 2.12(c) shows that, in the scenario where ±0.002 random noise is present
in the measurements, damage can be predicted within approximately 8% by the proposed
technique.
The accuracy of GMRPT agrees well with results presented in the literature for MRPT
[1]. In those studies, a much larger relative damage was applied (e.g. k78 was reduced
by over 93%, from 1.5 to 0.1) and, as a result, MRPT was shown to be able to predict
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Figure 2.11: Predicted damage in a system with 10% damage in a linear and a nonlinear
spring for a case of no noise (a), 1% random eigenvector noise and 0.1%
random eigenvalue noise (b), and ±0.0001 random noise input into DSPI (c)
damage in the linear Kabe’s problem with 5% eigenvector noise. The examples discussed
here show that much smaller relative damages (of only 10% compared to 93.3%) can be
detected if there is a lower eigenvector noise (of 1%).
2.5 Conclusions
A method to model nonlinear systems employing augmentation was presented, and a
damage detection method was proposed. The proposed approach requires a discrete (e.g.
finite element) model for the system. The nature of the augmentation requires the use
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Figure 2.12: Predicted damage in a system with 50% damage in a linear and a nonlin-
ear spring for a case of no noise (a), 5% random eigenvector noise and 1%
random eigenvalue noise (b), and ±0.002 random noise input into DSPI (c)
of a modal analysis technique that has known but not prescribed forcing, such as DSPI.
Once the eigenvalue problem was solved, the proposed approach was shown to predict
accurately both the location as well as the extent of damage. A generalized minimal rank
perturbation theory was presented. This method is able to address the issue of asymmetric
damage caused by nonlinearities (and the augmentation).
The algorithms proposed have been demonstrated numerically for several different
nonlinear mass-spring systems. The effectiveness of the proposed method was demon-
strated, and the effects of measurement errors were presented.
CHAPTER III
Multiple Augmentations of Nonlinear Systems and
Generalized Minimum Rank Perturbations for Damage
Detection
3.1 Introduction
Due to the increasing need for air and space technologies that are capable of operating
in extreme environments for extended periods of time, there is a need for online damage
detection and structural health monitoring techniques. Although there has been a great deal
of research focused on structural health monitoring, most of the current methods ignore the
effects of nonlinearities on the system dynamics, and use purely linear approaches. This is
motivated in part by the fact that linear methods are more developed than nonlinear ones.
Nonlinearities, however, are important in many structures and fluid-structural systems.
Hence, methodologies that account for the effects of nonlinearities are needed.
Typically, damage detection methodologies use information about both the healthy and
damaged systems. This information is in various forms, including a discrete or continu-
ous model of the system, or modal properties of the (linearized) system. Most current
methodologies then extract system features such as natural frequencies or mode shapes
(for the linearized system) from measurements to detect damages. These (linear) features
are obtained by using well established linear modal analysis techniques in either the time
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or frequency domain. These techniques are usually based on single input single output or
multiple input multiple output approaches. A review of time-based multiple input multiple
output approaches and their main characteristics was presented by Yang et al. [2]. Such
current available techniques include free and impulse response methods such as the poly-
reference complex exponential [3], eigensystem realization algorithms [4] and Ibrahim
time domain methods [5]. Also, forced response methods are available, such as auto-
regressive moving average vector [6] and direct system parameter identification [7], which
use the forcing from natural excitations to determine modal properties. The use of natural
excitations makes these latter methods well-suited for online damage detection. Comple-
mentary to these linear methods, nonlinear experimental analyses are now under devel-
opment. For example, nonlinear normal modes can be obtained by the harmonic balance
method, invariant manifolds technique, method of multiple time scales, and asymptotic
methods [16].
In a model based approach, model parameters are identified first, and then used for
structural health monitoring. Ibrahim [19] and Heylen [20] provide a review of the four
general categories of linear nondestructive evaluation. The first category is sensitivity
methods, which use the modal sensitivity to parameter changes to identify damage. In
this area, recently Leung [21] proposed a more accurate solution technique for inverse
sensitivity equations for asymmetric systems. The second is eigenstructure assignment
techniques, which place eigenvalues and/or eigenvectors of the closed loop system. A
good review of different eigenstructure assignment techniques can be found in the work
by Andry et al. [22]. Lim [23] developed a constrained eigenstructure assignment for
damage detection that formed a direct relation between the feedback control and structural
parameter changes, while Jiang et al. [24] developed optimal controllers for sensitivity
enhancement by eigenstructure assignment. The third category includes optimal matrix
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update methods [25, 26], which can be used for both system identification and damage
detection. These methods update the system model using a set of constraints (e.g. main-
taining the sparsity pattern of the original finite element model) for a given cost function
(e.g. the minimum Frobenius norm for the update). The fourth and last category in-
cludes minimum rank perturbation methods [1, 27–30], which solve for damage as the
minimum rank solution to perturbation equations for the system. The key idea of mini-
mum rank perturbation approaches is to exploit the fact that, for most physical models,
there is a direct and simple relation between properties at one location in the system and
the location of the corresponding entries of the matrices of the discrete system model.
Hence, a localized damage corresponds to a localized change in system matrices. Thus,
the change/perturbation of the system matrices is sparse and has low rank.
In this work, an algorithm that uses a system augmentation and a Generalized Mini-
mum Rank Perturbation Theory (GMRPT) [73,74] for nonlinear systems is developed and
demonstrated to handle multiple simultaneous damages in linear and nonlinear parame-
ters. The augmentation was shown to work for systems with cubic spring nonlinearities,
and can be extended to any system where the functional form of the nonlinearity is known
as a function of the state vector of the system and its derivatives. Control theory also uses a
type of augmentation in the area of linear [75] and nonlinear [76,77] observers. However,
the primary purpose of these observers is for state estimation coupled with state feedback
to control the system. This differs significantly from the augmentation in this chapter.
The augmentation herein is used to generate an augmented (fictitious) linear system that
follows a single trajectory of the real nonlinear system. This augmentation is not used to
control the system, rather it is defined such that the augmented linear system follows (in
a given subspace) a given trajectory of the nonlinear system while allowing for the use of
linear theories for system identification and damage detection.
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The augmentation requires that the forcing of the system be known but not prescribed.
Hence, a technique such as direct system parameter identification [7] can be employed to
perform the modal analysis (for the augmented system) to determine the modal properties
of the augmented system since it uses as forcing the external excitations of the system.
The augmented modal properties are then used by GMRPT [73], to determine damage
location and extent. GMRPT was developed to handle the asymmetric damage scenarios
that result from damage in the nonlinear portion of the system which, in turn, are due to
the specialized nature of the augmentation.
A theoretical framework for the detection of simultaneous damages is developed herein,
and several additions to the damage detection method proposed previously [73,74] are pre-
sented. A subspace selection algorithm is used to reduce the effects of measurement noise.
Also, an iterative approach to the solution of the left eigenvectors for simultaneous damage
detection is employed. Moreover, an alternate approach is presented for the cases where
an incomplete set of right eigenvectors are known. This new approach is based on multi-
ple augmentations of the same nonlinear system. Finally, eigenvector filtering algorithms
are discussed to reduce the effects of random measurement noise on damage detection.
These techniques are demonstrated on nonlinear mass-spring systems and nonlinear frame
structures. Complex simultaneous damage scenarios are explored and the effectiveness
of the methodology for nonlinearities such as cubic springs and Colomb friction are pre-
sented. Also, the influence of measurement noise with and without filtering algorithms is
demonstrated through numerical simulations.
3.2 General Methodology
In this section, the methodology for determining damage in nonlinear systems using
system augmentation and generalized minimum rank perturbation theory (GMRPT) [73]
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is presented. First, the augmentation procedure is described. Then, the procedure for de-
tecting damage location and extent by GMRPT is extended for the case of simultaneous
damages in the mass, damping and stiffness parameters. Additionally, the damage detec-
tion methodology is extended by using multiple augmentations to determine damages in
the nonlinear parameters in order to handle the cases where only an incomplete set of right
eigenvectors are known. Finally, eigenvector filtering algorithms, which reduce the effects
of noise, are detailed.
The work in this chapter builds on three key papers which introduce and discuss MRPT
[1,30] and GMRPT and system augmentation [73]. Although the following presentation of
the methodology is self contained, these three papers [1,30,73] provide additional detailed
background on many of the approaches explicated herein.
3.2.1 System Augmentation for Modeling Nonlinear Systems
In this subsection, a method to model a single trajectory of a nonlinear system as a
projection of the trajectory of an augmented linear system (of higher dimension) is pre-
sented. Consider a nonlinear system (characterized by a coordinate vector x and forced by





































where MO, DO, and KO are the mass, damping and stiffness matrices of the linearized
system, and f is a nonlinear function. For a large category of nonlinearities, Eq. (3.1) can
be rewritten as [73]
MOẍ + DOẋ + KOx + NI ÿ + NDẏ + NSy = g(t),
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which in first order matrix form becomes


MO 0 NI 0
0 I 0 0
0 0 NAI 0














DO KO ND NS
−I 0 0 0
0 NCS NAD NAS





















where NI , NAI , ND, NAD, NS , NAS and NCS are constant matrices (more details are
presented in the following), and y contains nonlinear terms. Eq. (3.2) may be written as a




































































where M, D, and K are the mass, damping and stiffness matrices of the augmented (linear)
system. The function h(t) (in Eqs. (3.2) and (3.3)) is introduced to preserve most of the
properties of the matrices in Eq. (3.1). The augmentation is expressed such that it matches
the form of the nonlinearities in the systems of interest. One may note that the system can
be augmented in several ways (by choosing NAI , NAD, NAS , and NCS) as to optimally
suit various applications. Eq. (3.3) is the augmented linear model of the nonlinear system
for which the eigenvalue problem must be solved.
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Examples of augmentation
The specific form of the augmentation used is of crucial importance for the accuracy
and robustness of the modal analysis technique used (e.g. direct system parameter identifi-
cation). Hence, as discussed in the next subsection, the augmentation is done in a physical
way [73]. Next, two examples of the augmentation for nonlinear one degree of freedom
systems are presented. The first example illustrates how the augmentation is carried out
for a cubic spring nonlinearity. The second example demonstrates how the augmentation
is done for a Colomb friction nonlinearity.
Consider an example of a one degree of freedom system with a mass connected to
ground by a linear and a nonlinear (cubic) spring. The equation of motion of this simple
nonlinear system can be written as
mẍ + kx + knx
3 = g(t), (3.4)
where m is the mass, k is the linear spring stiffness, and kn is the nonlinear spring stiffness.
Using a physically consistent augmentation developed previously [73] the new augmented
system is represented by the following
mẍ + kx + NSy = g(t),
(3.5)
NAI ÿ + NADẏ + NCSx + NASy = h(t).
In this case, NS and NCS are both simply kn, and y is x3, while NAI , NAD, and NAS are
constants of our choosing. In this chapter, NAI was set to values of order of magnitude
similar to the mass, NAS was chosen to be multiples of kn, and NAD was set to zero.
Finally, comparing Eqs. (3.2) and (3.4), one may note that NI and ND are zero.
The augmentation for Colomb friction is distinct because Colomb friction forces are














Figure 3.1: Conceptual sketch of an n degree of freedom system with mass i connected to
ground by a nonlinear spring
degree of freedom mass connected to the ground by a linear spring and also rubbing against
the ground. The equation of motion for this nonlinear system can be written as
mẍ + kx + µsign(ẋ) = g(t), (3.6)
where µ is the coefficient of Colomb friction. The augmentation described in this chapter
is represented by the following system
mẍ + kx + NI ÿ = g(t),
(3.7)
NAI ÿ + NADẏ + NCSx + NASy = h(t).
In this case, ÿ = sign(ẋ) and NI is µ, while ND and NS are zero, and NAI , NAD, NCS
and NAS are constants of our choosing. In this chpater, µ was chosen for NAI , zero was
chosen for NAD, and a constant was chosen for NAS , while NCS was simply set to the
negative of NAS .
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Physical augmentation
Although there is a great amount of flexibility in choosing an augmentation for a sys-
tem, most modal analysis techniques take advantage of certain physical properties of the
systems they are identifying. In particular, most modal analysis techniques require the
system matrices to be positive definite because these techniques are defined for vibration
about a stable equilibrium. Next, an example of a brief proof of the positive definiteness
of the augmented system matrices (such as the one in Eq. (3.5)) is given for a cubic spring
connecting a mass to the ground. Consider an n degree of freedom system with a cubic
spring connecting mass i to ground as shown in Fig. 3.1. The displacement of the system
is given by x, the nonlinear spring stiffness is kng, the augmented variable is y = x3i , and a
is a parameter (a ≥ 0) which characterizes the amount of damage in the nonlinear spring
stiffness (e.g. 0 ≤ a < 1 for softening damage). The parameter b (which corresponds to
the NCS) term equals one, while the parameter c (which corresponds to the NAS) term is
greater than one. The mass matrix of the augmented system is diagonal with all positive
entries, and is therefore positive definite. The augmented stiffness matrix is shown to be
positive definite by showing that the following expression is positive for ‖x‖ + |y| 6= 0,
i.e.
[x1 . . . xi . . . xn y]


k1,1 . . . k1,i . . . k1,n 0
... . . .
...
... 0
ki,1 . . . ki,i . . . ki,n akng
...
... . . .
... 0
kn,1 . . . kn,i . . . kn,n 0


















Since y2 = x6i ≥ 0, xiy = x4i ≥ 0, and Π is the value from just the linear portion of the
system, which is itself greater than zero, the only way the expression above can be equal
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to zero is when x = 0 and y = 0. Similar proofs showing the positive definiteness can be
obtained for a cubic spring connecting a mass to another mass and for the case of Colomb
friction, but they are omitted here for the sake of brevity.
Extraction of augmented modal properties
The extraction of modal properties from an augmented system requires a modal analy-
sis technique which uses an excitation that is known, but not prescribed because the forcing
term h(t) cannot be prescribed. Direct system parameter identification is a technique that
resembles auto-regressive moving average vector and enables one to determine the mode
shapes and natural frequencies of the system when the displacement of the degrees of free-
dom (x(t) and y(t)) and the forcing (g(t) and h(t)) are known. The requirement of the
modal analysis technique to use a known but not prescribed forcing stems from the known
but constrained forcing h(t). An example of implementation of the proposed approach is
to measure the displacement vector x(t) and the forcing vector g(t). The vector y(t) is
then computed from x(t), and the vector h(t) is calculated to satisfy Eq. (3.2).
A consequence of the manner in which the augmentation is done is the inability for
damage to appear in the augmented parameters. This means that damage occurring in NS ,
ND or NI will only be reflected in the linear portion, and not the augmented portion of
the system. The end result is that damage in nonlinear parameters causes asymmetrical
changes in the system matrices when using augmentation.
3.2.2 Iterative GMRPT for Simultaneous Damages
In this subsection, GMRPT is extended to handle certain simultaneous damages in
the mass, damping and stiffness parameters. The work closely follows Kaouk et al. [30].
First, the damage location algorithm is presented. Then, the damage extent algorithm for
simultaneous damages is detailed. Finally, the iterative nature of the algorithm, caused by
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the approach employed for the calculation of the left eigenvectors, is presented.
Identification of damage location
To provide GMRPT [73, 74] with the degrees of freedom where damages are located,
an algorithm which follows closely that of minimum rank perturbation theory (MRPT) [1]
is used. In particular, it is assumed that a discrete, n-degree of freedom (e.g. finite element)
model exists for the healthy augmented system, such that M, D and K are the augmented
n×n mass, (proportional) damping and stiffness matrices. Hence, damage vectors di and
ci can be defined as
di ≡ Zdivdi =
(
λ2di∆M + λdi∆D + ∆K
)
vdi,
cTi ≡ uTdiZdi = uTdi
(
λ2di∆M + λdi∆D + ∆K
)
, with (3.9)
Zdi ≡ λ2diM + λdiD + K,
where the ith eigenvalue λdi, ith right eigenvector vdi, and ith left eigenvector udi are of
the damaged structure, and ∆M, ∆D and ∆K are the exact perturbation matrices (that
reflect the nature of the structural damage).









where q is the number of measured modes.
Also, Zimmerman and Kaouk [1] developed an alternative view of the state of damage
where Eq. (3.9) can be rewritten as
dji ≡ zjdivdi =‖ zjdi ‖‖ vdi ‖ cos(θji ), (3.11)
where dji is the jth component (i.e. jth degree of freedom) of the ith damage vector, z
j
di
is the jth row of the matrix Zdi, and θ
j
i is the angle between the vectors z
j
di and vdi. A
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The indexes j where dji , α
j
i or γj are large are the identified locations of damage. We
denote by p the number of such locations.
Damage isolation
Once the damage location is known, the next step in assessing structural health is to
determine the damage extent by isolating which system matrices are affected by damage.
Following closely the work developed in MRPT [30], we extended the previous approach
for the case of asymmetric damage scenarios. This section uses the cross-orthogonality
properties of the modes to the system matrices and a specialized pseudo-inverse developed
in [30]. Using the information garnered from the damage location algorithm, damage
location matrices, B and A can be defined as
MVdΛ
2
d + DVdΛd + KVd = ∆MVdΛ
2




d M + ΛdU
T
d D + U
T




d ∆M + ΛdU
T
d ∆D + U
T
d ∆K ≡ AT ,
49
where
Λd = diag(λd1, λd2 . . . λdq),
Vd = [vd1,vd2 . . .vdq],
B = [d1,d2 . . .dq],
UTd = [ud1,ud2 . . .udq]
T ,
AT = [c1, c2 . . . cq]
T .
Note that B and A can be determined from the original system matrices (M, D, K)
and only p of the measured damaged eigenvalues and eigenvectors. However, using the
subspace selection algorithm for GMRPT (presented below), all q measured modes (q > p)
can be used to define B and A to obtain more accurate results.
Matrices B and A contain contributions of force imbalances due to the damage in the
mass, damping and stiffness parameters. The matrix B is precisely that used by Kaouk et
al. [30]. This force imbalance can be written as
B = BMΛ
2
d + BDΛd + BK , (3.15)
where




d + ADΛd + AK , (3.17)
where
AM = ∆M
TUd, AD = ∆D
TUd, AK = ∆K
TUd. (3.18)
The motivation for expressing B and A as in Eqs. (3.15) and (3.17), is that force im-
balances due to the mass, damping, and stiffness matrices are separated according to their
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respective matrix. The matrices BM , BD, BK , AM , AD and AK can be determined using
the cross-orthogonality relations that arise from the proportional damping assumption. By
extracting mass normalized right and left eigenvectors, the cross-orthogonality relations
of the damaged system can be expressed as
UTd (M−∆M)Vd = Iq×q,
UTd (D−∆D)Vd = diag(2ζd1λd1 . . . 2ζdqλdq) = Σd, (3.19)
UTd (K−∆K)Vd = diag(λ2d1 . . . λ2dq) = Λ2d,
where ζdi is the damping ratio for the ith mode of the damaged structure. Rearranging
Eq. (3.19) yields
UTd ∆MVd = U
T
d MVd − Iq×q ≡ UTd BM ,
UTd ∆DVd = U
T
d DVd −Σd ≡ UTd BD,
UTd ∆KVd = U
T
d KVd −Λ2d ≡ UTd BK .
(3.20)
Similarly, Eq. (3.19) can be rearranged to yield relations for the force imbalances in the A
matrices to obtain
VTd AM ≡ VTd MTUd − Iq×q,
VTd AD ≡ VTd DTUd −Σd, (3.21)
VTd AK ≡ VTd KTUd −Λ2d.
All the damage location matrices, BM , BD, BK , AM , AD and AK , can be calculated from
Eq. (3.20) and Eq. (3.21). In the case where the number of measured modes equals the
number of degrees of freedom in the model (i.e. q = n), these matrices can be computed
by using the inverses of Vd and Ud. However, often the number of measured modes is
much less than the size of the model (q << n). For this case, the use of the Moore-
Penrose pseudo-inverse of the matrices Vd and Ud comes to mind. Unfortunately, the
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sparsity of B and A would not be reflected in BM , BD, BK , AM , AD and AK . Hence,
the minimality of the rank of the variation in the mass, damping and stiffness matrices
cannot be capitalized upon. Nonetheless, this problem can be overcome by defining a
pseudo-inverse that preserves the sparsity of the damage location matrices B and A. For
matrix B, this has been proposed by Kaouk et al. [30]. This approach results in solving























Once PB and PA are computed, BM , BD, BK , AM , AD and AK can be calculated
using Eqs. (3.20) and (3.21) as
BM = PB
(

































From Eq. (3.22) it is clear that PB and PA have the same sparsity pattern as matrices B
and A, respectively. Therefore, matrices BM , BD, BK will also reflect the sparsity pattern
of B, while AM , AD and AK will reflect the sparsity pattern of A.
Equations of GMRPT
In this section, the equations of GMRPT are only outlined. For a more complete
proof the reader is referred to [73]. The work presented in [73] discusses minimal rank
solutions for asymmetric damage cases, and is a generalization of symmetric damage cases
developed in [1]. This section provides the unique solution to the unknown perturbation
matrices from Eqs. (3.24) and (3.25) that is minimum rank. For clarity, the following
discussion is for the case where q = p. Nonetheless, the GMRPT subspace selection
algorithm directly extends these results for the case where q > p. The only unknowns in
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Eq. (3.16) and Eq. (3.18) are the damage perturbation matrices. Each of the three equations
in Eq. (3.16) can be expressed as
CXB = YB, (3.24)
where matrices XB and YB are known (e.g. XB = Vd and YB = BM ), and matrix C is
unknown (e.g. C = ∆M). Also, each of the three equations in Eq. (3.18) can be expressed
as
CTXA = YA, (3.25)
where matrices XA and YA are known (e.g. XA = Ud and YA = AM ). The minimum
rank solution C of Eqs. (3.24) and (3.25) is unique and can be expressed as
C = YBHY
T





This solution given by GMRPT [73] is unique and of rank p, where XB, XA, YB, and
YA ∈ <n×p are given, with p < n and rank(C) = rank(XB) = rank(XA) = rank(YB) =
rank(YA) = p.
GMRPT subspace selection
Experimental modal data is always affected by measurement and eigenvector/eigenvalue
extraction noise. In this section, a subspace selection algorithm, which reduces the influ-
ence of noise, is presented. This algorithm is the same as the one developed by Kaouk et
al. [30] for MRPT, but it has been extended for GMRPT. This section uses a singular value
decomposition of the force imbalance matrices (e.g. Bm) to filter out noise. The subspace
selection algorithm is defined as the numerically well conditioned search for two matrices
ZB ∈ <q×p̂B and ZA ∈ <q×p̂A such that
CXBZB = YBZB, and C
TXAZA = YAZA. (3.27)
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The unknowns are p̂B and p̂A, i.e. the numerical rank of YB, YA, and ZB, ZA. Note

















where ΣB and ΣA include singular values larger than ε, while ΣεB and ΣεA include
singular values smaller than ε (where ε is a small positive constant which approximates
zero). Also, UB, VB and UA, VA are the left and right singular vectors in partitioned
form for YB and YA. When YB is rank deficient, the range of YB is spanned by the p̂B
columns of UB1. Therefore, the goal is to find matrices ZB and ZA such that
YBZB = UB1, and YAZA = UA1. (3.29)
The matrices ZB and ZA can be calculated from Eq. (3.29) by employing the pseudo-
inverse Y+B of YB and Y
+
A of YA, and by neglecting ΣεB and ΣεA (for small ε) to obtain
ZB = Y
+
BUB1 ≡ VB1ΣBUTB1UB1 = VB1ΣB,
ZA = Y
+
AUA1 ≡ VA1ΣAUTA1UA1 = VA1ΣA.










The final form of the solution using GMRPT with the subspace selection algorithm





























where matrices ZBM , ZBD, ZBK , and ZAM , ZAD, ZAK from Eq. (3.31) are found for their
respective XB, YB, and XA, YA (used in Eqs. (3.24) and (3.25)).
The theory above has been developed for (proportionally) damped structures. This can
easily be contracted for the case where the model does not include proportional damping
by simply setting D, ∆D, Bd and Ad to zero in the formulation. For simplicity, the sys-
tems explored in this chapter include no proportional damping. Instead a more challenging
form of (nonlinear) damping, caused by Colomb friction is investigated.
Determination of left eigenvectors
The determination of the left eigenvectors of the system is an essential element of
GMRPT as revealed by Eq. (3.31). This section uses the cross-orthogonality properties
of the modes to the system matrices to help extract the left eigenvectors. In previous
work [73], the orthogonality properties of the eigenvectors of the system to the mass matrix
were capitalized upon. For example, assuming that no damage occurs in the mass matrix
(i.e. ∆M = 0), the following equation was used to determine the needed left eigenvectors






For the case of damage in the mass matrix, Eq. (3.32) cannot be used. However,
assuming that no damage occurs in the stiffness matrix (i.e. ∆K = 0), the following
equation was used to determine the needed left eigenvectors
UTd KVd = Λ
2








For the case of simultaneous damages in the mass, damping and stiffness parameters,
an iterative update approach can be used to determine the left eigenvectors and the dam-
aged state of the system. This approach is referred to as the iterative GMRPT method.
The first step in this approach is to apply the procedure as if the mass matrix is healthy.
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Namely, use the orthogonality property given by Eq. (3.32) to determine a set of left eigen-
vectors. Then, use Eq. (3.31) to determine the ∆K matrix and update the K matrix. The
next step is to use the updated K matrix as if it is healthy. For example, use the orthogo-
nality property given by Eq. (3.33). Then, use Eq. (3.31) to determine the ∆M and update
the M matrix. These two steps are then repeated with the most recently updated M and
K matrices until the process converges. It was found that this procedure only takes a few
iterations to reach convergence. The converged solution satisfies the following equation
ΓMṡ + ΓKs = Γξ,
where the matrices ΓM and ΓK are the converged matrices (denoted by M and K), s is
the full (linear, augmented) state vector of the forced system s = [ẋ x ẏ y]T , and ξ is the
full forcing vector. The matrix Γ is a constant and unknown matrix. The matrix Γ can be
determined by collecting snapshots of ξ in time. Denote ξi (for i = 1, . . . , r, with r > n)
a set of r such snapshots obtained at r time instances. At those instances the augmented
state vectors are denoted by si. After convergence, the matrices ΓM and ΓK are known.
Hence, a set of vectors ψi can be computed as
ψi = ΓMṡi + ΓKsi
Grouping the vectors ψi and the snapshots ξi as columns, (and using ψi = Γξi), the matrix
Γ can be determined as Γ = [ψ1 . . . ψi . . . ψr] [ξ1 . . . ξi . . . ξr]
+, where the superscript +
denotes the pseudo-inverse. Finally, the mass and stiffness matrices of the damaged aug-
mented system can be calculated by multiplying the converged ΓM and ΓK matrices by
Γ−1.
3.2.3 Multiple Augmentations GMRPT for Damage Detection
As an alternative to the approach presented in the previous subsection, in this sub-
section a damage detection methodology that uses multiple augmentations to determine
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damages in nonlinear parameters is developed for the case where only an incomplete set
of eigenvectors is available, since in practice all modes and frequencies of the system
would be very difficult to obtain accurately. This still requires all finite element model de-
grees of freedom to be measured. This approach is referred to as multiple augmentations
GMRPT. This section exploits the fact that multiple augmented system models can be used
to follow the same nonlinear trajectory in order to determine the damage in the nonlinear
parameters. The first step of the methodology is to identify the degrees of freedom where
damage is located, similar to the previous subsection, by using Eqs. (3.10) to (3.13). Next,
information from the damage location equations and multiple augmentations is used to
detect the damage in the nonlinear parameters. Finally, MRPT is used to detect damage
in the linear portion of the system after the system matrices are updated and the system is
augmented (once more) in a symmetric form.
Consider a system with cubic spring nonlinearities, and which, for simplicity, has no
damping. Also for simplicity, assume that damage only occurs in the linear and nonlinear














where M and K are the augmented mass and stiffness matrices, Kd is the damaged linear
stiffness matrix, NSd is the damaged matrix that contains the nonlinear parameters, and



























where λik is the kth eigenvalue of the ith augmentation of the system, with vLik being the
linear part (upper portion) of the corresponding eigenvector and vAik being the augmented
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part (lower portion) of the corresponding eigenvector.
The top part of Eq. (3.35) (corresponding to the actual linearized system equations
alone) for two different augmentations i and j and eigenvectors numbered k and l gives
the following equations
KdvLik + NSdvAik = −λ2ikMOvLik, (3.36)
KdvLjl + NSdvAjl = −λ2jlMOvLjl. (3.37)





LjlNSdvAik = −λ2ikvTLjlMOvLik, (3.38)
vTLikKdvLjl + v
T
LikNSdvAjl = −λ2jlvTLikMOvLjl. (3.39)
Subtracting Eq. (3.39) from Eq. (3.38), using Kd = KTd , substituting NSd = NS −∆N,
and solving for ∆N yields
vTLjl∆NvAik − vTLik∆NvAjl = vTLjl NSvAik − vTLikNSvAjl
(3.40)
+ (λ2ik − λ2jl)vTLjlMOvLik.
The result is a scalar equation for each pair (i, j), with the unknowns in the ∆N matrix,
which correspond to nonlinear parameters in the degrees of freedom containing damage
found from Eqs. (3.10) to (3.13). A separate equation can be written for each combination
of different augmentations and eigenvectors. The equations obtained for each pair (i, j)
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where the constants ρsr (for r = 1, . . . , p, and s = 1, . . . , m) come from combinations of
entries from vTLjl, v
T
Lik, vAik, and vAjl. The unknowns ∆r come from elements of ∆N,
and can be greater or less than zero. The constants βs are computed directly from the right
hand side of Eq. (3.40). For the case of zero measurement error, the number of equations
m has to be at least equal to the number of unknowns p. More realistic scenarios, with
measurement errors, require m > p, as discussed in the results (below).
After the damages in nonlinear parameters has been calculated, the system matrices
can be updated. A new augmentation can then be generated so that it corresponds to a
symmetric augmented system. The damage location algorithm can then be employed once
more to determine where the damage in linear parameters resides, and finally MRPT can
be used to determine the extent of the damage in linear parameters.
3.2.4 Eigenvector Filtering Algorithms
The measurement and eigenvector/eigenvalue extraction noise which affects eigenanal-
yses performed experimentally can be alleviated by the following two filtering algorithms.
The first filtering algorithm exploits the fact that no damage can occur in the augmented
equations of the system, and was previously proposed [78]. The filtering algorithm uses
the fact that no damage can occur in the augmented equations, which implies that asym-
metric damage scenarios may occur. The algorithm filters all q measured eigenvectors of
the system by placing them into Eq. (3.9). Then, for each eigenvector one enforces that no
damage can occur in the elements of di corresponding to the augmented degrees of free-
dom. This is done by calculating new entries for the eigenvector in the augmented degrees
of freedom corresponding to zero damage. This calculation is done by balancing each
eigenvector component exactly with the eigenvector components that couple with it (the




























Figure 3.2: A nonlinear Kabe-type problem, which also includes 12 cubic springs and
Colomb friction at two locations
age in the augmented equations, this filtering algorithm can be applied before the damage
location is determined.
The second filtering algorithm, which was developed by Zimmerman and Kaouk [1],
is also useful in reducing the effects of noise. This filtering algorithm is used after the
damage location is determined. It is assumed that the nonzero elements of the vector di
associated with undamaged degrees of freedom are due to eigenvector errors, and can be
set to zero. The result is a filtered (and augmented) damage vector dfi, which can then be






To demonstrate the proposed method, numerical simulations on nonlinear systems of
the type shown in Figs. 3.2, 3.3 and 3.4 are performed. Matrices MO, KO, NI , NS , NAI ,
NAD, NAS and NCS were generated for each of the systems. Next, the damage detection
methods discussed were implemented for each of the systems. Random measurement






Figure 3.3: Truss structure with two cubic springs and and Colomb friction at two loca-
tions
effectiveness of the filtering algorithms.
3.3.1 Case 1: Nonlinear Kabe System
The nonlinear Kabe system shown in Fig. 3.2 is based on a linear Kabe system which
was investigated previously by Zimmerman and Kaouk [1]. With knowledge of the lin-
ear and augmented system matrices, numerical simulations were conducted. Each mass
was forced harmonically. The vector of displacements x(t) was calculated by standard
time integration, while y(t) and h(t) were calculated based on their relation to x(t). The
eigenvalues and eigenvectors of the augmented matrices can be obtained by using the time
series for x(t), g(t), y(t) and h(t). Next, the iterative generalized minimum rank pertur-
bation theory (GMRPT) technique was used to determine the damage location and extent
by using the modal data. The iterative GMRPT technique required the full set of the right
eigenvectors to be measured to be used. Trials were conducted to show the effectiveness
of calculating simultaneous damages in the mass and stiffness parameters and the effect of
random noise.
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Figure 3.4: Linear 3-bay structure with 4 cubic springs connecting joints to ground and
8 cubic springs connecting joints to other joints (the dark colored elements
represent nonlinear beams, while the light colored elements represent linear
beams)
To determine the effectiveness of the iterative GMRPT method (presented in Sec. 3.2.2),
a case where two linear and two nonlinear springs were damaged (in the stiffness matrix),
and the Colomb friction increased at both locations was investigated using the exact eigen-
values and right eigenvectors of the system and using noisy right eigenvectors. Fig. 3.5
presents element by element the values of the mass and stiffness perturbation matrices
(∆M and ∆K) obtained using GMRPT. The x-axes in each plot represent the index of
a column vector obtained from storing the upper triangular portion of the perturbation
matrix into a column vector. In order to better visualize the results every tenth index is
plotted unless the absolute value of the average value of damage predicted is greater than
0.05 for (a) and 10 for (b). The y-axes in the plots represent the entries of the difference
between the original and updated matrices for (a) ∆M and for (b) ∆K. In each plot, a line
demarcates the section of linear and nonlinear parameters.
The figure illustrates how the method predicts the exact damage in both the mass and
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Figure 3.5: Case 1: Predicted damage in the nonlinear Kabe system with damage associ-
ated with an increase in Colomb friction (a) and a reduction of stiffness in two
linear and two nonlinear springs (b) (2 exact damage; × predicted damage for
no noise; − predicted damage for 5% random eigenvector noise)
stiffness parameters when using exact eigenvalues and right eigenvectors of the system.
For the case where 5% random noise was added to the right eigenvectors the average
damage values for 100 separate calculations were obtained, and standard deviation error
bars are plotted. The figure shows that the average value of the predicted damage is close
to the exact damage. The maximum standard deviation in the damaged parameters is
approximately 6% of the actual damage in that parameter.
3.3.2 Case 2: Nonlinear Truss Structure
The iterative GMRPT method (presented in Sec. 3.2.2) is explored in this case for
a more complex structure, shown schematically in Fig. 3.3. The method was used to
determine the damage location and extent. Trials were conducted to show the effectiveness
of calculating simultaneous damages in the mass and stiffness parameters and the effect of
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random measurement noise.
Using the exact eigenvalues and right eigenvectors of the system, the effectiveness of
the algorithm is demonstrated for a case with two damaged springs, one linear and one
nonlinear (in the stiffness matrix), and an increase in Colomb friction at one location. The
results shown in Fig. 3.6 illustrate that the method predicts the exact damage in both the
mass and stiffness parameters. Additionally, to determine the sensitivity of the iterative
GMRPT method to random measurement noise, a 10% random eigenvector and 1% ran-
dom eigenvalue perturbation was added to the simulated measurements for the same case.
The average damage values for 100 separate calculations were obtained and standard de-
viation error bars are plotted. The figure shows that the average value of the predicted
damage is close to the exact damage. The maximum standard deviation in the damaged
parameters is approximately 25% of the actual damage in that parameter.
3.3.3 Case 3: Nonlinear 3-bay Structure
To demonstrate the multiple augmentations GMRPT technique (with an incomplete set
of right eigenvectors, as presented in Sec. 3.2.3), a numerical investigation of a nonlinear
system of the type shown in Fig. 3.4 was performed. The nonlinear 3-bay structure is based
on a linear structure. The linear 3-bay structure consists of 44 steel beams connected at 16
nodes, 4 of which are pinned to the ground. In addition to that, the nonlinear frame also
has 4 cubic springs connecting nodes to ground, as well as 8 cubic spring nonlinearities
connecting nodes to each other and to the linear beams.
Augmented linear systems were created from the nonlinear system by obtaining the
matrices MO, KO, NI , ND, NS , NAI , NAD, NAS and NCS . The NS matrix is composed
of cubic spring stiffnesses, while NI and ND are zero. The matrix NAI is a diagonal
matrix containing the augmented masses. The augmented masses are chosen of the same
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Figure 3.6: Case 2: Predicted damage in the nonlinear truss system with an increase in
Colomb friction (a) and a reduction of stiffness in one linear and one nonlinear
spring (b) (2 exact damage; × predicted damage for no noise; − predicted
damage for 10% random eigenvector noise and 1% eigenvalue noise)
order of magnitude as the linear masses that they are coupled to. The matrix NCS is
chosen to keep the system symmetric, i.e. the entries are the cubic spring stiffnesses. The
matrix NAS is a diagonal matrix containing augmented spring stiffnesses that were varied
for different augmentations. Finally, NAD is zero. For the 15 different augmentations
that were performed for each scenario, the augmented spring stiffnesses ka, were varied as
follows
kaji = i · knj, for i = 2, . . . , 15,
(3.42)
kaj1 = 1.5 · knj,
where knj is the cubic spring stiffness for the jth nonlinear degree of freedom, and kaji is
the corresponding augmented spring stiffness for the ith augmentation.
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Figure 3.7: Case 3: Predicted damage in a nonlinear 3-bay structure when 3 cubic springs
are damaged (2 exact damage; × predicted damage for no noise; − predicted
damage for 5% random eigenvector noise)
Augmented modal properties of each of these augmented systems were then used to
determine damage location and extent. The number of modes used is restricted to the first
10 out of a total of 96. All 10 measured modes were used in the updating for each case by
using the subspace selection algorithm (discussed in Sec. 3.2.2). Numerical simulations
were performed to show the effectiveness of the method for incomplete measurements for
various damage scenarios. Finally, different levels of noise were added to the eigenvectors
for different damage levels to determine the sensitivity of the method to noise and to the
amount of damage.
3.3.4 Case 3: Scenario 1: Damage in Nonlinear Parameters
The first scenario explored for case 3 is damage in purely nonlinear parameters. The
multiple augmentations GMRPT damage detection method (presented in Sec. 3.2.3) is
applied in the following manner. First, the degrees of freedom affected by damage are
isolated using Eq. (3.10) and Eq. (3.13). Then, using the augmented modal properties
from multiple augmentations, Eq. (3.41) is solved for the damage in nonlinear parameters.
Next, the damage in nonlinear parameters is incorporated, and a symmetric augmentation
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Figure 3.8: Case 3: Predicted damage in a nonlinear 3-bay structure when 3 beams are
damaged (2 exact damage; × predicted damage for no noise; − predicted
damage for 5% random eigenvector noise)
is produced. Finally, the degrees of freedom affected by damage are solved for again (and,
as expected, no damage is found).
Results for numerical simulations where 3 cubic springs lose some of their stiffness
is plotted in Fig. 3.7. Two of the damaged cubic springs connect nodes to ground, and
one connects two nodes to each other. The percent of damages (relative to the healthy
spring) in the cubic spring stiffnesses range from 40% to 50%. The plot presents element
by element the values of the identified stiffness perturbation matrix ∆K. In order to better
visualize the results every 100th index is plotted unless the absolute value of the average
value of damage predicted is greater than 10. Shown are the exact value of the damage,
the damage predicted using the exact eigenvectors of the system, and the damage predicted
when there is 5% noise in the eigenvectors of the system. For the case of noisy data, 100
separate calculations were performed, and average and standard deviation error bars are
plotted. Fig. 3.7 shows that, when exact eigenvectors of the system are used, damage in
nonlinear parameters can be assessed exactly. Also, the average prediction is still quite
accurate when there is as much as 5% random noise. The maximum standard deviation in
the damaged parameters is approximately 16% of the actual damage in that parameter.
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3.3.5 Case 3: Scenario 2: Damage in Linear Parameters
The second scenario examined for case 3 is damage purely in linear parameters. The
methodology is carried out similarly to the scenario of damage in nonlinear parameters.
However, little or no damage is predicted in the nonlinear parameters (in the presence of
noise). As expected, damage is predicted when the damage location algorithm is employed
a second time. Finally, GMRPT is carried out using Eq. (3.31) to identify the damage in
linear parameters.
Results for numerical simulations where the stiffness of 3 beams is reduced are plotted
in Fig. 3.8. One of the damaged beams connects a node to ground, and two connect two
nodes to each other. The percent of damages (relative to the healthy beam) in the beam
stiffnesses range from 40% to 50%. The data is plotted in the same way as Fig. 3.7, with
100 separate calculations performed for the case of 5% noise.
The results in Fig. 3.8 show that, when exact eigenvectors of the system are provided,
damage (in this case linear) can be assessed exactly. Also, when there is 5% random noise,
the average prediction is still quite accurate, although it deviates somewhat more than the
damage in nonlinear parameters (shown in Fig. 3.7). The maximum standard deviation in
the damaged parameters is approximately 28% of the actual damage in that parameter.
3.3.6 Case 3: Scenario 3: Simultaneous Damage in Linear & Nonlinear Parameters
The third scenario examined for case 3 is combined damage in linear and nonlinear
parameters. Similarly to the first two scenarios, after the damaged degrees of freedom are
isolated using Eqs. (3.10) and (3.13), damage to the nonlinear parameters is determined
using Eq. (3.41). Then, the system is updated (and made symmetric). Next, the damage
location is identified, and finally the damage in linear parameters is determined using
Eq. (3.31).
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Figure 3.9: Case 3: Predicted damage in a nonlinear 3-bay structure when one cubic spring
and one beam are damaged (2 exact damage;× predicted damage for no noise;
− predicted damage for 5% random eigenvector noise).




















Figure 3.10: Case 3: Predicted damage in a nonlinear 3-bay structure when 3 cubic springs
and 3 beams are damaged (2 exact damage;× predicted damage for no noise;
− predicted damage for 5% random eigenvector noise)
Results for numerical simulations where the stiffness of one beam and one cubic spring
is reduced are plotted in Fig. 3.9. The damaged cubic spring connects two nodes to each
other, and has its stiffness reduced by 45%. The damaged beam connects a node to ground,
and has its stiffness reduced by 50%. The data is plotted as in Fig. 3.7, with 100 separate
calculations performed for the case of 5% noise.
The results in Fig. 3.9 show that damage in both linear and nonlinear parameters can be
assessed exactly when exact eigenvectors of the system are provided. Also, when there is
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Random Noise %





























Table 3.1: Percent error in the average predicted damage from 100 separate calculations.
The symbol − indicates that the algorithm is unable work because it could not
identify the damaged degrees of freedom.
5% random measurement noise, the average prediction is still quite accurate. The standard
deviation in the linear damaged parameter is approximately 8% of the actual damage,
while the standard deviation in the nonlinear damaged parameter is approximately 6% of
the actual damage.
Results for numerical simulations where the stiffnesses of 3 beams and 3 cubic springs
are reduced are plotted in Fig. 3.10. One of the damaged beams connects a node to ground,
and two connect two nodes to each other. Two of the damaged cubic springs connect
nodes to ground, and one connects two nodes to each other. The percent of damages
(relative to the healthy case) ranges from 40% to 50% stiffness loss. The results are for
100 separate calculations performed for the case of 5% noise. This plot shows that, even
with more complicated damage cases, the methodology works precisely when there is no
noise, and it is quite accurate with as much as 5% measurement noise. The maximum
standard deviation in the linear damaged parameters is approximately 35% of the actual
damage, while the maximum standard deviation in the nonlinear damaged parameters is
approximately 14% of the actual damage.
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3.3.7 Case 3: Effects of Noise and Amount of Damage
To better understand the effects of noise and of the amount of damage on the multiple
augmentations GMRPT method (presented in Sec. 3.2.3), several additional cases were
examined. The results are summarized in Tab. 3.1, and consist of 10% and 50% damage to
the same two elements damaged (as shown in Fig. 3.9) for 1%, 3%, 5%, and 10% noise. In
each case, the percent error in the average predicted damage from 100 separate calculations
is reported.
As expected, Tab. 3.1 shows that, in general, as the amount of noise is increased, the
percent of error in the average predicted damage value is increased for both linear and
nonlinear elements. Also, it is clear that the error percentage drops as the amount of
damage in the elements are increased from 10% to 50%. For low noise (less than 3%)
the methodology can predict damage as low as 10%. When noise is increased however,
the damage location methodology fails to isolate the damaged degrees of freedom, which
makes the methodology unable to predict damage. A final note is that the damage in
nonlinear parameters is predicted significantly more accurately then the damage in linear
parameters for the cases examined.
3.3.8 Effects of the Eigenvector Filtering Algorithms on Measurement Noise
The effectiveness of the filtering algorithms are demonstrated in several numerical
simulations. The results are summarized in Tabs. 3.2 to 3.4. Tab. 3.2 shows the results
obtained by using the iterative GMRPT method (presented in Sec. 3.2.2) for the nonlinear
Kabe system (shown in Fig. 3.2) with 1%, 3%, and 5% random measurement noise, and
for 100 separate numerical simulations. The linear spring connecting mass 2 to ground has
a 10% reduction in stiffness, the nonlinear spring connecting mass 4 to ground has a 20%















































Table 3.2: Identified percent damage and the effect of the eigenvector filtering algorithms
on reducing noise in the Kabe System. Filter 1 was proposed by Zimmerman
and Filter 2 is the new filtering algorithm proposed herein. The symbol − in-
dicates that the methodology was not used because the damage location could
not be identified.
in friction Three cases were investigated, including a case where no filtering algorithms
is used, a case where Zimmerman and Kaouk’s filtering algorithm [1] is used alone, and
a case where Zimmerman and Kaouk’s filtering algorithm is used in conjunction with the
new filtering algorithm proposed herein. The results in Tab. 3.2 show that the additional
filtering algorithm helps reduce the effects of noise, and leads to average predicted dam-
ages closer to their exact values. In addition, since the new filtering algorithm is applied
before the damage location algorithm is used, it helps the damage location algorithm as
well, which allows the iterative GMRPT method to work for larger amounts of noise.
Similar to Tab. 3.2, Tab. 3.3 also shows results obtained by using the iterative GMRPT
method, but for the nonlinear truss structure (shown in Fig. 3.3) with 2%, 5%, and 10%















































Table 3.3: Identified percent damage and the effect of the eigenvector filtering algorithms
on reducing noise in the 2 degree of freedom truss system. Filter 1 was proposed
by Zimmerman and Filter 2 is the new filtering algorithm proposed herein. The
symbol − indicates that the methodology was not used because the damage
location could not be identified.
ness connecting mass 2 to ground has 20% damage, the nonlinear spring connecting mass
2 to ground has 10% damage, and the Colomb friction at the second degree of freedom is
increased by 30%. Each of these cases were performed for the same filtering scenarios as
in Tab. 3.2. It is demonstrated that the additional filtering algorithm helps obtain a better
estimate of the state of damage. Additionally, it enables the iterative GMRPT method to
work for 5% and even 10% random measurement noise.
Tab. 3.4 shows the results obtained using the multiple augmentations GMRPT method
(presented in Sec. 3.2.3) for the nonlinear 3-bay structure with 1%, 3%, and 5% random
measurement noise, and for 100 separate numerical simulations. The linear beam con-
necting the 19th degree of freedom to ground is reduced by 10%, the nonlinear spring
connecting the 13th degree of freedom to ground is reduced by 35%, and the nonlinear
spring connecting the 25th degree of freedom to the 49th is reduced by 20%. The same
filtering cases were performed as in Tab. 3.2. The additional filtering algorithm, generally















































Table 3.4: Identified percent damage and the effect of the eigenvector filtering algorithms
on reducing noise in the 3-bay structure. Filter 1 was proposed by Zimmerman
and Filter 2 is the new filtering algorithm proposed herein. The symbol − in-
dicates that the methodology was not used because the damage location could
not be identified.
operate well for larger amounts of random measurement noise.
3.4 Conclusions
In this chapter, a generalized damage detection methodology which is applicable to
both linear and nonlinear systems was presented. The methodology uses a specially de-
signed augmentation to model the nonlinear system, and a generalized minimum rank
perturbation theory (GMRPT) to detect damage in the augmented system. The types of
nonlinearities demonstrated herein include Colomb friction and cubic springs. An iterative
GMRPT method was used to detect simultaneous damages in mass and stiffness param-
eters for lower-dimensional systems. Also, multiple augmentations GMRPT was used
to determine damage in linear and nonlinear parameters when an incomplete set of right
eigenvectors is available (and) for high-dimensional systems. Finally, two eigenvector fil-
tering algorithms were presented that reduce the effects of random measurement noise on
the accuracy of both damage detection methods. The new filtering algorithm enables these
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methodologies to discern the damage location when the level of noise is larger, thus al-
lowing damage to be detected accurately when the measurement data is more corrupted by
noise. The algorithms proposed have been demonstrated numerically for several different
nonlinear systems. The effectiveness of the proposed methods were demonstrated, and the
effects of measurement errors were presented.
CHAPTER IV
Sensor Placement for Damage Detection in Nonlinear
Systems using System Augmentations
4.1 Introduction
Large and complex air and space structures are being placed in new and extreme condi-
tions for extended periods of time. As a result, the need for robust and accurate health mon-
itoring techniques continues to grow. Ideally, these health monitoring techniques would
have unrestricted access to sensor information from all the degrees of freedom of a finite
element model used for monitoring the integrity of the structure. Practically, however,
only a limited number of locations can be instrumented due to cost, weight and accessibil-
ity issues.
Most current sensor placement methodologies are focused on maximizing the control-
lability and observability of the healthy structure. For example, Cherng [31] identified
the optimal placement of sensors and actuators for controllability and observability. That
method examines the whole structure and selects sensor locations to maximize the signal
to noise ratio in the system. Other approaches examine ways to minimize the information
entropy norm, which is a measure of the uncertainty in parameter estimates. For example,
Yuen et al. [32] proposed a sensor placement method designed for system identification
and based on reducing entropy. That method requires choosing a number of damage-
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able areas (each with an associated parameter) and placing an equal number of sensors to
minimize the uncertainty in parameter estimates. Another technique, called the effective
independence distribution vector (EIDV) method [33], selects sensor locations that make
the measured partial eigenstructure as linearly independent as possible while capturing as
much information as possible from the measured data. This method is based on capturing
the dynamics of the healthy system.
Recently, several other techniques have been proposed, which are focused on sensor
placement for damage detection. Cobb and Liebst [34] discussed one of the first such ap-
proaches. Their sensor placement technique makes no assumption about damage location
but focuses instead on a sensitivity analysis to find the degrees of freedom which maxi-
mize the changes due to damage in the observable partial eigenstructure. The method does
not control which damaged components of the system are detectable. Finally, other tech-
niques are based on maximizing the Fischer information matrix to find the optimum sensor
placement for damage detection [35, 36]. These methods make no assumption about the
location of the damage; instead they localize the damage to particular scenarios using the
Multiple Damage Location Assurance Criterion [79] before determining the extent of the
damage.
The method herein uses a novel reduced order modeling method combined with an
eigenvector sensitivity analysis to find which eigenvectors are most sensitive to the dam-
ageable regions of interest. These damageable regions of interest are defined based on
knowledge that certain regions of the system are the most likely points of damage (hot
spots). This differs significantly from classical reduced order modeling (ROM) tech-
niques [64–70] that model the dynamics of the system and, therefore, are interested in the
first few modes of the system. Instead, herein a reduced order health assessment (ROHA)
methodology is developed to capture changes in the dynamics, which lead to different
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modes being of interest.
This work develops a novel sensor placement methodology specifically designed for
damage detection. It places sensors at the hot spots of the system. If additional sensors
need to be placed, or if certain characteristics of the hot spots of the system make placing
sensors difficult or impossible, then a generalized EIDV can be formulated to place the
remaining sensors.
The physical measured displacements and forcing of the structure are filtered in the
frequency domain to keep only frequencies that are near the frequencies of the eigen-
modes used in the projection matrix. Modal information corresponding to the measure-
ment locations can then be extracted. This (partial) modal information can be expanded
(to full modal information) by an approach which enforces that damage can only occur
in the hot spots of the system. Any number of modal based damage detection methods,
such as minimum rank perturbation theory [1, 27–29] (MRPT) or optimal matrix update
approaches [25, 26], can be used to calculate the damage. However, to provide addi-
tional noise rejection, a novel method called damage identification by hot spot projection
(DIHSP) is presented in this chapter.
One of the advantages of the integrated sensor placement and damage detection method-
ology demonstrated herein is that it can be applied to both linear and nonlinear systems if
the nonlinear system can be modeled by augmented systems previously proposed [73,80].
These augmented systems are of higher dimension than their corresponding nonlinear sys-
tems. If the augmented systems are projected into the lower dimension space of the non-
linear system, they will follow a single trajectory of the nonlinear system. Linear modal
extraction methods can be used with augmented systems if the identification method uses a
forcing that is known but not prescribed such as direct system parameter identification [7]
(DSPI) or vector backward auto-regressive with exogenous modeling [81]. A linear dam-
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age detection methodology called generalized MRPT (GMRPT) has been previously de-
veloped for these augmented systems [73, 80].
In this work, the ROHA methodology is detailed for detecting damage in the hot spots
of linear and nonlinear (augmented) systems with few measurements. Next, the method-
ology for an improved sensor placement is laid out for linear and nonlinear (augmented)
systems. Then, the MRPT and DIHSP damage detection methodologies are explained.
Finally, linear and nonlinear 5-bay frames are used for various tests illustrating the effec-
tiveness of the proposed techniques.
4.2 Methodology
In this section, system augmentation for nonlinear systems is reviewed. Next, a novel
reduced order health assessment (ROHA) methodology for determining the full mode
shape of linear and nonlinear (augmented) systems from partial measurement data is ex-
plained. Additionally, an improved sensor placement algorithm is introduced for linear
and nonlinear systems when ROHA is employed. A damage detection technique based on
minimum rank perturbation theory (MRPT) is overviewed, and then damage identification
by hot spot projection (DIHSP) is presented. Finally, filtering algorithms to reduce the
effects of noise are discussed.
4.2.1 System Augmentation
A detailed explanation of system augmentation for nonlinear systems can be found
in previous work [73, 80]. In this section, a brief overview of system augmentation is
explored through a simple example of a two degree of freedom nonlinear system.
Consider a two degree of freedom mass-spring system with one cubic nonlinearity
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Figure 4.1: Two degree of freedom nonlinear mass-spring system
(shown in Fig. 4.1). This system can be characterized by the following equations of motion
m1ẍ1 + (k1 + k2)x1 − k2x2 + knx31 = g1(t),
(4.1)
m2ẍ2 − k2x1 + k2x2 = g2(t),
where mi, ki, kn, gi(t) and xi correspond to mass, linear spring stiffness, cubic spring
stiffness, linear forcing, and displacement of the system, respectively.
The system augmentation approach consists of constructing a higher dimensional (aug-
mented) system that follows a single trajectory of the nonlinear system when projected
down onto the lower dimensional (physical) space. The augmented system is constructed
by creating augmented variables yi for each nonlinearity in the system. For the system
characterized by Eq. (4.1), only one augmented variable y = x31 is created. Each aug-
mented variable corresponds to one degree of freedom added to the system, and therefore
one added equation of motion. The augmented equations of motion for Eq. (4.1) are
m1ẍ1 + (k1 + k2)x1 − k2x2 + kn1y = g1(t),
m2ẍ2 − k2x1 + k2x2 = g2(t), (4.2)
maÿ + kcx1 + kay = h(t),
where ma, ka, kc, and h(t) correspond to the augmented mass, augmented stiffness, cou-
pled stiffness, and augmented forcing, respectively. The parameters ma, ka, and kc are not
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unique and are chosen by the user to optimally suit their needs. The augmented forcing
h(t) is computed directly from the left side of Eq. (4.2), since ma, ka, and kc are chosen
by the user, x1 is measured, and y is calculated by its dependence on x1 (i.e. y = x31).
The construction of the specific augmented forcing is what constrains the augmented
linear system to exactly follow the nonlinear system when projected onto the lower dimen-
sional space (spanned by x1, x2, ẋ1, and ẋ2). A consequence of the augmented forcing is
that modal analysis techniques that are used with augmented systems must be input-output
approaches (as opposed to output only approaches). DSPI is a multi-input multi-output,
time-based modal analysis approach that has been used successfully with augmented lin-
ear systems [73, 80]. An additional consequence of the system augmentation approach is
that the degrees of freedom that contain the nonlinearity must be measured to construct the
augmented variable. For example, in the system given by Eq. (4.1), x1 has to be measured
to construct the augmented variable y = x31.
4.2.2 Reduced Order Health Assessment
In this section, the procedure for extracting the full mode shapes that are most sensitive
to damage in the hot spots of the system is outlined.
Modal based damage detection techniques are only effective when the modes that are
used are sensitive to the damages. Reduced order health assessment (ROHA) is therefore
formulated to determine the full mode shapes (that are most sensitive to changes in the hot
spots of the system) from limited sensor information. These damages are chosen on the
basis that, in many structures, the hot spot locations are known. A sensitivity rating r of





where i denotes the eigenvector number, j denotes the damage scenario, and vh and vd
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are the (augmented) eigenvectors for the healthy and damaged systems, respectively. A
projection matrix that consists of the n eigenvectors with the highest sensitivity (lowest ri)
is denoted by P. The dimensions of P are N × n, where N is the size of the full system,
and n << N .
To accurately extract the partial modes of the system corresponding to the sensitive
eigenvectors, the measured forcing and positions of the system must be filtered appropri-
ately. Consider the case where p sensors measure the degrees of freedom xm of the full
model. The remaining unmeasured degrees of freedom are denoted by xu. The forcing
F is measured. In the nonlinear case, xm contains all the augmented variables, and F
contains the augmented forcing. The indices of the degrees of freedom of the system are
re-ordered such that the measured degrees of freedom of the system are the first. Then, the








The modal content of xm and F can be filtered by taking a Fourier transform of xm and
F, and filtering out all frequencies except the ones near the healthy natural frequencies of
the desired reduced modes. The bandwidth of the frequency filter depends on the system
of interest. In particular, the changes in the frequencies due to changes in the hot spots of
the system are the determining factors in the bandwidth. Due to the filtering algorithm,
it is preferable to extract grouped frequencies over a specified range, rather than isolated
frequencies. The filtered frequency domain data can then be returned to the time domain
via an inverse Fourier transform, yielding xmf and Ff corresponding to a filtered xm and
F, respectively. The input data of a modal analysis approach, such as DSPI, is the filtered
measurements xmf and Ff . DSPI is invariant to possible phase distortions caused by
the inverse Fourier transform if the filtering is done similarly to both displacements and
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forcing. That leads to phase distortions occurring in the same manner in both the input and
output used by DSPI, and as a result the features extracted (frequencies and partial mode
shapes) are unaffected by the distortions.














where vk corresponds to the kept modes of the damaged system, vr corresponds to the re-
moved modes of the damaged system, and ci(t) are time varying coefficients. The filtering
process that produces xmf and Ff forces cj(t) to be zero for j = n + 1 . . . N , which gives










ci(t)vki = Pdc, (4.6)
where
Pd = [vk1 vk2 . . .vkn] ,
c = [c1(t) c2(t) . . . cn(t)]
T .
The output from a modal analysis approach such as DSPI is a matrix Pdm which contains
partial modal information, as indicated by the subscript m (that corresponds to the degrees
of freedom that relate to the measured ones in x).
Next, one may expand each partial mode shape from Pdm to the full space using the
fact that damage is limited to the hot spots of the system. A damage location vector di
used in MRPT [1], can be defined as follows (when, for example, damage only occurs in





vdi = ∆Kvdi, (4.7)
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where di is the perturbation vector for the ith eigenvector vdi and natural frequency λdi.
Matrices M and K are the (known) healthy mass and stiffness matrices, and ∆K is the
change in the healthy stiffness matrix.
The entries in di that correspond to degrees of freedom in the system that are undam-
ageable (not in the hot spots) are known to be exactly zero. Therefore, if the number of
measured degrees of freedom p is equal to or greater than the number q of degrees of
freedom that are damageable, then there are at least as many equations (from Eq. (4.7))
as unknowns, and the inverse problem can be solved to obtain a unique solution. Two
matrices Φi (of size (N − q)× p) and Ψi (of size (N − q)× (N − p)) can be defined such
that
[Φi Ψi] = λ
2
diM̃ + K̃ = Ai, (4.8)
where M̃ and K̃ are matrices of size (N − q) × N that are composed only of the rows
of M and K that correspond to the undamageable degrees of freedom. If the system is
nonlinear, then the augmented degrees of freedom are not contained in M̃ and K̃ (even
though they are undamageable). Combining Eqs. (4.7) and (4.8), one obtains







0 = Φivmi + Ψivui, (4.9)
vui = −Ψ+i Φivmi,
where vmi is the ith column of Pdm and represents the measured portion of the ith eigen-
vector given by the modal analysis technique, while vui is the corresponding unmeasured
portion of that eigenvector, and Ψ+i is the pseudo-inverse of Ψi. The system is well condi-
tioned if the number of measured degrees of freedom is equal to or greater than the number
of degrees of freedom that are damageable, and Ψi is full rank. One way to ensure that Ψi
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is full rank is to properly choose the sensor locations, which is discussed next.
4.2.3 Sensor Placement
In this section, the sensor placement methodology is explained for linear and nonlinear
systems. Of course, in the very few cases where there is exactly the same number of
sensors as degrees of freedom, and the sensors can be placed anywhere, they are placed
at the hot spots. For the nonlinear case, sensors must be placed at the degrees of freedom
that contain nonlinearities. Often however, additional sensors may be used to reduce the
effects of measurement noise. Also, some hot spots may not allow the placement of sensors
nearby. In either of these cases, a generalized EIDV [33] method can be used to place the
remaining sensors, as described next.
The goal of the generalized EIDV sensor placement methodology is to find the loca-
tions of sensors that lead to the largest minimum singular values of Ψi for all i, where
Ψi contains N − p columns of Ai in Eq. (4.8). Hence, EIDV [33] can be used on Ai to
determine which columns of Ai contribute the least to the rank of Ai, and then remove







Matrix Ei is an idempotent matrix with the property that its trace equals its rank. The
lowest entry along the diagonal of Ei corresponds to the smallest contribution to the rank,
and hence, the corresponding column can be removed. Matrix Ai is then recalculated
without the removed column, and the process is repeated.
Since there are n matrices Ai to be optimized at each step, the generalized EIDV
requires n matrices Ei to be formed simultaneously. Then, the entries of the diagonals of
each Ei are squared. Finally, the diagonals are summed, the column corresponding to the
minimum value is removed, and the process is repeated. When there are more sensors than
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With this small adjustment, the rest of the search process is the same.
Note that the damaged natural frequencies are not known until after damage occurs.
Therefore, healthy natural frequencies must be used in Eq. (4.8) in order to calculate Ai
for sensor placement.
The procedure is similar for nonlinear systems modeled through augmentation. The
only difference is that columns associated with the augmented degrees of freedom and
the linear degrees of freedom that contain the nonlinearity are removed from Ai at the
beginning of the procedure along with the sensors that can be placed at the hot spots.
This is because those degrees of freedom have to be measured to form the augmented
system [73].
4.2.4 Damage Detection Methodology: MRPT
A variety of modal based damage detection methods can use the modes given by
Eq. (4.9) to identify damage. In this section, minimum rank perturbation theory (MRPT)
[1] is discussed.
MRPT was developed on the basis that damage often occurs first at localized regions
of the system. Therefore, a minimum rank solution to the perturbation equations can
be used. For example, for a system with damage in stiffness only (and no damping),
the perturbation equations are defined in Eq. (4.7). The minimum rank solution to the








where B = [d1 d2 . . .dn], Z = VΣε, B = UΣVT , and U, Σ, and V form the standard
singular value decomposition of matrix B, while Σε contains the singular values that are
greater than a tolerance level ε.
If the system is an augmented one, damage is first calculated in the nonlinear parame-
ters using the multiple augmentations approach previously developed [80].
4.2.5 Damage Detection Methodology: DIHSP
This section introduces an alternate damage detection methodology (to MRPT) called
damage identification by hot spot projection (DIHSP). This approach has been developed
on the basis that damage is constrained to a linear combination of s possible damage
scenarios (or hot spots).
The eigenvalue problem for n modes of the damaged system can be written as
MPdΛ
2
d + KPd = ∆KPd, (4.13)
where Λd = diag [λd1 λd2 . . . λdn]. Eq. (4.13) can be projected onto a reduced space by





d KPd = P
T
d ∆KPd = ∆K̄. (4.14)
Using the knowledge that only certain regions of the system are damageable, different
∆K̄′i can be generated as a set of basis matrices for damage in the reduced space. A
requirement of these basis matrices is that they are linearly independent. These basis
matrices are calculated by transforming the physical damage scenarios to the reduced ones
using the following relation
PTd ∆KiPd = ∆K̄
′
i, (4.15)
where ∆Ki is the damage in the stiffness matrix in the full (augmented) space, and i =
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where αi corresponds to the level of damage corresponding to the ith damage scenario.
If the matrices ∆K̄′i from Eq. (4.16) are transformed into column vectors by stacking
the columns of each matrix on top of each other, vectors of size n2 will result. When
n2 > s and the ∆K̄′i matrices are independent, an over determined set of equations results
for calculating the damage, and αi can be obtained from Eq. (4.16) (from the computed
∆K̄′i and measured ∆K̄).
4.2.6 Filtering Algorithms
There are two filtering algorithms that can be used with the DIHSP and MRPT method-
ologies to reduce the effects of noise. The first filtering algorithm uses the fact that differ-
ent damage scenarios affect the natural frequencies of the system differently. This filtering
can be implemented by first determining which natural frequencies are changed signifi-
cantly by each damage scenario (in the damage range of interest). After damage occurs,
the natural frequencies can be inspected to identify which ones were affected. Finally,
any damage scenario that would cause a change in a natural frequency of the system that
remains unaffected is eliminated as a possible damage scenario. This information can be
used in Eq. (4.15). Essentially, basis matrices ∆K̄′i do not have to be computed for the
eliminated damage scenarios, which filters out any damage that would be erroneously pre-
dicted in that space (due to measurement noise). This filtering algorithm is particularly
powerful for cases where damages occur in only a few damage scenarios.
The second filtering algorithm is based on the fact that the minimum singular values
of the different Ψi matrices can be different in scale. A threshold value can be used such











Figure 4.2: A linear 5-bay frame structure
would not be used (in turn, the eigenvector it corresponds to would not be calculated). This
filtering algorithm is important because the singular values of Ψi are not known until after
damage occurs (and the natural frequencies of the damaged system can be measured).
4.3 Numerical Results
To demonstrate the proposed methodology, a numerical analysis of linear and non-
linear frame structures was implemented. The linear frame structure shown in Fig. 4.2
consists of 70 steel beams connected at 24 nodes, 4 of which are pinned to the ground.
The elastic modulus of the steel used is 200GPa and its density is 7845kg/m3. The
length of the entire structure is 2.5m, while the width and height of the entire structure are
0.5m. The cross section of each individual beam is a 30mm wide, hollow square with a
1mm wall thickness. The damageable portions of the linear system were chosen as the
transverse (bending) stiffnesses of the 20 longitudinal beams. A finite element model for
the structure was constructed using 5 beam elements to discretize each of the beams that









Figure 4.3: A linear 5-bay structure with 2 plates which introduce cubic stiffness nonlin-
earities
freedom. To verify that this discretization is converged, the frequencies and mode shapes
for this model were compared to those given by a much more refined model, where 20
beam elements were used to discretize each and every beam in the structure. The first 50
frequencies and mode shapes for the two models were in very good agreement.
The nonlinear frame structure shown in Fig. 4.3 consists of the same linear frame
structure as in Fig. 4.2 with the addition of two plates connected to the frame at their
center. These plates are pinned to the ground at their perimeter. Hence, they exhibit
stretching induced by bending. Using a one mode Galerkin approximation for each plate,
a linear and cubic stiffness is introduced to the frame structure at the point of attachment.
The characteristics of the plates are such that the stiffness of the cubic spring nonlinearity
added to the system by each plate is 60MN/m3. The damageable portions of the nonlinear
system were chosen as the transverse stiffness of the 20 longitudinal beams and the two
plates. The full augmented linear system has a total of 1334 degrees of freedom.
In the following sections, several important aspects of the novel methodology are high-
lighted. First, the differences between ROM and ROHA are explored. Second, a compari-
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Results for Exact Eigenvectors
Results for 10% Noise
(a) ROM




















Results for Exact Eigenvectors
Results for 10% Noise
(b) ROHA
Figure 4.4: Predicted damage in the linear 5-bay frame with damage at 2 locations and
10% random eigenvector noise using the first 20 modes of the system (a) and
using 20 sensitive modes to damage in the hot spots (b)
son case is setup for MRPT and DIHSP. Then, the robustness of the algorithm for damage
outside of the hot spots is explored. Next, the effects of the filtering algorithms and the
placement of additional sensors are illustrated. Finally, damage cases for the nonlinear
frame system are examined.
Sensors were placed at the hot spots for all the results obtained. In the linear system,
that implies that the sensors measure the transverse displacement of the 20 longitudinal
beams. The nonlinear system has the same 20 sensors as the linear system.
4.3.1 ROHA vs. ROM
This section highlights the differences between a ROM type method and ROHA. ROM
is designed to predict the system dynamics. In contrast, ROHA is designed to predict
changes in the system dynamics. ROM uses the first (dominant) several modes of the
system to capture the dynamics of the system. This fundamentally differs from ROHA
which uses the eigenvectors sensitive to changes in the hot spots of the system. In contrast
to a usual ROM, in this work, the modes chosen for ROHA were the 11th through 30th.
Fig. 4.4 illustrates the difference in applying the ROM method and using the first 20
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modes as opposed to more sensitive modes obtained by using ROHA and Eq. (4.3). The
case plotted in Fig. 4.4 is for a 15% loss of transverse stiffness in beam 2, and a 20% loss of
transverse stiffness in beam 6, where these beam numbers are shown in Fig. 4.2. Standard
deviation error bars are plotted for the 100 separate numerical simulations in which 10%
random eigenvector noise was added. The noise was added into the partial eigenstruc-
ture. The x-axis in each plot represents the 20 damage scenarios (i.e. the 20 transverse
stiffnesses of the 20 longitudinal beams). The y-axis in each plot represents the percent
damage for each scenario. No filtering algorithm was applied for this case, and 20 sensors
were used. DIHSP was the damage methodology used to obtain the results. Fig. 4.4(a)
shows results obtained using the dominant modes of the system, while Fig. 4.4(b) shows
results obtained using the sensitive modes of the system. In both plots it is shown that for
the case of zero noise, damage is predicted exactly. For 10% noise, the actual damage is
also predicted accurately. However, the results in Fig. 4.4(a) show that the deviation in the
damage locations is significantly larger and there are damages predicted by ROM in two
other damage scenarios where there is no damage.
4.3.2 DIHSP vs. MRPT
In this section, the differences between DIHSP and MRPT are explored. The results
for both methodologies in a case with a 15% loss of stiffness in beam 4, 30% loss in beam
5, and 20% loss in beam 7 are plotted in Fig. 4.5. For 5% random eigenvector noise,
100 separate numerical simulations were performed and standard deviation error bars are
plotted. The x-axis in each plot represents the index of a column vector obtained from
storing the upper triangular portion of the perturbation stiffness matrix (∆K) into a column
vector. The y-axis in the plots represents the entries of the difference ∆K between the
original and updated stiffness matrices. In both cases the filtering method that eliminates
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Results for Exact Eigenvectors
Results for 5% Noise
(a) MRPT




















Results for Exact Eigenvectors
Results for 5% Noise
(b) DIHSP
Figure 4.5: Predicted damage in the linear 5-bay frame with damage at 3 locations and 5%
random eigenvector noise using 20 sensors to find damage using MRPT (a)
and using DIHSP (b)
damage scenarios based on the shift in frequencies was used.
Fig. 4.5(a) shows results for the case where MRPT was used to predict damage, while
Fig. 4.5(b) shows results for the case where DIHSP was used. Damage is predicted exactly
by each methodology when the noise is zero. For 5% noise, the results in Fig. 4.5 show
that DIHSP predicts damage more accurately than MRPT. Also, DIHSP predicts fewer
false damages elsewhere in the system.
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Results for Exact Eigenvectors
Results for 5% Noise
(a)


















Results for Exact Eigenvectors
Results for 5% Noise
(b)
Figure 4.6: Predicted damage in the linear 5-bay frame with damage in 2 hot spots and 1
other location (a) and with damage in 4 hot spots and 2 other locations (b) with
5% random eigenvector noise using 20 sensors
4.3.3 Robustness
In this section, the robustness of the methodology to damages outside of the hot spots
is explored. Fig. 4.6(a) contains results for a 20% loss of transverse stiffness in beam 1,
and a 25% loss of transverse stiffness in beam 4, where these beam numbers are shown
in Fig. 4.2. Additionally, there is 25% loss of longitudinal stiffness in beam 7. The last
damage was not part of the 20 allowable damage scenarios for the linear system. The plot
in Fig. 4.6(a) is structured in the same way as in Fig. 4.4. Standard deviation error bars
are plotted for 100 separate numerical simulations in which 5% random eigenvector noise
was added.
Fig. 4.6(a) shows that, when there is zero noise, exact damage is not predicted because
there are damages that are occurring in the system at locations assumed undamageable.
Although the damages to the system in and out of the hot spots are of a similar level,
the method predicts the damage in the hot spots within about 2% of the actual damage
(and DIHSP does not predict any damage outside of the hot spots). Also, very little false
damage is predicted in the other damage scenarios. For 5% random eigenvector noise, the
damage is still predicted well with the largest deviation of about 2% occurring at the 3rd
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Results for Exact Eigenvectors
Results for 10% Noise
(a) Filter off





















Results for Exact Eigenvectors
Results for 10% Noise
(b) Filter on
Figure 4.7: Predicted damage in the linear 5-bay frame with damage at one location and
10% random eigenvector noise using 20 sensors without the frequency shift
filter (a) and with the frequency shift filter (b)
damage scenario.
Fig. 4.6(b) shows results for a 20% loss of transverse stiffness in beam 1, a 15% loss
in beam 4, a 30% loss in beam 5, and a 25% loss in beam 7 where these beam numbers are
shown in Fig. 4.2. Additionally, there is 20% loss of longitudinal stiffness in beam 1, and
a 10% loss of longitudinal stiffness in beam 3. The latter two damages were not part of the
20 allowable damage scenarios for the linear system. The plot in Fig. 4.6(b) is structured
in the same way as in Fig. 4.4. Standard deviation error bars are plotted for 100 separate
numerical simulations in which 5% random eigenvector noise was added.
Fig. 4.6(b) shows that, when there is zero noise, exact damage is not predicted because
there are damages that are occurring in the system at locations outside of the assumed
hot spots. In this case, the results are not as good as those in Fig. 4.6(a) due to the large
number of damages that are occurring simultaneously. Although the damage at locations
where there is actual damage is predicted relatively accurately in all cases except one, there
is a significant amount of false damage predicted in the 3rd, 4th and 17th damage scenarios
in particular.
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Results for Exact Eigenvectors
Results for 5% Noise
(a) Results for 20 sensors


















Results for Exact Eigenvectors
Results for 5% Noise
(b) Results for 21 sensors
Figure 4.8: Predicted damage in the linear 5-bay frame with damage at 4 locations and 5%
random eigenvector noise using 20 sensors (a) and using 21 sensors (b)
4.3.4 Filtering
In this section, the benefit of the filtering algorithm, which eliminates damage scenarios
based on the shift in frequencies, is demonstrated.
Fig. 4.7 shows results for a case with a 20% loss of stiffness in beam 1. The plots in
Fig. 4.7 are structured in the same way as in Fig. 4.4. Standard deviation error bars are
plotted for 100 separate numerical simulations in which 10% random eigenvector noise
was added. Fig. 4.7(a) shows results for the case without filtering, and Fig. 4.7(b) shows
results for the case with filtering. When there is zero noise, both cases predict damage
exactly. For 10% noise, both cases predict the damage to a similar level of accuracy, but
the results obtained using filtering (Fig. 4.7(b)) exhibit less noise in the other damage
scenarios (where there is no damage).
4.3.5 Effect of Additional Sensors
In this section, the benefit of using additional sensors is illustrated. Fig. 4.8 shows
results for a case with a 15% loss of stiffness in beam 2, 25% loss in beam 3, 30% loss in
beam 4, and 25% loss in beam 7. The plots in Fig. 4.8 are structured in the same way as
in Fig. 4.4. For 5% random eigenvector noise, 100 separate numerical simulations were
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Results for Exact Eigenvectors
Results for 5% Noise
(a)



















Results for Exact Eigenvectors
Results for 5% Noise
(b)
Figure 4.9: Predicted damage in the nonlinear 5-bay frame with damage in both cubic
stiffnesses (a) and with damage in both cubic stiffnesses and 2 linear hot spots
(b) with 5% random eigenvector noise using 20 sensors
performed and standard deviation error bars are plotted. Fig. 4.8(a) shows results for the
case where 20 sensors are used, and Fig. 4.8(b) shows results for the case where 21 sensors
are used. The one sensor added to the 20 located at the hot spots was placed using the gen-
eralized EIDV method. When there is zero noise, both sensor placements predict damage
exactly. For 5% noise, the 21 sensors (Fig. 4.8(b)) predict the damage significantly better
in the scenarios with damage, and predict significantly fewer false damages compared to
the results obtained using 20 sensors (Fig. 4.8(a)).
4.3.6 Nonlinear 5-Bay Structure
In this section, the use of ROHA and DIHSP is demonstrated for determining damage
in linear and nonlinear elements of the nonlinear structure shown in Fig. 4.3.
Fig. 4.9(a) shows results for a case with a 15% loss of stiffness in plate A, and 20%
loss in plate B (see Fig. 4.3). The plot in Fig. 4.9(a) is structured in the same way as in
Fig. 4.4. Standard deviation error bars are plotted for 100 separate numerical simulations
in which 5% random eigenvector noise was added. When there is zero noise, exact damage
is predicted. For 5% noise, the actual damage is predicted very accurately.
Fig. 4.9(b) shows the results for a case with a 35% loss of stiffness in plate A, 30%
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loss in plate B, 30% loss in beam C, and 25% loss in beam D (see Fig. 4.3). The plot
in Fig. 4.9(b) is structured in the same way as in Fig. 4.4. Standard deviation error bars
are plotted for 100 separate numerical simulations in which 5% random eigenvector noise
was added. When there is zero noise, exact damage is predicted. For 5% noise, the actual
damage is predicted very accurately, with little false damage predicted in other scenarios.
4.4 Discussion
Several new ideas are incorporated into this integrated sensor placement and damage
detection methodology. A major aspect of the methodology is ROHA. ROHA differs
fundamentally from ROM techniques in its goal. ROM techniques are utilized to capture
the dynamics of the system. Therefore, they use the dominant modes of the system, which
tend to be the modes corresponding to the lowest frequencies of the system. In contrast,
ROHA is used to characterize changes in the dynamics, and as a result employs the modes
that are sensitive to changes in the hot spots of the system. ROHA uses a frequency
filtering algorithm to remove frequency content of the modes outside the selected modes
so that the partial eigenstructure obtained corresponds to the desired modes. The partial
modes are then expanded to the full space using information about the possible damage
locations. Other algorithms that expand the modes within the small dimensional space of a
set of the healthy eigenvectors fail because damages cause the eigenvectors to vary/rotate
into the space of a large number of eigenvectors of the original healthy system.
Another major aspect of the methodology is the improved sensor placement. For the
case where the number of sensors equals the number of damageable degrees of freedom,
and the hot spots of the system are accessible, the sensors are placed at the hot spots of the
system. If additional sensors can be used, a generalized EIDV method can be applied to
place these sensors (especially when some hot spots are inaccessible for sensor placement).
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EIDV is inherently a quasi-optimal method in that it finds the optimal sensor choice at
each step, but all the choices together do not necessarily lead to the global optimum sensor
placement. However, using EIDV to place the remaining sensors is effective since EIDV
searches for the optimal locations of the remaining sensors only.
The DIHSP technique is another important component of the methodology. The key
advantage DIHSP has over other modal based techniques is that it filters out all damages
except the desired damage scenarios. That is also why DIHSP is only truly useful when
the damage scenarios are known in advance.
The final novel aspect of the methodology herein is that it was extended to nonlinear
(augmented) systems. When applied to nonlinear systems, the methodology as a whole
is essentially the same as for linear systems. The only difference is that using nonlinear
ROHA/DIHSP requires the measurement of the degrees of freedom that contain nonlin-
earities. This is necessary in order to form the augmented equations of motion.
4.5 Conclusions
A method to place sensors for damage detection in linear and nonlinear systems has
been presented. The sensor placement approach is based on determining the eigenvec-
tors most sensitive to changes in damageable hot spots in the system. The full modes are
extracted from partial measurements by using a novel reduced order health assessment
technique. Damage can then be assessed using any number of modal based approaches
or by damage identification by hot spot projection. Nonlinear systems can be handled
using this methodology by exploiting the features of augmented linear systems. The algo-
rithms proposed have been explored numerically for linear and nonlinear structures. The
effectiveness of the proposed methods were demonstrated, and the effects of measurement
errors were presented.
CHAPTER V
Damage Detection in Nonlinear Systems Using Optimal
Feedback Auxiliary Signals and System Augmentations
5.1 Introduction
Structural health monitoring that is reliable and efficient is very important for cost ef-
fective maintenance of large structures such as space and aircraft. One class of monitoring
techniques use vibration-based damage detection methods. They exploit the fact that lo-
calized changes in system parameters have an effect on vibration frequencies and mode
shapes. Matrix update algorithms such as minimum rank perturbation methods [1] and
optimal matrix update methods [25] use both frequency and mode shape information to
identify updates to the system model. One advantage in using mode shapes (together with
frequencies) is the additional detailed information that they provide for damage detection.
The disadvantages of using mode shapes are that they tend to be sensitive to measurement
error and noise [82], and they require a larger number of sensors.
Thus, damage detection methods using only the vibration frequencies of the system
(which herein are referred to as frequency-shift based approaches) have been developed.
Although these approaches are less sensitive to noise [45], they have several drawbacks.
One of the most important drawbacks is due to the limited number of frequencies that can
be measured accurately, which makes the identification of damage an underdetermined
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problem [83, 84]. To handle this problem, several techniques have been proposed. For
example, the use of “twin” structures (where an additional structure is attached to the
tested structure to generate additional modal information) was proposed by Trivailo et
al. [85]. Nalitolela et al. [51] investigated the feasibility of adding mass/stiffness to obtain
additional vibration frequencies. Practically, however, it is often very difficult to attach
these mechanical elements to the tested structure. Lew and Juang [52] overcame these
issues by introducing the concept of a virtual passive controller. Instead of using the
physical mass and stiffness attachments to the structure, they used output and feedback
controllers to generate additional closed loop vibration frequencies.
Another drawback of frequency-based methods is that the sensitivity of vibration fre-
quencies to damage is often low, which was shown both numerically [46] and experimen-
tally [47]. Ray and Tian [48] proposed a sensitivity enhancement technique which uses
feedback control laws to place the poles of the system at desired locations. These closed
loop vibration frequencies were chosen to increase their sensitivity to mass and stiffness
damages. The method was investigated through numerical simulations of a cantilevered
beam. Ray et al. [49] extended the work by experimentally validating a sensitivity en-
hancing control technique for a cantilevered beam under bending. Ray and Marini [86]
explored the optimality of the closed loop pole locations for mass and stiffness damage
determined by sensitivity enhancing control for fixed actuator locations and minimizing
the control effort. Juang et al. [50] explored multi-input control for pole placement. They
used the open loop eigenvectors as candidates for the desired closed loop eigenvectors,
which results in minimum control gains and therefore minimum control effort. Koh and
Ray [53] extended the work by using several independent closed loop systems to increase
the frequency data set and ultimately improve the frequency-shift based damage detection
performance. Jiang et al. [24] considered the optimal placement of the closed loop eigen-
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vectors, and they developed an optimization algorithm that minimizes the control effort
while maximizing the sensitivity of the frequencies by placing both the frequencies and
the eigenvectors.
All these currently known techniques have been developed using linear theories for
linear systems only. This chapter extends these results to nonlinear systems. This exten-
sion is done by forming higher dimensional augmented systems [73, 80, 87] that follow a
single trajectory of the nonlinear system. The system augmentation approach allows for
particular linear methods to be used with nonlinear systems. Previously, these augmented
systems have been used to detect damage in systems with Colomb friction [80] and cubic
stiffness nonlinearities [73, 80, 87] using modal based damage detection methodologies.
In this chapter, a mass-spring system containing cubic nonlinearities is investigated
using system augmentation and optimal feedback auxiliary signals. The concept of the op-
timal augmentation is introduced for further sensitivity enhancement. Various numerical
studies are presented to demonstrate optimal sensitivity enhancement for damage detec-
tion. The effects of random noise are also discussed.
5.2 Methodology
In this section, the procedure for designing optimal feedback auxiliary signals and
system augmentation for damage detection in nonlinear systems is presented. First, an
overview of the augmentation is provided. Next, a frequency-shift based damage detection
method is discussed. After that, the eigenstructure assignment technique is explained.
Finally, the optimization algorithm, used to determine the feedback auxiliary signals and









Figure 5.1: Two degree of freedom nonlinear system containing cubic springs.
5.2.1 System Augmentation
A detailed explanation of system augmentation can be found in previous work [73,80,
87]. These augmented models have a specific forcing in the augmented degrees of free-
dom. The specific forcing ensures that the augmented systems follow the trajectory of the
nonlinear system when projected onto the (original) physical space. Due to the specialized
nature of the augmentation, the modal extraction technique used must be an input-output
approach as opposed to an output-only approach. This requirement is particularly well
suited for use in conjunction with feedback auxiliary signals (such as sensitivity enhanc-
ing feedback control) since there the input excitation is known (as the controller output
is easily measured). For example, consider the equations of motion corresponding to a
mass connected to the ground and to another mass by linear and cubic springs (Fig. 5.1)
expressed as
m1ẍ1 + (k1 + k2)x1 − k2x2 + kn1x31 + kn2(x1 − x2)3 = g1(t),
(5.1)
m2ẍ2 − k2x1 + k2x2 − kn2(x1 − x2)3 = g2(t),
where mi, ki, kni, gi(t) and xi correspond to mass, linear spring stiffness, cubic spring
stiffness, linear forcing, and displacement of the system, respectively. The augmented
equations of motion for this nonlinear system correspond to a four degree of freedom
system (two for the linear degrees of freedom, and one for each cubic spring nonlinearity).
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The augmented equations of motion are given by
m1ẍ1 + (k1 + k2)x1 − k2x2 + kn1y1 + kn2y2 = g1(t),
m2ẍ2 − k2x1 + k2x2 − kn2y2 = g2(t),
(5.2)
ma1ÿ1 + kc1x1 + ka1y1 = h1(t),
ma2ÿ2 + kc2x1 − kc2x2 + ka2y2 = h2(t),
where y1 = x31, and y2 = (x1 − x2)3, with mai, kai, kci, hi(t), and yi corresponding
to the augmented mass, augmented stiffness, coupled stiffness, augmented forcing, and
augmented variables, respectively.
Complex nonlinearities can be handled accurately. The limit on the level of complexity
of these nonlinearities is mainly due to the system augmentation approach (where the
definitions of the augmented variables yi are the key). Any nonlinearity that is a function
of only the state vector is well suited for the system augmentation approach (provided that
those states are measured).
The values of the parameters mai and kai can be chosen by the user to optimally suit
their needs, while yi can be directly computed as y1 = x31 and y2 = (x1 − x2)3. Finally,
hi(t) can be computed from the left hand side of Eq. (5.2). Parameters mai, kci, and kai are
not unique. That implies that multiple augmentations exist for the same nonlinear system.
Previously, these multiple augmentations have been exploited for damage detection [80].
In this work, the values of augmented parameters mai and kai are calculated for optimal
sensitivity enhancement. More details are provided in subsequent sections.
The design of a controller for an augmented system has several features that distinguish
it from controllers designed for a linear system. The following is a general controller
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where M, D, K are the linear mass, damping and stiffness matrices of the physical system;
NI , ND, NS are nonlinear parameter matrices which contain terms such as the cubic
spring stiffness kn; NCI , NCD, NCS are the coupled parameter matrices which are often
used in system augmentation to maintain symmetry of the augmented system matrices for
the healthy structure; and NAI , NAD, NAS are the augmented matrices which contain
parameters of the augmentation such as mai and kai. The matrix KCL corresponds to the
linear portion of the gain matrix KC , while KCN (which multiplies y) is the nonlinear
portion of the gain matrix, and KCLA and KCNA are the augmented portions of the gain
matrix. When designing the controller, if a linear controller is desired, then KCN must
be constrained to zero. In the actual implementation of the augmented portion of the
controller, no physical actuation is applied since those equations are fictitious. Rather, the
calculated actuation is used in the computation of the augmented forcing h. Note that,
although nonlinear control is being used on nonlinear systems, linear analysis tools can be
used because of the system augmentation approach.
Next, a mass connected to ground by a linear and a cubic spring and controlled by
a single point actuator is presented as an illustrative example (the augmented variable is
y = x3). The augmented equations of motion are
mẍ + kx + kny + KCLx + KCNy = g(t),
(5.4)
maÿ + kcx + kay + KCLAx + KCNAy = h(t).
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This controlled augmented system corresponds to a physical system expressed as
mẍ + kx + knx
3 + KCLx + KCNx
3 = g(t), (5.5)
where the nonlinear controller that acts on the system is given by KCNy = KCNx3. Since
kc and ka are constants chosen by the user, the augmented control gains can be grouped to





ay = h(t), (5.6)
where k′c = kc + KCLA and k
′
a = ka + KCNA. In this manner, the user has complete
control over the augmented equations, and can adjust them for increased sensitivity with
no additional actuation effort.
5.2.2 Damage Detection by Frequency-Shift Based Method
In this work, a first order perturbation method is used to calculate the damage [24,53].
Perturbations ∆p to a damageable set of parameters grouped in a vector p, which contains
variables that relate to the mass, damping or stiffness properties, and the changes in the
frequencies of the system grouped in a vector ∆ω are defined as
∆p = ph − pd and ∆ω = ωh − ωd, (5.7)
where ph corresponds to the known healthy parameters, pd corresponds to the unknown
damaged parameters, and vectors ωh and ωd contain the measured frequencies of the
healthy and damaged structure.
In general a nonlinear relation exists between ∆p and ∆ω. However, for small dam-
ages, this relation can be approximated as first order perturbations expressed as [24, 53]
∆ω = S∆p, (5.8)
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The index r represents the number of damageable parameters pi. The index q represents
the number of measured frequencies ωj . From Eq. (5.8) it is clear that the vector of r
unknowns ∆p can be solved for by taking the pseudo-inverse of S to obtain
∆p = S+∆ω. (5.9)
The goal of the sensitivity enhancement by means of nonlinear feedback auxiliary
signals is to increase the values of a closed loop sensitivity matrix Sci with respect to the
open loop sensitivity matrix So. Since the number r of parameters to be determined is
often larger than the number q of measurable frequencies, Eq. (5.8) is underdetermined.
To overcome this problem, multiple closed loop systems can be designed by using distinct











where t corresponds to the number of distinct controller combinations used. If q ∗ t > r,
an overdetermined set of equations can be used to solve for the unknown parameters ∆p
using Eq. (5.9). Implicit to this approach is that the distinct controllers are chosen such
that S is of full rank.
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5.2.3 Eigenstructure Assignment
Eigenstructure assignment via SVD (singular value decomposition) has been explored
extensively for linear systems [88–92]. This section follows closely the work of Jiang
et al. [24] and is included to provide a brief overview of the SVD-based eigenstructure
assignment and to present the new subtleties associated with its use in conjunction with
augmented systems. Just as in the case of eigenstructure assignment for linear systems, a
model of the healthy augmented (nonlinear) system is required for eigenstructure assign-
ment via SVD.
Expanding the work of Jiang et al. [24] to augmented systems, the equations of motion
for a (nonlinear) system without damping can be written as















and where MA and KA are No×No augmented mass and stiffness matrices, B is the No×c
control input matrix, Kc is the c×No control gain matrix, x is the N×1 coordinate vector,
y is the n × 1 augmented variable vector, g is the N × 1 physical forcing, and h is the
n× 1 augmented forcing.
The eigenvalue problem for the augmented closed loop system can be written as
(KA + BKC)φj = ω
2
cjMAφj, (5.12)
where φj represents the jth eigenvector and ωcj is the jth (complex) frequency of the closed









 = 0, (5.13)
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must contain the vector
[φj KCφj]
T . The symbol | indicates a partition in the matrix, e.g. the matrix is composed
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= Uj [Dj|0No×c]V∗j , (5.14)
where Uj and Vj correspond to the orthonormal left and right singular vectors, respec-
tively, and Dj is a diagonal matrix that contains the singular values. The right singular
















where V(j)11 is No ×No, V(j)12 is No × c, V(j)21 is c×No, and V(j)22 is c× c.






















 = 0. (5.16)
Consequently, all achievable eigenvectors must be in the span of V(j)12 . Therefore, a coeffi-
cient vector fj can be used to assign the eigenvector j within the admissible subspace (e.g.
V
(j)
12 ). Hence, the assigned right eigenvector φ
a










By gathering all No eigen-solutions from Eq. (5.18), one can write
KCΦ










, φaj = V
(j)
12 fj , and W = [w1 w2 . . . wNo ], with wj =
V
(j)
22 fj . Inverting Φ
a in Eq. (5.19), one can solve for the gain matrix as
KC = W (Φ
a)−1 . (5.20)
5.2.4 Optimization for Optimal Controller Design
The basic idea behind sensitivity enhancing feedback control for single degree of free-
dom systems is that decreasing the stiffness enhances the sensitivity of the frequencies to
stiffness changes, while increasing the stiffness enhances the sensitivity of the frequencies
to mass changes. Extending this idea to multi-degree of freedom systems is more compli-
cated. The sensitivity of the modal frequencies to changes in mass and stiffness parameters
is given by a function that includes the mass, damping, and stiffness matrices along with
their derivatives, and the closed loop eigenvalues along with the right and left eigenvec-
tors [24]. As a result, no simple relation exists for designing controllers. However, an
optimization algorithm can be used to design the controller. In this section, a constrained
optimization algorithm is discussed for optimal placement of the modal frequencies and
right eigenvectors of the augmented system to maximize the sensitivity to parameter vari-
ations while minimizing the control effort. This optimization algorithm extends the work
of Jiang et al. [24] to augmented systems.
There are three types of parameters that need to be optimized to obtain the optimal
feedback control. The first type of parameters affects the desired closed loop frequencies,
which are close to the open loop frequencies. These parameters consist of q coefficients
γj that represent percentages of the q measurable open loop frequencies ωoj . Therefore,





γjωoj, j = 1, 2, . . . , q
ωoj, j = q + 1, q + 2, . . . , No
. (5.21)
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The second type of parameters are the coefficient vectors fj that are used to assign
the right eigenvectors of the system within the admissible space. All the closed loop







12 fj, j = 1, 2, . . . , q
V
(j)
12 f̃j, j = q + 1, q + 2, . . . , No
, (5.22)
where fj corresponds to the unknown parameters being optimized (for j = 1, 2, . . . , q)
and f̃j are coefficient vectors that are chosen as close to the open loop eigenvectors φoj as
possible to minimize the controller effort (for j = q + 1, q + 2, . . . , No). The coefficient


















j , where j = q + 1, q + 2, . . . , No, (5.23)















j , where j = q + 1, q + 2, . . . No. (5.24)
The augmented equations of a system are not unique for a given nonlinear system.
One way to optimize the augmentation is to determine the stiffnesses of the augmented
equations that maximize the sensitivity enhancement (by determining the optimal rows in
KC that correspond to the augmented equations, as discussed in Sec. 5.2.1). Additionally,
the augmented mass parameters mai can also be optimized. Traditionally, parameters
mai have been set to values similar to the masses of the degrees of freedom that contain
the nonlinearity [73, 80, 87]. In this work, those ad hoc values for mai are optimized to
obtain moai. The optimal values m
o
ai are used to define the coefficients Γi by the relation
moai = Γimai. Parameters Γi are the third type of parameters of the augmentation that can
be optimized (for i = 1, 2, . . . , n).
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There are two parts of the optimization function. The first part is the sensitivity en-
hancement variable SE which needs to be maximized. SE is an average of the element
by element ratios of the closed loop sensitivity matrix Sc to the open loop sensitivity matrix











The second part of the optimization function is the controller effort which needs to be
minimized. In this work, the controller effort CE was chosen as the absolute value of the
largest entry in any row of KC except ones corresponding to the augmented equations.
The augmented rows of KC are excluded because there is no physical controller acting
on these augmented equations, and hence there is no physical controller effort associated
with these parameters.
Using its two parts, the optimization function is written as




where C1 and C2 are constants chosen to weight the importance of SE relative to CE. Of
course, J is a function of all controller design variables.
A very important aspect of the design of feedback auxiliary signals is the requirement
that the system be stable during its interrogation. Hence, the optimization function is
also subject to stability constraints. In general, the stability of the linearized physical
system is the important issue, while the augmented linear system does not have to be
stable. The augmented linear system does not necessarily need to be stable because it
is a fictitious system, and it is only subjected to a specific excitation. For example, an
unstable augmented system can be constructed for a stable physical (nonlinear) system.
Nonetheless, the linearized physical system must be stable both when it is healthy and
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after each damage scenario. Therefore, Eq. (5.26) is subject to the following constraints
−=(ωLcj) ≤ 0, j = 1, 2, . . . , N, and
−=(ωLdcji) ≤ 0, j = 1, 2, . . . , N, and i = 1, 2, . . . , r,
where = indicates the imaginary part, ωLcj are the (complex) frequencies of the linearized
closed loop healthy system, and ωLdcji are the frequencies of the linearized closed loop
damaged system for the ith damage scenario. These constraints must be satisfied for a
damage level that is the maximum allowable damage for all r scenarios.
In this work, for several of the results, a stricter stability requirement is enforced,
namely the stability of the augmented linear system. Although increased sensitivity can
be achieved when the augmented system becomes unstable, care must be taken to ensure
the linearity approximation in Eq. (5.8) holds. If the system is allowed to vary unrestricted
into unstable regimes the system may become hyper-sensitive, and the linear assumption
of Eq. (5.8) can be inaccurate. The sensitivity (and the range of linearity) can be controlled
by using the following constraints on the optimal controller design
−=(ωAcj) ≤ ε, j = 1, 2, . . . , No, and
−=(ωAdcji) ≤ ε, j = 1, 2, . . . , No, and i = 1, 2, . . . , r,
where ωAcj are the (complex) frequencies of the augmented closed loop healthy system,
ωAdcji are the frequencies of the augmented closed loop damaged system, and ε is a positive
parameter that constrains the level of instability allowed into the augmented system.
5.3 Results
To demonstrate the proposed method, a numerical investigation of a nonlinear system










control input actuator locations
Figure 5.2: Nonlinear mass spring system that contains two cubic spring nonlinearities denoted
by the cubic stiffness kn1 and kn2 (mi = 1, i = 1 . . . 5, k1g = k34 = 10000, k12 =
k23 = 15000, k45 = 20000, kn1 = kn2 = 10000).
degrees of freedom. The system contains 5 linear springs and 2 cubic springs, which are
the damageable elements and are denoted by p1 = k1g, p2 = k12, p3 = k23, p4 = k34,
p5 = k45, p6 = kn1, and p7 = kn2. Augmented linear systems were created from the non-
linear system by generating the matrices M, K, NI , NS , NAI , NAS and NCS in Eq. (5.3).
In particular, the nonzero entries of the NS matrix are composed of cubic spring stiff-
nesses. The matrix NAI is a diagonal matrix containing the augmented masses, which
are chosen as the same values as the physical masses that the augmented variables physi-
cally interact with. The matrix NCS is chosen to maintain certain physical characteristics
of the augmented system [73]. In particular, the nonzero entries of NCS are the cubic
spring stiffnesses. The matrix NAS is a diagonal matrix that contains the terms kai chosen
as kai = 2kni. The values of the weighting factors between SE and CE were chosen
as C1 = 103 and C2 = 10−4. Four controllers (CL1 − 4) were designed to maximize
the sensitivity of the first 3 frequencies of the system to changes in the 7 (damageable)
elements. Since only the first 3 frequencies were measured and there are 7 damageable
parameters, multiple controllers must be designed so that Eq. (5.9) is overdetermined. A
minimum of 3 controllers are needed, but 4 were used in this work (CL1 − 4) to better
the conditioning of the matrix S. The different combinations of feedback auxiliary signals
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f1=[-2.08, 2.36, -0.00, -34.56]
f2=[-0.16, -0.45, -0.38, 1.62]







































f1=[-2.93, 3.18, 1.89, -34.14]
f2=[-0.59, 0.36, -0.08, 0.56]































Table 5.1: Design parameters for multiple sensitivity enhancing feedback controllers for an opti-
mal augmentation and an ad hoc augmentation.
and CL4 - [6, 7]. Locations 6 and 7 correspond to the augmented degrees of freedom, so
CL4 corresponds to purely augmented gain control, which requires no actual actuation,
but only signal processing.
The constrained optimization function was solved by using the fmincon function
in MATLAB [93]. We found that the global optimum was not always obtained because
different initial guesses could lead to different solutions by the optimizer. To be consistent,
we used the open loop system as the starting point for the optimization for all the fully
115






































Figure 5.3: Sensitivity of the first resonant frequency to a change in a linear spring (a)




In this section, the effectiveness of using the nonlinear feedback auxiliary signals to
interrogate a nonlinear system using system augmentation is demonstrated. As discussed
in the system augmentation section of the methodology, augmented systems are not unique
for a given nonlinear system. The optimization of the augmented portion of the gain ma-
trix KC optimally enhances the sensitivity to the stiffness portion of the augmentation.
When the augmented mass is also optimized using the design variable Γi, the augmenta-
tion is designated as an optimal augmentation. Otherwise it is referred to as an ad hoc
augmentation.
The design variables γ1, γ2, γ3, f1, f2, f3, Γ1, and Γ2 are given in Tab. 5.1 for each
closed loop system (CL1 − 4). Two sets of closed loop systems (CL1 − 4) are given.
The first corresponds to the case where, in addition to determining the optimal controller
configuration, the optimal augmentation is determined by finding the design parameters
Γ1 and Γ2. The second set of closed loop systems does not optimize the augmented mass.
Instead, the nominal ad hoc values are used for the augmented masses (that is, Γ1 = Γ2 =
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(a) Shift in 1st frequency





















(b) Shift in 2nd frequency





















(c) Shift in 3rd frequency
Figure 5.4: Comparison of the frequency shift due to a 3% loss of stiffness in each param-
eter for the open loop (OL) and 4 fully stable, closed loop systems (CL1− 4)
for the optimally augmented system for the 1st (a), 2nd (b), 3rd (c) frequencies.
1). In both cases, the closed loop systems are designed to be fully stable (i.e. ε = 0).
The results in Fig. 5.3 show the change in the first frequency in one linear and one
nonlinear parameter for the open loop and each of the optimally augmented closed loop
systems (CL1 − 4). The x-axis in each plot corresponds to the change in the parameter,
while the y-axis in each plot corresponds to the change in the first frequency. It is clear
from the plots that the changes in each of the closed loop frequencies is equal to or greater
than the change in the open loop frequency. Also, the dependence of ∆ω1 upon ∆p1 and
∆p6 is linear across the range of 3% parameter variation. Similar results can be obtained
for the other 2 frequencies and 5 parameters, but they are omitted here for the sake of
brevity. These results validate/demonstrate the linearity approximation used in Eq. (5.8).
The results in Fig. 5.4 show the shifts ∆ω1, ∆ω2, ∆ω3 in the first 3 frequencies due to
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Figure 5.5: Damage detection results for frequencies contaminated with 1% random noise
for the optimal and ad hoc augmented systems for the 1st (a), 2nd (b), 3rd (c),
5th (d), 6th (e), and 7th (f) elements.
3% damage in each of the 7 (damageable) elements. The 4 closed loop systems (CL1− 4)
correspond to the optimally augmented systems with design parameters given in Tab. 5.1.
The x-axis in each plot corresponds to the damaged element, while the y-axis in each plot
corresponds to the change in frequency due to damage. The first 5 elements correspond
to the 5 linear stiffnesses, while elements 6 and 7 correspond to the cubic stiffnesses. The
plots show that the sensitivity of the 4 closed loop systems is from 200 to 1300 times higher
compared to the open loop system (SE varies from 200 to 1300 for the different closed
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Figure 5.6: Change in function cost (a), sensitivity enhancement (b), and control effort (c)
with increase in ε.
loop systems).
The results in Fig. 5.5 show the excellent performance of the approach for 6 different
damage scenarios. The x-axis in each plot corresponds to the damaged elements, while
the y-axis in each plot corresponds to the percent damage. Each plot shows the exact value
of the damage, and the average predicted damage for the optimal and ad hoc augmented
systems. One hundred separate calculations were performed for the case of 1% random
eigenvalue noise applied to the frequencies of the damaged system. Standard deviation
error bars are plotted. For the case of zero noise, both the optimal and ad hoc augmentation
predict the exact damage. For the noisy case, the average predicted value is very close for
both the optimal and ad hoc augmentation. However, the deviations tend to be larger for
the ad hoc augmentation.
5.3.2 Physical Stability
In this section, certain issues related to the stability of the system are explored. Results
are presented for a closed loop system where the augmented linear system is allowed to
become unstable (although the linearized physical system is still enforced to be stable, i.e.
ε > 0). That case is designated as physically stable. Also, results for a case where no
instability is allowed even in the augmented system (i.e. ε = 0) are presented. That case
is designated as fully stable.
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Figure 5.7: Sensitivity of the first resonant frequency to a change in a linear spring (a) and
a cubic spring (b) for the open loop (OL) and 4 physically stable, closed loop
systems (CL1− 4).
The results in Fig. 5.6 show how the cost J , sensitivity enhancement SE, and control
effort CE change as ε is increased from zero for the CL2 system. For each optimal
controller, the initial starting point chosen for the optimizer was the final point from the
lower value of ε. The plots show how the cost and CE decrease and SE increases as
ε is increased. Although it appears as though ε could be arbitrarily large, care must be
taken in setting a maximum allowed value. If ε is allowed to be too large, then the linear
relation between the change in the parameters and frequencies begins to break down, and
the linearity approximation used in Eq. (5.8) is not accurate. In the results in this section,
the maximum value of ε was 0.5 for CL1− 4.
The results in Fig. 5.7 show the changes in the first frequency for damages in one
linear and one nonlinear parameter for the open loop and each of the physically stable
closed loop systems (CL1 − 4). The plots are laid out in the same manner as in Fig. 5.3.
Over the range of 0.5% parameter variation, the dependence of ∆ω1 upon ∆p1 and ∆p6
is linear. Similar results can be obtained for the other 2 frequencies and 5 parameters, but
are omitted here for the sake of brevity.
Similar to Fig. 5.4, the results in Fig. 5.8 show the shift in the first 3 frequencies due to
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(a) Shift in 1st frequency



















(b) Shift in 2nd frequency


















(c) Shift in 3rd frequency
Figure 5.8: Comparison of the frequency shift due to a 0.5% loss of stiffness in each pa-
rameter for the open loop (OL) and 4 physically stable, closed loop systems
(CL1 − 4) for the optimally augmented system for the 1st (a), 2nd (b), 3rd (c)
frequencies.
0.5% damage in each of the 7 (damageable) elements. In Fig. 5.8, there are 4 closed loop
systems (CL1 − 4) which are compared against the open loop system. The plots show
that the sensitivity of the 4 closed loop systems ranges from 900 to 4700 times higher
compared to the open loop system (SE varies from 900 to 4700 for the different closed
loop systems).
The results in Fig. 5.9 show the excellent performance of the approach for 6 different
damage scenarios. The plots are laid out in the same manner as Fig. 5.5. Each plot shows
the exact value of damage, and the average predicted damage for the fully stable and
physically stable augmented systems. One hundred separate calculations were performed
for the case of 0.5% random eigenvalue noise applied to the frequencies of the damaged
system. Standard deviation error bars are plotted. For the case of zero noise, both the
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fully stable and the physically stable augmented systems predict the exact damage. In the
presence of noise, however, the physically stable system predicts the damage better, as
evidenced by the significantly smaller error bars.
5.4 Conclusions and Discussion
A novel approach for sensitivity enhancement for nonlinear systems via nonlinear feed-
back auxiliary signals and optimal system augmentations was presented. In addition to the
advantage that linear approaches such as modal analysis can be used to extract features
of nonlinear systems (by the use of the augmented linear systems), there are several other
features of the augmented system that can be used as well. One of these is the ability to
use a nonlinear controller, while still having the benefit of being able to use linear methods
such as modal analysis.
Another key feature is the nonuniqueness of the augmentation. Although all augmen-
tations of a system are designed such that they follow a single trajectory of the nonlinear
system, some perform better than others for sensitivity enhancement. In this work, an
optimal augmentation for sensitivity enhancement was designed and found to perform
significantly better in the presence of noise than previous (intuitively designed) augmen-
tations.
Another feature is the ability to apply control in the augmented equations. Although
this does not require any physical actuation, it can increase the sensitivity of the overall
damage detection. Furthermore, a key related benefit is the availability of additional con-
troller configurations that are possible due to the additional controller input locations (at
all the augmented degrees of freedom) at no additional cost.
The final important feature of the augmented system is related to the constraint on the
stability of the controlled system. The requirement of stability of the system applies only
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to the linear parameters and linear portion of the controller. The actual augmented system
does not have to be stable. This stability requirement is very important especially when
the damage to be detected is small. In this work, it was shown that the relaxation of the
stability in the augmented system allowed the detection of damage of lower levels, where
a fully stable system would perform poorly in the presence of the same amount of noise.
Nonetheless, care must still be taken in determining the allowable level of instability in
the augmented system because the damage detection method assumes a linear relation
between changes in parameters and frequencies.
The sensitivity enhancement and damage detection approach using system augmenta-
tions and feedback auxiliary signals was shown to work for a nonlinear mass-spring system
containing cubic spring nonlinearities, and sensitivity increases of up to more than 3 orders
of magnitude were obtained. The effects of measurement noise were also discussed.
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Figure 5.9: Damage detection results for frequencies contaminated with 0.5% random
noise for the fully stable and physically stable augmented systems for the 1st
(a), 2nd (b), 3rd (c), 5th (d), 6th (e), and 7th (f) elements.
CHAPTER VI
Nonlinear Feedback Auxiliary Signals for System
Interrogation and Damage Detection
6.1 Introduction
Recently, methods that use measured resonant frequencies for applications involving
model updating in structural dynamics have received increased attention. These meth-
ods (herein referred to as frequency-shift based methods) have several advantages over
other approaches such as the ones which use mode shapes, for instance. First, measuring
mode shapes requires the use of many sensors, which is difficult to implement in practical
structures. Second, mode shapes are more sensitive to noise and measurement error than
resonant frequencies [82].
However, there are several drawbacks to using classical frequency-shift based meth-
ods. The first key drawback is the limited number of frequencies that can be extracted
accurately, which leads to an under-determined problem when solving for parameter vari-
ations [83,84]. Several approaches have been suggested to handle this problem. Trivailo et
al. [85] proposed attaching an additional (“twin”) structure to the tested structure to obtain
additional frequency information. However, attaching these “twin” structures is difficult
in practice. To overcome this issue, a virtual passive controller was proposed by Lew and
Juang [52]. They obtained additional frequencies by using output and feedback controllers
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instead of physically adding mass and stiffness elements to the interrogated structure.
The second key drawback of classical frequency-shift based model updating methods
is that often the sensitivity of the resonant frequencies to parameter variations is low, which
has been shown both numerically [46] and experimentally [47]. To overcome this draw-
back, Ray and Tian [48] proposed to enhance the sensitivity of the resonant frequencies
through feedback control. They used feedback control to increase the sensitivity of the
poles of a system to changes in mass or stiffness. Their approach has been demonstrated
on a cantilevered beam both numerically [48] and experimentally [49]. For fixed actuator
locations and minimized control effort, Ray and Marini [86] explored the optimality of the
sensitivity of the closed loop frequencies to mass or stiffness changes. Juang et al. [50]
explored the use of eigenstructure assignment techniques for the multi-input case. They
assigned the closed loop eigenvectors close to the open loop eigenvectors to minimize the
control gains (and hence the control effort). Koh and Ray [53] enriched the frequency
information and increased the sensitivity of the resonant frequencies by using multiple in-
dependent closed loop systems. Jiang et al. [24] formulated an optimization algorithm for
eigenstructure assignment in the multi-input case. Their algorithm minimizes the control
effort while maximizing the sensitivity enhancement by optimally placing both the closed
loop frequencies and the eigenvectors of the system.
The third key drawback of existent frequency-shift based methods for model updating
and system interrogation is their inability to handle nonlinearities. Nonlinearities, how-
ever, can be particularly beneficial for system interrogation. Recently, augmented linear
systems were proposed to handle discrete nonlinearities [73,80,87,94]. These augmented
(fictitious) systems are of higher dimension than the corresponding nonlinear (physical)
system, and are designed to follow a single trajectory of the nonlinear system when pro-
jected onto the original (physical) space. The augmentation has been used together with
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approaches that use mode shape information [73, 80, 87], and frequency-shift based ap-
proaches [94]. When handling nonlinear systems using optimal feedback auxiliary sig-
nals, several benefits were discovered for system augmentation combined with optimal
feedback auxiliary signals beyond handling nonlinear systems. For instance, nonlinear
feedback auxiliary signals provide the ability to control the augmented (fictitious) degrees
of freedom without changing the input actuation. Also, the system augmentation approach
provides the ability to use unstable augmented (fictitious) systems to enhance sensitivity
(while maintaining the stability of the physical linearized system). These features are key
enablers for the approach proposed herein, where optimal nonlinear feedback auxiliary
signals are designed and used for identifying parameter variations in linear systems. This
work is distinct from (and complements) other results where nonlinearity (with given func-
tional form and characteristics) was already present in the interrogated system, and where
that nonlinearity was tailored though feedback controllers [94].
In this work, nonlinear feedback auxiliary signals are optimally designed and applied
to linear systems by means of system augmentation. The nonlinear feedback signal design
developed herein is a strong solution to a very challenging problem [95] in the vibration-
based identification of changes in structural parameters (which is currently used in a wide
variety of technologies). In particular, two areas, sensing and damage detection, focus
closely on identifying parameter variations such as mass and stiffness by exploiting vari-
ations in resonant frequencies. For example, recent sensing techniques for chemical and
biological detection as well as atomic force microscopes in tapping mode [41] use the vi-
bration of micro-structures such as micro-channel resonators [96, 97], micro-beams [40]
and micro-cantilevers [37–39, 98, 99]. These sensing and detection methods based on fre-
quency shifts [100] have recently become of increasing interest. They have been developed
because frequency extraction can be done robustly for both micro- and large-scale appli-
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cations. Embedding (nonlinear) controllers within the interrogated system also enables
additional applications of nonlinear feedback auxiliary signals such as vibration confine-
ment [91] and vibration suppression [49].
As an application for the approach herein, damage detection is discussed in Section 6.3.
An overview of damage detection (and structural health monitoring applied to civil infras-
tructure) is provided by Brownjohn [101]. Currently, many existent damage detection
approaches are model based [102–104]. These approaches use a model of the healthy
structure along with various features of the damaged structure (e.g. mode shapes, mode
shape curvature, natural frequencies) to assess changes in structural properties. Here, the
results focus on this application because a general, powerful approach to interrogate the
monitored system is essential to the success of damage detection.
The systems explored in this chapter are a linear mass-spring system and a mass-
spring-damper system. In addition to the benefits of using nonlinear control to enable the
use of system augmentation, the effects of modeling generalized damping in the optimiza-
tion algorithm are discussed. Also, a more realistic output feedback approach is presented,
which allows for the eigenstructure assignment to be carried out with an incomplete set of
measurements (where only a few displacements need to be measured). Additionally, the
optimal feedback auxiliary signals have been adaptively designed to the expected level of
parameter variation using a linearity constraint in the optimization algorithm. Numerical
simulations are presented, and the effects of random noise are discussed.
6.2 Methodology
In this section, the procedure for using system augmentation and optimal nonlinear
feedback auxiliary signals for linear systems is explained. First, the implementation of
system augmentation to linear systems is discussed. Next, a frequency-shift based method
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for identifying parameter variations is reviewed. Then, the eigenstructure assignment tech-
nique is detailed. Finally, the optimization algorithm that determines the parameters of the
optimal nonlinear feedback auxiliary signals and system augmentation is presented.
6.2.1 System Augmentation for Linear Systems using Nonlinear Feedback Auxil-
iary Signals
A detailed explanation of system augmentation for nonlinear systems can be found in
previous work [73, 80, 87, 94]. A key attribute of all augmented systems is that they have
a higher dimension than their corresponding nonlinear system. Also, each augmented
system is designed to follow a single trajectory of the nonlinear system when projected
onto the original (physical) subspace.
As a simple example, consider a single degree of freedom linear mass-spring-damper
system excited by a forcing g(t). The equation of motion of the linear system is given by
mẍ + dẋ + kx = g(t), (6.1)
where m, d, k and x correspond to the mass, damping, stiffness and position, respectively,
and t is time. Fig. 6.1(a) depicts this linear system with a nonlinear controller given by
N(x) = KCLx + KCNx
3, where KCL is the linear control gain and KCN is the nonlinear
(cubic) control gain. The nonlinear equation of motion of the closed loop system is
mẍ + dẋ + (k + KCL)x + KCNx
3 = g(t). (6.2)
Since the closed loop system is nonlinear, the usual linear methods do not apply. However,
system augmentation can be applied. Fig. 6.1(b) depicts an augmented system that can be
created for Eq. (6.2), with the following equations of motion
mẍ + dẋ + k′x + KCNy = g(t),
(6.3)





















Figure 6.1: One degree of freedom linear system with a nonlinear controller (a), and cor-
responding (higher dimensional) augmented system (b).
where ma, kc, ka, y and h(t) are the augmented mass, coupled stiffness, augmented stiff-
ness, augmented variable and augmented forcing, respectively, and k′ = k + KCL. The
constants ma, kc and ka are chosen to provide sensitivity enhancement, and their opti-
mization is discussed below, in subsections (6.2.3) and (6.2.4). The augmented variable
is chosen as the nonlinearity, i.e. y = x3. The augmented forcing h(t) is calculated di-
rectly from the left hand side of Eq. (6.3) since ma, kc and ka are known (chosen), x(t) is
measured and y(t) is calculated from its (known) dependence on x(t).
The augmented forcing h(t) constrains the higher dimensional (augmented) system to
follow a single trajectory of the nonlinear system when projected onto the lower dimension
(physical) space. The use of this augmented forcing is also the reason why frequency
extraction or modal analysis techniques that are used with augmented systems must be
input-output approaches (as opposed to output only approaches). For example, a multi-
input multi-output approach called DSPI [7] has been used successfully with augmented
systems to extract both natural frequencies and mode shapes [73, 80].
Designing optimal nonlinear feedback auxiliary signals by means of system augmen-
tation has several advantages over standard linear feedback excitation. Consider a general
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multiple degree of freedom linear system that is actuated upon by a multi-input nonlinear











































where M, D and K are the linear mass, damping and stiffness matrices of the physical
system; NAI , NAD, NAS are the augmented matrices which contain parameters of the
augmentation (such as ma and ka); NCS is the coupled stiffness matrix (which can be used
to maintain the symmetry of the augmented system matrices for the healthy structure); and
KCL and KCN are the linear and nonlinear control gain matrices. In contrast to Eq. (6.4), a
linear system with standard linear feedback excitation would have the following equation
of motion
Mẍ + Dẋ + (K + KCL)x = g(t). (6.5)
There are several advantages of using a system characterized by Eq. (6.4) rather than
Eq. (6.5). First, the additional inputs in Eq. (6.4) (all the augmented degrees of freedom y)
allow for additional controller configurations. That can significantly increase the amount
of frequency information, which in turn helps identifying more types of parameters (which
may vary simultaneously). Second, having displacement information and control over ad-
ditional degrees of freedom (all the augmented degrees of freedom y) helps significantly
when performing eigenstructure assignment without full state feedback. Also, the place-
ment of NAI , NAD, NCS and NAS requires no actuation energy because those matrices
affect only the signals used to calculate the augmented forcing h. Finally, the system that
must be stable during interrogation is the physical linearized system, while the fictitious
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augmented system in Eq. (6.4) does not have to be stable. That can greatly increase the
performance of the interrogation.
Note that a physical linearized system is readily extractable from the augmented sys-
tem by setting the nonlinear terms to zero and removing the augmented equations.
6.2.2 First Order Frequency-Shift Based Methods
In this work, parameter variations are identified using a first order frequency-shift
based method. This method has been used in the literature with sensitivity enhancing
feedback control [24, 53] and optimal nonlinear feedback auxiliary signals [94]. A sum-
mary of this approach is presented next. In general, perturbations ∆p to parameters lead
to changes ∆ω in the resonant frequencies, which can be expressed as
∆ω = S∆p + N(∆p) ≈ S∆p (6.6)
where S is the first order sensitivity matrix, and N(∆p) is a nonlinear function of the
change ∆p in parameters. The first order perturbation approach neglects the nonlinear
term N. The entries of matrix S are expressed as Sij = ∂ωi∂pj ≈
∆ωi
∆pj
, where i = 1, . . . , q and
j = 1, . . . , r, while r represents the number of variable parameters pi, and q represents
the number of measurable frequencies ωj . Thus, ∆p is a vector of dimension r while
∆ω is a vector of dimension q. The first order perturbation approximation is expected
to be valid for small parameter variations. In this work, a linearity constraint is added
to the optimization function to ensure the validity of Eq. (6.6) up to the desired/expected
level of parameter variation. Assuming that the matrix S has full rank, one may use the
pseudo-inverse of S to solve Eq. (6.6) for the unknown vector of parameter variations as
∆p = S+∆ω.
Designing optimal nonlinear feedback auxiliary signals for linear systems has two
goals. The first goal is to create multiple independent closed loop systems to increase
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the amount of measured frequency information. This is particularly important when the
number of variable parameters r is greater than the number of measured frequencies q. The
independent closed loop sensitivity matrices (denoted by Sci) can be combined to form the
overall sensitivity matrix expressed as S =
[
Sc1 T Sc2 T . . .Scu T
]T, where u is the number
of unique controller configurations used, and superscript T indicates a transpose. When S
is full rank and q · u > r, then an overdetermined set of equations exist, and ∆p can be
obtained as ∆p = S+∆ω. The second goal is to increase the sensitivity of the closed loop
sensitivity matrices (denoted by Sci) compared to the open loop sensitivity matrix.
6.2.3 Eigenstructure Assignment via Singular Value Decomposition
Eigenstructure assignment via singular value decomposition has been studied exten-
sively for linear systems [88–92]. The following is a brief overview of eigenstructure
assignment that follows closely the work presented by Jiang et al. [24], but it is extended
for augmented systems and includes the option for the direct output feedback of Juang
et al. [50] (as opposed to full state feedback). Consider Eq. (6.4) transformed into state



















































and where MA, DA and KA are No×No augmented mass, damping and stiffness matrices;
x and y are the N × 1 coordinate vector and n× 1 augmented variable vector; g and h are
the N × 1 physical forcing and n× 1 augmented forcing; and B, C and H are the 2No× c
controller input matrix, c × s control matrix and s × 2No sensor matrix. Here, c is the
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number of actuators, and s is the number of sensors used. Note that No = N + n, and the
control gain matrix is defined as KC = CH. Also, the bottom No rows of the controller
input matrix B are always zero. Eq. (6.7) can be written as



























The eigenvalue problem for the augmented closed loop system can be expressed as
−(A + BCH)φj = ωcjMssφj, (6.9)
where ωcj is the jth closed loop eigenvalue and φj is the corresponding eigenvector.













]T must fall into the null space of [A + ωcjMss|B]. The
symbol | indicates a partition in the matrix, e.g. the matrix is composed of two matrices
side by side.
Next, perform a singular value decomposition of [A + ωcjMss|B] to obtain
[A + ωcjMss|B] = Uj[Dj|02No×c]V∗j , (6.11)
where Uj and Vj correspond to the left and right singular matrices, respectively, and Dj is
a diagonal matrix that contains the singular values. The superscript ∗ indicates a complex













where Vj11 is 2No × 2No, Vj12 is 2No × c, Vj21 is c× 2No, and Vj22 is c× c.
To exploit the orthogonality property of the singular value decomposition, one can













 = 0. (6.13)
Next, a coefficient vector fj can be defined for the jth eigenvector in its admissible
subspace. That subspace is the span of Vj12, as shown by Eq. (6.13). Hence, the assigned








22fj . Next, gather











12fj , and W = [w1 w2 . . . w2No ], wj = V
j
22fj . Then, invert HΦ
a to solve for
the control matrix as C = W (HΦa)+, where superscript + indicates the pseudo-inverse.
Finally, the control gain matrix KC can then be calculated as KC = CH.
The number of frequencies that can be placed by this technique is limited for the case
where full state feedback is not employed (i.e. when s < 2No). The number of assignable
frequencies q was given by Juang et al. [50] as 2q ≤ max(c, s).
6.2.4 Optimization Algorithm for Sensitivity Enhancement
The relationship between eigenvectors and resonant frequencies (with sensitivity en-
hancement) on one side and control effort on the other side is complex in the multiple
degree of freedom case [24]. As a result, optimization algorithms are used to design
KC to place the frequencies and eigenvectors optimally by maximizing sensitivity while
minimizing control effort. In this work, a linearity constraint is also included in the opti-
mization algorithm to enforce the linearity needed when using Eq. (6.6). The optimization
algorithm follows closely the algorithm presented previously [24, 94], which maximizes
the sensitivity while minimizing the control effort.
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The parameters optimized are the coefficient vectors fj , the frequencies ωcj of the
q measurable frequencies, and the n augmented masses moai (where one assumes that
the augmented mass matrix is diagonal). Primarily for computational reasons, the lat-
ter two sets of these parameters are defined relative to their open loop or nominal values.
Hence, the optimization is applied to parameters γj and Γi, defined by ωcj = γjωoj , and
moai = Γimai, where ωoj are the open loop eigenvalues of the system, mai are nominal val-
ues for the augmented masses (values chosen by the user are typically close to the value of
the mass at the degree of freedom the nonlinearity originates from), and j = 1, 2, . . . , q,
i = 1, 2, . . . n. Note that, in general the augmented equations are not unique for a given
nonlinear system, in fact multiple augmentations of a single nonlinear system have been
exploited for damage detection [80]. Also, note that the stiffness portion of the augmen-
tation is already being optimized via the calculation of the rows in the gain matrix that
correspond to the augmented equations.
The assigned closed loop eigenvectors can be expressed as φcj = V
j
12fj for j =
1, 2, . . . , q. The remainder of the eigenvectors (for j = q + 1, q + 2, . . . , No) have to be
placed as close as possible to the open loop eigenvectors φoj to minimize the control effort.
Hence, one searches for the coefficient vectors f̃j so that φcj is as close as possible to V
j
12f̃j .













j . Finally, the closest achievable










j , where j = q + 1, q + 2, . . . , No.
The optimization cost function (which is maximized) includes the level of sensitivity
enhancement. This level is defined as the sum of the (absolute values of the) element
by element ratios of the closed loop sensitivity matrices Sci to the open loop sensitivity
matrix, divided by the number of elements. Also, the singular values of S are maximized
(particularly the minimum singular value). This is important when noisy data are used,
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and in cases where very few measurements are taken.
The control effort for the nonlinear feedback actuation is optimized by minimizing the
absolute value of the maximum entry in the controller gain matrix KC . The rows of the
gain matrix that correspond to the augmented equations are not included in the controller
effort because the augmented degrees of freedom do not require any physical actuation (but
just signal processing). The relative importance of these components of the optimization
is taken into account by weighting the sensitivity enhancement with a coefficient c1 and
the control effort with a coefficient c2.
The optimization is subject to stability constraints because the physical system cannot
be unstable during its interrogation.
Note that the stability of the physical linearized system is (related to but) independent
of the stability of the augmented system. The important issue is the stability of the physical
linearized system. That is ensured by a constraint in the optimization algorithm. Note that
the instability in the augmented system is due to the augmentation and not the physics.
Hence, it is possible for an augmented system to be unstable while the physical system
is stable. The reason why the augmented system can be unstable while the response of
the physical system remains stable is the specialized augmented forcing which limits the
growth of the motion of the augmented system.
Thus, the important issue is ensuring the stability of the linearized physical system,
whereas the augmented linear system does not have to be stable. The linearized physical
system must be stable both when it is healthy and after each damage scenario. Thus, the
optimization is subject to the following constraints
<(ωLcj) ≤ 0, j = 1, 2, . . . , N,
<(ωLdcji) ≤ 0, j = 1, 2, . . . , N ; i = 1, 2, . . . , r,




are the linearized closed loop eigenvalues of the system with changed parameters. These
constraints must be satisfied for the maximum allowable (expected) level of parameter
variations for all r scenarios of parameter variations.
Furthermore, in order for Eq. (6.6) to hold, a relationship close to linear must exist be-
tween ∆ω and ∆p. A linearity constraint can be included into the optimization algorithm







is obtained for a small change in parameter pj , and ∆ωi∆pj is obtained for the max-
imum allowable damage level for parameter pj .
An important aspect of any frequency-based method is ensuring that the sensitivity
matrix used for parameter reconstruction is full rank. Hence, the optimization process can
include maximizing the sensitivity matrices Sci (which compose S) while also maximiz-
ing the minimum singular value of S. Maximizing the minimum singular value of S in the
optimization process ensures that this overall sensitivity matrix is full rank (when the min-
imum singular value is large). Hence, the independence of the sensitivities of the closed
loop systems is ensured as closely as possible. However, given the limited measurements
and control input actuators, it is possible that only a subset of the parameters is identifiable,
and variations in the unidentifiable parameters have to be detected by other means.
6.3 Results
To demonstrate the proposed methods, numerical simulations were performed for the
systems shown in Figs. 6.2 and 6.3. The system in Fig. 6.2 is a 6 degree of freedom lin-
ear mass-spring system. Considering the parameter identification as a damage detection
problem, the damageable elements consist of the 6 linear springs with stiffnesses denoted
as p1 = k1g, p2 = k12, p3 = k23, p4 = k34, p5 = k45 and p6 = k56. The controller
input actuators were located at the 1st and 6th masses. The system in Fig. 6.3 is similar to
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the one in Fig. 6.2, with 6 dampers placed between the masses and ground. Augmented
linear systems were created by generating matrices M, D, K, KCL, KCN , NAI , NAD,
NAS and NCS in Eq. (6.4). The nonzero entries of the KCN matrix consist of cubic non-
linearities that are generated using nonlinear feedback control. The matrix NAI consists
of the augmented masses. The nominal values for the augmented masses are chosen to
have the same values as the (physical) masses they are coupled to. The matrix NCS is
constructed to create a symmetric augmentation for the nominal (healthy) system. The
matrix NAS is a diagonal matrix that contains the terms ka chosen as ka = 2kn. The
matrix NAD is a zero matrix. The matrices M, D, and K have been constructed for the
physical uncontrolled system using the parameters given in Figs. 6.2 and 6.3. The entries
in the matrices KCL, KCN , NAI , NCS and NAS are then all optimized. The constrained
optimization problem was solved using the fmincon function in MATLAB [93]. Note
that the global optimum was not always found because of the initial guesses used. Three
controllers (NFAS1− 3) were designed to maximize the sensitivity of the first 3 frequen-
cies of the system to changes in the 6 (damageable) elements. The different combinations
of feedback auxiliary signals are given by actuation locations as follows: NFAS1 - [1, 6,
7, 8]; NFAS2 - [1, 7, 8]; and NFAS3 - [6, 7, 8]. Note that locations 7 and 8 correspond
to the augmented degrees of freedom, which require no actual actuation, but only signal
processing. Additionally, 3 different combinations of linear feedback controllers were also
used: LF1 - [1, 6]; LF2 - [1]; and LF3 - [6].
6.3.1 Frequency Extraction for Unstable Augmented System
In this section, an example of how the frequencies of an augmented system can be
extracted using DSPI [7], a time-based multi-input multi-output modal analysis technique,
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k56
Figure 6.2: Linear mass-spring system that has nonlinear control applied at 2 locations
with parameters mi = 1, i = 1, 2, . . . 6, k1g = k34 = 104, k12 = k23 = 1.5·104,
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Figure 6.3: Linear mass-spring-damper system that has nonlinear control applied at 2 loca-
tions (with the same mass and stiffness parameters as in Fig. 6.2) and d1g = 30,
d12 = 35, d23 = 40, d34 = 18, d45 = 27 and d56 = 53.
rogation. However, the augmented system was unstable. An unstable augmented system
can be physically stable because the augmented system is a fictitious system excited by a
specific augmented forcing. In the case of the unstable augmented system, the augmented
forcing actually stabilizes the response of the augmented system such that the response is
bounded.
Tab. 6.1 shows the eigenvalues of a physically stable system characterized by an unsta-
ble augmented system. These eigenvalues are those of a 6 degree of freedom mass-spring
system (shown in Fig. 6.2) with nonlinear feedback auxiliary signals applied to the 1st
and 6th masses. The first column of Tab. 6.1 consists of the eigenvalues of the linearized
system. There are 6 eigenvalues because there are 6 physical degrees of freedom. The
second column of Tab. 6.1 consists of the exact eigenvalues of the augmented system.
There are 8 eigenvalues for the augmented system: 6 for the physical degrees of freedom,
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Eigenvalues of Physical 
Linearized System





0.5042 + 12.9049i 0.4862 + 12.9045i







Table 6.1: Eigenvalues of a physically stable system with an unstable augmented system.























Figure 6.4: Response of the 6 physical degrees of freedom (DOF) of a physically stable
system with an unstable augmented system.
and 2 for the augmented degrees of freedom (one for each nonlinearity). The last column
of Tab. 6.1 consists of the eigenvalues extracted using DSPI, when the physical system is
forced by harmonic excitation at all 6 physical degrees of freedom. Comparing the 2nd
and 3rd columns of Tab. 6.1, it is clear that DSPI can accurately extract the eigenvalues of
an unstable augmented system. Fig. 6.4 shows the response of the 6 physical degrees of











Coefficient vectors of optimal 
closed-loop eigenvectors
Linear Feedback




        f1=[38.48, -10.09]
        f2=[-1.17, -1.01]
        f3=[17.01, 14.05]




        f1=[2.30]
        f2=[-1.41]
        f3=[0.95]




        f1=[-0.99]
        f2=[0.98]
        f3=[1.00]
Nonlinear Optimal Feedback Auxiliary Signals







f1=[-8.62, 9.27, 5.43, -4.48]
f2=[1.97, -1.44, 1.85, -7.22]



















Table 6.2: Design parameters for multiple (sensitivity enhancing) linear feedback excita-
tions and nonlinear feedback auxiliary signals.
6.3.2 Linear Feedback vs. Optimal Nonlinear Feedback Auxiliary Signals
In this section, a comparison of linear feedback excitation and optimal nonlinear feed-
back auxiliary signals is provided. In these results, the measurements collected are the
positions of the 6 linear degrees of freedom (the velocities of the masses are not mea-
sured). The weighting factors were chosen as c1 = 103 and c2 = 10−4.
The design variables (γ1, γ2, γ3, f1, f2, f3, Γ1, and Γ2) for the linear feedback controller
and the nonlinear feedback auxiliary signals are shown in Tab. 6.2. The optimal closed
loop augmented mass parameters are not listed in the linear feedback section of the table
since no augmentation is created for the case of linear feedback applied to a linear system.
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Figure 6.5: Damage detection results for resonant frequencies contaminated with ±0.25
random noise for linear feedback (LF) and nonlinear feedback auxiliary signals
(NFAS) for the 1st (a), 2nd (b), 3rd (c), 4th (d), 5th (e), and 6th (f) elements.
It should be noted that the control effort is considerably (4− 10 times) larger for the cases
where linear feedback is used.
The results in Fig. 6.5 show the increased performance when using nonlinear feedback
auxiliary signals and system augmentation versus using just linear feedback excitation
for the 6 damage scenarios. The x-axis in each plot corresponds to the damaged elements,
while the y-axis in each plot corresponds to the percent damage. Each plot shows the exact
value of the damage, and the average predicted damage for linear feedback and nonlinear
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feedback auxiliary signals. One hundred separate calculations were performed for the case
of ±0.25 (∼ 1% of the lowest frequency) random noise applied to the frequencies of the
damaged system. Standard deviation error bars are plotted. Note that elements 4, 5 and
6 have smaller error bars when nonlinear feedback auxiliary signals are used instead of
standard linear feedback.
Also, elements 2 and 3 have slightly decreased performance, but that is a small issue
compared to the significant improvement at elements 4, 5 and 6, and the fact that the
control effort required when using the nonlinear feedback is 4 to 10 times smaller than
that required by the linear feedback.
6.3.3 Linearity and Sensitivity
In this section, the relationships between the linearity constraint, the sensitivity to noise
and the damage level are explored. Two sets of controllers were designed to maximize the
sensitivity of frequencies. The first set of controllers 0.1NFAS1 − 3 were designed to
maximize the sensitivity of the first 3 frequencies to a 0.1% change in parameters. The
second set of controllers 5.0NFAS1 − 3 were designed to maximize the sensitivity of
the first 3 frequencies to a 5% change in parameters. In each case, the positions of the 6
masses were used for feedback.
The relationship between sensitivity and linearity of each set of controllers is shown
in Fig. 6.6. The plots show the changes in the 1st frequency for damages in one linear
spring for the open loop and each set of closed loop systems (i.e. 0.1NFAS1 − 3 and
5.0NFAS1 − 3). The x-axis in each plot corresponds to the change in parameter p1,
while the y-axis in each plot corresponds to the change in the 1st frequency ω1. Fig. 6.6(a)
and Fig. 6.6(b) correspond to a parameter change of up to 0.1%, while Fig. 6.6(c) and
Fig. 6.6(d) correspond to a parameter change of up to 5%. Fig. 6.6(a) and Fig. 6.6(b)
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(a) 0.1% change and 0.1NFAS1− 3



















(b) 0.1% change and 5.0NFAS1− 3



















(c) 5% change and 0.1NFAS1− 3

















(d) 5% change and 5.0NFAS1− 3
Figure 6.6: Sensitivity of the 1st resonant frequency to a 0.1% change in a linear spring
using 0.1NFAS1 − 3 (a) and 5.0NFAS1 − 3 (b), and to a 5% change using
0.1NFAS1− 3 (c) and 5.0NFAS1− 3 (d).
show the linear relationship between the change in frequency and the change in parameter
required by Eq. (6.6). These results also show that the sensitivity of the controllers de-
signed for a 0.1% parameter change (0.1NFAS1 − 3) is much larger than the sensitivity
of the controllers designed for a 5% parameter change (5.0NFAS1 − 3). Fig. 6.6(c) and
Fig. 6.6(d) show that the controllers designed for a 0.1% parameter change do not have a
linear relationship between the change in frequency and the change in parameter p1 over
the 5% range, while the linear relationship does exist for 5.0NFAS1− 3. Similar results
can be obtained for the other 2 frequencies and 5 parameters, but are omitted here for the
sake of brevity.
The results in Fig. 6.7 show the excellent performance of the nonlinear approach for
two different cases. The first case consists of a 0.1% damage using the 0.1NFAS1 −
3 controllers. One hundred separate calculations were performed for the case of ±0.1
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random noise in the measured frequencies. The second case consists of 5% damage using
the 5.0FAS1−3 controllers with±1.0 random noise applied to the measured frequencies.
The plots are laid out in a similar manner to Fig. 6.5. The y-axis consists of a normalized
damage (the damage for each case is divided by the maximum damage) instead of a percent
damage. Standard deviation error bars are plotted for both noisy cases.
6.3.4 Modeling Generalized Damping
In this section, the effects of modeling damping in the optimization process are consid-
ered. The mass-spring-damper system explored is shown in Fig. 6.3. The form of damping
included in the system is a generalized linear damping. The more challenging case of gen-
eralized damping is investigated instead of the common proportional damping. Note that
the modes of a system with generalized damping are not the same as the ones for the un-
damped system. In contrast, the modes of a proportionally damped system are the same
with or without proportional damping.
The results in Fig. 6.8 compare the performance of the approach for two different
control optimizations. The first corresponds to a case where the generalized damping is
not modeled in the optimization algorithm. The second corresponds to a case where the
generalized damping is modeled in the optimization algorithm. In both cases the only
measured locations are the positions of the 1st and 6th degrees of freedom. In addition to
these linear degrees of freedom, the positions of the two augmented degrees of freedom
are also known (by their relation to the positions of the 1st and 6th degrees of freedom).
Due to the eigenvector assignment constraint 2q ≤ max(c, s), the maximum number of
frequencies and mode shapes q that can be assigned when s = 4 and c = 4 is q = 2. Note
that, if a purely linear control were used, s and c would be equal to 2 and the maximum
number of frequencies and mode shapes that could be placed would be one, which would
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lead to poor damage detection performance.
For these results, the optimization algorithm included the maximization of the mini-
mum singular value of the sensitivity matrix. However, given the limited measurements
and control input actuators (sensors and actuators only at the 1st and 6th mass), only 5 pa-
rameters of the 6 were identifiable. That indicates that the changes in the 2 frequencies for
the 3 control configurations could not create a matrix S of full rank for all 6 parameters.
Therefore, the parameter p6 was removed as a damageable parameter. One hundred sepa-
rate calculations were performed for the case of ±0.12 random noise (which corresponds
to∼ 2% noise in the lowest resonant frequency) in the frequencies of the damaged system.
The plots are laid out in the same manner as Fig. 6.5. Standard deviation error bars are
plotted for both noisy cases.
6.4 Conclusions and Discussion
A novel approach for improving the sensitivity enhancement for linear systems using
optimal nonlinear feedback auxiliary signals and system augmentation was presented. The
nonlinear feedback auxiliary signals apply linear and nonlinear feedback to the structure.
The nonlinearity is handled with system augmentation, which consists of higher dimen-
sional linear models for a trajectory of the physical nonlinear system.
The optimal nonlinear feedback auxiliary signals have been adaptively designed to
the level of parameter variation expected. In general, some feedback signals work better
for larger parameter variations, when the needed level of sensitivity enhancement is low.
However, those signals are not effective for cases where very small parameter variations
are expected. There, a hyper-enhancement of sensitivity is needed, and that can be accom-
plished only by distinct feedback signals. If one naively applies the hyper-sensitive signals
to large parameter variations, failures occur in the interrogation because the assumption of
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linearity of the frequency shifts with respect to parameter variations is no longer accurate.
The adaptive design of the feedback signals is done by a linearity constraint built into the
optimization algorithm. That constraint ensures the linearity for any level of parameter
variation below the expected values (and it also alleviates other limits on the frequencies
of the augmented system).
The eigenstructure assignment used in the design of the feedback signals was done
using only partial measurements (of an augmented model). This is an important advantage
over other techniques because in many practical implementations only a few degrees of
freedom can be measured.
The optimal nonlinear feedback auxiliary signals have been applied to linear systems.
Hence, the benefits of nonlinearities compared to traditional linear sensitivity enhancing
approaches can be clearly identified. These benefits include a reduced number of actuator
points, and a reduced number of sensor locations needed.
The nonlinear feedback auxiliary signals and the system augmentation approach also
have the benefit of allowing for physically stable systems to be characterized by unstable
augmented systems. Although the augmented system is unstable, the response of this
system is still bounded because the linearized physical system is actually stable. The
response of the augmented system is bounded because the specified augmented forcing
stabilizes the response of the system. Furthermore, the frequencies of these systems can
be found using linear multi-input multi-output approaches such as DSPI.
The ability to place the augmented degrees of freedom arbitrarily without extra con-
troller effort is an additional benefit of the proposed approach. This allows for additional
controller configurations to diversify the frequency information. Moreover, the added
“control” helps when there are limited numbers of sensors and actuators. The eigenvector
assignment procedure allows for the placement of q frequencies and modes, where 2q is
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less than or equal to the number of actuators or sensors.
The benefits of modeling generalized damping in the optimization algorithm was shown.
A state space formulation of the equations of motion is required for the optimization algo-
rithm when generalized damping is present. However, the benefits for damage detection
are significant. When damping is ignored in the optimization algorithm, the optimizer
places the poles and modes optimally for the wrong system, which leads to a lower perfor-
mance.
To demonstrate the use of nonlinear feedback auxiliary signals and system augmenta-
tion for sensitivity enhancement, a damage detection problem has been studied for linear
mass-spring and mass-spring-damper systems. The effects of the level of damage and
measurement noise were also discussed.
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Figure 6.7: Damage detection results for resonant frequencies contaminated with ±0.1
and ±1.0 random noise for 0.1NFAS1− 3 and 5.0NFAS1− 3 for 0.1% and
5% damage, respectively, for the 1st (a), 2nd (b), 3rd (c), 4th (d), 5th (e), and
6th (f) elements. The damage for each case is normalized by dividing it by the
maximum damage.
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Figure 6.8: Damage detection results for resonant frequencies contaminated with ±0.12
random noise for a system with damping modeled and damping unmodeled in
the optimization algorithm for the 1st (a), 2nd (b), 3rd (c), 4th (d), and 5th (e)
elements.
CHAPTER VII
Detection of Global and Local Parameter Variations Using
Nonlinear Feedback Auxiliary Signals and System
Augmentation
7.1 Introduction
Vibration-based identification of changes in structural parameters is currently used in
a wide variety of technologies. In particular, two areas, sensing and damage detection,
focus closely on identifying parameter variations such as mass and stiffness by exploiting
variations in resonant frequencies. For example, recent sensing techniques for chemical
and biological detection as well as atomic force microscopes in tapping mode [41] use the
vibration of micro-structures such as micro-beams [40] and micro-cantilevers [37–39].
Resonant frequencies are used not only for micro-scale systems but also for monitoring
large-scale structures such as bridges, space and aircraft. Similar to sensing, vibration-
based damage detection [42–44] uses changes in the systems modal properties to identify
parameter variations indicative of damage. Some of these damage detection techniques
use both mode shapes and natural frequencies, although measuring mode shapes is more
sensitive to noise [45] than measuring frequencies, and requires more measurements.
Sensing and detection methods that use only the frequencies of the system (which
herein are referred to as frequency-shift based methods [100]) have recently become of
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increasing interest. They have been developed because frequency extraction can be done
robustly for both micro- and large-scale applications.
There are two central drawbacks to frequency-shift based methods. The first drawback
is that only a limited number of frequencies can be measured accurately, which leads to an
under-determined problem when solving for multiple different parameter variations (e.g.
damage scenarios [83, 84], or sensor outputs). To overcome this problem, in the context
of damage detection, Cha and Gu [105] and Nalitolela et al. [51] proposed to extract
additional modal frequencies by adding mass or stiffness to the structure. However, in
practice, the physical addition of mass or stiffness is difficult to implement. This difficulty
was overcome by Lew and Juang [52] by introducing virtual passive controllers. They used
controllers to generate additional vibration frequencies in the closed loop system instead
of attaching physical mass or stiffness elements to the structure. Additionally, Jiang et
al. [106] has recently proposed a way to increase frequency measurements using tunable
piezoelectric transducer circuitry.
The second drawback of frequency-shift based methods is that the sensitivity of the
lowest frequencies to parameter variations is often quite low. Therefore, in sensing appli-
cations, the sensitivity of the sensors can be too low; and in damage detection applications,
the lowest damage that can be identified is exceedingly large. For example, Swamidas and
Chen [46] showed this in a finite element study of a cracked plate. In their study, a surface
crack 40% the width of the plate and 70% through its depth had a maximum frequency
shift of less than 0.7%. Adams et al. [47] demonstrated this low sensitivity experimentally
using an aluminum bar under axial loading. They found less than a 1% change in the first
three frequencies when they made a cut through 30% of the surface area of the beam near
its center.
To overcome the insensitivity of the frequencies to parameter variations, Ray and
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Tian [48] proposed sensitivity enhancing feedback control. They applied closed loop vi-
bration control for pole placement in smart structures with the objective of increasing the
sensitivity of resonant frequencies to changes in the system. That method was demon-
strated through numerical simulations of a cantilevered beam. Experimental validation of
sensitivity enhancing feedback control was conducted by Ray et al. [49] on a cantilevered
beam in bending. Ray and Marini [86] developed an optimization method to minimize
the control effort while maximizing frequency sensitivity for a single fixed actuator loca-
tion. Juang et al. [50] proposed an eigenstructure assignment technique that is useful in
extending sensitivity enhancing control from single input to multi-input systems. Since
in the multi-input case there are an infinite number of placement options for the modal
frequencies, they chose the output feedback with the lowest control effort. They achieve
this by using the open loop eigenvectors as the desired values of the closed loop eigen-
vectors, which leads to minimum control gains and minimum control effort. To address
the limited frequency information drawback, Koh and Ray [53] proposed the use of multi-
ple independent closed loop systems. Jiang et al. [24] developed an optimizing algorithm
for placement of the frequencies and eigenvectors to maximize frequency sensitivity and
minimize the control effort in the multi-input case.
One of the frontiers for the development of sensors and the advancement of damage
detection technologies is tackling nonlinear systems. In these technologies, nonlinearities
are often unavoidable during the regular vibration of the system, and hence, they have
to be accounted for. Furthermore, they can be exploited for enhancing sensitivity. For
example, recently sensitivity enhancing control has been proposed for nonlinear systems
[94,107]. The nonlinear systems were handled by forming higher dimensional augmented
linear systems [73, 80, 87, 94, 107], which are designed to follow a single trajectory of the
nonlinear system. The idea of optimal augmentations has also been introduced [94]. The
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types of nonlinearities explored have included cubic spring nonlinearities [73, 80, 87, 94,
107] and Colomb friction [80].
In this work, two cantilevered beams are explored using optimal system augmenta-
tions and nonlinear feedback auxiliary signals. The objective here is to build on previous
work [94, 107] for the case where there are only limited measurements available and a
single input actuator. In the first system, the motion of the structure, which must be fed
back into the system using the control gain matrix, is known only at 5 locations. In the
second system, the motion of the structure is known only at 2 locations. Linear approaches
would allow for the placement of only 2 resonant frequencies in the first system and 1 in
the second system. In contrast, the use of nonlinear feedback auxiliary signals allows the
creation of several augmented variables, which increases the amount of measurement in-
formation, and in turn enables the placement of additional frequencies of the augmented
system. Additionally, the simultaneous detection of global changes in the system (e.g. due
to environmental changes in temperature or humidity) and local is explored. Also, the idea
of sensitivity enhancement for parameters of interest combined with sensitivity reduction
for parameters that are not of interest (due to environmental or operational changes) is de-
veloped and explored. A methodology is also presented to accurately extract augmented
frequencies from displacement and forcing data corrupted by noise. Various numerical
simulations are included to demonstrate the proposed techniques, and to discuss the ef-
fects of random noise.
7.2 Methodology
In this section, the procedure for sensitivity enhancement using nonlinear feedback
auxiliary signals in linear systems is presented. First, an overview of system augmentation
with feedback auxiliary signals is provided. Second, the frequency-shift based detection
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procedure is outlined. Next, the optimization algorithm employed for controller design is
discussed briefly. Finally, the augmented frequency extraction procedure is detailed.
7.2.1 System Augmentation
In this section, a brief overview of system augmentation is provided. First, an example
of a one degree of freedom system containing 2 nonlinearities is discussed. Then, the
general form of the augmented equations are presented for a controlled system. Finally, an
example of a simple controlled system is included. More details on system augmentation
can be found in previous work [73, 80, 87, 94, 107].
Consider a mass connected to the ground by a linear, cubic and quintic spring. The
equation of motion for this nonlinear system is given by
mẍ + kx + kn1x
3 + kn2x
5 = g(t), (7.1)
where x is the position of the mass m, g(t) is the external excitation, and k, kn1, and kn2
are the linear, cubic and quintic spring stiffnesses, respectively.
The fundamental idea behind the augmentation is that higher dimensional augmented
linear systems can be designed to follow a single trajectory of a nonlinear system. For
the nonlinear system in Eq. (7.1), a higher dimensional augmented linear system can be
formed by adding an additional degree of freedom for each nonlinearity to obtain aug-
mented equations of motion as
mẍ + kx + kn1y1 + kn2y2 = g(t),
ma1ÿ1 + kc1x + ka1y1 = h1(t), (7.2)
ma2ÿ2 + kc2x + ka2y2 = h2(t),
where y1 = x3 and y2 = x5, with mai, kai, kci, hi(t), and yi corresponding to the aug-
mented mass, augmented stiffness, coupled stiffness, augmented forcing, and augmented
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variable, respectively.
Typically, the parameters kci are chosen to maintain the symmetry of the system (kc1 =
kn1 and kc2 = kn2), mai are chosen similar to the mass at the degree of freedom they are
coupled to (ma1 = ma2 = m), and kai are chosen to be low multiples of the nonlinear
spring stiffness (ka1 = ξ1kn1 and ka2 = ξ2kn2 with constants ξ1 and ξ2 of values of about
2). However, one can choose these parameters to optimally suit their needs. An optimiza-
tion of the augmentation for sensitivity enhancement has been established [94, 107]. It
uses the typical values of the augmentation as the starting point, and then optimizes the
parameters kci and kai by finding the optimal control gains in the augmented equations.
Additionally, a separate parameter is included in the optimization to adjust the augmented
mass.
The augmented variables yi can be computed directly from x (y1 = x3 and y2 = x5),
and the augmented forcing hi(t) can be computed directly from the left hand side in
Eq. (7.2). The specific form of the augmented forcing is a key feature in the augmen-
tation because it ensures that, if the trajectory of the augmented linear system is projected
onto the original (physical) space, it will follow the trajectory of the nonlinear system.
Due to the required augmented forcing, the modal extraction technique used must be an
input/output technique (as opposed to an output only approach).
There are several features of an augmented system that differ from a typical linear
system and have to be considered when designing a controller for system interrogation.

























































where M, D and K are the linear mass, damping and stiffness matrices; NI , ND, and
NS are nonlinear parameter matrices which contain terms such as the cubic and quintic
stiffness terms; NCI , NCD, and NCS are the coupled inertia, damping and stiffness matri-
ces, which traditionally have been used to maintain the symmetry of the system; and NAI ,
NAD, and NAS are the augmented parameter matrices, which contain terms such as mai
and kai. B is the control input matrix, which has nonzero values in rows where there are
input actuators that can excite the system.
An interesting advantage of augmented systems is that all the rows of the augmentation
can have nonzero entries in B because they do not require any physical actuation. Also,
the gain matrix KC has been split into four parts in Eq. (7.3). The purely linear portion of
the controller is given by KCL. The nonlinear portion of the controller is given by KCN .
If a linear controller is desired KCN must be set to zero. Finally, KCLA and KCNA are the
augmented portions of the gain matrix. Note that no actual physical actuation is required
in the augmented portion of the controller. Rather, the calculated actuation is used in the
computation of the augmented forcing h.
Next, consider the augmented system discussed in Eq. (7.2) controlled by a single point
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actuator
mẍ + kx + kn1y1 + kn2y2 + KCLx + KCN1y1 + KCN2y2 = g(t),
ma1ÿ1 + kc1x + ka1y1 + KCLA1x + KCNA1y1 = h1(t), (7.4)
ma2ÿ2 + kc2x + ka2y2 + KCLA2x + KCNA2y2 = h2(t).
The nonlinear actuation applied to the physical system is given by KCN1y1 and KCN2y2.
Since augmented parameters (such as kci and kai) are chosen by the user, they can in-













where k′c1 = kc1+KCLA1, k
′
a1 = ka1+KCNA1, k
′
c2 = kc2+KCLA2, and k
′
a2 = ka2+KCNA2.
The procedure for calculating the gain matrix KC (containing linear and nonlinear con-
trol gains) consists of following an optimization algorithm previously established for aug-
mented systems [94, 107] and linear systems [24]. The procedure uses an eigenstructure
assignment technique to place the eigenvectors and resonant frequencies of the augmented
system, and is discussed in the subsequent sections.
7.2.2 Frequency-Shift Based Detection Method
In this section, the frequency-shift based detection method used in this work is out-
lined. The method is a first order perturbation method, and has been used previously with
sensitivity enhancing control [24,53,94]. Essentially, the idea is to relate the changes in the
modal frequencies δω to the changes in certain parameters δp (e.g. stiffness, mass, damp-
ing parameters). Generally, the relationship between δp and δω is nonlinear. However, it
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can be linearized to a first order perturbation form as
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and the r index represents the number of parameters p that can change, the q index repre-
sents the number of measurable frequencies, and S is the sensitivity matrix. To determine
the unknown changes in parameters from the known changes in frequencies, a pseudo-
inverse of S in Eq. (7.6) can be used to yield
δp = S+δω. (7.7)
When feedback interrogation is used, one sensitivity matrix S is obtained for each
controller. For a controller of index i, the corresponding matrix is denoted by Sci. Also,
the sensitivity matrix obtained when no controller is used (i.e. open loop) is denoted by
So.
The goal of sensitivity enhancement is to increase the entries in the closed loop sen-
sitivity matrix Sci with respect to the open loop sensitivity matrix So. For a single closed
loop system or for the open loop system, the solution of Eq. (7.7) is typically not very
accurate because the number of changeable parameters r is likely greater than the num-
ber of measurable frequencies q, which results in an under-determined problem. Koh and
Ray [53] overcame this problem by using multiple independent closed loop systems and
unique combinations of actuator locations. Each closed loop system (of index i) corre-
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sponds to a unique sensitivity matrix Sci, which means that a complete closed loop sensi-











where z corresponds to the number of unique controller configurations used. Therefore, if
z · q > r then Eq. (7.7) becomes an over-determined set of equations for the unknowns δp.
7.2.3 Optimization Algorithm
The optimization algorithm used in this work is designed to determine the best control
gains (linear and nonlinear) to enhance the sensitivity of the resonant frequencies of the
augmented system to changes in particular structural parameters, while being subject to
several constraints. The algorithm follows closely the work previously established for aug-
mented systems [94, 107] and linear systems [24], and uses an eigenstructure assignment
technique to place the eigenvectors and resonant frequencies of the augmented system.
Two forms of the optimization algorithm are used in this work. The first was used in
previous works [94, 107] and has the form
J(τ) = C1/SE + C2CE, (7.9)
where J is the cost function that is minimized, τ are the parameters being optimized,
C1 and C2 are weighting coefficients, SE is the overall sensitivity enhancement that is
maximized, and CE is the control effort that is minimized. The parameters τ relate to the
placement of the closed loop augmented eigenvalues and eigenvectors of the system, which
can be used to determine the linear and nonlinear gain parameters (e.g. corresponding to
the KCLi, KCNi, kci and kai terms from Sec. 7.2.1).
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The control effort CE is defined as the absolute value of the maximum value in the
controller gain matrix, not including the rows corresponding to the augmented degrees of
freedom. The “control” of the rows corresponding to the augmented degrees of freedom
does not require any physical actuation, just signal processing. This complete control
authority with no physical actuation (for the augmented degrees of freedom) is one of the
key advantages that nonlinear feedback auxiliary signals has over traditional sensitivity
enhancing linear feedback.
The sensitivity enhancement SE is defined as the sum of the element by element ratio
of the closed loop sensitivity matrices Sci to the open loop sensitivity matrix So divided











z · q · r . (7.10)
Eq. (7.7) is used to determine δp from δω. Hence, in addition to purely sensitivity
enhancement, it is important to also maximize the singular values (particularly the mini-
mum singular value) of the sensitivity matrix Sc to increase the robustness of the method
to noise.
The second optimization algorithm used in this work allows for simultaneous sensitiv-
ity enhancement for particular structural changes while also providing sensitivity reduction
for other structural changes. Such combination of enhancement and reduction is needed
in many applications where it is desirable to sense/detect variations in a parameter while
being insensitive to other parameters (usually related to environmental or operational con-
ditions). The corresponding cost function is given as
J(τ) = C1/SE + C2CE + C3SR, (7.11)
where C3 is a weighting coefficient, and SR is a sensitivity reduction term.
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Reducing the sensitivity for particular scenarios can be particularly useful for rejecting
certain environmental or structural changes that are not of interest. For instance, a uniform
change in stiffness that occurs in a beam due to temperature changes or fatigue may not
be a change of interest, but can have a significant effect on the system. By reducing the
sensitivity to these structural changes, the overall method becomes more robust to a larger
array of environmental conditions. That is accomplished by minimizing SR (defined in a













z · q · w , (7.12)
where w is the number of parameters for which sensitivity is reduced, Srci is the closed
loop sensitivity matrix that is being minimized, and So′ is the open loop sensitivity matrix
for structural changes which are not of interest. Note that, in general, So′ is distinct from
So because So′ includes only sensitivities to parameters that are not of interest.
Both optimization algorithms have certain built-in constraints. The first constraint
requires that the physical linearized system be stable. However, the (fictitious) augmented
system can be unstable. The linearized system must be stable for the healthy case and
also for the maximum changes in each of its parameters. The second constraint enforces
a linear relationship between each parameter change and the resonant frequencies. This
constraint enables the use of the first order frequency-shift based method explained in the
previous section.
7.2.4 Frequency Extraction for Augmented Systems
In this section, a procedure is presented for the extraction of augmented resonant fre-
quencies from a system with few measurement locations and noisy data. The procedure
is specially designed for augmented linear systems. However, with a few modifications, it
can be used for standard linear systems also.
163
The first step in the procedure is to excite the system at a single frequency within the
frequency range of interest. This frequency range corresponds to the (placed) frequencies
of the closed loop augmented system. The response of the system and the physical excita-
tion are stored. Multiple measurements can be performed (at the same frequency), and the
measured response and excitation can be averaged at each phase of the dynamics. Hence,
noise can be largely filtered out. That is particularly useful when the response of the sys-
tem is periodic. Next, the harmonic excitation is repeated for additional frequencies until
enough frequency information has been extracted from the system. Note that the ability to
perform this noise filtering is a key consequence of the fact that the augmented system is
linear.
The rest of the procedure deals with post processing and the actual extraction of the
resonant frequencies. First, the augmented variables and the augmented forcing are con-
structed using the filtered data. The augmented variable y is computed directly from its
nonlinear relation to x, while ÿ is calculated by finite differencing y, and h is calculated
directly from the left hand side of Eq. (7.3). Next, the full responses of the system (x and
y) and full forcing (g and h) can be summed for all excitation frequencies to form a single
(complex) excitation and response data set. The input (g and h) and output (x and y)
can then be fed into DSPI [7], and the augmented frequencies can be extracted. Note that
summing the response of the augmented systems over all frequencies is a key consequence
of the fact that the augmented system is linear.
A specialized nonlinearity was designed for use in the nonlinear controller. It had the
form y = x3 exp (−x2/C). A plot of this function for C = 1 is shown in Fig. 7.1. The
constant C is a scaling term that can be used to adjust the maximum amplitude and width
of the nonlinearity. There are several key features that make this nonlinearity desirable.
First, this is a smooth nonlinearity, and its second derivative can be calculated accurately
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Figure 7.1: Nonlinearity used in the nonlinear controllers.
  control input
    actuator
vertical displacement sensors
Figure 7.2: Linear beam excited by one piezoelectric patch using nonlinear feedback aux-
iliary signals from 5 sensors.
using finite differencing. Second, the peak amplitude of the variable y can be tailored
to be close to the amplitude of the linear degrees of freedom (by choosing an adequate
value for C). Finally, the last key feature is that the nonlinear response tends to zero for
large amplitudes in the system. This feature is important in making sure that the system
response remains bounded during its interrogation. Since the nonlinearity exponentially
tends to zero at large x, and since the open loop (physical) linear system is stable, the
closed loop system returns toward the origin when the response becomes large.
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7.3 Numerical Results
In this section, numerical simulations were performed on two cantilevered beam sys-
tems. First, the system shown in Fig. 7.2 was investigated. In particular, the frequency
extraction method was investigated to determine how sensitive to noise the extraction pro-
cess is. Also, a comparison of nonlinear feedback auxiliary signals, linear feedback, and an
uncontrolled system was conducted under various conditions. Next, the system in Fig. 7.3
was investigated. Due to the reduced measurements, linear feedback was not feasible and
nonlinear feedback auxiliary signals were directly compared with the open loop system.
In particular, two sets of nonlinear feedback auxiliary signals were designed (1) to de-
tect variations in both global and local parameters, and (2) to detect local changes while
being insensitive to global changes. The local changes are variations of the mass of the
beam in the vicinity of its tip and midspan (which correspond to sensing scenarios). The
global changes are proportional variations in the entire mass or stiffness of the physical
system. The uniform change in mass scenario could result from a change in humidity,
while the uniform change in stiffness scenario could result from a change in temperature.
The ability to distinguish the effects of humidity and temperature from the changes due to
local additions of mass is critical for practical uses of this method for sensing and damage
detection.
7.3.1 Case 1
To demonstrate the augmented frequency extraction and the benefits of nonlinear feed-
back auxiliary signals over linear feedback, a numerical investigation was performed on a
linear cantilevered beam shown in Fig. 7.2. The properties of the system are the same as
the system investigated by Jiang et al. [24]. The density and Young’s modulus of the beam






Figure 7.3: Linear beam excited by piezo-actuators using nonlinear feedback auxiliary sig-
nals and two piezo-sensors.
beam are 400 mm, 3.4 mm, and 26 mm. The density and Young’s modulus of the piezo-
electric material are 7600 kg/m3 and 5.9 ·1010 N/m2, respectively. The length, thickness,
and width of the piezoelectric patch are 40 mm, 0.3 mm, and 20 mm. The piezoelectric
constant is d31 = −276 · 10−12 m/V . The beam was discretized into 10 elements with the
control and forcing input to the system applied through a moment induced by the piezo-
electric patch on the second element of the beam. A light proportional damping of the
form αM + βK was also added to the beam, where α = 102 and β = 10−5. Five position
measurements (out of a possible 20 degrees of freedom for the system model) were taken
along the beam, as indicated in Fig. 7.2.
In addition to the 5 physical measurements, 5 augmented variables were created for the
system. The augmented variables are yi = x3i exp (−x2i /C), where xi are the 5 measured
signals. Only these nonlinearities are used in the controller. The augmented system was
created by generating M, K, NI , NS , NAI , NAD, NAS and NCS as discussed in the
system augmentation section. The augmented matrices and control gains were optimized
using the fmincon function in MATLAB [93].
In general, the user has complete control over the 5 augmented degrees of freedom
corresponding to the 5 augmented variables. Hence, multiple independent closed loop
167
configurations are possible (even though there is only one physical controller). In this
work, the only controller configuration that was used corresponds to control at the physical
degrees of freedom affected by the piezoelectric patch and the 5 augmented degrees of
freedom.
The first 5 resonant frequencies of the system were optimally placed to maximize the
sensitivity and linear independence for 4 scenarios. The first scenario corresponds to added
mass at the tip of the beam. The second scenario corresponds to added mass at the midspan
of the beam. The third scenario corresponds to a uniform change in mass of the physical
system (e.g. a change in humidity of the environment). The fourth scenario corresponds
to a uniform change in stiffness of the physical system (e.g. a change in temperature of
the environment).
Two controllers were designed to enhance the sensitivity of the resonant frequencies.
The first one was based on traditional linear feedback. Due to the fact that only two
frequencies could be placed, this controller was created to detect only the local changes in
mass at the tip and midspan (and was not designed to detect uniform changes in the mass
and stiffness). The second controller is based on nonlinear feedback auxiliary signals. Due
to the added control and sensing, five frequencies could be placed. Hence, both the local
and the global variations can be detected.
To demonstrate the frequency extraction method, the eigenvalues of the healthy aug-
mented system were extracted by DSPI for the case of zero noise and for the case of noise
with a Gaussian distribution having zero mean and a standard deviation of about 0.5% of
the the response (and excitation) of the system. The results are shown in Tab. 7.1. The
first column consists of the first seven exact eigenvalues. The second column consists of
the eigenvalues extracted by DSPI for the noise free case. The third column contains the





Extracted by DSPI (no noise)
Average Augmented 
Eigenvalues Extracted by DSPI             
(noisy measurements)
Standard Deviation of 
Augmented Frequencies 
Extracted by DSPI              
-50.449 + 320.8487i -50.4304 + 320.845i -56.0636 + 320.6479i 2.4056
-51.1395 + 1887.875i -51.2038 + 1887.8741i -51.7111 + 1887.4735i 0.3035
-59.0027 + 2031.5986i -58.9349 + 2031.5773i -60.7222 + 2033.4844i 0.625
-135.8709 + 3658.8146i -135.7516 + 3658.7827i -135.8077 + 3659.1526i 0.4331
-260.9331 + 5581.6613i -261.0341 + 5581.6112i -260.8428 + 5581.6889i 0.558
-510.741 + 9425.9538i -510.6796 + 9426.1458i -511.3594 + 9426.7778i 1.1731
-959.1626 + 13960.3522i -958.6539 + 13960.5427i -959.5121 + 13960.5772i 3.216
Table 7.1: First 7 eigenvalues of a baseline (nominal) closed loop system.
the noisy case. The fourth (and last) column consists of the standard deviations obtained
for the identified frequencies. Comparing the first two columns one may note that DSPI
can very accurately extract the augmented eigenvalues of the system for zero noise. In the
presence of noise, the method still works quite well with the average value very close to
the exact eigenvalue with small deviations.
For the following results, the exact frequencies were calculated for the system, and a
noise with a Gaussian distribution having zero mean was added to the eigenvalues of the
system. The standard deviation for the noise distribution was approximately equal to the
standard deviations for the frequencies given in Tab. 7.1.
The results in Fig. 7.4 show the changes predicted for a variety of different cases. The
plots on the left correspond to a case where a mass of 0.1% of the beam is placed at the
tip of the beam. The plots in the center corresponds to the case where a mass of 0.1%
of the beam is placed at the midspan of the beam. The plots on the right corresponds to
the case where there are masses each of 0.1% of the beam placed at both the tip and at
the midspan of the beam. The top row of plots corresponds to a case where there are no
uniform mass or stiffness changes. The second row of plots corresponds to the case where
there is a uniform mass change, while the third row of plots corresponds to a uniform
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stiffness change. The fourth (and final) row of plots corresponds to a uniform change in
both mass and stiffness. There are 4 bars plotted for each plot. The first bar is the exact
change in the system. The rest of the bars have standard deviation error bars for the noisy
cases. The second bar is the value predicted by an open loop system. The sensitivity ma-
trix of the open loop system would be rank deficient if it was taking into account uniform
mass and stiffness changes. Therefore, a sensitivity matrix based solely on added mass
at the tip and midspan was created for the open loop case (in the same way as for linear
feedback). The third bar is the change predicted when enhancing sensitivity using tradi-
tional linear feedback. The fourth (and final) bar is the change predicted when enhancing
sensitivity through nonlinear feedback auxiliary signals. For the case when there are no
uniform changes in mass or stiffness, the linear feedback gives a significant improvement
over the uncontrolled system, and nonlinear feedback auxiliary signals provides an even
greater improvement. When there are uniform changes in mass and/or stiffness, both the
uncontrolled and linear feedback perform very poorly because they are not able to distin-
guish the additional (global) changes, while nonlinear feedback auxiliary signals is able to
detect simultaneously all of the changes in parameters.
7.3.2 Case 2
To demonstrate several of the additional advantages of nonlinear feedback auxiliary
signals over linear feedback, and in particular their ability to enhance or reduce global
changes, numerical simulations were performed on a linear cantilevered beam shown
in Fig. 7.3. The beam is made of aluminum with a density and Young’s modulus of
2660 kg/m3 and 68.9 GPa, respectively. The length, width, and thickness of the beam
are 280 mm, 15 mm, and 1.27 mm, respectively. The piezo-actuator patches are placed
in a bimorph configuration 20 mm from the root. The density, Young’s modulus, and
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piezoelectric constant are 7800 kg/m3, 62 GPa, and d31 = −300 · 10−12 m/V , respec-
tively. The length, width, and thickness of each piezoelectric patch is 60 mm, 15 mm,
and 1 mm, respectively. The beam was discretized into 28 elements with two degrees
of freedom per node. The linear beam model had a total of 56 degrees of freedom. The
piezo-sensors placed 100 mm and 160 mm from the root of the beam were assumed to
have a negligible impact on the properties of the system. The excitation of the beam by
the piezo-actuators was modeled as an induced moment due to an applied voltage. The
sensor information used as feedback was a voltage from each sensor that was related to
the curvature of the beam, which in turn can be related to the rate of change in the slope of
the beam at the location of the sensor. In addition to the two physical measurements, two
augmented variables were created for the system.
In general, the user has complete control over the two augmented degrees of freedom
corresponding to the two augmented variables. Hence, multiple independent closed loop
controllers are possible (even though there is only one physical controller). Hence, note
that in this work the only controller configuration that was used corresponds to control
applied at the physical degrees of freedom affected by the piezo-actuator and the two
augmented degrees of freedom.
Detecting local and global changes
The first set of results consist of designing nonlinear feedback auxiliary signals for
sensitivity enhancement for four different scenarios. The four scenarios are the same as
the ones in the previous section where the first two scenarios correspond to local changes in
the mass of the system, and the last two scenarios correspond to global mass and stiffness
changes.
Due to the limited sensor information and control authority, only the first two resonant
171
frequencies of the system could be placed using nonlinear feedback auxiliary signals. This
is an improvement over purely linear feedback which would only be able to place a single
frequency. Since there are four scenarios and only two frequencies, the optimization is
carried out twice to obtain two distinct sets of nonlinear feedback auxiliary signals. These
nonlinear feedback auxiliary signals were optimized for both sensitivity enhancement and
linear independence between the nonlinear feedback auxiliary signals such that the global
sensitivity matrix is full rank.
For the following results, the exact frequencies were calculated for the system, and a
zero mean white noise was added to the eigenvalues of the system. The noise level was
approximately ±0.2% of the lowest frequency. The results in Fig. 7.5 show the changes
predicted for a variety of different cases. The plots are laid out in the same manner as in
Fig. 7.4. In each plot there are three bars plotted, where the first bar is the exact change in
the system. The other two bars have standard deviation error bars for the noisy cases. The
second bar is the average value predicted by the open loop linear system. The sensitivity
matrix of the open loop system would be rank deficient if it were taking into account
uniform mass and stiffness changes, and that would lead to completely wrong results.
Therefore, a sensitivity matrix based solely on added mass at the tip and midspan was
created for the open loop results. The third bar is the average change predicted by nonlinear
feedback auxiliary signals. The improvement of the nonlinear feedback auxiliary signals
over the open loop predictions are significant even for this limited case of one controller
and two sensors. Especially note the reduction in noise effects.
Detecting local changes and ignoring global changes
The next group of results consist of designing a new set of feedback auxiliary signals
that are sensitive to local changes in the mass placed at the tip and midspan, but insensitive
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to global (uniform) changes in the mass and stiffness.
Similar to the results above, two resonant frequencies of the system were placed using
nonlinear feedback auxiliary signals, but since there are only two scenarios being detected,
only one set of nonlinear feedback auxiliary signals was used. The plots in Fig. 7.6 are
laid out in a similar manner to Fig. 7.5. However, only the local changes are plotted (sce-
narios 1 and 2) since the effects of the global changes are not of interest (and have been
minimized). For the following results, the exact frequencies were calculated for the sys-
tem, and a zero mean white noise was added to the eigenvalues of the system. The noise
was approximately ±0.3% of the lowest frequency. Note that the noise used in this case is
larger than in the previous case. Nonetheless, the standard deviation error bars are smaller
for the nonlinear feedback auxiliary signals than in the previous case, highlighting the bet-
ter performance of the nonlinear approach. The system using nonlinear feedback auxiliary
signals shows improvement over the open loop predictions in this case for both the aver-
age values as well as the effects of noise. These plots show that lowering the influence
of unwanted environmental changes or operational conditions on frequency shifts can be
achieved through sensitivity reduction (in combination with sensitivity enhancement for
the desired parameters).
The final set of results are based on setting up two sets of nonlinear feedback auxiliary
signals, which create a sensitivity matrix, which is overdetermined with respect to the two
scenarios of interest. The results are shown in Fig. 7.7, where the plots are laid out in the
same manner as in Fig. 7.6. A zero mean white noise was added to the eigenvalues of
the system. The noise was approximately ±0.5% of the lowest frequency. Note that this
noise level is significantly greater than the previous two cases. Even with the greater noise,
the error bars on the nonlinear feedback auxiliary signals are comparable to the previous
cases, and overall there is an improved prediction of the changes in mass. These results
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show that the use of an overdetermined sensitivity matrix (which allows for variation of
the global parameters in an unobserved subspace) improves the local detection of mass
variations.
7.4 Conclusions and Discussion
A novel approach for sensitivity enhancement for linear and nonlinear systems via op-
timal augmentations and nonlinear feedback auxiliary signals was presented. Nonlinear
feedback auxiliary signals have several important advantages over sensitivity enhance-
ment via traditional linear feedback. These advantages include the complete control over
the augmented degrees of freedom with no actuator (physical) effort. Also, augmented
variables provide additional sensor knowledge for the augmented degrees of freedom. Ad-
ditionally, the augmented (fictitious) system does not need to be stable, rather only the
physical linearized system needs to be stable.
A major drawback to both traditional feedback and nonlinear feedback auxiliary sig-
nals is the need for complex active control to be built into the system. Hence, the ability
to provide sensitivity enhancement with a reduced number of actuators and sensors is very
important. This work demonstrates this ability, and shows the promise of the proposed
nonlinear method for use in smart structures. In particular, two system were explored. The
first system contains just one actuator and five sensors and demonstrated the effectiveness
of the approach over linear feedback and an uncontrolled system. The additional sensor
and control from the augmentation was shown to increase the number of parameters that
can be detected. In the second system, a single actuator and just two sensors were used for
sensitivity enhancement. In this case, traditional linear feedback methods are not useful
in identifying multiple simultaneous parameter variations. However, nonlinear feedback
auxiliary signals were shown to detect several simultaneous parameter variations.
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In this work, there were several extensions to the method beyond using nonlinear feed-
back auxiliary signals with a reduced number of actuators and sensors. First, the work
detailed a methodology for augmented frequency extraction using noisy and limited mea-
surement data. Also, the work explores the detection of changes in local and global param-
eters. The local parameters in this case were added masses at the tip and midspan, which
corresponded to sensing scenarios. However, if damage detection was the application, the
local changes could just as well be stiffness changes. The global changes corresponded
to uniform changes in mass and stiffness. These global changes can correspond to cer-
tain environmental (temperature or humidity fluctuations) or operational conditions that
the user wants to detect. Additionally, an approach to desensitize the resonant frequencies
to certain parameters (in this case the global parameters) and increase the sensitivity to
other parameters (the local parameters) was introduced. This might prove especially use-
ful in a sensing scenario where the goal is just to detect the mass(es) on a beam, while the
environmental or operational conditions are not of interest.
The method was shown able to detect masses that were 0.1% of the mass of the physical
beam simultaneously with uniform changes in mass and stiffness with limited physical
sensing and actuation. Also, it was shown to be able to detect masses of the same size,
while being insensitive to uniform mass and stiffness changes. Numerical simulations
were conducted with limited measurements and noisy data.
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(c) Scenarios 1 and 2
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(g) Scenarios 1 and 4
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(j) Scenarios 1, 3, 4



















(k) Scenarios 2, 3, 4



















(l) Scenarios 1− 4
Figure 7.4: Sensed mass: (i) by the open loop system (dark grey), (ii) by a system with lin-
ear feedback unable to detect uniform mass and stiffness changes (light grey),
(iii) by a system with nonlinear feedback auxiliary signals which is able to
detect uniform mass and stiffness changes (white), and (iv) the exact changes
(black). Scenario 1 represents changes in mass at the tip. Scenario 2 repre-
sents changes in mass at the midspan. Scenario 3 represents a uniform change
in mass. Scenario 4 represents a uniform change in stiffness.
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(c) Scenarios 1 and 2
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(j) Scenarios 1, 3, 4
















(k) Scenarios 2, 3, 4


















(l) Scenarios 1− 4
Figure 7.5: Sensed mass and/or stiffness: (i) by the open loop system (grey), (ii) by a
closed loop system designed to detect uniform mass and stiffness changes us-
ing nonlinear feedback auxiliary signals (white), and (iii) the exact changes
(black). Scenario 1 represents changes in mass at the tip. Scenario 2 repre-
sents changes in mass at the midspan. Scenario 3 represents a uniform change







































































(d) Scenarios 1 with uni-

















(e) Scenarios 2 with uni-




















(f) Scenarios 1 and 2 with


















(g) Scenarios 1 with uni-

















(h) Scenarios 2 with uni-




















(i) Scenarios 1 and 2 with


















(j) Scenarios 1 with uni-


















(k) Scenarios 2 with uni-





















(l) Scenarios 1 and 2 with
uniform change in mass
and stiffness
Figure 7.6: Sensed mass: (i) by the open loop system (grey), (ii) by a closed loop system
designed to be insensitive to uniform mass and stiffness changes using one
set of nonlinear feedback auxiliary signals (white), and (iii) the exact changes
(black). Scenario 1 represents changes in mass at the tip. Scenario 2 represents













































































(d) Scenarios 1 with uni-



















(e) Scenarios 2 with uni-



















(f) Scenarios 1 and 2 with



















(g) Scenarios 1 with uni-



















(h) Scenarios 2 with uni-
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(j) Scenarios 1 with uni-




















(k) Scenarios 2 with uni-



















(l) Scenarios 1 and 2 with
uniform change in mass
and stiffness
Figure 7.7: Sensed mass: (i) by the open loop system (grey), (ii) by a closed loop system
designed to be insensitive to uniform mass and stiffness changes using two
sets of nonlinear feedback auxiliary signals (white), and (iii) the exact changes
(black). Scenario 1 represents changes in mass at the tip. Scenario 2 represents
changes in mass at the midspan.
CHAPTER VIII
Conclusions and Future Work
8.1 Contributions
The work presented in this dissertation presents several new tools for the analysis and
interrogation of nonlinear systems. The original contributions of this dissertation can be
summarized as follows:
• In Chapter II the concept of system augmentations for nonlinear systems was intro-
duced. These system augmentations are higher dimensional than the corresponding
linear system and are designed to follow a single trajectory of the nonlinear system.
It was shown that the modes and frequencies of these augmented systems could be
extracted using multi-input multi-output time-based modal analysis techniques such
as DSPI [7]. These augmented modal properties could then be used for a variety of
applications or methods. This chapter focused on using the augmented modal prop-
erties for damage detection. In particular, a generalized minimum rank perturbation
theory (GMRPT) was developed from traditional minimum rank perturbation the-
ory [1] (MRPT) to handle augmented systems. GMRPT was designed to handle the
asymmetries that occur in the system matrices when damage occurs in the nonlinear
parameters (but not in the undamageable augmented parameters). The nonlinearities
considered in this chapter consist of cubic springs.
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• In Chapter III the idea of system augmentations is explored further, and additional
damage detection techniques were developed. Two other damage detection method-
ologies are introduced for augmented systems. The first, referred to as the iterative
GMRPT approach, was designed to handle simultaneous changes in multiple sys-
tem matrices (i.e. mass, damping and stiffness). The approach requires an iterative
update of the mass and stiffness matrices using the GMRPT approach. The second,
referred to as multiple augmentation GMRPT, exploits the fact that multiple aug-
mentations exist for the same nonlinear system. This approach enables the solving
of the asymmetries (nonlinear changes) in the system matrices first, allowng the use
of only the right eigenvectors of the system. Two filtering algorithms were also dis-
cussed to improve the algorithms robustness to noise. The first was developed in this
work, and exploits the fact that no damage can occur in the augmented equations.
It can be employed before the damage location algorithm is used. The second was
designed to filter the eigenvectors based on where damage is deemed to be. This
filtering algorithm must be used after the results of the damage location algorithm
are obtained. The nonlinearities considered in this chapter are both cubic springs
and Colomb friction.
• In Chapter IV an integrated sensor placement and damage detection methodology
was introduced. A key contribution of the method is the reduced order health as-
sessment approach that uses the modes that contain the changes in the dynamics as
opposed to conventional reduced order modeling which retains the modes that con-
tain the dominant dynamics of the system. The method uses a filtering algorithm
to remove frequency content of the modes outside the selected modes, and uses the
knowledge about the damageable regions of the structure to expand the eigenvectors
from the reduced (measured) space to the full (modal) space. The sensors are to be
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placed at the hot spots of the system. When this is infeasible, a generalized effec-
tive independence distribution vector is used to place the remaining sensors. Also, a
novel damage detection method called damage identification by hot spot projection
(DIHSP) was introduced in this chapter. DIHSP is designed to project the full order
model into the damaged subspace of the system, and filters out noise and damages
outside of the hot spots of interest. This method can be used for linear and nonlinear
(augmented) systems.
• In Chapter V nonlinear feedback auxiliary signals (NFAS) with system augmenta-
tion was introduced for sensitivity enhancing feedback control in nonlinear systems.
Although the system is nonlinear (and also has a nonlinear controller), the system
augmentation approach enables the use of linear methods such as modal analysis.
Also, for the first time, the idea of an optimal augmentation is introduced (in this
case for sensitivity enhancement). Several additional features of NFAS with system
augmentation were discovered that make the use of this approach with linear systems
desirable. These features include the ability to apply control in all the augmented
equations of motion (without any physical control effort). Furthermore, a related
benefit is the additional controller configurations that the added control of the aug-
mented degrees of freedom enables. Finally, it was shown that the stability of the
physical linearized system is what must be maintained, the (fictitious) augmented
system can be unstable, which can result in significant sensitivity enhancement.
• In Chapter VI NFAS was used with system augmentation for increased sensitivity
enhancement in linear systems. The focus of this chapter is exploring the benefits
of NFAS over traditional sensitivity enhancing feedback. These benefits include
the ability to have physically stable systems characterized by unstable augmented
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systems for increased sensitivity enhancement. Also, the ability to control all aug-
mented degrees of freedom with no actuator effort (only signal processing). Addi-
tionally, the added sensor-type knowledge of the augmented variables, and actuator-
type control of the augmented degrees of freedom allow for a reduced number of
physical sensors and actuators. Additionally, the NFASs are adaptively designed to
the level of parameter variation expected in the system to ensure the linearity be-
tween the change in parameters and resonant frequencies. This chapter also used
eigenstructure assignment for linear systems using NFAS and only partial measure-
ment information. The benefits of modeling generalized damping were also shown.
• In Chapter VII the effectiveness of NFAS and system augmentation on linear sys-
tems with little physical actuation and control was shown. The key enabling features
of NFAS that were exploited are the increased sensor knowledge, increased control
authority, and additional controller configurations, which allow for sensitivity en-
hancement of multiple simultaneous parameter variations when traditional linear
feedback is not feasible. In this chapter there are also several extensions to NFAS
outside of its use with a reduced number of physical sensors and actuators. First,
a method was detailed for augmented frequency extraction using noisy and limited
measurement data. Also, the parameter variations whose sensitivity was enhanced
and detected are both local (added mass at the tip and midspan) and global (uni-
form changes in mass and stiffness). Finally, a sensitivity reduction (for parameters
that are not of interest) approach in conjunction with sensitivity enhancement (of
parameters of interest) was introduced.
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8.2 Future Research
The following are some suggested topics of future research to build upon the work
presented in this dissertation.
• Experimental work demonstrating system augmentation and nonlinear feed-
back auxiliary signals
A considerable amount of numerical studies have been conducted using system aug-
mentation on a variety of nonlinear systems. A key next step is demonstrating the
effectiveness of system augmentation and nonlinear feedback auxiliary signals ex-
perimentally. A linear cantilevered beam similar to the one discussed in Chapter
VII would be ideal for experimentation on both system augmentation and nonlinear
feedback auxiliary signals.
• Integrated health monitoring of complex nonlinear systems using system aug-
mentations and GMRPT
Failures in complex systems often result from problems from a few or a single com-
ponent. If a healthy model of the system is known a priori then GMRPT is partic-
ularly well suited for identifying the damaged component(s) early. The integrated
system can consist of structural (load bearing) components and non-structural com-
ponents (controllers, pumps, etc.) as long as a healthy model is known and suffi-
cient data is being extracted. A key unresolved challenge is to extract left eigen-
vectors from these systems (because these systems will be inherently asymmetric,
the multiple augmentations GMRPT approach will not be sufficient). Modifying
existing modal analysis approaches such as DSPI [7] or smooth orthogonal decom-
position [108] to provide left eigenvectors are promising solutions to this challenge.
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• MEMS sensing devices using nonlinear feedback auxiliary signals
Exploiting the vibration of linear micro-structures such as micro-beams [40] and
micro-cantilevers [37–39] has been carried out to sense small mass or stiffness vari-
ations using shifts in the resonant frequency. The resolution and robustness of these
devices can be improved with the introduction of nonlinearity and feedback auxil-
iary signals. Numerical and experimental work in this area could have a significant
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