In chronic pain physical rehabilitation, physiotherapists adapt exercise sessions according to the movement behavior of patients. As rehabilitation moves beyond clinical sessions, technology is needed to similarly assess movement behaviors and provide such personalized support. In this paper, as a first step, we investigate automatic detection of protective behavior (movement behavior due to pain-related fear or pain) based on wearable motion capture and electromyography sensor data. We investigate two recurrent networks (RNN) referred to as stacked-LSTM and dual-stream LSTM, which we compare with related deep learning (DL) architectures. We further explore data augmentation techniques and additionally analyze the impact of segmentation window lengths on detection performance. The leading performance of 0.815 mean F1 score achieved by stacked-LSTM provides important grounding for the development of wearable technology to support chronic pain physical rehabilitation during daily activities.
Introduction
Physical rehabilitation is an important part of the management of chronic pain (CP), where pain associated with dysfunction in the nervous system (rather than tissue damage) leads to impaired engagement in everyday physical activities [1, 2] . Maladaptive strategies or protective behaviors (e.g. rigidity or stiffness in movement, use of support) [3] emerge from fear and low selfefficacy of/for the movements that are essential to these activities [4, 5, 33, 34, 36] . To address these underlying factors, physiotherapists adapt the type and amount of feedback and the forms of activities prescribed based on their observations of the strategies a patient uses during physical rehabilitation sessions in pain management programs [6, 35] . As the rehabilitation is moving from clinical settings to home-based self-management, technology should be able to provide similar services by detecting these behaviors [35] . Wearable body sensing technology provides unique opportunities for physical rehabilitation in that: i) it can enable personalized, real-time feedbacks to be accessible to patients outside of clinical settings; and ii) it can be used ubiquitously as physical rehabilitation at home comprise unconstraint daily activities. To fully realize the potential of body sensing technology for such everyday settings, it is important to understand the feasibility of automatic assessment of movement behaviors in people with chronic pain. In this paper, we address this with an investigation of automatic detection of protective behaviors based on data captured using 
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Related Works
The majority of the work done on automatic detection of pain behavior (including protective behavior) has been on automatic differentiation of people with CP from healthy control participants, as in the studies of [13, 14, 15] on lower back and neck CP. Protective behavior is also seen as a cue of low selfefficacy, and [11] proposed to use feature-engineering methods to characterize it. [9, 10, 35] further provides evidence that lowcost body sensing technology can enable the detection of pain related experiences in functional activities. One study along this line is by Aung et al. [16] , where a new dataset called EmoPain dataset [8] is used, which remains the only chronic pain body movement dataset available. From each activity instance, they computed the range of each joint angle, the mean energy, and the mean of the upper-envelope of rectified sEMG data for the 4 bilateral upper and lower back muscle activities. Random forest was used on these features to detect protective behavior during different activities, which achieved mean square errors between 0.019 to 0.034 (mean=0.04, std=0.16). A limitation of these works is the use of activity-dependent feature and non-temporal approaches to model the behaviors, which lacks generalization ability to other activities. Findings in human activity recognition (HAR) literature further point to the efficacy of DL networks for this direction. To name a few, [17] used a bi-directional LSTM (Bi-LSTM) to classify physical activities. They obtained mean F1 scores of 0.75 and 0.94 in the Opportunity [18] and PAMAP2 [19] datasets respectively based on hold-out validation. In another work, [20] achieved mean F1 scores of 0.73 and 0.85, based on hold-out validation, respectively on the same datasets using an ensemble of twolayer LSTM networks with dropouts after each layer. This method further led to mean F1 score of 0.92 on the Skoda dataset [21] . Another study [22] used a stack of three convolutional layers (with max pooling after the first two), an LSTM layer, and a dense layer (with softmax activation) to classify physical activities in the Opportunity dataset and the Skoda dataset. [17] further used a three-layer LSTM network to automatically detect freezing behavior in people with Parkinson's while they performed walking, they obtained mean F1 score of 0.76 based on data from the Daphnet Gait [23] dataset. Here the freezing behavior would usually interrupt the activity rather than modifying the way it is performed. Hence, the recognition of freezing behavior is deemed as the recognition of a new activity type (freezing).
In this paper, we build on the HAR literatures but to capture protective behavior within activities rather than the activity itself. We also aim to understand if such behavior can be detected independently of the type of activity performed within a pool of five daily activities considered demanding by people with CP. We choose LSTM-based architectures as they can better capture the dynamic aspect for automatic detection of protective behavior and compare them with convolution-based networks.
Building Recurrent Networks with LSTM
Given the inherent dynamic and temporal nature of MoCap and sEMG data, we consider RNNs for our task. At the core of any RNN architecture is the processing unit. One of the most widely applied unit in RNNs is the LSTM [27] which solved the gradient vanishing problem which traditional RNNs face in backpropagation over a long period. Every LSTM unit updates its internal states based on previous information. To extract longterm temporal information in the direction natural to the expression of protective behavior in physical activities, we choose forward information passing for our architecture. Nevertheless, we experiment with the bi-directional information processing architecture (Bi-LSTM) to explore the difference. The LSTM unit that we use is the vanilla variant without peephole connection [28] . In this paper, the first RNN we applied is built by stacking such LSTM layers as shown in Figure 2 (a). An experiment on the number of LSTM units and layers was conducted and we found that the optimal combination is a 3-layer network with 32 hidden units in each. In this paper, we refer to this network as stacked-LSTM. 
where ∈ { , , , + } with the ℎ function only used for + , ⨀ denotes the element-wise multiplication, * and * are weight matrices and * are bias vectors.
The processing at next timestep t + 1 takes the current output and to iterate the same computation. For the current input frame = [ , S , … , S ] (generated by sliding-window segmentation with length of N + 1), given the last output hidden state S from the last LSTM layer, the class probability = [ E , … , Z ] where denotes the number of classes (in our case = 2) and the final label prediction are computed as:
where and are the learnable weight matrix and bias vector of the last fully-connected layer in the network. Based on stacked-LSTM network, a variant can be created by using two streams of such network, where the MoCap and sEMG data are processed separately and combined at feature level. We refer to this architecture as dual-stream LSTM which is shown in Figure 2 (b). Each LSTM block represents the temporal processing part similar to stacked-LSTM.
Data Preparation
The EmoPain dataset [8] contains MoCap and sEMG data collected from 26 healthy participants and 22 chronic lower-back pain (CLBP) patients doing typically feared activities. We use this dataset to learn patterns of protective behavior exhibited by CLBP patients during different activities. Four expert raters (2 physiotherapists and 2 clinical psychologists) labelled the data by indicating the starting and ending points of protective behavior and its type. The data from healthy participants were all labelled as non-protective. Whilst the dataset contains 22 patients, 4 patients were left out because of errors in their sEMG data recordings. To avoid biasing the model towards healthy participants, only 12 healthy people were randomly used. Figure 1 shows avatar examples of protective and non-protective behaviors from the EmoPain dataset. Differently from the top healthy participant, the stick figures of the CLBP patient do not bend the trunk but exploit the leg muscles to lower him/herself to the seat, a strategy further facilitated by twisting the trunk to minimize the use of the left (possibly painful) part of the back. The five activities we chose to model from the EmoPain dataset are bending, stand-on-one-leg, sit-to-stand, stand-to-sit and reach-forward, while the rest represents transition movements like standing still, sitting still and walking around. In total, we have 46 activity instances from the CLBP and healthy subjects, where each instance lasts 10 minutes or so. Additionally, for the MoCap data, we compute angles and energies, instead of using the raw Euclidean positions. This is because the angle is invariant to the change of joint position in the movement space and also to provide better representation with smaller dimensionality of body movement [32] . At each timestep, a total of 13 angles are calculated in 3D space as suggested in [8] based on the 26 anatomical points to describe the local movements of the body, where the energies are the square of their respective angular velocities. For the muscle activity, we use the upper envelope of the rectified sEMG to provide smooth and denoised representation of the raw data.
Data Segmentation
For both the training and testing set, a sliding-window segmentation method [30] is applied to generate frames of continuous portions of the data instances. The size of the slidingwindow was selected upon an in-depth analysis based on the different activity types (discussed in section 5.3). Using the best parameter which emerged from this analysis (window length of 3 seconds with overlapping ratio of 75%), the segmentation done on the 46 movement instances led to 2646 frames.
Ground truth computation.
Due to the limited data size, for the five categories of protective behavior (e.g., guarding, hesitation, support, abrupt motion and stimulation) [8] , we combined them into one special class named protective behavior. Such practice lead to a binary detection task discriminating between protective and non-protective behavior. To compensate for the disagreement between the expert raters, we define the ground truth of each frame using the majority-voting rule: a frame is labelled as protective if no less than 50% percent of the included samples were marked as protective by at least 2 raters.
Data Augmentation
To enable the training of DL networks on a comparatively small dataset we apply two different data augmentation methods aimed to simulate real-life situations as patients wear the sensors: i) Jittering [12] , which is to simulate the signal noise that may exist during data capturing in real life. We create normal Gaussian noise under three standard deviations of 0.05, 0.1, 0.15 and globally add each to the original data; ii) Random Discarding (similar to cropping [12] ), which is to simulate unexpected data loss at some points during the recording. We randomly set the data at some timesteps as well as body parts to 0 with selection probabilities of 5%, 10% and 15%. All these data augmentation methods do not change the temporal order of the data neither the movements to a noticeable degree. Therefore, the ground truth labels stay unchanged. After testing the two data augmentation methods with stacked-LSTM on the entire dataset, we found that the performance was improved (about 18% higher mean F1) with a combination of them. Consequently, we use the combination of these two approaches as the default augmentation method for all the DL architectures used for comparisons. The number of frames created after using such combined augmentation method is 18,653 (before is 2646), where 11373 frames are labelled as nonprotective (from both healthy participants and patients) with 7280 frames as protective (only from the patients).
Experiments
For comparison purposes, all the neural networks used in our experiments employed the Adam [29] optimizer to update the weights. During training, we used a mini-batch size of 20 and a fixed learning rate of 0.001. The deep learning methods are implemented using Keras with TensorFlow backend. The hardware used is a workstation with Intel i7 8700K CPU. No GPU acceleration is employed. Aside from the two architectures described earlier, namely stacked-LSTM and dual-stream LSTM, we use a CNN, a Conv-LSTM and a Bi-LSTM proposed in HAR scenarios [24, 22, 17] for comparison. An optimization experiment was conducted to find the optimal hyper-parameter settings of these methods: i) For stacked-LSTM, three LSTM layers each with 32 hidden units followed by a dropout layer with probability of 0.5 are used; ii) For dual-stream LSTM, two sets of 3 LSTM layers each with 24 hidden units and 8 hidden units followed by dropout layer with probability of 0.5 are used respectively for the MoCap and sEMG streams; iii) For CNN [24] , three convolutional layers each with 10 kernels of size 1 × 10 and followed by 1 × 2 max-pooling layer are used, and a softmax layer in the end is used for classification; iv) For Conv-LSTM [22] , the architecture is used with 10 kernels of size 1 × 10 in each convolutional layer followed by max-pooling of size 1 × 2, and the number of hidden units of each LSTM layer is set to 32; v) For Bi-LSTM [17] , 3 bidirectional LSTM layers with 16 hidden units in each are used.
Here we need to mention that, the reason we found kernel size of 1 × 10 is better than the popular one (e.g., 1 × 5) could be that, given the input size of × 180 × 30 (N is the number of samples), such temporal length (180) demand larger kernel size. Given that in our scenario the detection of both protective and non-protective behaviors is similarly important, we report mean F1 score as the metric for both outcomes
Comparison of DL Architectures
The comparison results with leave-one-subject-out validation (LOSO) are shown in Table 1 . We can see that stacked-LSTM achieves the best F1 score of 0.815 and is about 12% and 5% respectively higher than CNN and Conv-LSTM. Here we also conducted a repeated measures ANOVA between these methods and an effect of methods on performances is found: F(0.651, 4.054)=6.311, p<0.001, µ 2 =0.179. Post-hoc paired t-tests with Bonferroni corrections further show that stacked-LSTM performs significantly better than CNN and Conv-LSTM (p=0.003 and 0.032). However, significant differences are not found between Bi-LSTM, dual-stream LSTM and stacked-LSTM, which suggest that the variants created within the LSTM framework lead to better results than convolution-based ones but the different types of LSTM architecture used does not contribute to the effect.
DL model and Human Experts Agreement
For the 18 folds in the LOSO validation where testing subjects are patients, we further compute two-way mixed, absolute agreement intraclass correlations (ICCs) to compare the level of agreement between the ground truth labels we generated by majority-voting and the stacked-LSTM with what between the expert raters. The ICC is a standard method for computing interrater agreement [25] and the two-way mixed model was used to account for the rater effect [31] . We found ICC = 0.215 (single measures) and 0.523 (average measures) with p=4.3e-130, between the raters, and ICC=0.568 (single measures) and 0.724 (average measures) with p=3.1e-159, between stacked-LSTM and the ground truth. This finding suggests that stacked-LSTM reaches excellent level of agreement with the average expert rater (the ground truth created by majority-voting), which aligns with the goal of our modelling.
Metrics

Segmentation Analysis
The sliding-window segmentation approach used for the comparison of DL architectures is based on a window length of 3 seconds with overlapping ratio of 75%. The boxplot in Figure 3 (a) shows the duration of activity instances in the EmoPain dataset. As is shown, there are strong differences between the durations of the different activity types and even between instances within the same activity type. This is possibly due to people's different physical and psychological (fear, anxiety) capabilities. [26] suggested that the window length need to be adjusted to different types of activity. Consequently, we use the stacked-LSTM to run experiments on different activity types separately with frames generated by different window lengths while using a fixed overlapping ratio of 75%. Results (Figure 3  (b) ) show that the window length affects the detection result (mean F1-score) to some degree for most activity types. Except for the different dynamic characteristics of activities, one obvious explanation is that the size of training data generated is smaller with a longer sliding-window. Still, the best window of 3s was tested to reach good performance across activities, as shown in this figure and in section 5.1 when the recognition of protective behavior is done independently of the activity performed.
Conclusions
In this paper, we investigate the possibility of automatically detecting frames of protective behavior in people suffering from CLBP during emotionally and physically demanding activities.
The aim is to develop movement-and muscle activityrecognition wearable technology that can be used to personalize feedback and support planning of self-directed (i.e. without a clinician) and long-term ubiquitous physical rehabilitation. Using the EmoPain dataset (MoCap and sEMG data), we show that the recurrent network with LSTM units referred to as stacked-LSTM performs much better than the CNN-based models: mean F1score of 0.815, while leading to excellent agreement with the average expert raters. Another proposed model called dual-stream LSTM performed similarly to stacked-LSTM, which showed the good potential of using better architecture that pay respect to different data types. Rather than using the raw data, we make use of very low-level features. These features together with the data augmentation methods make it more feasible to model the protective behavior with basic deep learning architectures. We additionally provide evidence of the impact of sliding-window lengths on detection performance and we suggest that the choice be based on some knowledge of the dataset. The results suggest that this parameter is affected by the duration of the movement but also by the complexity of the movement as the temporal characteristic varies. Still, generalization can be achieved without a critical loss in performance.
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