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SHARP ESTIMATES FOR OPERATORS WITH
POSITIVE BERGMAN KERNEL IN HOMOGENEOUS
SIEGEL DOMAINS OF Cn
CYRILLE NANA
Abstract. We obtain necessary and sufficient conditions for the
L
p-boundedness of the operator with positive Bergman kernel in
some homogeneous Siegel domains of Cn. The key tool used here
is the Okikiolu test, which finally leads to better result than the
Schur test as it has been used so far.
1. Introduction
Let D be a homogeneous Siegel domain of Cn of type II, dv the
Lebesgue measure defined in Cn. We denote by P the Bergman projec-
tor i.e., the orthogonal projector of the Hilbert space L2(D, dv) onto its
closed subspace A2(D, dv) consisting of holomorphic functions on D. It
is well-known that P is an integral operator defined on Lp(D, dv) whose
kernel B(., .), called the Bergman kernel, is the reproducing kernel of
A2(D, dv). In this paper, we are interested in values of p for which the
integral operator denoted P+, whose kernel is |B(., .)|, extends as a
bounded operator in Lp(D, dv).
In fact, in [11], the author determined a range of values 1 ≤ p, q ≤ ∞
for which the weighted Bergman projector Ps extends as a bounded op-
erator on the weighted Lebesgue mixed normed space Lp,q(TΩ,∆
s(y)dxdy);
here, ∆s(y) = ∆s1−s21 (y)∆
s2−s3
2 (y) · · ·∆
sr
r (y), the ∆j’s are the principal
minors of the symmetric cone according to the terminology of [12] and
TΩ is a tube domain over the symmetric cone Ω. In the process of
obtaining this result, he used the Schur Lemma and found sufficient
conditions for the boundedness of the operator P+
s
and did not men-
tion anything about the sharpness of these conditions. Note that the
Schur test functions here are the generalized power of the delta func-
tion. Later on, in the same spirit, in [17], authors considered the tube
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domain over homogeneous cones, symmetric or not. They found suffi-
cient conditions for P+
s
and necessary conditions and realised that they
are not the same as in classical case. Moreover, the admissible range
for the weights were not the best possible. However, these conditions
coincide under some restrictions on the weights and the choice of the
cone (the Vinberg cone for example see for instance [8]). It was then
normal to ask ourselves why these conditions do not coincide. In one of
their recent papers [16], authors considered a family of Bergman-type
operators on tube domain TΩ over a symmetric cone Ω. The method
they used to obtain sharp off-diagonal estimates for this family of op-
erators led to a necessary and sufficient condition for boundedness of
the operator P+ as in the classical case. Instead of the Schur Lemma,
it is the Okikiolu test that was used. They made it very clear that in
this Okikiolu test that generalises the Schur test, the use of generalised
power of the delta function were not necessary. This observation is
what motivated us to reinvestigate the Lp-boundedness of the operator
P+ in homogeneous Siegel domains, symmetric or not, in the line of
works done in [17] and [15].
2. Description of homogeneous cones and homogeneous
Siegel domains of type II
In this section, we recall the description of a homogeneous cone
within the framework of T -algebras. Next, we introduce homogeneous
Siegel domains of type II and state our main results.
2.1. Homogeneous cones. We use the same notations as in [10] and
[17]. We denote by U a (real) matrix algebra of rank r with canonical
decomposition
U =
⊕
1≤i,j≤r
Uij
such that UijUjk ⊂ Uik and UijUlk = {0} if j 6= l.We assume that U has
a structure of T -algebra (in the sense of [20]) in which an involution is
given by x 7→ x⋆. This structure implies that the subspaces Uij satisfy:
Uii = Rci where c
2
i = ci and dim Uij = nij = nji. Also, the matrix
e =
r∑
j=1
cj
is a unit element for the algebra U .
Let ρ be the unique isomorphism from Uii onto R with ρ(ci) = 1 for
all i = 1, ..., r. We shall consider the subalgebra
T =
⊕
1≤i≤j≤r
Uij
of U consisting of upper triangular matrices and let
H = {t ∈ T : ρ(tii) > 0, i = 1, ..., r}
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be the subgroup of upper triangular matrices whose diagonal elements
are positive.
Denote by V the vector space of ”Hermitian matrices” in U
V = {x ∈ U : x⋆ = x}.
If we set
ni =
i−1∑
j=1
nji, mi =
r∑
j=i+1
nij,
then
(1) dim V = n = r +
r∑
i=1
mi = r +
r∑
i=1
ni.
The vector space V becomes a Euclidean space with the inner product
(x|y) = tr (xy⋆)
where
tr (x) =
r∑
i=1
ρ(xii).
Next we define
Ω = {ss⋆ : s ∈ H}.
By a theorem of Vinberg ([20, p. 384]), Ω is an open convex homoge-
neous cone containing no entire straight lines, in which the group H
acts simply transitively via the transformations
(2) π(w) : uu⋆ 7→ π(w)[uu⋆] = (wu)(u⋆w⋆) (w, u ∈ H).
Thus, to every element y ∈ Ω corresponds a unique t ∈ H such that
y = π(t)[e].
Like in [17], we shall adopt the notation:
t · e = π(t)[e].
We shall assume that Ω is irreducible, and hence rank (Ω) = r. All ho-
mogeneous convex cones can be constructed in this way ([20, p. 397]).
As in [17], we denote by Qj the fundamental rational functions in Ω
given by
Qj(y) = ρ(tjj)
2, when y = t · e ∈ Ω.
We consider the matrix algebra U ′ which differs from U only on its
grading, in the sense that
U ′ij = Ur+1−i,r+1−j (i, j = 1, ..., r).
It is proved in [20] that U ′ is also a T -algebra and V ′ = V where
V ′ is the subspace of U ′ consisting of Hermitian matrices. We define
accordingly its subalgebra
T ′ =
⊕
1≤i≤j≤r
U ′ij
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of U consisting of lower triangular matrices and the subgroup H ′ of T ′
whose diagonal elements are positive. We have
T ′ = {t⋆ : t ∈ T } and H ′ = H∗ = {t⋆ : t ∈ H}.
The corresponding homogeneous cone coincides with the dual cone of
Ω, namely
Ω∗ = {ξ ∈ V ′ : (x|ξ) > 0, ∀x ∈ Ω \ {0}}.
One also has
Ω∗ = {t⋆t : t ∈ H}.
(See [20, p. 390]).
For ξ = t⋆t ∈ Ω∗, we shall define
Q∗j (ξ) = ρ(t
2
jj).
The group H ′ acts simply transitively on the cone Ω∗ via the transfor-
mations
π(w⋆) : u⋆u 7→ π(w⋆)[u⋆u] = (w⋆u⋆)(uw) (w⋆, u⋆ ∈ H ′).(3)
We write
t⋆ · e = π(t⋆)[e] (t⋆ ∈ H ′).
We have the following identity.
(4) Q∗j (t
⋆ · e) = Qj(t · e).
In the sequel, we shall use the following notations: for all x ∈ Ω, ξ ∈ Ω∗
and α = (α1, α2, ..., αr) ∈ R
r,
Qα(x) =
r∏
j=1
Q
αj
j (x) and (Q
∗)α(ξ) =
r∏
j=1
(Q∗j)
αj (ξ).
We identify a real number β with the vector (β, ..., β) ∈ Rr and we
write
Qβ(x) =
r∏
j=1
Qβj (x) and (Q
∗)β(ξ) =
r∏
j=1
(Q∗j )
β(ξ),
Qα+β(x) =
r∏
j=1
Q
αj+β
j (x) and (Q
∗)α+β(ξ) =
r∏
j=1
(Q∗j)
αj+β(ξ).
We put τ = (τ1, τ2, ..., τr) ∈ R
r with
τi = 1 +
1
2
(mi + ni).
Let x ∈ Ω, we have for j = 1, ..., r
(5) Qj(π(t)[x]) = Qj(t · e)Qj(x).
Therefore, for any t ∈ H,
Qτ (π(t)[x]) = det π(t)Qτ (x)
since
det π(t) = Qτ (t · e).
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(See [20, p. 388]). The above properties are also valid if we replace Qj
by Q∗j and x ∈ Ω by ξ ∈ Ω
∗. In particular, for all ξ ∈ Ω∗ and t⋆ ∈ H ′,
we have for j = 1, ..., r
(6) Q∗j (π(t
⋆)[ξ]) = Q∗j (t
⋆ · e)Q∗j (ξ).
3. Some useful results in a convex homogeneous cone
In this section, we recall some important facts about homogeneous
cones such as the Riemannian structure that yields an isometry between
the cone and its dual and the Whitney decomposition of the cone. Most
of these results have been established in [4], [8] and [17].
3.1. The Riemannian structure Ω and its dual. Following [17],
let d and d∗ denote the Riemannian distances in Ω and Ω
∗ which are
invariant under the action of G(Ω) and G(Ω∗) respectively, i.e.
d(gx, gy) = d(x, y) and d∗(g
∗ξ, g∗η) = d∗(ξ, η) ∀g ∈ G(Ω).
Recall from [17] (see also [12, Chapter I]) that there is a bijection
from Ω to Ω∗ given by
x = t · e ∈ Ω 7→ x′ = t⋆−1 · e ∈ Ω∗,
such that x′′ = x. This is an isometry for the Riemannian distances [8]
d∗(x
′, y′) = d(x, y).
We also use that [17, page 489]
Qj(x)Q
∗
j (x
′) = 1, ∀x ∈ Ω, j = 1, . . . , r.(7)
3.2. The invariant measure on Ω and the Whitney decompo-
sition. Since we have also this identification Ω∗ ≡ H ′ · e, we deduce
from (5), that the measure
dm(x) = Q−τ (x)dx (resp. dm∗(ξ) = (Q
∗)−τ (ξ)dξ)
is H-invariant on Ω (resp. H ′-invariant on Ω∗).
LEMMA 3.1. Given λ > 0, there is a constant C = C(λ) > 0 such
that:
i) if d(y, t) ≤ λ then 1
C
≤
Qj(y)
Qj(t)
≤ C for all j = 1, . . . , r and y, t ∈ Ω;
ii) if d∗(ξ, η) ≤ λ then
1
C
≤
Q∗j (ξ)
Q∗j (η)
≤ C for all j = 1, . . . , r and
ξ, η ∈ Ω∗.
Let λ > 0, y ∈ Ω (resp. ξ ∈ Ω∗) and d (resp. d∗) the G(Ω)-invariant
(resp. G(Ω∗)-invariant ) distance defined in Ω (resp. Ω∗). We denote
by
Bλ(y) = {x ∈ Ω : d(y, x) < λ}
and
B∗λ(ξ) = {η ∈ Ω
∗ : d∗(η, ξ) < λ}
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the d-ball (resp. d∗-ball) centered at the point y (resp. ξ) with the
radius λ.
We give now the Whitney decomposition of the cone Ω, which is
obtained, for instance, as in [8, Lemma 3.5].
LEMMA 3.2. There exists a sequence {yj}j of points of Ω such that
the following three properties hold:
i) the balls B 1
2
(yj) are pairwise disjoint;
ii) the balls B1(yj) form a covering of Ω;
iii) there is an integer N = N(Ω) such that every y ∈ Ω belongs to
at most N balls B1(yj).
REMARK 3.3. This lemma is also true for the dual cone Ω∗.
DEFINITION 3.4. A sequence {yj} in Ω as in Lemma 3.2 is called
a lattice of Ω. In this case, the sequence {y′j} is also a lattice in Ω
∗,
called the dual lattice.
The family {B1(yj)}j (resp. {B
∗
1(y
′
j)}j) is called the Whitney de-
composition of the cone Ω (resp. Ω∗).
We will need the following results whose proofs can be found in [17].
LEMMA 3.5. Let y0 ∈ Ω, ξ0 ∈ Ω
∗; then
|Bλ(y0)| = CλQ
τ (y0) and |B
∗
λ(ξ0)| = Cλ(Q
∗)τ (ξ0).(8)
PROPOSITION 3.6. Let y0 ∈ Ω, ξ0 ∈ Ω
∗. There is a constant γ =
γ(Ω, Ω∗) ≥ 1 such that
1
γ
<
(y|ξ)
(y0|ξ0)
< γ, ∀y ∈ B1(y0), ξ ∈ B
∗
1(ξ0).
COROLLARY 3.7. Let y0 ∈ Ω. There is a constant γ > 0 such that
1
γ
≤ (y|ξ) ≤ γ, ∀y ∈ B1(y0), ξ ∈ B
∗
1(y
′
0).
The following results hold if Ω is substituted by Ω∗, provided the
roles of mj and nj are reversed.
COROLLARY 3.8. [17] Let ν = (ν1, . . . , νr) ∈ R
r such that νj >
mj
2
, j = 1, . . . , r. Then∫
Ω
e−(ξ|y)Qν−τ (y)dy = ΓΩ(ν)(Q
∗)−ν(ξ), ξ ∈ Ω∗,
where ΓΩ(ν) denotes the gamma integral [13] in the cone Ω.
REMARK 3.9. Using the corollary above, one can extend Q∗ as an
analytic function in V ′ + iΩ∗. More precisely, if ζ ∈ V ′ + iΩ∗ and
νj >
mj
2
, j = 1, . . . , r, we set∫
Ω
ei(ζ|y)Qν−τ (y)dy = ΓΩ(ν)(Q
∗)−ν
(
ζ
i
)
.(9)
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LEMMA 3.10. [17, Lemma 4.19] Let v ∈ Ω and µ, ν ∈ Rr. The integral∫
Ω
Qµ(y + v)Qν−τ (y)dy
converges if for every j = 1, · · · , r we have νj >
mj
2
and µj+νj < −
nj
2
.
In this case, we have∫
Ω
Qµ(y + v)Qν−τ (y)dy = Cµ,νQ
µ+ν(v).
LEMMA 3.11. [17, Lemma 4.20] Let α = (α1, α2, . . . , αr) ∈ R
r. The
integral
Jα(y) =
∫
V
∣∣∣∣Q−α(x+ iyi
)∣∣∣∣ dx (y ∈ Ω)(10)
converges if and only if αj > 1 + nj +
mj
2
, j = 1, . . . , r. In this case,
there is a positive constant cα such that
Jα(y) = cαQ
−α+τ (y).
LEMMA 3.12. [17, Lemma 4.21] Let α = (α1, . . . , αr) ∈ R
r and 0 <
λ < 1
4
. There is a constant Cα such that for all y ∈ Ω, ‖y‖ < λ,∫
{x∈V : ‖x‖<1}
∣∣∣∣Q−α(x+ iyi
)∣∣∣∣ dx ≥ CαQ−α+τ (y).
3.3. Homogeneous Siegel domains of type II. Let V C = V + iV
be the complexification of V. Then each element of V C is identified with
a vector in Cn. The coordinates of a point z ∈ Cn are arranged in the
form
(11) z = (z11, z2, z22, ..., zr, zrr)
where
(12) zj = (z1j , ..., zj−1,j), j = 2, ..., r
and
(13) zjj ∈ C, zij = (z
(1)
ij , ..., z
(nij)
ij ) ∈ C
nij , 1 ≤ i < j ≤ r.
For all j = 1, ..., r we denote ejj = z, where zjj = 1 and the other
coordinates are equal to zero and we denote
e =
r∑
j=1
ejj = (1, 0, 1, ..., 0, 1).
Let m ∈ N. For each row vector u ∈ Cm, we denote u′ the transpose
of u. Given m × m Hermitian matrices H˜1, . . . , H˜n, we define a Ω-
Hermitian, homogeneous form F : Cm × Cm → Cn as
F (u, v) = (uH˜1v¯
′, . . . , uH˜nv¯
′), (u, v) ∈ Cm × Cm(14)
such that
(i) F (u, u) ∈ Ω;
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(ii) F (u, u) = 0 if and only if u = 0;
(iii) for every t ∈ H, there exists t˜ ∈ GL(m,C) such that t·F (u, u) =
F (t˜u, t˜u).
The point set
D(Ω, F ) = {(z, u) ∈ Cn × Cm : ℑmz − F (u, u) ∈ Ω}(15)
in Cn+m is called a Siegel domain of type II associated to the open
convex homogeneous cone Ω and to the Ω−Hermitian, homogeneous
form F. Recall that if m = 0, the domain D is a tube type Siegel
domain or a homogeneous Siegel domain of type I, associated with the
cone Ω, or the tube domain over the homogeneous cone Ω, considered
by the authors of [17].
Using (11), we write
F (u, u) = (F11(u, u), F2(u, u), F22(u, u), ..., Fr(u, u), Frr(u, u))
where for i = 1, ..., r and j = 2, ..., r,
Fii(u, u) = uH˜iiu¯
′, Fj(u, u) = uH˜juˆ
′ = (F1j(u, u), ..., Fj−1,j(u, u))
and for 1 ≤ i < j ≤ r and λ = 1, ..., nij,
Fij(u, u) = (F
(1)
ij (u, u), ..., F
(nij)
ij (u, u)), F
(λ)
ij (u, u) = uH˜
(λ)
ij u¯
′.
The space Cm decomposes into the direct sum of subspaces Cb1 ⊕ ...⊕
Cbr on which are concentrated the Hermitian forms Fjj, that is, with
appropriate coordinates, we have for i = 1, ..., r,
(16) H˜ii = diag(0(b1), ..., 0(bi−1 , I(bi), 0(bi+1), ..., 0(br))
where 0(bk) and I(bk) denote respectively the null matrix and the identity
matrix of the vector space Cbk for all k = 1, ..., r. (See for instance [21,
pp. 127-129].)
In the sequel, we denote b the vector
b = (b1, ..., br) ∈ N
r.
and we denote dv the Lebesgue measure in Cm. Let ν = (ν1, ..., νr) ∈
R
r. For all (x+ iy, u) ∈ D, we shall consider the measure
dVν(x+ iy, u) = Q
ν− b
2
−τ (y − F (u, u))dxdydv(u);
with the convention that
dVν(y, u) = Q
ν− b
2
−τ (y − F (u, u))dydv(u).
We denote by Lpν(D), 1 ≤ p ≤ ∞, the Lebesgue space L
p(D, dVν(z, u)).
The weighted Bergman space Apν(D) is the (closed) subspace of L
p
ν(D)
consisting of holomorphic functions. In order to have a non-trivial
subspace, we take ν = (ν1, ..., νr) ∈ R
r such that νi >
mi+bi
2
, i =
1, ..., r. (See [15].)
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LEMMA 3.13 ([13], page 58). For all ξ ∈ Ω∗,∫
Cm
e−(F (u,u)|ξ)dv(u) = C(Q∗)−b(ξ).(17)
4. Statement of results
The orthogonal projector of the Hilbert space L2ν(D) on its closed
subspace A2ν(D) is the weighted Bergman projector Pν . We recall that
Pν is defined by the integral
Pνf(z, u) =
∫
D
Bν((z, u), (w, v))f(w, v)dVν(w, v), (z, u) ∈ D,
where for a suitable constant dν,b,
Bν((z, u), (w, v)) = dν,bQ
−ν− b
2
−τ
(
z − w¯
2i
− F (u, v)
)
is the weighted Bergman kernel i.e., the reproducing kernel of A2ν(D).
(See [9, Proposition II.5].) The scalar product 〈·, ·〉ν is given by
〈f, g〉ν =
∫
D
f(z, u)g(z, u)dVν(z, u).
Let us now introduce mixed norm spaces. For 1 ≤ p ≤ ∞ and
1 ≤ q < ∞, let Lp,qν (D) be the space of measurable functions on D
such that
||f ||Lp,qν (D) :=
(∫
Cm
∫
Ω+F (u,u)
(∫
V
|f(x+ iy, u)|pdx
) q
p
dVν(y, u)
)1
q
is finite (with obvious modification if p = ∞). As before, we call
Ap,qν (D) the (closed) subspace of L
p,q
ν (D) consisting of holomorphic
functions. Note that for p = q, the Lebesgue mixed norm space
Lp,qν (D) coincides with the Lebesgue space L
p
ν(D) and the mixed norm
Bergman space Ap,qν (D) coincides with the Bergman space A
p
ν(D). The
unweighted case corresponds to ν = τ + b
2
.
Following [9], we shall denote L2(−ν)(Ω
∗ × Cm) the Hilbert space of
functions g : Ω∗ × Cm → C such that:
i) for all compact subset K1 of C
n contained in Ω∗ and for all com-
pact subset K2 of C
m, the mapping u 7→ g(·, u) is holomorphic
on K2 with values in L
2(K1,−ν), where
L2(K1,−ν) = {f : K1 → C :
∫
K1
|f(ξ)|2(Q∗)−ν+
b
2 (ξ)dξ <∞};
ii) the function g ∈ L2(Ω∗ ×Cm, (Q∗)−ν+
b
2 (ξ)e−2(F (u, u)|ξ)dξdv(u)).
We then define by
Lg(z, u) = (2π)−
n
2
∫
Ω∗
ei(z|ξ)g(ξ, u)dξ
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the ”Laplace transform” of any function g ∈ L2(−ν)(Ω × C
m). Now, we
recall the Plancherel-Gindikin result found in [9, Theorem II.2] which
is a generalization of the Paley-Wiener Theorem [17, Theorem 5.1].
THEOREM 4.1. Let ν = (ν1, ν2, . . . , νr) ∈ R
r with νj >
mj+bj
2
, j =
1, . . . , r. A function G belongs to A2ν(D) if and only if G = Lg, with
g ∈ L2(−ν)(Ω
∗×Cm). Moreover there is a positive constant eν,b such that
‖G‖2A2ν(D) = eν,b‖g‖
2
L2
(−ν)
(Ω∗×Cm).(18)
In this paper, we exhibit an example of convex homogeneous non
symmetric cone for which the sufficient conditions obtained so far using
Schur’s Lemma are not optimal. Certainly the choice of the Schur test
functions made so far need an improvement.
4.1. An example of a homogeneous cone. Consider the vector
space E of matrices of the form
x =
 x1I2 x4e ξx4e′ x2 x6
ξ′ x6 x3

where I2 is the 2×2 identity matrix, e =
(
1
0
)
, ξ =
(
ξ1
ξ2
)
∈ R2 and
xk ∈ R, k = 1, . . . , 6. Here we denote X
′ the transpose of the vector X.
Then E ⊂ Sym(4,R) and the set
ΩE = {x ∈ E : x is positive definite}
is an irreducible, homogeneous and not self dual cone of rank 3, iso-
morphic to its dual cone. (See for instance [14]). We have the following
concerning ΩE : n12 = n23 = 1, n13 = 2 and m1 = 3, m2 = 1, m3 = 0
and n1 = 0, n2 = 1, n3 = 3. Thus τ = (
5
2
, 2, 5
2
).
Let ν = (ν1, ν2, ν3) ∈ R
3 such that ν1 >
3
2
, ν2 >
1
2
, ν3 > 0. In [17],
was established that the operator P+ν with positive Bergman kernel in
TΩE is bounded on L
p,q
ν (TΩE) if a
′
ν < q < aν with
aν = 1 + min
1≤j≤3
νj −
mj
2
nj
2
= min
(
2ν2,
2
3
ν3 + 1
)
.
The authors also give, without details, these necessary conditions for
boundedness of the operator P+ν with positive Bergman kernel in TΩE :
if P+ν is bounded on L
p,q
ν (TΩE) then c
′
ν < q < cν with
cν = 1 + min
1≤j≤3
νj
nj
2
= min
(
2ν2 + 1,
2
3
ν3 + 1
)
.
It was observed that in the classical case [4] for symmetric cones and
for the Vinberg cone and its dual [8], these two conditions coincide.
We were looking for an example of homogeneous cone for which the
necessary conditions are not sufficient. We have found one with the
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cone ΩE . As a matter of fact, if we take ν = ν0 = (2,
2
3
, 1), these
conditions becomes
aν0 = min
(
4
3
,
5
3
)
=
4
3
, cν0 = min
(
7
3
,
5
3
)
=
5
3
.
This shows clearly that the necessary condition is not sufficient for
ΩE . We shall then proceed following the idea developed by authors
of [16] to find new sufficient conditions which are optimal. This will
therefore complete the results of [17].
4.2. Results. The key result of this paper is the following:
THEOREM 4.2. Let ν = (ν1, ν2, · · · , νr), µ = (µ1, µ2, · · · , µr) ∈ R
r
such that νj >
mj+bj
2
, j = 1, . . . , r.
i) Assume that P+ν : L
p,q
ν (D)→ L
p,s
µ (D) is bounded. Then
1
q
(
|ν|+ 3
2
|b|
)
=
1
s
(
|µ|+ 3
2
|b|
)
+ |b| and for all j = 1, . . . , r, we have 1 < q < 1 +
νj+
bj
2
nj
2
;
mj
2
+
bj
2
< µj < s
(
νj +
bj
2
)
−
nj
2
−
bj
2
.
ii) Let j = 1, . . . , r. Assume that
1
q
(
νj +
bj
2
)
= 1
s
(
µj +
bj
2
)
;
1 < q < 1 +
νj+
bj
2
nj
2
;
mj
2
+
bj
2
< µj < s
(
νj +
bj
2
)
−
nj
2
−
bj
2
.
Then P+ν : L
p,q
ν (D)→ L
p,s
µ (D) is bounded.
As a corollary, we have this result which is better than [15, Theorem
2.1]
COROLLARY 4.3. Let ν = (ν1, ν2, · · · , νr), µ = (µ1, µ2, · · · , µr) ∈ R
r
such that νj , µj >
mj+bj
2
, j = 1, . . . , r.
i) Assume that P+ν : L
p,q
ν (D) → L
p,q
µ (D) is bounded. Then |ν| =
|µ|+ q|b| and
max
1≤j≤r
(
1,
µj +
bj
2
+
nj
2
νj +
bj
2
)
< q < 1 + min
1≤j≤r
νj +
bj
2
nj
2
.
ii) Assume that νj = µj , j = 1, . . . , r and
1 + max
1≤j≤r
nj
2
νj +
bj
2
< q < 1 + min
1≤j≤r
νj +
bj
2
nj
2
.
Then P+ν : L
p,q
ν (D)→ L
p,q
ν (D) is bounded.
Also, we have this result that improves [17, Theorem 3.1].
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COROLLARY 4.4. Let ν = (ν1, ν2, · · · , νr) ∈ R
r such that νj >
mj
2
, j = 1, . . . , r. Let Ω be a convex open homogeneous cone. The
operator P+ν is bounded from L
p,q
ν (TΩ) into itself if and only if
1 + max
1≤j≤r
nj/2
νj
< q < 1 + min
1≤j≤r
νj
nj/2
.
Moreover, we establish the folowing result that gives necessary condi-
tions for L2,qν (D) estimates for the Bergman projector as was announced
in [17, Section 8] for Siegel domains of type I.
THEOREM 4.5. Let ν = (ν1, ν2, · · · , νr) ∈ R
r such that νj >
mj+bj
2
, j =
1, . . . , r. If the weighted Bergman projection Pν is bounded on L
2,q
ν (D)
then (
2
(
1 + min
1≤j≤r
νj +
bj
2
nj
2
))′
< q < 2
(
1 + min
1≤j≤r
νj +
bj
2
nj
2
)
.
Note that in the case of tube domains over symmetric cones symmet-
ric cones, which Debertol considered, the necessary condition above of
the L2,qν (TΩ)-boundedness of the weighted Bergman projector Pν has
been left open. As for the sufficient condition, so far, the one obtained
in [15, Theorem 2.2] is not yet improved. Nevertheless, if we set
qν = 1 + min
1≤j≤r
νj −
mj
2
−
bj
2
nj
2
and qν = 1 + min
1≤j≤r
νj +
bj
2
nj
2
;
then by interpolating [15, Theorem 2.2] and part ii) of Corollary 4.3,
we improve [15, Theorem 2.3] as follows:
THEOREM 4.6. Let ν = (ν1, ν2, · · · , νr) ∈ R
r such that νj >
mj+bj
2
, j =
1, . . . , r. The weighted Bergman projection Pν extends as a bounded op-
erator on Lp,qν (D) whenever(
qν −
qν
qν
+ 2
)′
< q < qν −
qν
qν
+ 2.
This work is divided in 8 sections. In Section 4, we state our results;
in Section 5, in Section 5, we introduce a family of integral operators as-
sociated to the Bergman projector. in Section 6, we prove off-diagonal
estimates for the operator Sα,β,γ and the proofs of the off-diagonal es-
timates for the family of Bergman-type operators Tα,β,γ are given in
Section 7. In the last section, we give the proof of Theorem 4.5.
5. Integral operators associated to the Bergman
projector
Now, as in [16], we consider the question of off-diagonal estimates
for a family of operators generalizing the Bergman projection. Given
vectors α = (α1, α2, . . . , αr), β = (β1, β2, . . . , βr), γ = (γ1, γ2, . . . , γr) ∈
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Rr. Consider the family T = Tα,β,γ and T
+ = T+α,β,γ of integral operators
defined for functions in C∞c (D) by the formula
Tf(z, u) = Qα(ℑz − F (u, u)
×
∫
D
Bγ((z, u), (w, t))f(w, t)Q
β(ℑw − F (t, t))dV (w, t)
and
T+f(z, u) = Qα(ℑz − F (u, u))
×
∫
D
|Bγ((z, u), (w, t))|f(w, t)Q
β(ℑw − F (t, t))dV (w, t).
We note that the boundedness of T+ implies the boundedness of T
and the reverse is not necessarily true. It is clear that estimates
obtained for this family of operators imply corresponding estimates
for the weighted Bergman projection since Pν = T0,ν− b
2
−τ,ν for all
νj >
mj+bj
2
, j = 1, . . . , r. The Lp,qν (TΩ)-boundedness of this family of
operators has been considered in [5] for the case T0,µ−n
r
,µ and in [2]
for T0,µ−n
r
,µ+m when Ω is the light cone. Also, the second author in
[19, Theorem 1.1] considered this family and obtained Lp,qν (TΩ) opti-
mal results for the operator T+. In these works, was used the Schur
Lemma with test functions which are generalized powers of the deter-
minant function. Moreover, authors of [7] extended some results of
[6] to the case of homogeneous Siegel domains of Cn of type II. They
obtained sufficient conditions for the operator T+α,µ−τ,µ+α in the vecto-
rial weighted case, using the Schur Lemma. As was indicated in the
introduction of [15] and explicitly presented in [17], it is not yet known
in general, with the techniques developed so far whether these suffi-
cient conditions are necessary. However, with some restrictions on the
weight or the choice of the cone (the Vinberg cone for example [8]),
these sufficient conditions are necessary.
In order to find the necessary and sufficient conditions for bounded-
ness of the family of operators T+ on D, we shall establish conections
between T+ and a family S of operators on the set U = {(y, u) : u ∈
Cm, y ∈ Ω + F (u, u)}.
5.1. Relationship between the family T+ defined on D and the
family S defined on U . We follow the scheme of [15, Proof of The-
orem 2.1]. Let µ = (µ1, µ2, . . . , µr) ∈ R
r be such that µj >
mj+bj
2
, j =
1, . . . , r. Recall that U = {(t, u) : u ∈ Cm, t ∈ Ω + F (u, u)}. We define
Lqµ(U) as the space of all g : U → C with norm given by
‖g‖q
L
q
µ(U)
=
∫
Cm
∫
Ω+F (u,u)
|g(y, u)|qQµ−
b
2
−τ (y − F (u, u))dydv(u)
=
∫
Cm
∫
Ω
|g(y + F (u, u), u)|qQµ−
b
2
−τ (y)dydv(u).
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We will need the following result.
PROPOSITION 5.1. [15, Proposition 5.2] Let u ∈ Cm; y ∈ Ω +
F (u, u). For λ = (λ1, λ2, · · · , λr) ∈ R
r, the integral
Iλ(y, u) =
∫
Cm
Q−λ(y + F (s, s)− 2ℜe F (u, s))dv(s)
converges if λj − bj >
nj
2
, j = 1, . . . , r. In this case, there is a positive
constant Cλ such that
Iλ(y, u) = CλQ
−λ+b(y − F (u, u)).(19)
Next, we shall use the following notation: for all y ∈ Ω, u ∈ Cm,
fy,u(x) = f(x+ iy, u), x ∈ V.
Thus, for f ∈ Lp,qν (D), using Minkowski’s inequality for integrals,
Young’s inequality and Lemma 3.11, we get
‖T+α,β,γf‖Lp,sν (D) ≤ C‖Sα,β,γg‖Lsν(U)(20)
where for v ∈ Cm and t ∈ Ω + F (v, v),
g(t, v) = ‖ft,v‖p
and Sα,β,γ := S is the integral operator with positive kernel defined on
Lqν(U)
Sg(y, u) = Qα(y − F (u, u))×∫
U
Q−γ−
b
2 (y − 2ℜe F (u, v) + x)g(x, v)Qβ(x− F (v, v))dxdv(v).(21)
6. Off-diagonal estimates for the family Sα,β,γ
In this section, we obtain necessary and sufficient conditions for the
boundedness of the family of integral operators with positive kernel
S := Sα,β,γ defined on L
q
ν(U) by (21). Recall that
U = {(y, u) : u ∈ Cm, y ∈ Ω+ F (u, u)}.
This operator has already been considered by the author of [16] when
U = Ω is a symmetric cone. Following their idea, we shall prove here,
an off-diagonal estimate of this operator. To this effect, we shall use
the following lemma which is one of the key tool needed to establish
our result. It is actually an adapted version of the Okikiolu result [18]
which generalises [1, Lemma 3.3].
LEMMA 6.1. Let p, q be positive numbers such that 1 < p ≤ q. Let
ℓ ∈ N. For every j = 1, . . . , ℓ, consider the complex-valued measurable
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functions kj(x, y) on X × Y and suppose there exist 0 < tj ≤ 1, mea-
surable functions ϕ1j : Y → (0,∞), ϕ2j : X → (0,∞) and nonnegative
constants M1j , M2j such that∫
Y
ℓ∏
j=1
|kj(x, y)|
tjp
′
ϕp
′
1j(y)dµ(y) ≤M
p′
2 ϕ
p′
2 (x) a.e on X ;(22)
∫
X
ℓ∏
j=1
|kj(x, y)|
(1−tj)qϕq2j(x)dν(x) ≤M
q
1ϕ
q
1(y) a.e on Y(23)
where for k = 1, 2,
ϕk(z) =
ℓ∏
j=1
ϕkj(z) and Mk =
ℓ∏
j=1
Mkj.
Then the operator T : Lp(X, dµ)→ Lq(Y, dν) given by
Tf(x) =
∫
Y
f(y)
ℓ∏
j=1
|kj(x, y)|dµ(y)
is bounded and we have
‖Tf‖Lq(Y,dν) ≤M1M2‖f‖Lp(X,dµ).
Proof. Let
K(x, y) =
ℓ∏
j=1
kj(x, y)
and for t = (t1, t2, . . . , tℓ) define
K(x, y)t =
ℓ∏
j=1
k
tj
j (x, y).
So
Tf(x) =
∫
X
f(y)|K(x, y)|dµ(y).
Then for all x ∈ Y, using Ho¨lder’s inequality, we write
|Tf(x)| ≤
∫
X
|f(y)||K(x, y)|dµ(y)
=
∫
X
[|K(x, y)t|ϕ1(y)][|f(y)||K(x, y)
1−t|ϕ−11 (y)]dµ(y)
≤
[∫
X
|K(x, y)tp
′
|ϕp
′
1 (y)dµ(y)
] 1
p′
[∫
X
|f(y)|p|K(x, y)(1−t)p|ϕ−p1 (y)dµ(y)
]1
p
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But from (22),∫
X
|K(x, y)tp
′
|ϕp
′
1 (y)dµ(y) =
∫
X
ℓ∏
j=1
|kj(x, y)|
tjp
′
ϕp
′
1j(y)dµ(y) ≤M
p′
2 ϕ
p′
2 (x);
thus
|Tf(x)| ≤ M2ϕ2(x)
[∫
X
|f(y)|p|K(x, y)(1−t)p|ϕ−p1 (y)dµ(y)
]1
p
.
Using Minkowski’s inequality for integrals, we write
‖Tf‖Lq(Y,dν) ≤ M2
[∫
Y
ϕq2(x)
[∫
X
|f(y)|p|K(x, y)(1−t)p|ϕ−p1 (y)dµ(y)
]q
p
dν(x)
] 1
q
≤ M2
[∫
Y
(∫
X
ϕp2(x)|f(y)|
p|K(x, y)(1−t)p|ϕ−p1 (y)dµ(y)
)q
p
dν(x)
] p
q
× 1
p
≤ M2
[∫
X
ϕ−p1 (y)|f(y)|
p
[∫
Y
ϕq2(x)|K(x, y)
(1−t)q|dν(x)
] p
q
dµ(y)
] 1
p
.
But from (23)∫
Y
ϕq2(x)|K(x, y)
(1−t)q|]dν(x) =
∫
Y
ℓ∏
j=1
|kj(x, y)|
(1−tj)qϕq2j(x)dν(x) ≤M
q
1ϕ
q
1(y);
Thus
‖Tf‖Lq(Y,dν) ≤ M2
[∫
X
ϕ−p1 (y)|f(y)|
pMp1ϕ
p
1(y)dµ(y)
]1
p
= M2M1‖f‖Lp(X,dµ).

6.1. Sufficiency for the boundedness of Sα,β,γ. The following re-
sult provides the right relations between the parameters under which
the operators Sα,β,γ := S are bounded.
THEOREM 6.2. Let Ω be an open convex homogeneous cone. Let
ν = (ν1, ν2, . . . , νr), µ = (µ1, µ2, . . . , µr) ∈ R
r and 1 < q ≤ s < ∞.
such that
νj+
bj
2
q′
+
µj+
bj
2
s
> 0, j = 1, . . . , r. Assume that the parameters
satisfy for all j = 1, . . . , r, the following
γj = αj + βj + τj +
bj
2
−
νj +
bj
2
q
+
µj +
bj
2
s
,(24)
and {
q
(
βj − γj + τj +
nj
2
+
bj
2
)
−
nj
2
−
bj
2
< νj
q(βj + τj −
mj
2
) +
mj
2
+
bj
2
> νj
,(25)
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and
mj
2
− sαj +
bj
2
< µj < s(γj − αj +
bj
2
)−
nj
2
−
bj
2
.(26)
Then the operator S : Lqν(U)→ L
s
µ(U) are bounded.
Proof. Assume
γj = αj + βj + τj +
bj
2
−
νj +
bj
2
q
+
µj +
bj
2
s
and let
ωj = αj + βj − γj − νj + τj = −
(
νj +
bj
2
q′
+
µj +
bj
2
s
)
< 0.
From the first inequality of (25), we have q(βj − γj + τj +
nj
2
+
bj
2
) −
nj
2
−
bj
2
< νj which is equivalent to
νj+
nj
2
+
bj
2
q
> βj − γj + τj +
nj
2
+
bj
2
.
Multiplying this last inequality by ωj < 0 yields
νj+
nj
2
+
bj
2
q
ωj < (βj −
γj + τj +
nj
2
+
bj
2
)ωj i.e.
νj +
nj
2
+
bj
2
q
ωj +
βj − γj + τj +
nj
2
+
bj
2
q′
(νj +
bj
2
) < −
βj − γj + τj +
nj
2
+
bj
2
s
(µj +
bj
2
).
This is equivalent to
νj +
nj
2
+
bj
2
q′
ωj −
βj − γj − νj + τj
q′
(νj +
bj
2
)
>
βj − γj − νj + τj
s
(µj +
bj
2
).(27)
From the second inequality of (25), we have νj < p(βj + τj −
mj
2
) +
mj
2
+
bj
2
which is equivalent to
νj−
mj
2
−
bj
2
q
< βj + τj −
mj
2
. Hence, νj −
mj
2
−
bj
2
− 1
q′
(νj −
mj
2
−
bj
2
) < βj + τj −
mj
2
so that βj − νj + τj +
bj
2
+ 1
q′
(νj −
mj
2
−
bj
2
) > 0. Multiplying this last inequality by ωj yields
(βj − νj + τj +
bj
2
)ωj +
1
q′
(νj −
mj
2
−
bj
2
)ωj < 0, i.e.
ν −
mj
2
−
bj
2
q′
ωj −
βj − νj + τj +
bj
2
q′
(νj +
bj
2
)
<
βj − νj + τj +
bj
2
s
(µj +
bj
2
).(28)
From the left inequality of (26), we have
mj
2
− sαj +
bj
2
< µj which
is equivalent to −
µj−
mj
2
−
bj
2
s
− αj < 0. Multiplying this last inequality
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by ωj < 0 yields −
µj−
mj
2
−
bj
2
s
ωj − αjωj > 0, i.e.
µj −
mj
2
−
bj
2
s
ωj −
αj
s
(µj +
bj
2
) <
αj
q′
(νj +
bj
2
).(29)
From the right inequality of (26), we have µj < s(γj−αj+
bj
2
)−
nj
2
−
bj
2
which is equivalent to
µj+
nj
2
+
bj
2
s
< γj − αj +
bj
2
. Multiplying this last
inequality by ωj yields
µj+
nj
2
+
bj
2
s
ωj > (γj − αj +
bj
2
)ωj, i.e.
µj +
nj
2
+
bj
2
s
ωj +
γj − αj +
bj
2
s
(µj +
bj
2
)
> −
γj − αj +
bj
2
q′
(νj +
bj
2
).(30)
The inequalities (28), (29), (27) and (30) yield the existence of real
numbers uj and vj such that
ν−
mj
2
−
bj
2
q′
ωj −
βj−νj+τj+
bj
2
q′
(νj +
bj
2
) < ujωj + (βj − νj + τj +
bj
2
)(vj − uj)
<
βj−νj+τj+
bj
2
s
(µj +
bj
2
);
µ−
mj
2
−
bj
2
s
ωj −
αj
s
(µj +
bj
2
) < vjωj + αj(uj − vj) <
αj
q′
(νj +
bj
2
)
(31)
and
νj+
nj
2
+
bj
2
q′
ωj −
βj−γj−νj+τj
q′
(νj +
bj
2
)
> ujωj + (βj − γj − νj + τj)(vj − uj) >
βj−γj−νj+τj
s
(µj +
bj
2
);
µj+
nj
2
+
bj
2
s
ωj +
γj−αj+
bj
2
s
(µj +
bj
2
)
> vjωj + (γj − αj +
bj
2
)(vj − uj) > −
γj−αj+
bj
2
q′
(νj +
bj
2
).
(32)
Now, (31) is equivalent to
−
βj−νj+τj+
bj
2
ωj
[
−
µj+
bj
2
s
− uj + vj
]
< uj <
νj−
mj
2
−
bj
2
q′
+
βj−νj+τj+
bj
2
ωj
[
−
νj+
bj
2
q′
+ uj − vj
]
;
−
αj
ωj
[
−
νj+
bj
2
q′
+ uj − vj
]
< vj <
µj−
mj
2
−
bj
2
s
+
αj
ωj
[
−
µj+
bj
2
s
− uj + vj
](33)
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and (32) is equivalent to
νj+
nj
2
+
bj
2
q′
+
βj−γj−νj+τj
ωj
[
−
νj+
bj
2
q′
+ uj − vj
]
< uj < −
βj−γj−νj+τj
ωj
[
−
µj+
bj
2
s
− uj + vj
]
;
µj+
nj
2
+
bj
2
s
−
γj−αj+
bj
2
ωj
[
−
µj+
bj
2
s
− uj + vj
]
< vj <
γj−αj+
bj
2
ωj
[
−
νj+
bj
2
q′
+ uj − vj
]
.
(34)
Let
tj =
−
νj+
bj
2
q′
+ uj − vj
ωj
then
1− tj =
−
µj+
bj
2
s
− uj + vj
ωj
.
Since ωj < 0, we choose uj and vj such that 0 < vj−uj <
µj+
bj
2
s
. Thus,
we have 0 < tj < 1. Therefore (33) and (34) become
−(βj − νj + τj +
bj
2
)(1− tj) < uj <
νj−
mj
2
−
bj
2
q′
+ (βj − νj + τj +
bj
2
)tj
−αjtj < vj <
µj−
mj
2
−
bj
2
s
+ αj(1− tj)
(35)
and
νj+
nj
2
+
bj
2
q′
+ (βj − γj − νj + τj)tj < uj < −(βj − γj − νj + τj)(1− tj)
µj+
nj
2
+
bj
2
s
− (γj − αj +
bj
2
)(1− tj) < vj < (γj − αj +
bj
2
)tj .
(36)
respectively.
We shall now use the adapted version of Okikiolu test i.e. Lemma
6.1 to conclude. To this effect, we observe that the kernel of the op-
erator S : Lpν(U) → L
q
µ(U) with respect to the measure Q
ν− b
2
−τ (x −
F (v, v))dxdv(v) is given by
K((y, u); (x, v))
= Qα(y − F (u, u))Q−γ−
b
2 (y − 2ℜe(u, v) + x)Qβ−ν+
b
2
+τ (x− F (v, v))
=
r∏
j=1
kj((y, u); (x, v))
with
kj((y, u); (x, v)) = Q
α
j (y−F (u, u))Q
−γ− b
2
j (y−2ℜe(u, v)+x)Q
β−ν+ b
2
+τ
j (x−F (v, v)).
20 CYRILLE NANA
Consider the positive functions
ϕ1(x, v) = Q
−u(x− F (v, v)) =
r∏
j=1
Q
−uj
j (x− F (v, v))
and
ϕ2(y, u) = Q
−v(y − F (u, u)) =
r∏
j=1
Q
−vj
j (y − F (u, u)).
Then
I1 =
∫
U
K((y, u); (x, v))tq
′
ϕ1(x, v)
q′Qν−
b
2
−τ (x− F (v, v))dxdv(v)
=
∫
Cm
∫
Ω+F (v,v)
K((y, u); (x, v))tq
′
ϕ1(x, v)
q′Qν−
b
2
−τ (x− F (v, v))dxdv(v)
=
∫
Cm
∫
Ω
K((y, u); (x+ F (v, v), v))tq
′
ϕ1(x+ F (v, v), v)
q′Qν−
b
2
−τ (x)dxdv(v)
= Qtq
′α(y − F (u, u))
∫
Cm
J1(y, u, v)dv(v)
where
J1(y, u, v) =
∫
Ω
Q−(γ+
b
2
)tq′(y−2ℜe F (u, v)+F (v, v)+x)Qtq
′(β−ν+ b
2
+τ)−q′u+ν− b
2
−τ (x)dx.
The integral J1(y, u, v) converges because from the right inequality in
(35) involving uj, we have
tjq
′(βj − νj +
bj
2
+ τj)− q
′uj + νj −
bj
2
>
mj
2
and the inequality
−tjq
′(γj +
bj
2
) + tjq
′(βj − νj +
bj
2
+ τj)− q
′uj + νj −
bj
2
< −
nj
2
.
is satisfied because the left inequality in (36) involving uj is satisfied.
It follows using Lemma 3.10 that
J1(y, u, v) = CQ
(−γ+β−ν+τ)tq′−q′u+ν− b
2 (y − 2ℜe F (u, v) + F (v, v)).
Thus
I1 = CQ
tq′α(y − F (u, u))×∫
Cm
Q(−γ+β−ν+τ)tq
′−q′u+ν− b
2 (y − 2ℜe F (u, v) + F (v, v))dv(v)
and using Proposition 5.1, the integral above converges because (γj −
βj + νj − τj)tjq
′ + q′uj − νj +
bj
2
− bj >
nj
2
which is exactly the left
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inequality in (36) involving uj . It follows that
I1 = C1Q
tq′(α−γ+β−ν+τ)−q′u+ν+ b
2 (y − F (u, u))
= C1Q
tq′ω−q′u+ν+ b
2 (y − F (u, u)) = C1Q
−q′v(y − F (u, u))
= C1ϕ2(y, u)
q′
since for every j = 1, . . . , r, we have
tjq
′ωj − q
′uj + νj +
bj
2
= q′(−
νj +
bj
2
q′
+ uj − vj)− q
′uj + νj +
bj
2
= −q′vj .
On the other hand,
I2 =
∫
U
K((y, u); (x, v))(1−t)sϕ2(y, u)
sQµ−
b
2
−τ (y − F (u, u))dydv(u)
=
∫
Cm
∫
Ω+F (u,u)
K((y, u); (x, v))(1−t)sϕ2(y, u)
sQµ−
b
2
−τ (y − F (u, u))dydv(u)
=
∫
Cm
∫
Ω
K((y, u); (y + F (u, u), u))(1−t)sϕ2(y + F (u, u), u)
sQµ−
b
2
−τ (y)dydv(u)
= Q(1−t)s(β−ν+
b
2
+τ)(x− F (v, v))
∫
Cm
J2(x, v, u)dv(u)
where
J2(x, v, u) =
∫
Ω
Q−(γ+
b
2
)(1−t)s(y−2ℜe F (u, v)+F (u, u)+x)Q(1−t)sα−sv+µ−
b
2
−τ (y)dy.
The integral J2(x, v, u) converges because from the right inequality in
(35) involving vj , we have
(1− tj)sαj − svj + µj −
bj
2
>
mj
2
and the inequality
−(1− tj)s(γj +
bj
2
) + (1− tj)sαj − svj + µj −
bj
2
< −
nj
2
is satisfied because the left inequality in (36) involving vj is satisfied.
It follows from Lemma 3.10 again that
J2(x, v, u) = CQ
(−γ− b
2
+α)(1−t)s−sv+µ− b
2 (−2ℜe F (u, v) + F (u, u) + x).
Thus
I2 = CQ
(1−t)s(β−ν+ b
2
+τ)(x− F (v, v))×∫
Cm
Q(−γ−
b
2
+α)(1−t)s−sv+µ− b
2 (−2ℜe F (u, v) + F (u, u) + x)dv(u)
and using Proposition 5.1, the integral converges (γj+
bj
2
−αj)(1−tj)s+
svj − µj +
bj
2
− bj >
nj
2
which is the left inequality in (36) involving vj .
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It follows that
I2 = C2Q
(β−ν+τ−γ+α)(1−t)s−sv+µ+ b
2 (x− F (v, v))
= C2Q
(1−t)sω−sv+µ+ b
2 (x− F (v, v)) = C2Q
−su(x− F (v, v))
= C2ϕ1(x, v)
s
since for every j = 1, . . . , r, we have
(1− tj)sωj − svj + µj +
bj
2
= −(µj +
bj
2
)− suj + svj − svj + µj +
bj
2
= −suj .
Thus by Lemma 6.1, we conclude that S : Lpν(U)→ L
q
µ(U) is bounded.

6.2. Necessity for the boundedness of Sα,β,γ.
THEOREM 6.3. Let ν, µ ∈ Rr and 1 < q ≤ s < ∞. If the operator
S is bounded from Lqν(U) into L
s
µ(U), then the parameters satisfy the
conditions (25), (26) and
|γ| = |α|+ |β|+ |τ |+
3|b|
2
−
|ν|+ 3|b|
2
q
+
|µ|+ 3|b|
2
s
.(37)
Proof. We start with the proof of the homogeneity condition (37), that
is,
|γ| = |α|+ |β|+ |τ |+
3|b|
2
−
|ν|+ 3|b|
2
q
+
|µ|+ 3|b|
2
s
.
For this, we recall that the fundamental compound function Qj are
homogeneous of degree 1. Let R > 0. To any f ∈ Lqν(U), we associate
the function fR defined by fR(y, u) = f(Ry,Ru). One easily checks
that
‖fR‖Lqν(U) = R
−
|ν|+
3|b|
2
q ‖f‖Lqν(U).
An easy change of variable combined with the homogeneity of the func-
tion Q provides
S(fR)(y, u) = R
−n−
3|b|
2
+|γ|−|β|−|α|Sf(Ry,Ru).
It follows using again the homogeneity of the compound function Q
that
‖SfR‖Lsµ(U) = R
−n−
3|b|
2
+|γ|−|β|−|α|−
|µ|+
3|b|
2
s ‖Sf‖Lsµ(U).
From the boundedness of the operator S, we have that there is a con-
stant C such that for any f ∈ Lqν(U),
R−n−
3|b|
2
+|γ|−|β|−|α|−
|µ|+
3|b|
2
s ‖Sf‖Lsµ(U) = ‖SfR‖Lsµ(U)
≤ C‖fR‖Lqν(U) = CR
−
|ν|+
3|b|
2
q ‖f‖Lqν(U),
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that is,
R−n−
3|b|
2
+|γ|−|β|−|α|−
|µ|+
3|b|
2
s
+
|ν|+
3|b|
2
q ‖Sf‖Lsµ(U) ≤ C‖f‖Lqν(U).
As the latter holds for every f ∈ Lqν(U) and as R was taken arbitrary,
we should necessarily have
−n−
3|b|
2
+ |γ| − |β| − |α| −
|µ|+ 3|b|
2
s
+
|ν|+ 3|b|
2
q
= 0,
which leads to |γ| = |τ |+ 3|b|
2
+ |β|+ |α|+
|µ|+
3|b|
2
s
−
|ν|+
3|b|
2
q
. This proves
(37).
We shall take advantage of the description of the homogeneous cone
Ω within the framework of T -algebra. We denote by e the identity
element in V and by E(0, 1) the Euclidean ball of Cm centered at
the origin with radius 1. Let g = χE(0,1)×B(e,1), where B(e, 1) is the
Bergman ball in Ω about e with radius 1.
Following [19], we have
Sg(y, u) = Qα(y − F (u, u))×∫
E(0,1)
∫
B(e,1)
Q−γ−
b
2 (y − 2ℜe F (u, v) + F (v, v) + x)Qβ(x)dxdv(v)
≃ Qα(y − F (u, u))
∫
E(0,1)
Q−γ−
b
2 (y − 2ℜe F (u, v) + F (v, v) + e)dv(v)
From the continuity of the function v 7→ Q−γ−
b
2 (y − 2ℜe F (u, v) +
F (v, v) + e) on the compact set E(0, 1), we write
Qα(y − F (u, u))Q−γ−
b
2 (y − 2ℜe F (u, v0) + F (v0, v0) + e) . Sg(y, u)
for some v0 ∈ E(0, 1). It follows that if S is bounded from L
q(U,Qν−
b
2
−τ (y−
F (u, u))dydv(u)) to Ls(U,Qµ−
b
2
−τ (y−F (u, u))dydv(u)), then the func-
tion (y, u) 7→ Qα(y−F (u, u))Q−γ−
b
2 (y−2ℜe F (u, v0)+F (v0, v0)+e) is
in Ls(U,Qµ−
b
2
−τ (y − F (u, u))dydv(u)), which means that the integral∫
Cm
∫
Ω
Qsα+µ−
b
2
−τ (y)Q−sγ−s
b
2 (y−2ℜe F (u, v0)+F (u, u)+F (v0, v0)+e)dydv(u)
converges. Integrating with respect to y, we see from Lemma 3.10 that
we should have
sαj + µj −
bj
2
>
mj
2
and − sγj − s
bj
2
+ sαj + µj −
bj
2
< −
nj
2
.
That is,
mj
2
+
bj
2
− sαj < µj < s(γj − αj +
bj
2
)−
nj
2
+
bj
2
.(38)
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In this case,∫
Ω
Qsα+µ−
b
2
−τ (y)Q−sγ−s
b
2 (y − 2ℜe F (u, v0) + F (u, u) + F (v0, v0) + e)dy
= CQsα+µ−
b
2
−sγ−s b
2 (e+ F (v0, v0)− 2ℜe F (u, v0) + F (u, u)).
Integrating now on Cm with respect to u, we see, thanks to Proposition
5.1 that the integral∫
Cm
Qsα+µ−
b
2
−sγ−s b
2 (e+ F (v0, v0)− 2ℜe F (u, v0) + F (u, u))dv(u)
converges if µj < s(γj − αj +
bj
2
)−
nj
2
−
bj
2
; combining with conditions
(38), we get condition (26).
To prove the necessity of the condition (25), we proceed by duality.
We have that the boundedness of S is bounded from Lq(U,Qν−
b
2
−τ (y−
F (u, u))dydv(u)) to Ls(U,Qµ−
b
2
−τ (y−F (u, u))dydv(u)) is equivalent to
the boundedness of the adjoint S∗ of S from Ls
′
(U,Qµ+s
′(ν−µ)− b
2
−τ (y−
F (u, u))dydv(u)) to Lq
′
(U,Qν−
b
2
−τ (y−F (u, u))dydv(u)). We note that
S∗ is given by
S∗g(x, v) = Qβ−ν+
b
2
+τ (x− F (v, v))
×
∫
U
Q−γ−
b
2 (x− 2ℜe F (u, v) + y)g(y, u)Qα+ν−
b
2
−τ (y)dydv(u).
Proceeding as above, we obtain that the function
(x, v) 7→ Qβ−ν+
b
2
+τ (x−F (v, v))Q−γ−
b
2 (x−2ℜe F (u0, v)+F (u0, u0)+e)
must belong to Lq
′
(U,Qν−
b
2
−τ (x− F (v, v))dxdv(v)); here u0 ∈ E(0, 1).
That is, the integral∫
Cm
∫
Ω
Qq
′(β−ν+ b
2
+τ)+ν− b
2
−τ (x−F (v, v))Qq
′(−γ− b
2
)(x−2ℜe F (u0, v)+F (u0, u0)+e)dxdv(v)
converges.
Integrating with respect to x and using again Lemma 3.10, we see
that we must have (βj − νj +
bj
2
+ τj)q
′ + νj −
bj
2
>
mj
2
and −q′γj −
q′
bj
2
+ (βj − νj + τj +
bj
2
)q′ + νj −
bj
2
< −
nj
2
, which is equivalent to{
νj < q(βj + τj −
mj
2
) +
mj
2
+
bj
2
νj > q(βj − γj + τj −
bj
2
+
nj
2
)−
nj
2
+
bj
2
.(39)
In this case, we get∫
Ω
Qq
′(β−ν+ b
2
+τ)+ν− b
2
−τ (x− F (v, v))Qq
′(−γ− b
2
)(x− 2ℜe F (u0, v) + F (u0, u0) + e)dx
= CQq
′(β−ν+τ−γ)+ν− b
2 (e− 2ℜe F (u0, v) + F (u0, u0)).
SHARP ESTIMATES 25
Integrating now on Cm with respect to v, we see, thanks to Proposition
5.1 that the integral∫
Cm
Qq
′(β−ν+τ−γ)+ν− b
2 (e− 2ℜe F (u0, v) + F (u0, u0))dv(v)
converges if νj > q(βj − γj + τj +
nj
2
+
bj
2
) −
bj
2
−
nj
2
; combining with
conditions (39) we get condition (25).
This completes the proof of the lemma.

7. Off-diagonal estimates for the family T+α,β,γ of Positive
Bergman-type operators
In this section, we shall take advantage on the relationships between
the family of Bergman-type operators T+ := T+α,β,γ on D with the
family S := Sα,β,γ and the results obtained in the previous section
to find necessary and sufficient conditions for the boundedness of the
family T+ in mixed norm case.
7.1. Sufficiency. Here, we follow for example the proofs of [19, The-
orem 1.1] and some techniques in [15]. We have the following:
THEOREM 7.1. Let α, β, γ ∈ Rr. For ν = (ν1, ν2, . . . , νr), µ = (µ1, µ2, . . . , µr) ∈
R
r, 1 < p < ∞and 1 < q ≤ s < ∞ such that
νj+
bj
2
q′
+
µj+
bj
2
s
> 0, j =
1, . . . , r. Assume that the parameters satisfy for all j = 1, . . . , r, the
following
γj = αj + βj + τj +
bj
2
−
νj +
bj
2
q
+
µj +
bj
2
s
,(40)
and {
q
(
βj − γj + τj +
nj
2
+
bj
2
)
−
nj
2
−
bj
2
< νj
q(βj + τj −
mj
2
) +
mj
2
+
bj
2
> νj
,(41)
and
mj
2
− sαj +
bj
2
< µj < s(γj − αj +
bj
2
)−
nj
2
−
bj
2
.(42)
Then the operator T+α,β,γ is bounded from L
p,q
ν (D) to L
p,s
µ (D).
Proof. The result follows from inequality (20) and Theorem 6.2. 
7.2. Necessity. In this section, we find necessary conditions for bound-
edness of the family of Positive Bergman-type operators. We shall es-
tablish this through a connection between the T+ and the operator on
the cone S.
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THEOREM 7.2. Suppose 1 < q ≤ s <∞ and suppose that the operator
T+α,β,γ is bounded from L
p,q
ν (D) to L
p,s
µ (D). Then the parameters satisfy
the following
|γ| = |α|+ |β|+ |τ |+
3|b|
2
−
|ν|+ 3|b|
2
q
+
|µ|+ 3|b|
2
s
.(43)
and for all j = 1, . . . , r, we have{
q
(
βj − γj + τj +
nj
2
+
bj
2
)
−
nj
2
−
bj
2
< νj
q(βj + τj −
mj
2
) +
mj
2
+
bj
2
> νj
,(44)
and
mj
2
− sαj +
bj
2
< µj < s(γj − αj +
bj
2
)−
nj
2
−
bj
2
.(45)
Proof. Let λ ∈ R such that 0 < λ < 1
4
and g the function defined on
D by g(x+ iy, u) = χ{|x|<1}(x)k(y, u) where k ∈ L
q
ν(U) is positive with
support in W = {(y, u) ∈ U : |y| ≤ λ
2
, |u| ≤ 1}. By Lemma 3.12, there
is a constant C such that for all (y, u) ∈ W,
T+g(x+ iy, u) ≥ CSk(y, u).
It follows from our hypothesis that∫
W
(Sk(y, u))sQµ−
b
2
−τ (y − F (u, u))dydv(u)
= c
∫
W
(∫
|x|<1
(Sk(y, u))pdx
) s
p
Qµ−
b
2
−τ (y − F (u, u))dydv(u)
≤ cC−s
∫
W
(∫
|x|<1
|T+g(x+ iy, u)|pdx
) s
p
Qν−
b
2
−τ (y − F (u, u))dydv(u)
≤ c(b−s‖T+g‖sLp,sµ (D) ≤ c
′C−s‖g‖sLp,qν (D).
Let N ∈ N∗. The above reasoning remains true if W is replaced by
the Euclidean ball B(O,N) in Rn×Cm ≡ Rn+2m centered at the origin.
Since, continuous functions with compact support are dense in Lqν(U),
so by letting N tend to infinity, we conclude by the Lebesgue monotone
Theorem that∫
U
(Sk(y, u))sQµ−
b
2
−τ (y − F (u, u))dydv(u)
≤ C‖T+g‖q
L
p,s
µ (D)
≤ C ′
∫
U
(k(y, u))qQν−
b
2
−τ (y − F (u, u))dydv(u).
Thus, if T+ is bounded from Lp,qν (D) to L
p,s
µ (D) then S is bounded
from Lqν(U) to L
s
µ(U); hence from Theorem 6.3, conditions (43), (44)
and (45) hold.

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As a special case of Theorem 7.1, we have the following which extends
the diagonal case result (q = s) [4, Theorem 4.3] (see also [19, Corollary
3.6]). This gives optimal indices for the boundedness of P+ν as compared
to [17, Theorem 3.1].
COROLLARY 7.3. Let 1 < p <∞, 1 < q ≤ s < ∞, and assume that
νj , µj >
mj
2
, j = 1, . . . , r. Let Ω be an open convex homogeneous cone.
• Assume that the operator P+ν is bounded from L
p,q
ν (TΩ) to L
p,s
µ (TΩ).
Then we have |ν|
q
= |µ|
s
and
1 + max
1≤j≤r
nj/2
µj
< q < 1 + min
1≤j≤r
νj
nj/2
.
• The operator P+ν is bounded from L
p,q
ν (TΩ) to L
p,s
µ (TΩ) if
νj
q
=
µj
s
, j = 1, . . . , r and
1 + max
1≤j≤r
nj/2
µj
< q < 1 + min
1≤j≤r
νj
nj/2
.
Proof. It suffices ta take in Theorem 7.2 and Theorem 7.1 the param-
eters αi = 0, βi = νi −
bi
2
− τi and γi = νi and m = 0 i.e. bi = 0, for all
i = 1, . . . , r. 
The proof of Corollary 4.2 is just the diagonal case q = s of Corollary
7.3.
8. Proof of Theorem 4.5
In this section, we will use the Plancherel-Gindikin Theorem (The-
orem 4.1) to prove that the ”Laplace transform” is an isomorphism
between A2,qν (D) and the space β
q
ν(Ω
∗×Cm) to be defined below. This
will lead us to the proof of Theorem 4.5. We shall then obtain the proof
of Theorem 4.6 by interpolation. The results here are the analogues of
those in the papers [3], [4], [8] and [17]. We will give only statements
of the proofs that emphasize differences.
In the sequel, we consider the following disjoint covering of the cone
Ω∗
E∗1 = B
∗
1 , E
∗
j = B
∗
j \
j−1⋃
k=1
B∗k , j = 2, . . . .
where B∗j = B
∗
1(y
′
j) and {y
′
j} is the dual of the lattice {yj}. We have
Ω∗ =
⋃
j E
∗
j and
|E∗j | ∼ |B
∗
j | ∼ (Q
∗)τ (y′j).
We shall need the following definitions:
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DEFINITION 8.1. Let j ∈ N∗. We say that a function g belongs to
L2,q(E∗j × C
m) if g is measurable and satisfies
‖g‖q
L2,q(E∗j×C
m) :=
∫
Cm
(∫
E∗j
e−2(F (u,u)|ξ)|g(ξ, u)|2dξ
) q
2
dv(u)
is finite.
DEFINITION 8.2. Let q ≥ 1 and {ξj} a lattice in Ω
∗. We denote by
βqν(Ω
∗ × Cm) the space of all functions g ∈ L2,q(E∗j × C
m) so that
‖g‖q
β
q
ν(Ω∗×Cm)
:=
∑
j
(Q∗)−ν+
b
2 (ξj)‖g‖
q
L2,q(E∗j×C
m)
is finite.
We say that a sequence {λj}j belongs to l
q
ν if it satisfies∑
j
|λj|
q(Q∗)−ν+
b
2 (ξj) < +∞.
LEMMA 8.3. The space βqν(Ω
∗ × Cm) is a Banach space.
Proof:
Just remark that βqν(Ω
∗ × Cm) = lqν(L
2,q(E∗j × C
m)). ✷
REMARK 8.4. Let {aj}j a positive sequence. Then(∑
j
aj
)δ
≤
∑
j
aδj if 0 < δ ≤ 1(46)
and ∑
j
aδj ≤
(∑
j
aj
)δ
if δ ≥ 1.(47)
LEMMA 8.5. For α = (α1, α2, . . . , αr) ∈ R
r and β ∈ R, the integral
Iαβ =
∫
Ω∗
Q∗(ξ)α (1 + | logQ∗1(ξ)|)
β e−(ξ|e)dξ
is finite if and only if one of the following two conditions is satisfied:
i) αr > −1 and αj > −
mj
2
− 1, j = 1, 2, . . . , r − 1;
ii) β < −1; αr = −1 and αj > −
mj
2
− 1, j = 1, 2, . . . , r − 1.
Proof:
We use this change of variable: ξ = u∗u ∈ Ω∗. Therefore, we have
dξ = 2r
(
r−1∏
j=1
u
1+mj
jj
)
urrdu; Q
∗(ξ) =
r∏
j=1
u2jj (with Q
∗
1(ξ) = u
2
rr) and
(ξ|e) =
r∑
j=1
u2jj with ujj > 0 for all j = 1, . . . , r. It follows that
Iαβ = 2
rJαKαβ
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where
Jα =
r−1∏
j=1
(∫ +∞
0
u
2αj+1+mj
jj e
−u2jjdujj
)
and
Kαβ =
∫ +∞
0
u2αr+1rr (1 + | log u
2
rr|)
βe−u
2
rrdurr.
Hence, Jα is finite if and only if αj > −
mj
2
− 1, j = 1, 2, . . . , r − 1;
while Kαβ is finite if and only if either αrr > −1 or both αrr = −1 and
β < −1. ✷
THEOREM 8.6. For q ≥ 2
(
1 + min
1≤j≤r
νj+
bj
2
nj
2
)
, there is a function g ∈
βqν(Ω
∗ × Cm) such that Lg does not belong to L2,q(D).
Proof:
Let q = 2
(
1 +
νr+
br
2
nr
2
)
; we will and find a positive function g on Ω∗×
Cm such that ‖g‖βqν(Ω∗×Cm) < +∞ but I(y, u) =
∫
Ω∗
|g(ξ)|2e−2(y−F (u,u))|ξ)dξ =
∞ for all y ∈ Ω + F (u, u) and u ∈ Cm.
Take
g(ξ, u) = e−(ξ|e)Q∗(ξ)α(1 + | logQ∗1(ξ)|)
− 1
2
with α = (α1, α2, . . . , αr−1,−
1
2
) such that (2αj+τj)
q
2
> νj+
nj
2
+
bj
2
, j =
1, 2, . . . , r − 1.
By Plancherel formula, we have the following
‖Lg‖q
L
2,q
ν (D)
=
∫
Cm
∫
Ω+F (u,u)
I(y, u)
q
2Qν−
b
2
−τ (y − F (u, u))dydv(u);
in particular, I(e, 0) =
∫
Ω∗
Q∗(ξ)2α (1 + | logQ∗1(ξ)|)
−1 e−2(ξ|e)dξ. Ac-
cording to Lemma 8.5, this integral is not finite. This shows that
Lg /∈ L2,qν (D). However, from Lemma 3.1, Ho¨lder inequality and (iii)
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of Lemma 3.2,
‖g‖q
β
q
ν(Ω∗×Cm)
=
∑
j
Q∗(ξj)
−ν+ b
2
∫
Cm
(∫
E∗j
e−2F (u,u)|g(ξ, u)|2dξ
) q
2
dv(u)
=
∑
j
Q∗(ξj)
−ν+ b
2
∫
Cm
(∫
E∗j
e−2(ξ|e+F (u,u))Q∗(ξ)2α(1 + | logQ∗1(ξ)|)
−1dξ
) q
2
dv(u)
≤ C
∑
j
∫
Cm
(∫
E∗j
e−2(ξ|e+F (u,u))Q∗(ξ)2α+
2
q (−ν+
b
2)+τ (1 + | logQ∗1(ξ)|)
−1 dξ
Q∗(ξ)τ
) q
2
dv(u)
≤ Cq
∑
j
∫
Cm
∫
E∗j
e−q(ξ|e+F (u,u))Q∗(ξ)(2α+τ)
q
2
−ν+ b
2 (1 + | logQ∗1(ξ)|)
− q
2
dξ
Q∗(ξ)τ
dv(u)
≤ CqN
∫
Ω∗
e−q(ξ|e)Q∗(ξ)(2α+τ)
q
2
−ν+ b
2
−τ (1 + | logQ∗1(ξ)|)
− q
2
(∫
Cm
e−q(ξ|F (u,u))dv(u)
)
dξ
≤ C ′q
∫
Ω∗
e−q(ξ|e)Q∗(ξ)(2α+τ)
q
2
−ν− b
2
−τ (1 + | logQ∗1(ξ)|)
− q
2dξ;
the last inequality follows from Lemma 3.13. According to Lemma 8.5,
observing that mr = 0 by definition, the last integral above is conver-
gent; so the function g ∈ bqν(Ω
∗) whenever its Laplace transform doesn’t
belong to L2,qν (D) where q = 2
(
1 +
νr+
br
2
nr
2
)
≥ 2
(
1 + min
1≤j≤r
νj+
bj
2
nj
2
)
. ✷
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