In this paper, we propose and evaluate a method for optimizing descriptors used for content-based multimedia indexing and retrieval. A large variety of descriptors are commonly used for this purpose. However, the most efficient ones often have characteristics preventing them to be easily used in large scale systems. They may have very high dimensionality (up to tens of thousands dimensions) and/or be suited for a distance which is costly to compute (e.g. χ 2 ). The proposed method combines a PCA-based dimensionality reduction with pre-and post-PCA non-linear transformations. The resulting transformation is globally optimized. The produced descriptors have a much lower dimensionality while performing at least as well, and often significantly better, with the Euclidean distance than the original high dimensionality descriptors with their optimal distance. Our approach also includes a hyper-parameter optimization procedure based on the use of a fast kNN classifier and on a polynomial fit to overcome the MAP metric instability. The method has been validated and evaluated on a variety of descriptors using the TRECVid 2010 semantic indexing task data. It has been applied at large scale for the TRECVid 2012 semantic indexing task on tens of descriptors of various types and with initial dimensionalities ranging from 15 up to 32,768. The same transformation can be used also for multimedia retrieval in the context of query by example and/or of relevance feedback.
Introduction
In recent years, a considerable research effort has been directed towards the development of efficient, fast and robust multimedia indexing and retrieval systems. There are still major challenges that need to be tackled to increase the performance of such systems, especially for large-scale data collections. Most state of the art approaches rely on the extraction and use of descriptors or features. 1 In the multimedia indexing context, descriptors are used in supervised learning for classification and possibly combined with fusion methods. In the multimedia retrieval context, descriptors are used indirectly through pre-indexing or directly in query by example or in relevance feedback approaches. One possibility for increasing the system's performance is to carefully examine the descriptor normalization techniques, which have the potential to significantly decrease the classification error rate and thus to increase the indexing performance. However, it has been so far neglected in many research papers on multimedia indexing; in general, only a few words are devoted to the used normalization technique. Descriptor normalization is however a crucial step in multimedia indexing systems. Motivations behind the different possible normalization schemes are detailed in Section 2.
A very large variety of descriptors have been proposed in the literature. Some are computed directly from the global image or video contents, e.g. color histograms or Gabor transforms. These are generally not so efficient as they capture only global information about the contents. Alternatively, methods have been proposed for the selection and description of local image regions, e.g. SIFT descriptors [16] . While these are able to capture more information, in order to be used in supervised classification, they need to be coupled with aggregation methods that are able to combine many such local descriptions into a single global and fixed size representation. Such methods include the very popular bag of words (BoW) [5, 26] and Fisher vectors [19] ones. In the BoW approach, a dictionary of visual words is first built by clustering local descriptors extracted from a set of training images or videos. Aggregation is then performed by computing a histogram of the local descriptors extracted from an image or from a video segment, using as bins the visual words (clusters) in the dictionary. The obtained histogram becomes the global content descriptor.
In general, the Chi-square (χ 2 ) distance is considered to be more suitable than the Euclidean distance for comparing histogram-based visual descriptors like those obtained with the BoW approach. It is defined as follows:
Considering supervised learning based classification, Support Vector Machines (SVM) [4] are very popular. They aim at finding a hyperplane in the descriptor space that separate with a maximum margin the positively and negatively labeled samples. They come with extensions such as the possibility to accommodate badly placed samples (soft margin) and the "kernel trick", in which a kernel K(x, y) replaces the scalar (dot) product between descriptor vectors x and y and allows to non-linearly project the descriptors into a higher dimensional space into which the linear separation between the classes can be found more efficiently. Among the most popular and efficient considered kernels, is the Radial Basis Function (RBF) based one, defined as:
K(x, y) = e −γ x−y 2 (2) 1 Both "feature" and "descriptor" are often used for designating the data extracted from images and videos for abstracting their content. "Signature" or other terms are also sometimes used. In this paper, we shall use the term "descriptor" for this purpose in all cases, whether the extracted data is local, e.g. SIFT (3) for the χ 2 distance.
Other supervised learning methods can be considered. Most of them, like for instance those based on the search of the k Nearest neighbors (kNN), also rely on the use of a distance between descriptors, either directly or via a kernel. Such a distance is also involved in query by example or in relevance feedback in multimedia retrieval. kNN based methods or SVM with RBF kernels can be used with either the Euclidean or the χ 2 distance. However, the χ 2 distance has two inconveniences: it is significantly more costly to compute, because of the divisions in its formula and it is not compatible with PCA-based dimensionality reduction. While the Euclidean distance is conserved during the application of the PCA rotation, the χ 2 distance is completely transformed, almost randomly, and might even become undefined, since it is normally computable only between vectors with positive or null components, a property which is not conserved during the application of the PCA rotation.
Experiments show that both BoW based and Fisher vector based methods become more and more efficient as the size of the descriptor is increased, with sometimes up to tens or hundreds of thousands of dimensions. This has practical implications, considering both the classification time and the required storage space. One approach to deal with this problem is to combine the use of efficient coding methods, e.g. product quantization, and of linear versions of SVM classifiers based on stochastic gradient descent [24] . An alternative is to reduce the size of the descriptors using dimensionality reduction methods like PCA while keeping the efficiency of SVM with RBF kernels or of kNN based classifiers. Both methods, as well as still others like sparse coding based ones [15] , are different solutions for the same problem. It is not easy to compare them from a theoretical point of view since they are based on quite different approaches.
In this paper, we investigate a simple descriptor transformation method whose goal is to make the Euclidean distance as efficient as the χ 2 distance. Moreover, a SVM with the Euclidean distance-based RBF kernel is expected to be as suited as a SVM with the χ 2 distance-based RBF kernel for image classification, using histogram-based image descriptors. This transformation permits a reduction of the classification time both by using a distance much simpler to compute and by allowing a PCA-based dimensionality reduction. We compare the classification performance on TRECVid 2010, using the multi-SVM with RBF kernels [22] with either the χ 2 or the Euclidean distance. The comparison is complicated because other and complementary normalizations can be performed, either at the level of the descriptor vector, at the level of the descriptor components, or using combinations of several of them. Furthermore, we present an experimental evaluation of several descriptor normalization techniques, namely: unit length normalization (L 1 and L 2 ), min-max normalization (mm), zero-mean and unit-variance normalization (σ ) and the power transformation. These normalization techniques are applied to several video descriptors and evaluated on the semantic indexing task of the TRECVid 2010 collection.
Another objective of this paper is to show that once the Euclidean distance has been made as efficient as the χ 2 distance for image classification (as well as for multimedia indexing) using SVMs with RBF kernels, PCA-based dimensionality reduction permits a further efficiency improvement while providing a large effectiveness improvement as well. Finally, post-PCA power transformation is also evaluated and is showed to bring a further performance improvement.
By descriptor optimization, we mean application of a sequence of elementary transformations, some of which may be controlled by some parameters. The overall transformation and all associated control parameters are optimized so that the overall system performance becomes as good as possible. The resulting transformation and its associated parameter values are optimal in an empirical sense; they are not optimal in a sense in which they could be formally proven to be so. Like for instance the C and γ parameters of SVMs with RBF kernels, they are generally determined by cross-validation within a training set and also relatively to a given indexing or retrieval task for which a reference annotation and an associated performance metric is available. In particular, different tasks, annotations and/or metrics could lead to different descriptor transformations. We propose here a method for selecting a transformation sequence with associated parameter values so that the resulting indexing or retrieval system generalizes well to other data of the same type.
The outline of the paper continues as follows: related work is presented in section 2. Section 3 presents the proposed method for descriptor optimization. Section 4 describes the experimental results as well as the data collection and descriptors used. Section 5 presents concluding remarks.
Related work
In the descriptor optimization process, a number of transformations can be considered. We consider here either normalization or dimensionality reduction methods. These can be used either alone or as sequential combinations of two or more of them, including repetitions of some of them like normalization before and after dimensionality reduction.
Descriptor normalization methods
The main goal of descriptor normalization is to make them more invariant to image size, brightness and contrast, and to make them easier to compare. This is done by modifying the numerical values so that they adopt similar distributions, considering for instance the range or the density.
Let X be a set of n descriptor vectors of d dimensions (components) to be normalized. X can be represented as an n × d (x ij ) matrix whose rows are the descriptor vectors while columns correspond to vector components (or bins). The normalization is generally done independently either on rows (descriptors), e.g. L 1 or L 2 normalization, or on columns (components), e.g. min-max normalization. However, other normalization techniques work directly on the matrix elements and do not consider any of the other related elements (e.g. power transformation).
In the following, we consider five techniques for descriptor normalization or transformation which are widely used for image and video representation. Relatively to the considered (x ij ) matrix, the first two operate on rows (vectors), the next two operates on rows (components), and the last one operates on individual elements. Theoretical arguments in favor of all of them can be found depending upon how the descriptors were built and on which data and for which problem they are used but experiments are often useful for verifying such predictions and choosing the best practical combinations. L 1 or L 2 unit length normalization These two normalization methods uniformly scale the components within each vector so that the vector length becomes equal to 1 considering either the L 1 or L 2 metric. The normalized descriptor vectors X are obtained by applying the following formula:
where x i. denotes the norm of vector x i. , which is j x ij for L 1 and is j x 2 ij for L 2 . If x i. is null, a default value has to be chosen. The L 1 and L 2 normalization methods are widely used to normalize the descriptor vectors based on histograms, including bag of words (BoW) [5, 26] . A possible goal of these normalization methods is to make the representation independent of the size of the image and/or of the number of extracted points before their aggregation. However, the amount or the density of extracted points might also be useful information that is lost with these normalizations.
Min-max normalization (mm)
This normalization method uniformly scales the values of each component across all descriptor vectors (e.g. bins for histograms), so that they all fall in the range of lower (l) to upper(u) bounds. The descriptor values are normalized by applying the following formula:
This normalization is used for instance in libsvm [3] with l = 0 and u = 1. Its main goal and effect is to balance the influence of the different components. This may be the best that can be done in the very general case in which the origin and meaning of the components are unknown and in which no a priori information is available about their relative importance. In the case of histograms, it may be that some bins are statistically less populated than others while still being as significant or even more than others. The min-max normalization can make them as contributive as the others.
Zero-mean and unit-variance normalization (σ )
The descriptor values are normalized by subtracting the mean value μ j for each descriptor bin and dividing the result by the variance σ j of the descriptor bin. This can be done by applying the following formula:
where μ j and σ j are the empirical mean and variance values of the j th component respectively. This normalization has an effect which is similar to the min-max one but it is less sensitive to the variability of extreme values. This normalization can be used with only the unit-variance part: the mean centering has no effect in the case of the Euclidean distance and it is not appropriate in the case of the χ 2 distance.
Power transformation The goal of the power transformation is to normalize the distributions of the values, especially in the case of histogram components. It simply consists of applying an x ← sign(x) × |x| α transformation on all components individually. The power transformation was applied by [13] on Fisher vector descriptors. They empirically observed that this step consistently improves the quality of the representation. They gave several complementary interpretations that justify this transformation. First, it reduces the influence of bursty visual elements, which were shown to corrupt the image similarity in [11] . Second, assuming the compound Poisson distribution as a good generative model of Fisher Vectors, the power transformation can be interpreted as a variance stabilizing transformation which corrects the dependence between the variance and the mean. The authors have applied the power transformation with α = 0.5. However, they used only one descriptor to justify their conclusions and they did not show the impact of the power with different α values. In the following, we will study the impact of the α parameter in the power transformation using a number of different descriptors. Another interpretation of the power normalization benefit is that power transformation with α values smaller than 1 increases the contrast for low absolute values of the vector components. This can be seen as similar to a gamma transformation on image intensity to better show the details in dark regions of the images.
PCA-based dimensionality reduction
Principal Component Analysis (PCA) [2] is a statistical method based on linear algebra that can be used for extracting the most important information from a set of data points (or vectors) and for simplifying or reducing its representation. It consists in the application of an orthonormal transformation, possibly followed by a projection. The orthonormal transformation can be chosen so that all components become uncorrelated and are sorted in decreasing order of variance values. The projection can be used to drop the resulting components with null variances (if any) or with small variances. PCA can be done practically by the eigenvalue decomposition of the empirical covariance matrix X T X/(n − 1) or, equivalently, by the Singular Value Decomposition (SVD) of the X matrix, both after empirical mean centering (by subtracting the mean row of X to all its rows). Using SVD, the (mean centered) X matrix can be decomposed as:
where:
• W is the m × m diagonal matrix containing the non-null singular values (sorted in decreasing order without loss of generality), which are also the square roots of the nonzero eigenvalues of XX T and X T X and the empirical variances of the set of row vectors of X along the principal axes scaled by a √ n − 1 factor; • m is the number of non-zero singular values which is also the common rank of XX T and X T X so we have m ≤ d and m ≤ n; • U is the n × m matrix of associated non-null eigenvectors of XX T ;
• V is the d × m matrix of associated non-null eigenvectors of X T X. Dimensionality reduction is achieved by dropping all but the first k singular values. This gives an approximation of the original mean centered matrix X as:
where U , W and V are truncated versions of U , W and V where only k rows and/or columns out of m were kept.
As the eigenvectors are orthonormal, the Euclidean distances between two row vectors of X and between the same row vectors of Y = XV = UW are identical. This is the same for the Euclidean distances between the row vectors of X and between the same row vectors of Y = X V = U W . As X is an approximation of X, the Euclidean distances between two row vectors of X are approximations of the Euclidean distances between the same row vectors of Y . Y is also the same as Y in which only the k first columns are kept. The columns in the Y matrix correspond to the principal axes of the covariance matrix sorted in decreasing variance values. Dropping the last components usually does not cause much information loss as the last ones may be very small if many original components are highly correlated; it may even be beneficial since the information associated to small variance axes is generally quite noisy. In practice, it is observed that dropping the last components, and often even a large proportion of them, increases the overall system performance both for indexing (classification) or retrieval (query by example or relevance feedback) [12] . There is an optimal number of components to be kept which can be determined by cross-validation within a development collection. The subtraction of the empirical mean of the row vectors of X to all the rows of X before performing the SVD also does not change the Euclidean distance between the row vectors. In practice also, V and W or , and therefore Y or Y can be more efficiently obtained through the eigenvalues and eigenvectors decomposition of the empirical covariance matrix, especially when only the top k eigenvalues and the corresponding eigenvectors are used.
Post-PCA transformations
A second normalization or transformation can also be applied after the PCA. This includes all the five previously mentioned plus another one called "whitening" (wh). L 1 and L 2 unit length can be applied to rescale the vectors and min-max and unit-variance normalization can be applied to rescale the components. Post-PCA whitening [10] consists in dividing each component by its variance and is equivalent to unit-variance normalization. It also consist in taking
from which Y can still be obtained by dropping components. Whitening is also equivalent to replacing the Euclidean distance between the samples by the Mahalanobis distance [17] . As the Mahalanobis distance is known to become noisy as low variance components are strongly scaled, an improved version of the whitening can be obtained by enforcing a minimum ratio B between the first and the following variances, thereby bounding the scaling up of small variance components [10] . Also, some intermediate state between the Euclidean and the (improved) Mahalanobis distances can be considered, for instance by dividing by σ β i with 0 ≤ β ≤ 1 with β controlling the "strength" of the whitening.
Other dimensionality reduction methods
Though not considered in this work, other dimensionality reduction methods exist. Most of them are also based on a coding of the original data that can be used to produce an approximate reconstruction of it. One popular such method is based on the use on multilayer perceptrons trained to reconstruct the input data as closely as possible while going through a "bottleneck" hidden layer of much lower size. This approach can be seen as a "NonLinear Principal Component Analysis" (NLPCA) [14] . Unlike classical PCA, NLPCA is able to uncover non-linear correlations between the data elements. Recently, deep-learning based variants of this method have been proposed using a progressive bottleneck, e.g. using successive layers with 2000, 1000, 500, 30, 500, 1000, 2000 formal neurons instead of the three classical layers [9] . These are able to perform better coding and to uncover more general non-linear correlations.
Another set of methods is related to sparse representation of signal data. It mostly consist in reconstructing the data as a linear combination of redundant dictionary elements in which most of the coefficients are zero [15] . Though these methods can lead to efficient data compression and reconstruction, it does not seem easy to combine them with the approach proposed in this paper. 
Descriptor transformation
The proposed method for descriptor optimization is a combination of a dimensionality reduction with pre-and post-normalizations, as presented in Fig. 1 . The dimensionality reduction and the non-linear pre-and post-transformations have been used separately in the literature. However, their specific combination and joint optimization as proposed here, have not been tried before.
The main goal of the dimensionality reduction is to reduce both the necessary storage for the descriptors and the computing power required for processing them. It is also to improve the overall classification or retrieval system performance since it has been observed that this is generally achieved by dropping the lowest variance components. Both pre-and postnormalizations can, at least in principle, be any sequential combination of the previously described "elementary" ones: L 1 or L 2 unit length, unit variance (σ ), min-max (mm) or power transformation (pw).
The reasons for which pre-and post-normalizations are useful are different. Doing them before and after the dimensionality reduction has completely different effects since they do not commute with it and between themselves either in general. Before PCA, the goal is to make the descriptor as invariant and as balanced as possible. Typically, L 1 or L 2 normalization makes a histogram more invariant to the size of the image or to the number of extracted points while component scale normalization (σ or mm) compensates for imbalances between bins. One additional goal of the pre-normalization is to transform the descriptor in such a way that the Euclidean distance between the transformed descriptors becomes as appropriate as the "natural" distance (e.g. χ 2 ) between the original descriptors; this is typically done using a power transformation (pw). After PCA, the goal is more to enhance the small values compared to the large ones. This can be done either globally by linearly scaling the components according to their associated variance (whitening) or locally by non-linearly scaling them using a power transformation, regardless of the variance associated to them.
Our experiments (see Section 4) indicate that both the pre-and post-normalization should include a power transformation, possibly combined with other elementary normalization methods but, most often, without any. For the dimensionality reduction, we currently have tried only the PCA-based one previously described. In the general case, the overall process is controlled by three hyper-parameters: 2 the number k of kept vector components in the PCA-based dimensionality reduction and the α 1 and α 2 exponents of the power transformation included in the pre-and post-normalizations. Optionally, Boolean hyper-parameters can specify the use of other elementary normalization methods (these do not involve other parameters) in conjunction with the power transformation. In practice, we only found useful to combine a L 1 or L 2 normalization after the first power normalization and only in a limited number of cases.
The first power transformation is applied and the α 1 exponent is optimized for obtaining the best possible performance with the Euclidean distance. Dimensionality reduction (PCA) is then applied and the k value is optimized for obtaining the best possible performance or the best dimensionality reduction -performance compromise. Finally, a second power transformation is applied on the result of the PCA transformation for producing the final optimized descriptor and α 2 is again optimized for obtaining the best possible performance. The optimization of the α 1 , k and α 2 parameters are all done by the cross-validation within a development set.
For the post-PCA transformation, we propose to use a second power transformation rather than whitening. Both have the same effect of increasing small values relatively to large values, and thus preventing components with high amplitude from dominating and masking those with low amplitude. However, the whitening does it based on the overall variance of a given component, while the power transformation does it on any element, regardless of whether it belongs to a small variance component or not. It is not easy to theoretically predict which one should be the most efficient, and even if any of them is likely to yield any improvement and for which reason. However, our experiments (Section 4) indicate that both do yield improvements and that a second power transformation is generally slightly more efficient.
These transformations are made sequentially but it is possible to optimize the corresponding hyper-parameters either sequentially or globally. Optimizing them jointly would be more costly but might lead to a better global performance. We did not try a full grid search but we did try re-optimizing the first (α 1 ) and second (k) after optimizing all the three and this did not bring any further significant improvement. This indicates that a one-pass sequential optimization is generally sufficient.
Parameter tuning using a kNN-based classifier and polynomial fit
The proposed transformation scheme involves three main parameters, the α 1 and α 2 exponents of the pre-and post-PCA power transformations, and the number k of components kept in the PCA-based dimensionality reduction. A Boolean parameter is also used to specify whether or not unit length normalization (or re-normalization) should be performed after the first (pre-PCA) power transformation. Optimizing simultaneously all these parameter using a grid-search approach is very computationally intensive and not practically feasible as we are dealing with large image or video collections, large numbers of target concepts and many descriptors with large dimensions, even using large computing clusters such as Grid'5000. 3 Good descriptors are often high-dimensional and systems integrating a variety of them often perform better than systems using a single one [21] .
Another issue is the instability of the metric that is generally used for evaluating the performance of image and video indexing systems, and more generally in information retrieval. It is defined as the Mean Average Precision (MAP), or as the arithmetic mean over all the target concepts (or queries) of the Average Precision, itself defined on an list of samples sorted according to their classification or retrieval scores as:
number of positive samples (9) where P (k) is the precision (proportion of positive samples) in the top k samples in the list and rel(k) is a Boolean indicator whose value is one if the sample k th sample is positive. The MAP metric does not vary continuously with systems' hyper-parameters, either the classifiers' ones (e.g. C and γ for Gaussian RBF kernel based SVMs) or the α 1 , k and α 2 related to our proposed descriptor transformation. The main reason is that a very small variation of a hyper-parameter can change the ranking of some samples and this may induces a significant change in the MAP value. This is particularly sensible when the target concepts are very sparse in the data sets. Though this is also the case for other metrics, even for the basic error rate, the effect is stronger for the MAP since changes in the top of the list can have large effects on the metric value. Simply taking the "arg max" value over a number of data points is likely to lead to a non-optimal value.
We propose an approach based on the use of a kNN-based classifier for solving the performance problem and on the use of a polynomial fit method for solving the MAP metric instability problem. Additionally, in the case of very high dimensionality (i.e. > 4K) descriptors, the parameter tuning process is carried out mostly after dimensionality reduction.
Use of a kNN-based classifier
kNN-based classifiers are known to be efficient for multimedia indexing [27] . Though they are generally a bit less efficient than more widely used classifiers like SVMs, they can be quite close when well-tuned. They can constitute a good baseline and they can be representative in the sense in which their performance can be used to predict the performance of other types of classifier. When appropriately tuned also, they can also be quite robust to the class imbalance problem. Finally, even with a lower performance, they can be combined with other classifiers in order to provide an even better result [22] .
Though kNN-based classifiers require the computation of a distance between all annotated samples and all test samples, they are particularly efficient for multi-label indexing since the costly all-to-all distance computation needs to be done only once for all the target concepts. Only the computation of a score from the labels of the found neighbors needs to be done specifically for each target concept. Moreover, the all to all distance computation can be very easily and very efficiently parallelized for multi-core multi-node computing clusters. In the case of the Euclidean distance targeted here, the computation can be further speeded up by the use of optimized linear algebra routines (e.g. BLAS3). Finally, the computation of the scores can be done using not only the labels of the found nearest neighbors but also the distances of the neighbors to the test sample, leading to more accurate predictions. These distances can be used for weighting the influence of a neighbor label, a closer neighbor having a stronger effect.
Parameter tuning using a polynomial fit
We first consider the optimization of a single hyper-parameter x. The goal is to find the value of this hyper-parameter for which the y (or MAP) value is maximum. The instability of the metric is considered as a Gaussian noise added to a smooth function of the target hyper-parameter. This smooth function is looked for as a low degree polynomial. Using a least square approach, the polynomial coefficients can be classically obtained from a set of linear equations. In order to find all the coefficients of the polynomial, we need to have at least as many (x i , y i ) data points as coefficients to find. Using more points permits to estimate both the polynomial coefficients and the variance of the additive noise.
Let (a p ) 0≤p≤P be the coefficient of a target polynomial of degree P . The residual square error is defined as:
When the (x i , y i ) data are given, R is quadratic function of the a p and if this functions does have a minimum, it is reached when all its partial derivatives relatively the the a p are equal to zero. All these derivatives are linear function of the a p and they constitute a linear system of P + 1 equations with P + 1 unknowns. If this system is not singular, which is the case if the number I of data points is greater than P + 1 and if all the x i values are distinct, it gives the a p coefficients of the fitted polynomial. Moreover, if I >> P the corresponding value of R can be used for obtaining an empirical estimation of the variance of the additive noise as σ ∼ √ R/(I − P ). For a good estimation, data points should be regularly spaced and should cover a range over which the function has a clear maximum. As illustrated in Fig. 2 , we consider the maximum to be well defined if the difference between the maximum value of the function and the minimum values on both sides of the hyper-parameter range is greater than the estimated variance σ by a minimum factor. In practice the quality of the maximum location is evaluated by the ratio between this difference and the estimated variance. The higher this ratio is, the better the location estimation is. In practice, a minimum value of 3.0 is considered. If it is not reached, more data points corresponding to a wider x range are computed. In the case in which the natural parameter range is limited on one side (e.g. the number of kept components in PCA-based dimensionality reduction), is computed using only the opposite side. It may then happen that the optimum x value is equal to the bound (e.g. keep all components). If the range is limited on both sides and the /σ ratio is too low, it is likely that the hyper-parameter value has no significant impact on the system performance and we can choose the middle of the validity range.
Fig. 2 Polynomial fit on noisy data
In practice, we use polynomials of degrees 2 or 3. Using a higher degree would capture noise and/or lead to unstable results. Using a degree of 3 is better if the target function is significantly asymmetrical around its maximum value within the range necessary for obtaining a good /σ ratio. Otherwise, using a degree 2 is better.
In our experiments, the functions are almost always unimodal when making abstraction of the local noise. In the infrequent cases in which two clearly distinct modes can be found, one of them is stronger enough than the other one so that it can be isolated before applying the polynomial fit. In practice, a grid search is first performed over a predicted useful range of the target parameter and a coarse localization of the target interval for the polynomial fit is performed. The target interval is then iteratively refined using the output of the polynomial fit so that the interval covers the identified stronger mode and is as small as necessary to ensure a minimum value for the quality parameter /σ . Each initial and new data point necessary for computing a polynomial fit requires the running of kNN training and prediction with a descriptor transformed using the corresponding value of the target parameter for obtaining the corresponding MAP (y) value.
For the optimization of the α 1 and α 2 hyper-parameter, we found that using a linear scale, i.e. using x = α 1 or x = α 2 , works well. In the case of the k parameter, we found that using a log scale was more appropriate. In this latter case, the polynomial fit is performed on x = log(k), not on x = k.
When considering the optimization of several parameters, it is in principle possible to extend the approach using polynomials of several variables. The computation of the coefficients and the estimation of the additive noise variant can be done exactly in the same way. The number of coefficients to estimate and therefore the number of necessary data points would however increase rapidly with the number of hyper-parameters needing to be jointly optimized. This is likely to require again heavy computations and/or to lead to unstable results. Fortunately, in the case of our specific optimization problem, sequential parameter estimation works well. What we observed is that optimizing sequentially the α 1 , k and α 2 leads to a quasi-optimal result in the sense that when all have been optimized sequentially, trying to optimize again the first ones leads to optimal values close to the original ones. For instance, once α 1 is optimized without any further processing and when k is optimized using this value, re-optimizing α 1 with vectors whose dimensionality has been reduced to k by PCA leads to the same α 1 optimal value or to a very close one. The efficiency of the sequential search is probably due to the sequential structure of procedure used for the building of the optimized descriptors.
In the case of high dimensionality descriptors (4K-32K in our experiments), the fact that optimizing α 1 before or after the optimization of k is practically equivalent, is exploited by searching for the optimal α 1 value after a PCA-based reduction is made with a possibly non-final value for k, typically in the 256-1024 range (this means that a PCA-based dimensionality reduction has to be performed for each tested α 1 value). This does not only significantly speed-up the kNN-based classification (because the computations are done with much smaller vectors); it also permits an optimization with a k value generally closer to the final one and, therefore, gives a better estimation of α 1 . In the same spirit, a default value for α 2 different from 1.0 (corresponding to an identity transformation) can be chosen as an initial guess for the final α 2 value. This guess is made according to the results of previous and similar experiments and the α 2 value used is generally close to 0.7.
Concerning the case of the optional unit length (re)normalization after the first power transformation, the α 1 optimization is simply done with and without it and the best performing combination is kept.
Experiments
Experiments on the descriptor optimization method have been conducted using the TRECVid 2010 semantic indexing collection and metrics. The collection consists of two large sets of video documents: the development and the test set. The development set consists of 119,685 shots of 3,173 videos with average of 37 shots per video, and the test set consists of 146,788 shots of 8,467 videos with average of 17 shots per video. The video shots are the samples in which the target concepts are searched for.
Video descriptors
We have used several descriptors of different types and sizes, which have been produced and shared by various partners of the IRIM project of GDR-ISIS [7] . Most of the selected descriptors are based on the color histograms or on the bag of words approaches. However, we chose to compare the methods also with different types of descriptors, such as those based on Gabor filters and on audio content modeling. We finally selected the 12 following descriptors:
• labm1x3x192 and qwm1x3x192: concatenated histogram based descriptors [6] , where: "lab" refers to the use of CIE LAB colors, and "qw" to the use of the quaternionic wavelets (3 scales and 3 orientations). The histogram is calculated for 3 vertical parts, and the dictionary size is 192. Both descriptors have 576 dimensions.
• sm462: Saliency Moments (SM) descriptor [20] ; this is a holistic descriptor that embeds locally-parsed information, namely the shape of the salient region, in a holistic representation of the scene, structurally similar to the work presented in [18] . The resulting signature vector is a 462-dimensional descriptor.
• audioSpectro: Spectral profile in 28 bands on a Mel scale, normalized, 28 dimensions.
• dense sift k512: Bag of SIFT computed with k-bin histograms, it thus has 512 dimensions.
• h3d64: normalized RGB Histogram 4 × 4 × 4, 64 dimensions.
• gab40: normalized Gabor transform, 8 orientations × 5 scales, 40 dimensions.
• hg104: early fusion (concatenation) of h3d64 and gab40, 104 dimensions.
• sift <method>[ unc]: bag of visual word, opponent SIFT, generated using Koen van de Sande software [25] . <method> method is related to the way by which SIFT points are selected: har corresponds to a filtering via a Harris-Laplace detector and dense corresponds to a dense sampling; the versions with unc correspond to the same with fuzziness introduced in the histogram computation. We have used four different descriptors of this type. The vocabulary size was of 1000 in all cases.
Parameter optimization
For the evaluation of each normalization method, we use a multi-learner approach based SVM with RBF kernel (MSVM) as a classifier [22] . MSVM is an ensemble learning method based on "standard" SVM for managing the case of highly imbalanced data sets. It consists in using multiple sub-training sets always containing all the samples from the majority class (generally the positive one) and a roughly balanced number of samples of the minority class taken differently for the different sub-training sets and so that the minority class samples of all the sub-training sets cover all those of the full training set. Classifiers are then separately trained on all the (balanced or lightly imbalanced) sub-training sets and their outputs are then fused by an arithmetic mean of the obtained classification score. For simplicity reasons and considering the results of other experiments [22] , we have fixed the f min parameter of the MSVM, which indicates the desired ratio between the minority and majority classes, to be equal to 4. However, there are other parameters that need to be optimized, such as the γ parameter of the RBF kernel of the SVM classifiers. In addition, the α parameter of the power transformation also needs to be tuned. Optimization is done by the cross-validation within the TRECVid 2010 development set, with the following settings: i) the MSVM was used as a classifier; ii) the γ parameter in the MSVM was searched for after rescaling either the Euclidean or the χ 2 distances so that their average value between two samples of the training set is normalized to 1. This makes the range in which to look for quite reduced and independent of the descriptor and of the training data. In practice, the target values for the normalized value h of γ can be taken on a log scale such as log 2 h = i in which five values of i are used (i = −1, 0, 1, 2, 3); and iii) the performance measure is the Mean Average Precision (MAP), which is computed on the 30 concepts of the TRECVid 2010 test set. In the following, we present the optimization process and the comparison between the different normalization methods.
Evaluation of baseline normalization methods
All the considered baseline normalization methods are parameter free. The two descriptor normalization methods, L 1 and L 2 , and the two component normalization methods minmax (mm) and unit-variance normalization (σ ) can be evaluated separately or combined. Actually, when applied sequentially, each of the L 1 or L 2 supersedes the previous one (relatively to the X matrix, both are row normalization) and this is the same for the mm and σ normalization (relatively to the X matrix, both are column normalization). This is different when combining the two groups, e.g. L 2 before or after σ . Tables 1 and 2 show the system performance on the development set of TRECVid 2010, respectively with the Euclidean and χ 2 distance, using the baseline normalization methods and some combinations of them (other combinations were tried but appeared less efficient). The results involving the L 1 normalization are not displayed but they are very close to Table 1 MAP values (in percentage) on the TRECVid 2010 development set, using the baseline normalization methods with the Euclidean distance Table 2 MAP values (in percentage) on the TRECVid 2010 development set, using the baseline normalization methods with the χ 2 distance those obtained with the L 2 normalization, the latter consistently yielding slightly higher performance. The results obtained after normalization are compared with the result when the baseline method is used with both distances with no normalization at all (Raw). As we can see in these tables, the system performance varies significantly with the different normalizations. For the L 2 , σ and mm normalization, the performance is in most cases close to the baseline method, and the best normalization among them is not stable across the descriptors. As expected, the χ 2 distance is more efficient than the Euclidean one with the best baseline normalizations for the histogram-based descriptors (last eight) but it does not make a significant difference for the non-histogram-based ones (first four). Other non-linear transformations, e.g. x ← log(1 + αx), were also considered but none made a significant difference (not shown), probably because the difference would involve only a second order effect that cannot be reliably learnt.
Evaluation of the power transformation
The (first) power transformation has a parameter α, which needs to be tuned. For comparing the normalization methods, we need to find the optimal α value for the power transformation for each of the tested descriptors. This was done using 10 different values of α ∈ [0, 1]. The power transformation was evaluated in conjunction with the best baseline combination for each descriptor.
Results of the α optimization are given in Figs. 3 and 4 , respectively for the two considered distances: Euclidean and χ 2 . Each curve displays to the system performance (MAP) according to the α exponent value for a single descriptor. As can be seen, the α parameter has different optimal values for each descriptor and for each distance. This shows the importance of choosing the best value for α. For instance, with the Euclidean distance the h3d64 descriptor has the best performance with α = 0.3, the dense sift k512 descriptor has the highest performance with α = 0.4. Interestingly, the optimal alpha values for the χ 2 distance are approximately twice those for the Euclidean one. The optimal values for the Euclidean distance are often close to 0.5, which is a commonly used value, but not always. Detailed results per descriptor are given in the next section on the test set when parameter tuning is done by cross-validation in the development set. 4.5 Evaluation of PCA dimensionality reduction Figure 5 shows the system performance (MAP) obtained by applying the power transformation followed by PCA-based dimensionality reduction, with all the considered descriptors. For those with a small dimensionality, the use of the PCA is not that useful. The main objective is to show the performance when using a PCA-based dimensionality reduction on high dimensionality descriptors. We have tuned the k parameter of the PCA (i.e. number of important components) on each of the considered descriptors, using fractions from 0.1 to 1 of the original dimensions. As we can see in Fig. 5 , the optimal number of important components, varies for each of the descriptors. For long descriptors, we have fixed the optimal k value to be the smallest one that leads to the highest performance or that gets close enough to it. For instance, the chosen value for k for the best descriptor (i.e. dense sift k512) is 0.4 × 512 = 204. development set for each descriptor and for each testing condition separately. The testing conditions included: baseline (best combination of baseline normalization); the same with pre-PCA power transformation; the previous one with PCA-based dimensionality reduction; and the previous with either post-PCA power transformation or post-PCA whitening. Results are presented for both the Euclidean and χ 2 distances for the first two and only for the Euclidean distance after PCA (since χ 2 distance in meaningless after PCA).
Depending upon the testing conditions, the following hyper-parameters were optimized: α 1 the pre-PCA power transformation exponent; k the optimal number of component to keep after PCA; α 2 the post-PCA power transformation exponent; and (B, β), the optimal whitening parameters. Table 3 displays the optimal values found for these parameters for each considered descriptor. d is the original dimensionality of the descriptor. σ 2 k /σ 2 d is the fraction of the kept energy in dimensionality reduction.
Results on the 12 considered descriptors are displayed in Table 4 . They are consistent with those on the development set (not all shown), indicating the robustness and the good generalization capabilities of the proposed method. The table shows the effectiveness of the power-law normalization (+pw) with both distances. It further shows the effectiveness of the PCA dimensionality reduction with the Euclidean distance and the performance after PCA (+pca) using two normalizations: a second power-law and a whitening normalization (+wh). The power transformation performs better than all the other evaluated methods for normalization for all considered descriptors. It is also better with the Euclidean distance than with the χ 2 in most cases. The use of PCA-based dimensionality reduction makes the system faster while preserving or increasing the system performance. A second power transformation improves the performance more than whitening in most cases and globally. Finally, the proposed "Euc+pw+pca+pw" combination is almost always the best one and, when it is not, it is very close to the best one. This is still true when fusion and postprocessing are applied as mentioned below. Table 3 Optimal values of the proposed normalization for each descriptor using the Euclidean distance Results are also displayed for a system that makes a simple late fusion (average of the classification scores). The fusion was tried separately for non-histogram-based (Fusion4) and histogram-based (Fusion8) descriptors as well as for all descriptors (Fusion-all). The power transformation performs better with the fusion and the global one reaches the score of 7.07 % with PCA and the Euclidean distance and even 8.07 % after re-ranking using the temporal context [23] (this post-processing step exploits the statistical local and global homogeneity of the video contents for reinforcing or inhibiting the detection score for a given concept in a video shot according to the scores of its neighbor shots or to the scores of all the shots in the video in which it occurs).
The overall 8.07 % MAP value obtained can be compared to the 9.00 % MAP value obtained by the best system evaluated at TRECVid 2010 (SIN) considering that: more descriptors could have been used; the fusion method was basic; and further post-processing of the fused classification could further improve the performance, for instance using also a re-ranking based on the conceptual context [8] (this post-processing step exploits the statistical correlations or the explicit semantic relations between the different target concepts for reinforcing or inhibiting the detection score for a given concept in a given video shot according to the scores found for other concepts in the same video shot).
Processing times
All the experiments were done on a machine which has two quad-core processors running at 2.66 GHz and 32 Gbytes of Ram. The execution time depends upon the size of the descriptor. It has been measured for the cumulated training and indexing times for all 30 concepts and 12 considered descriptors. We report the processing times over the all learning and indexing process with the power transformation in Table 5 . The numbers in this table refer to the time in hours for the processing of the 30 concepts. The processing times are given for the two distances, Euclidean and χ 2 , without PCA and for the Euclidean distance with PCA, always using the optimal power transformation. The total execution time is about 201 hours (using eight cores) for the optimal χ 2 distance, it is about 110 hours using the Euclidean distance, and about 53 hours with PCA dimensionality reduction. As it can be seen, the MSVM-RBF with the Euclidean distance is significantly faster than the original χ 2 . After applying the PCA, the system is much faster while, as it was previously shown, the performance is not significantly affected or is even improved.
Application to high-dimensionality descriptors
The proposed method was applied at a large scale in the context of TRECVid 2012 semantic indexing task. The collection contains 545,923 video shots, 400,289 for development and 145,634 for test and 346 concepts have to be classified. IRIM produced tens of different descriptors types, many of them with variants (e.g. in the size of the BoW dictionary) resulting into over 100 descriptors, most of them being of very good quality. The dimensionality of these descriptors ranged from 15 up to 32,768. Our approach has been applied to most of them and the observed results on TRECVid 2010 data were confirmed. For the high dimensionality descriptors, the optimal k was always found to be much smaller than the original size d and did not exceed 768 even for the d ≥ 10K. This indicates that these very high-dimensional descriptors are highly redundant and have only about a few hundred useful independent components. This dimensionality reduction was again obtained with a simultaneous increase in classification performance. Table 6 gives some figures about how the proposed method was applied to some high dimensionality descriptors at TRECVid 2012 semantic indexing. See [1] for the detailed description of the considered descriptors. For some of these descriptors, dimensionality reduction was applied to several variants of them computed with different original dimensionalities; in most cases, the kept number of components vary much less than the original ones, e.g. for INRIA/dense sift * or LIF/percepts *. The performance obtained on the task (MAP) is also given. For comparison, the median performance on the task is of 19.44 % for systems generally including several descriptors. Very few exceptions were encountered, the most significant one being that one of the descriptor types, the Vector of Locally Aggregated Tensors (VLAT), did not benefit of the overall transformation. This is probably because it already incorporates a (kernel-based) PCA. However, the approach worked well too with other descriptors based on Fisher vectors.
The overall system performance after optimized late fusion combined with the use of temporal and conceptual contexts was of 26.92 % for our best submission. The performance of our system was further increased to 30.14 % when more classification results were included. For comparison, the performance of the best submitted system at TRECVid SIN 2012 was of 32.20 % but this system used extra non-official annotations.
Though not shown in this paper, additional experiments on other TRECVid and nonTRECVid video collections show that the approach is also valid with other types of video contents and other target concepts. The optimal hyper-parameter values are also quite stable across collections.
Conclusions
We have proposed and evaluated a method for optimizing descriptors used for contentbased multimedia indexing and retrieval. This proposed method combines a PCA-based dimensionality reduction with pre-and post-PCA non-linear transformations. The resulting transformation is globally optimized. The produced descriptors have a much lower dimensionality while performing at least as well, and often significantly better, with the Euclidean distance than the original high dimensionality descriptors with their optimal distance. They also perform better than the same descriptors optimized by classical normalization methods like L 1 or L 2 unit length or per component range (min-max) or variance normalization and simple combinations of them. Our approach also included a hyper-parameter optimization procedure based on the use of a fast kNN classifier and on a polynomial fit to overcome the MAP metric instability.
The method has been validated and evaluated for a variety of descriptors using TRECVid 2010 semantic indexing task data. It has been applied at large scale for the TRECVid 2012 semantic indexing task on tens of descriptors of various types and with initial dimensionalities from 15 up to 32,768. The same transformation can be used also for multimedia retrieval in the context of query by example and/or relevance feedback.
Future work will consider a combination of the approach with an early fusion of several descriptors (only late fusion is considered and separately from the descriptor transformation so far).
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