Abstract. We investigate the size of the distance set determined by two subsets of finite dimensional vector spaces over finite fields. A lower bound of the size is given explicitly in terms of cardinalities of the two subsets. As a result, we improve upon the results by Rainer Dietmann [3] . In the case that one of the subsets is a product set, we obtain further improvement on the estimate.
Introduction
Let E, F be finite subsets of R d . The distance set determined by E and F is defined by ∆(E, F ) = {|x − y| : x ∈ E, y ∈ F }, where | · | denotes the standard norm on R d . Several attentions have been paid to estimating the cardinality of distance set ∆(E, F ). In the case of E = F, Erdős [4] first addressed this problem and showed that |∆(E, E)| ≫ |E| 1 d where |E| denotes the number of elements in E. Here we use ≫ conventionally. Tha is to say, there exists a c > 0 such that ∆(E, E) > c|E| 1 d for all E. Taking the set E as a piece of the integer lattice, the Erdős distance conjecture says that for every ε > 0, there exists a c ε > 0 such that
In dimension two, the conjecture has recently been solved by Guth and Katz [5] , who proved that
However, the Erdős distance conjecture is still open for higher dimensions. See [12] , [16] , [17] , and the references contained therein for recent developments on the Erdős distance problem in higher dimensions.
As an analog of the Euclidean Erdős distance problem, Bourgain, Katz, and Tao [1] posed and studied the finite field version of the Erdős distance problem in two dimensions. The Erdős distance problem in the finite field setting has been recently studied by various researchers (see [2] , [6] , [10] , [11] , [18] , [19] , and [20] ). Let F be a d-dimensional vector space over the finite field F q with q elements. We shall always assume that the characteristic of F q is greater than two. In the finite field setting, given two sets E, F ⊂ F d q , the distance set is defined similarly by ∆(E, F ) = { x − y ∈ F q : x ∈ E, y ∈ F }, where · is defined by m = m Assuming that E ⊂ F 2 p with prime p ≡ 3(mod 4), the aforementioned authors [1] proved that if |E| ≤ p 2−ε for some ε > 0, then there exists a δ(ε) > 0 such that |∆(E, E)| ≫ |E| 1 2 +δ(ε) . However, the value δ(ε) was not given in an explicit form. Furthermore, this result can not be obtained for general finite fields, because one may take E = F p × F p for the prime field F p of F q .
For general fields F q , Iosevich and Rudnev [9] obtained results on lower bounds with explicit exponents for the size of distance sets for
In [15] , Shparlinski derived an explicit lower bound of the number of the distances between arbitrary two sets:
Dietmann [3] recently obtained a new lower bound for |∆(E, F )|. In fact, he proved that if E, F ⊂ F d q , |F | ≥ |E|, and |E||F | ≥ (900 + log q)q d , then
In order to obtain an estimate on an average of a product of two spherical sums, he made use of the pigeonhole principle, which is a main reason for presence of the log q factor in (1.2). One might make a naive speculation that explicit Fourier analysis instead of the pigeonhole principle could remove the log q factor.
Another point worth of noting is that both results of Shparlinski and Dietmann are nontrivial only if
Here notice that the condition (1.3) is optimal for even d. In fact, if d ≥ 2 is even and i 2 = −1 for some i ∈ F q , then setting E = F and
, it can be easily shown that |E||F | = q d and |∆(E, F )| = 1. On the other hand, absence of such an example for odd d leads us to speculate that (1.3) might be relaxed further.
There are three aims of present paper. The first two of them are responses to the previous speculations, which are consequences of main theorems in Section 3. First of all, we shall observe that Dietmann's result can be improved so that the log q factor can be eliminated in (1.2). In fact, in Corollary 3.6, we have : If |E||F | ≫ q d and |E| ≤ |F |, then we have
Secondly, we show that in certain cases, a condition milder than (1.3) assures nontriviality of distance sets. For example, in Theorem 3.3, we show that if d ≥ 3 is odd and 1 ≤ |E| < q
and, therefore,
Finally, we also show in Theorem 3.8 that if one of the two subsets of F q is a product set, then much stronger lower bound for the size of distance set is obtained.
For precise statements and more explanations, please refer to the theorems and remarks in Section 3
Discrete Fourier analysis
Iosevich and Rudnev [9] adapted the discrete Fourier analysis to measure the size of distance sets in the finite field setting. As a result, they developed a powerful machinery for deriving results on the Erdős distance problem. In this section, we review it and collect estimates on several quantities, namely the Fourier transform of spheres, counting function of points with a given distance, and spherical sums, which are involved in the lower bound for the distance set.
We begin with the definition of the Fourier transform. Given a function f : F d q → C, the Fourier transform of f is given by the form
Here, and throughout this paper, we denote by χ a fixed nontrivial additive character of F q . It can be easily checked that the results on the distance problems are independent of the choice of the character. Recall that the orthogonality relation of χ says that
.
The following Fourier inversion formula follows immediately from a direct application of the orthogonality relation of χ:
The discrete version of Plancherel's theorem says that:
From now on, by abuse of notations, we identify the symbol E for a subset E ⊂ F d q with the characteristic function χ E on E. Then the Plancherel theorem for E is interpreted as
Let us denote by G, K, S the Gauss sum, Kloosterman sum, and Salié sum, respectively. In other words, for a, b ∈ F * q , let us set
where η denotes the quadratic character of F * q := F q \ {0}. It is well known that they satisfy
For proofs of estimates on these exponential sums, see [13, p.193] and [8, pp.322-323] . For each t ∈ F q , we define a sphere with radius t as the set
The Fourier transform on S t is closely related to aforementioned exponential sums. It was proved in [7] 
-dimensional sphere and µ is a Borel measure. Refer to [9] for the details.
The three quantities S t , ν(t), and M(E) are closely related by the following lemma, (2.6), and (2.7).
Lemma 2.1.
Proof. This can be checked by applying the Fourier inversion formula to S t (x − y). For each t ∈ F q , we have
Then (2.3) follows from the definition of the Fourier transform.
Now in the following subsections we collect estimates and expressions for the quantities S t (m), ν(t), and M(E), which are necessary to prove main theorems in Section 3.
2.1. Fourier transform of S t . Clearly by definition we have
if d : even, t = 0, and m = 0 2q
for all t ∈ F q if d is odd, and for all
Proof. Observe that for any d ≥ 2, we have
unless d is even, t = 0, and m = 0. The statement (1) is an immediate consequence from (2.1) and (2.2).
, where R t (m) denotes the second term of the right-hand side in (2.2). It follows that for m, m
By the orthogonality relation for χ, the sums in the second and third terms in (2.5) vanish. Thus, (2.5) is equal to
Then the statement (2) follows from an observation that a change of variables, 1 4s → s, is a permutation on F * q .
Counting function ν(t).
We investigate some properties of ν(t). 
Proof. Squaring both sides of (2.3) and summing over t ∈ F q , we have
Since F * q = F q \ {0}, it follows from Proposition 2.2 that (2.8) is equal to
Since the last term in (2.9) is negative, applying the orthogonality relation for χ, we obtain that
where the last summation is over m, m ′ ∈ F d q with m = m ′ . This can be rewritten as (2.10)
Observe that
Then (2.6) follows from this inequality.
Note that (2.11) is still valid even when "r ∈ F q " and M(E) are replaced by "r ∈ F * q " and M * (E). Since F q = F * q ∪ {0}, the inequality (2.7) is easily derived from (2.10) and the variant of (2.11).
In the next few paragraphs, we collect a number of lemmas on ν(0), which are going to be utilized for the proof of Theorem 3.5. 
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, and
Proof. Since d ≥ 2 is even, it follows from (2.3) and (2.2) that
Notice that from (2.12) we obtain
From the Cauchy-Schwarz inequality and the Plancherel theorem, we have
and, therefore
This inequality implies that
The statement follows immediately from this observation. For the second statement, let us set
for convenience of calculations. Plugging (2.12) into ν 2 (0) = ν(0)ν(0) and expanding it, we see that
Since ν 2 (0) is a nonnegative integer and |M (E, F )| 2 ≥ 0, the equality above with
Note that the second factor is bounded by q −d |E| 1 2 |F | 1 2 using the Cauchy-Schwarz inequality and the Plancherel theorem. Using this estimate and the definition of M (E, F ), it is easy to see that
Putting all estimates above together gives that
A direct computation shows that if |E||F | ≥ 16q d , then R.H.S. of previous inequality is less than or equal to 4q
This completes the proof. 
Spherical sums M(E) and
For higher dimensions, we need:
Proof. For each r ∈ F q , the Plancherel theorem yields
Hence we obtain that (2.13)
From the definition of the Fourier transform, it follows that for each r ∈ F q ,
For odd d ≥ 3, we see from (2.4) and Proposition 2.2 (1) that
Combining with (2.13), this estimate yields the first statement.
Finally, similar arguments with the above give the same upper bound for M * (E).
When E is of a special form, namely a product set, we have a stronger bound.
Proof. We see from the definition of the Fourier transform that for m = (m,
where E(m) := q
Then, for each r ∈ F q , we can write
, we see that
where the last equality follows from the Plancherel theorem in dimension (d−1).
Distance sets: Main results
Now, we review standard distance formulas which were originally due to Iosevich and Rudnev [9] .
Basic inequalities the distance function enjoys are as follows.
, and (3.1)
Proof. Since |E||F | = t∈Fq ν(t) and |E||F | − ν(0) = t∈F * q ν(t), the CauchySchwarz inequality yields
and
Thus, (3.1) and (3.2) follow immediately from these observations. Remark 3.2. As we shall see, the inequality (3.1) is used to prove our distance results in odd dimensions. On the other hand, the inequality (3.2) is useful in even dimensional case. Iosevich and Rudnev [9] and Dietmann [3] made use of the formula (3.2) to derive distance results. Consequently, they obtained the nontrivial distance results in the case when |E||F | ≫ q d . In this paper we want to point out that if the dimension d ≥ 3 is odd, then the formula (3.1) enables us to yield nontrivial results whenever |E||F | ≫ q d−1 . In [3] , Dietmann obtained the result in (1.2) by estimating t∈F * q ν 2 (t). To the end, he applied the pigeonhole principle so that his result contains the log q factor. However, our main results below show that the log q factor can be removed.
Proof. Combining (3.1) with (2.6), we see that
Since d is odd, from Proposition 2.6, we have
After combining (3.3) with this estimate, a direct computation enables us to finish the proof of Theorem 3.3.
Remark 3.4. It is not hard to see that Theorem 3.3 is stronger than Diemann's result (1.2) for d ≥ 3 odd (see Corollary 3.6 below). In addition, notice that Theorem 3.3 improves Shparlinski's result (1.1) in the case when d ≥ 3 is odd and 1 ≤ |E| < q (d+1)/2 . One important point is that if |E||F | ≤ q d , then Shparlinski's result says nothing more than |∆(E, F )| ≥ 1. The same thing can be said for Dietmann's result, because his result depends on a strong assumption that |E||F | ≥ (900 + log q)q d . In contrast, Theorem 3.3 gives a meaningful information about |∆(E, F )| whenever d ≥ 3 is odd and 8q
Now, we state and prove our main theorem for even dimensions, which improves Dietmann's result (1.2) (see also Corollary 3.6 below). 
Furthermore, if d = 2 and −1 ∈ F * q 2 , then
Proof. Note that (2.7) can be rewritten as
Applying this inequality with ones in Proposition 2.4 to (3.2), we obtain that
Now, observe that Proposition 2.6 implies
By this inequality and (3.1) in Lemma 3.1, we see that
Thus, the proof is complete.
Putting Theorem 3.3, 3.5 together, we show: Remark 3.7. In dimension two, the second part of Theorem 3.5 enables us to improve the first part of Theorem 3.5 in the case when q ≤ |E| ≤ q 2 . As mentioned above, if d ≥ 3 is odd, then |∆(E, F )| > 1 whenever 8q d−1 < |E||F | ≤ q d . However, this is not true any more in even dimensions as observed in the example (1.4) . For this reason, we need the assumption that |E||F | ≥ 16q d in Theorem 3.5. The last part of Theorem 3.5 says that if we assume that d = 2 and −1 ∈ F q is not a square, then we can drop the assumption in the second part of Theorem 3.5 that |E||F | ≥ 16q
2 . In this case, we have nontrivial distance results whenever |E| The following result can be obtained by finding a good upper bound of M(E) for any product set E in F 
