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a b s t r a c t
Let γ (n) be the number of C∞-words of length n. Say that a C∞-word w is left doubly
extendable (LDE) if both 1w and 2w are C∞. We show that for any positive real number
φ and positive integer N such that the proportion of 2’s is greater than 12 − φ in each LDE
word of length exceeding N , there are positive constants c1 and c2 such that
c1n
log 3
log((3/2)+φ+(2/N)) < γ (n) < c2n
log 3
log((3/2)−φ)
for all positive integers n. With the best value known for φ, and large N , this gives
c1n2.7087 < γ (n) < c2n2.7102.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Definitions.We consider finite and infinite words over the alphabetΣ = {1, 2}. LetΣ∗ denote the free monoid overΣ , with
ε as the empty word (the identity element of the monoid). Then the members ofΣ∗ are the finite words overΣ .
Ifw = w1w2 · · ·wn, withwi ∈ Σ for i = 1, 2, . . . , n, then the length of the wordw is n, denoted by |w|. For i = 1, 2, let
|w|i be the number of times that i occurs in w. Thus |w| = |w|1 + |w|2. The complement of w = w1w2 · · ·wn ∈ Σ∗ is the
word w¯ = w¯1w¯2 · · · w¯n, where 1¯ = 2 and 2¯ = 1.
For wordsw, x, u, y overΣ such thatw = xuy, we say u is a factor (or subword) ofw, andw is an extension of u.
Say that a nonempty word over Σ is pure if it consists of repetitions of a single member of Σ . It is not difficult to see
that any nonempty (finite or infinite) word w over Σ has an essentially unique representation as a product of pure words
ui where no two adjacent factors ui and ui+1 are repetitions of the same member ofΣ . We refer to each ui as a run or block
ofw.



























of 1’s and 2’s that starts with 1 and has the property that the length of the jth run of K is given by the jth symbol. The
sequence K has received much attention [1,2,4–7,10–14,16]. In particular, study in [5,6,11] of the finite subwords of K led
to the idea of a C∞-word, which we now define.
Say that a wordw ∈ Σ∗ in which neither 111 or 222 occurs is differentiable, and its derivative, denoted by D(w) orw′, is
the word whose jth symbol equals the length of the jth run ofw, discarding the first and/or the last run if it has length one.
For example, D(121122) = 122 and D2(121122) = 2.
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Let C0(Σ) = Σ∗. For each positive integerm, let Cm(Σ) denote the set of all differentiable wordsw such that D(w) is in
Cm−1(Σ). Thus Cm(Σ) is the set of all words that arem times differentiable.
If awordw is arbitrarily often differentiable, then following [6],w is said to be a C∞-word. The set of C∞-words is denoted
by C∞(Σ). For each nonnegative integer n, γ (n) is the number of C∞-words of length n.
The height of a C∞-wordw is the smallest integer k such thatDk(w) = ε.Wewrite ht(w) for the height ofw. For example,
the C∞-wordw = 121122 satisfies D2(w) 6= ε and D3(w) = ε, so ht(w) = 3.
F.M. Dekking noted in [6] that each finite factor of K is a C∞-word. It is not known whether every C∞-word occurs as a
factor of K ; this question is of considerable interest [5,6,11]. Properties of C∞-words have also been explored in [3,8,9,15,17].
Dekking showed in [6] that there is a positive constant c such that cn2.15 ≤ γ (n) ≤ n7.2 for all positive integers n.
Definitions. As in [17], we say a C∞-word S is left doubly extendable (LDE) if both 1S and 2S are C∞, and a C∞-word S is fully
extendable (FE) if 1S1, 1S2, 2S1, and 2S2 all are C∞-words. For each nonnegative integer n, let LDn denote the set of LDE
words of length n. For each nonnegative integer k, let A(k) be the minimum length and B(k) the maximum length of an FE
word of height k.
Weakley proved in [17] that there are positive constants C1 and C2 such that for each n satisfying B(k − 1) + 1 ≤ n ≤
A(k)+ 1 for some k, C1np ≤ γ (n) ≤ C2np, where p = log 3/ log(3/2) ≈ 2.7095. (Dekking conjectured [6] that the number
βy(n) of distinct subwords of length n of the Kolakoski sequence K grows like np.) Unfortunately, it is not known whether
B(k−1) ≤ A(k)holds for infinitelymany values of k, althoughmachine calculation reported in [17] shows that this inequality
is true for k ≤ 17.
Our objective in this paper is to find better bounds for γ . We prove (Theorem 3) that a lower bound on |u|2/|u| for
sufficiently long LDE words u implies upper and lower bounds for γ . We use this first to get bounds (Corollary 5) that do not
depend on machine computation. Finally, we adapt the machine-dependent work of V. Chvátal [4] on the density of 1’s and
2’s in singly infinite sequences satisfying differentiability constraints to get our best bounds (Corollary 8) for γ .
2. The main theorem
The following useful lemma is [17, Proposition 2] and is easily proved by induction on length.
Lemma 1. Any subword of a C∞-word is also C∞. Each C∞-word has left and right C∞ extensions of arbitrary length.
We will denote the cardinal number of a set A by |A|.
We define the first difference of γ by γ ′(n) = γ (n + 1) − γ (n). By Lemma 1, if S is a C∞-word then at least one of 1S
and 2S is C∞. The definition of LDE word then implies that γ ′(n) = |LDn| for each nonnegative integer n. Since γ ′(0) = 1,
γ (n) = γ (0)+
n−1∑
i=0






|LDi| for n ≥ 2. (1)
For any positive integer i, let P i(ε) denote the set of LDE words of height i.
The next lemma is proved by Shen and Huang in [15, Proposition 3.2].
Lemma 2. For each positive integer i, |P i(ε)| = 4 · 3i−1.
Theorem 3. Let φ be a positive real number and N a positive integer such that for all LDE words u with |u| > N we have
|u|2/|u| > (1/2)− φ. Then there are positive constants c1, c2 such that for all positive integers n,
c1n
log 3
log((3/2)+φ+(2/N)) < γ (n) < c2n
log 3
log((3/2)−φ) .
Proof. Since there are only finitely many C∞-words whose length does not exceed N , we may choose a positive integer N1
such that any LDE wordw with |w| > N1 has |D(w)| > N . Since |z| ≥ |D(z)| + |D(z)|2 for any C∞-word z, we have
|w| > ((3/2)− φ) |D(w)| ifw is an LDE word with |w| > N1. (2)
Let m0 be the least positive integer such that each w ∈ Pm0(ε) has |w| > N1. For each n > N1, let m = m(n) be the least
integer satisfying
N1 · ((3/2)− φ)m−m0 > n. (3)
Thenm > log(n/N1)/ log((3/2)− φ)+m0 = log(n)/ log((3/2)− φ)+ A for a constant A, and the definition ofm implies
m ≤ (log n/ log((3/2)− φ))+ A+ 1. (4)
Next we show ∪n−1i=1 LDi ⊆ ∪mj=1P j(ε). Suppose w is a nonempty LDE word and w 6∈ ∪mj=1P j(ε). Then w ∈ P j(ε) for some
j > m. Set z = Dj−m(w). Then z ∈ Pm(ε), so by (2), |z| > ((3/2) − φ)m−m0 |Dm−m0(z)| with Dm−m0(z) ∈ Pm0(ε). By the
definition ofm0, |Dm−m0(z)| > N1, giving |z| > ((3/2)− φ)m−m0 · N1, and then (3) implies |z| > n. Since z = Dj−m(w), we
have |w| > |z| > n, sow 6∈ ∪n−1i=1 LDi.
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Table 1
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
d(n) 0 1 1 2 3 4 4 5 6 7 7 8 9 9 10
Then (1) and Lemma 2 imply









4 · 3h−1 = 2 · 3m. (5)
As there are only finitely many C∞-wordsw with |w| ≤ N1, combining (4) and (5) gives the desired upper bound for γ .
The proof of the lower bound is similar. With N1 as before, assume that |w| > N1, and thus |D(w)| > N . Let s denote
(3/2)+φ+(2/N). Since the complement of any C∞-word is a C∞-word of the same length, the theorem hypothesis implies
that |D(w)|1/|D(w)| > (1/2) − φ, so |D(w)|2/|D(w)| < (1/2) + φ. As |z| ≤ |D(z)| + |D(z)|2 + 2 for any C∞-word z, we
may conclude
|w| < s · |D(w)| ifw is an LDE word with |w| > N1. (6)
For each n > N1, let k = k(n) be the greatest integer satisfying
N1 · sk−1 < n. (7)
Then k− 1 < log(n/N1)/ log s so with B = − logN1/ log s, we have
k ≥ (log n/ log s)+ B. (8)
Then for any LDE word w with |w| ≥ n, it follows from (6) that |Dk(w)| > n/sk > N1/s > 0. This implies ∪kh=1Ph(ε) ⊆
∪n−1i=1 LDi, and






|Ph(ε)| = 2 · 3k. (9)
Since there are only finitely many C∞-words w with |w| ≤ N1, combining (8) and (9) gives the desired lower bound for
γ . 
Remark 1. M. Keane has asked [10, page 50] whether the frequency of 1 (and thus also of 2) in the Kolakoski sequence is
1/2. Despite considerable efforts (see [4,16]) this question remains open. As mentioned in the introduction, it has also been
asked whether every C∞-word is a subword of the Kolakoski sequence. Affirmative answers to this and Keane’s question
would be evidence that values of φ arbitrarily close to zero could be used in Theorem 3. This would support the idea that
γ (n) ≈ cnp with p = log 3/ log(3/2).
3. Density and specific bounds
We first give bounds on γ that do not rely on machine computation. These bounds require Lemma 4, proved below.
Definitions. Let d(n) = max{|D(u)| : u ∈ C∞(Σ) and |u| = n} for each positive integer n.
For α ∈ {1, 2}, the word ααα¯α¯ is a double two-block.
By hand or machine computation, we get the values of d(n) for n ≤ 15 shown in Table 1.
Lemma 4. Ifw ∈ C∞(Σ) then |D(w)| ≤ 0.7|w|.
Proof. We first prove the following two claims.
Claim 1. |D(w)| ≤ 0.7|w| forw ∈ C∞(Σ) and |w| ≤ 15.
From Table 1, we see that d(|w|)/|w| ≤ 0.7 for allw ∈ C∞(Σ)with |w| ≤ 15, which implies Claim 1.
Claim 2. Every C∞- word of length 16 must contain a double two-block. Thus if b is a double two-block, |u| = 13, and
bu ∈ C∞(Σ), then u contains a double two-block.
Hand or machine computation shows that there are 142 C∞-words of length 16 and each contains a double two-block,
which establishes the first sentence of Claim 2.
For the second sentence, suppose b = ααα¯α¯ with α ∈ {1, 2}, u = u1 . . . u13, and bu ∈ C∞(Σ). Then αα¯α¯u has length
16 and is a C∞-word by Lemma 1, so must contain a double two-block, say c. Since bu ∈ C∞(Σ), c cannot end with ui for
i ≤ 3, so c is a factor of u as desired. This establishes Claim 2.
To prove the lemma, letw be a C∞-word with |w| > 15. It is easily checked that sincew is C∞, any two factors ofw that
are double two-blocks cannot overlap. Thus we may write
w = u1α1α1α1α1u2α2α2α2α2u3 . . . uk−1αk−1αk−1αk−1αk−1uk
= (u1α1α1)(α1α1u2α2α2)(α2α2u3α3α3) . . . (αk−2αk−2uk−1αk−1αk−1)(αk−1αk−1uk),
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where each ui has no double two-block as a factor and αi ∈ {1, 2} for each i. From the second part of Claim 2, we see
|u1| ≤ 12, and similarly |uk| ≤ 12. For each i, 1 < i < k, if |ui| > 9 then applying an argument similar to that of Claim
2 to αi−1αi−1αi−1uiαiαiαi shows that ui has a subword that is a double two-block, a contradiction. Therefore |ui| ≤ 9 for
1 < i < k.
Then using the definition of derivative gives
D(w) = D(u1α1α1)D(α1α1u2α2α2)D(α2α2u3α3α3) . . .
D(αk−2αk−2uk−1αk−1αk−1)D(αk−1αk−1uk),
which means
|D(w)| = |D(u1α1α1)| + |D(α1α1u2α2α2)| + |D(α2α2u3α3α3)| + · · ·
+ |D(αk−2αk−2uk−1αk−1αk−1)| + |D(αk−1αk−1uk)|.
Then Claim 1 gives the desired result. 
Remark 2. Since w = ααα¯αα¯α¯αα¯αα ∈ C∞(Σ) and |D(w)| = 0.7|w|, one sees that β = 0.7 is the best coefficient such
that |D(w)| ≤ β|w| for any C∞-wordw.
Corollary 5. There are positive constants c1, c2 such that for all positive integers n,
c1n2.4235 < γ (n) < c2n3.0867.
Proof. Let w be any C∞-word and let v be a C∞-word such that D(v) = w. From Lemma 4, we get |w| ≤ 0.7|v| for each
C∞-word v. Combining this with |v| ≤ |w| + |w|2 + 2 gives |w|2/|w| ≥ (3/7) − (2/|w|). Then for |w| > 2000 we have
|w|2/|w| ≥ 0.4275. By Lemma 1, every LDE word is C∞, so we may take φ = 0.0725 and N = 2000 in Theorem 3 to get the
stated bounds. 
We now adapt the work of Chvátal [4] on the density of 1’s and 2’s in singly infinite sequences satisfying some
differentiability conditions, applying his approach to finite words.
Let d be a positive integer and letw ∈ Cd−1(Σ). We construct the d-array forw as follows.Writew = a1 . . . an as the first
row. The second row of the array is D(w), written with each term directly below the rightmost term in the corresponding
block of w. (Thus each 2 in D(w) is preceded by a blank.) We write D2(w) below D(w) in a similar way, and continue,
eventually obtaining an array with Di−1(w) in the ith row, for 1 ≤ i ≤ d. (There may be some blank rows at the bottom of
the array.) For example, starting with d = 4 andw = a1 . . . a25 = 2122112112212211212212112 in C3(Σ) gives the array
below.
2 1 2 2 1 1 2 1 1 2 2 1 2 2 1 1 2 1 2 2 1 2 1 1 2
1 2 2 1 2 2 1 2 2 1 1 2 1 1 2
2 1 2 1 2 2 1 2
1 1 1 2 1
Our interest is in the columns that have no blanks, which are called d-special in [4]. It is easily seen that if columns k and
j of the array are consecutive d-special columns (that is, they are d-special with k < j and no d-special column is between
them) then the jth column determines the top d − 1 terms of the kth column and also all of ak+1ak+2 . . . aj; similarly, the
kth column together with the bottom term of the jth column determines the rest of the jth column, and therefore all of
ak+1ak+2 . . . aj.
These relationships are well described by a directed graph Gd whose vertices are the words inΣ∗ of length d. For vertices
x, y of Gd, there is a directed edge in Gd from x to y if and only if x and y are consecutive d-special columns in the d-array for
some w ∈ Cd−1(Σ). The label of this edge is the sequence ak+1ak+2 . . . aj. (So the example above shows that in G4 there is
an edge from 1111 to 1122, with label 221121.) It follows that Gd is a directed graph with 2d vertices, each having in-degree
2 and out-degree 2. (In G1, two of the edges are loops; for d > 1, Gd is loopless.)
We need the following facts about d-arrays and the graph Gd.
Lemma 6. (a) Let d be a positive integer and letw ∈ Cd−1(Σ). In the d-array forw, the kth digit from the left in row i is no later
than column (k+ 1)2i−1 − 1, and the kth digit from the right in row i is no earlier than column |w| + 1− 2i−1k.
(b) For each positive integer d, no edge label in Gd has length exceeding 2d−1.
Proof. We prove each part of (a) by induction on the row number. The first assertion is correct for row 1; assume that it is
true for row i and all k. For each k ≥ 1, the kth digit of row i + 1 can be no later than the (2k + 1)st digit of row i, which
by induction is no later than column ([2k + 1] + 1)2i−1 − 1 = (k + 1)2i − 1 as needed. The second assertion of (a) is
also correct for row 1; assume it is true for row i and all k. For k ≥ 1, the kth digit from the right in row i + 1 can be no
further left than the digit of row i that is (2k)th from the right. By induction, that digit of row i is no further left than column
|w| + 1− 2i−1(2k) = |w| + 1− 2ik as needed.
Our proof of (b) is by induction on d. Each edge label in G1 has length 1, so the assertion is true for d = 1. It is shown in
[4] that for d > 1, each edge label in Gd is either an edge label from Gd−1, or is the concatenation of two edge labels from
Gd−1, so by induction we are done. 
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Definitions. Let theweight of a directed cycle in Gd be the total number of digits in the labels on its edges, and let the content
of the directed cycle be the total number of 1’s in the labels on its edges. Let ud denote the largest ratio of content to weight
among all directed cycles in Gd.
Proposition 7. Let d be a positive integer. For each δ > 0, there is a positive integer Nδ such that for each w ∈ Cd−1(Σ) with
|w| > Nδ we have |w|1/|w| < ud + δ and |w|2/|w| < ud + δ.
Proof. Since the complement of any word in Cd−1(Σ) is also in Cd−1(Σ), it suffices to prove that |w|1/|w| < ud + δ for
sufficiently longw in Cd−1(Σ).
Let w = a1a2 . . . an ∈ Cd−1(Σ). Let l be the index of the leftmost d-special column and r the index of the rightmost
d-special column in the d-array for w. Let y = al+1 . . . ar . Then y is the concatenation of labels on a directed walk B, say of
lengthm, in the directed graph Gd. Define a function f : {1, . . . ,m} → V (Gd) by letting f (i) be the ith step in the walk B, for
each i.
Note that if for some i, k > 0 we have f (i) = f (i+ k), then the part of B from step i to step i+ k consists of one or more
directed cycles in Gd. By the definition of ud, each of these cycles corresponds to a subword of y whose proportion of 1’s is
at most ud. We investigate how much of the walk B is in directed cycles.
Set i0 = k0 = 0 and carry the following inductive process as far as possible. Assuming ij and kj have been defined, let ij+1
be the least integer exceeding ij+ kj and kj the greatest positive integer such that f (ij+1) = f (ij+1+ kj+1). The process stops
when we reach hwith no vertex of Gd visited more than once after step ih + kh of the walk B.
For j = 1, . . . , h let Bj be the subwalk from ij to ij + kj of B. The way in which the ij’s and kj’s were chosen implies the
vertices that are not in the subwalks Bj are all distinct, so there are at most |V (Gd)| = 2d of them. By Lemma 6(b), each edge
label in Gd has length at most 2d−1, so the parts of y that do not come from the subwalks Bj have combined lengths at most
2d2d−1.
By Lemma 6(a), the initial and final subwords of w that were removed to give y have lengths at most 2d − 2 and
|w| − (|w| + 1 − 2d−1) = 2d−1 − 1. Thus |w| − |y| < 2d + 2d−1. As each label of the edges in the subwalks Bj has
length at least one,
|w|1/|w| < [2d + 2d−1 + 22d−1]1+ [|w| − (2d + 2d−1 + 22d−1)]ud.
Then for any δ > 0, it follows that for sufficiently large Nδ , we have |w|1/|w| < ud + δ when w ∈ Cd−1(Σ) and
|w| > Nδ . 
Corollary 8. There are positive constants c1, c2 such that for all positive integers n, c1n2.7087 < γ (n) < c2n2.7102.
Proof. Chvátal [4] states that computation shows u22 = 616904/1231743 ≈ 0.500838. With δ = 0.00001, Proposition 7
implies there is an integerNδ such that |w|1/|w| < 0.500848 forw ∈ C21(Σ)with |w| > Nδ , and then |w|2/|w| > (1/2)−φ
with φ = 0.000152. By Lemma 1, every LDE word is in C21(Σ), so we may take this value for φ and N = max{Nδ, 200000}
in Theorem 3 to get the desired bounds. 
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