We develop a 1+1-dimensional model of a semiconductor, which exhibits an analog of the nonperturbative electron-positron pair creation from the quantum vacuum via time-dependent external electric fields (Sauter-Schwinger effect). In the one-particle picture of the relativistic Dirac theory, pair production from the Dirac vacuum can be understood as the excitation of a Dirac sea electron into the upper energy continuum. The analog effect in the semiconductor model is the excitation of electrons from the valence band into the conduction band (electron-hole pair creation). We show that the underlying equations describing the excitation processes in both systems are in some cases formally equivalent. The critical electric field strength for the Sauter-Schwinger effect is much smaller in typical semiconductors than in Dirac theory due to the different physical scales. This fact makes analog systems like the semiconductor model promising candidates for the observation of the Sauter-Schwinger effect in the laboratory.
I. INTRODUCTION
In quantum electrodynamics, the vacuum is unstable under the influence of strong electric fields. In the singleparticle picture, Dirac sea electrons may tunnel through the energy gap of Dirac equation's dispersion relation, which has a magnitude of twice the electron rest energy 2mc 2 ≈ 1 MeV with the electron rest mass m and the vacuum speed of light c [1, 2] . This electron-hole pair creation mechanism (Dirac sea holes being positrons) depends nonperturbatively on the electric field strength E and is known as the Sauter-Schwinger effect [3] [4] [5] [6] . The leading order term of the pair creation probability is proportional to exp(−πE S /E) with the Schwinger critical field strength
where is the reduced Planck constant and q the absolute electron charge. The exponential factor exp(−πE S /E) manifests the nonperturbative nature of this effect. For field strengths E far below the Schwinger limit E S , the pair creation probability is thus exponentially suppressed. From an experimental point of view, the largeness of E S makes it difficult to produce electric fields which are strong enough to induce measurable pair creation rates under laboratory conditions with present-day technology. Hence, it is very challenging to confirm the Sauter-Schwinger effect experimentally. One way to approach the experimental verification and a better understanding of the Sauter-Schwinger mechanism is to look for analogs of this effect in other areas of physics than quantum electrodynamics. Those analog systems do not exhibit electron-positron pair creation * malte.linder@uni-due.de † ralf.schuetzhold@uni-due.de as such, but the externally applied electric field E may rather excite pairs of quasiparticles instead. Analogs of the Sauter-Schwinger effect are known to occur for example in condensed matter physics and in systems of atoms in optical lattices, see e.g. [7] [8] [9] [10] and references therein. The crucial advantage of these analog systems is that the fundamental scales are different from those in quantum electrodynamics and tunable to some extent, so that the threshold to produce measurable pair creation rates can be significantly lowered.
In this work, we show that a semiconductor within an external electric field is a useful candidate for an analog model to simulate the Sauter-Schwinger effect. The particle-antiparticle pairs that may be excited in a semiconductor -the analog of electron-positron pairs in Dirac theory -are electrons in the conduction band of the semiconductor together with the remaining holes in the otherwise completely filled valence band (electron-hole pairs). We show that the underlying quantum theoretical equations governing the exaltation of valence band electrons into the conduction band are in some cases formally equivalent to the Dirac equation with modified physical scales. Hence, in these cases, a semiconductor may be used to realize a quantitative analog of the SauterSchwinger effect within electric fields of arbitrary timedependence. Analog systems like this, which are experimentally accessible and have lower pair creation thresholds than the Schwinger critical field E S , may also be used to study the influence of temporal and/or spatial variations of the electric field strength on the pair creation probability. For example, we know from analytic and numerical studies that the pair creation rate can be raised significantly by adding time-dependent components (pulses, waves, etc.) to a static electric background field ("dynamically assisted Sauter-Schwinger effect", see e.g. [11] [12] [13] [14] [15] of the theoretical framework and the approximations applied in the analytic studies -and thus increase our understanding of nonperturbative phenomena in quantum field theory like the Sauter-Schwinger effect.
In the following, we use natural units with c = = 1.
II. ANALOGY BETWEEN DIRAC THEORY AND ELECTRONS IN A SEMICONDUCTOR
Let us start by deriving the analogy between electronpositron pair creation in Dirac's theory of the electron and the excitation of electron-hole pairs in a semiconductor. We restrict ourselves to one spatial dimension here and use the spacetime coordinates t and x.
The dispersion relation (energy E as a function of the wave vector k) of free Dirac electrons consists of two distinct continua E ± (k) which are the two square roots of the relativistic energy-momentum relation,
In the ground state of the corresponding many-electron theory (Dirac vacuum) , all electron states in the lower "energy band" E − (k) are occupied by electrons (Dirac sea) while the upper band E + (k) is completely empty. Now we "switch on" an external electric field E(t) with an arbitrary time-dependence and let it act on the Dirac vacuum. In temporal gauge, this electric field is given by the time derivative of the (one-dimensional) vector part of the electromagnetic potential A(t), which can be chosen to depend on time only. The scalar part of the potential vanishes according to that gauge, so it is
This electric field is included into the free Dirac equation by substituting the spatial derivative ∂ x with the covariant derivative (minimal coupling), i.e.,
The incorporation of the electric field E(t) breaks the time invariance of the free Dirac equation and thus the conservation of electron energy. The wave vector k is, however, still a conserved quantity. The lack of energy conservation leads to the conclusion that a Dirac sea electron may be exalted from the lower energy branch E − (k) into the upper branch E + (k) by the external electric field E(t). In the special case of a static electric field, this nonperturbative pair creation process is the SauterSchwinger effect, see Fig. 1 . In a semiconductor under typical laboratory conditions, the movable (nearly free) crystal electrons are governed by nonrelativistic physics. However, the dispersion relation of these electrons consists of many different branches due to the periodic potential of the crystal lattice, i.e., there is a large number of dispersion relation curves E n (k) where n = 1, 2, . . . is the band index. We assume ordered bands here, so it is E 1 (k) < E 2 (k) < . . . for each k. In a periodic potential with the lattice constant a, the conserved (quasi) wave vector k can always be chosen to be in the first Brillouin zone of the reciprocal lattice from −π/a to π/a. If the semiconductor is in its ground state (at low temperatures), all electronic states in a certain number of the lowest bands will be occupied. All bands above these filled bands will be completely empty. The highest filled band is called the valence band, the lowest empty band is the conduction band. This "electron reservoir" in the lower bands of a semiconductor resembles the Dirac sea in the Dirac vacuum state. Now we apply a time-dependent external electric field E(t) to the semiconductor using the same gauge (3) and minimal coupling (4) as before. The crystal momentum k of the electrons is still conserved, but electrons may be excited into higher energy bands. If this happens in a nonperturbative way, this is the analog of the Sauter-Schwinger effect in a semiconductor, see Fig. 2 . There is, however, a qualitative difference between electron excitation in a semiconductor and in Dirac theory: The band structure in a semiconductor consists of many bands, but there are only two "bands" in Dirac theory. A Dirac sea electron with the energy E − (k) can only be exalted to the energy E + (k) whereas a semiconductor electron has more energetic options, cf. Fig. 2 . Never-
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Typical band structure of nearly free electrons in a semiconductor plotted over the first Brillouin zone (reduced zone scheme). In this example, the lowest band E1(k) is the valence band which is completely filled in the ground state. The external electric field E(t) may excite valence band electrons into higher bands. The two-band model restricts this band structure to the valence band and the conduction band, i.e., E1(k) and E2(k) in this example.
theless, starting in the semiconductor ground state, the probability for a valence band electron to be excited into the conduction band is higher since the energy gap to overcome is smaller than for possible transitions between other bands. For sufficiently weak electric fields E(t), we can thus apply an effective low-energy theory which states that only valence band electrons can be excited into the conduction band. Lower bands than the valence band (if any) will always remain filled according to this approximation, and the bands above the conduction band will stay empty. This two-band semiconductor model is very similar to Dirac theory: Both systems incorporate two electron bands. The lower band is completely filled in the ground state of both systems. Electrons may be exalted into the upper band by the electric field E(t), leaving a hole in the lower band. The analogies between both systems are summarized in Table I .
In the following, we will show that these analogies are not merely of qualitative nature. Instead, the underlying physical equations governing the excitation processes in both systems resemble each other closely and are even equivalent in certain cases (up to a rescaling of the physical constants). Table I . Qualitative analogies between Dirac theory and the two-band semiconductor model.
III. DEVELOPMENT OF THE TWO-BAND SEMICONDUCTOR MODEL
The nearly free electrons in a semiconductor can be described by nonrelativistic physical laws for the external electric field strengths E(t) considered here, so the Schrödinger equation
with the Hamiltonian
is appropriate to describe these electrons (we will stick to the one-electron picture here). The Hamiltonian incorporates the electric field via the minimal coupling (4) and the lattice-periodic (effective) crystal potential V (x) = V (x + a). This Hamiltonian can be written asĤ(t, x) = H 0 (x)+Ĥ 1 (t), i.e., the sum of the time-independent ("unperturbed") Hamiltonian
and the time-dependent ("perturbation") Hamiltonian
A. Solution of the time-independent problem i∂tψ0 =Ĥ0ψ0
In order to solve the full Schrödinger equation (5) of the time-dependent problem, let us treat the influence of the external electric field encoded inĤ 1 (t) as a perturbation of the time-independent problem described by the HamiltonianĤ 0 (x). Hence, we consider the unperturbed Schrödinger equation
at first. Since V (x) is lattice periodic, we may apply Bloch's theorem (see e.g. [16] ) which states that every solution ψ 0 (t, x) of Eq. (9) can be written as a superposition of Bloch waves (together with the corresponding temporal oscillations). These Bloch waves f n (k, x) are the solutions of the time-independent version (eigenvalue problem) of the Schrödinger equation (9)
Each Bloch wave can be assigned a unique crystal momentum k in the first Brillouin zone of the lattice, i.e., k ∈ (−π/a, π/a]. We assume an infinitely large crystal, so k is a continuous quantity. Regarding the band index n, all Bloch waves are sorted according to their energy eigenvalues E n (k) so that E 1 (k) < E 2 (k) < . . . for each k. The Bloch waves are chosen orthogonally with respect to each other and normalized in the sense that
According to Bloch's theorem, these Bloch waves form a complete basis for all solutions of the unperturbed Schrödinger equation (9), so every solution ψ 0 (t, x) is given by
with the time-independent coefficients α n (k).
B. Solution ansatz for the full problem i∂tψ =Ĥψ
If we include the external electric field E(t), i.e., consider the full Schrödinger equation (5) with the timedependent HamiltonianĤ(t, x), the electron energy is no longer conserved. However, the perturbation HamiltonianĤ 1 (t) does not break the lattice symmetry of the unperturbed HamiltonianĤ 0 (x), so the crystal momentum k is still conserved. At each instant of time t, we can express the spatial dependence of every wave function solution ψ(t, x) of the full problem as a superposition of Bloch waves. Due to the time-dependence of the Hamiltonian, the expansion coefficients will generally vary with time in a more complicated way than the complex oscillations in Eq. (12) . Hence, a general ansatz for the solution of the full Schrödinger equation (5) is
with the time-dependent expansion coefficients α n (k, t).
C. Two-band model (low-energy effective theory)
The solution ansatz (13) is generally applicable, i.e., it yields ordinary differential equations for the timedependent coefficients α n (k, t) which are equivalent to the full Schrödinger equation (5) . To implement the twoband approximation in our theory, we restrict the sum over all energy bands in the ansatz (13) to those contributions from the valence band and the conduction band. That is, we insert
into the Schrödinger equation (5), the indices v and c denoting valence and conduction band quantities, respectively. The resulting equation is projected on the Bloch waves f v (k, x) and f c (k, x) using the orthogonality relation (11) . During this calculation, the general equation
is used where the matrix elements M nñ (k) depend on the Bloch waves and thus on the concrete form of the crystal potential (see App. A for a derivation of this formula and a Fourier space expression for the matrix elements). The diagonal elements M nn (k) are the momentum operator expectation values for the Bloch state f n (k, x) and take the simple form
which formally states that momentum equals mass times group velocity (see e.g. [17] ). By means of these general relations, we arrive at the evolution equations
with the matrix [18]
and the single off-diagonal Bloch wave momentum matrix element
occurring in the two-band model. These equations have to be satisfied independently for each crystal momentum k in the first Brillouin zone. The evolution equations (17) describe the electron excitation process from the valence band into the conduction band due to the external field E(t). The calculation of the excitation probability (and thus the electron-hole pair creation probability) basically works as follows: At early times, before the electric field is switched on, the semiconductor is in the ground state and we consider one of the valence bands electrons, i.e., the coefficient α c (k, t → −∞) vanishes (initial condition). Then, the field is switch on, so A(t) varies with time. At late times, the field is switched off again, and we calculate how much electron probability density has "leaked" into the coefficient α c (k, t → +∞). This amount of probability is the pair production probability for the considered electron.
D. Bogoliubov transformation of the evolution equations
In order to compare the evolution equations (17) to their counterparts in Dirac theory, it is convenient to transform these equations first to simplify their form. We start by calculating the instantaneous eigensystem of the matrix M(k, t). The two eigenvalues Ω ± (k, t) are always real and can be chosen so that Ω + (k, t) > Ω − (k, t) for all times. Intuitively speaking, Ω + describes the larger instant energy eigenvalue (conduction band component) while Ω − represents the valence band. The corresponding orthonormal eigenvectors v ± (k, t) fulfill the equations
and
(21) The complex phases of these eigenvectors can be chosen in a way that
.
(22) We set the the Bloch wave coefficients in the evolution equations (17) to
i.e., we transform to new coefficients β + (k, t) and β − (k, t) which represent the two instantaneous electron energy eigenvalues in the two-band semiconductor model. To calculate the evolution equations of these new coefficients, we insert the transformation (23) into Eq. (17) and project the result on the orthonormal eigenvectors v ± (k, t). The transformed evolution equations read
with
Equation (25) is a suitable form of the two-band semiconductor model to compare it with Dirac theory.
IV. COMPARISON WITH THE DIRAC EQUATION
We now want to compare the electron evolution equations (25) of the two-band semiconductor model with the 1+1-dimensional Dirac equation for an electron within the external electric field E(t). To this end, we transform the Dirac equation into the same form as Eq. (25).
In 1+1 spacetime dimensions, the Dirac spinor ψ has two scalar components ψ + and ψ − ,
We start with the representation 
The external electric field E(t) = dA(t)/dt has already been included in the Dirac equation (28) via the minimal coupling (4) again. Since this form of the Dirac equation does not depend on x, there is a conserved canonical wave vector k. Each spinor solution ψ can be decomposed into k-modes, which evolve independently of each other, so we may concentrate on these single modes of the form
Inserting this separation ansatz into the Dirac equation (28) yields
with the matrix
These are the evolution equations for the time-dependent part of a k-mode ψ k (t, x) in Dirac theory. The canonical wave vector k is an arbitrary real parameter while it is restricted to the first Brillouin zone in the context of the semiconductor model (quasi wave vector). This form of the Dirac equation is equivalent to the evolution equations (17) of the two-band semiconductor model but with a different matrix M(k, t) instead of M(k, t), see Eq. (18) . Hence, the difference between both theories is encoded in these matrices.
A. Bogoliubov transformation
The following transformation of the Dirac equation (31) is done in the same way as in the semiconductor case in Subsection III D. The matrix M(k, t) has the instantaneous eigenvalues ± Ω(k, t) with
There is one positive instantaneous energy eigenvalue, which corresponds to the upper energy continuum in Dirac theory, and one negative eigenvalue for the lower continuum (Dirac sea electrons). The associated orthonormal eigenvectors u ± (k, t) obey the same formal equations (20) and (21) as in the semiconductor case.
For the analog of Ξ(k, t), we get
in Dirac theory. The ansatz for the Bogoliubov transformation of the evolution equations (31) is
with the phase functioñ
Inserting this ansatz into the Dirac equation (31) leads to
after projection on the eigenvectors u ± (k, t). These are the same formal evolution equations as in the semiconductor model after the Bogoliubov transformation, see Eq. (25).
B. Formal equivalence between the two-band semiconductor model and Dirac theory
In order to find out in which cases the two-band semiconductor model is a quantitative analog of Dirac theory,
Dirac theory
Two-band semiconductor we just need to compare the functions Ξ(k, t) and ϕ(k, t), see Eqs. (22) and (26), with Ξ(k, t) andφ(k, t). It turns out that both systems are equivalent up to scales if we set the canonical wave vector k in Dirac theory to zero and choose a crystal momentum k in the semiconductor model which fulfills E v (k) = E c (k). If this condition is met, we can switch from Dirac theory to the semiconductor model by substituting the mass gap 2m with the band gap E c (k) − E v (k) and using the rescaled elementary charge q|κ(k)|/m. These relations are summarized in Table II . Let us elucidate the case of formal equivalence. Before the electric field E(t) is switched on at some point in time, the potential A(t) is constant (at least asymptotically for t → −∞). May the potential be chosen so that A(t → −∞) = 0. Then, the canonical wave vector k in Dirac theory coincides with the initial physical momentum of the considered electron, i.e., the state k = 0 describes an electron that is at rest at t → −∞. Now, we turn our attention to the semiconductor model and reconsider a typical band structure as depicted in Fig. 2 . The minimal (direct) band gap between the valence band and the conduction band is located at the quasi wave vector k = π/a, i.e., at the edge of the first Brillouin zone in this example. At this position, both energy curves have local extrema, so their k-derivatives vanish. These derivatives are related to the velocity expectation values of the corresponding Bloch states via Eqs. (16) and (15) . Due to the Bragg reflection, we typically expect standing electron waves and thus vanishing group velocity at the zone edge, so the condition E v (k) ! = E c (k) = 0 is met there and the electron state is analog to the state with k = 0 in Dirac theory. This quantitative analogy between nonpropagating standing electron waves in the semiconductor and initially resting Dirac electrons is comprehensible from a physical point of view.
C. Semiconductor analog of the Schwinger limit ES
For those quasi wave vectors k, which satisfy E v (k) = E c (k), we can calculate the critical field strength E cr (k) for the analog Sauter-Schwinger effect by applying the scale substitutions listed in Table II to the Schwinger limit E S = m 2 /q in Dirac theory. The resulting general expression in the two-band semiconductor model reads
V. CRITICAL FIELD STRENGTH FOR THE ANALOG SAUTER-SCHWINGER EFFECT IN GALLIUM ARSENIDE
As a simple example for the implications of the scale changes in the analog two-band semiconductor model, we will consider Gallium arsenide which is a typical semiconductor of choice in experimental situations. Its lattice constant is a = 565 pm and the band gap E c (k) − E v (k) measures about 1.5 eV [16] . Gallium arsenide is a III-Vsemiconductor and its valence and conduction band are the lowest two energy bands [19] . The band gap is consequently located at the edge of the first Brillouin zone k = π/a, see also Fig. 2 . For |κ(π/a)|, we use the value π/a which is a rough estimation derived in App. B for a delta peak crystal potential V (x). Inserting all these values into Eq. (38) yields
This estimate of the critical field strength for the analog Sauter-Schwinger effect at the Brillouin zone edge in Gallium arsenide measures only one billionth of the Schwinger critical field strength E S ≈ 10 18 V/m in Dirac theory.
VI. CONCLUSIONS
We have shown that the 1+1-dimensional Dirac equation with a time-dependent external electric field resembles the Schrödinger equation in the two-band semiconductor model. In some cases (see Tab. II), both theories are even exactly equivalent up to their different physical scales. This case should typically occur at the edge of a Brillouin zone in the semiconductor where the Bloch states are standing electron waves, i.e., E v (k) = E c (k) = 0. The excitation of these electron states is governed by the same physical equations as the exaltation of relativistic Dirac electrons with the canonical wave vector k = 0 from the Dirac sea.
Furthermore, we provided a rough estimate of the analog critical field strength for the Sauter-Schwinger effect in Gallium arsenide as an example for a typical semiconductor. While this value may not be exact, it shows that the threshold for nonperturbative pair production can be drastically reduced in analog systems compared to the Schwinger limit E S in Dirac theory. This makes analog systems interesting objects of study from the experimental point of view because they may facilitate the observation of nonperturbative quantum phenomena like the Sauter-Schwinger effect in the laboratory.
