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Abstract
This paper proves that (linear) quasi-isomorphisms and monomorphisms de/ne a closed model
category (CMC) structure on the category of positively graded cooperads. Z-coalgebras over a
quasi-cofree cooperad Z supports also an analogous CMC structure.
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1. Introduction
The purpose of this paper is to study the homotopy theory of cooperads and of
coalgebras over a cooperad.
These comultiplicative structures appear naturally in the context of Koszul duality
for operads [4]. Thanks to the bar construction for operads they play a key role in the
theory of deformation of an algebra over an operad ([7,12], and also [3]).
Let us begin with very vague and general re>ections (in these informal lines we
use a covariant language and speak of algebras, monads, free objects, etc : : : but
the same holds for coalgebras, comonads, etc : : :). What is meant under algebraic
 The second author was supported by a grant of the European Research Training Network in “Modern
Homotopy Theory” during his stay at the Mathematics Department of the Catholic University of Louvain,
Belgium.
∗ Corresponding author.
E-mail address: aubry@math.unice.fr (M. Aubry).
0022-4049/03/$ - see front matter c© 2003 Elsevier Science B.V. All rights reserved.
PII: S0022 -4049(02)00174 -3
2 M. Aubry, D. Chataur / Journal of Pure and Applied Algebra 180 (2003) 1–23
structure is usually de/ned by commutative diagrams giving properties of an opera-
tion. These diagrams live in a preexistent and more simple category; so a “forgetful
functor” is then an implicit part of the de/nition. In many cases one can de/ne a
free object functor left adjoint to the forgetful functor. This adjoint pair de/nes a
monad.
One could also, in a more sophisticated way, start from an abstract monad to de/ne
an algebraic structure and an adjoint pair. Applying then the previous process gives a
new monad, isomorphic to the abstract one. Conversely one can start from an algebraic
structure with an adjoint pair which de/nes a monad and go backwards to de/ne a
new algebraic structure with an adjoint pair; some conditions have to be ful/lled in
order that this new structure be equivalent to the initial one.
For cooperads and algebras over a cooperad (as for “usual” coalgebras), we have
to take care of this ambiguity for the de/nition. If one de/nes cooperads by dualizing
the arrows in the diagrams for the operads, or if we use /rst a comonadic de/nition
by dualizing free objects, we obtain two non-equivalent de/nitions. Let us /x now the
notations a little bit.
In this paper we work over a /xed /eld F and in the category of chain complexes;
cooperads are also supposed to be connected. Cooperads can be de/ned in two ways,
each way give rise to a comonad in the category F(∗) −Mod(F) of ∗-modules.
The /rst comonad, call it F1, is de/ned using a dual construction of the free operad
functor, the second comonad F2 comes from a diagrammatic de/nition of cooperads
and is a kind of pro/nite completion of F1. In fact F1 and F2 coincide over /nite
dimensional objects. Hence, we have two candidates for cooperads: the F1-comonoids
or the F2-comonoids. The main advantage of the category of F1-comonoids is that
we have a pair of adjoint functors (bar–cobar) with the category of operads, but this
category is not complete. Whereas the category of F2-comonoids is complete.
We prove the following two theorems.
Theorem 2.4.1. The category of unital cooperads (Fi-comonoids i= 1; 2) of bounded
below chain complexes over a ;eld F supports the following CMC structure (without
in;nite limits in the case of F2-comonoids).
(1) The weak equivalences correspond to the quasi-isomorphisms by the forgetful
functor.
(2) The co;brations are the monomorphisms.
(3) The ;brations are de;ned by the right lifting property with respect to the acyclic
co;brations.
Theorem 3.2.3. The category of coalgebras of Z-graded chain F-complexes over a
quasi-cofree unital F1-comonoid (cofree if we forget the di=erential) supports the
following CMC structure without in;nite limits
(1) The weak equivalences correspond to the quasi-isomorphisms by the forgetful
functor.
(2) The co;brations are the monomorphisms.
(3) The ;brations are de;ned by the right lifting property with respect to the acyclic
co;brations.
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We point out that we consider coalgebras over a cooperad Z (here we consider
F1-comonoids) as comonoids associated to the comonad
Z(M) =
⊕
n¿0
(Z(n)⊗M⊗n)n :
Analogous results were proved by Hinich ([5] for operads, [6] for algebras over an
operad).
In recent years there existed several attempts for giving a CMC structure to the
category of cooperads and coalgebras. Actually the following cases are already proved:
(i) The “ordinary” category of coalgebras Coalg [2].
(ii) The case of cooperads over a /eld of characteristic 0 [3].
(iii) Let Alg∞ be the category of strongly homotopically associative algebras and
B∞ :Alg∞ → Coalg the bar construction. The image B∞Alg∞ admits a CMC
structure [9].
Note that in [2] the authors consider coalgebras over a quite diLerent type of
comonad. Once again, the advantage of their approach is that they deal with a complete
category of coalgebras. Theorem 2.4.1 and Theorem 3.2.3 extend the case where CMC
structures exist in a signi/cant way; they allow us to tackle the major problems where
a CMC theory for cooperads seems to be necessary.
As in the three preceding cases our CMC structures are de/ned in a natural way:
quasi-isomorphisms as weak equivalences and monomorphisms as co/brations. This is
the time to point out the following property, which is central to our approach to the
CMC structure (we state it in the coalgebra setting).
Main property. If Z is a cooperad; M an acyclic chain complex and Z(M) the cofree
coalgebra generated by M over Z; then the canonical morphism
Z(M)× A→ A
is a quasi-isomorphism.
Conversely the works of Hinich [5,6] and of Mandell 1 [11, Proposition 3.2] gave a
central role to this property, as a suMcient condition to prove the existence of a CMC
structure.
Let us mention an example of application of Theorems 2.4.1 and 3.2.3. First recall
that there exists a bar (resp. cobar) construction on the category of augmented operads
(resp. connected coaugmented cooperads here F1-comonoids) [3] which de/ne a pair
of adjoint functors
 :Coop Op: B:
This is a Quillen pair of adjoint functors, moreover the counit of the adjunction is a
weak equivalence on co/brant operads (over Q it is always a weak equivalence [3]).
And the same holds at the level of O-algebras
O :BO − Coalg O −Alg: BO:
1 This property was probably /rst stated in Mandell’s unpublished PhD Thesis.
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Over the rationals this is a Quillen equivalence. But this is not true in full generality.
In fact we are not able to put a CMC structure on BO−Coalg for an arbitrary operad
O. Nevertheless, using Theorems 2.4.1 and 3.2.3, we can give a version of this result
up to homotopy.
To be more precise, let O∞ be a co/brant replacement of O. Then BO∞ is a /brant
replacement of BO and /ts the hypothesis of Theorem 3.2.3. Thus we have the Quillen
adjunction:
O∞ :BO∞ − Coalg O∞ −Alg: BO∞ :
As O∞ is cofree (hence is F(∗)-projective; see below for the notations) the above
adjunction transforms quasi-isomorphisms into quasi-isomorphisms and so is a Quillen
equivalence. By analogy with the algebraic case let us call a Z-coalgebra up to homo-
topy a coalgebra over a /brant replacement of the cooperad Z . Then we can rephrase
the last result:
Statement. The bar–cobar adjunction induces an equivalence between the homotopy
category of O-algebras up to homotopy and the BO-coalgebras up to homotopy.
Let us now specialize to Koszul duality.
If O is Koszul, there exists a cooperad O⊥ with an injective quasi-isomorphism
O⊥ ,→ BO⊥. Then the preceding result applies and proves the isomorphism of homo-
topy theories:
Ho(O −Alg) ∼= Ho(O⊥ − Coalg):
In the case O = Com this is the well-known equivalence between commutative diLer-
ential graded algebras and coLie diLerential graded coalgebras [13].
After the introduction, the paper is naturally divided into section which deal with the
CMC structure for cooperads and the CMC structure for coalgebras over cooperads.
In Section 2 we de/ne F1- and F2-comonoids. For F2-comonoids we prove the
existence of in/nite small limits and colimits. The key point consists to examine the
linear duality between operads and cooperads. Then a carefully study of “generic”
/brations proves the above “main property” and eventually the Quillen axioms for a
CMC structure for cooperads.
In Section 3 we essentially give a precise expression for a cofree coalgebra over a
quasi-cofree cooperad and for its product with any coalgebra over the same cooperad.
2. Cooperads
2.1. F1 and F2-comonoids
We begin with some recollections about comonads and comonoids over a comonad.
Let C be a category. Comonads in C corresponds to monads in Cop. See [10] for a
reference about monads and monoids. A comonad in C is an endofunctor T together
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with two natural transformations  :T → T 2 and  :T → IdC such that the following
diagrams commute (we say that they de/ne the coassociativity and the counity)
As in the case of monads (it suMces to work in Cop), we can de/ne a category of
T -comonoids over T . A T -comonoid is an object A∈C with a map  :A → TA such
that the following diagrams commute (we say that the comonoid is coassociative and
counital)
Every comonad gives rise to a pair of adjoint functors:
U :C→ T − Comonoids: T (−);
where T (−), the cofree T -comonoid functor, associates the T -comonoid  :TA→ TTA
to each object A∈C and U , the forgetful functor, associates the object A∈C to the
T -comonoid  :A→ TA. Conversely to each pair of adjoint functors one can associate
a comonad. The reader is invited to /nd in [10] conditions for comparing these two
procedures.
In what follows, we de/ne cooperads two ways: abstractly from a comonad; diagram-
matically by dualizing the common de/nition for operads; then we prove the existence
of a pair of adjoint functors. The two de/nitions are not equivalent. So we distinguish
them by calling the /rst category F1-comonoids and the second one F2-comonoids.
Let F be a ring and Cb(F) the category of bounded below complexes of F-modules
(diLerential of degree −1).
Let Col(F) be the category of collections of complexes in Cb(F), i.e. the categorical
product indexed by n¿ 0 of Cb(F); an object of Col(F) is a collection C(n); n¿ 0,
of complexes (we could also force all our collections to be de/ned with for n = 0
by C(0) = F). De/ne also F(∗) −Mod the category whose objects are the objects
of Col(F), such that the nth factor of the collection is a module over the symmetric
group n; an object in this category is called a ∗-module.
F1-comonoids. Let V be a ∗-module, we de/ne a comonad F1 :F(∗) −Mod →
F(∗)−Mod(F) in the following way
F1(V )(n) =
⊕
T∈T(n)
⊗
v∈int(T )
V (val(v)); n¿ 1
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and
F1(V )(1) = F⊕
⊕
T∈T(1)
⊗
v∈int(T )
V (1)
(F1(V )(0) = F if one wants to consider the case n= 0:);
where T(n) denotes the set of trees with n terminal vertices, int(T ) the set of internal
vertices of T , and val(v) the valuation (number of outgoing arrows or branches) of
the vertex v.
The counit is given by the zero morphism on F1(V )(n) if n¿ 1, and the canonical
projection for F(V )(1).
The comultiplication (hence the natural transformation  :F1 → F1F1) is de/ned by
the procedure of “cutting branches” (the reader is invited to /nd a de/nition of this
expression in Section 3.2).
Associated to this comonad there is a category of comonoids, namely the F1-
comonoids and a pair of adjoint functors between comonoids and ∗-modules. As
recalled above the cofree functor is given by F1. Going backwards, the pair of adjoint
functors de/nes a comonad which is isomorphic to F1 ( cf. [10] Theorem 1, paragraph
VI.2). From now on, we restrict ourselves to F1-comonoids Z with Z(1) = F and say
that such a Z is unital. For cofree F1-comonoids it corresponds to V (1) = 0.
F2-comonoids. Cooperads can be de/ned using diagrams i.e. we reverse all the
arrows in the diagrammatic de/nition of operads. We obtain structural comultiplication
maps. Let us denote the structural comultiplication map of any cooperad by the same
letter  (this abuse should bring no confusion); hence a F2-comonoid is a ∗-module
Z together with maps
 :Z(k)→
⊕
k=i1+:::in
Z(n)⊗ Z(i1)⊗ : : : Z(in):
This comultiplication satis/es properties of coassociativity, existence of unity (see for
instance diagram 2.1.6) and equivariance dual to the corresponding properties of oper-
ads (cf. [8]). Once again, we restrict ourselves to ∗-modules such that Z(1) = F.
For the moment the term F2-comonoid has no justi/cation and is purely arbitrary.
In the next section we show that F2-comonoids are comonoids over a comonad F2.
2.2. Cooperads of ;nite dimension
In this section we call cooperad a F2-comonoid, and we denote the corresponding
category by Coop.
Let C be a coalgebra (over a /eld F and in the sense of [2] and [14]). It is
well-known that for x∈C there is a /nite dimensional (as a vector space) subcoalgebra
D with x∈D ⊂ C (See [14] for the classical case and [2] for the diLerential graded
case). We try here and extend these proofs to the case of cooperads (from now on we
assume the ground ring F is a /eld).
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In the classical case ideals of algebras play a central role. For cooperads we use the
following notion.
Denition 2.2.1. Let O be an operad (& denotes the multiplication map); and I a set of
complexes indexed by the /nite series of integers such that I(i1; : : : ; ik) ⊂ O(i1)⊗· · ·⊗
O(ik) and
∑k
j=1 O(i1) ⊗ · · · ⊗ I(ij) ⊗ · · · ⊗ O(ik) ⊂ I(i1; · · · ; ik). I is a quasi-ideal of
O if the following factorizations of the multiplication maps of O hold (these diagrams
induce the action of the symmetric group on I):
I(k)⊗ O(i1)⊗ · · · ⊗ O(ik) &−→ I

 k∑
j=1
ij



 m
O(k)⊗ O(i1)⊗ · · · ⊗ O(ik) &−→ O

 k∑
j=1
ij


O(k)⊗ I(i1; : : : ; ik) &−→ I

 k∑
j=1
ij



 m
O(k)⊗ O(i1)⊗ · · · ⊗ O(ik) &→ O

 k∑
j=1
ij


(we shall systematically omit the indices for the structural maps).
Now quasi-ideals play the same role as ideals in the classical case (i.e. coalgebras)
regarding the duality. Recall /rst that the dual of a cooperad is an operad (we denote
by ∗ the linear dualization). We state.
Proposition 2.2.2. To each subcooperad j :D ,→ C corresponds a unique quasi-ideal
in the dual operad j⊥ :D⊥ ,→ C∗.
Proof. Let j∗ :C∗ → D∗ be the dual of j :D ,→ C; extend the de/nition of j∗ by
j∗(i1; : : : ; ik)= j∗(i1)⊗· · ·⊗j∗(ik) and de/ne DT=ker j∗. Of course DT is a quasi-ideal
of C∗.
DT can also be de/ned as the orthogonal chain complex according to the dualization
C → C∗. Indeed let D⊥ be de/ned as the subcollection of chain complexes (we could
speak of ∗-modules, but the action of the symmetric group plays no role in our
proofs) {c∗ ∈C∗; 〈c∗; d〉= 0 for every d∈D}. Let us prove that D⊥ = DT.
Let c∗ ∈DT; then, for each d∈D; 〈j∗(c∗); d〉=〈c∗; j(d)〉=0 by de/nition of the dual
morphism and so DT ⊂ D⊥.
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Conversely, for each d∈D; d⊥ ∈D⊥〈j∗(d⊥); d〉 = 〈d⊥; j(d)〉 = 0 by orthogonal-
ity and so D⊥ ⊂ DT. (There is no connection between elements c and c∗, d and
d⊥.)
Proposition 2.2.3. The preceding correspondance has an inverse and therefore gives
a one-to-one correspondance between subcooperads of a given cooperad and the
quasi-ideals of the dual operad.
Proof. Let I ⊂ C∗ be a quasi-ideal; and I⊥ the orthogonal of I in C (note that we use
the same notation ⊥ in this case too). We want to prove that I⊥ is a
cooperad.
Let x∈ I⊥ and x =∑l∈L xl(k) ⊗ xl(i1) ⊗ · · · ⊗ xl(ik) its coproduct (x(n) denotes
an element of C(n); L ⊂ N is only an index set for summation).
• Suppose /rst x ∈ I⊥ ⊗ C(i1) ⊗ · · · ⊗ C(ik). We can write the decomposition of
x such that the vectors xl(i1) ⊗ · · · ⊗ xl(ik), l∈L, are lineary independants in
C(i1)⊗ · · · ⊗C(ik). Assume now, say, that x1(k) ∈ I⊥, i.e. there is some a∈ I with
〈a; x1(ik)〉= 1.
Then choose b∈C∗(i1) ⊗ · · · ⊗ C∗(ik) such that, for each l, 〈b; xl(i1) ⊗ · · · ⊗
xl(ik)〉= 1l (where 1l the usual Kronecker symbol); it is possible because of our
choice for the decomposition of the diagonal x. As I is a quasi-ideal, &(a ⊗ b) is
still in I , and for our x∈ I⊥,
0 = 〈&(a⊗ b); x〉= 〈a⊗ b; x〉= 〈a; xl(k)〉〈b; xl(i1)⊗ · · · ⊗ xl(ik)〉= 1
which is contradictory.
• Similarly suppose x ∈ C⊗I(i1; : : : ; ik)⊥ and choose a decomposition x such that the
vectors xl(k), l∈L, are lineary independants in C(k). Assume, say, that x1(i1)⊗· · ·⊗
x1(ik) ∈ I⊥, i.e. there is some a∈C∗(i1)⊗· · ·⊗C∗(ik) with 〈a; x1(i1)⊗· · ·⊗x1(ik)〉=1.
Now choose b∈C∗(j) such that, for each l, 〈b; xl(k)〉=1l . As I is a quasi-ideal,
&(b⊗ a) is still in I , and for our x∈ I⊥,
0 = 〈&(b⊗ a); x〉= 〈b⊗ a; x〉= 〈b; x1(k)〉〈a; x1(i1)⊗ · · · ⊗ x1(ik)〉= 1
which leads once more to a contradiction.
Finally
∑
n C
∗(k)⊗C∗(i1)⊗ · · · ⊗ I(in)⊗ · · · ⊗C∗(ik) ⊂ I implies I⊥ ⊂
⋂
n C(k)⊗
C(i1) ⊗ · · · ⊗ I⊥(in) ⊗ · · · ⊗ C(ik) (where I , resp. I⊥, occurs as I(k) or I(in) (resp.
I⊥(k) or I⊥(in)) instead of C (resp. C∗) once for each index k and i1; : : : ; ik—we may
set i0 = k and sum from i = 0 to i = n in our formulas). So x∈ I⊥(k)⊗ I⊥(i1)⊗ · · ·
⊗ I⊥(ik) and I⊥ is a cooperad.
Eventually, the property of orthogonality says that the preceding two correspondances
are inverse to each other.
Proposition 2.2.4. Sums and intersection of cooperads are de;ned and correspond to
sums and inter section in the category Col(F).
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Proof. This results in the following two facts:
• Sums and intersections of quasi-ideals correspond to sums and intersections in the
category Col(F);
• (∑ I)⊥ =⋂ I⊥; (⋂ I)⊥ =∑ I⊥ for quasi-ideals I .
We are now able to discuss about /nite dimension subcooperads in a way similar
to coalgebras. The same holds.
Proposition 2.2.5. Let C be a cooperad with zero di=erential and x∈C. Then there
exists a subcooperad D ⊂ C of ;nite dimension; and x∈D.
Proof. Let us /rst examine x (as usual  is the comultiplication map of the cooperad).
Suppose x∈C(a) and consider the “coproduct” x. If a =∑ki=1 ij =∑nm=1 lm, x
can be expressed as a /nite sum in two diLerent ways, just use the horizontal and the
vertical map with source C(a) in the following diagram. Consider the coassociativity
rule (gm = k1 + · · ·+ km),
Now follow the image of an element x∈C(a) along both directions of the diagram.
Decompose x=⊕x′ ⊗ x” such that the x” form a free /nite family in ⊕k
⊗k
j=1 C(ij)
and call V the /nite dimensional ∗-module generated by the x′. The commutation of
the diagram shows that, for each x′, x′ can also be decomposed as ⊕x′1 ⊗ x′2 with all
the x′1 in V .
Consider now the linear map
C∗(i1)⊗ · · · ⊗ C∗(il) •→HomF
(
V
(
l∑
l=1
ij
)
; V (l)
)
de/ned by c∗(i1) ⊗ · · · ⊗ c∗(il) • (v(
∑l
j=1 ij)) =
∑
v(l)〈c∗(i1); c(i1)〉 · · · 〈c∗(il); c(il)〉
(We hope it is clear there is no relation between c(ij) and c∗(ij)).
Let I(i1; : : : ; il) be the kernel of this morphism.
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Step 1. I is a quasi-ideal.
Consider indeed the following diagram of comultiplication maps of the cooperad C
and the resulting diagram by application to an element v∈V (k)
(for convenience we dropped out all summation indices).
Then for every c∗(l)∈C∗(l), c∗(ij)∈C∗(ij) and v∈V (
∑
ij) the following equation
holds (& is the operad product of the operad C∗ dual to C)
&(c∗(l)⊗ c∗(i1) · · · ⊗ c∗(il)) • v
(∑
ij
)
=
∑
v(1)〈&(c∗(l)⊗ c∗(i1) · · · ⊗ c∗(il)); c(k)〉
=
∑∑
v(l)〈c∗(il); c(il)〉〈c∗(i1); c(i1)〉 · · · 〈c∗(il); c(il)〉
in which one may group the factors as follows:
∑(∑
v(l)〈c∗(il); c(il)〉
)
〈c∗(i1); c(i1)〉 · · · 〈c∗(il); c(il)〉:
If c∗(l) is an element of I the sum between parenthesis is zero and &(c∗(l) ⊗
c∗(i1) · · · ⊗ c∗(il))∈ I .
If c∗(i1) · · · ⊗ c∗(il) is an element of I ,∑
v(l)〈c∗(i1); c(i1)〉 · · · 〈c∗(il); c(il)〉= 0
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and, a fortiori,
∑
(v(l))〈c∗(i1); c(i1)〉 · · · 〈c∗(il); c(il)〉= 0:
And &(c∗(l)⊗ c∗(i1) · · · ⊗ c∗(il)) is in I too.
Step 2. Consider the following diagram of linear maps
Let us prove the dotted arrow makes the diagram commute. We recall the following
commutative structure diagram for a cooperad C.
which gives on elements: v(k) =
∑
v(1) ⊗ c(k) and v(k) =∑ (v(1))c(k). Then for
any c∗ ∈C∗(k), 〈c∗; v(k)〉 =∑ (v(1))〈c∗; c(k)〉 and on the other side (c∗ • v(k)) =
(
∑
v(1)〈c∗; c(k)〉) =∑ (v(1))〈c∗; c(k)〉, qed.
Now by de/nition ker j∗ = V⊥ and the composite of the horizontal arrows is zero.
So I ⊂ V⊥, and by duality x∈V ⊂ I⊥, where the latter object is a subcooperad of C
by the preceding results.
Step 3. I⊥ is a /nite dimensional vector space. Indeed let us de/ne a monomorphism
I⊥ ,→ (C∗=I)∗ in the following way. Let c be an element of I⊥ (that is 〈c; a〉 = 0
for each a∈ I ; in these lines once again we dropped out the indication of the factor
index k in C = {C(k)=k ∈N}). Clearly 〈c; c∗ + I〉 = 〈c; c∗〉 gives a well-de/ned and
injective linear map. Moreover C∗=I is isomorphic to a subspace of Homk(V; V ). By
construction the latter is /nite dimensional.
We are know ready to take care of the diLerential.
Proposition 2.2.6. Let x be an element of a cooperad C (on “di=erential”
chains). Then there exists D ⊂ C a subcooperad of ;nite dimension which
contains x.
Proof. Suppose x is of degree n; we shall construct a /nite sequence of non-
diLerential subcooperads (we assume N is a downer bound for the degrees of
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chains in C)
Dn ⊂ Dn−1 ⊂ · · · ⊂ DN ⊂ C
such that
1. x∈Dn.
2. Dk has /nite (F-)linear dimension.
3. Dnm =0 for m¿n and D
n−1
m =D
k
m for m¿ k (the inferior index denotes the degree
of the chain).
4. @Dkk ⊂ Dk−1k−1 where @ is the diLerential.
By the preceding proposition there exists a /nite dimensional non diLerential sub-
cooperad Dn ⊂ C, x∈Dn.
Suppose Dk is constructed and yi(j) is a (/nite by hypothesis) basis of Dkk (j). @yi(j)
generates /nite dimensional (non-diLerential) subcooperads Dk(yi(j)), which are zero
in chain degrees ¿ k. De/ne Dk−1 = Dk +
∑
j D
k(yi(j)); this cooperad veri/es all
requested properties. The process stops at DN as we supposed all chain complexes in
degrees greater than N .
For our purpose, we essentially need the existence of limits and colimits in the
category of cooperads. The preceding /niteness theorems allow us to conclude.
Corollary 2.2.7. Every cooperad on bounded below complexes over a ;eld is the ;l-
tered colimit of its ;nite dimensional subcooperads.
Consider now the subcategory of operads (over bounded below cochain complexes)
consisting in /ltered diagrams of /nite dimensional suboperads and the (obvious) mor-
phisms between such diagrams. Denote it by Opf. Equivalently this category could
be de/ned by putting the following topology on operads: a neighbourhood base of 0
consists of two-sided ideals of /nite codimension. Exactly as for coalgebras ([2]) we
can state.
Proposition 2.2.8. Linear duality de;nes an antiequivalence between the category of
cooperads of bounded below chain complexes over a ;eld and the category Opf.
Proposition 2.2.9. The category of cooperads of bounded below chain complexes over
a ;eld has all small limits and colimits.
Proof. First we notice that the forgetful functor Coop → F(∗)−Mod(F) makes all
colimits.
For the existence of limits, we prove that Opf has all colimits and apply the pre-
ceding duality. The existence of colimits is formally proved in the same way as for
classical algebras, just recall that two-sided ideals in operads play the same role as for
algebras: form /rst the colimit in the category of operads and then apply a pro/nite
completion.
The antiequivalence between cooperads and the category Opf allows us to
de/ne a cofree cooperad functor Fˆ by setting, for a /nite dimensional
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∗-module V ,
Fˆ(V ) = (lim Fop(V ∗))∗
where Fop is the free operad functor, the limit is taken over all /nite dimensional
suboperads of Fop(V ∗). For general V , write V = colimV1, where V1 runs over all
/nite dimensional ∗-submodules of V and de/ne Fˆ(V ) = colimFˆ(V1). Notice also,
that if V (1) = 0 (the case of F1(V )(1) = F) and each V (n) is /nite dimensional then
the cofree functor of the F1-comonoids and Fˆ coincide.
Exactly as in [2], Proposition 1.10, we can prove that Fˆ is right adjoint to the
forgetful functor U ; call the comonad FˆU by F2. To be coherent we have now to
check that the abstract F2-comonoids are actually equivalent to the category de/ned at
the beginning of Section 2.2.
It is clear that, by dualization, it is equivalent to work in Opf. [3], Proposition 1.1.2,
proves that if one starts with the usual diagrammatic de/nition of operads, the category
of comonoids de/ned from the adjoint pair free-forgetful functors is equivalent to the
operads. It is easy to extend this property to diagrams in Opf.
2.3. “Generic” ;brations
Before we check that our categories of comonoids satisfy the axioms for a CMC,
we set up some constructions and properties, which prove useful in the subsequent
sections
One key tool is a “generic” construction of /brations. This construction has the fol-
lowing advantage: we essentially work in the category of chains, “somehow” omitting
the cooperad structure. For further purposes we look at the construction in a more
general context.
Let
U :A 2: F
be an adjoint pair (U left adjoint), where X is, say, the category of (collections indexed
by N) complexes over a ring, and A is a category with pull-backs. First consider M ∈X
and let EM ∈X be de/ned as follows:
EM =M × sM , with a linear isomorphism of degree 1 s : M → sM of inverse s−1.
The diLerential on an element (s; sy)∈M × sM = EM is de/ned as d(x; sy) = (dx +
y; s dy) (of course d on the right side of the equality denotes the diLerential of M ∈X ).
De/ne p :EM → M the obvious projection. EM is endowed with the following
property:
Fact 1. For every zero-homotopic map f :N → M ∈X there is a lifting t
Just choose for t = (f; h), h the homotopy.
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Fact 2. The following diagram
can be completed by the dotted arrow if i :N ′ → N is a strong deformation
retraction.
We say that EM → M is a “;bration”.
Fact 3. Consider the following commutative diagram in the category X
which de;nes the (dotted) arrow into the pullback. This data is equivalent to the
following:
• A map in the category A f :X → A and a linear map t of degree +1 in the
complex (Hom(X;M); D) such that D(t) = f ◦ 1.
• Moreover, the map E1 = A ×1 EM → A is still a “;bration” i.e. it has the right
lifting property with respect to strong deformation retractions.
Proposition 2.3.1. Let AM be the following pullback in the category A; where now
X and A are objects of A.
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Any map X → AM is equivalent to the following data: a map in the category A,
f :X → A, and a map of degree +1: t ∈Hom((UX;M); D) such that D(t) = 1 ◦ Uf.
Moreover, the following diagram
can be completed by the dotted arrow for every map i :B′ → B such that UB′ → UB
is a split homotopy equivalence.
We need a more tractable expression for AM .
Proposition 2.3.2. If 6 :A → F(UA) is a monomorphism; AM is canonically isomor-
phic to the inverse image of Im6 by F(7) :F(A×1 EM)→ F(UA).
Proof. Consider the diagram which de/nes the pull-back AM and suppose a map X →
AM to be given (see Proposition 2.3.1 for the notations). Let us denote by J the inverse
image of Im6 by F(7) :F(A×1 EM)→ F(UA).
By de/nition the factorizing map t′0 exists and is unique by hypothesis on 6. It is
straightforward to check that J has the universal properties of the pull-
back AM .
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2.4. Closed model category
We want now to endow our categories with a closed model category structure. For
F1-comonoids we only have to verify Hinich’s criterium; this is done in Proposition
2.4.2. For F2-comonoids we could try and work as Hinich in the operadic case [5] or as
Getzler-Goerss [2]. As in the operadic case Hinich’s method apparently requires some
additional and too restrictive hypothesis. So we shall mix it with the Getzler-Goerss
method (see also [6]). Our restrictions are that the ground ring is in fact a /eld, and
that the complexes are bounded below.
Let us state our theorem right now.
Theorem 2.4.1. The categories of unital cooperads of bounded below chain complexes
over a ;eld supports the following CMC structure (For F1-comonoids the category
is not complete).
(1) The weak equivalences correspond to the quasi-isomorphisms by the forgetful
functor.
(2) The co;brations are the monomorphisms.
(3) The ;brations are de;ned by the right lifting property with respect to the acyclic
co;brations.
Before proving the existence of the CMC structure we need some more results about
cooperads.
Proposition 2.4.2. (The case of F1-comonoids) Let AM be de;ned as above. If 1= 0
and M is acyclic then AM → A is a quasi-isomorphism.
Proof. By the /rst hypothesis UA×1 EM ∼= UA⊕M . By the second one (recall that we
work over a /eld and chain complexes that are bounded below) there is a contracting
homotopy equivalence 0 ,→ M and so a homotopy h :UA⊕M → UA⊕M between the
identity and the factorization UA⊕M → UA→ UA⊕M .
The homotopy h induces a homotopy H :F1(UA⊕M)→ F1(UA⊕M) [5]. Looking to
the inclusion 6 :A→ F1(UA) with this de/nition of F1, we remark that the homotopy
H restricts to J the inverse image of Im6 by the map F1(7) :F1(UA×1EM)→ F1(UA)
and prove that UJ is homotopically equivalent to UA.
Proposition 2.4.3. (The case of F2-comonoids) The map AM → A is a quasi-
isomorphism.
Proof. Lemma 1.11 of [2] applies in our context; this implies that it amounts to prove
the result in the /nite dimensional case. Using the fact that the cofree functor for
F1-cooperads and Fˆ coincide in this case; the result follows directly from Proposition
2.4.2.
In order to discuss acyclic co/brations, it is useful to restrict ourselves to F2-
comonoids with countable basis, exactly as for coalgebras. This is done in the fol-
lowing where we use a kind of argument going back to Bous/eld [1].
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Proposition 2.4.4. Let j :C → D be an acyclic co;bration between F2-comonoids and
let x be an element of D. Then there exists a subcooperad D ⊂ C such that:
(1) x∈B.
(2) B has a countable basis as a F-vector space.
(3) B ∪ C ,→ B is an acyclic co;bration.
Proof. We shall construct a sequence of included sub F2-comonoids;
B1 ⊂ B2 ⊂ · · · ⊂ D;
where each Bn is of /nite dimension and the induced morphism
Bn−1=(C ∪ Bn−1)→ Bn=(C ∪ Bn)
is zero in homology.
Proposition 2.2.6 provides us with B1. Let now zi ∈B1 generate H∗(B1=(C ∪ B1)).
The set of indices i is /nite. As j :C → D is a quasi-isomorphism, one can write
zi = ci + @yi for some ci ∈C and yi ∈D (@ is the diLerential).
Let us de/ne B2 =B1 +
∑
i A(zi)+
∑
i A(yi) where A(x) denotes a subF2-comonoid
of /nite dimension x∈A(x) ⊂ B. Consider now the map (just use linearity):
B1=(C ∪ B1)→ B2=(C ∪ B2):
The homology H∗(B1=(C∪B1)) is generated by the classes [zi]. Now with our notations
ci ∈C ∪B2 and yi ∈B2 for the given decomposition of zi, which proves that the image
of [zi] in B2 is zero.
Just as in [2] we can state the following two lemmas:
Lemma 2.4.5. A morphism q :X → Y in the category of F2-comonoids is a ;bration
i= q has the right lifting property for all acyclic co;brations A ,→ B where B as a
countable k-linear basis.
Proof. The same proof now holds as in [2] once we have checked that the following
diagram is a push-out square in the category of F2-comonoids
E ∩ B −→ E
 

B −−−−−→ E + B
To that task just recall that; by Proposition 2.2.9; push-outs exists in the category of
F2-comonoids and that the forgetful functor creates colimits.
Lemma 2.4.6. Any morphism in the category of F2-comonoids C → D can be factored
as follows
C i→X p→D
where i is an acyclic co;bration and p a ;bration. Moreover we may suppose that
i is in the class of morphisms generated by the acyclic co;brations A→ B such that
B has a countable (F-linear) basis.
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Proof. (The result is part of axiom (CM5); when C has a countable basis.) As the
forgetful functor creates colimits; the acyclic co/bration are preserved by change of
basis and /ltered colimits; because this is true in F(∗) −Mod(F). Then follow the
proof of Getzler-Goerss [2].
Let us now check the axioms of a CMC structure. From now on and until the end
of paragraph 2, the symbol Coop and the term cooperad mean F1- or F2-comonoids
at the same time.
(CM 1) Coop is closed under /nite limits and colimits.
This is Proposition 2.1.10.
(CM 2) If f and g are composable morphisms in Coop. If two of the three morphisms
f; g; gf are weak equivalence so is the third one.
This is evident. So is clear the following.
(CM 3) If f is a retract of g, and g is a weak equivalence (or co/bration, or /bration),
so is f.
(CM 4) Consider the following diagram in Coop:
where i is a co/bration and p a /bration. If i is a weak equivalence, there exists a
morphism 1 :B→ X making the diagram commutative, by de/nition of /brations.
The other case (p weak equivalence) is postponed after (CM 5).
Proposition 2.4.7. (CM 5) Let f :X → Y be a map in Coop. Then there exists two
natural factorizations
(1) f = pi for p a ;bration and i a acyclic co;bration.
(2) f = qj for q an acyclic ;bration and i a co;bration.
Proof. We begin with (2). Consider the terminal map UX → 0 in F(∗) −Mod(F).
It is clear that F(∗)−Mod(F) inherits the CMC structure of the (F-)chains and there
exists a factorization UX
t
,→V ∼→0 where the last morphism is a quasi-isomorphism.
De/ne YV as in 2.3.2, q :YV → Y the corresponding /bration and consider the map
j :X → YV de/ned by f :X → Y in Coop and t :UX → V in F(∗)−Mod(F). q and
j /t the problem, once we have noticed that the composite X → YV → F(V ) → V
(where that last map is the unity of the adjunction U; F) gives the injection t by the
forgetful functor.
We prove now (1) in two diLerent ways.
(1) (Only for F2-comonoids) We can do it exactly as Getzler-Goerss [2] and state
(CM5) 2) with the additional result that j be in the class of morphisms generated by
acyclic co/brations A→ B, where B has a countable basis.
(2)This is inspired by the methods of [5].
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First we factor f by CM5) 2): X
f0
,→Z0  Y . Consider in F(∗) −Mod(F) the
factorization type (CM5) 1): UX
∼
,→Z˜0 p˜UZ0. Call Z the following pull-back in F(∗)−
Mod(F).
Z −→ F(Z˜0)
 
 F(p˜)
Z0
6−→ F(UZ0)
The morphisms f0 :X → Z0 in Coop and UX ,→ Z˜0 in F(∗) −Mod(F) de/ne
a co/bration X ,→ Z . Let us prove that this map is acyclic. Just as in 2.3.2 we
/rst remark that Z is isomorphic to J , the inverse image by F(p˜) of 6(Z0). Now
Z˜0 is homotopically equivalent to UA by hypothesis. As in Propositions 2.4.2 and
2.4.3, we have to distinguish between the cases of F1-comonoids and of F2-comonoids
and essentially use an explicit de/nition of the free functor for /nite dimensional
cooperads; then the same proof shows that a homotopy in F(∗)−Mod(F) gives rise
to a homotopy of F(Z˜0) which restricts to J and shows J is homotopic to X (more
precisely the morphism X → J is a homotopy equivalence).
Like in [2] and [5] we can now conclude by the proof of the last case of (CM4).
We recall it. Let p :C → D be an acyclic /bration. By (CM5) 2) we can factor it
by C
j→X q→D where j is a co/bration and q an acyclic /bration. j is acyclic and the
following diagram admits a solution to the lifting problem as p is a /bration
This shows that p is a retract of q and that q has the right lifting property with
respect to all co/brations like p.
This ends the proof of theorem.
We are now ready to examine the category of coalgebras over a cooperad.
3. Coalgebras
Recall that we are mainly interested in the bar–cobar construction. We would like
to de/ne these objects in a CMC setting. Hinich [5] did that for algebras over an
operad; we now do the same for coalgebras over a cooperad. Actually we shall use
once more ([5] Theorem 3.3, or more exactly its dual version). The main property
(cf. introduction) to be checked can be phrased in the following way: “adding (in the
coalgebra case multiplying with) a (co)free (co)algebra over a contractible module does
not change a given (co)algebra up to quasi-isomorphism”. This seems unreachable in
general. For example look at the case of the operad Com: let S(M) be the symmetric
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coalgebra generated by a diLerential Fp-vector space M ; S(M) is not acyclic when M
is. In fact we need to control the action of the symmetric group. The best way to do
it is to suppose that the (co)operad is quasi-(co)free.
Another diMculty appears in the coalgebra case. If we allow internal degree to be
in Z, there exists no in/nite limits. So we will restrict ourselves to a CMC structure
without in/nite limits.
Let us recall some de/nitions.
3.1. Cofree objects
Let us /x a F1-comonoid Z , we de/ne a comonad Z(−) :C(F) → C(F) on the
category of Z graded chain complexes by setting
Z(M) =
⊕
n¿0
(Z(n)⊗M⊗n)n :
The coproduct Z(−) → Z(−)Z(−) is de/ned by the operations of “cutting branches”
(once again look at Section 3.2).
Denition 3.1.1. A coalgebra C over a cooperad Z is a comonoid over the comonad
Z(−).
Recall that the comonad Z(−) produces an adjoint pair whose cofree functor is just
determined by Z(−).
Remark. One could of course be inclined to develop the same parallel de/nitions (the
“comonadic” and the “diagrammatic” ones) for coalgebras as we did for cooperads.
But the diagrammatic description involves free tensor algebras which are always in/nite
dimensional vector spaces if the set of algebraic generators is non-empty. This would
lead to big diMculties for dualizing to algebras; and we shall be satis/ed with following
our proofs for the case of F1-comonoids.
That is the reason we use the only “comonadic” formulation in the above de/nition.
Note that the de/nition of the comonad uses coinvariants under the action of the
symmetric group.
We shall now follow the proof of [5]. For the reasons previously mentioned we
restrict ourselves to a quasi-cofree cooperad Z over V ∈ F(∗)−Mod(F).
Once again recall the de/nition: omitting the structural cooperations, a cofree coop-
erad F(V ) over V ∈ F(∗)−Mod(F) is de/ned by the formula
F(V )(n) =
⊕
T∈T(n)
⊗
v∈int(T )
V (val(v)); n∈N;
where T(n) denotes the set of trees with n terminal vertices, int(T ) the set of internal
vertices of T , and val(v) the valuation (number of outgoing arrows or branches) of
the vertex v.
Now, we need to get a convenient description of a cofree coalgebra over Z , when
Z itself is cofree.
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If C is a cofree coalgebra over F(V ) generated by M ∈C(F) apply the standard
de/nition. This gives:
C =
⊕
n∈N



 ⊕
T∈T(n)
⊗
v∈int(T )
V (val(v))

⊗M⊗n


n
:
An element of the coalgebra can now be thought as a tree in each orbit of the action
of the symmetric group over T; each internal vertex of such a tree with j outgoing
arrows supports an element of V (j) and each terminal vertex supports an element
of M .
3.2. Products of coalgebras
Recall that the product in the category of (“usual”) counitary coalgebras between a
counitary coalgebra A and a free one T (M) is generated by the tensors A⊗M · · ·⊗M⊗A
with all /nite occurrences of A and M , under the restriction that there exists no two
consecutive A.
From this we can now infer.
Proposition 3.2.1. Let Z be a quasi-cofree cooperad (call V ∈ F(∗) −Mod(F) the
generating ∗-module). Let A be a coalgebra over Z and M be a Z-graded complex.
For each tree we mark the terminal vertices by a or m; write T+ for the set of all
trees with such a marking under the supplementary condition that no vertex admits
only outgoing arrows to terminal vertices marked by a. The product of A and Z(M)
is de;ned by
B= A× Z(M) =
⊕
n∈N



 ⊕
T∈ UT+(n)
⊗
v∈int(T )
V (val(v))

⊗ A⊗a(T ) ⊗M⊗(n−a(T ))

 ;
where UT
+
(n) denotes a set of representants of each orbit of T+(n) under the action
of n and a(T ) the number of occurrences of a terminal vertex of T ∈T+(n) marked
by a.
In the above formula we group the “A”’s on the left and the “M”’s on the right by
an adequate choice of the representant T .
Proof. Actually the above formula de/nes an object in C(F). We have to precise the
structural cooperations:
B→ Z(V )(n)⊗ B⊗n:
They are obtained by the operation of “cutting branches”. Let us be more precise.
View an element of B as a tree T0 where each non-terminal vertex v supports an
element of V (val(v)) and each terminal one an element of A or M (with restrictions
concerning A). To cut branches means to delete arrows of T0 in such a way that there
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remains one tree without marks at each terminal vertex (the connected component of
the root) and as many trees of T+ as cut branches.
The operation of cutting branches
(In the example above, we describe the following comultiplication:
A× Z(M)→ Z(V )(2)⊗ (A× Z(M))⊗2
where vi, aj, mk are respectively elements of V , A and M .)
One more condition: when we cut a branch going to a terminal vertex supporting
a∈A, we replace it by the result of the cooperation VA :A → Z(V )(j) ⊗ A⊗j, i.
e. we decompose VA(a) =
⊕
T∈ UT+( j)
⊗
v∈int(T ) V (val(v)) ⊗ aT , aT ∈A⊗j; while T—
equipped with elements u(val(v)) for each internal vertex v∈ int(T )—is glued to T0,
aT determines the A⊗j part of A⊗j ⊗ B⊗(n−j) ⊂ B⊗n.
We now de/ne the projections
(i) A×Z(M)→ A by eliminating the trees with at least one terminal vertex supporting
an element in M .
(ii) A × Z(M) → Z(M) by eliminating the trees with at least one terminal vertex
supporting an element in A.
The compatibility with the coaction is straightforward.
Then suppose we are given two morphisms in the category of coalgebras
f :X → A and
g :X → Z(M) (g is given by a morphism X → M in C(F); we may call it g too).
We de/ne f × g :X → A× Z(M) by
f × g(x) =⊕n∈N((⊕T∈ UT+(n)⊗v∈int(T ) V (val(v)))⊗ f(x)⊗a(T ) ⊗ g(x)⊗(n−a(T )))
One checks that this map actually is a morphism of coalgebras over Z and that it
solves the universal problem for the cartesian product.
Let us note that as an object in C(F) the product of coalgebras over a cooperad
is de/ned like the coproduct of algebras over an operad. That is not surprising: if
we forget about dimension problems, dualizing transforms coproduct of algebras into
products of coalgebras.
Suppose now that M is contractible, and we want to prove that the projection A×
Z(M) → A is a quasi-isomorphism. In fact this is already done. Indeed the notion
of quasi-isomorphism does not depend on the operadic or cooperadic structure; so
the proof can totally take place in the category C(F). The projection A × Z(M) →
A (forget the cooperadic structure) admits for section the inclusion A → A∐ Z(M)
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of [6] 3.3 (forget the operadic structure). As the inclusion is a quasi-isomorphism, so
is the projection. We may now conclude.
Proposition 3.2.2. The projection A× Z(M)→ A is a quasi-isomorphism.
This implies:
Theorem 3.2.3. The category of coalgebras of Z-graded chain F-complexes over a
quasi-cofree unital F1-comonoids supports the following CMC structure without in;-
nite limits
(1) The weak equivalences correspond to the quasi-isomorphisms by the forgetful
functor.
(2) The co;brations are the monomorphisms.
(3) The ;brations are de;ned by the right lifting property with respect to the acyclic
co;brations.
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