A major revival in the use of classical electrostatics as an approach to the study of charged and polar molecules in aqueous solution has been made possible through the development of fast numerical and computational methods to solve the Poisson-Boltzmann equation for solute molecules that have complex shapes and charge distributions. Graphical visualization of the calculated electrostatic potentials generated by proteins and nucleic acids has revealed insights into the role of electrostatic interactions in a wide range of biological phenomena. Classical electrostatics has also proved to be a successful quantitative tool yielding accurate descriptions of electrical potentials, diffusion limited processes, pH-dependent properties of proteins, ionic strength-dependent phenomena, and the solvation free energies of organic molecules. 
Understanding the properties of aqueous solutions requires models of the solute, the solvent, and the interactions between them. In the widely used molecular mechanics approach, solute or solvent molecules or both are described in terms of a "force field" where nonbonded van der Waals and electrostatic terms account for most of the details of intermolecular interactions. A proper description at the molecular level of solvent effects requires the calculation of the mutual interactions of a large number of molecules and the averaging of these over many solvent configurations. The daunting computational requirements of this approach have been partly overcome through theoretical advances and by continuing enhancements in computational power. Nevertheless, for many applications, the explicit treatment of solvent molecules and mobile ions is not feasible.
An alternative approach involves continuum or macroscopic models, in which solvent properties are described in terms of average values. Continuum (12, 16) and displayed with GRASP (17) .] Unexpectedly, proteins generate unique ¢(r) patterns that, in many cases, have an important functional role. In addition to the specific location of charged and polar groups on the protein, the geometric shape of the molecular surface plays a crucial role in determining the form of the +(r). The effect of shape arises through the existence of a boundary between the low-£ and high-£ regions.
Numerical solutions to the PBE equation yield information not evident from the three-dimensional (3D) structure alone. A hard-sphere representation of acetylcholineesterase ( Fig. lA) (18) shows a preponderance of negative charges on the face of the protein that borders the active site. However, the existence of an intense electronegative region centered in the active site ( Fig. 1B) is not evident from the charge distribution in Fig. 1A . The pattern is due in large part to the depth of the active site pocket, which produces a dielectric dis- (18 continuity with a distinctive shape.
The effect of the dielectric discontinuity is evident in Fig. 2 , A and B, which illustrates the +(r)'s involved in the formation of the trypsin-trypsin inhibitor complex (19) . Although both molecules have a large positive net charge, they form a very tight intermolecular complex. Whereas 4(r) for trypsin with a single £ throughout space ( Fig. 2A) would suggest that bovine pancreatic trypsin inhibitor (BPTI) must dock into an area of large positive potential (which is highly unlikely given its own positive charge), a two-e model (Fig. 2B ) produces a significant local domain of negative potential at the binding site.
Reports of protein structures often include color-coded pictures representing so- lutions to the PBE. An important finding that appears to be emerging from these studies is that many intermolecular interactions involve associations between surfaces with complementary +(r)'s. For example, DNA binding proteins generally have regions of positive +b(r) at the DNA binding interface (20) . An example is shown in Fig. 3A , which displays 4(r) at the surface of the processivity factor of Escherichia coli DNA polymerase III (21) . This protein forms a "sliding clamp" that binds tightly but nonspecifically to DNA. The protein has a large negative net charge (-22 per dimer) but nevertheless displays a significant positive +(r) on the inner DNA binding surface.
A neutral surface can also be functionally significant and is suggestive of hydrophobic interactions. Waksman et al. (22) , in analyzing their structure of the Src SH2 domain in complexed and peptide-free forms, noticed that the binding site consisted of a neutral hydrophobic pocket, which binds isoleucine, and a region of positive +(r), which binds phosphotyrosine (Fig. 3B) . A striking example of a functionally significant zero potential region is provided by the F1 adenosine triphosphatase (ATPase) (23) . The inner surfaces of its trimeric "wheel" and monomeric "stalk" are essentially neutral, providing a nonspecific, "greasy" axle for monomer rotation during ATP synthesis. In this system, the absence of charge in the interface may be essential because it would be energetically implausible for rotations to occur if buried ion-pairs were broken in the process.
Common electrostatic features within a family of related proteins can be identified by "electrostatic homology modeling," in which the primary focus is on the 4(r) patterns rather than on specific residues or 3D structure similarities. One example is provided by secretory phospholipases A2, which have common asymmetries in their 5(r)'s that appear to correlate with their preferential binding to negatively charged lipids (24) . In another example, neurotrophic factors that share the same low-affinity receptor as nerve growth factor (NGF) appear to have a remarkably similar positive patch at the putative binding site (25) . Finally, in comparing eukaryotic and bacterial DNA polymerase processivity factors, Krishna et al. (26) found a highly similar 4(r) pattern even though the two proteins have very low subunit sequence homology (15%). Moreover, the eukaryotic protein is a trimer of net charge -60, whereas the bacterial protein is a dimer of charge -22 (Fig. 3A) . Despite these differences, both proteins generate almost identical positive 4(r) distributions in the DNA binding region.
Patterns of surface potentials have also provided a useful basis for interpreting biological and biochemical data and can point to residues that may play important func-1146 tional roles. For example, Ryu et al. (27) observed that a negative 4(r) site on an otherwise positive face of CD4 corresponded to a region implicated in cell fusion between HIV-infected cells and normal CD4-positive cells (Fig. 3C) . MacDonald et al. (28) , in analyzing their structure of NGF, noticed a positive groove at one end of the dimer. Six lysines line this groove, and their neutralization has a profound effect on the calculated 4(r) for this surface (Fig. 3D) . Using sitedirected mutagenesis (SDM), Ibanez et al. (29) were then able to show that these lysines are essential for the binding affinity of NGF to its "low-affinity" receptor.
The accuracy of the calculated 4(r) (22) , which binds a phosphotyrosine-containing peptide (shown in a bond representation). The phosphotyrosine binds in a distinctly positive pocket, while an isoleucine side chain from the peptide occupies a similar but neutral depression. (C) A view of CD4 (27) (9) (Fig. 2) (36) .
In addition to their effects on diffusion, 4(r)'s also play an important role in the enhancement of catalytic rates (37), control by phosphorylation (38) , and determination of redox potentials (39) Salt Effects on Nucleic Acids
The large negative charge density generated by the phosphodiester backbone of nucleic acids results in a significant concentration of counterions in the vicinity of these macromolecules. For this reason, conformational changes and binding reactions involving DNA and RNA are strongly dependent on salt concentration (50) . Salt effects on nucleic acids have been traditionally analyzed in terms of counterion condensation theory, which predicts that an essentially fixed concentration of counterions is found near the DNA, independent of bulk salt concentration (51). Manning (51) and Record and co-workers (52) have developed theoretical models that have been extremely successful in the interpretation of ligand binding equilibria and conformational transitions of nucleic acids, based on simplified representations of these molecules. The availability of solutions to the nonlinear PBE (11, 53) and a general expression to obtain electrostatic free energies from the calculated 4(r)'s (54) now makes it possible to make quantitative predictions of salt effects on the basis of 3D structures.
The counterion concentration near nucleic acids is relatively insensitive to bulk salt concentration. Nevertheless, variations in this distribution near the surface of the molecule play a central role in determining salt effects on the conformational changes and binding reactions of nucleic acids. In applications to the problem of ligand binding to DNA, the dependence of the equilibrium constant on monovalent ion concentration was calculated for minor groove binding drugs (55) and for a number of proteins (56) . In all cases, the calculated salt dependence of binding was in excellent agreement with experimental observation. Surprisingly, the major contribution was not the entropic release of counterions, which has been the standard view, but rather the changes in interaction of DNA with its ion atmosphere, which is a strong function of bulk ion concentration. Although studies of this type are still in their infancy, the results obtained so far indicate that it is now possible to obtain accurate predictions of nonspecific salt effects on the properties of highly charged polymers, even when large salt concentrations are involved.
Solvation Free Energies
Solvation phenomena can be described at the macroscopic level in terms of the difference in the reaction field energy of a charge distribution upon being transferred from one dielectric medium to another. The simplest problem of this type concerns thet transfer free energy of an ion, which was treated by Born in 1920 as a uniformly charged sphere (1) . The vacuum-to-water hydration free energies of both anions and cations can be reproduced quite accurately with the Born model if a physically meaningful set of cavity radii are used (57) . The remarkable success of the simple Born model has led to a resurgence in the use of continuum models to study solvation phenomena (58, 59) . Electrostatic contributions to solvation free energies (AGSO-v) with the PB method are in excellent agreement with those obtained from detailed microscopic solvent simulations (59, 60) . Thus, classical electrostatics can reproduce the energetics of microscopic hydrogen bonding interactions of polar molecules with the aqueous phase.
In order to obtain values of AGso'V that can be compared with experimental values, both nonpolar and electrostatic contributions must be considered. Nonpolar contributions can also be treated at the macroscopic level through the use of surface tension concepts; that is, relations between free energy and surface area. The total free energy of transfer of a solute from the gas phase to water can be written as AGSOIV = AGnp + AGes (2) where AGes is the difference in electrostatic free energy of the solute in the two phases and AGnp corresponds to the free energy of inserting a hypothetical nonpolar solute of the same size and shape as the present solute into the solvent (61) . It is frequently assumed, on the basis of earlier studies of alkane-water partition coefficients (62) , that AGnp is proportional to accessible surface area (63) and is given by AGnp = yvwAAT + b (3) where yvw is a constant that may be viewed as representing the vacuum-water microscopic surface tension, AAT is the total accessible area of the solute, and b is a constant (note that the area is total area rather than just nonpolar area because all polar groups are assigned a charge of zero in the transfer step). The constants b (frequently assumed to be zero) and yvw are generally obtained by fitting the gas phaseto-water partition coefficients of linear alkanes (64) ity and play a role in the generation of unique structures (70, 72) . In other words, once charged and polar groups have been removed from water, they must arrange to form ion pairs or hydrogen bonds so as to minimize the free energetic cost of their removal from water. A corollary of this argument is that the presence of polar groups in interfaces or in the interior of macromolecules has a destabilizing effect, reducing association constants and unfolding free energies.
Conclusions and Future Prospects
Continuum electrostatics as a tool for the analysis of molecular structure and function in solution has seen a major renaissance in recent years. Progress has been due in part to computational developments such as fast numerical solutions to the PB equation, fast algorithms to represent molecular surfaces, and new visualization techniques. However, equally important has been the development of methods to map molecular properties onto the language of continuum electrostatics and the recognition that many solvent effects can be treated accurately with a model that ignores the microscopic description of solvent molecules. Graphical visualization of the electrostatic properties of macromolecular structures is having significant impact on the field of structural biology. Continuum electrostatics has also proved to be an extremely useful quantitative tool, allowing the accurate prediction of the magnitude of electrostatic effects. These developments offer the hope of a complete and accurate method to describe the properties of molecules in aqueous solution, although much remains to be done before this goal is realized. A major problem results from the fact that almost all applications of continuum methods have been to fixed structures. This is clearly adequate for many problems, but there are many other cases for which dynamical effects will have to be considered. The inclusion of continuum methods in dynamical studies, such as the direct incorporation of PB solutions into molecular mechanics force fields, has been attempted in a number of cases but remains a significant and important theoretical challenge (73 
