Abstract. The empirical Green function (EGF) model, which is used in this paper for the analysis of the waveforms of low-energy earthquakes, consists in assuming that the propagating medium and the recording instrument can be treated as a linear system and that the impulse response function of the system can be approximated by the waveform of a very small earthquake. The deconvolution of the Green function event from the waveform of a larger one, located at approximately the same position, provides information about the source time function (STF) of the latter. Linear inversion methods do not yield satisfactory estimations of the STF which must be positive and causal. Moreover, an estimate of the duration (support) of the STF should be desirable. In this paper we apply to this problem the so-called projected Landweber method, which is an iterative nonlinear method allowing for the introduction of constraints on the solution. The implementation of the method is easy and efficient. We first validate the method by means of synthetic data, generated by the use of waveforms of a seismic swarm that occurred in the Ligurian Alps (north-western Italy) during July 1993. Then, taking into account the indications provided by the simulations, the method has been applied to the inversion of real data, yielding satisfactory results also in the case of quite complex events.
Introduction
The waveform generated by an earthquake can be modelled as the convolution of a function characterizing the source, the so-called source time function (STF) , and a Green function describing the propagation of the seismic wave. If u (0) (t; P 1 ) is the waveform at the point P 1 on the surface of the Earth, f (0) (t; P 0 ) the STF of the earthquake at the point P 0 and G (0) (t; P 1 , P 0 ) the Green function of the problem, then
This relation is based on several approximations. In particular, it is assumed that conditions for far-field approximation (signal wavelength much smaller than P 0 P 1 -distance) and for Fraunhofer approximation (source dimension much smaller than P 0 P 1 -distance) are fulfilled. We point out that equation (1) must satisfy the causality condition. If u (0) (t; P 1 ) has been shifted in time to correct the time delay between the outset of the event in P 0 and the arrival of the wave in P 1 , then the condition f (0) (t ; P 0 ) = 0 for any t < t 0 has to imply that also u (0) (t; P 1 ) = 0 for any t < t 0 . This causality condition holds true if and only if
The use of equation (1) for estimating the STF of an earthquake from an observed waveform requires the knowledge of the Green function. However, the theoretical computation of G (0) (t; P 1 , P 0 ) is, in general, of poor accuracy even at regional distances because wave propagation strongly depends on the spatial variation of elastic rock parameters which, in most cases, are not sufficiently well known. Moreover, the observed waveform is also affected by the site and instrument response.
An approach often used in practice for avoiding these difficulties is the following. If a relatively small earthquake having approximately the same focal mechanism and the same location as a larger event has been observed, then the recorded seismogram of the small event can be used as an approximation of the unknown Green function [1] . This approximation, which also includes the effects of the site and instrument response, is usually called the empirical Green function (EGF). Then, if we denote by G(t) the EGF (in the following we omit for simplicity the indication of the points P 0 , P 1 ) and by u(t) the recorded waveform corrupted by a noise term w(t), the basic equation of the EGF model, fulfilling the causality condition, is as follows:
G(t − t )f (0) (t ) dt + w(t).
The term w(t), which describes the site and instrument noise, is not known but, if f (0) (t ) = 0 for any t < t 0 , then u(t) = w(t) for any t < t 0 . Therefore, if w(t) is the realization of a stationary process, its statistical properties can be deduced by an observation of the record of the instrument before the arrival of the signal. Equation ( 3) has been widely used for the synthesis of seismograms [2, 3] as well as for the estimation of source parameters and rupture characteristics of both small [4, 5] and large size events [6, 7] . To this purpose one has to recover the STF f (0) 
(t) from the recorded seismogram u(t) and the EGF G(t). Since in the frequency domain equation (3) becomeŝ
by neglecting the noise termŵ(ω) one obtains an estimate off (0) (ω) given bŷ
It is well known thatf (ω) differs fromf (0) (ω) by the noise contributionŵ(ω)/Ĝ(ω) and that this term can be very large at the frequencies corresponding to small values ofĜ(ω). As a consequence, the estimate f (t) obtained by means of the inverse Fourier transform off (ω) is not reliable. This remark is simply a restatement of the ill-posedness of a deconvolution problem.
A form of regularization has already been used in [4] [5] [6] [7] for solving this particular problem. In fact the most frequently used method in seismology is the so-called water-level method [8] which consists of introducing a threshold value γ and in considering the function G γ (ω) defined as follows:
In general, the value of γ is chosen in such a way that the ratio between the maximum value ofĜ(ω) and γ ranges between 20 and 60 dB. Then an estimate off (0) (ω) is given byf
The water-level method contains a rather crude form of regularization and, in practice, it provides results similar to those which can be obtained by means of standard regularization methods such as the Tikhonov, Landweber or conjugate gradient method. Nevertheless, the estimates of the STF obtained by means of these methods show improbable long-period trends and short-period oscillations. Besides, they very often take negative values which make their interpretation difficult, since only a non-negative (unipolar) STF is physically reasonable for 'no back-slip' rupture processes. In order to avoid some of these difficulties, methods based on the approximation of the STF by means of a superposition of pseudotriangular functions [9] or based on simulated annealing [10] have been proposed.
The problem outlined above, even if rather simple in principle, deserves consideration for two reasons:
(i) the use of constraints on the solution seems to be unavoidable if one wants to get a reliable estimate of the STF;
(ii) the convolution operator is only approximately known (sometimes several approximations of the same operator are available) and the effect of this approximate knowledge on the data inversion should be understood.
In this paper we investigate the effects of the following constraints on the estimation of the STF:
• non-negativity of the STF, i.e. f (t) 0;
• causality of the STF, i.e. f (t) = 0 for t 0;
• finite duration of the STF, i.e. f (t) = 0 for t > T , where T is a time interval shorter than the length of the record.
As concerns the last constraint we observe that an a priori value of T is not known. We will propose a method for estimating T by performing several inversions corresponding to different values of T . In fact an estimate of T is not only useful information for the observed earthquake; its use in the inversion algorithm can also provide an improvement on the estimate of the STF. In the case of image restoration this effect is known as superresolution and is due to the possibility of extrapolating the Fourier transform of a bandlimited image when the support of the image is known [11] .
The method we use for taking into account the constraints outlined above is the so-called projected Landweber method. It is an iterative method for approximating the solution of constrained least-squares problems [12] . As far as we know, it has not yet been proved that this is a regularization method, even if numerical simulations show that, in general, it has the usual semiconvergence property of the regularizing iterative methods: the restoration error decreases first and increases afterwards, i.e. the restoration error has a minimum corresponding to a certain value of the number of iterations.
As we show in section 2 this method can be easily implemented for the problem considered in this paper. In general, the practical difficulty is that the convergence of the method is too slow and, for this reason, the possibility of accelerating the method by the use of preconditioning has been investigated [13] . In the present paper, however, we do not need this technique because the number of iterations required is moderate, of the order of 100. Moreover, the slow convergence can have a practical advantage, because it implies that the choice of the optimum number of iterations is not very critical.
In section 3 we describe both the real and the synthetic data we use in this paper. In particular, we provide three EGFs and two larger size events for three different stations. The synthetic seismograms are generated by convolving one of the EGFs with Gaussian pulses and by adding to the results the noise affecting the recording of the EGF before the arrival of the P-wave. These synthetic data are used in section 4 for investigating both the effects of the constraints and the effect of the use of an approximate EGF. An interesting result is the following. If we deconvolve the data by means of the same EGF used for their generation, then we find that the addition of constraints improves considerably the quality of the restored STF and that the residual is always of the order of the noise affecting the data. In particular, we find that the constraints allow for a correct restoration of the Fourier transform of the STF at low frequencies. This information is not contained in the data because a low-frequency cut-off is introduced for removing microseismic noise (see section 2). On the other hand, when we deconvolve the data by means of one of the two other EGFs, the addition of constraints still improves the quality of the restored STF but the residual increases. In other words, we get rather satisfactory estimates of the STF but these estimates do not fit the data. We believe that this behaviour can be used as a criterion for evaluating the accuracy of the EGF. Finally, in section 5 we apply the method to real data and we propose a method for estimating the support of the STF. We show that it is possible to obtain satisfactory results also in the case of quite complex events.
The projected Landweber method
If the outset of the event occurs at the time t = 0, then f (0) (t) = 0 for t < 0. The same property holds true for the EGF G(t), see equation (2), and therefore equation (3) implies that it holds true also for u(t), except for the noise term w(t). Functions which are zero for t < 0 are called causal functions. If we take into account this property and if we omit the noise term, then equation (3) can be written as an ordinary convolution equation for an estimate f of the STF f
where the * denotes the usual convolution product
We consider equation (8) in L 2 (R) and we assume thatĜ(ω) is bounded, so that equation (9) defines a bounded operator in L 2 (R). As is well known, equation (8) can be diagonalized by means of the Fourier transform. Then it is important to note that the Fourier transformf (ω) of a square-integrable causal function f (t) has rather peculiar mathematical properties: it is the boundary value, in the sense of the L 2 -norm, of a functionf (z), z = ω+iη, which is holomorphic in the half-plane η = Im(z) < 0; moreover, there exists a constant c such that
for any real η < 0. This property of the Fourier transform is not only a necessary but also a sufficient condition characterizing a causal function f (t). This is one of the many Paley-Wiener theorems [14] characterizing the support of a function in terms of properties of its Fourier transform. Since G(t) is also causal, the support ofĜ(ω) coincides with the real axis and therefore the solution of equation (8) is unique. It is immediate to see that the estimates of the solution of equation (8) provided by the usual regularization methods do not satisfy the causality condition. For instance, in the case of the Tikhonov regularization method one has [15] 
wheref µ (ω) denotes the Fourier transform of the regularized solution f µ (t) andĜ
is the complex conjugate ofĜ(ω). In this equation, whileû(ω) satisfies the causality condition, the filtering factor
does not have an analytic continuation in the lower half-plane and therefore it is not the Fourier transform of a causal function. As a consequence, the function f µ (t) is also not causal, i.e. the inversion method introduces a non-causal component which is unphysical. We point out that this non-causal component is not an effect of the noise but of the approximation implicit in the inversion method. The previous criticism applies also to another very well known regularization method, i.e. the iterative method known as the Landweber method or successive approximation method [15] . In the case of the convolution equation (8), the iterative scheme (in general, initialized with f 0 = 0) is as follows,
where
and τ is the relaxation parameter which must satisfy the following conditions:
A suitable choice of τ can be τ = 1/Ĝ 2 max . It is well known that the iterative process (13) is equivalent to a filtering because, in the case f 0 = 0, one can prove that [15] 
Again this filter function does not have an analytic continuation in the lower half-plane and therefore the regularized solution f n (t) provided by equation (15) is not causal. It is possible to show, by means of numerical examples, that the Landweber method provides results quite similar to those obtained by means of the water-level method mentioned in the introduction. In fact, all the regularization methods which imply a linear filtering yield similar results once the relevant parameter (water-level γ , regularization parameter µ, number of iterations n, etc) has been properly chosen. The iterative method (13), however, can be modified in order to introduce constraints on the solution. This modified method is called the projected Landweber method (or projected gradient method) and its convergence and regularization properties have been recently investigated [12] .
Assume that we know that the solution of the problem (8) must belong to some closed and convex set C. Then the modification of the iterative scheme (13) is as follows,
where P C denotes the convex projection (or metric projection) onto the closed and convex set C. In general, also this iteration scheme is initialized by taking f 0 = 0. The convergence result is as follows [12] : in the absence of noise f n converges (weakly) to the constrained least-squares solution, i.e. the unique solutionf C of the following problem:
The uniqueness of the solution of this problem follows from the injectivity of a causal convolution operator. The problem, however, can still be ill-posed as concerns existence and continuity of the solution.
In the case of equation (8), the appropriate closed and convex set for the STF is the set of non-negative causal functions which are zero for t > T , where T is a time interval shorter than the duration of the recorded seismogram. The value of T is not known but it can be used as a free parameter in the data inversion.
It is very easy to show that the projection operator P C onto the previous closed and convex set is defined as follows:
Therefore, this projection operator can be easily computed. However, since we will investigate the effect of the various constraints on inversion, we will also use the following projections: the projection P + on the closed and convex set of the non-negative functions
the orthogonal projection P c on the linear subspace of causal functions
and the orthogonal projection P T on the linear subspace of the functions which are zero for
It is easy to verify that these operators commute and that the operator P C of equation (19) is given by P C = P + P c P T . Moreover, we will also use the operators P + (constraint of nonnegativity) and P + P c (constraint of non-negativity and causality). For all these operators the implementation of the iterative method (17) is easy. We start with f 0 = 0. Then, given f n (t), by means of its Fourier transformf n (ω) (which, in the case of discretized functions can be computed by means of the FFT algorithm) one computes the function
The inverse Fourier transform g n+1 (t) ofĝ n+1 (ω) is computed and the new approximation f n+1 (t) is obtained by projecting g n+1 (t) by means of the appropriate projection operator (P + or P + P c or P + P c P T ). Therefore, at each iteration, the algorithm requires the computation of one direct and one inverse Fourier transform, followed by a projection operation. It is obvious that the total number of operations is of the order of 2N ln N if N is the total number of points in the seismogram. Moreover, if we perform K iterations, the total number of operations will be of the order of 2KN ln N . Finally a few words about the stopping rules for the iterative process. In the case of the convex set C considered for the STF, the problem (18) is still ill-posed and therefore one has to stop the iterative process in order to get a regularized approximation of the constrained least-squares solution. As far as we know, no criterion has been established for the method we are considering in this paper. From numerical simulations which will be described in section 4, it follows that the iterates f n first approach the true solution and then go far away. Therefore, it is necessary to stop the procedure and this point will be discussed in the following sections.
Description of the data used for the validation of the method
North-western Italy is characterized by a seismicity of relatively low level (on a global scale) but nevertheless quite frequent and diffuse. Since 1982, a regional network (IGG network, Genova, Italy) of telemetered short period stations, equipped with vertical component seismometers with a natural frequency of 1 Hz, has continuously monitored this area [16] . From most stations, the analogue signals are transmitted by FM links to the central recording site: this operation introduces both a dynamic range limitation (around 66 dB) and a bandwidth reduction (0.2-20 Hz). At the central recording site the signals are nonstop digitized by a high dynamic system and radio-synchronized on a DCF signal with a smoothing technique, assuring a time stability better than 1 ms; the sampling rate is about 13 ms (corresponding to a cut-off frequency of about 38 Hz).
Data used in this work belong to a seismic swarm which occurred in the Ligurian Alps during July 1993. More than 600 events were located by the regional and temporary networks, showing that most hypocentres are confined to a volume of a few km 3 (see figure 1 ). The strong coherency of the signals recorded by the same station (evaluated by means of the maximum peak of normalized cross correlation) confirms the striking contiguity of the hypocentral solutions and allows one to think that the focal mechanism has not significantly changed during the whole swarm. With such characteristics (i.e. same source-receiver path and focal mechanism for most events), these events seem very suitable for testing the deconvolution method described in the previous section.
The waveforms of three small earthquakes have been used as the EGF while we have selected two mainshocks with different characteristics: one with a behaviour of the waveform similar to that of the EGF (simple event), the other with a rather different structure (complex event). The hypocentral coordinates and magnitudes of the selected events are presented in table 1. The three EGFs are indicated with the numbers 42, 46 and 48; the simple event has the number 2932, while the complex one has the number 5139. Moreover, among all the recordings of the network those of the stations PCP, ROB and IMI (see figure 1 ) have been selected because of their very high signal-to-noise ratio (about 60 dB). The 15 waveforms considered have been interpolated by means of sinc-functions corresponding to the frequency of 38 Hz and have been resampled at the rate of 5 ms (corresponding to a frequency of 100 Hz). This oversampling has been chosen in order to improve both the estimate of the very first onset of the P waveform and the estimate of the main features of the deconvolved STF (e.g. rupture duration). In order to remove the frequencies introduced by the resampling, the signals were filtered with a second-order Butterworth band-pass filter with a band-pass between 1 and 20 Hz. The cut-off at low frequencies is introduced in order to remove the microseismic noise affecting all the traces. Finally, the P waveforms were windowed to a length of about 1 s. The records are presented in figure 2 . We point out that the EGF42, especially in the time interval corresponding to the first 100 samples, is quite similar to the MAIN2932 for all the three stations we have considered. Moreover, the EGF48 is similar to the EGF42 for the stations ROB and PCP while it is rather different for the station IMI. Finally, the EGF46 has an opposite behaviour: it is similar to the EGF42 for the station IMI and rather different for the other two stations.
The length of each record is about 200 samples (corresponding to a duration of about 1 s). In order to take into account causality and also to avoid the recovering effects due to cyclic convolutions, the records have been padded by zeros so that the total length is 512 samples. The records are aligned in such a way that the arrival time corresponds to the same sampling point for each record. However, the uncertainty in the estimation of the arrival time is about 30 ms corresponding to about six samples. For this reason we will leave this uncertainty when applying the constraint of causality.
In order to validate the deconvolution method by means of simulations, we have also generated synthetic waveforms. We have considered four STF having a Gaussian shape The STFs above have been convolved with EGF42 and waveforms with a causal behaviour have been obtained. The non-zero section of the signal has been perturbed by noise obtained from a window of about 1 s on the trace of the EGF (resampled and filtered) a few seconds before the P-wave arrival. Here we assume that the noise is additive and stationary.
Results in the case of synthetic data
We have first deconvolved the synthetic waveforms corresponding to Gaussian STFs by means of the same EGF used for generating the data. We have compared the results obtained by means of the water-level method with the results obtained by means of the Landweber method both without and with different kinds of constraints. In fact we have considered the effect of positivity, the effect of positivity plus causality and the effect of positivity plus causality plus finite duration of the STF. In the subsequent tables we will indicate the various methods as follows: WL = water-level method; L = Landweber method without constraints; LP = Landweber method with positivity; LPC = Landweber method with positivity and causality; LPCS = Landweber method with positivity plus causality and support constraint. The condition number of the EGF42, i.e. the ratio between the maximum and minimum value of the modulus of its Fourier transform, is about 10 4 (for all the stations considered). The signal-to-noise ratio of the synthetic data, computed as the ratio between the Euclidean norm of the signal and the Euclidean norm of the noise is about 10 3 , i.e. 60 dB. This value is a bit greater than that corresponding to real data.
At each iteration step, if f n is the result of the nth iteration, we compute the relative discrepancy between the data g and the data computed by means of f n (i.e. the ratio between the Euclidean norm of the residual and the Euclidean norm of g)
as well as the relative reconstruction error
This has been computed both on the full length of the signal (512 samples) and on a region of interest consisting of about 41 samples centred on the maximum of the STF. We have considered a maximum number of 400 iterations. We report results only in the case of the ROB station because we have obtained similar results for the two other stations.
Behaviour of ε n . The relative discrepancy is a decreasing function of n (as it follows from theoretical results) and after a few iterations a value of the order of the inverse signalto-noise ratio is reached. All the methods provide approximately the same value of ε n , for a given n; however, the methods with more constraints provide smaller values of ε n (see figure 3 (a) in the case σ = 2). As we will see, this is a behaviour which is opposite to that found when deconvolving with an EGF which is not the correct one. Behaviour of δ n . It is, in general, a decreasing function of n (see figures 3(b) and (c) in the case σ = 2) even if in the case of the broadest Gaussians a minimum is found for a value of n < 400. Since a minimum is expected, this means that the minimum occurs for n > 400. However, the minimum is so flat that we do not need so many iterations to obtain a reliable result. More precisely, δ n is rapidly decreasing for the first iterations but after 100 iterations it does not change significantly. Moreover, for a given n, the value of δ n decreases when we increase the constraints on the solution.
More quantitative results are provided in figure 4 and in the related tables. We give only results relative to the broadest (σ = 5) and the narrowest (σ = 2) Gaussian. We see that the broadest Gaussian, whose Fourier transform is concentrated within the band of the EGF, is perfectly reconstructed by all the constrained methods, but not by the linear methods. In fact the linear methods (water-level and Landweber without constraints) are not able to restore the Fourier transform at low frequencies where information is lacking. This point will be more clear in a moment.
In the tables we give also the values of δ computed for the solution provided by the WL method. These values are even greater than those corresponding to the solutions provided by the L method. We also notice that, in the case of the broadest Gaussian, the use of all the constraints produces an improvement of the overall error by a factor of 25 and of the error on the region of interest by a factor of 15. In the last case the greater part of the improvement is produced by the constraint of positivity. Similar remarks apply to the case of the narrowest Gaussian, even if, of course, the reconstruction error is larger than that of the broadest Gaussian (about 1% for σ = 5 and about 12% for σ = 2).
For these reconstructions we have used all the samples where the synthetic waveform is different from zero. This number is obviously larger than the number of non-zero samples of the EGF42. Therefore, in order to simulate what we are doing in practice where, before zero padding, the length of the EGF coincides with the length of the mainshock, we have Figure 4 . Reconstruction of a Gaussian STF with σ = 2 (left) and with σ = 5 (right). In both plots the full curve corresponds to the original Gaussian, the dashed curve to the WL restoration, the dotted curve to the L restoration and the dash-dotted curve to the LPCS restoration. figure 4 . The values of n, ε and δ are reported for both linear (WL and L) and constrained methods (LP, LPC and LPCS). ε is the quantity defined in (25) with n as given in the second column: δ (512) is the quantity defined in (26) and computed using all the sampling points while δ IR (41) is the same quantity computed using only the 41 sampling points of the region of interest. truncated the synthetic waveforms by taking, again before zero padding, only the first 200 samples different from zero. We have found that in the case σ = 2 the value of δ does not change significantly (it is about 12%) while in the case σ = 5 the new value of δ is about 10% (the previous one was about 1.3%). In order to appreciate the improvement obtained by means of the constrained method, it is useful to compare the Fourier transform of the original STF with that of the constrained restoration and that of the water-level restoration. In figure 5 we give the results for all the Gaussian STF we have considered. It is evident that the constrained method yields a good extrapolation of all the STF in the region around ω = 0 and also an extrapolation outside the band of the EGF in the case of the STF with σ = 2 and σ = 3. These effects are even more evident in a logarithmic plot given in figure 6 for the cases σ = 2 and σ = 5. In both cases the constrained method allows a correct estimation off (0). This quantity, usually denoted by 0 in seismology and called the low-frequency level, yields an estimate of the energy of the earthquake, i.e. the seismic moment. As regards the estimation of the corner frequency, one finds the correct value of about 12 Hz for the Gaussian with σ = 5 and an underestimated value of 25 Hz (in front of a correct value of 30 Hz) in the case of the Gaussian with σ = 2.
The second part of our numerical experiments consists in deconvolving by the use of EGF46 and EGF48 the synthetic data generated by means of EGF42. From figure 2 we see that, in the case of the ROB station, the EGF48 is much more similar to the EGF42 than the EGF46 and therefore we expect to obtain acceptable results by means of EGF48. In figure 7 we present the behaviour of ε n and δ n as functions of n for the deconvolution of the σ = 2 Gaussian waveform by means of EGF46 and EGF48. The differences with respect to the case of deconvolution by means of the correct EGF are evident, especially in the case of EGF46. We can summarize the main conclusions as follows.
• If we introduce more and more constraints in the deconvolution algorithm, for a given n the values of ε n increase. This means that, when we use an incorrect model for the deconvolution of the waveform, the introduction of constraints implies that it is not possible to fit the data within experimental errors. An unconstrained method allows a good fit of the data even in the case of an incorrect model but the price to be paid is a completely unreliable restoration. We also see that the effect we are discussing is larger in the case of EGF46 than in the case of EGF48.
• As concerns δ n the behaviour is opposite with respect to ε n . The use of constraints improves the quality of the restoration. This result emphasizes the relevance of using constrained methods, even in the case of a poorly correct EGF, for obtaining not completely unreliable results of the deconvolution process. In the case of EGF46 the best value of δ n we obtain is 40%, while in the case of EGF48 it is 20%. In figure 8 we compare the restoration of the σ = 2 Gaussian STF, obtained by the use of EGF46, with that obtained by the use of EGF48. This figure clearly shows that large errors in the EGF can introduce severe distorsion in the restoration of the STF.
• From figure 7 we deduce that the minimum of δ n occurs for a value of n smaller than 100 (see the remark on the behaviour of δ n in the case of restorations by the use of the correct EGF). The minimum, however, is rather flat, especially when we use all the constraints on the solution. This is also true in the case of EGF46 ( figure 7(b) ) even if the minimum is rather deep when not all the constraints are used. For these reasons in the analysis of real data we will use about 100 iterations. Figure 8 . Reconstruction of the STF with σ = 2 when the synthetic data are deconvolved with EGF46 (left) and with EGF48 (right). In both plots the full curve corresponds to the original Gaussian, the dashed curve to the WL method, the dotted curve to the L method and the dash-dotted curve to the LPCS method. Figure 9 . Plots of the relative discrepancy ε n when the simple event (MAIN2932) is deconvolved with the three EGFs. ε n is computed over the full length of the waveform. Full curves correspond to the L, dotted curves to the LP and dashed curves to the LPC method. Station ROB.
Results in the case of real data
The method developed and tested in the previous sections has been applied to the inversion of the two waveforms indicated as MAIN2932 and MAIN5139 in figure 2 .
As suggested by the analysis of section 4, we have first investigated the variation of ε n , equation (25), when we introduce more and more constraints on the solutions. We remember that the analysis with the synthetic data showed that such variation of ε n is more evident as the EGF differs from the true propagation model. Following these remarks, we look for the EGF, among those at our disposal, whose variation of ε n is weakly dependent upon the number of constraints. For both mainshocks, the computations have been performed using all the EGFs and all the stations. In the case of MAIN2932 and ROB station, the results are plotted in figure 9 . The variation on ε n due to the addition of constraints is not so large as that plotted in figure 7 in the case of the inversion, by means of EGF46, of Figure 10 . Plots of the relative discrepancy ε n for n = 100 as a function of the number of samples of the STF support. Plots refer to MAIN2932 (left) and to MAIN5139 (right). ε n is computed on the full length of the waveform. Station IMI. In the small rectangle we indicate the position of the sample used as a right limit of the support in the restorations (vertical bar) and that of the sample just before the steep increase of ε n (star).
synthetic data generated by means of EGF42. We could conclude that, even if none of the three EGFs is completely correct, nevertheless none is completely wrong. All the results are reported in table 3 for MAIN2932 and in table 4 for MAIN5139. In these tables we give, for the three stations and the three EGF, the values of ε n , after 400 iterations, both for the unconstrained Landweber method (L) and the projected Landweber method with the constraints of positivity and causality (LPC). The values of ε n are computed over the full length of the mainshock. Smaller values of the relative discrepancy are obtained if computed over a shorter window of about 100 samples from P-wave onset: in the tables they are reported as ε n .
From these tables it clearly appears that the EGF42 is that producing the smallest variations (between L and LPC) both in ε n and ε n for all the stations and for the two events. In most cases it is also the EGF producing the smallest values of ε n and ε n in the constrained case. For these reasons we can consider EGF42 as the best approximation we have for the empirical Green function of these events. In the following we will use EGF42 for our analysis. The next step is the attempt of estimating the duration of the source function. To this purpose we use the LPCS method with 100 iterations (this number has been estimated in the previous section) and we compute the variation of ε n when we change the support of the STF. The behaviour is plotted in figure 10 . It clearly shows that ε n slowly increases when we reduce the support of the STF down to a certain value and that it suddenly increases below it. This rather sharp transition seems to provide a quite precise definition of the support of the STF. The estimate of the support obtained in this way and indicated in figure 10 (we use a support a bit broader than that corresponding to the steep increase of ε n ) is used for the estimation of the STF by means of the LPCS method with 100 iterations. In figure 11 we give the results obtained in this way and we compare these results with those obtained by means of the water-level method. We also give the fits of the waveforms provided by the constrained solutions which, at least for the first half of the signal, are quite satisfactory. We see that our method allows for a clear and reliable to determine the beginning and the end of the source function. Values of T measured for both the events at the three stations are reported in table 5. We find that the pulse widths of MAIN2932 for stations at different azimuth are almost the same (about 0.05 s). This Figure 13 . Source time functions of a quite complex earthquake obtained with the LPCS method. The empirical Green function used was EGF48. Two events are clearly recognizable, both consisting of at least two subevents. Table 3 . Results of real data analysis: case of MAIN2932. ε n is computed over all the support of the mainshock, while ε n is computed over a window of 100 samples from P-wave onset. indicates that this event had a simple rupture process (explained by the single pulse of the STF), which does not exhibit directivity. Otherwise, for MAIN5139 we observe that the widths of the source function show an azimuthal dependence, ranging from 0.055 (station ROB) to 0.120 s (station PCP). Thus we can infer that the rupture probably propagated along an approximately E-W direction. Furthermore, the rather complex shape of the STF may be due to more than one subevent in the rupture process.
ROB
In figure 12 we also give plots of the modulus of the Fourier transforms of some of the restored STFs. They show that our method yields much more precise estimates off (0), i.e. of the seismic moment, than those provided by the water-level method. For both events we computed the mean values (over all the three stations) of the seismic moment. We obtained for MAIN2932 a value of 7.0 × 10 19 dyne cm −1 and for MAIN519 1.6 × 10 20 dyne cm −1 . These values are consistent with the moment-magnitude relation reported in literature for the area where the swarm occurred.
Finally, in figure 13 we give an example of restoration showing that our method can also be successfully used for the analysis of quite complex events. It is very interesting to notice that in this restoration a support coinciding with the total interval containing the two events has been used. The method has given automatically zero values for the STF in the interval between the two events.
Concluding remarks
We have presented the application of the projected Landweber (PL) method to the estimation of the source time function (STF) of low-energy earthquakes using an empirical Green function to correct for propagation and instrumental effects. The introduction of constraints on the solution (i.e. positivity, causality and finite duration) provides estimates of the STF which are both numerically stable and physically reasonable after a relatively small number of iterations. Moreover, the constraints have avoided the unrealistic long-period trends and short-period oscillations affecting the STF obtained by means of crudely regularized deconvolution techniques (e.g. the water-level method). The validation of the PL method with numerical simulations has permitted one to calibrate the algorithm and has demonstrated that the restoration is just as precise as the deconvolution is more constrained. The constraints also allow for a not completely unreliable restoration when the deconvolution is performed using an EGF rather different from the true one. Moreover, the simulations have pointed out that a good extrapolation of the Fourier transform of the constrained STF can be achieved both at low and at high frequencies: this is evident when their spectra are compared with those obtained with the water-level method.
In the case of real data, the relevance of this property is fundamental for a very accurate determination of seismic moment, source directivity and rupture duration. An application of this technique to some events in North-Western Italy has demonstrated the effective improvement in the analysis of the source characteristics. For example, we were able to recognize within the same seismic swarm two styles of rupture, the former simple and apparently circular (MAIN2932), the latter more complex and with evidence of unilateral propagation (MAIN5139). The application of the method to the analysis of the seismic swarm of July 1993 is in progress.
