In this work we study a one-dimensional chain of atoms with Lennard-Jones type interactions of finite range. We are interested in the behavior of the system as the number of atoms tends to infinity and derive an explicit expression of the Γ-limit, given by an integral functional involving the convexification of a Cauchy-Born energy density. This is based on solving a homogenization formula, which was derived by Braides and Gelli for more general interatomic interactions.
Introduction
The main scope of this paper is to give more insight into the asymptotic behavior of onedimensional Lennard-Jones systems with finite range interactions. In particular we show that a homogenization formula which was derived earlier for the passage from discrete to continuous systems, see e.g. [5, 6] , can be solved explicitly for Lennard-Jones type potentials.
More precisely, we consider a chain of n+1 lattice points with n ∈ N. The interaction of lattice points with distance j 1 n in the reference lattice is described by a potential J j , j ∈ {1, . . . , K} with K ∈ N finite. The mathematical assumptions on the potentials J j , j = 1, . . . , K, are phrased in Section 2. In particular these are satisfied if J j (z) = J(jz) for some Lennard-Jones potential J(z) = k1 z 12 − k2 z 6 , k 1 , k 2 > 0 if z > 0, and +∞ otherwise. Therefore, we call the potentials which satisfy our assumptions potentials of Lennard-Jones type. The free energy of the system under consideration is the sum of all pair interactions up to range K with the canonical bulk scaling. It reads
where λ n := 1 n and u i denotes the deformation of the ith lattice point satisfying certain periodic boundary conditions on [0, 1) ∩ λ n Z with u being its piecewise affine interpolation.
We are interested in the asymptotic behaviour of the system as n → ∞ and therefore consider the Γ-limit of the sequence of functionals (H n ), see Section 3. The Γ-limit of discrete functionals of the form of H n was derived under very general assumptions on the interaction potentials in [5] . The Γ-limit result of [5, Theorem 3.2] phrased for Lennard-Jones type potentials asserts that (H n ) H n (u) = 3). Thus, in order to find a lower bound on H n , it is useful to define Using suitably chosen interpolations of u on several lattices with lattice spacing jλ n and j ∈ {2, . . . , K}, we can apply the above mentioned convergence result for nearest neighbours and obtain Γ-lim n→∞ H n (u) ≥ * * CB . Hence, roughly speaking, the Γ-limit is the lower semicontinuous envelope of the pointwise limit in this case.
In the analysis of computational techniques as the so called quasicontinuum method, see e.g. [14, 18] , the above Γ-limit result is also of interest. The main idea of that method is to couple fully atomistic and continuum descriptions of solids. Many formulations of those models rely on the assumption that the effective energy of the continuum limit of discrete energies like H n is given by J CB . To our knowledge a verification of this assumption for global energy minimization is not yet known in the case K > 2. However, with the result of Theorem 3.2 it is now possible to analyse certain quasicontinuum models in the spirit of [17] also in the case of general finite range interactions of Lennard-Jones type.
From a modelling point of view, the limiting functional H is not yet rich enough as a continuum model for fracture. For example the number of jumps of u, i.e. of cracks, does not contribute to the energy H. Hence a refined analysis is needed, see e.g. [9] . This can be done by calculating the first order Γ-limit of (H n ), cf. [3, 15] for K = 2. Alternatively, suitable rescaled functionals can be considered for which the contribution of elastic deformations and (0-dimensional) surface contributions due to jumps are on the same order of magnitude. This scaling was used previously, see [7, 8, 16] in one dimension and [10, 11] for an analysis in higher dimensions. We study such a rescaled functional in Section 4. In the case of Lennard-Jones type interactions a groundstate of H n is given by γ id with {γ} = argmin J CB . Then the rescaled functional is defined by
with certain periodic boundary conditions, see below, where v i is a scaled version of the displacement of lattice point i from its equilibrium configuration γi, and v is its piecewise affine interpolation. In Theorem 4.2 we show that (E n ) Γ-converges to a one-dimensional version E of the Griffith energy for fracture:
where S v is the jumpset of v, and v + , v − are the right-sided and left-sided limits of v at x. This is inspired by previous results for K-interacting neighbours obtained in [7] . In fact, at the first glance, the Γ-limit result in [7, Theorem 4] has the same form as in (1.1). However, that result is proven under assumptions on the interaction potentials which are not known to be applicable to pair potentials as e.g. Lennard Jones potentials if K > 2, see also [7, Remark 3] , [8, Section 4] . For Lennard-Jones type potentials and arbitrary K ∈ N we obtain the following simple formula for the elastic modulus α = 1 2 J ′′ CB (γ). The definition of β, see (4.5), involves a boundary layer energy. In the derivation of this boundary layer energy which occurs at the free surfaces at the crack, we exploit the decomposition of the energy E n in similar terms as in the definition of J 0,j . Hence, again, the extension of the effective potential J 0 turns out to be a crucial and appropriate method. In Proposition 4.4 we show that β is independent of the factors (c j ). Moreover, in the case of nearest and next-to-nearest neighbour interactions the boundary layer energy β coincides with previously derived jump energies in [3, 7, 15] , see Remark 4.3.
Setting of the problem
We consider a one-dimensional lattice given by λ n Z with λ n = 1 n . We denote by u : λ n Z → R the deformation of the atoms from the reference configuration and write u(iλ n ) = u i as shorthand. Furthermore, we will for simplicity consider only deformations u ∈ A # n (R), where
For given K ∈ N, we define the discrete energy of a deformation u ∈ A # n (R) by
where J j , j = 1, . . . , K are potentials of Lennard-Jones type which satisfy
For given j ∈ {2, . . . , K}, we can rewrite the nearest neighbour interactions in (2.1) as follows:
Note that, we have used
2), we can rewrite the energy (2.1) as
For given j ∈ {2, . . . , K}, we define the following functions
Note that the definition of J 0,j yields lower bounds for the terms in the curved brackets in (2.1). Let us remark that in the case of next and next-to-nearest neighbour interactions, i.e. K = 2, we have c 2 = c K = 1 and
which is exactly the effective energy density which shows up in [3, 15, 16] , and similarly in [8] .
Let us now state further assumptions on the potentials J j for j ∈ {1, . . . , K}:
, and J 0,j defined in (2.4) satisfy the hypotheses (vi) and (viii) for j ∈ {2, . . . , K}.
(vi) There exists a unique γ > 0, independent of j, such that
Furthermore, there exists ε > 0 such that for z ≤ γ + ε it holds:
(vii) There exists η > 0 and C > 0 such that
We will show in Proposition 2.1 that the classical Lennard-Jones potentials indeed satisfy assumptions (i)-(viii). Moreover, these potentials satisfy the additional assumptions that we suppose in Theorems 3.1 and 3.2, where we give an explicit expression of the Γ-limit of H n . Note that (2.3) and the assumptions (v)-(viii) already imply the lower bound
Hence, u min (x) = γx is a minimizer of H n for all n ∈ N. Let us now consider deformations u ∈ A # n (R) which are close to the equilibrium configuration u min . To this end, set
and define
where J CB is defined by
In Section 4, we derive a Γ-limit of E n as n tends to infinity under additional boundary conditions. We define the sequence of functionals (E ℓ n ) by
where
− ℓt is 1-periodic}. In Theorem 4.2, we derive the Γ-limit of the sequence (E ℓ n ) as n tends to infinity.
Next we show that the assumptions (i)-(viii) are reasonable in the sense that they are satisfied by the classical Lennard-Jones potentials.
Proposition 2.1. For j ∈ {1, . . . , K} let J j be defined as
such that hypotheses (i)-(viii) are satisfied. Moreover, it holds that dom J j = (0, +∞) for j ∈ {1, . . . , K} and that for all z > 0
for j ∈ {2, . . . , K}.
Proof. By the definition of J j , j = 1, . . . , K it is clear that they satisfy (i)-(iv) and dom J j = (0, +∞). Note that the unique minimizer δ j of J j is given by
, and J is strictly convex on (0, z c ) with z c = (
Hence, J CB is also a Lennard-Jones potential with the unique minimizer
Note that J ′ (γ) < 0 and we can define (c j )
Since γ is the minimizer of J CB , we have K j=2 jJ ′ (jγ) = −J ′ (γ) and thus K j=2 c j = 1. Let z ≤ δ 1 , where δ 1 denotes the unique minimum of J. We show (2.6) for j = 2, . . . , K. Firstly, we note that the existence of a minimizer is clear since z s > 0 for s = 1, . . . , j. Let z < δ 1 and (z 1 , . . . , z j ) be a minimizer in (2.4) . By the optimality conditions, there exists λ ∈ R such that J ′ (z s ) = λ for s ∈ {1, . . . , j}. From j s=1 z s = jz < jδ 1 , we deduce that there existsj ∈ {1, . . . , j} such that zj < δ 1 . Since J ′ > 0 on (δ 1 , +∞) and J ′ injective and ≤ 0 on (0, δ 1 ), we deduce that z i = zj for all i = 1, . . . , j. Hence, z i = z for i = 1, . . . , j. The case z = δ 1 is trivial. Let us show that γ is the unique minimizer of J 0,j for j = 2, . . . , K. From the definition of J 0,j , we deduce J 0,j (z) ≥ J(jz) + c j J(δ 1 ) ≥ J 0,j (δ 1 ) for z ≥ δ 1 . Thus it is enough to consider z ≤ δ 1 in order to find the minimum.
. This is again a Lennard-Jones potential, thus it has only one critical point which is a minimum. Since c j is defined such that J
we deduce that γ is the minimizer of J 0,j for j ∈ {2, . . . , K}. Hence, we have shown (vi). Moreover, we have ψ * *
is a Lennard-Jones potential with the minimizer γ. Let us show (vii). For z and z s such that jz = j s=1 z s , we make the following expansion:
with |ξ s | ≤ |z s − z|. The second term on the right hand side vanishes since
By the definition of J 0,j there exists for every η > 0 and n ∈ N a tupel z s n with s = 1, . . . , j such that
From z n → ∞ and assumption (ii), we deduce that, up to subsequences, there exists s ∈ {1, . . . , j} such that z s n → +∞ as n → ∞. Without loss of generality we assume that s = 1 and from lim z→∞ J(z) = 0, we deduce lim inf n→∞ 3 Γ-limit of H n Let us now give an explicit expression of the Γ-limit of the sequence (H n ) defined in (2.1). The Γ-limit of functionals of the form (2.1) is studied in [5] under very general assumptions on the interaction potentials J j . A direct consequence of [5, Theorem 3.2] is the following result. and there exist constants
Then the Γ-limit of the sequence (H n ) with respect to the L 1 loc (0, 1)-topology is given by the functional H defined by
where D s u denotes the singular part of the measure Du with respect to the Lebesgue measure and φ(z) = inf{φ(z 1 ) + g(z 2 ) : z 1 + z 2 = z} where g(z) = 0 for z ≥ 0, and g(z) = +∞ for z < 0 and
Next we show that φ can be solved explicitly for a class of non-convex interaction potentials J j , which includes in particular the Lennard-Jones potentials, c.f. Proposition 2.1. (2.13) , and dom J j = dom J 1 for j ∈ {2, . . . , K}. Then it holds φ ≡ φ ≡ J * * CB with φ and φ as in Theorem 3.1 and J CB as in (2.10).
Proof. Let us first show that φ ≡ J
where we used that
In the last inequality, we have used u i = iz for i ∈ {0, . . . , K} ∪ {N − K, . . . , N } and
Since the righthand side is convex and lower semicontinuous, we have φ * * 
Since dom J j = dom J 1 for j ∈ {2, . . . , K}, this implies the limsup inequality in this case.
If z > γ, we can test the minimum problem in the definition of φ N with u N satisfying the boundary conditions in (3.2) and being such that u
where f (z) is continuous on dom J CB . Hence the upper bound follows also for z > γ and we have
In this section, we derive the Γ-limit of the sequence (E ℓ n ), defined in (2.11). For this, it is useful to rewrite the energy
Note that, we used here (2.2) and J CB (γ) = K j=2 ψ j (γ). Let (v n ) be a sequence of functions with v n ∈ A #,ℓ n (R) and v n (0) = 0. We have
By the definition of J 0,j , ψ j and γ, we have ζ
, . . . , K} and i ∈ {0, . . . , n − j}. The following lemma is the analog of [7, Remark 4] and will give us a finer estimate for terms of the form as ζ i j,n . Lemma 4.1. For η 1 > 0 sufficiently small there exists a constant C 1 > 0 such that 
where C is the same constant as in (2.8) . By the choice of η 1 , we have j s=1 |ẑ s −ẑ| + |ẑ − γ| ≤ η and thus by (2.8) it holds
Using ψ j (ẑ) ≥ ψ j (γ) and (2.7), we obtain for η 1 sufficiently small
Clearly, this is, for N sufficiently large, a contradiction to
where we used ψ ′ j (γ) = 0.
We are now in the position to prove the main result of this section which is a Γ-convergence result for the functionals (E ℓ n ). This yields a rigorous derivation of Griffith' formula for fracture mechanics in one dimension starting from a microscopic setting that takes into account LennardJones type interactions of finite range. 
is the boundary layer energy due to a jump of v with
Moreover, if ℓ > 0 it holds
Before we prove the above result, let us remark that the definition of β given in (4.5) is independent of (c j ) K j=2 . This is shown in Proposition 4.4 below. See the introduction for an embedding of this theorem in the existing literature.
Proof of Theorem 4.2. Coerciveness. Let (v n ) be such that E ℓ n (v n ) < +∞. By assumption (vi) and Lemma 4.1, there exist constants K 1 , K 2 > 0 such that for all i ∈ Z it holds
Hence, we have
As in [7] and [16] , we can conclude from (4.9) that if (v n ) is bounded in L 1 (0, 1) and satisfies
From (4.9), we deduce that
Thus, we obtain from sup n E ℓ n (v n ) < +∞ that I −− := sup n #I −− n < +∞. Moreover, we deduce from the equiboundedness of the energy, assumption (ii), ζ i n,j ≥ 0, and the fact that J j is bounded from below for j ∈ {1, . . . , K}, that there exists a constant M ∈ R such that
Hence, using Hölder's inequality and #I − n ≤ n, we have for (v
Thus there exists C > 0 such that (v
Using the boundary conditions, we obtain that
. Since v n (0) = 0, we obtain by the Poincaré-inequality that
n (R), we define for j ∈ {2, . . . , K} and s ∈ {0, . . . , j − 1} the function v s n,j as the affine interpolation of v n with respect to λ n (s + jZ), i.e
for t ∈ λ n [s + ji, s + j(i + 1)) with i ∈ Z. Fix j ∈ {2, . . . , K} and s ∈ {0, . . . , j − 1}. Let us show that v s n,j → v in L 1 (0, 1) as n → ∞. Therefore, we show that the L 1 (0, 1)-norm of v s n,j ′ can be bounded by the L 1 -norm of v ′ n on a slightly bigger set. Indeed, for fixed ρ > 0, we have for n sufficiently large that
Since v ′ n is 1-periodic and sup n v ′ n L 1 (0,1) < +∞, it holds sup n v ′ n L 1 (Ω) < +∞ for every bounded interval Ω ⊂ R. Thus the right hand side above is equibounded. Hence, we have that Hence, we infer as in [7] that there exist constants C 1 , C 2 , C 3 > 0 such that
From (4.10), we deduce sup {C 3 : (4.11) holds for some C 1 and C 2 } = +∞ (4.12)
We find, using ζ i j,n ≥ 0 and (4.11), the following lower bound for E ℓ n (v n ):
As shown above, v s n,2 → v in L 1 (0, 1) for s = 0, 1. Hence we obtain in analogy to [7] by the use of
Using (4.12), we get
with [v](t) > 0 on S v , and +∞ else.
Liminf inequality. Let (v n ) be a sequence of functions with sup n E ℓ n (v n ) < +∞ and v n → v in L 1 (0, 1). Furthermore, we assume that there exists a finite set S = {x 1 , . . . , x N } such that v n ⇀ v locally weakly in H 1 ((0, 1) \ S). Let us estimate the elastic part. Let ρ > 0 be such that |x − y| > 4ρ for all x, y ∈ S, x = y. We define the set S ρ = N i=1 (x i − ρ, x i + ρ) and the set Q n (ρ) as
We will show that lim inf
Therefore, we use a Taylor expansion of J 0,j at γ:
with α j := For given j ∈ {2, . . . , K} and s ∈ {0, . . . , j − 1}, we define the set I s n,j = i ∈ {0, . . . , n − 1} ∩ {s + jZ} :
From the equiboundedness of E ℓ n (v n ), we deduce by (4.9) for n large enough and j ′ ∈ {2, . . . , K} that As in the proof of the coerciveness, we denote by v s n,j the piecewise affine interpolation of v n with respect to λ n (s + jZ). Furthermore, we define ω j (t) := sup |z|≤t η j (z) and χ s,i n,j = χ s j,n (iλ n ). A Taylor expansion of J 0,j at γ yields:
Hence, #I
for n sufficiently large. Let us show that the second term in (4.14) vanishes as n tends to infinity.
. Indeed, we have for n sufficiently large
Since v n converges locally weakly in H 1 ((0, 1)\S), we have that the quantity v
) is equibounded for all ρ > 0. In the proof for the coerciveness, we already have shown that v
Hence, we can apply the Poincaré inequality on every connected subsets of (ρ, 1 − ρ) \ S ρ and obtain that also the
Furthermore, it holds √ λ n |v s n,j
n,j is nonzero and thus the term given by |v
for j ∈ {2, . . . , K} and s ∈ {0, . . . , j − 1}. Hence
Note, that we used α = K j=2 α j which follows from K j=2 c j = 1 and the definition of ψ j .
Let us now estimate the jump energy. We consider t ∈ (0, 1) with t ∈ S v . Note that by periodicity the same proof works for 0 ∈ S v with minor modifications, see [7, p. 177] . Assume that ρ > 0 is sufficiently small such that t ∈ (ρ, 1 − ρ). By the choice of ρ > 0, we have {t} = (t − ρ, t + ρ) ∩ S, which ensures that the L 2 -norm of (v ′ n ) is equibounded in (t − ρ, t − ρ 2 ) and (t + ρ 2 , t + ρ). This yields the existence of (k
Let us show the existence of (k 1 n ) ⊂ N satisfying the above properties. Therefore we assume by contradiction that there exists c > 0 such that for all i ∈ N with t − ρ ≤ λ n (i + s) ≤ t − ρ 2 with s ∈ {1, . . . , K − 1} there exists anŝ ∈ {1, . . . , K − 1} such that |
We show the liminf inequality close to the jump point, i.e.
From v n → v in L 1 (0, 1) and t ∈ S v , we deduce that there exists (h n ) ⊂ N with λ n h n → t such that
Indeed, otherwise v ′ n would be equibounded in L 2 in a neighborhood of t. Since lim z→∞ J j (z) = 0 for j = 1, . . . , K, we conclude that some terms in ζ hn−s j,n for s = 0, . . . , j − 1 and j = 2, . . . , K vanish as n tends to infinity. We collect them in the function r 1 (n) defined by
It will be useful to rewrite the terms which involve v hn+1 n − v hn n as follows:
Note that we have used for the second equality:
Thus it remains to prove that
with r 2 (n), r 3 (n) → 0 as n → ∞. Let us prove inequality (4.19). Therefore, we define for i ≥ 0
Now we rewrite the left-hand side in (4.19) in terms ofṽ n
Indeed, by definition ofṽ n , we haveṽ 
for s ∈ {1, . . . , K − 1}. Hence, we have r 2 (n) → 0 as n → ∞. Note thatṽ
Thusṽ n is an admissible test function in the definition of B(γ), see (4.6), and we obtain (4.19). The proof of (4.20) can be done in a similar way. We define for i ≥ 0:
A similar calculation as above yields 
Clearly, the estimates for the jump energy can be repeated on every interval (t − ρ, t + ρ) with t ∈ S v , and we obtain lim inf
with the constraint [v](t) > 0 on S v . The assertion follows from the arbitrariness of ρ > 0. Limsup inequality. To complete the Γ-convergence proof it is left to show that for every piecewise
. Similarly, as in [7] , it is enough to consider functions v which are sufficiently smooth and locally constant on both sides of S v . The claim follows by density and relaxation arguments, which will be outlined below. Let v be such that 
Since the term in the infinite sum vanishes identically for i ≥ N we can replace the sum by any sum from i = 0 toÑ withÑ ≥ N without changing the estimate. Let (k
is satisfied. We define a recovery sequence v n ∈ A #,ℓ n (R) with help of w andṽ by
Note that by the definition of the function w the terms with the prefactor √ λ n vanish for i ≤ h n − N − 1 respectively i ≥ h n + N + 2. Indeed this follows from 
as n → ∞. Since the estimate on (t, t + ρ 2 ) is similar, we omit it here. Let us show that (v n ) is indeed a recovery sequence for v. Note that by the definition of v n it hold for j ∈ {1, . . . , K} and s ∈ {0, . . . , j − 1} that
as n → +∞. Hence, we obtain in a similarly to (4.18) that
as n → ∞. By the definition of v n and w it follows for n sufficiently large such that (4.22) holds
where we used h n − k
In the same way, we obtain
Let us now recover the integral term. Firstly, we note that sinceṽ ∈ C 2 (0, 1) it holds
as n → ∞. A Taylor expansion of J j at γ yields:
|z| 2 → 0 as z → 0 for j ∈ {1, . . . , K}. Hence, using the definition of ψ j (z) = J j (z) + c j J 1 (z), ψ (a s − a m ) 2 .
Hence, for i ∈ {0, . . . , k 1) ) and by the arbitrariness of η > 0, where we note that v ′ denotes the absolutely continuous part of the derivative of v only. In a similar fashion, we can construct a recovery sequence for every function v which is piecewise H 1 such that v ∈ C 2 ((0, 1) \ S v ) and constant on (t − ρ) and (t + ρ) for all t ∈ S v with ρ > 0. This concludes the proof of the lim sup inequality.
Convergence of minimization problems. The convergence of minimal energies follows from the coerciveness of E n and the Γ-convergence result. Moreover min v E ℓ (v) = min{αℓ 2 , β}, see [7] , [16] . This coincides with the definition of the (free) boundary layer energy B and B(γ) defined in [7] and [3, 15] respectively. The jump energy β then reads β = 2B(γ) − 2J CB (γ), and coincides with the corresponding jump energies defined in [3, 7, 15] .
Let us now show that for given K ≥ 2 the jump energy β defined in (4.5) is independent of (c j ) In particular this implies that β is independent of (c j )
By the arbitrariness of u : N 0 → R and N ∈ N 0 with u 0 = 0 and u i+1 − u i = γ for i ≥ N and the definition of B(γ) and B(γ), see (4.6) and (4.27), the equality (4.28) and thus the proposition is proven.
