Abstract. A model of observations with admixture is considered. The distribution of the primary component of the model is symmetric and unknown, while the distribution of the admixture is known. Adaptive estimators are constructed for the median of the distribution of the primary component. The asymptotic variance of this estimator is close to the minimal asymptotic variance among all estimating equations estimators.
Introduction
This paper is a prolongation of [1] . Estimating equations are constructed in [1] for the estimation of the location parameter of a symmetric distribution by using the observations with admixture. A lower bound for the asymptotic variance of the estimating equations estimators is also obtained in [1] . The "optimal" estimating function for which this lower bound is attained depends on unknown parameters and cannot thus be used directly for the estimation.
We study possible adaptive estimating functions constructed from the same observations in order to approximate the optimal estimating function. We consider a class of estimating functions that can be constructed from linear combinations of some fixed basic functions. Optimal (with respect to the minimum of the asymptotic variance of an estimator) coefficients for such linear combinations are found. Estimators for those optimal coefficients are found from the sample. We show that the estimator constructed by using the estimating function with these optimal coefficients has the same asymptotic variance as the estimator with the true optimal coefficients.
Such an adaptive scheme is not new (see, for example, [2] ). However it has not been used up to now for observations with admixture. It is worth mentioning that the estimator obtained below is not adaptive in the sense of the paper [3] , since its asymptotic variance is larger than that of the optimal estimator that can be constructed if the density f of the centered primary component is known. A true adaptive estimator for the model considered in this paper cannot be constructed at all, since the necessary information conditions are not satisfied in this case (see [3, Section 2.4] ). Nevertheless a comparison of these estimators with nonadaptive moment estimators shows that the adaptive procedure improves the effectiveness essentially.
Setting of the problem
Let the observed data form a sample Ξ N = (ξ 1 , . . . , ξ N ) of independent identically distributed random variables possessing the distribution density
where p ∈ (0, 1) is the probability that an observation corresponds to the primary component; a is a median of the distribution of the primary component; f is the distribution density of the deviation of the primary component from a; f 0 is the distribution density of the admixture. We assume that the function f 0 is known but the parameters a ∈ R and p ∈ (0, 1) are unknown. The density f is unknown but it is symmetric about the origin, that is,
In what follows we assume that f is a continuously differentiable function in R.
The problem is to estimate the location parameter a of the primary component. (A detailed description of this model and its applications is given in [1, 5] .)
An unbiased estimating equation for a (called a generalized estimating equation) is proposed in [1] . This equation is constructed with the help of two odd functions g 1 and g 2 . The equation is written as
It is clear that the functions g 1 and g 2 are to be chosen such that G 1 (α) < ∞ and
Any almost sure solutionâ N =â(Ξ N ) of equation (2) is called a GEE-estimator of the parameter a constructed from the estimating pair (g 1 , g 2 ).
As a rule, equation (2) has several roots and the choice of a "correct" one for the construction of a consistent estimator is a nontrivial problem. It is shown in [1, 5] that, under some additional assumptions, one can construct GEE-estimatorsã N satisfying equality (2) . Moreover, these estimators are
for a sequence of random variables ζ N and a sequence of numbers ε N > 0.
If a mild condition is imposed on the estimating pair and if the estimatorâ N is consistent, then, according to Theorem 2.1 and equality (11) in [1] , the distribution of √ N (â N − a) weakly converges to the distribution N 0, σ
where
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for functions U defined by (4) . The converse statement also holds: if D ≡ 0, then, given an odd function U satisfying (5), one can find an estimating pair (g 1 , g 2 ) such that (4) holds. Indeed, one can choose g 1 (x) = U (x)/β 0 and find an arbitrary odd function g 2 such that
Other choices of the estimating pair that lead to the same function U are also possible. These estimating pairs generate different estimators, but they have the same asymptotic variance σ
It is natural to choose an estimating pair such that the corresponding asymptotic variance is as small as possible. The precise lower bound for σ 2 U is found in [1] for a wide class of functions U . The corresponding estimating pair cannot be used explicitly for the estimation, since it depends on unknown parameters of the model. Thus we apply the following "linear adaptive" method.
Consider the functions U that can be represented as linear combinations of a finite set of basic odd functions u 1 , . . . , u M , that is,
is an arbitrary vector of coefficients. First we find the vector of optimal coefficients β * for which σ 2 U β attains its minimum for given (unknown) parameters of the model. Then we estimate these optimal coefficients from the sample Ξ N and obtain the vector of estimatorsβ N . The estimated function Uβ N is used to construct the estimating pair (g 1 ,g 2 ) and the corresponding estimating functionh. Note that the coefficient β 0 should also be estimated from the sample. Now one can use the latter estimating function to find an estimator as a solution of
However, the question on how to choose a "correct" root of the estimating equation is still open. Therefore the question on whether the estimator is consistent is also open. To avoid this problem one can propose a two-step estimation procedure The first step is to estimate a with the help of a "pilot" estimator. This estimator should be chosen to be √ N -consistent. However, the asymptotic variance of this estimator is far of being optimal. This estimator is improved on the second step with the help of the estimating equation. The second step can also be performed in a variety of ways. For example, as a resulting estimator, one can choose a root of the estimating equation that is the closest one to the pilot estimator. Another approach is to change the true estimating function by its linear approximation in a neighborhood of the pilot estimator and take the solution of the approximating equation as a resulting estimator. This approximating approach for constructing estimators is described in [1] for nonadaptive estimating equations. We follow the approximating approach when constructing the resulting adaptive estimator. The pilot estimators for a and p are used for the estimation of the optimal coefficients β * , as well.
It is clear that the resulting estimator is not a GEE-estimator in the sense of (2). Nevertheless we show that its asymptotic variance is equal to σ
, that is, to the least possible value of GEE-estimators constructed with the help of linear combinations of basic functions.
Optimal coefficients β *
We start with finding the coefficients β * for which σ 2 U β attains its minimal value. In what follows we assume that u m , m = 1, . . . , M, are odd, continuously differentiable functions. It is easy to see that
and where
Here η 0 is a random variable with the distribution density f 0 . For the latter equality we used the property that
for an arbitrary function v.
Considering equalities (3) and (5) we conclude that one needs to solve the minimization problem β T Qβ/(B T β) 2 → min given D T β = 0 to determine the coefficients β * . Since both the minimization criterion and restrictions do not change when passing from β to cβ, where c ∈ R is an arbitrary number, one can introduce an extra normalizing condition B T β = 1. Then the problem can be written as follows: 
Therefore we have proved the following result. 
, where u i are continuously differentiable odd functions. Assume that det Q = 0 and D = 0.
Then the asymptotic variance of the GEE-estimatorâ N obtained from the estimating pair (g 1 , g 2 ) cannot be less than the number λ 1 defined by the first equality in (12). The value of λ 1 is attained for the point β = β * defined by equality (11).
Estimators of optimal coefficients
Letã N andp N be consistent pilot estimators for the parameters a and p, respectively. Note that one can take the moment estimators [1, 5] as pilot estimators. By definitions (7)-(10), one can consider the following estimators for Q, D, and B: Further we assume that, for all m = 1, . . . , M, 
Adaptive estimator
Now we describe an estimator of the parameter a with the help of the adaptive function Uβ. We add an odd function u 0 to the collection of the basic functions u 1 , . . . , u M . The function u 0 may coincide with u i for some i ∈ {1, . . . , M}. Put
Letã N andp N be the pilot estimators for a and p, respectively. Consider the estimating function
The adaptive estimator is given by
Remark. If the same pilot estimator is used for the estimation of optimal coefficients and for the construction ofǎ N , thenD 
Here and in what follows, the symbol ⇒ stands for the weak convergence.
Results of simulation
In order to obtain information on about the quality of the adaptive estimator for samples of a fixed size, we simulated samples from the distribution density ψ defined in (1) with
where ϕ is the standard normal density and p = a = s = 0.5. Therefore both the primary component and the admixture have a normal distribution for the simulated data. As shown in [1] for the Gaussian case, the asymptotic variance of the nonadaptive moment estimatorã N (that is, of the GEE-estimator with the estimating pair g 1 (x) = x, g 2 (x) = x 3 ) is equal to σ 2 moment = 3.97, while the minimal variance of a GEE-estimator is σ 2 * = 1.34. For the adaptive procedure, we have chosen the following three basic functions:
For the moment estimator proposed in [1] , the function u 3 is used in the additional estimating pair to pick up the correct root of the estimating equation and, in fact, the adaptive estimator is constructed with the same estimating functions as those used to construct the moment estimator. The asymptotic variance of the adaptive estimator described in Section 5 equals σ 2 adapt = 2.27 for our case; that is, the asymptotic variance is between σ The number N in the above table denotes the number of observations, the word "moment" in the subscripts indicates the moment estimators, while the word "adapt" stands for the adaptive estimators, s 2 denotes the sampling variance, MSE is the mean square deviation of the estimators, and b is the bias of the estimators. The values of these characteristics are evaluated from 1000 simulated samples. As the moment estimator, we always choose the "correct" root of the estimating equation. Hence these characteristics do not involve an error due to the incorrect choice of a root of the estimating equation for the moment estimator. The frequency P of a correct choice of the root for the moment estimator is given in the bottom row of the table.
As seen from the above table the asymptotic results give an adequate picture of the variances of estimators only if the size of the samples is large enough (starting with 1000 observations). Nevertheless, the variance of adaptive estimators is essentially better than the variance of moment estimators for all sample sizes. The bias of the adaptive estimators is larger than that of the moment estimators. On the other hand, the contribution of the bias to the mean square deviation of the estimator is negligible as compared to the contribution of the variance.
Concluding remarks
The adaptive procedure for the estimating equations described above allows one to construct estimators for the median of a symmetric distribution from observations with admixture. The adaptive estimators turn out to be essentially better than nonadaptive moment estimators. The question on how to choose optimally the basic functions u m is a matter for further considerations.
Proof of the results
Proof of Theorem 4.1. 1. Fix two arbitrary integer numbers i, k ∈ {1, . . . , M}. We show that
in view of condition 2) of Theorem 4.1 and Chebyshev's inequality. Then
and ζ N is an intermediate point betweenã N and a. Sinceã N is a √ N -consistent estimator of a, it remains to prove that J 3 = O p (1) .
Note that
Using the method of [6] we will show that S m = O p (1). According to condition 4), there exists a number ε > 0 such that e 1,m < ∞. Consider
Here and in what follows, {A} denotes the indicator of a set A. Since ζ N is an intermediate point between a and its consistent estimatorã N , we have
For the second term in (14) we have
by condition 4) and the law of large numbers.
Note that the second probability tends to 0. The first probability is estimated as follows:
Sinceã N is a √ N -consistent estimator, the latter result implies thatd m also is a √ Nconsistent estimator. 
