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The expected Euler characteristic (EEC) curve of excursion sets
of a Gaussian random field is used to approximate the distribution
of its supremum for high thresholds. Viewed as a function of the ex-
cursion threshold, the EEC is expressed by the Gaussian kinematic
formula (GKF) as a linear function of the Lipschitz-Killing curvatures
(LKCs) of the field, which solely depend on the domain and covari-
ance function of the field. So far its use for non-stationary Gaussian
fields over non-trivial domains has been limited because in this case
the LKCs are difficult to estimate. In this paper, consistent estimators
of the LKCs are proposed as linear projections of “pinned” observed
Euler characteristic curves and a linear parametric estimator of the
EEC curve is obtained, which is more efficient than its nonparametric
counterpart for repeated observations. A multiplier bootstrap modi-
fication reduces the variance of the estimator, and allows estimation
of LKCs and EEC of the limiting field of non-Gaussian fields satis-
fying a functional CLT. The proposed methods are evaluated using
simulations of 2D fields and illustrated in thresholding of 3D fMRI
brain activation maps and cosmological simulations on the 2-sphere.
1. Introduction. Suppose f is a mean zero, variance one, smooth Gaus-
sian random field with unknown covariance function over a compact set
S ⊂ RD with piecewise C2-boundary satisfying the assumptions for the
Gaussian Kinematic formula (GKF), c.f. [2, Theorem 12.4.2.].
For any excursion threshold u, let A(u) = {s ∈ S : f(s) ≥ u} denote
the excursion set of the field f above the level u and let χ(u) denote the
empirical Euler characteristic (EC) of the set A(u). Recall that the EC
of a set in 1D counts the number of connected components, in 2D counts
the number of connected components minus the number of holes and in 3D
counts the number of connected components minus the number of holes plus
the number of hollows. Seen as a function, u 7→ χ(u) is called the EC curve
of the field f .
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The Gaussian kinematic formula [2] states that the expected Euler char-
acteristic (EEC) of the set A(u) can be expressed as a linear combination
(1) EEC(u) = E[χ(u)] = L0Φ+(u) +
D∑
d=1
Ldρd(u)
of the so-called EC-densities
(2) ρd(u) = (2pi)
−(d+1)/2Hd−1(u)e−u
2/2, d = 1, . . . , D,
where Hd is the d-th Hermite polynomial and Φ
+(u) = P(N(0, 1) > u).
The linear coefficients L0, . . . ,LD are called the Lipschitz-Killing curvatures
(LKCs) of S and are intrinsic volumes of S considered as a Riemannian
manifold endowed with a Riemannian metric induced by f , c.f. [2, Chapter
12].
The LKCs contain all the necessary information about the domain and
the covariance function of the field to compute the EEC. The LKC of order
0 is simply the EC of the domain S and does not depend on the covariance
function, so it is known for a given domain. The other LKCs, however, do
depend on the unknown covariance function and need to be estimated.
The GKF is remarkable for its simplicity. It allows to express the EEC
curve as a linear combination of D + 1 known functions with coefficients
given by the LKCs and it shows that the EEC curve is a smooth function,
even though the observed EC curves are not continuous in u but piecewise
constant, with jumps at the heights of the critical points of the field.
Since the EEC curve is an excellent approximation of the tail distribu-
tion of the supremum of the field [35], the EEC curve has been extensively
used to set the significance threshold for control of the family-wise error rate
(FWER), particularly in neuroimaging studies [39, 42, 23]. Doing so, how-
ever, has been possible only by assuming that the covariance function has a
particular simple form that enables computation of the LKCs analytically,
e.g. isotropic with a Gaussian shape. This assumption has been recently
called into question, claiming that it has led to too many false positive find-
ings and lack of reproducibility [12]. It is therefore important to develop
inference methods that do not rely on such strong assumptions about the
noise field.
Notably, even knowing the functional form of the possibly non-stationary
covariance function exactly is generally not very helpful. While the LKCs
can be written as integrals of covariances of partial derivatives of the field [2,
Thm 12.4.1, Thm 12.4.2], these integrals are hard to evaluate analytically,
or even numerically, for arbitrary domains of dimension higher than 1, such
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as the cortical surface of a brain. Even in the study of the cosmic microwave
background (CMB) radiation, where an isotropic field over the sphere is an
appropriate model, evaluation of the LKCs on the sphere is computationally
difficult.
Estimation from data gives an alternate route. Given an i.i.d. sample of
random fields on the same domain, we show in this paper that the LKCs
can be consistently estimated as projections of the EC curves onto the EC
densities (2). We call this the Hermite projection estimator (HPE) of the
LKCs. This estimator leads to a linear and smooth parametric estimator of
the EEC curve, which we also call HPE, for which confidence bands can be
obtained via a functional central limit theorem (fCLT). This estimator is
shown to be more efficient than its nonparametric counterpart, obtained by
simply averaging the observed EC curves.
As an illustrative example, Figure 1(top row) shows an isotropic field and
its corresponding empirical EC curve. Note the roughness of the empirical
EC curve. The “smooth” EC curve is the projection of the empirical EC
curve onto the EC densities, yielding an estimate of EEC from a single
realization. The bottom row shows estimation from multiple realizations
of the field. Note that a nonparametric estimate may be also obtained by
pointwise averaging of the empirical EC curves, but the smooth estimate
obtained from the smooth EC curves is closer to the true EEC. Simulations
show that the smooth estimator has in fact lower variance.
As shown in Section 6.1 the HPE can be seen as a continuous version of
the linear regression method proposed earlier in [1] and was inspired by that
idea. The main advantage of the functional approach advocated here is that
it leads to simple and elegant expressions for the estimator (c.f., Theorem 1)
and its associated covariance, equation (11). In Sections 2.3, 2.4 and 2.5 we
also provide proofs of unbiasedness, consistency and asymptotic normality
of the proposed LKC and EEC estimators, none of which is done in the more
empirical approach of [1]. Moreover, a byproduct of the proof of Theorem
2 is the conjectured theoretical property of Cov[χ(u), χ(u′)] that it decays
faster than any polynomial in u, u′, c.f., Corollary 1.
Additionally, for applications in FWER inference, we show in Theorem 5
that our estimator of the expected EEC curve leads to a consistent estimator
of the detection threshold and we derive confidence intervals for it based on
a CLT.
In real data applications the assumption of Gaussianity for the HPE is
too strict. Usually, either non-Gaussian observed data or, for example if the
variance of the data is unknown, standardized residuals, need to be used as
input into the HPE. The latter are – even if the data is Gaussian – usually
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Fig 1. (Top left) A single realization of an isotropic Gaussian random field produced as
convolution of white noise with a Gaussian kernel with standard deviation ν = 5. (Top
right) The corresponding empirical EC curve (gray and smoothed EC curve (blue). (Bottom
left) EC curves (gray) for N = 10 realizations of the field and their average (blue). (Bottom
right) The corresponding smoothed EC curves (gray) and their pointwise average (blue),
which is the estimated EEC curve. The dashed blue lines are pointwise 95% confidence
bands for the true EEC curve. In both bottom panels, the true EEC curve is superimposed
in red.
non-Gaussian fields, which leads to biased estimation of the LKCs using the
HPE. Thus, using a Gaussian multiplier bootstrap, we generalize in Section
2.7 the HPEs to samples fulfilling a fCLT in order to estimate the EEC and
LKCs of their limiting Gaussian field, which are often of interest for inference
in applications, e.g., [42, 33]. We call this the bootstrap Hermite projection
estimator (bHPE). Surprisingly, the bHPE actually has substantially less
variance than the HPE as discovered in our simulations and therefore is
preferable even for Gaussian input data. Possible reasons are discussed in
Section 6.3.
In Section 4 we use simulations to demonstrate the theoretical properties
and the finite sample performance of the proposed estimators for Gaussian,
non-Gaussian and non-stationary fields on a 2D rectangular domain. Perfor-
mances are compared to a method (IsotE) from [19] specifically taylored to
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isotropic processes (currently the state of art in the neuroimaging package
SPM12) and the warping-to-isotropy transformation (WarpE) of [41, 36],
which applies to non-isotropic fields. In most cases we find that the bHPE
gives comparable or even better results than its competitors. While WarpE
performs well in our simulations and is a more direct, geometric approach
and far less parametric estimator of LKCs than the bHPE, the latter offers a
conceptually and computationally simpler approach that is equally effective
with the additional advantage that derivatives and integrals of the fields do
not need to be numerically approximated, see Theorem 1.
To further emphasize the flexibility of our proposed estimator, it is applied
in Section 5 to real data applications with non-trivial domains. First, we
study an fMRI data analysis example [22], where the domain of the field
is the human brain and perform FWER inference on voxelwise activation
in a “false belief task” experiment. Second, we illustrate the method using
cosmological simulations [28] on a complex, non-trivial subset of the 2-sphere
in order to compare the physical model with actual observed CMB data from
Planck [27].
2. Estimation of the LKCs and the EEC for Gaussian fields.
2.1. LKCs as functionals of the EC curve. We begin with the following
observation. Because of the orthogonality of the Hermite polynomials with
respect to e−u2/2,
(3)
∫ ∞
−∞
Hd−1(u)Hd′−1(u)e−u
2/2 du =
√
2pi(d−1)!δdd′ , d, d′ = 1, 2, . . . ,
where δdd′ is the Kronecker delta, it follows from (1) that for any d =
1, . . . , D, the LKC Ld can be recovered from the EEC via
(4) Ld = (2pi)
d/2
(d−1)!
∫ ∞
−∞
Hd−1(u)
{
EEC(u)− L0Φ+(u)
}
du.
Let EEC◦ = EEC−L0Φ+ be the “pinned” EEC curve, pinned in the sense
that it tends to 0 for both small and large u, since limu→∞ EEC(u) = 0
and limu→−∞ EEC(u) = L0. Then the operation (4) can be seen as a linear
functional Ld = Hd{EEC◦} by
(5) Hd(g) = (2pi)
d/2
(d− 1)!
∫ ∞
−∞
Hd−1(u)g(u) du, d = 1, 2, . . .
where Hd : F (R) → R is defined over the set of functions in R, where the
integral is finite.
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The functional (5) can also be seen as a linear projection operator. From
(3) it follows that the EC densities (2) are orthogonal with respect to the
inner product
(6) 〈x, y〉 =
∫ ∞
−∞
x(u)y(u)eu
2/2 du,
defined for any two functions x(u), y(u) such that |x|2 = 〈x, x〉 < ∞ and
|y|2 = 〈y, y〉 <∞. In fact,
(7) 〈ρd, ρd′〉 =
∫ ∞
−∞
ρd(u)ρd′(u)e
u2/2 du = (2pi)−(d+1/2)(d− 1)!δdd′ .
In this sense, the linear functional (5) is equal to the projection coefficient
(8) Hd{·} = 〈·, ρd〉|ρd|2 .
In particular, (1) indicates that Ld = Hd{EEC◦} is the coefficient of ρd in
the expansion of EEC◦ in the orthogonal basis {ρ1, . . . , ρD}.
Remark. The functional (5), which we may call Hermite projector for
easier reference, is different in both quality and purpose from two other
Hermite transforms previously defined in signal processing [21] and computer
science [20], although all share the common feature of using the Hermite
polynomials in their definitions.
2.2. Estimation of the LKCs. Because L0 is the EC of S, and so inde-
pendent of the structure of f , it is known and need not be estimated. Given
the empirical EC curve χ, formed by the EC of the excursion sets A(u) of
f above u for all thresholds u ∈ R, we define the “pinned” EC curve
(9) χ◦ = χ− L0Φ+ .
It is pinned again in the sense that it tends to 0 for both small and large
u, since limu→∞ χ(u) = 0 and limu→−∞ χ(u) = L0 in probability. Applying
the functional (5) yields the estimator
(10) Lˆd = Hd{χ◦} = (2pi)
d/2
(d−1)!
∫ ∞
−∞
Hd−1(u)χ◦(u) du ,
which we may call the Hermite projection estimator (HPE) of the LKC
Ld, since it is based on the projection (8). Note that the integral is well
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defined, since χ0(u) is exponentially decaying outside the interval [u0, uM ]
and bounded on it. Here u0, uM denote the values of the global minima and
maxima, respectively, of the empirical f . Comparing with (4), the estimator
Lˆd plays the role of the “observed” LKC of order d of the field f .
As we shall see in Theorem 1 below, the integral in (10) can be avoided and
the estimator can be computed simply as linear combination of polynomials
in critical values of f .
2.3. Properties of the Hermite projection estimator. Heuristically, from
equations (4) and (10) by interchanging integration and expectation we ob-
tain that Lˆd is unbiased. Moreover, let Lˆ = (Lˆ1, . . . , LˆD)T be the vector of
observed LKCs and denote their covariance matrix by Σ = Cov
[
Lˆ
]
. Again
changing the order of integration and expectation yields that the (d, d′) en-
tries of the covariance matrix Σ can be expressed as
(11)
σdd′ = Cov
[
Lˆd, Lˆd′
]
= (2pi)
d/2(2pi)d
′/2
(d−1)!(d′−1)!
∫∫
Hd−1(u)Hd′−1(v) Cov [χ(u), χ(v)] du dv <∞.
using eq. (10). To rigorously prove these statements we require the following
assumptions.
(G1) f is Gaussian and has almost surely C2-sample paths.
(G2) The distribution of
(
∂f
∂sd
(s), ∂
2f
∂sd∂sd′
(s)
)
is nondegenerate for all s ∈
S and d, d′ = 1, ..., D.
(G3) There is an  > 0 such that
E
[(
∂2f
∂sd∂sd′
(s)− ∂2f∂sd∂sd′ (s
′)
)2] ≤ K∣∣ log ‖s− s′‖∣∣−(1+γ)
for all d, d′ = 1, ..., D and for all |s− s′| < . Here K > 0 and γ > 0
are finite constants.
(G4) ρ(s, s′) = 1 if and only if s = s′, where ρ is the correlation function
of f .
(G5) Let Nf be the number of critical points of f and ε > 0.
a) E
[
N1+εf
]
<∞ b) E[N2+εf ] <∞
Remark.
1. (G1)-(G4) are requirements for the validity of the GKF, cf. [2]. Es-
pecially, they guarantee that the paths of f are almost surely Morse
functions, [2, Chapter 11.3].
2. Assumption (G3) is satisfied for any Gaussian field f having almost
surely C3−sample paths, see [37].
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3. (G5) is sufficient to proof unbiasedness (a) and finiteness of the vari-
ance (b) of our estimator. Precise conditions to satisfy these conditions
are an active research topic. For D = 1 the almost surely C4/C7-sample
paths are sufficient to establish the finiteness of the moments of the
number of critical points in (G5a/b), cf. [5, Theorem 3.6]. For D > 1
the situation is more complicated. However, for stationary fields weak
sufficient conditions have been recently given by [13], which are satis-
fied for Gaussian fields with C3 sample paths.
Note that, if we order the critical values of f by height, then the empirical
EC curve χ(u) is constant between consecutive critical levels. Therefore the
estimator (13) can be written as a polynomial function of the critical levels.
Theorem 1. Assume f is Gaussian and satisfies (G1)-(G4). Since
the paths of f are almost surely Morse functions, we only have finitely many
critical values, which we order and denote with u0 < ... < uM . Thus,
(12) χ(u) = L01(−∞,u0](u) +
M∑
m=1
am1(um−1,um](u)
with random am = χ(um) ∈ Z and hence
Lˆd = (2pi)
d/2
d!
M∑
m=0
(am − am+1)Hd(um) , with a0 = L0 and aM+1 = 0 .
Remark. The above representation of Lˆd is useful for implementiation
of the estimator, since it shows that we do not need to carry out any numer-
ical integration, which increases accuracy and speeds up the computation.
The next theorem states that the LKC estimators are unbiased and that
the covariances are finite under proper assumptions. The strategy of the
proofs is identical. We show that Fubini’s theorem is applicable, which
thereby especially implies that equation (11) is valid and finite. Further-
more, this also means that Cov[χ(u)χ(u′)] must decay fast enough, which is
stated in the corresponding corollary and gives a partial answer to the widely
believed property that the variance Var[χ(u)] is decaying exponentially in
u.
Theorem 2. Assume that f is Gaussian and satisfies (G1)-(G4).
a) If (G5a), then the HPEs are unbiased, i.e., E
[Lˆd] = Ld.
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b) If (G5b), then the covariances σdd′ = Cov
[
Lˆd, Lˆd′
]
are finite for all
d, d′ = 1, ..., N .
Corollary 1. Under the assumptions of Theorem 2 b) we have that
Cov
[
χ(u)χ(u′)
]
decays faster than any polynomial in u, u′ for u, u′ → ±∞.
2.4. Repeated observations. Suppose fn(s), s ∈ S, n = 1, . . . , N , N ≥ 1,
are i.i.d. Gaussian random fields over the domain S with mean 0, variance
1 and unknown covariance function satisfying (G1)-(G4).
Let χn denote the EC curve of the field fn. Each χn yields a vector of LKC
estimates Lˆn = (Lˆ1n, . . . , LˆDn)T. LetL = (L1, . . . ,LD)T be the vector of true
LKCs. Since the observed LKC vectors are i.i.d., the average estimator
(13) Lˆ(N) = (Lˆ(N)1 , . . . , Lˆ(N)D )T =
1
N
N∑
n=1
Lˆn P−→L,
is seen to be unbiased and consistent as N → ∞ by the weak law of
large numbers (WLLN). Moreover, the vector Lˆ(N) has covariance matrix
Cov
[
Lˆ(N)
]
= Σ/N and satisfies a central limit theorem (CLT)
(14)
√
N
(
Lˆ(N) −L
)
D−→N(0,Σ).
With repeated observations, the covariance matrix Σ can be estimated
unbiasedly and consistently from the data via
(15) Σˆ(N) =
1
N − 1
N∑
n=1
[
Lˆn − Lˆ(N)
] [
Lˆn − Lˆ(N)
]T
.
2.5. Parametric estimation of the EEC. Observed LKCs allow smooth-
ing of EC curves as linear combinations of the EC densities via
(16) χˆn(u) = L0Φ+(u) +
D∑
d=1
Lˆdnρd(u)
(see Fig. 1). The smooth EC curve has the property that E[χˆ(u)] = EEC(u)
so it is an unbiased estimator of the EEC curve. Moreover, since
χˆn(u)− E[χˆn(u)] = χˆn(u)− EEC(u) =
D∑
d=1
(Lˆdn − Ld)ρd(u)
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from (1), then the covariance function of the smooth EC curve χˆ(u) is finite
and can be expressed as
(17) C(u, v) = Cov [χˆn(u), χˆn(v)] =
D∑
d=1
D∑
d′=1
σdd′ρd(u)ρd′(v),
where σdd′ is the (d, d
′) entry of the covariance matrix Σ of the observed
LKCs given by (11).
With repeated observations, application of (16) with the average observed
LKCs yields our proposed HPE of the EEC curve
(18) ÊEC
(N)
(u) = L0Φ+(u) +
D∑
d=1
Lˆ(N)d ρd(u).
Note that the sum on the right is exactly the projection of the pinned EC
curve on the linear space spanned by the EC densities with inner product
(6), so just like with the LKCs, this estimator may also be called the Hermite
projection estimator. By construction, this parametric estimator (parametric
in the sense that it depends on estimates of the LKC parameters) is unbiased
and pointwise consistent. As shown in Theorem 3 below, it is also uniformly
consistent. In Section 2.6 below we consider a nonparametric estimator ob-
tained by averaging the empirical EC curves directly and use simulations
later to show that the parametric estimator has lower variance.
By linearity, the parametric, smooth, EEC estimator can also be written
and computed as the average of the smoothed EC curves:
(19) ÊEC
(N)
(u) = L0Φ+(u) +
D∑
d=1
Lˆ(N)d ρd(u) =
1
N
N∑
n=1
χˆn(u),
where each χˆn(u) is an independent sample of (16), so it has covariance
(20)
Cov
(
ÊEC
(N)
(u), ÊEC
(N)
(v)
)
=
1
N
Cov [χˆn(u), χˆn(v)] =
1
N
D∑
d=1
D∑
d′=1
σdd′ρd(u)ρd′(v),
by (17). Being an average with finite covariance, the EC density projection
estimator satisfies a fCLT. We summarize these properties in the following
result.
Theorem 3. Under the assumptions (G1)-(G5) the parametric, smooth,
estimated EEC curve has the following properties:
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(i) The estimated EEC curve ÊEC
(N)
(u) and all its derivatives d
k
duk
ÊEC
(N)
(u)
for k ≥ 1 are uniformly consistent estimators of EEC(u) and its
derivatives d
k
duk
EEC(u), respectively.
(ii) The estimated EEC curve ÊEC
(N)
(u) satisfies a fCLT so that
(21)
√
N
[
ÊEC
(N)
(u)− EEC(u)
]
N→∞
=====⇒ G(u) =
D∑
d=1
Zdρd(u)
weakly as a stochastic process in C(R), where Z1, . . . , ZD are Gaussian
variables with mean zero and covariance Σ, as in (14).
Note that G(u) in (21) is a smooth Gaussian random field with mean
zero and covariance function C(u, v) (17). Again, the constants σdd′ can be
estimated using (15). This result is remarkable because it does not require
knowledge of the covariance function of the EC curves χn(u) themselves.
Unlike the EEC (1), a similar expression for the covariance function for all
u is unknown. Here it is only known that the covariance must decay faster
than any polynomial, cf Corollary 1.
The CLT allows constructing confidence regions for the EEC curve. In
particular, asymptotic two-sided 1 − α pointwise confidence bands can be
built as
(22) ÊEC
(N)
(u)± z1−α/2
√
Cˆ(u, u)/N,
where the estimate of the variance function Cˆ(u, u) is obtained as a plug-in
estimator substituting the sample covariance Σˆ in (17) and z1−α/2 is the
1− α/2 quantile of the standard normal distribution.
Remark. Using the GKF or the multiplier-t bootstrap for the normal-
ized limiting process G(u) in (21), it is possible to even provide for any
compact set U ⊂ R asymptotic simultaneous confidence bands for EEC(u)
constructed as in [37].
2.6. Nonparametric estimation of the EEC. As a point of comparison,
we consider a nonparametric alternative to estimation of the EEC. Given
the observed EC curves χn(u), n = 1, . . . , N , it is natural to estimate the
EEC nonparametrically by the average
(23) χ¯(N)(u) =
1
N
N∑
n=1
χn(u).
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Since the observed EC curves are i.i.d. and have finite variance under (G5b),
(23) is also unbiased and consistent as an estimator of the EEC and satisfies
the CLT
(24)
√
N
[
χ¯(N)(u)− EEC(u)
]
D−→W (u)
pointwise for each u ∈ R, where W (u) is a centered Gaussian variable with
variance Var [χ(u)]. Based on the CLT, pointwise confidence intervals based
on the EC average estimator can be constructed as
(25) χ¯(N)(u)± z1−α/2
√
V̂ar[χ(u)]/n,
where V̂ar[χ(u)] is the sample variance of χ1(u), . . . , χn(u).
Remark. By the linearity of the Hermite projection (10), the HPE (13)
can be equivalently obtained from the average EC curve (23), using the
projection (8), as
(26) Lˆ(N)d =
〈χ¯◦, ρd〉
|ρd|2 = Hd{χ¯
◦} = Hd{χ¯(N)(u)− L0Φ+(u)}.
Thus, the HPE of (18) is a linear function of χ¯(u). In fact, it is the orthog-
onal projection of χ¯(u) onto the vector space spanned by the EC densities
according to the inner product (6).
2.7. LKC estimation for asymptotically Gaussian fields. The previously
developed theory relies on the assumption that the observed samples from
f are mean zero constant variance Gaussian fields. None of that is usually
known in applications. However, often only the EEC curve of a limiting field
obtained from a fCLT is of interest for inference, e.g., [42, 33].
We here describe how to apply the previously introduced method in this
setting. Firstly, assume there exist a sequence τN ∈ R+ and a continuous
function σ : S → R+ bounded from above and below such that
(27) τN
µˆN (s)− µ(s)
σ(s)
N→∞
=====⇒ G(s) ,
weakly in C(S), where G is a mean zero, unit variance Gaussian field with
covariance r satisfying (G1)-(G4). Since G by assumption satisfies the GKF,
our goal becomes estimating its EEC using the HPE.
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Sampling from the Limiting Field. The challenge is estimation of the LKCs
of the limiting field G. In order to do that we need sample fields from the
limiting Gaussian field, which can be used in the HPE (10).
As a motivation for why the samples f1, ..., fN cannot be immediately used
in the HPE, assume for example they are an iid sample of a Gaussian field
f with unknown mean and variance function. Note that the sample mean
µˆ = f¯ satisfies the fCLT (27) with G having the correlation structure of f
as covariance structure. However, the fn’s despite being Gaussian cannot
be directly used for estimation of the LKCs, since they are neither constant
mean zero nor constant variance. Moreover, the standardized residuals
(28) RNn =
fn − f¯√
N−1
∑N
n=1
(
fn − f¯
)2
are not Gaussian and therefore cannot be used as input into the HPE either.
Thus, we aim to generate Gaussian sample fields having properties close
to the limiting Gaussian field G by using the Gaussian multiplier bootstrap
on a set of residuals.
Definition 1 (Residuals for fCLT). For all N ∈ N let RN1 , ..., RNN ∼ RN
be identical distributed random fields such that E
[
RN
]
= 0 and such that
the empirical correlation function
(29) rˆ(s, s′) =
∑N
n=1R
N
n (s)R
N
n (s
′)√∑N
n=1
(
RNn (s)
)2√∑N
n=1
(
RNn (s
′)
)2 a.s.−−−→ r(s, s′)
pointwise almost surely as N →∞. Then we call the samples RN1 , ..., RNN a
set of residuals for the fCLT (27).
Definition 2 (AGMBF). Given a set of residuals RN1 , ..., R
N
N for the
fCLT (27). We define the associated Gaussian multiplier bootstrap field
(AGMBF) by
(30) R∗,gN =
∑N
n=1 gnR
N
n√∑N
n=1
(
RNn
)2 , with g1, ..., gn ∼ N(0, 1) ,
where the gn’s are mutually independent.
Note, that E
[
R∗,gN (s)
]
= 0 and E
[
R∗,gN (s)R
∗,g
N (s
′)
]
= rˆ(s, s′) for all s, s′ ∈ S
and hence samples from the Gaussian process R∗,gN approximate the samples
of G by having the empirical correlation structure of the residuals.
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Estimation of the LKCs. Assuming that the AGMBF R∗,gN satisfies (G1)-
(G5) the SLLN and Theorem 4 imply that for an independent bootstrap
sample R∗,g1N , ..., R
∗,gM
N ∼ R∗,gN we have that
(31) LˆB = 1
M
M∑
m=1
Lˆ
(
R∗,gmN
)
a.s.−−−−→ L
(
R∗,gN
)
.
We call this estimator the bootstrap Hermite projection estimator (bHPE)
and use it to estimate the LKCs L(G) of the limiting process G in (27) from
a given set of residuals.
Note that by (31) the bHPE up to bootstrap sampling gives the LKCs of
the Gaussian field with the empirical correlation structure of the residuals
and therefore computes exactly the same quantity as targeted in the WarpE
method [36].
Consistency of the bHPE. We now theoretically justify that the bHPE is
consistent for estimation of the LKCs of the limiting field of the estimator
µˆN (s). The following conditions are required.
(R1) The AGMBF R∗,gN satisfies (G1)-(G5) for almost all sets of resid-
uals RN1 , ..., R
N
N .
(R2) The empirical correlation rˆ in (29) and its partial derivatives up
to order 2 converge uniformly almost surely to r and its partial
derivatives, respectively.
Remark. (R1) lists the conditions so that Theorem 2 can be applied
to R∗,gN . (G1) and (G3) are true, e.g., if the residual field R
N has almost
surely C3 sample paths for all N ∈ N, cf., [37, Remark 3]. (G2) translates
into a condition on full rank of a sample covariance of partial derivatives of
R∗,gN , which by the Cauchy-Schwarz inequality can be equivalently written
as
P
(
∀s ∈ S ∃n, n′ ∈ {1, ..., N} ∀λ ∈ R :
(
∂R˜Nn
∂sd
(s),
∂R˜N
n′
∂sd
(s)
)
6= λ
(
∂R˜Nn
∂sd∂sd′
(s),
∂R˜N
n′
∂sd∂sd′
(s)
))
= 1 ,
where R˜Nn′ = R
N
n /
√∑N
n=1
(
RNn
)2
, for all N ∈ N, N > 2, and for all d, d′ ∈
{1, ..., D}. A similar argument can be applied to restate (G4) into:
P
(
∀s, s′ ∈ S ∃n, n′ ∈ {1, ..., N} ∀λ ∈ R :
(
RNn (s), R
N
n′(s)
)
6= λ
(
RNn (s
′), RNn′(s
′)
))
= 1
for all N ∈ N, N > 2, for all d, d′ ∈ {1, ..., D}.
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A tractable condition to ensure (R2) is given by L2-Lipschitz continuity
of the residual field RN and all its partial derivatives up to order 2, cf., [37,
Lemma 3].
Theorem 4.
1. Given a set of residuals R1, ..., RN the AGMBF R
∗,g
N is mean zero, unit
variance Gaussian with E
[
f∗,g(s)f∗,g(s′)
]
= rˆ(s, s′).
2. Assume (R1), then LˆB a.s.−−−→ L(R∗,gN ) as M →∞.
3. Assume additionally (R2), then L(R∗,gN ) a.s.−−−→ L(G(0, r)) as N →∞.
3. Extensions.
3.1. Inference based on the estimated EEC. The EEC curve is often used
in inference for images. For example, it is often of interest to find a signifi-
cance threshold uα such that EEC(uα) = α. For very high thresholds u, [35]
showed that
EEC(u) ≈ P
{
sup
s∈S
fn(s) > u
}
.
Thus choosing the threshold uα permits controlling the FWER of the excur-
sion set An(uα) where the field fn(t) exceeds the threshold uα. This was the
pioneering approach taken by Keith Worsley in the analysis of brain images,
typically with α = 0.05 [39, 42].
In this paper we consider an additional interpretation. For high but some-
what lower thresholds, the EEC curve counts the expected number of con-
nected components in An(u), and so the threshold uα controls the expected
number of connected components to be below α. Although uncommon, this
thresholding strategy has been used in neuroimaging as well with α = 1 [6],
so that thresholding at u1 produces one false connected component of the
excursion set, in expectation.
Suppose now that the EEC curve is estimated via (18) and a significance
threshold uˆ
(N)
α is found that satisfies ÊEC
(N)(
uˆ
(N)
α
)
= α. We wish to know
how variable is this threshold.
Theorem 5. The random threshold uˆ
(N)
α has the following properties:
(i) uˆ
(N)
α is a consistent estimator of uα.
(ii) Let α be small enough such that g′(uα) 6= 0. Then
√
N
(
uˆ
(N)
α − u0
)
converges in distribution to G(u0)/g
′(u0).
(32)
√
N
(
uˆ(N)α − uα
)
D−→ G(uα)
τ(uα)
,
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where G(u) is the Gaussian process in (21) and τ(u) is the derivative
of the EEC curve
τ(u) = EEC′(u) =
D∑
d=0
Ldρ′d(u) =
√
2pi
D∑
d=0
Ldρd+1(u).
A consequence of Theorem 5 is that, for large N , uˆα is approximately
Gaussian with mean uα and variance
(33) Var
[
uˆ(N)α
]
=
C(uα, uα)
Nτ2(uα)
,
where C(u, u) is given by (17). In practice, we estimate this variance by
substituting estimators for uα, C(u, u) and the LKCs as described above.
3.2. EEC estimation for pointwise linear models. For fMRI data in par-
ticular [39, 42, 23], but also in other settings [33], it is customary to set
up a linear regression model relating the observed random fields at each
location s. Following what is usually called the general linear model (GLM)
approach, the n× 1 vector Y(s) of observed intensities at each location s is
modeled as
(34) Y(s) = Xβ(s) + (s),
where the p × 1 vector β(s) contains p regression coefficients, X is a con-
stant N × p design matrix independent of s, and (s) is a N × 1 random
vector whose entries are assumed to be i.i.d. with zero mean and some vari-
ance σ2(s). In a task-related fMRI experiment, Y(s) represents the observed
fMRI images at N time points and X contains the onset of the various tasks
conditions in addition to other covariates, so that the function β(s) rep-
resents the extent to which the observed signal is related to the task at
each location s. The goal of the inference is to estimate a specific contrast
η(s) = c′β, for a fixed vector c, typically comparing task conditions. The
detection of regions of activation in relation to the contrast corresponds to
thresholding a standardized estimate of η(s), so that the error is controlled
as described in Section 3.1.
Specifically, let βˆ(s) = (X′X)−1X′Y(s) be the usual pointwise least-
squares estimate of the coefficient vector β(s) at each location s, with co-
variance matrix Cov
[
βˆ(s)
]
= σ2(s)(X′X)−1. The estimate of η(s) is ηˆ(s) =
c′βˆ(s), with variance Var [ηˆ(s)] = σ2(s)c′(X′X)−1c. Inference at each loca-
tion s, for example to test the null hypothesis H0 : η(s) = 0 at each location
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s, may be based on the standardized z-score field
(35) z(s) =
ηˆ(s)√
Var [ηˆ(s)]
.
Let ρ(s, t) = E[n(s), n(t)], s, t ∈ S, be the correlation function of the noise
field. A simple calculation shows that the random field z(s) has constant
variance 1 and covariance function equal to ρ(s, t). Under the complete null
hypothesis that H0 : η(s) = 0 for all s ∈ S, the random field z(s) also has
zero mean. As in Section 3.1, the detection threshold uα can be obtained as
the point where the EEC of z(s) equals α.
If the error field  is smooth and the design matrix is appropriately
bounded [33], then the z-score field (35) satisfies a fCLT with a smooth
Gaussian limiting field and its EEC obeys the GKF (1), with the LKCs
being the same as those of the error field .
Ideally, the estimation procedure of Section 2.5 would be applied to N
i.i.d. instances of the error field. Since these are not available, we may pro-
ceed as in [36] and use the residual fields contained in the vector e(s) =
Y(s)−Xβˆ(s) instead. The normalized residual field vector e˜(s) = e(s)/σ(s)
is smooth and has mean zero and covariance function E[e˜(s)e˜′(t)] = [I −
X(X′X)−1X′]ρ(s, t). While these fields are not independent, classical re-
sults in linear regression (e.g. [11]) indicate that asymptotic properties still
hold if the sample size N is replaced by the number of degrees of freedom
N −P . For large N , the variance estimate σˆ2(s) = ‖e(s)‖2/(N −P ) should
be close to its true value. Since the normalized residuals are not observable
we base our estimates on the standardized residual fields, i.e. the entries of
eˆ(s) = e(s)/σˆ(s). Note that even if the error field  is Gaussian, the stan-
dardized residual fields eˆ are not. For this reason, the bHPE from Section
2.7 works better than the HPE estimator from Section 2.2, as we will see in
the simulations below.
4. Simulated examples.
4.1. Design of the Simulations. In the following sections we compare the
performance of the Hermite projection estimator (HPE) given by (13), the
bootstrapped Hermite projection estimator (bHPE) from (31), the warping-
to-isotropy estimator (WarpE), c.f. [41], [36] and an estimator (IsotE) tay-
lored specifically to isotropic fields with the square exponential covariance
function, c.f. [40] and [19]. The latter is implemented in the software package
SPM, which is often used in statistical analysis of neuroimage data. If not
stated otherwise, the number of Monte Carlo simulations is 1000.
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We consider two different scenarios. In the theoretical scenario, we assume
that the mean and variance are known as required for the theory presented
in Sections 2.1-2.4, and generate zero-mean and unit variance fields to esti-
mate the LKC. In the experimental scenario, we assume that the mean and
variance are unknown and thus use the standardized residuals as input for
the estimators instead of directly using the generated samples.
4.2. Isotropic Gaussian and non-Gaussian 2D fields. A common exam-
ple of an isotropic random field is
(36) f(s) =
1√
piν
∫∫
e−
‖s−t‖2
2ν2 W (dt) , for s ∈ [1, L]2 ,
where the W is a Wiener field (white noise) on R2. Note that Var[f(s)] = 1
and the covariance function of f(s) is C(s) = e−β‖t‖2 with β = 1/(4ν2).
For an isotropic field f restricted to a domain S ⊂ R2, its LKCs are given
by L0 = L0(S), L1 = λ1/22 L1(S) and L2 = λ2L2(S), where L0(S), L1(S),
and L2(S) are the LKCs of the domain S and λ2 is the second spectral
moment, equal to the variance of any directional derivative of f or to the
second derivative of the covariance function at the origin [2]. In particular,
for a square domain of side L simulated on a discrete grid {1, . . . , L}2, the
LKCs of the square S = [1, L]2 are 1 (the EC of the square), 2(L−1) (half the
length of the boundary) and (L− 1)2 (volume of the domain), respectively.
For the fields (36), it is easy to check that λ2 = C
′′(0) = 2β, yielding L0 = 1,
L1 = 2
√
2β(L− 1) and L2 = 2β(L− 1)2.
Since we cannot generate random i.i.d. fields f1(s), ..., fN (s) directly from
the above integral, we instead approximate the process (36) using a discrete
convolution, i.e.,
(37) fn(s) =
∑L
k,l=1 e
− ‖s−(k,l)‖2
2ν2 Wkl;n∑L
k,l=1 e
− ‖s−(k,l)‖2
ν2
,
where Wkl;n, k, l = 1, ..., L, n = 1, . . . , N are i.i.d. random variables with
mean 0 and variance 1. We consider a Gaussian case, where each of these
variables isN(0, 1) and a non-Gaussian case where each variable is
(
χ23 − 3
)
/
√
6.
Numerically, to prevent boundary effects, we applied the convolution to
random (L + d4νe) × (L + d4νe)-matrices and used only the inner L × L-
matrices as samples of the random field. Note that the LKCs for the Gaussian
and the non-Gaussian version of the fields (37), if ν is large enough, can be
approximated by the LKCs of the field (36).
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Fig 2. Isotropic Gaussian field example: estimation accuracy of different estimators L(N)1
(left) and L(N)2 (right). Each “o” and its corresponding line mark the average and standard
deviation of the estimates based on 1000 simulations. Black lines represent the true LKCs
(L1 = 13.86 and L2 = 48.02). Theoretical scenario (Top row). Experimental scenario
(Bottom row).
As illustration, Figure 1(top left) shows a single realization of the Gaus-
sian version of the field defined in (37) for ν = 5 and L = 50. For this value
of ν, β = 0.01 and so L1 = 13.86 and L2 = 48.02. The observed EC curve
χn(u) for this particular instance of the field is shown in Figure 1(top right).
Smoothing it via (16) produces the superimposed χˆn(u) curve in blue.
To illustrate the estimation procedure, Figure 1(bottom left) shows the
EC curves χn(u) corresponding to N = 10 i.i.d. replicates of the field. Direct
average of the EC curves gives the nonparametric estimate χ¯(u) in blue.
Smoothing via (16) produces the χˆn(u) curves in Figure 1(bottom right).
Their average, equal to ÊEC(u), is closer to the true EEC curve in red.
LKC estimation. In the Gaussian case, Figure 2 confirms the theoretical
results that the HPE and the bHPE are consistent in the theoretical scenario.
For every N , HPE is almost unbiased in the theoretical scenario, as predicted
by Theorem 2 a), but bHPE is almost unbiased in both the theoretical and
experimental scenarios. Moreover, the bHPE has a better variance than the
HPE, which is comparable to the variance of the warping estimator. Note
in particular that also the standard error bars in the estimation decay as
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Fig 3. Isotropic non-Gaussian field example: estimation accuracy of different estimators
L(N)1 (left) and L(N)2 (right). Each “o” and its corresponding line mark the average and
standard deviation of the estimates based on 1000 simulations. Black lines represent the
true LKCs (L1 = 13.86 and L2 = 48.02). Theoretical scenario (Top row). Experimental
scenario (Bottom row).
1/
√
N , as predicted by the theory.
For non-Gaussian data, Figure 3 shows that the bHPE still works and
performs better than the warping estimator. Moreover, its performance is
almost the same as that of the isotropic estimator, even though it does not
know that the field is isotropic.
In the simulations above, all the estimators have a very small downward
asymptotic bias that does not go away as N increases. To elucidate this,
Table 1 shows the relative difference between the LKC estimates of the
HPE of (37) and the theoretical LKCs of (36) in the Gaussian theoretical
scenario. This difference vanishes as ν increases, which indicates that the
small asymptotic bias is due to the discrete approximation of the field (36).
The same is true for the other scenarios (results not shown).
EEC estimation. Moving on to the estimation of the EEC curve, the co-
variance function (20) of the EEC curve estimates ÊEC(u) and χ¯(u) for a
sample size of N = 10 based on 1000 simulations are shown as images in
Figure 4. Taking the diagonal entries gives the variance function, which in
turn allows constructing the pointwise confidence bands shown in Figure
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ν 2 3 5 6 7
Lˆ1, N = 10 -0.0195 -0.0179 -0.0075 -0.0025 0.0011
Lˆ2, N = 10 -0.0169 -0.0090 -0.0097 -0.0069 0.0045
Lˆ1, N = 75 -0.0240 -0.0121 -0.0075 -0.0047 0.0012
Lˆ2, N = 75 -0.0138 -0.0076 -0.0065 -0.0065 0.0006
Table 1
Relative bias E
[Lˆi − Li]/Li depending on the sample size N and bandwidth ν for the
HPE. For large ν the bias decreases, which suggests that the bias in our LKC estimates
is primarily due to the discrete approximation (37) of the isotropic field (36), since the
approximation improves for larger ν.
Fig 4. Isotropic Gaussian field example: covariance functions of the parametric EEC curve
estimator ÊEC(u) (20) (left) and the nonparametric EC average curve χ¯(u) (23) (middle)
for N = 100 based on 1000 simulations. The right panel shows the standard deviation
functions of ÊEC(u) (red) and χ¯(u) (blue).
1(bottom row). Note that the parametric EEC estimator has lower variance
than the nonparametric estimator (right panel).
Figure 5 shows simulation results (1000 repetitions) for the coverage of
the true EEC curves when constructing pointwise 95% confidence intervals
via (22) and (25) for the HPE and EC average estimators, respectively. In
the top row, the CIs use the “true” variance of the EC curves, estimated by
Monte Carlo simulation for a large sample size of 10000, while in the bottom
row, the CIs use the variance estimates corresponding to the given sample
size. It can be seen that the coverage function is not only smoother for the
HPE (red), but it guarantees coverage for extreme values of u especially
when the variance is estimated from the data, while for the EC average
coverage is lost due to non-existent observations.
4.3. 2D scale-space non-stationary Gaussian field. Let the i.i.d. random
fields be generated via
fn(t, γ) =
1
pi1/4
√
γ
∫
e
− (t−s)2
2γ2 Wn(ds), n = 1, . . . , N,
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N = 10 N = 50 N = 100
Fig 5. Isotropic Gaussian field example: simulated pointwise coverage of the EEC curve
under respectively “true” variance of the EC curves (top row) and estimated variance
(bottom row) for the given sample size. Red lines and blue lines are respectively simulated
coverage rates for ÊEC(u) and χ¯(u). The dashed lines represent the target confidence level
95%.
where t ∈ R, γ ∈ (0,∞) and the Wn’s are i.i.d. Wiener fields (white noise) on
R, so that Var[fn(t, γ)] = 1. These are unit-variance, smooth, non-stationary
Gaussian random fields over R × (0,∞) and are called scale space fields.
Suppose the domain is [1, L]× [γ1, γ2]. Then, by [32],
L1 = L− 1
2
(
γ−11 + γ
−1
2
)√
λ+
√
κ log(γ2/γ1),
L2 = (L− 1)
(
γ−11 − γ−12
)√
λκ,
where
λ =
1√
pi
∫
s2e−s
2
ds =
1
2
, κ =
1√
pi
∫ (
1
2
− s2
)2
e−s
2
ds =
1
2
.
In the simulations we again replaced the continuous process by a version
derived from a discrete convolution using the parameters L = 50, γ1 = 4
and γ2 = 15. This yields theoretical LKC values of L1 = 6.42 and L2 =
4.49. Figures 7 through 9 show the results for the scale space following the
same format as Figures 2 through 5 with 1000 repetitions. These results
show that the same properties shown in the isotropic case also hold for this
non-stationary field. In particular, the bHPE and WarpE are the best and
perform similarly. The IsotE, which is the only estimator currently used in
neuroimaging, is unsuitable under strong nonstationarity.
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Fig 6. (Top left) A single realization of a scale space produced as convolution of white
noise with a Gaussian kernel. (Top right) The corresponding empirical EC curve (gray)
and smoothed EC curve (blue). (Bottom left) EC curves (gray) for N = 10 realizations of
the field and their average (blue). (Bottom right) The corresponding smoothed EC curves
(gray) and their pointwise average (blue), which is the estimated EEC curve. The dashed
blue lines are pointwise 95% confidence bands for the true EEC curve. In both bottom
panels, the true EEC curve is superimposed in red.
5. Applications.
5.1. fMRI: Nonstationary 3D random field. In fMRI analysis, the use
of random field theory for controlling FWER has been mostly restricted to
calculations based on stationarity of the error field, in particular assuming a
Gaussian autocorrelation function. In this example, we show how the meth-
ods proposed in this paper can be used to obtain the significance threshold
without assuming stationarity and taking into account the variability in the
EEC estimation.
The fMRI data [22], obtained from the public repository OpenfMRI (openfmri.org),
is the same analyzed in [7], allowing us to compare the results. The dataset
involves a “false belief task” experiment, where subjects read short stories
concerning a person’s false belief about reality or stories about false realities
not involving people. The goal of the analysis is to find brain regions that
24 ARMIN SCHWARTZMAN ET AL.
Fig 7. Scale space field example: estimation accuracy of different estimators L(N)1 (left)
and L(N)2 (right) as a function of the sample size N . Each “o” its corresponding line mark
the average and standard deviation of the estimates based on 1000 simulations. Black lines
represent the true LKCs (L1 = 6.42 and L2 = 4.49). The values for the IsotE [40] for
L1 are not shown, since they are far off (Lˆ1 ≈ 3.16). Theoretical scenario (Top row).
Experimental scenario (Bottom row).
Fig 8. Scale space example: covariance functions of the HPE EEC estimate ÊEC(u) (20)
(left) and the EC average χ¯(u) (23) (middle) for N = 10. The right panel shows the
variance functions of ÊEC(u) (red) and χ¯(u) (blue).
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N = 10 N = 50 N = 100
Fig 9. Scale space example: simulated pointwise coverage of the EEC curve under respec-
tively “true” variance (top row) and estimated variance (bottom row) for the given sample
size. Red lines and blue lines are respectively simulated coverage rates for ÊEC(u) and
χ¯(u). The dashed lines represent the target confidence level 95%.
show a contrast in neural activity between these two situations, and can
thus be attributed to processing other people’s false beliefs about reality.
As in [7], we focus here on the data from subject # 49. The data Y(s)
consists of a sequence ofN = 179 fMRI images of size 71×72×36 voxels, after
motion correction, spatial registration and removal of the first row (missing
data). The design matrix X contains 4 columns encoding the presentation
of the stimuli as 0-1 step functions, in addition to a column for the intercept
term. The vector c encodes the contrast of interest between the two types
of stimuli. Following the analysis described in Section 3.2, we computed the
regression residual fields ei(s), which we smoothed with a Gaussian kernel
with standard deviation of 1.6 voxels and the corresponding z-score field
z(s) from equation (35).
To compute EC curves, the spatial domain S was defined as a brain mask
composed of all voxels with raw fMRI activity greater than 500. Figure 10
shows the observed and smoothed EC curves for the N = 179 re-normalized
residual fields restricted to the brain mask S, together with the nonpara-
metric and smooth EEC estimates. As expected, the smooth EEC estimate
has tighter confidence bands. To perform statistical inference, we proceed
as in Section 3.1. The results are summarized in Table 2. Here uFW and
uC are the detection thresholds corresponding to α = 0.05 and α = 1, re-
spectively. Note also that we only provide standard errors for the LKCs
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Fig 10. fMRI example: (Left) Observed EC curves and nonparametric EEC estimate
with pointwise confidence bands. (Right) Smooth EC curves and smooth EEC estimate
with pointwise confidence bands.
Lˆ1 Lˆ2 Lˆ3 uFW χ(z > uFW) uC χ(z > uC)
HPE 13.5± 1.2 260.1± 7.0 642.3± 27.0 4.21± 0.01 5 3.28± 0.01 22
bHPE 12.5 261.3 650.5 4.20 5 3.28 22
SPM12 35.8 315.3 669.0 4.23 5 3.31 20
Table 2
Comparison of LKC estimates, corresponding thresholds obtained from the GKF together
with EC of excursion sets from the Moran data for HPE, bHPE and SPM12 (IsotE).
estimates of the HPE, which were obtained as the square root of the di-
agonal entries of Σˆ/N , as described in Section 2.4. The LKC estimates for
bHPE and HPE are fairly close suggesting that deviation from Gaussianity
is not strong. However, the estimates from the software package SPM12,
which implements IsotE, are substantially different due to non-isotropicity
and non-stationarity. Interestingly, in this experiment, this does not affect
the detection threshold substantially.
Figure 11 shows the activation maps for the thresholds from the bHPE.
The FWER map is conservative; the excursion set has EC χ(uFW) = 5
with no apparent holes, equivalent to 5 connected components, which show
as 5 hotspots in the activation map. In comparison, the CER map is less
conservative; the excursion set has EC χ(uC) = 22, again with no apparent
holes, equivalent to 22 connected components. The interpretation is that we
expect only one connected component to be false.
5.2. Cosmic Microwave Background Radiation: Isotropic Gaussian field
on the sphere. In cosmology, the EEC plays an important role in summa-
rizing the topological structure of the universe [15, 31, 18, 16, 29, 30]. In
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(a) (b)
Fig 11. fMRI activation at a significance level of FWER=0.05 (left) and CER=1 (right),
using the residuals within the brain volume to estimate the EEC. Montage shows the brain
volume as transverse slices from the top of the brain (top left panel) to the bottom of the
brain (bottom right panel). Colored regions indicate the smoothed Wald statistic field above
the threshold. Results are superimposed on an anatomical brain image (gray) for reference.
particular, the cosmic microwave background (CMB) radiation field gives a
glimpse into the early structure of the universe, a short time after the big
bang [26]. The goal of this example is to compare the EEC of the observed
CMB map to simulated Gaussian fields with the same spatial autocorrela-
tion function, helping assess how close is the observed data to the theoretical
model.
For this comparison, we use N = 1000 i.i.d. instances of Full Focal Plane
8 (FFP8) simulations, publicly released by the Planck team [28]. These sim-
ulations are designed to replicate the observed CMB sky and are based on
an isotropic Gaussian random field prescription. To mimic the observation
field, in our computer experiments, the CMB maps were contaminated by
noise from various sources and then cleaned using the same process as the ac-
tual observed data from Planck [27], including smoothing with an isotropic
Gaussian kernel with a bandwidth of 180 arcmin. Smoothing makes the
distribution of the fields more Gaussian. Additionally, because of contami-
nation by the Milky Way and other large foreground light sources, certain
portions of the sky were masked using the most conservative UT78 mask
released by the Planck team [26]. For fair comparison, we processed the ac-
tual observed CMB field from Planck [27] using the same procedure. Figure
12 shows the observed CMB field rendered over a HEALPix spherical grid
with 2048 nodes [14].
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Fig 12. CMB example: (Top) The observed CMB field on a 2048-resolution HEALPix
grid, cleaned and smoothed with a bandwidth of 180 arcmin. (Bottom left) EC curves
from N = 1000 i.i.d. simulated CMB fields (gray) and nonparametric EEC estimate with
pointwise confidence bands (blue). The EC curve corresponding to the Planck data is shown
in red. (Bottom right) Smooth EC curves (gray) and smooth EEC estimate (blue) with
pointwise confidence bands. The smoothed EC curve from Planck is shown in red.
The simulated fields and the actual observed field were thresholded at a
sequence of thresholds ranging from -5 to 5 in steps of 0.01 and the EC of
the resulting excursion sets were computed. Figure 12 shows the observed
EC curves and their smoothed versions, together with the nonparametric
and parametric estimates of the EEC. The estimated LKCs from the 1000
FFP8 simulations were Lˆ1 = 426.8± 54.2 and Lˆ2 = 1528.9± 346.4, yielding
respective standard errors of 1.7 and 11.0 for the mean LKCs. In contrast,
the estimated LKCs from the actual observed field were Lˆo1 = 480.3 and
Lˆo2 = 2545.0.
These results have two uses in astronomy. First, the EEC could be used
to detect celestial objects against the CMB background [8]. In this case,
we obtain uFW = 4.279 ± 0.002 and uC = 3.456 ± 0.002. Second, in Figure
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12, the observed CMB EC curve (red) is at the edge of the distribution of
simulated curves. In fact, the observed Lˆo2 is 2.93 standard deviations (not
standard errors) away from the corresponding estimated mean value Lˆ2 from
the simulations. This may be evidence that the observed CMB field does not
match the physical model that generated the simulations and improvements
to the physical model may be necessary [29, 30].
6. Discussion.
6.1. A linear regression view. In order to estimate the LKCs, [1] sug-
gested to perform a linear regression of the average field on the EC-densities
based on (1). Following that formulation, suppose y¯(u) = χ¯◦(u) (23) is ob-
served at a discrete set of L levels u1, . . . , uL to get the response vector
y¯ = (y¯(u1), . . . , y¯(uL))
T. Similarly, the columns of the design matrix X are
the EC densities sampled at the same levels so that Xdl = ρd(ul). The linear
regression estimator of the vector of LKCs L is
(38) LˆLR = (XTX)−1XTy¯.
Instead of sampling the EC curves at specific levels, the estimator (13)
can be seen as a continuous version of the linear regression estimator in
the following way. First, notice that the linear regression estimate LˆLR,
by definition, is the vector β = (β1, . . . , βD)
T that minimizes the sum of
squares
∑L
l=1 [yl − ~xlβ]2, where ~xl is the l-th row of the matrix X. Re-
specting the functional form of the EC process, a continuous version of
the above sum of squares is the integral
∫∞
−∞ [y¯(u)− ~x(u)β]2w(u) du where
~x(u) = (ρ1(u), . . . , ρD(u)) and w(u) is a suitable weight function. Differ-
entiating with respect to β and setting to zero yields that the minimizer
is
(39) βˆ =
[∫ ∞
−∞
~x(u)T~x(u)w(u) du
]−1 [∫ ∞
−∞
~x(u)Ty¯(u)w(u) du
]
.
This solution can be greatly simplified by judiciously choosing w(u) = eu
2/2.
In this case, the (d, d′) entries of the D ×D matrix on the left of (39) are
precisely given by (7). This matrix is diagonal and immediately invertible
yielding that each of the entries of (39) is the same as the HPE (26).
In other words, the HPE (26) can be seen as a linear regression estimator
in the sense of [1] with weight function eu
2/2, so that high and low levels u
are weighted more heavily than levels u near zero. This may be seen as an
advantage in practice because, if the estimated EEC curve is to be used for
inference, it is more important to have a better fit at high and low thresholds.
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However, as already shown by [1] with other weighting functions, it will be
seen in simulations that the weighting function has little practical effect on
the estimator.
As far as statistical properties are concerned, note that the ordinary least
squares estimator (38) is not necessarily unbiased or consistent, while the
HPE (26) always is.
6.2. Advantages over state-of-the-art methods. The main power of the
proposed approach is its ability to handle non-stationary fields, like the scale
space, and fields defined over non-trivial domains, like the sphere. More com-
plicated domains, like parts of the Earth’s land mass or oceans, or the highly
curved cortical surface of the brain, can be handled as long as there is an
algorithm to compute the EC of excursion sets over the domain. Being able
to handle non-stationary fields can have consequences for analysis choices.
In fMRI, for example, assuming non-stationary noise generally makes the
results more conservative [12].
A computationally favorable property of the HPE is that, in contrast to
the IsotE and WarpE, it does not require numerical derivatives of resid-
ual fields nor numerical evaluations of integrals. The only aspect of HPE
that is numerically challenging is the computation of EC curves, for which
there exist efficient algorithms [17]. In contrast, WarpE requires finding a
triangulation of the domain S, which is typically a nontrivial task.
A further advantage of the HPE is that we were able to study theoretical
properties as unbiasedness, finite variance, consistency and derive confidence
bands for the EEC even in the general non-stationary setting. Moreover, our
simulations showed that the bHPE estimator has a similar variance as the
WarpE, and in contrast to the latter, seems to be unbiased even in the
experimental scenario, which makes the bHPE a better choice for small
sample sizes.
6.3. Open theoretical questions.
Conditions for consistency of bHPE. The conditions for consistency of the
bHPE seem to be rather abstract and difficult to verify in practice. However,
the only unusal condition is (G5) for the AGMBF. We conjecture that it
might be already implied by conditions (G1)-(G4) and therefore the bHPE
basically requires the same conditions for consistency as are required for the
GKF to be valid.
The intuition here is that the residual field RN has almost surely Morse
functions as sample paths. Therefore each field from a sample RN1 , ..., R
N
N ∼
RN has a finite number of critical points. Heuristically, this implies that the
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number of critical points of the random linear combinations formed from
these fields in the AGMBF can be bounded by a finite number depending on
the number of critical points of the sample RN1 , ..., R
N
N , since situations where
these linear combination are not anymore Morse functions with infinitely
many critical values do appear with probability zero. Hence this immediately
implies finiteness of all moments of the number of critical values.
Unbiasedness of bHPE. In Theorem 2 a) we proved unbiasedness of HPE.
This result was one of the main ingredients in Theorem 4 to prove consis-
tency of the bHPE. Our simulations, however, suggest that also the bHPE
is unbiased. This requires proving that for fixed N ∈ N
(40) E
[
Ld
(Gˆ)] = Ld(G) ,
where Gˆ, respectively G, is the mean zero, unit variance Gaussian process
with covariance function given by the empirical correlation (29) of a sample
f1, ..., fN ∼ f , respectively the correlation of f , and the expectation is with
respect to the sample. Since the empirical correlation is unbiased for the
true correlation, there is some hope that (40) actually holds true.
Smaller variance of bHPE compared to HPE. As shown in simulation bHPE
has almost the same variance as WarpE, because both are computing (through
different methods and up to bootstrap sampling) directly the LKCs of the
process having the empirical correlation structure of the data as covari-
ance function. Hence the uncertainty in the estimates here is due to the
uncertatinty in the empirical correlation structure. On the other hand, the
uncertainty in the HPE is given by the uncertainty of the EC curves of the
samples, which for unknown reasons seems to be higher than the uncertainty
in the correlation function.
Variance of the parametric and nonparametric EEC estimators. In simula-
tions we observed that the HPE for the EEC has considerably less variance
than its nonparametric counterpart as seen for example in Figure 4. This
may be due to the fact that the parametric HPE is, by definition, contained
in a finite dimensional space determined by the GKF.
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APPENDIX A: PROOFS
A.1. Proof of Theorem 1. Note that u0 = mins∈S f(s) and uM =
maxs∈S f(s), then we obtain
(d−1)!
(2pi)d/2
Lˆd =
∫ ∞
−∞
Hd−1(u)
(
χ(u)− L0Φ+(u)
)
du
=
∫ uM
u0
Hd−1(u)χ(u) du− L0
∫ ∞
u0
Hd−1(u)Φ+(u) du
+ L0
∫ u0
−∞
Hd−1(u)
(
1− Φ+(u)) du .
(41)
Here we used that χ(u) = 0, if u > uM and χ(u) = L0, if u < u0.
Using integration by parts and H ′d = d · Hd−1 yields for the later two
integrals∫ ∞
u0
Hd−1(u)Φ+(u) du = −Φ+(u0)Hd(u0)d −
∫ ∞
u0
Hd(u)
d Φ
+′(u) du∫ u0
−∞
Hd−1(u)
(
1− Φ+(u)) du = (1− Φ+(u0))Hd(u0)d + ∫ u0−∞Hd(u)d Φ+′(u) du
Using the definition of Hermite polynomials Hd(x) = (−1)de
x2
2 d
d
dxd
e−
x2
2
yields∫ ∞
−∞
Hd(u)
d
e−u
2/2√
2pi
du = (−1)
d
d
√
2pi
∫ ∞
−∞
dd
dxd
e−
x2
2 du = (−1)
d
d
√
2pi
[
dd−1
dxd−1 e
−u
2
2
]∞
−∞
= 0 .
Therefore, equation (41) simplifies to
(d−1)!
(2pi)d/2
Lˆd =
∫ uM
u0
Hd−1(u)χ(u) du+ L0Hd(u0)d − L0
∫ ∞
−∞
Hd(u)
d
e−u
2/2√
2pi
du
=
∫ uM
u0
Hd−1(u)χ(u) du+ L0Hd(u0)d
and thus using the representation (12) we finally compute:
d!
(2pi)d/2
Lˆd = L0Hd(u0) +
M∑
m=1
am
(
Hd(um)−Hd(um−1)
)
= L0Hd(u0) +
M∑
m=1
amHd(um)−
M−1∑
m=0
am+1Hd(um)
=
M∑
m=0
(am − am+1)Hd(um) ,
where we defined a0 = L0 and aM+1 = 0.
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A.2. Proof of Theorem 2. Part 1):
By equation (4) we have to justify interchanging the integral and the
expectation in
(d−1)!
(2pi)d/2
E
[
Lˆd
]
= E
[∫ ∞
−∞
Hd−1(u)
(
χ(u)− L0Φ+(u)
)
du
]
=
∫ ∞
−∞
Hd−1(u)
(
EEC(u)− L0Φ+(u)
)
du = (d−1)!
(2pi)d/2
Ld .
Therefore, we consider the following splitting of the integral
(d−1)!
(2pi)d/2
Lˆd =
∫ uM
u0
Hd−1(u)χ(u) du− L0
∫ ∞
u0
Hd−1(u)Φ+(u) du
+ L0
∫ u0
−∞
Hd−1(u)
(
1− Φ+(u)) du
= I + L0 · II + L0 · III ,
where as above u0 = mins∈S f(s). For each summand we show seperately
that we can interchange the expectation and the integral, if we write it using
characteristic functions.
We begin with integral I. Here it is sufficient to prove that
(42)
∫ ∞
−∞
E
[
1(u0,uM ](u)|Hd−1(u)χ(u)|
]
du <∞ .
Again we use the stepfunction representation (12) and note that |am| ≤
M0 = M+L0 for all m = 1, ...,M . Thus, using (G5a), the triangle inequality,
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Ho¨lder’s inequality and Borel-TIS inequality, we obtain for any  > 0∫ ∞
−∞
E
[
1(u0,uM ](u)|Hd−1(u)χ(u)|
]
du
≤
∫ ∞
−∞
E
[
M∑
m=1
|am|1(um−1,um](u)
]
|Hd−1(u)| du
<
∫ ∞
−∞
E
[
M01(u0,uM ](u)
] |Hd−1(u)| du
≤
∫ ∞
−∞
E
[
M1+0
] 1
1+ E
[
1(u0,uM ](u)
] 1
1+1/ |Hd−1(u)| du
≤ C ′
∫ ∞
−∞
P
[
min
s∈S
f(s) < u ≤ max
s∈S
f(s)
] 1
1+1/
|Hd−1(u)| du
≤ C ′
∫ E[u0]
−∞
e
−(u−E[u0])2
2+2/ |Hd−1(u)| du+ C ′
∫ E[uM ]
E[u0]
|Hd−1(u)| du+
C ′
∫ ∞
E[uM ]
e
−(u−E[uM ])2
2+2/ |Hd−1(u)| du <∞ .
Thus, for I we are allowed to interchange integral and expectation. Note
that we used
P
[
min
s∈S
f(s) < u
]
≤ e−
(−u+E[u0])2
2σ2
T , for u < E
[
min
s∈S
f(s)
]
P
[
max
s∈S
f(s) > u
]
≤ e− (u−E[uM ])
2
2 , for u > E
[
max
s∈S
f(s)
]
,
which are easily derived from Borel-TIS inequality (e.g., Adler and Taylor
[2, Thm. 2.1.1]). Note that σ2T = 1 in our case.
Next consider II and III. Note that similarly as above using Borel-TIS
and the exponential bounds for Φ+(u) and 1− Φ+(u), we compute∫ ∞
−∞
E
[
1(u0,∞)(u)|Hd−1(u)|Φ+(u)
]
du
≤
∫ ∞
−∞
|Hd−1(u)|Φ+(u)P
[
min
s∈S
f(s) < u
]
du
≤
∫ E[u0]
−∞
e
−(u−E[u0])2
2 |Hd−1(u)| du+
∫ ∞
E[u0]
|Hd−1(u)|Φ+(u) du <∞ .
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and ∫ ∞
−∞
E
[
1(−∞,u0)(u)|Hd−1(u)|
(
1− Φ+(u))] du
≤
∫ ∞
−∞
|Hd−1(u)|
(
1− Φ+(u))P [min
s∈S
f(s) > u
]
du
≤
∫ E[uM ]
−∞
(
1− Φ+(u))|Hd−1(u)| du
+
∫ ∞
E[uM ]
|Hd−1(u)|P
[
max
s∈S
f(s) > u
]
du <∞ .
Part 2):
Note that by part 1) we have
σdd′ = Cov
[
Lˆd, Lˆd′
]
= E
[
LˆdLˆd′
]
− LdLd′ .
Hence we will only show that the expectation on the r.h.s. is finite. With
slight but obvious change in notation to part 1) we can write
(d−1)!2
(2pi)d
E
[
LˆdLˆd′
]
= E [(Id + L0 · IId + L0 · IIId)(Id′ + L0 · IId′ + L0 · IIId′)]
Our strategy is again to bound each summand seperately and even more
show that we could interchange expectation and integration, since this im-
plies immediately the finiteness. The arguments are very similar to the unbi-
asedness proof. Therefore we shorten the computations considerably. More-
over, we use the abbreviation P (u, u′) = |Hd−1(u)Hd′−1(u′)|.
Case E
[
IdId′
]
:∫∫
R2
P (u, u′)E
[
1(u0,uM ](u)1(u0,uM ](u
′)|χ(u)χ(u′)|] dudu′
<
∫∫
R2
P (u, u′)E
[
M201(u0,uM ](u)1(u0,uM ](u
′)
]
dudu′
≤
∫∫
R2
P (u, u′)E
[
M2+0
] 2
2+ E
[
1(u0,uM ](u)1(u0,uM ](u
′)
] 1
1+2/ dudu′
≤
∫∫
R2
P (u, u′)E
[
M2+0
] 2
2+ E
[
1(u0,uM ](u)
] 1
2+4/ E
[
1(u0,uM ](u
′)
] 1
2+4/ dudu′
≤ C
∫ ∞
−∞
|Hd−1(u)|P
[
min
s∈S
f(s) < u ≤ max
s∈S
f(s)
] 1
2+4/
du
·
∫ ∞
−∞
|Hk−1(u′)|P
[
min
s∈S
f(s) < u′ ≤ max
s∈S
f(s)
] 1
2+4/
du′ <∞
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Case E
[
IIdIId′
]
:∫∫
R2
P (u, u′)Φ+(u)Φ+(u′)E
[
1(u0,∞)(u)1(u0,∞)(u
′)
]
dudu′
≤
∫∫
R2
P (u, u′)Φ+(u)Φ+(u′)P
[
min
s∈S
f(s) < u
] 1
2
P
[
min
s∈S
f(s) < u
] 1
2
dudu′
≤
∫
R
|Hd−1(u)|Φ+(u)P
[
min
s∈S
f(s) < u
] 1
2
du ·
∫
R
|Hk−1(u′)|Φ+(u′)P
[
min
s∈S
f(s) < u
] 1
2
du′
<∞ .
Case E
[
IIIdIIId′
]
: Reduces again basically, by the same arguments as in
the previous case to the integrals III.
Case E
[
IdIId′
]
:∫∫
R2
P (u, u′)Φ+(u′)E
[
1(u0,uM ](u)1[u0,∞)(u
′)|χ(u)|] dudu′
≤
∫∫
R2
P (u, u′)Φ+(u′)E
[
M2+0
] 2
2+ E
[
1(u0,uM ](u)
] 1
2+4/ E
[
1[u0,∞)(u)
] 1
2+4/dudu′
≤ C
∫ ∞
−∞
|Hd−1(u)|P
[
min
s∈S
f(s) < u ≤ max
s∈S
f(s)
] 1
2+4/
du
·
∫
R
|Hk−1(u′)|Φ+(u′)P
[
min
s∈S
f(s) < u
] 1
2+4/
du′ <∞
Case E
[
(IdIIId′
]
and E
[
(IIdIIId′
]
: basically, the same arguments as pre-
vious one.
Thus, by Fubini we have σdd′ <∞.
A.3. Proof of Corollary 1. The computations in the proof of Theo-
rem 2 2.) are valid for all d, k ∈ N and imply that the identity (11) is true,
i.e. interchanging the integrals is justified. This, implies
(2pi)d/2(2pi)d
′/2
(d− 1)!(k − 1)!
∫∫
Hd−1(u)Hk−1(v) Cov [χ(u), χ(v)] du dv <∞
for all d, k ∈ N. However, this can only be true, if Cov [χ(u), χ(v)] decays
faster for u, u′ → ±∞ than any polynomial in u, u′.
A.4. Proof of Theorem 3.
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(i) It follows from the expressions of EEC(u) and ÊEC
(N)
(u) in equations
(1) and (18) that, for any ε > 0,
P
[
sup
u
|ÊEC(N)(u)− EEC(u)| > ε
]
≤ P
 N∑
j=1
sup
u
|Lˆdρd(u)− Ldρd(u)| > ε

≤
N∑
j=1
P
[
sup
u
|ρd(u)||Lˆd − Ld| > ε/N
]
,
(43)
where we have used the triangle inequality and the fact if the sum of
N terms is greater than ε, then at least one of the terms should be
greater than ε/N . Notice that for j = 1, . . . , N , ρd(u) is bounded in
u ∈ R and Lˆd converges to Ld in probability. Therefore, (43) tends
to 0, yielding that ÊEC
(N)
(u) is a uniformly consistent estimator of
EEC(u). The uniform consistency of ÊEC
′(N)
(u) follows similarly.
(ii) Replacing (18), let
G(N)(u) =
√
N
[
ÊEC
(N)
(u)− EEC(u)
]
=
N∑
j=1
Z
(N)
j ρd(u),
where
(44) Z
(N)
j =
√
N
(
Lˆ(N)j − Ld
)
.
By the multivariate CLT (14), for any positive integer k and real num-
bers u1, . . . , uk,
(G(N)(u1), G
(N)(u2), . . . , G
(N)(uk))
D−→(G(u1), G(u2), . . . , G(uk)),
where G(u) is given in (21). This gives convergence in finite dimen-
sional distribution. To prove convergence as a stochastic process, we
apply a version of Prokhorov’s Theorem [5, Thm 4.10] on the space of
continuous functions. Since the ρd(u) are uniformly Lipschitz continu-
ous in u, the following compactness inequality holds for all h > 0 and
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N ,
sup
−∞<u<u+h<∞
E
[
G(N)(u+ h)−G(N)(u)
]2
= sup
−∞<u<u+h<∞
E

N∑
j=1
Z
(N)
j [ρd(u+ h)− ρd(u)]

2
≤
(
N2 max
1≤j≤N
σjj
)
K0h
2 ≤ Kh2,
where K0, K are positive constants and we have used Cauchy-Schwarz
inequality.Note that the variances σjj , j = 1, . . . , N are finite. This
gives the tightness condition and the result follows.
A.5. Proof of Theorem 4. 1.) This is a simple computation.
2.) We can for almost all sets of residuals RN1 , ..., R
N
N apply Theorem 2a) to
the AGMBF, which yields that almost surely E
[
Lˆ(R∗,gmN )] = L(R∗,gmN ) <
∞ and therefore the SLLN implies the claim.
3.) Note that the LKCs as defined in [2, eq. 12.4.7] and as they appear in
the GKF are integrals of continuous functions over S. The volume elements
Hj do depend only on the Riemannian metric induced by the random field,
which is in local coordinates ∂1, ..., ∂D given by
gˆdd′(s) = E
[
∂dR
∗,gm
N (s)∂d′R
∗,gm
N (s)
]
= ∂d∂d′ rˆ(s, s
′)|s=s′ .
The latter does converge by (R5) almost surely uniformly to
∂d∂d′r(s, s
′)|s=s′ = E [∂dG(s)∂d′G(s)] = gdd′(s).
The only other random quantity in the integral is the Riemannian curvature
tensor, which by [2, p.308, first equation] is a continuous function depending
on
E
[
∂d∂d′R
∗,gm
N (s)∂d′′∂d′′′R
∗,gm
N (s)
]
= ∂sd∂
s
d′∂
s′
d′′∂
s′
d′′′ rˆ(s, s
′)|s=s′
a.s.−−−→ ∂sd∂sd′∂s
′
d′′∂
s′
d′′′r(s, s
′)|s=s′
for all d, d′, d′′, d′′′ ∈ {1, ..., D}, where the supscript in ∂sd indicates to which
of the two components the partial derivative is applied to.
Since all the above convergences are uniformly almost surely, we can ap-
ply Lebesgue’s dominated convergence theorem in order to interchange the
limit N tending to infinity and the integrals in order to obtain the claim
L(R∗,gN ) a.s.−−−→ L(G(0, r)).
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A.6. Proof of Theorem 5.
Proof. The result follows from applying Lemma 1 below with gˆ(u) =
ÊEC
(N)
(u) − α and g(u) = EEC(u) − α. The conditions of the lemma are
satisfied by these functions by Theorem 3.
Lemma 1. Let the function gˆ(N)(u) and its first derivative gˆ′(N)(u) be
uniformly consistent estimators of the function g(u) and its first derivative
g′(u), respectively, where both are uniformly continuous over u ∈ R. Assume
there exists an open interval I = (a, b) such that g is strictly monotone on
I and there exists a unique solution u0 ∈ I to the equation g(u) = 0. Define
uˆ(N) = sup{u ∈ I : gˆ(N)(u) = 0}.
(i) uˆ is a consistent estimator of u0.
(ii) Suppose the derivative g′(u0) 6= 0. If
√
N [gˆ(N)(u) − g(u)] converges
uniformly in distribution to a Gaussian process G(u), then
√
N(uˆ(N)−
u0) converges in distribution to G(u0)/g
′(u0).
Proof.
(i) Without loss of generality, assume that g is strictly decreasing on I.
For any ε > 0, g(u0−ε) > 0 > g(u0+ε) since g(u0) = 0. Since gˆ(N)(u)
is a consistent estimator of g(u), we have
P
[
gˆ(N)(u0 − ε) > 0 > gˆ(N)(u0 + ε)
]
→ 1,
implying that with probability tending to 1, there is a root of gˆ in
I0,ε = (u0 − ε, u0 + ε). On the other hand, by the monotonicity of g,
there exists δ > 0 such that
inf
u∈I\I0,ε
|g(u)| > δ.
Further, by the uniform consistency of gˆ,
P
[
sup
u∈I
|gˆ(N)(u)− g(u)| < δ/2
]
→ 1.
Therefore, since
inf
u∈I\I0,ε
|gˆ(N)(u)| ≥ inf
u∈I\I0,ε
|g(u)| − sup
u∈I\I0,ε
|gˆ(N)(u)− g(u)|,
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we have that
P
[
inf
u∈I\I0,ε
|gˆ(N)(u)| > δ/2
]
≥ P
[
inf
u∈I\I0,ε
|g(u)| − sup
u∈I\I0,ε
|gˆ(N)(u)− g(u)| > δ/2
]
= P
[
sup
u∈I\I0,ε
|gˆ(N)(u)− g(u)| < inf
u∈I\I0,ε
|g(u)| − δ/2
]
→ 1.
This implies that with probability tending to 1, there is no root of
gˆ(N) outside I0,ε. From the definition of uˆ
(N), we obtain that uˆ(N) is
the only root of gˆ(N) in I with probability tending to 1. Thus
P[|uˆ(N) − u0| < ε] = P[uˆ(N) ∈ I0,ε]→ 1,
yielding that uˆ is a consistent estimator of u0.
(ii) By a Taylor expansion of gˆ(N)(u) around u0,
0 = gˆ(N)(uˆ) = gˆ(N)(u0) + (uˆ
(N) − u0)gˆ′(N)(u∗),
where u∗ is between u0 and uˆ, i.e. |u∗−u0| ≤ |uˆ(N)−u0|. Rearranging,
and since g(u0) = 0,
(45)
√
N(uˆ(N) − u0) = −
√
N [gˆ(N)(u0)− g(u0)]
gˆ′(N)(u∗)
.
The numerator converges to G(u) in distribution by assumption. To
see that the denominator converges to g′(u0) in probability,
gˆ′(N)(u∗) = g′(u0) + [gˆ′(N)(u∗)− g′(u0)]
= g′(u0) + [gˆ′(N)(u∗)− g′(u∗)] + [g′(u∗)− g′(u0)]→ g′(u0),
(46)
since gˆ′(N)(u∗)−g′(u∗) and g′(u∗)−g′(u0) converge to 0 in probability
by the uniform consistency of gˆ′(N) and by part (i) of the lemma,
respectively. The result follows immediately from (45) and (46).
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