We consider the problem of selecting deterministic or stochastic models for a biological, ecological, or environmental dynamical process. In most cases, one prefers either deterministic or stochastic models as candidate models based on experience or subjective judgement. Due to the complex or intractable likelihood in most dynamical models, likelihood based approaches for model selection are not suitable. We use approximate Bayesian computation for parameter estimation and model selection to gain further understanding of the dynamics of two epidemics of chronic wasting disease in mule deer. The main novel contribution of this work is that under a hierarchical model framework we compare three types of dynamical models: ordinary differential equation, continuous time Markov chain, and stochastic differential equation models.
Introduction
In the study of a biological, ecological, or environmental dynamical process, the choice of underlying dynamical model (also known as the process model) is usually based upon expert knowledge or non-generalizable, ad hoc preference. Moreover, it is often the case that parameters of the model are not estimated using statistical functions of observed data.
The objectives of this paper are a) to investigate a systematic statistical approach to select a process model that is consistent with the observed data and b) to produce parameter estimates and quantify associated uncertainties based on the observed data. We undertake these goals under a hierarchical model framework and demonstrate our approach using ecological models for the transmission of chronic wasting disease (CWD) in mule deer.
In general, the hierarchical model (Wikle, 2003; Cressie et al., 2009 ) consists of three levels: a data model, a process model, and a parameter model (optional). The data model represents measurement error in the observed data, which is very common in epidemiology, ecology and environmental science. For example, the number of deaths due to CWD in a wild population is subject to CWD test accuracy and the expense of data collection. The process model is the scientific model based on theories and simplifications of reality. Deterministic or stochastic models may be adopted as the process model. The parameter model acknowledges parameter uncertainty.
With regards to the process model, there could be several 'candidate' models. For instance, in understanding the dynamics of infectious diseases in biology, ecology and environmental science, scientists can adopt a set of ordinary differential equations (ODEs) or a set of stochastic differential equations (SDEs), or a continuous time Markov chain (CTMC).
A notable example is the Susceptible-Infected-Removed (SIR) model, which is a commonly used dynamical model (Anderson and May, 1992; Hethcote, 2000) in the study of disease transmission (see also Allen (2003) ). Miller et al. (2006) proposed several ODE models to describe the transmission mechanism of CWD, a fatal contagious disease in cervid populations. Subsequently, an SDE model was proposed by Sun et al. (2014) to provide more realistic description of the transmission process of CWD. There are pros and cons of those models; for example, stochastic process models allow process error but deterministic models do not. Due to their simplicity, deterministic dynamical models are typically preferred when studying a large community. Stochastic models define the probability of disease transmission between two individuals, while deterministic models describe the spread under the assumption of mass action. However for a specific dataset, the choice between deterministic or stochastic dynamical models is often subjective. Therefore, a data-driven approach to select between the deterministic and stochastic models based on the observed data is needed. In many contexts model selection is typically performed via a likelihood ratio test, the Akaike information criterion or the Bayesian information criterion. However, such approaches are not suitable for the dynamical models as often used in biology and ecology because the likelihood is intractable. Approximate Bayesian computation (ABC) is a methodology to estimate the model parameters when the likelihood is difficult to compute. A simulation-based procedure and a distance function between simulated data and the observed data are used instead of the likelihood in ABC. Various ABC algorithms have been proposed, such as rejection based ABC (Pritchard et al., 1999) , regression based ABC (Beaumont et al., 2002) , and ABC Markov chain Monte Carlo (MCMC) (Marjoram et al., 2003) . Toni et al. (2009) developed an ABC method based on sequential Monte Carlo (SMC) (Del Moral et al., 2006) for parameter estimation and model selection for dynamical models. This ABC SMC algorithm addresses a potential drawback of previous ABC algorithms, such as slow convergence rate, by sampling from a sequence of intermediate distributions. Lopes and Beaumont (2010) and Beaumont (2010) provide detailed reviews on ABC methods.
In this work, we incorporate the ABC SMC algorithm into a hierarchical model framework, and perform parameter estimation (with credible intervals) and dynamical model selection among a set of ODEs, SDEs, and CTMC that arise as models for the transmission of CWD. To our knowledge model selection between these types of models has not appeared previously. Since the practice of incorporating dynamical models into data models (i.e., a hierarchical framework) is becoming more common, the proposed approach may be useful in a variety of applications.
The remainder of the paper is organized as follows. We provide a brief introduction to CWD in Section 2 and present the related hierarchical model framework used to investigate the transmission of CWD in Section 3. Section 4 briefly describes the ABC SMC algorithm in Toni et al. (2009) . Section 5 presents the performance of the ABC SMC algorithm on a simulated dataset. Section 6 shows the results based on data from two CWD epidemics.
Section 7 concludes with a discussion.
Chronic wasting disease (CWD)
Deer populations and ecosystems can be severely disrupted by the contagious prion disease, known as CWD (Miller et al., 2006) . Deer populations in many U.S. states are intensely monitored due to hunting. Because of the impact of CWD on the number of deer, it is important to understand the transmission mechanisms of CWD. Several deterministic epidemic models were proposed by Miller et al. (2006) in order to portray the transmission of CWD. Here, based on those deterministic models, we derive CTMC and SDE models for CWD using the techniques described in Allen (2003, Chapter 8) . Then, we implement the ABC SMC approach to the dataset studied in Miller et al. (2006) . Their dataset consists of annual observations of cumulative mortality from two distinct CWD epidemics ( also includes the annual number of new deer added to the herd and the per capita losses due to natural deaths and removals. We assume key model parameters, such as the direct transmission coefficient β, the per capita CWD mortality rate µ, the indirect transmission coefficient γ, the per capita rate of excretion of infectious material by infected animals ǫ, and the mass-specific rate of loss of infectious material from the environment τ , are innate characteristics of the population and the associated disease and do not change between these two epidemics.
Hierarchical model framework
A hierarchical model is a natural choice for many problems in ecology because there are typically multiple sources of uncertainty (Wikle, 2003; Cressie et al., 2009 ). There are three stages in the hierarchical model framework:
Data Model: Specify the distribution of the data given the process model.
Process Model: Describe the process conditional on process parameters.
Parameter Model: Account for uncertainty in the process parameters.
Below we develop several hierarchical models for the CWD data.
Data model
We adopt a data model for the transmission of CWD that allows for measurement and observation error. At time t let S(t) denote the number of susceptible animals, I(t) denote the number of infected animals, C(t) denote the total number of accumulated deaths from CWD, andC(t) denote the observed accumulated CWD deaths. We assume that onlyC(t) is observed at discrete time t = t 0 , t 1 , . . . , t n , and is modeled bỹ
where N(t) = S(t) + I(t) + C(t) is the total number of animals (including deaths) at time t. Without loss of generality, we assume C(t 0 ) =C(t 0 ) = 0.
Process model
We consider multiple process models which describe the transmission mechanism of CWD.
The process models, which are based on deterministic or stochastic models, are introduced below.
CWD direct transmission model
CWD may be transmitted to susceptible animals directly from infected animals (Miller et al., 2006) . We portray this direct transmission using ODE, CTMC and SDE models. Miller et al. (2006) propose an ODE model for the direct (animal to animal) transmission of CWD given by
ODE model
where a is the known number of susceptible animals annually added to the population via births or importation, m is the known per capita natural mortality rate, β is the unknown direct transmission coefficient and µ is the unknown per capita CWD mortality rate. The unknown quantities to be estimated are (β, µ, S(t 0 ), I(t 0 )), where S(t 0 ) and I(t 0 ) are the unknown initial conditions.
CTMC model A continuous time Markov chain model can also be used to study a stochastic epidemic process. In a CTMC model time is continuous, but the random variables of interest are discrete. Based on the direct transmission ODE model (2), the probability equations for the CTMC model for the direct transmission of CWD are given by
where o(δ) → 0 as the time interval δ → 0. More details about the derivation of a CTMC model based on an ODE model are given by Allen (2008) .
SDE model SDE models are a natural extension of ODE models and they may be simpler to derive and apply than Markov chain models. For example, the transition matrix in a continuous time Markov chain model can be very complicated when there are several interacting populations Allen et al., 2005) . We consider the SDE model for the direct transmission of CWD given by
where
T is a 3-dimensional standard Wiener process and B = √ Σ is the positive definite square root of the covariance matrix with
The derivation of the direct transmission SDE model (4) is given in Sun et al. (2014) ; in the next section, we briefly illustrate the derivation of a more complex SDE model for CWD.
CWD indirect transmission model
CWD may also be transmitted to susceptible animals from excreta left in the environment by infected animals. We describe this indirect transmission using both an ODE and an SDE model. The CTMC model is not suitable here, because excreta left in the environment is not a discrete variable. Let E denote the mass of infectious material in the environment.
ODE model The ODE model for the indirect transmission of CWD (Miller et al., 2006) is
where γ is the indirect transmission coefficient, ǫ is the per capita rate of excretion of infectious material by infected animals, and τ is the mass-specific rate of loss of infectious material from the environment. The unknown quantities to be estimated are (γ, µ, ǫ, τ, S(t 0 ), I(t 0 ), E(t 0 )).
SDE model
The corresponding SDE model for the indirect transmission of CWD can be derived as follows. Let X(t) denote (S(t), I(t), E(t), C(t)) T and X δ = X(t + δ) − X(t) be the increment during the time interval of length of length δ. If δ is sufficiently small, we can assume at most one animal is added, infected, or died during the time interval of length δ.
The probability that more than one addition, infection, or death has occurred during that interval is of order δ 2 , which can be neglected. Then we can approximate the mean of X δ for sufficiently small δ by
Furthermore, we can also approximate the covariance of X δ for sufficiently small δ by
where Σ is the covariance matrix given by
The matrix Σ in (8) is positive definite and hence has a positive definite square root
It can be shown that (6) and (7) are quantities of order δ. We also assume X δ follows a normal distribution with mean vector f δ and covariance matrix B 2 δ = Σδ. Thus,
where η ∼ N(0, I 4×4 ) and I is the identity matrix. This is exactly one iteration of the Euler-Maruyama scheme (Kloeden and Platen, 1992) for a system of SDE, which is given by
T is a 4-dimensional standard Wiener process. The dynamical system (9) converges in the mean square sense to the system of SDE (10) as δ → 0 (Kloeden and Platen, 1992) .
Parameter model
The prior distributions for parameters θ and initial conditions (S(t 0 ), I(t 0 ), E(t 0 )) are shown in Table 1 . Note that the prior distributions are chosen based on expert knowledge. In a non-Bayesian context, the parameter model can be omitted.
Approximate Bayesian computation (ABC)
For all the process models described in Sections 3.2.1 and 3.2.2, we assume the data model is given in (1). That is, onlyC(t) is observed at discrete time t = t 0 , t 1 , . . . , t n . To estimate the parameters in the process models via maximum likelihood, one needs to compute the 
where p C (t i )|X(t i ), θ is given by (1) and
depending on the process model that is assumed. The likelihood (11) thus requires a multivariate integration over all unobserved state variables X(t), which can be computationally intensive or even infeasible.
To carry out Bayesian inference using a Markov chain Monte Carlo algorithm, one can treat all unobserved state variables X(t) as augmented data to avoid this complex integration (Golightly and Wilkinson, 2005 . However, MCMC approaches are typically slow to converge when the time interval between consecutive observations is large, which is often the situation for ecological or environmental data. For example, in the CWD epidemic the number of deaths were recorded annually. In contrast to the slow convergence in MCMC approaches, simulating data from the process models is relatively straightforward. For example, there are many numerical methods for solving ODEs, such as Euler's method and the Runge-Kutta method (Butcher, 2008) . Based on the Markov property, simulating sample paths of a CTMC is simple (Allen, 2003, Chapter 5) . Simple numerical solutions for SDEs include the Euler-Maruyama and the Milstein methods (Kloeden and Platen, 1992) . Em-bedding these simulation methods in the approximate Bayesian computation with sequential Monte Carlo algorithm makes it a suitable choice for parameter inference and model selection for hierarchical models that are built upon dynamical processes.
The basic idea of ABC is that sample parameters are proposed from their corresponding prior distributions and data are simulated from the model based on the proposed parameters.
The proposed parameters are accepted if the difference between the summary statistics of the simulated data D * and the observed data D is small. The simplest ABC approach is the ABC rejection algorithm proposed by Tavare et al. (1997) and Pritchard et al. (1999) .
In the ABC SMC algorithm (Toni et al., 2009) , N samples of parameters θ are proposed through a sequence of intermediate distributions,
, with decreasing distance tolerances, ǫ 1 > · · · > ǫ T > 0, between prior distribution and target distribution,
Here, ρ is a distance function between the summary statistics of the simulated data D * and the observed data D. For each distance tolerance ǫ t , 1 < t ≤ T , a new candidate sample parameter θ * * is drawn from a proposal distribution q t (θ|θ * ), where θ * is a sample from the previous population of all proposals that have a distance tolerance ǫ t−1 . The advantage of generating samples via a sequence of distributions is that it often avoids the problem of having low acceptance rates which is common in the ABC rejection and the ABC MCMC algorithms (Toni et al., 2009 ). The ABC SMC algorithm is given in Algorithm 1 (Toni et al. (2009) provide a similar algorithm).
The outputs of the ABC SMC algorithm are the approximations of the marginal posterior distribution of the model parameter P (M|D), which is the proportion of times that model M is selected in N samples, and the marginal posterior distributions of parameters P (θ|D, M)
We consider the ABC SMC algorithm in a model selection context where we simultaneously estimate parameters and perform model selection.
Consider the problem where one wishes to compare the posterior distributions of two models, P (M 1 |D) and P (M 2 |D). The ABC SMC output can be used to perform model Algorithm 1: The ABC SMC algorithm.
1. Set the tolerance sequence ǫ 1 > · · · > ǫ T > 0, and t = 1.
2. Set the sample index i = 1. 
Sample model index
where N M * is the number of samples for the model M * .
8. If i < N, update i = i + 1 and go to Step 3.
9. Normalize the weights for each model M. If t < T , update t = t + 1 and go to Step 2. selection based on the Bayes factor,
where π(M) is the model prior. A commonly used interpretation of the Bayes factor values, which is given by Kass and Raftery (1995) , is shown in Table 2 .
We choose the model prior π(M) as the discrete uniform distribution from 1 to M for models M 1 to M M , the proposal distribution q t (θ|θ * ) to be a normal or uniform random walk (that is, θ = θ * + ǫ, where ǫ is sampled from a normal or uniform distribution), and the 
Simulation studies
We illustrate the performance of the ABC SMC algorithm on 100 simulated datasets. Each dataset includes 21 annual CWD death observations from two distinct CWD epidemics similar to the observed epidemic data in Section 6. The indirect transmission SDE model (10) with parameter (γ 0 , µ 0 , ǫ 0 , τ 0 ) = (0.15, 0.20, 0.50, 1.70) and two initial conditions (S(t 0 ), I(t 0 ), E(t 0 )) = (24, 5, 4.04) and (22, 2, 0.87) are used to generate those 100 simulated datasets, which are similar to the parameter estimates for the observed data (Section 6). We apply the ABC SMC algorithm on each dataset for parameter estimation and model selection among the five process models described in Section 3.2. The set-up for the ABC SMC algorithm is the same as the set-up we used for the observed real data and is described in Section 6.
To investigate model selection performance of the ABC SMC algorithm, we record the number of times that the indirect transmission SDE model (10) has the highest posterior model probability P (M|D) among the five models for the 100 simulated datasets. If the indirect transmission SDE model (10) does not have the highest posterior model probability P (M|D) for this dataset, we compute the Bayes factor between the indirect transmission SDE model (10) and the model that has the highest probability. We report the relevant Bayes factors for 100 simulated data sets.
In 74 out of the 100 simulated datasets the indirect transmission SDE model (10) has the highest posterior model probability among the five models. Figure 1 shows the histogram of the Bayes factor in favor of the model with highest posterior model probability against the indirect transmission SDE model (10) over the 100 simulated datasets. Note that if the indirect transmission SDE model (10) has the highest posterior model probability then the Bayes factor is 1. In 92 out of the 100 simulated datasets, the Bayes factor is less than 1.5. In fact, there is no dataset for which the Bayes factor is larger than 2.5. Although the ABC SMC algorithm does not always pick the indirect transmission SDE model (10) as the highest probability model, it is apparent that the strength of evidence in favor of the other models is very weak.
The Bayes factor (10) has the highest posterior model probability then the Bayes factor is 1.
CWD application results
We apply the ABC SMC algorithm to the CWD epidemic data, which includes 21 annual CWD death observations from two distinct CWD epidemics as described in Section 2. To carry out model selection we compute posterior model probability P (M|D) and Bayes factors. We compare the five models in Section 3 and adopt a discrete uniform distribution as the prior distribution of the model parameter M. For the ABC SMC algorithm the tolerance sequence is set to be ǫ = {7, 6, 5, 4, 3.5, 3}, which means T = 6, and N = 2500 samples of parameters are generated. The proposal distributions q t for parameters θ and initial conditions (S(t 0 ), I(t 0 ), E(t 0 )) are based on a random walk described in Table 3 . For example,
. The simulated data from the ODE models, (2) and (5), are generated using the ode function with default settings in the deSolve R package (Soetaert et al., 2010 ). The simulation method described in Allen (2003, Chapter 5 ) is used for simulating the CTMC model (3). The sample paths of the SDE models, (2) and (5), are approximated using the Euler-Maruyama scheme (Kloeden and Platen, 1992) with time step δ = 1/12 which is one month for the CWD epidemic data. The proposal distributions for model parameters. We used a random walk proposal for each parameter. Below, the superscripts (t) and (t − 1) refer to iteration number in the ABC SMC algorithm. The initial conditions S(t 0 ), I(t 0 ) and E(t 0 ) are the unknown values of the number of susceptible and infected animals, the unknown the mass of infectious material in the environment at time 0, respectively.
Posterior model probabilities P (M|D) for each model M are shown in Figure 2 and Table 4 . There is a weak evidence in favor of the indirect transmission SDE model (10) compared with the other models considered in Section 3. There are no significant differences among the other four models in terms of the Bayes factor. Since the evidence in favor of the indirect transmission SDE model (10) is not very strong, one may consider Bayesian model averaging (Hoeting et al., 1999) which can provide more accurate forecasts if the goal is to predict the development of the disease in the future. The marginal posterior distributions for the parameters of model (10) are displayed in Figure 3 . The modes and 95% highest posterior density (HPD) intervals of the parameters are given in Table 5 . The HPD intervals are fairly wide, perhaps because of the uncertainty introduced by the data model in (1). There is a considerable uncertainty about ǫ, the per capita rate of excretion of the infectious agent. This is not surprising as this transmission mechanism is difficult to quantify. While it has been demonstrated that CWD can be transmitted via the environment, the scientific community is still trying to understand the exact mechanisms of its transmission. To assess goodness of fit, we generated 100 simulated trajectories of the cumulative number of deaths for CWD by using the CWD indirect transmission SDE model (10) using the mode of the estimated density of the parameters ( γ, µ, ǫ, τ ) = (0.12, 0.16, 0.37, 0.72) and initial conditions ( S(t 0 ), I(t 0 ), E(t 0 )) = (20, 12, 0.93) for epidemic 1 and (40, 1, 0.65) for epidemic 2. The simulated trajectories and the observed CWD data are overlaid in Figure   4 . If the data set had more observations we would predict a hold-out set, but this is not reasonable for these data. The simulated trajectories in Figure 4 are close to the observed data given that they were based on a theoretical model for the process and not from a purely empirical model based only on the observed counts.
Conclusion and discussion
In the pursuit of gaining further understanding of ecological or environmental processes, it is important for statisticians to continue to develop tools for parameter inference and model selection for complex models. The parameters and models for the description of the transmission of CWD play a vital role in its ecological interpretation. A choice between deterministic or stochastic dynamic models is typically based on a scientific theory or personal (ad hoc)
preference. We offer a systematic approach to select among these models based on empirical evidence. Although there has been considerable research focused on selecting ecological or environmental models among deterministic models, we are not aware of any previous work where deterministic and stochastic models are directly compared and selected. We illustrate a real world example which considers both deterministic and stochastic models based on the observed data via the ABC SMC algorithm. Simulation studies show the effectiveness of 1974 1978 1982 1986 1990 1994 1998 2002 Figure 4: Upper display: the observed cumulative number of deaths for CWD. Lower display: the 100 simulated trajectories of the cumulative number of deaths for CWD are obtained by using the CWD indirect transmission SDE model (10) with estimated parameters and initial conditions from ABC SMC.
this approach.
We used Bayes factors for model selection because they are easy to calculate using ABC SMC. The deviance information criteria (DIC) (Spiegelhalter et al., 2002 ) is another popular choice. We chose not to use it for our models because the properties for DIC are unknown when the process model is a dynamical model. Modifications to DIC may be necessary for these models similar to those that have been developed for missing data models (Celeux et al., 2006) . There are many other options for model selection in addition to Bayes factors. All commonly used model selection methods have some desirable theoretical properties but there is no single method that can be used for all situations. For example, Bayes factors can be hard to estimate for some models and most methods can give misleading results if the model is inappropriate (e.g., Hoeting et al., 2006; Tenan et al., 2014) . The debate about the properties of different model selection methods will continue to be waged and new model selection methods will continue to be proposed for the foreseeable future (e.g., Bové and Held, 2013 ).
The distance function or summary statistics used in the ABC SMC algorithm is still an open research topic because sufficient statistics are not available for many applications.
Fearnhead and Prangle (2012) proposed a semi-automatic approach that can construct appropriate summary statistics for ABC. For the CWD epidemic models that we considered here, we found that this approach increases the complexity and decreases the efficiency of the ABC SMC algorithm. 
