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Asthma is a chronic lung disease that inflames and narrows the airways, and al-
though it affects people of all ages it most often starts during childhood. However,
there is still not a clinical method for the premature diagnosis of asthma, what
makes it dependent on the doctor criteria.
Some studies have shown that the pathophysiology of asthma is related with an
abnormal ANS function that is responsible of bronchoconstriction. As ANS activity
is reflected in HRV, the analysis of this HRV could lead to an interpretation of
the physiologic processes underlying asthma, thus serving as a non-invasive way
to diagnose it. It is nowadays agree that the several processes involved in HR
control interact in a non-linear way and so non-linear analysis of HRV has received
high research interest in the last years, so in this work the focus is on Poincaré plot
analysis, which is one of the most representative non-linear HRV analysis techniques.
Poincaré plot is a quantitative-visual technique extracted from non-linear dynamics,
although the indexes extracted from it have been proven to not provide additional
information to that obtained with other methods. Due to this fact, in this work a
research in the origins of Poincaré plot has been attempted, in order to define new
parameters that can display the non-linear characteristics of the plot. The angle of
the plot and the short-term analysis of its shape were proposed, being the objective
to find an index that can be used to classify a set of patients aged 3-7 years attending
to their risk of suffering from asthma. Furthermore, a GUI was developed so that
the information provided by Poincaré plots can be easily compared and integrated
with the information extracted from several other indexes.
ii
Although the methods proposed for the extraction of the angle and the shape infor-
mation were successful, the results obtained in this work showed that the use of both
the classical HRV indexes and the new proposed parameters is not enough to stratify
the risk of asthma in children. However, the GUI developed was shown to result
useful when interpreting Poincaré plot information. Also a qualitative analysis of a
Poincaré domain filtering technique proposed in the literature was performed, and
several future work lines were established.
iii
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11. INTRODUCTION
Asthma is a chronic lung disease that inflames and narrows the airways, and al-
though it affects people of all ages it most often starts during childhood. Actually,
in the past three decades a dramatic increase of the incidence and the prevalence of
asthma has been observed among children [1], and asthma is nowadays considered in
the United States as the most common chronic disease of childhood [2]. In spite of
this fact, there is still not a clinical method for the premature diagnosis of asthma,
what makes it dependent on the doctor criteria.
One of the main symptoms of asthma is bronchial hyper-reactivity, which appears to
be related with abnormal autonomic nervous system (ANS) function [3]. Moreover,
some studies reveal that the pathogenesis of asthma might be closely related to an
improper activity of the parasympathetic branch of the ANS [4] as it is involved in
bronchoconstriction mechanisms [5][6].
Nowadays, the study of ANS function through heart rate variability (HRV) analysis
has received a wide research interest, as it has been proved as a powerful tool for
the non-invasive investigation of the ANS activity and the underlying physiological
processes that are controlled by it. Due to the fact that both, the pathogenesis
of asthma and the HRV are predominantly dependent on ANS activity, the al-
tered parasympathetic function responsible of asthma symptoms may be reflected
by changes in heart rate (HR) [4][7]. Hence, HRV analysis could be a reliable source
of information of the intrinsic processes that produce asthma. In this way, diagnosis
of asthma could be enhanced with the information provided by the study of HRV.
HRV has been often characterized by the use of time and frequency domain methods.
While time domain methods are computationally simple, frequency domain methods
provide information about the origin of the variations observed in HR (sympathetic
or parasympathetic branch of the ANS). However, since some years ago it is com-
monly accepted that the cardiovascular system has a nonlinear behaviour [8][9], what
implies that the classical indexes may not be the best approach to study them. In
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this way, nonlinear techniques are thought to be able to provide a better description
of the cardiovascular function [10].
Although several nonlinear approaches for the analysis of HRV have been proposed
in the literature, in this work the focus is on Poincaré plot, which is a new visual
and quantitative technique whereby different shapes can be classified into different
functional classes, thus indicating the degree of heart failure in a subject [10][11][12].
Essentially, Poincaré plot consist in the representation of each RR interval (the
period between consecutive heart beats) as a function of the previous RR interval. As
it is a visual technique, in this work a Graphical User Interface (GUI) for the analysis
of Poincaré plot and its relation with the classical time and frequency domain indexes
is developed. It also allows to display more complicated versions of Poincaré plot
(higher order and lagged plots), and to extract information about the shape of the
plot in order to aid on its classification.
In spite of the fact that Poincaré plot is a method taken from nonlinear dynamics
some authors have proved that the measures extracted from it are highly correlated
with both time [13] and frequency [14] domain classical indexes, so the nonlinear
features of the plot are not being exploited. Here, the analysis of two new parame-
ters extracted from Poincaré plot is proposed. These new parameters and also the
commonly used ones are studied in this work in order to see if they are capable of
distinguishing between subjects with different risk of suffering from asthma.
This Master’s Thesis is developed in collaboration with the University of Zaragoza,
and is integrated within a Ph.D. project titled "Noninvasive evaluation of autonomic
nervous system through the variability of biosignals. Application to stress-related
clinical situations". This project is developed by the Biomedical Signal Interpreta-
tion and Computational Simulation (BSICoS) group.
32. ANATOMICAL AND PHYSIOLOGICAL
BACKGROUND
2.1 Cardiovascular system
The cardiovascular system, also known as circulatory system, plays a vital role in the
survival of the human body, as it is responsible for delivering oxygen and nutrients
and removing wastes from organs. It is composed by the heart, the blood and the
blood vessels.
The heart is a pyramidal-shaped organ which is enclosed within the inferior medi-
astinum, the middle cavity of the thorax, and flanked on each side by the lungs. It
is essentially composed by muscular tissue, as well as connective and fibrous tissues
[15] [16]. The heart has four chambers or cavities, two atria (in the upper side)
and two ventricles (in the lower side), and left atria and ventricle are separated from
their right homonyms by the interatrial and the interventricular septum respectively
[16]. Figure 2.1 shows a more complete anatomical vision of the heart.
The mechanical functioning of the heart consists of two phases: diastole and systole.
During diastole, atria do contract in order to fill the ventricles with the blood coming
from either the cava vein or the pulmonary vein. Once the diastole has finished,
systole starts, and ventricular contraction takes place for pumping the blood to the
rest of the body. The conduction of the blood along the body is possible due to
blood vessels and can be divided into two different circuits known as pulmonary
and systemic circuits (Figure 2.2). The pulmonary circuit has its origin on the
right atrium, when oxygen poor and CO2 rich blood arrives from the superior and
inferior venae cava. The right atrium pumps this blood into the right ventricle
which further pumps it into the lungs through the pulmonary arteries. After the
gas exchange that takes place in the lungs, the blood is returned to the left atrium
through the pulmonary veins. The systemic circuit starts in the left atrium which
pumps oxygen rich and CO2 poor blood into the left ventricle that further pumps
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this blood to the rest of the body though the aorta. After the exchange of gases,
nutrients and wastes that takes place in the different organs of the body, the blood
returns to the right atrium through the vena cava, thus starting the process again.
Figure 2.1 Anatomy of the heart. The main cavities and blood vessels that connect them
to the rest of the body are shown in the figure (adapted from [15]).
Figure 2.2 The systemic and pulmonary circulations. Systemic circulation starts in the
left atrium and the blood is pumped towards the organism from the left ventricle. Oxygen
poor blood is then returned to right atrium, where pulmonary circulation starts. The oxygen
poor blood is pumped towards the lungs by the right ventricle, and after the gas exchange
the oxygen rich blood is returned to the left atrium, in order to repeat the cycle.
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2.2 Electrophysiology of the heart
The electrical functioning of the heart is a very complex mechanism that is the
responsible of its mechanical activity. In Figure 2.3 the anatomical structures that
are involved in this process are shown schematically.
The heart contains different kinds of cells, some of what are specialized in the con-
duction of electrical impulses known as action potentials: an action potential occurs
as a response to the change in the ionic concentration outside and inside the cells,
which produces a change in the cell membrane potential. Each action potential (see
Figure 2.3 (b)) starts with a sudden change from the negative resting membrane
potential to a positive membrane potential (depolarization), followed by a period
when the potential remains practically constant ("plateau" phase) and ends with
a smoother transition towards the resting potential (repolarization) [15]. These
electrical impulses are generated in the sinoatrial (SA) node, which is the natural
pace-maker of the heart and is located in the right atrium. These impulses spread
through the atria walls depolarizing the cardiac cells present there.
Figure 2.3 a) Schematic of intrinsic conduction system of the heart. b) Action potential
of the cardiac cells and the ionic exchange that generate it (adapted from [15]).
Once all the cells in the atria are depolarized atria do contract, pumping blood into
the ventricles, and afterwards a repolarization stage takes place in order to prepare
the cardiac atrial cells to be able to drive a new electric impulse. The time between
the depolarization of a cell and the moment when it is capable of being depolarized
again is known as refractory period.
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The electrical impulse produced by the SA node can not reach the ventricles, due
to the fact that atria and ventricles are electrically isolated by a fibrous wall. How-
ever, the electrical impulse will reach the atrioventricular (AV) node, which is the
responsible for driving it towards the ventricles. The impulse from the AV node is
transmitted to the AV bundle (or bundle of His) and later to the Purkinje fibers,
which are fast conduction channels that distribute the electrical impulse homoge-
neously to all the ventricular cells, thus causing the synchronous contraction of the
ventricles and the further pumping of blood towards the body.
2.3 Autonomic Nervous System
The nervous system is composed of two main parts: the central nervous system
(CNS), made up by the brain and the spinal cord, and the peripheral nervous system,
formed by the nerves and the ganglia on the outside of the CNS. While the function
of the CNS is to integrate all the information it receives from, and to coordinate
and influence the activity of all parts of the body, the role of the peripheral nervous
system is to connect the CNS to the organs and limbs, essentially serving as a
communication channel between them. Looking forward into the peripheral nervous
system, it can be further divided into two subsystems: the somatic nervous system,
that is the voluntary motor system that overcomes the muscular control of the
limbs, body and head, and the autonomic nervous system (ANS), that regulates the
internal organs and so is referred to as the involuntary motor system [17].
The ANS has a fundamental role in maintaining homeostasis, and its efferent part
is divided into three branches with two often opposing branches, the sympathetic
nervous system (SNS) and the parasympathetic nervous system (PNS), that exert
opposing effects on most organs. However, each of the motor neuron sets that
integrates these divisions interact in a very complex way, so that the control over
the organs activity can not be interpreted as a simple linear sum of two systems
exerting opposing effects [17]. The connections of both branches with the various
organs in the human body and the effect that they exert are shown in Figure 2.4.
The third branch is the enteric nervous system (ENS) that innervates the digestive
organs [17].
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Figure 2.4 Sympathetic and parasympathetic branches of the ANS and their connections
to the different organs in the human body (adapted from [18]).
2.3.1 Sympathetic Nervous System
The cells of the sympathetic nerves arise from the thoracic and lumbar areas of the
spinal cord, some of them forming synapses in the sympathetic nerve trunk. Besides,
some of these nerve cells do not synapse in the sympathetic nerve trunk, but are
rather distributed to several organs that are innervated from the sympathetic ganglia
situated near the abdominal visceral [18].
The sympathetic division is often referred to as the "fight-or-flight" system, due to
the fact that it activates when the body is immersed in any kind of stressing or
threatening situation, thus preparing the body to deal with it. Some examples of
the effect of SNS are the increase of HR, blood pressure and blood glucose levels,
vasodilation and the dilation of the bronchioles of the lungs, the release of adrenaline
or the withdrawal of blood from the digestive organs [16]. Moreover, the release of
various hormones is controlled by the SNS, what explains the fact that once the SNS
has stopped its actuation, the effect produced by it still remains until the hormones
release and effect have concluded.
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2.3.2 Parasympathetic Nervous System
The cells of the parasympathetic nerves arise from the cranial nerve nuclei, and those
nerve cells form synapses at the ganglia either within or adjacent to the functional
organs [18].
The parasympathetic division is most active when the body is at rest and home-
ostasis is not threatened in any way. This branch of the ANS, often know as the
"rest-and-digest" system, is concerned on what involves the digestion of the food
and the elimination of wastes, and the conservation of body energy, particularly by
decreasing demands of the cardiovascular system [16]. Some examples of the effect
of PNS are the activation of the digestive track, the constriction of eye pupils or the
regulation of heart and respiratory rates.
2.4 Heart Rate Variability
Heart rate variability (HRV) is defined as the variation between consecutive heart-
beats over time and it is mainly dependent on the extrinsic HR regulation [10].
If we take a look to an electrocardiogram (ECG) recording, we can easily identify
the QRS-complex (Figure 2.5), which is due to ventricular depolarization and is
formed by the waves referred to as S-, R- and Q-waves. The interval between two
consecutive R-waves in an ECG recording is known as RR-interval (see Figure 2.5)
and this RR-interval represents the instant HR, so the series composed by successive
RR-intervals are a representation of the temporal evolution of the HR. If the HR
would be constant over studied time the RR intervals would be constant as well, but
there are always fluctuations around mean HR due to continuous alteration in neural
regulation and thus the beat-to-beat intervals vary over time [17]. This variability is,
precisely, what is known as HRV. In Figure 1.6 an example of RR-interval evolution
over time is shown.
As seen in the previous section, the heart activity is mainly regulated by the ANS
and the complex interaction between the opposing branches of the ANS and the
resulting effect they exert on cardiovascular system regulation and the autonomic
tone is referred to as the sympathovagal balance [17] [19]. Increased SNS or di-
minished PNS activity leads to cardio-acceleration, while a reduced SNS activity
or an increased PNS activity results in cardio-deceleration [10]. However, SNS and
PNS act over different time scales: while the parasympathetic response is almost
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Figure 2.5 ECG main waves and segments. The RR interval, described as the period
between two consecutive R peaks, is shown in the figure (adapted from [20]).
immediate (about 400 milliseconds latency period) the sympathetic response has a
delay that can reach 5 seconds followed by a stable increase in the HR during the
next 20 to 30 seconds [17], what makes the analysis of the relationship between the
activity of both systems more complicated that the linear sum of opposing effects
(as explained in previous section).
There are many different events that may produce variation in HR, e.g., an increase
in the HR is not always due to a stress situation. For example, respiration have
a direct effect in HR: the inspiration will generate a tachycardiac reflex that will
increase the HR, while expiration will cause a bradychardiac effect, thus reducing
the HR. This effect is referred to as respiratory sinus arrhythmia (RSA). Hence, the
HR does not remain constant even if the body is at rest.
As there are several commercial devices that nowadays provide an automated mea-
surement of HRV [21], HRV has received widespread research interest in recent years,
due to the fact that ANS activity can be investigated non-invasively using relatively
basic signal processing techniques [22]. Thus HRV has been proved as a powerful
tool in the analysis of ANS activity in cardiological diseases such as arrhythmias
[23] [24], myocardial infraction [21][25] or coronary artery disease [26], but also in
non-cardiac diseases such as sleep apnea [27] or asthma [28].
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Figure 2.6 Example of RR-interval evolution over 5-minute segment. HR has a contin-
uous variation even at rest, which is regulated by ANS branches activity.
2.5 Asthma
Asthma is a chronic (long-term) lung disease that produces inflammation and nar-
rowing of the airways. It also causes recurrent periods of wheezing (a whistling
sound during the breathing), coughing, shortness of breath and chest tightness.
The coughing is more prone to occur during the night or at the early morning [29].
The occurrence of nocturnal asthma is mostly related with the reduced lung function
and changes in hormonal levels related with circadian rhythms.
One of the main characteristics of asthma is the spasmodic contraction of the bron-
chioles, which usually makes breathing difficult [30]. It is usually triggered by
bronchial hyperresponsiveness towards a variety of specific and non-specific stim-
uli [31].
Due to the effect of the irritants, the body tends to generate a high amount of an-
tibodies, which attach to specific cells in the bronchioles and small bronchi of the
respiratory tract. The reaction of these antibodies with the irritant leads to the
release of some substances as histamine [31], thus allowing them to fight pathogens
in the various infected tissues [32]. The combined effect of these factors will pro-
duce localized edema in the walls of the small bronchioles as well as an increase in
the mucus segregation and spasm of the bronchiolar smooth muscle. These effects
are also many times accompanied by a wheezing or whistling sound, which is very
characteristic of asthma and is produced because of the narrow of the airways. The
continued presence of these symptoms may lead to the remodelling of the airways,
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which are often characterized by an increased thickness and an increase in muscle
mass and mucous glands in asthmatic patients [33]. Usually, asthmatic subjects do
not have difficulty for inspiring, but have complication to expire the air from the
lungs [31]. Although symptoms are not always present, asthma has no cure, but it
can be controlled by treatment [34].
Figure 2.7 Schematic showing the effects of asthma symptoms in the airways. Airways
are narrowed, their walls are inflamed and the segregation of mucus increased (adapted
from [29]).
Yet asthma affects people of any age, it is prone to start during childhood. Actually,
in the past three decades a dramatic increase of the incidence and the prevalence of
asthma has been observed among children [1], and asthma is nowadays considered
in the United States as the most common chronic disease of childhood [2].
Yet asthma has already been analyzed through HRV in adults [35], the group of
study of this thesis is formed entirely by children aged between 3 and 7. The main
problem in premature asthma diagnosis is that there is not a clinical method to
detect it, so nowadays it mainly depends on the doctor criteria.
2.6 ANS control of HRV and respiratory system in asthma
As described in the previous section, one of the main symptoms of asthma is hyper-
reactivity, and according to [3] this mechanism may be related with abnormal ANS
control that occurs in asthmatic subjects. Moreover, the parasympathetic branch of
ANS appears to be related with the pathogenesis of asthma [4], and several studies
has shown that it is directly involved in bronchoconstriction both in asmathic and
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non-asmathic subjects [5][6]. Furthermore, cardiac vagal activity appears to be
increased in asthma as well according to the exaggerated bradychardiac response to
some acetylcholine-blocker drugs in asthmatic subjects [4]. For that reason, in [7] it
is suggested that cardiac and bronchial auntonomic control might be related, being
this relationship altered in subjects suffering from asthma.
Following this assumptions, some studies suggest that the altered bronchial auto-
nomic control in asthma may be reflected by changes in HR [4][7], most of them
showing higher resting HR and a generalized increase of total HRV in asthmatic
subjects [36][37]. Moreover, Morrison et al. [38] performed an investigation where
effects of asthma were almost reversed during vagal blockade achieve with the ad-
ministration of atropine, what implies that PNS plays an important role in asthma.
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3. HRV ANALYSIS
As explained in the previous section, HRV analysis is a valuable tool both in clinical
use and in physiological research [21][39] due to the fact that it may reflect the
activity of the ANS. For this purpose, different techniques for HRV analysis have
been developed in recent years and several indexes that can be obtained from it have
been defined. The initial assumption is that these indexes reflects different aspects
of the inherent variability of the HR in order to adapt to external and internal
changes, and their values may differ from the normal range in various diseases and
with age [14].
However, when analyzing HRV, there are some aspects that need to be take into
account. First of all, the relation between the length of the RR intervals and the
HR is non-linear, as shown in Figure 3.1. This non-linear relation may become a
problem when comparing the value of certain parameters extracted from intervals
with different mean HR [17]. Hence, the parameters that reflect the total power
of variations are most affected by this non-linearity than most of the non-linear
parameters, that usually do not reflect power of variations. The use of normalized
parameters and some non-linear parameters may diminish the effect of non-linear
relation between HR and the RR intervals length [17][40].
Another important fact when analyzing HRV is the presence of ectopic beats in
the recordings. The ectopic beats are those that have not their origin in the SA
node but in another part of the heart, due to the spontaneous depolarization of the
cells present there, thus producing a premature heart beat. As the aim of analysing
variations in HR is usually to obtain a representation of ANS activity, ectopic beats
must be rejected as they are not related with ANS action. Ectopic beats are an
important source of error, as they are present both in healthy patients and patients
with heart disease, so there are plenty of algorithms and criteria that can be used
to remove the ectopic beats from the recording [41][42][43].
Although time- and frequency-domain analysis have been the dominant procedures
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Figure 3.1 RR interval as a function of HR. There is not a lineal dependence between the
length of the RR intervals and the observed HR, so the same increase in HR will produce a
different shortening of the RR intervals for different HR initial values (adapted from [17]).
in the analysis of HRV in the last decades, in recent years it has become evident that
the cardiac systems are non-linear in their function [44]. Moreover, the advances in
the study of non-linear dynamics and deterministic chaos and the further acceptation
of the heart activity as a biologic non-linear system [45] has lead to the development
of a series of non-linear analysis methods, that are expected to represent the cardiac
activity in a more accurate well. The basis of these techniques is that they depart
from the assumption that the human body can not be considered as a linear system
anymore.
3.1 Time Domain Analysis
Clinical studies of HRV have frequently been synonymous with the use of simple time
domain measures [22]. The parameters obtained from the time domain analysis have
the advantage that no complex calculations are needed. Furthermore, depending on
the period considered for the analysis, it is possible to distinguish between short- and
long-term HRV which allows to focus in different components acting in the variation
of HR. On the other hand, the main problem with time domain parameters is that,
as there is no frequency distinction, it is not possible to know if the cause of the
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variations is due to the activity of rather SNS or PNS. In spite of that, temporal
analysis is still wide used due to its simplicity and its capability of distinguish
between healthy subjects and subjects suffering from certain diseases: many of the
parameters obtained from time domain analysis have been shown to have higher
values in patients suffering from diseases that cause tachycardiac effects (such as
sick sinus syndrome or atrial fibrillation) and lower values in the case of diseases
causing bradychardiac effects (such as complete heart block or left bundle branch
block) [10][46][47].
In the time domain analysis of HRV, RR intervals are usually referred to as NN in-
tervals, due to the fact that RR intervals are also called normal-to-normal intervals
because only the intervals between consecutive QRS complexes resulting from nor-
mal sinus depolarizations are considered. When analyzing RR intervals in temporal
domain, the time course of these RR intervals is denoted as RRn, with n = 1, 2, ..., N .
There are several indexes defined for the time domain analysis of HRV [21][22][48],
being the most well-known the following:
• SDNN: standard deviation of all NN intervals of the analyzed period. It is
defined as the square root of the variance of the NN intervals [13]. Since the
variance is mathematically equal to the total spectral power, SDNN contains
information about all the cyclic components responsible of the variability. As
the length of the analyzed recording decreases, SDNN constitutes an estimate
of shorter and shorter cycle lengths [21]. Mathematically, SDNN is described
as:
SDNN =
√
E[RR2n]−RR2 (3.1)
• SDSD: standard deviation of the successive differences of the NN intervals.
It is an important measure of short-term HRV [13] and can be described as:
SDSD =
√
E[∆RR2n]−∆RR2 (3.2)
• SDANN: standard deviation of the averages of all NN intervals in all 5-minute
segments of the entire ECG recording [22]. It represents an estimate of the
changes in the HR due to cycles longer than 5-minutes [21].
• RMSSD: root mean-square of successive differences of adjacent NN intervals
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[13]. RMSSD is an estimate of the short-term variability of the HR [14], and
it is defined as:
RMSSD =
√√√√ 1
N − 1
N−1∑
n=1
(RRn+1 −RRn)2 (3.3)
• pNN50: is the number of successive differences of intervals which differ by
more than 50 milliseconds expressed as a percentage of the total number of
ECG cycles analyzed [10]. As RMSSD, pNN50 is an estimate of the high-
frequency variation in heart-rate, and thus both parameters are highly corre-
lated [21]. In [49] it has been proved that although RMSSD provides a more
detailed description of the short-term variability, pNN50 is much less vulner-
able to the presence of artifacts in the recording [22]. Mathematically, it is
expressed as:
pNN50 =
|∆RR|>50ms
N
(3.4)
, where |∆RR|>50ms is the total number of adjacent RR intervals which values
are higher than 50 ms.
• Triangular index and TINN: both the triangular index of HRV and the tri-
angular interpolation of the NN histogram (TINN) are well known geometrical-
based analysis methods for HRV. Essentially, triangular index is the integral
of the density distribution (the density distribution must be discrete, and the
length of the bins is usually set as 8 ms) divided by the maximum of the distri-
bution, whereas TINN is the baseline with of the density distribution measured
as a base of a triangle [21]. Taking a look to Figure 3.2, the triangular index
of HRV can be mathematically expressed as:
Tr.index =
M∫
N
D(t)dt
Y
(3.5)
TINN = M −N (3.6)
, where D(t) is the density distribution of the RR intervals and the values of
Y , M and N are described in Figure 3.2.
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Figure 3.2 Example of density distribution of the duration of normal RR intervals.
Triangular index is calculated as the ratio between the integral of the PDF between N and
M and its maximum value, Y. On the other hand, TINN is calculated as the difference
between M and N (adapted from [21]).
3.2 Frequency Domain Analysis
As described in the previous section, the main problem with time domain analysis is
the lack of information of which branch of the ANS, SNS or PNS, is producing the
variation in the HR. To solve this problem, various spectral methods for the analysis
of HRV have been developed in last decades [21] and either Fourier Transform or
autoregressive (AR) models can be used for the calculation of the power spectral
density (PSD). It is well known that the spectral analysis of a signal through its
PSD provides information about how the power (i.e., the variance) is distributed
through the different frequencies present in the signal [21].
Traditionally, frequency domain analysis has been performed in short-term 5-minute
intervals [39], although also long-term analysis is considered (typically 24-h seg-
ments) [21]. A typical spectrum of a 5-minute segment RR interval evolution is
shown in Figure 3.3. When performing a short-term frequency analysis, three main
spectral components can be distinguished [21]:
• Very low frequency (VLF): frequency components belonging to the range
0.003 - 0.04 Hz. According to [21] there is not a clear physiological explanation
for it and it has not coherent properties, so VLF should be avoided from the
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studies of the PSD. However, there are also studies that present VLF as a
more powerful risk predictor in cardiovascular diseases than LF or HF [50].
• Low frequency (LF): frequency components belonging to the range 0.04 -
0.15 Hz. LF is thought to mainly represent the SNS activity, although with
some parasympathetic contribution.
• High frequency (HF): frequency components belonging to the range 0.15 -
0.4 Hz. LF is thought to represent the PNS activity.
Figure 3.3 Typical non-parametric PSD estimation for a 5-minute segment. The different
frequency bands described in the text (VLF, LF and HF) are displayed in the image.
In long-term analysis, a fourth frequency component known as ultra low frequency
component (ULF) is measurable in the frequency range <= 0.003 Hz. However,
and as for the VLF component, it physiological interpretation is still not clear [21].
Another important issue to take into account when performing long-term analysis
is that the assumption of stationarity is no longer true for further analysis.
The main studied indexes when performing a frequency domain analysis are the
following:
• TP: total power (TP) is the power of the segment analyzed, obtained by
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integrating the PSD. Sometimes VLF is considered inside TP, but in many
cases it is not.
• LF: is the power corresponding to the LF segment of the PSD. It is measured
rather inms2/Hz or with respect to the TP, i.e., as a percentage. As described
above, it is a measurement of SNS activity, with PNS components.
• HF: is the power corresponding to the HF segment of the PSD. It is measured
rather inms2/Hz or with respect to the TP, i.e., as a percentage. As described
above, it is a measurement of PNS activity.
• LF/HF ratio: it is the ratio between LF and HF, and it represent the rela-
tionship between the activity of SNS and PNS.
Usually, PSD estimation is composed by two main steps: first, the parameters of
the method used for the PSD calculation are estimated and then PSD estimation
is computed. Furthermore, the methods for PSD estimation are usually classified
in non-parametric and parametric methods. Non-parametric methods are really
extended due to its simplicity and most of them are based in the calculation of the
Fast-Fourier Transform (FFT) in one or another way, although windowing used in
these methods produces spectral leaking, thus leading to only moderate estimations.
On the other hand, parametric methods are usually based in AR models, so as data
can be modelled as the output of a causal, all pole discrete filter whose input is
white noise [10]. The AR estimation of order p is expressed as:
x(n) = −
p∑
k=1
a(k)x(n− k) + w(n) (3.7)
, where a(k) are the AR coefficients and w(n) is white noise with variance equal to
σ2.
One of the most important issues when using AR methods is the selection of p, and
in [20] it is shown that p = 16 can be taken.
Another important aspect in the estimation of PSD for HRV analysis is the use of
evenly sampled signals, what is not typical in the case of RR interval recordings,
so a 4 Hz resampling rate is recommended [21]. However, also methods for PSD
estimation from unevenly sampled signals has been proposed in the literature [22][52]
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providing even a better performance that the use of evenly spaced samples in some
situations [52]. It is also recommended that the sampling frequency of the recording
instruments used should be higher than 250 Hz [21], as the resolution could be not
enough for spectral analysis of HRV otherwise.
Finally, and although frequency analysis methods have the advantage of discriminate
between different ranges of frequencies and so to determine which branch of the ANS
is the main responsible for the variation in the HR [10]. On the other hand, some
studies have shown that the diagnostic performance of the spectral components are
not better than when using time domain parameters [21][53].
3.3 Non-linear Analysis
Although time and frequency domain indexes have been widely used in HRV analysis
for many years, nowadays it is commonly accepted that the cardiovascular system
has a nonlinear behaviour [8][9], what implies that the classical indexes may not
be the best approach to study them. Hence, the use of nonlinear techniques may
describe cardiovascular behaviour in a more accurate way [10]. However, this idea is
not only applied to the cardiovascular system: most of the biological systems can be
characterized by underlying nonlinear behaviour, including the respiratory system
[54]. As ANS control of cardiovascular and respiratory systems is thought to be
related [4], it is reasonable to think that nonlinear analysis of both systems may
lead to a deeper understanding of the physiological processes taking place into the
ANS [54].
In recent years, many research studies have proposed several parameters taken from
nonlinear dynamics for the study of HRV, most of which are based in measuring
the entropy of the RR interval series or describing its fractal behaviour. Some ex-
amples of the most used methods are correlation dimension analysis [55], detrended
fluctuation analysis [56], largest Lyapunov exponent [57], approximate and sample
entropy [58] and parameters obtained from Poincaré plots [13]. In this study, the
focus is on Poincaré plot analysis, which is introduced in the next section.
Although the already mentioned nonlinear methods have been widely studied in the
field of nonlinear dynamics, they have to be modified when applied to biological sys-
tems, as biological signals have a series of specifics that must be taken into account
[10]. First of all, biological data is usually contaminated by high level of random
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noise with inter- or intra-system origin and that is not always easy to remove by
filtering, so the methods applied must be robust to the noise influence. On the other
hand, long recordings are needed, due to the slow variations caused by the low fre-
quencies of the biological signals. However, it is not possible to assume stationarity
of these long recordings: biological data is non-stationary, so the nonlinear methods
developed for its analysis must consider that fact [10].
Finally, from the analysis of the nonlinear dynamics methods used for the study
of HRV, some important conclusions can be drawn. According to [9], several of
those methods have proven to be powerful risk stratifiers, and are really useful in
the diagnosis and characterization of some cardiovascular diseases, while some of
them are still being tested but are already showing promising capabilities. More-
over, nonlinear dynamics methods also provide additional information about the
underlying physiological processes that is not available with the use of classical time
and frequency domain indexes.
3.4 Poincaré Plot
Poincaré plot is a visual technique consisting in the representation of each RR in-
terval as a function of the previous RR interval. It is a new visual and quantitative
technique whereby different shapes can be classified into different functional classes,
thus indicating the degree of heart failure in a subject [10][11][12]. Poincaré plots
provide beat-to-beat information, that can reveal patterns of the nonlinear underly-
ing processes [59], thus portraying the nature of the RR intervals. Hence, Poincaré
plots are thought to hide further information than that provided by the classical
time and frequency indexes, although they are still being studied. Poincaré plots
may be constructed either from short intervals (e.g., 5-minute intervals) or long in-
tervals (e.g., 24 hours recording), in order to display short- or long-term information
of the HRV [21]. An example of a typical 5-minutes recording Poincaré plot is shown
in Figure 3.4. Poincaré plots are also referred as Lorentz plots or first return maps
in the literature.
Taking a look to Figure 3.4, three different regions can be distinguished within
Poincaré plot. First of all, the line of identity (dashed green line in the figure) con-
tains the points for what the RR interval at the time i is exactly equal to the RR
interval at the time i + 1, thus implying no variation in consecutive RR intervals.
This line of identity divides the plot into two symmetric regions. The upper-left
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Figure 3.4 Typical Poincaré plot representation for a 5-minute segment. There are three
different regions shown in the image: the line of identity and the upper-left and lower-right
regions, which are divided by the mentioned line. While the line of identity contains the
points for what consecutive RR intervals have an equal length, the upper-left and lower-
right regions hold the points for what the actual RR interval is longer or shorter than the
previous one respectively.
region contains all the points that satisfy the condition RRi+1 > RRi, thus corre-
sponding to prolongations in the RR lengths, while the lower-right region contains
the points satisfying RRi+1 < RRi, which implies a shortening of the RR intervals.
A maintained prolongation or shortening of the RR intervals represents a tachycar-
diac or bradycardiac response respectively, and this kind of response are easy to
identify by paying attention to the generation of a Poincaré plot.
3.4.1 Poincaré plot and nonlinear dynamics
In order to understand the nature of the Poincaré plot and its capability for repre-
senting the underlying nonlinear behaviour of the cardiovascular system, it is first
important to go through some basic concepts of nonlinear dynamics. First of all,
any system that evolves in time is called a dynamical system. A dynamical system
is linear if the equation 3.8 is satisfied:
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d−→x (t)
dt
=
−→
F (−→x (t),−→µ ) (3.8)
, where −→x (t) and −→µ are the dynamical variables and the parameters of the system
respectively.
Otherwise, the system is considered as nonlinear. However, as there exist an equa-
tion describing the behaviour of a nonlinear system, its state in any time is just
determined for the state of the system in previous times, so given a set of initial
conditions the response of the system is deterministic. Notwithstanding, one of the
surprising mathematical discoveries of the last decades is that the solutions of this
kind of deterministic nonlinear dynamical systems may be completely random. This
behaviour is known as deterministic chaos [60]. What makes this discovery really
important is that most dynamical systems are nonlinear, and most nonlinear system
have random solutions [60]. As biological systems in general and cardiovascular sys-
tem in particular have been proven to have a nonlinear behaviour [8][9], the deeper
understanding of this deterministic chaos processes may lead to a better approach
to the physiological processes governing biological signals.
Nevertheless, this processes are not easy to analyze and, in order to represent the
temporal evolution of the system’s state, phase space representations are often used.
As described by nonlinear dynamics, a phase space is an abstract mathematical
spaced that can be constructed from the dynamical variables of a given system.
The state of that system at a given fixed time would be so represented by a point P
in the phase space. Of course, if the system is described by n dynamical variables
then P will be a point in the Euclidean space Rn [60]. Usually, the phase space
representations contain stable structures that represent the behaviour of the dy-
namical system. These structures, which can have different topologies, are limited
to a bounded region of the phase space and are commonly known as attractors [61].
However, in most cases we only dispose of the temporal evolution of a subset of the
parameters describing the linear system but, since 1981 when Floris Takens first
proposed his embedding theorem [62] some studies have shown that the knowledge
of the temporal evolution of a single coordinate of a higher dimensional system is
enough to reconstruct a phase space that will preserve the topology of the system
[63].
Hence, according to nonlinear dynamics, Poincaré plot is considered as the 2-dimensional
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reconstructed RR phase space, which is actually a projection of the reconstructed
attractor that describes the dynamics of the cardiovascular system [13]. Essentially,
it means that the Poincaré plot is capable of displaying heartbeat dynamics based
on a simplified phase-space embedding [9].
3.4.2 Poincaré plot in the analysis of HRV
As previously introduced, Poincaré plot is a newer visual method that has been
introduced in the analysis of HRV due to its capability to represent beat-to-beat
behaviour. From Poincaré plots, some parameters have been defined has a method to
provide quantitative measurements of the information enclosed by the plots. These
parameters are the following:
• SD1: it is the standard deviation of the short-term RR interval variability
[9]. In the plot, it can be identified with the minor axis of the cloud and it
constitute a good marker of PNS activity, although some contribution of SNS
is also measured by this parameter [14].
• SD2: it is the standard deviation of the long-term RR interval variability
[9]. In the plot, it can be identified with the major axis of the cloud and,
although it is related with the overall variability, it is more strongly driven by
sympathetic than by parasympathetic activity [14].
• SD1/SD2 ratio: this is the ratio between the two previous parameters, and
it represent the relation existing between short- and long-term variability.
• S: in order to have a mathematical measurement of the shape of the plot,
the most extended technique consists on fitting an ellipse to the plot, where
the values of SD1 and SD2 constitute the minor and major axes of the ellipse
respectively [13]. With this technique, the parameter S is simply defined as
the area of that ellipse:
S = pi × SD1× SD2 (3.9)
Hence, S is a descriptor of the total HRV.
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From the parameters described above, the SD1/SD2 ratio seems to be the most pow-
erful predictor in the case of diseases such as atrial or ventricular fibrillation, where
the parameter presents higher values, or ischemic cardiomyophaty and complete
heart block, where the ratio value falls below normal [10][9][64].
Figure 3.5 The ellipse fitting technique is shown in the figure. The minor and major
axes of the ellipse are SD1 and SD2 respectively.
Although most typical parameters are SD1, SD2 and SD1/SD2 ratio, some studies
propose the length and width of the Poincaré plot as measurements of the informa-
tion displayed in the plots, but their use is definitively much less extended than the
previously mentioned parameters.
In spite of the fact that most of the emphasis in the study of Poincaré plot focuses
in the representation of consecutive RR intervals, one as a function of the previ-
ous, there are also some researchers that have generalized this technique, studying
Poincaré plots that display the RR interval n+m as a function of the RR interval n,
being m an integer that may vary from 1 to some small positive value. Such kinds
of representation are known as lagged Poincaré plots, and this practise is known as
plotting the two-dimensional phase space with the time series embedded with lag m
in nonlinear dynamics.
Lagged Poincaré plots are closely related with the power spectrum of the analyzed
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RR intervals. In [13], an interesting relation between Poincaré plot parameters and
the covariance function of the RR intervals is demonstrated. There, it is stated that
we can express SD1 and SD2 as:
SD12 = φRR(0)− φRR(1) (3.10)
SD22 = φRR(0) + φRR(1) (3.11)
If we consider the Poincaré plot with lag m, the new expressions for SD1 and SD2
are:
SD12m = φRR(0)− φRR(m) (3.12)
SD22m = φRR(0) + φRR(m) (3.13)
And from the equations 3.12 and 3.13, covariance function at lagm can be expressed
as a simple linear combination of SD1 and SD2 squared:
φRR(m) =
1
2
(SD22m − SD12m) (3.14)
The result obtained in Equation 3.14 states that the whole set of lagged Poincaré
plots is a complete description of the autocovariance function, thus equivalent to a
complete description of the power spectrum of the RR intervals [13].
Another generalization of the Poincaré plot is the modification of the order of the
plot, extending it to a three-dimensional phase space representation. Essentially
3rd order Poincaré plots are scatter plots of the triples {RRn, RRn+1, RRn+2} in
the three-dimensional Euclidean space. The projections of the 3rd order plot in the
different planes are either the regular Poincaré plot or the lag-2 Poincaré plot. This
idea has been also extended to further dimensions, with the new projections being
lagged versions of the Poincaré plot. Hence, the mth order Poincaré plot is just
described by the set of the first m-lagged Poincaré plots.
The shape of Poincaré plots have been also widely studied and different patterns
have been associated with the degree of heart failure of a subject. However, this
studies have been performed by visual inspection of the shapes found in long-term
3.4. Poincaré Plot 27
recordings [11][59]. Although several patterns have been identified in those long-
term recordings (e.g., comet, torpedo or fan shaped plots) the shape of Poincaré
plots is variable over time in short-term recordings as they represent HRV of short
RR interval segments, and the temporal evolution of the shape has still not been
analyzed. In Figure 3.6 two different Poincaré plot patterns are shown.
Figure 3.6 The short-term Poincaré plot can present several shapes attending to the
activity of the ANS: while the shape is almost circular in the case of image a), a comet-
shaped plot is observable in image b). In the case of long recordings the shape can be used
as a stratifier of heart disease.
3.4.3 Relationship with classical indexes
Although Poincaré plot is a method taken from nonlinear dynamics as already ex-
plained, Brennan et al. showed in [13] that the indexes extracted from the plot, i.e.,
SD1 and SD2, are strongly correlated with the classical time-domain parameters, so
they do not provide further information than the classical indexes. In the case of
SD1, it is related with SDSD in the following manner:
SD12 = V ar
( 1√
2
RRn− 1√
2
RRn+1
)
=
1√
2
V ar(RRn−RRn+1) = 1
2
SDSD2 (3.15)
, as stated in [13]. In the case of SD2, we can use the results of equations 3.10 and
3.11 to find that:
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SD12 + SD22 = φRR(0) + φRR(0) = 2SDNN
2 (3.16)
And using the results from equations 3.15 and 3.16:
SD22 = 2SDNN2 − 1
2
SDSD2 (3.17)
So SD2 can be also expressed as a combination of some of the classical temporal
indexes. Hence, as stated in [13], the ellipse fitting technique do not provide any
information independent from that provided by the standard time domain indexes.
On the other hand, the results of equations 3.15 and 3.17 allows to relate SD1
and SD2 with short- and long-term variability respectively, thus confirming the
definitions of both parameters provided in the previous section.
The fact that standard Poincaré plot parameters are correlated with temporal in-
dexes is the reason why in several studies Poincaré plot is classified as a geometrical
method included in time domain analysis, as the indexes extracted from it do not
portray information about the underlying nonlinear processes.
Furthermore, Guzik et al. also provide in [14] a comparison between SD1 and SD2
with the frequency domain parameters. According to this study, SD1 is highly cor-
related with HF also it is also significantly correlated with LF, thus confirming that
SD1 contains information of both, PNS and SNS activity, although PNS informa-
tion predominates here. On the other hand, SD2 was best correlated with measures
of total HRV, which seems to be a consequence of the relation of total HRV with
long-term HRV in short recordings. However, the correlation between SD2 and LF
was twice as large as with HF in [14], what supports the idea that SD2 is more
strongly related with SNS than PNS activity. Finally, S was highly correlated with
most of the parameters analyzed, so S can be considered as the best descriptor of
the total HRV extracted from Poincaré plot.
In conclusion, the main Problem with the analysis of HRV based on Poincaré plot is
the lack of quantitative measures independent from the existing one, what suggests
that nonlinear features of this method are not being exploited [13].
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4. PURPOSE OF THE PRESENT STUDY
The Purpose of the present work is to study Poincaré plot analysis of HRV in detail
in order to propose new parameters than may reflect additional features of HRV. The
aim is to apply the defined parameters for the classification of a series of patients
that have been classified in various groups attending to their asthma risk level. All
the patients are children, aged between 3 and 7 years. The hypothesis underlying
this study is that different changes in the parasympathetic activity of the patients
belonging to the distinct risk groups might be observed, as abnormal parasympa-
thetic activity is closely related to the pathogenesis of asthma. As parasympathetic
activity is increased during sleep, the analysis is performed by using the ECG record-
ings acquired during the night period. This kind of nonlinear analysis for evaluating
the risk of suffering from asthma in children has been never performed before, so the
present work aims to provide a first approach to this problem. Although the main
tool used here is Poincaré plot, also classical indexes are obtained and evaluated so
that they can be used as a reference for Poincaré plot analysis.
In the previous section, Poincaré plot analysis has been treated in detail to under-
stand its origins and the parameters that can be extracted from it, as well as the
relationship between these parameters and the classical indexes used for HRV anal-
ysis. As shown there, although Poincaré plot analysis has its origin in non-linear
dynamics, the studied parameters do not provide further information than the clas-
sical indexes, so it is not reflecting the non-linear behavior of HRV. Hence, in this
work two new parameters are proposed: the angle formed by the line of identity and
a numerical parameter that aims to provide a quantification of the plot’s shape.
Furthermore, due to the fact that Poincaré plot is always referred in the literature
as a visual tool for HRV interpretation, in this work the development of a GUI for
aiding in the comparison between Poincaré plot and the classical parameters is also
proposed. The mentioned GUI must be able to select a patient and a 5-minute
interval to analyze, displaying the Poincaré plot obtained in this period as well as
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the values of the several parameters, the PSD and the temporal evolution of every
index along the whole duration of the ECG recording.
31
5. MATERIALS AND METHODS
Poincaré plot analysis is a method derived from nonlinear dynamics [10], although it
has been proven that the parameters extracted from it do not provide additional in-
formation to that supplied by the classical temporal and frequencial indexes [14][13].
Hence, nonlinear features of Poincaré plot are not being exploited, so additional in-
formation may be hidden. In this section two additional parameters for the analysis
of Poincaré plot are proposed. In addition, the data base used in this work is pre-
sented. Finally, the methods used for the analysis of the data base are described.
5.1 Patient material
The data base analyzed in this study is formed by ECG recordings of 34 children
with ages between 3 to 7 years who were transferred to the Pediatric Allergy Unit
of Helsinki University Hospital due to recurrent or persistent lower respiratory tract
symptoms. Patients were classified in three different groups. They were divided into
high risk (HR) and low risk (LR) groups according to their risk of asthma (which
is decided from their modified asthma predictive index [65]), and the third group
was composed with children with a history of wheeze and who were treated with
inhaled corticosteroids (ICS). It is important to highlight that this classification is
not based in the diagnosis of asthma or not, but just in the risk of having asthma
as an statistical prediction.
Recordings duration are variable from 9 to about 19 hours each and in Figure 5.1 a
18 hours length signal from one of the patients is displayed. However, in this work
the whole recording is not used due to the fact that the coughing associated with
asthma usually occurs during the night or in the early morning [29]. Furthermore,
it is known that vagal activity controlling the HR is increased at night and the lung
function is worst around 4:00 a.m. [66]. For these reasons, in this thesis the focus
is on the night periods, so just the segment of the recordings corresponding to the
night is used (in Section 5.4 the definition of the night period is discussed).
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Figure 5.1 The whole RR signal recording from one of the patients in the data base. As
shown in the figure, HR values are continuously changing, and the average HR is different
depending on the period of the day.
The recordings were acquired by using a custom recording devices designed by Tam-
pere University of Technology (Finland). These devices dispose of four skin elec-
trodes that were symmetrically placed on the arms (close to the axilla) and thorax.
The sampling frequency of the recording devices was 256 Hz.
Table 5.1 contains a summary of the information of the data base used in this work.
5.2 Poincaré domain proposed parameters
As introduced at the beginning of this section several studies have been proven that
the parameters extracted from Poincaré plot do not provide additional information
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Label Quantity Mean length (hh:mm:ss)
HR 13 13:02:34 (± 03:38:01)
LR 14 14:45:41 (± 03:43:33)
ICS 7 13:02:36 (± 02:54:33)
Total 34 13:45:02 (± 03:32:22)
Table 5.1 Summary of the data base used in this work.
than classical temporal and frequencial indexes [14][13]. In this work two new pa-
rameters are proposed, with the purpose of trying to reflect some features that may
be useful in the understanding of the underlying processes represented through the
plots. The first proposed parameter is the angle (or direction) in which the points
are mainly oriented, and the second one is the shape of the plot. Although the
shape has already been studied as an stratifier of heart disease [11][59], it has been
always analyzed in a visual manner and in long-term recordings. Here, some pos-
sible features extracted from the shape are presented, in order to try to make this
classification automatically so as the temporal evolution of short-term Poincaré plot
shape can be studied.
5.2.1 Angle
The first proposed parameter is the angle of the Poincaré plot, from now referred to
as θ, that can be calculated from the main direction along which the points forming
the plot are spread. As described in Section 3.4, the line of identity divides the plot
in two regions: the upper left region, where the condition RRi+1 > RRi is satisfied,
and the lower right region, where the points satisfy RRi+1 < RRi.
Due to the opposing effect of ANS branches the Poincaré plot is often symmetric, so
the points are usually oriented along the line of identity, thus meaning that θ = 45o.
A variation in the value of θ is only possible if one of the two following conditions
is satisfied:
θ > 45o ⇐⇒
∑
(RRi < RRi+1) >
∑
(RRi > RRi+1) (5.1)
θ < 45o ⇐⇒
∑
(RRi < RRi+1) <
∑
(RRi > RRi+1) (5.2)
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, where
∑
(RRi < RRi+1) is the number of points above the line of identity and∑
(RRi > RRi+1) is the number of points below the line of identity.
The hypothesis that lead to the use of θ is that θ > 45o is related with cardio-
deceleration in the studied interval, as most of the RR intervals are longer than
the previous. On the other hand, θ < 45o is related with cardio-acceleration. The
idea underlying this concept is to evaluate if sudden changes in the value of θ can
be observed in the evaluated signals, as this could be an indicator of an asthma
episode. However, this is not the only possible cause of a change in θ, as movement
of the patient or awakeness periods could also be responsible of it.
An important condition for observing any change in θ is that the length of the
interval analyzed is long enough to capture the event producing it, but short enough
to avoid the way back to θ = 45o. In first instance, 5-minute periods will be
considered, as recommended for the analysis of short-term Poincaré plot analysis
[21], although this period can be modified if needed.
For the calculation of θ, Singular Value Decomposition (SVD) method is used [67].
5.2.2 Shape
Poincaré plot shape has already been analyzed in long-term recordings and it has
been proven to be an stratifier of heart disease [11][59]. However, the temporal
evolution of the shape in short-term recordings has still not being analyzed, and
that is what is proposed in this work.
In the literature, several labels have been defined in order to classify the different
shapes observed: comet, fan, torpedo, ... [11][59]. As it has been already discussed,
the SD1 and SD2 parameters are closely related to the activity of the ANS, and
so the shape is also related with it, due to the fact that these values have a direct
influence on it. But the shape do not only depend of SD1 and SD2, as two the same
values of these parameters can be observed in completely different shapes, so there
must be some other hidden information involved in the generation of one or another
pattern. As SD1 and SD2 are the only parameters used for describing the ellipse
used in the ellipse fitting technique method, this is not the best way to describe the
shape of a Poincaré plot what is clearly shown if we take another look to Figure
3.6 where the ellipse fitted to the plots do not describe the shape at all. By the
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moment, most of the deeper studies concerning the shape have focused on the visual
analysis and classification by experts, and so it would be interesting to dispose of a
method that can label different patterns automatically.
In this work, a method to extract the shape is proposed. Essentially, the plot is first
rotated an angle −θ, being θ the angle described in the previous section. After that
a scan is performed in order to extract the border of the shape. The way to do that
is based in a sliding window that is displaced along the rotated plot. The standard
deviation along the perpendicular direction of all the points covered by the sliding
windows is calculated. By plotting all the standards deviations obtained, the result
is the edge of the plot, so it constitute a quite reliable description of the shape. This
process is shown in Figure 5.2.
Figure 5.2 The rotated Poincaré plot is scanned by a sliding window (represented with
the two black lines in the image) which is displaced along the line of identity. The standard
deviation of the points enclosed in the window (shown in red) is calculated for every position
of the window, and the result is an approximation of the edge of the plot, and hence an
approximation of its shape.
Although this method aims to make the decision of the shape observed easier, it is
still not able to automatically classify it. For this purpose, two new indexes that can
be extracted from the Poincaré plot are proposed: SD1+ and SD1−. These param-
eters are calculated as the standard deviation of the plot along the perpendicular
direction to the line of identity at the 70% and 30% of the length of the scanned
shape respectively. The idea that underlays these new parameters is based on the
observation that comet-shaped Poincaré plots have a maximum around 70% of their
length [59]. The standard deviation of the plot at this point is what has been defined
as SD1+ here. On the other hand, SD1− is measured at the 30% of the length as by
comparing both parameters the symmetry of the plot can be measured. Combining
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the ratio between these parameters and the SD1
SD2
ratio, a numeric measurement of
the shape an be obtained:
Sh =
SD1
SD2
+
SD1−
SD1+
(5.3)
Taking a look to Equation 5.3, two components can be distinguished: SD1
SD2
is a
kind of eccentricity measurement, being equal to 1 for the case of a circle and less
if the plot is elongated along the line of identity (SD2 > SD1), while SD1−
SD1+
is a
measurement of symmetry, being equal to 1 when the plot is exactly symmetric
and less if the plot is wider for high values of the RR intervals (as in the case of a
comet-shaped plot).
Using the value of Sh and considering noiseless plots, three different shape categories
are tried to be distinguished:
• Circular shape: the values of SD1 and SD2 are similar, and the plot is
symmetric, so Sh→ 2.
• Elliptic shape: in this case SD2 > SD1, but the plot is still symmetric, so
Sh ∈ (1, 2), as SD1−
SD1+
→ 1 .
• Elongated non-elliptic shape: this refers to either comet- or elongated
triangular-shaped plots, where the points are spread along the line of identity
and the plots are not symmetric. In this case, SD2 > SD1 and SD1+ >
SD1−, although it is difficult to determine a range for the value of Sh as it
could take values higher than 1. However, it is expectable that Sh ≤ 1 in this
situation.
In this way, Sh constitute a numerical measure for classifying the shape of the
Poincaré plot, although it is necessary to analyze if this value is enough to automat-
ically classify it. This topic is covered and discussed in Section 6.
5.3 Poincaré domain filtering
Due to the fact that Poincaré plot is often presented as a visual technique, it is
reasonable to think that the spatial distribution of the points could be used in order
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to eliminate the ectopic beats. Several filters have been proposed in the literature
in order to take advantage of the intrinsic characteristics of Poincaré plots [68][69]
and in this work a combination of two of them is applied:
• Square filter: it is a simple filter, proposed in [68], that eliminates every
single point produced by a RR interval shorter than 0.3 seconds or larger than
2 seconds. The selection of these thresholds is based in the physiological limits
of the cardiovascular system [68].
• Ensemble Density-Based Spatial Clustering of Applications with
Noise (EDBSCAN) filter: it is a cluster-based filtering method that was
first proposed in [70]. Its performance it’s a bit different from a k-means algo-
rithm, and it has two main advantages: there is no need to select the number
of clusters a priori and it is very robust against noise. Essentially, it con-
sists on recursively apply the DBSCAN (Density-Based Spatial Clustering of
Applications with Noise) algorithm [71], which basically operates as follows:
1. Algorithm parameters are first defined. These parameters are a threshold
 and the minimum number of points that are considered to form a clus-
ter, MinPts. The function of  is to determine the maximum distance
between two points in order to be considered into the same cluster.
2. An initial point is selected, and all its neighbours are located. A point is
considered as a neighbour of another if the Euclidean distance between
them is less than .
3. For each neighbour of the initial point, all its neighbours are located, and
this process is iteratively repeated until there is no point whose distance
to some of the analyzed points is less than . All the points analyzed
until now are grouped in the same cluster.
4. Steps 2 and 3 are repeated with the next point that has been still not
selected.
5. When there are no points left to select, the filtering process is ended. The
clusters with a number of points that is less than MinPts are automati-
cally classified as outliers.
The main problem with DBSCAN algorithm is to determine an appropriate
value for . EDBSCAN consist on applying DBSCAN recursively to the same
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data, using different values for  in each iteration (the selection of the range
of values used is shown in [70]). The results of each iteration is stored in a
matrix A, called co-association matrix. Once the iterations have finished, the
results of A are evaluated in order to decide which point is associated with
which cluster. The evaluation of A is further discussed in [69] and [71].
The performance of the combination of both proposed filters is analyzed and dis-
cussed in Section 6.
5.4 Signal analysis and statistical methods
The signal analysis performed in this work consist on three main phases, that are
the pre-processing stage, the extraction of time, frequency and Poincaré domain
parameters, and the further analysis of these parameters in order to evaluate if they
are able to distinguish between the different asthma risk groups. These stages are
described in detail below.
The pre-processing stage is mainly performed with the aid of Biosigbrowser software
[72], which is a software for HRV analysis developed by the Biomedical Signal In-
terpretation and Computational Simulation (BSICoS) group from the University of
Zaragoza. However, Biosigbrowser impose that the ECG recording must be sampled
at 1000 Hz. As the recorder signals are sampled at 256 Hz they must be resampled,
so an interpolation with cubic splines is performed, thus conditioning the signals for
its processing with the software.
First of all, the resampled ECG recording correspondent to each patient is loaded
into the software, and a filtering is performed in order to remove the baseline (200th
order high-pass filter with 0.3 Hz cutoff frequency) and the power-line interference
(nonlinear 50 Hz filter). After that, QRS complex detection is performed. The QRS
complex detector integrated in Biosigbrowser is a wavelet-based detector described
in [73]. These steps are very important, as a correct detection of the QRS complexes
and the further removal of the beats that have not their origin in the sinusal node
is critical for the derivation of the RR interval series used for HRV analysis. An
overall view of Biosigbrowser interface is displayed in Figure 5.3.
The result provided by Biosigbrowser is an ensemble of annotation files for each
patient: one annotation file including the QRS complexes position for each hour of
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Figure 5.3 The interface of Biosigbrowser is displayed. 30 seconds of the ECG recording
from one of the patients is shown here, and the annotations corresponding to the QRS
complexes position are marked with red dashed lines, while the fiducial points are indicated
with a red circle.
the analyzed ECG recording. These several annotation files are merged into one
single file per patient, in order to facilitate the further analysis.
The next step is to obtain time, frequency and Poincaré domain parameters. As
for this work only the interval of the recording corresponding to the night period is
going to be analyzed the signals must be first segmented. The ECG recordings of
the different patients have different starting times and duration, so the night period
is defined between 22:30:00 and 05:00:00 in order to dispose of the same signal
length for every patient. Hence, just the QRS complexes detected in this period are
considered, and the RR interval series are obtained by just differentiating the QRS
complexes epochs registered in the annotation files. For the later analysis only these
RR interval series are taken into account and from this point the whole analysis is
performed using MatLab software.
From the RR interval series time domain parameters described previously are ob-
tained. These parameters are obtained from 5-minute intervals using a sliding win-
dow for this purpose: the length of the window is 5 minutes and it is displaced in 1
minute steps, so the parameters are obtained each minute taking the previous and
next 2 minutes of the recording into account. The result from this stage is a struct
containing the value of each parameter for each analyzed time interval and the mean
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value and standard deviation of the parameters along all the intervals evaluated.
After the time domain parameters, frequency domain parameters are calculated. As
in the previous case, parameters are are obtained for each 5-minute segment with
1-minute step. However, the RR interval series are not evenly sampled due to the
fact that HR is not constant and the estimation of the PSD for each segment can
be performed either by using methods that directly work over the unevenly sampled
series, as the Lomb’s periodogram [52], or resampling the RR interval series in order
to obtain an evenly sampled series from which PSD can be computed by mean of
the classical spectral analysis techniques (parametric or non-parametric estimation).
In this work evenly sampled series were used, so the original series were resampled
at 4 Hz sampling frequency as recommended in [21] and linear interpolation was
employed. After that, PSD estimation was computed with Welch’s periodogram
method [74], which is the most classical non-parametric method for PSD estimation.
It essentially consists on spliting the analyzed interval into overlapping segments, and
calculating the modified periodogram of each segment. The obtained periodograms
are later averaged. The parameters that must be selected when using this method
are the window used and its length, and the percentage of overlapping between
segments. In the present study 30 seconds Hamming window and 50% overlapping
were selected.
All the frequency parameters described in Section 3.2 were derived from the esti-
mated PSD of each segment. As in the case of time domain parameters, the mean
and standard deviation of each parameter along the whole set of intervals were also
calculated and all the values of the various parameters were stored in a struct.
Finally, Poincaré plot was constructed for each 5-minutes interval (using the same
sliding window than in the time and frequency analysis). All the classical param-
eters derived from Poincaré plot and also the two proposed ones, angle and shape,
were calculated from each interval. As already explained, the angles was computed
with the SVD method, while the shape parameter was derived as shown in Equa-
tion 5.3. These parameters were obtained in two different situations: first from the
Poincaré plot generated with the RR interval series already described and then from
the filtered version of the Poincaré plot, where the filtering was performed directly in
the Poincaré domain with the filters introduced in the section above. In the second
case, new RR interval series are generated because the previous ones were obtained
after ectopic beats correction, so applying the new filtering over these already cor-
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rected series would no allow to evaluate the filter behavior in a proper manner. The
new series are obtained from the annotations generated by Biosigbrowser but with-
out performing the ectopic beat correction step. After that, Poincaré plots were
generated and the parameters derived. The output of this analysis are two differ-
ent structs, one with the information extracted from non-filtered Poincaré plot and
another from the filtered plots.
Once all the parameters in the three studied domains were calculated a statisti-
cal analysis for evaluating the ability of each index for distinguishing between the
three proposed groups was performed. The statistical analysis was based in a non-
parametric Wilcoxon test performed with a confidence interval of 0.05. This test
was performed considering the whole night period, but also hour per hour, in order
to identify if there is a specific time period during the night were the differences be-
tween groups are better defined. For both cases, four different tests were performed,
using different values as the input of the Wilcoxon test. The four proposed inputs
are the median, inter-quartile range (iqr), minimum and maximum of the values of
the parameters for each patient in the defined analysis interval.
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6. RESULTS AND DISCUSSION
The main interface of the GUI developed is shown in Figure 6.1. The interface
is divided into sections in order to make its use as easy as possible and there are
three main sections. The first one contains the different menus and is located in
the left side. These menus allow to select the information we want to analyze and
the methods used, as well as some other functions that will be later described. The
second section is formed by the three panels located in the center of the interface,
each of which present different information: the upper panel shows the selected
5-minutes RR interval signal segment being analyzed, the lower left panel shows
the Poincaré plot of the signal (although some other representations derived from
Poincaré plot are also shown here: lagged or 3rd order Poincaré plots) and the
lower right one shows either the spectrum of the signal or the temporal evolution
of the selected parameter. Finally, the third section contain the values of all the
parameters calculated from the signal, both in the 5-minute segment analyzed and
in the whole recording. In this section all the elements of the GUI and their features
are described.
First of all the patient to analyze must be selected. In Figure 6.2 the Patient &
time selection menu is shown. By selecting the number of the patient from the
patient dropdown menu all the information of the selected patient is loaded into
the GUI. Just below this dropdown menu the classification label of the patient is
displayed. As described in Section 5.1, the possible labels are HR (high-risk), LR
(low-risk) and ICS (inhaled corticosteroids). The other parameter controllable from
this menu is the current time of analysis. The eligible time periods cover the whole
night recording, in 5-minute intervals that can be selected from minute to minute.
The time interval to analyze can be selected either from the time dropdown menu
or by introducing it manually, checking the Manual Selection box. Moreover, it is
possible to go to the next or the previous segment rapidly by using the buttons Next
and Prev.
6. Results and discussion 43
Figure 6.1 Main window of the GUI. The menus controlling the characteristics of each
domain analysis are located in the left of the image. In the center, three panels shows
different visual information: the upper one shows the RR interval series of the 5-minute
selected segment, the lower-left displays the Poincaré plot of that segments and the fitted
ellipse, and the lower right displays either the PSD of the analyzed segment or the temporal
evolution of a selected parameter (this option is later described in the text).
The next menu is the RR intervals menu, and it only consist of a box that allows
to show or hide the median of the RR intervals signal, calculated with a 25th order
median filter, in the upper panel. When selected, the median of the signal is plotted
with a dashed-red line, as shown in Figure 6.3.
Just below the RR intervals menu the Poincaré plot menu is found, and here it is
possible to select the information displayed in the lower left panel of the GUI. This
menu contains several different representation options:
• 2D: plots the 2D Poincaré plot of the selected segment, including the line of
identity, the SD1 and SD2 values and the fitted ellipse.
• 3D: plots the 3D Poincaré plot by including RRn+2 as a new dimension in the
original Poincaré plot. It is also possible to select any of the 2D projections of
the 3D view.
• Lagged: plots the m-lagged Poincaré plot, where m can be selected in the
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Figure 6.2 Patient and time selection menu. Both the patient and the interval to analyze
can be selected here, and also movement to next and previous 5-minute interval is possible.
Figure 6.3 The median of the current segment (red dashed line) can be shown in the
upper panel just by checking the Show median box in the RR intervals menu.
window Lag with values from 2 to 10.
• Show animation: by checking the Show animation box, the Poincaré plot is
plotted point by point, so it is possible to analyze how it has been generated
and to check where the origin of any point is, as a black vertical line indicating
the current point is displayed in the RR interval (upper) panel.
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Figure 6.4 From the Poincaré plot menu several representations can be chosen: tradi-
tional 2D Poincaré plot (upper panel), 3D plot by including the lag-2 information (middle
panel) and lag-m plot, with m varying from 2 to 10 (lower panel). In the case of 3D
representation also the projections in the planes X, Y and Z can be shown.
• Apply filter: by checking the Apply filter box, the filtered version of the
Poincaré plot is displayed. The filtering process consist on applying the filters
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described in the previous section, both square and EDBSCAN filters. When
this option is selected, all the parameters concerning the Poincaré plot are
calculated from the filtered version.
• Label shape: the button label shape opens a new window, shown in Figure
6.5. In this window the scan of the shape described in Section 5.2.2 is shown in
the right panel, while in the left panel an augmented view of the Poincaré plot is
displayed in order to aid in the decision of the shape observed. Several different
shapes can be selected, and the selected label is saved in a file together with
the information of the temporal interval when the current shape was observed.
Additionally, the midpoint of the shape and the points corresponding to the
30% and 70% of the plot length are labeled, with a red and two black circles
respectively. The aim of this labels is to provide a reference in order to visually
evaluate the symmetry of the plot, and also to rapidly detect if there is a
maximum at about the 70% of the length, as usually occur in the case of comet-
shaped plots [59]. Furthermore, the black circles allow to visually compare the
values of SD1− and SD1+ in a rapid way.
Figure 6.5 Several options can be selected to label the shape of the Poincaré plot. The red
circle in the scanned shape indicates the midpoint, while the black circles indicate the 30%
and 70% of the scanned shape length, it is, the values of SD1− and SD1+ respectively.
The last available menu is the Secondary Window menu, which controls the pa-
rameters displayed in the lower right panel. It is possible to select between Power
Spectral Density, which displays the PSD of the analyzed segment in the lower right
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panel, and Paramters vs Time. If the last option is selected, the dropdown menu
situated just below it becomes available, allowing to choose between several HRV
parameters. Once one is selected, its evolution against time is plotted in the lower
right panel. The different options are:
– Poincaré domain parameters: SD1 & SD2, SD1/SD2 ratio, S and angle.
– Time domain parameters: SDNN, SDSD and pNN50.
– Frequency domain parameters: TP, VLF, LF, HF and LF/HF ratio.
Figure 6.6 In the secondary window menu it is possible to select if we prefer to plot the
PSD or the temporal evolution of any parameter in the lower right panel. In the image
an example of both PSD and temporal evolution of SD1 and SD2 is displayed. In the case
of having selected to plot the temporal evolution of any parameter, the initial time of the
5-minute interval from where the parameter is calculated is marked with a black circle over
the parameter value.
Finally, the value of all the parameters described above is numerically displayed
in the right section of the GUI. As shown in Figure 6.7, each parameter has two
different values: one extracted from the selected 5-minute interval and the other
corresponding to the whole recording. It is important to remember that if the Apply
filter box in the Poincaré menu is checked, the values of the parameters concerning
the Poincaré plot will be calculated from the filtered version instead of the original
one.
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Figure 6.7 Examples of the parameters values for one patient. These parameters are
displayed in the right side of the GUI, and each parameter is calculated from the current
5-minute interval and from the whole recording.
The GUI developed here results very useful for the visual inspection of what is going
on in a defined analysis interval, as the different indexes extracted from distinct
domains can be rapidly visualized and compared. However, the comparison is not
only visual since numerical values are also displayed in the interface (as shown in
Figure 6.7). In this way, given a certain time interval, it is easy to compare it
with other intervals and search for any event of interest, as a sudden increase or
decrease in HR that may be related, e.g., with an asthmatic episode. The several
options included in the GUI provides the possibility of evaluate those events from
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various different perspectives: for example, given a sudden change in the shape of
the Poincaré plot we can take a look to the PSD of the same interval to identify
which branch of the ANS is more likely to have produced it, or evaluate how the
time domain indexes have been modified.
Together with the reduction in time consuming tasks like selecting the interval to
display, extract all the indexes and plot the different results we want to compare,
an important advantage of the developed GUI is that it is menu-based, and each
menu is independent on the others. This is a valuable feature in the sense that
the capabilities of the GUI can be constantly updated without need to modify the
previous code. In this way, one of the future work lines of this work is to introduce
the possibility to display more nonlinear indexes apart from those extracted from
Poincaré plot, thus increasing the information displayed in the GUI and making the
analysis features more complete.
Once the interface development was completed, the next step was the analysis of the
signals corresponding to each group of patients, in order to study the capability of
the different proposed indexes to distinguish between them. As already explained in
Section 5.4 the analysis was performed just during the night period, and the several
indexes were calculated both for the whole night and in one hour duration intervals.
After the extraction of the parameters for these proposed intervals, four different
measures were proposed: median, iqr, minimum and maximum of all the indexes in
the analysis interval. The patients were divided in groups according to their label
and the results obtained for the patients in different groups were analyzed through
a non-parametric Wilcoxon test, in order to investigate the capability of the studied
indexes to distinguish between them.
As a summary of the results of the analysis, the mean and standard deviation for
each studied index and for each analysis interval obtained for the three different risk
groups are displayed in a series of tables. Some examples containing the data related
with the median and the iqr for three different intervals of analysis are shown below,
but the full set of results is included in the Appendix.
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Table 6.1 Median (mean value and standard deviation) of the different parameters between
23:00 and 00:00. Significative differences between groups (p < 0.05) are marked with ∗ in
the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
23:00-00:00
LR HR ICS
SDNN (ms) 70.56 ± 22.12 80.25 ± 37.30 81.08 ± 26.62
SDSD (ms) 68.75 ± 24.72 75.08 ± 52.77 78.10 ± 32.44
pNN50 (%) 40.13 ± 17.69 34.30 ± 23.37 42.00 ± 16.53
TP (ms2/Hz) 712.87 ± 460.42 1091.41 ± 825.78 1073.96 ± 575.91
VLF (ms2/Hz) 347.15 ± 267.85 564.61 ± 463.41 506.20 ± 300.54
LF (ms2/Hz) 259.85 ± 163.70 370.26 ± 401.31 402.51 ± 288.24
HF (ms2/Hz) 9.79 ± 5.27 12.98 ± 16.37 11.58 ± 8.92
LF/HF (n.u.) 28.97 ± 12.89 36.34 ± 16.46 35.81 ± 17.77
SD1 (ms) 72.61 ± 22.97 75.49 ± 42.81 76.13 ± 23.52
SD2 (ms) 99.81 ± 27.91 104.71 ± 40.59 107.61 ± 35.02
SD1/SD2 (n.u.) 0.73 ± 0.11 0.68 ± 0.20 0.71 ± 0.11
S (ms2) 26018.03 ± 15467.86 32207.26 ± 24297.47 29708.12 ± 17764.69
θ (o) 64.76 ± 39.42 65.77 ± 50.84 58.11 ± 35.09
Sh (n.u.) 1.47 ± 0.32 1.45 ± 0.69 1.40 ± 0.25
Table 6.2 Median (mean value and standard deviation) of the different parameters between
01:00 and 02:00. Significative differences between groups (p < 0.05) are marked with ∗ in
the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
01:00-02:00
LR HR ICS
SDNN (ms) 77.90 ± 37.39 86.11 ± 48.21 95.24 ± 40.06
SDSD (ms) 67.75 ± 27.98 75.91 ± 48.45 99.65 ± 44.77
pNN50 (%) 35.64 ± 17.51 34.34 ± 20.14 49.34 ± 13.20
TP (ms2/Hz) 978.04 ± 934.11 1296.93 ± 1363.07 1644.53 ± 1893.39
VLF (ms2/Hz) 524.62 ± 532.70 709.12 ± 826.53 755.73 ± 951.08
LF (ms2/Hz) † 258.27 ± 184.41 350.55 ± 349.43 602.05 ± 501.20
HF (ms2/Hz) 10.08 ± 5.82 13.00 ± 15.54 15.31 ± 9.51
LF/HF (n.u.) 25.41 ± 7.95 33.49 ± 11.05 35.90 ± 14.91
SD1 (ms) 68.36 ± 30.94 90.46 ± 51.06 56.04 ± 22.73
SD2 (ms) 104.86 ± 51.60 121.50 ± 60.61 80.35 ± 23.99
SD1/SD2 (n.u.) 0.68 ± 0.19 0.70 ± 0.15 0.69 ± 0.12
S (ms2) 26641.70 ± 20552.96 46385.89 ± 41557.12 16893.66 ± 12960.73
θ (o) 64.01 ± 48.85 61.52 ± 41.82 63.73 ± 50.61
Sh (n.u.) 1.34 ± 0.48 1.35 ± 0.32 ±
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Table 6.3 Median (mean value and standard deviation) of the different parameters between
03:00 and 04:00. Significative differences between groups (p < 0.05) are marked with ∗ in
the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
03:00-04:00
LR HR ICS
SDNN (ms) 86.07 ± 24.92 89.98 ± 43.15 92.78 ± 29.32
SDSD (ms) 71.00 ± 25.27 83.2 ± 54.36 89.85 ± 39.30
pNN50 (%) 38.07 ± 16.07 37.36 ± 20.51 46.06 ± 16.17
TP (ms2/Hz) 1445.31 ± 1733.68 1348.28 ± 1112.40 1268.31 ± 834.47
VLF (ms2/Hz) 818.63 ± 1109.07 663.43 ± 565.99 584.64 ± 310.27
LF (ms2/Hz) 269.61 ± 161.91 411.53 ± 442.61 506.76 ± 445.42
HF (ms2/Hz) 9.88 ± 4.84 15.1 ± 15.63 ± 13.66 8.96
LF/HF (n.u.) 30.28 ± 13.82 32.98 ± 12.95 33.20 ± 14.75
SD1 (ms) 91.45 ± 50.09 91.44 ± 43.17 96.65 ± 62.74
SD2 (ms) 135.96 ± 68.57 124.99 ± 53.49 148.75 ± 91.1
SD1/SD2 (n.u.) 0.67 ± 0.12 0.72 ± 0.13 0.64 ± 0.13
S (ms2) 62364.71 ± 96988.26 45734.65 ± 32530.40 82593 ± 135473.99
θ (o) 45.08 ± 0.27 65.86 ± 50.75 45.05 ± 0.16
Sh (n.u.) 3.25 ± 7.35 1.38 ± 0.55 1.19 ± 0.23
Table 6.4 Iqr (mean value and standard deviation) of the different parameters between
23:00 and 00:00. Significative differences between groups (p < 0.05) are marked with ∗ in
the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
23:00-00:00
LR HR ICS
SDNN (ms) 14.59 ± 13.62 29.7 ± 27.43 32.81 ± 25.74
SDSD (ms) 14.77 ± 7.49 16.83 ± 12.5 23.24 ± 27.97
pNN50 (%) 8.94 ± 6.27 10.94 ± 10.51 17.73 ± 13.21
TP (ms2/Hz) 368.05 ± 323.06 741.23 ± 727.31 903.01 ± 707.68
VLF (ms2/Hz) † 223.51 ± 176.83 545.79 ± 523.78 563.56 ± 475.61
LF (ms2/Hz) 107.99 ± 82.48 110.77 ± 98.81 182.52 ± 205.18
HF (ms2/Hz) 5.41 ± 5.61 5.39 ± 4.74 5.22 ± 4.64
LF/HF (n.u.) 10.41 ± 7.64 8.83 ± 6.84 14.95 ± 13.97
SD1 (ms) 34.87 ± 37.89 30.56 ± 43.34 44.41 ± 38
SD2 (ms) 42.04 ± 33.23 57.24 ± 52.47 46.1 ± 34.88
SD1/SD2 (n.u.) 0.19 ± 0.13 0.17 ± 0.15 0.17 ± 0.15
S (ms2) 21907.26 ± 23880.99 25345.3 ± 27807.26 27265.61 ± 25262.29
θ (o) 39.98 ± 78.59 41.72 ± 101.66 26.99 ± 69.94
Sh (n.u.) 0.46 ± 0.49 0.45 ± 0.39 0.52 ± 0.7
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Table 6.5 Iqr (mean value and standard deviation) of the different parameters between
01:00 and 02:00. Significative differences between groups (p < 0.05) are marked with ∗ in
the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
01:00-02:00
LR HR ICS
SDNN (ms) 23.35 ± 19.82 22.68 ± 15.23 42.51 ± 33.08
SDSD (ms) ‡ 22.4 ± 24.03 14.22 ± 12.17 47.6 ± 30.96
pNN50 (%) 14.42 ± 14.4 9.70 ± 6.87 18.96 ± 15.88
TP (ms2/Hz) 486.82 ± 563.76 589.62 ± 546.78 1638.64 ± 2750.02
VLF (ms2/Hz) 296.75 ± 362.54 455.46 ± 504.94 794.56 ± 1514.08
LF (ms2/Hz) †‡ 147.57 ± 157.06 136.57 ± 162.6 512.6 ± 385.55
HF (ms2/Hz) 5.52 ± 5.4 5.02 ± 6.34 11.48 ± 9.01
LF/HF (n.u.) 5.95 ± 3.72 9.05 ± 8.9 12.22 ± 8.74
SD1 (ms) 30.24 ± 30.23 47.78 ± 49.59 23.97 ± 29.68
SD2 (ms) 35.75 ± 35.12 53.9 ± 39.18 39.25 ± 39.28
SD1/SD2 (n.u.) 0.21 ± 0.23 0.16 ± 0.11 0.16 ± 0.15
S (ms2) 15184.11 ± 19479.99 37630.40 ± 46132.76 15242.69 ± 21974.14
θ (o) 38.68 ± 97.37 36.73 ± 90.25 38.73 ± 100.65
Sh (n.u.) 0.59 ± 0.56 0.52 ± 0.61 0.65 ± 0.59
Table 6.6 Iqr (mean value and standard deviation) of the different parameters between
03:00 and 04:00. Significative differences between groups (p < 0.05) are marked with ∗ in
the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
03:00-04:00
LR HR ICS
SDNN (ms) 39.13 ± 30.05 29.04 ± 24.13 34.23 ± 28.49
SDSD (ms) 22.32 ± 17.56 16.69 ± 10.14 32.53 ± 30.21
pNN50 (%) 12.79 ± 10.27 11.39 ± 5.82 20.76 ± 19.82
TP (ms2/Hz) 1681.25 ± 3235.68 872.28 ± 882.4 749.52 ± 541.76
VLF (ms2/Hz) 1057.96 ± 2032.22 530.6 ± 600.06 516.23 ± 423.47
LF (ms2/Hz) 139.51 ± 125.7 146.24 ± 113.14 280.39 ± 256.75
HF (ms2/Hz) 5.2 ± 4.02 5.87 ± 4.35 6.63 ± 7.18
LF/HF (n.u.) 10.9 ± 16.48 11.9 ± 16.64 11.33 ± 4.98
SD1 (ms) 74.05 ± 96.97 41.97 ± 54.89 86.44 ± 119.37
SD2 (ms) 102.49 ± 131.61 62.93 ± 53.5 129.91 ± 175.12
SD1/SD2 (n.u.) 0.19 ± 0.13 0.16 ± 0.14 0.11 ± 0.07
S (ms2) 93429.73 ± 193469.67 38729.11 ± 48919.12 134007.77 ± 268527.89
θ (o) 0.33 ± 0.42 41.67 ± 101.26 0.19 ± 0.26
Sh (n.u.) 4.45 ± 14.73 0.47 ± 0.6 0.34 ± 0.2
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Taking a look to Tables 6.1- 6.6, it is possible to see that none of all the analyzed
indexes is capable of distinguishing between the given study groups. Although there
are some of them that are able to distinguish between two of the three groups in
certain periods (e.g., see Table 6.5) it can not be considered that they can be used
to classify the patients in the group they belong to, as only isolated classifications
take place, i.e., these indexes are not always able to classify the patients and hence
they are neither good markers of asthma risk.
The main problem here is that the patients are not classified attending to the exis-
tence of asthma or not, but just to their asthma risk (obtained through the evaluation
of their modified asthma predictive index [65]) which is actually derived from the
presence of certain symptoms that are usually related with asthma, e.g. wheezing
or markers of atopy. Due to this fact, it is possible that patients classified as low
risk or high risk do suffer from asthma, but this information is not reflected in the
data base, as there is not a method to ensure which of the patients have developed
the disease, and the different HRV analysis methods have been shown to not serve
as risk stratifiers in this case. This results could reflect that the abnormal ANS
activity related with asthma do not manifest in advance to an asthmatic episode,
and as we are unknown of the information related to if a patient has gone through
an episode during the recording time, the information extracted here can not be
used as a marker for deciding the risk of suffering from asthma in a given patient
Both in the tables and in the temporal evolution of the indexes displayed in the GUI
it can be noticed that there is a wide intersubject variability of all the parameters
in the three groups despite the fact that the data base is well balanced, i.e., the
same parameter can take several different values for the several patients even if
they belong to the same group (it can be seen in the high standard deviation over
the mean value of all the parameters). Due to this fact, when the medians, iqrs,
minimums and maximums of the analyzed time intervals are studied, the intersubject
variability can be translated in a compound of highly different values inside every
group that cause the mean and standard deviation of these values to be very similar
for all of them. Furthermore, as the initial hypothesis was that a modification in
the parasympathetic activity of the patients classified in the HR group could be
observed but this fact can not be derived from the performed analysis, the ability
of the new proposed Poincaré plot parameters to provide new information can not
be checked, as it has not been possible to extract a gold standard from the data in
order to perform a comparison. However, it is possible to study the typical values
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of these new parameters in order to understand the information that they provide.
First of all, regarding at the values obtained for the angles in the hour-per-hour
analysis, it is possible to see that the angle is not always 45o as it is typically
considered when deriving SD1 and SD2 from a Poincaré plot. Although it tends to
this value when we consider longer periods of time (as seen in the results for whole
night evaluation), when performing short-term analysis of the plots it is important to
notice that the angle is changing. Even if the changes observed are not very strong,
it is true that a modification in the principal direction of the plot will directly affect
the values of SD1 and SD2, that are usually calculated taking the 45o direction as
a reference. In this way, when performing short-term analysis via Poincaré plots,
the angle should be first corrected in order to obtain an accurate calculation of SD1
and SD2.
On the other hand, the study of the evolution of the shape over time has not been
proven to serve as an indicator of asthma risk. This is an expected result if we
consider that the shape is regulated by sympathovagal balance and as none of the
SNS or PNS activity descriptor are capable of stratifying the risk of suffering from
asthma, neither the shape analysis is. By observing the values obtained both in
the hour-per-hour and in the whole night analysis it is noticeable that the shape
of the plots is predominantly elongated, what agrees with the results of previous
studies guided by visual analysis [11][59], although maximum values over the studied
intervals reveal that there are some cases in which strong changes in the shape can
be observed. This effect is clearly observable in the LR group, and in the periods
corresponding to the early morning, but the high variability between patients does
not allow this shape parameter to be used as a marker. Nevertheless, it would be
interesting to perform a deeper study of this effect so as to identify if it is produced
by a physiological process or it is just an outlier.
Another fact concerning the study of the evolution of the shape over time is that the
visual inspection of the results obtained when considering just 5-minute segments
reveals that the description of the shape via the method proposed here is not always
as robust as desired, due to the lack of points in the plot. In other words, although
it is possible to decide what is the concrete shape observed in a 5-minute short-
term Poincaré plot, the decision do not always agree with that obtained by the
automatic analysis proposed here. Retaking the method proposed to extract the
shape, that consisted on a scan performed along the line of identity where the
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standard deviation of the points covered by the scanning window was annotated for
each possible position of the window, the lack of points in some cases led up to abrupt
shapes that made the calculation of SD1+ and SD1− unreliable, thus conducing to
a wrong classification of the observed shape. An example of bad classification due
to the lack of points is shown in Figure 6.8 However, the use of longer periods of
analysis, as in the case of several hours segments analyzed when considering the
whole night, the definition of the shape was much more accurate attending to the
high number of points composing the plots.
Figure 6.8 Although the plot displayed in the image would be visually classified as comet-
shaped due to the elongated tail and the greater dispersion of points for higher RR intervals,
attending to its shape parameter it would be classified as elliptical (SD1+ and SD1− are
similar). This is due to the lack of points that creates an empty zone along the line of
identity. The presence of points in this empty space would modify the mean value of the
plot and the difference SD1+ and SD1− would be enhanced.
Finally, a qualitative study of the Poincaré domain filtering introduced in Section
5.3 was tackled. Although in [69] (where the EDBSCAN filtering technique was
first applied to Poincaré plot) the filter was tested with long-term plots, in this
case much shorter periods are analyzed (5-minute intervals). The sense of applying
the proposed filter to short recordings is that in this way we can take advantage
of the spatial distribution of the points in the plot for the elimination of ectopic
beats, what is impossible with classical filtering techniques. The parameters of the
EDBSCAN algorithm selected in this work were MinPts = 5 and 5 iterations.
In order to evaluate the advantages or disadvantages of applying the Poincaré do-
main filtering instead of the ectopic beat detection and correction, both filters were
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applied to the signals and the results were visually analyzed. An example of the ap-
plication of the ectopic beat removal and correction supplied by Biosigbrowser and
the Poincaré domain filtering algorithm is shown in Figure 6.9. As the performance
of the ectopic detection and correction of Biosigbrowser has been widely tested, the
results provided by it were used as a golden standard for evaluating the results of
the new filtering method.
Figure 6.9 In a) the Poincaré plot obtained after ectopic beat detection and correction
with the algorithm provided by Biosigbrowser. In b) the same 5-minute RR interval series
has been filtered in the Poincaré domain.
The main problem with the proposed filter is that it is very restrictive, as shown
in Figure 6.9, and hence it eliminates some non-ectopic beats. The elimination
of non-ectopic beats leads to a loose of information related with sinusal regular
activations, which are directly mediated by ANS activity, so the filtering stage is
eliminating useful information. Although in [69] it is presented as a method robust
against noise, in short recordings it has been shown to be excessively restrictive. A
possible explanation for understanding why the performance of the filter is decreased
in shorter intervals is again the lack of enough points to properly define the shape
of the plot. As it is a cluster-based approach, zones of the plot where the density of
points is not high enough or where the points are spread due to the reduced number
of them will be eliminated by the filter, as they will be considered as outliers.
Another disadvantage of this filtering technique is that ectopic beats are eliminated
but not corrected, i.e., once a a beat has been considered as ectopic it is removed
from the plot, but not corrected. A possible enhancement of the filter could be
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related with transferring the information of the removed beats to the RR interval
series, and then applying a correction algorithm there. On the other hand, the
problem of over-filtering will still remain when working with short recordings, so
this technique does not seem to be appropriate in that kind of analysis.
From the results obtained in this work, several future work lines can be established.
On one hand and as already discussed, the GUI is based on several independent
menus, so the enhancement of the features provided by the GUI will be attempted.
The intention is to add the capability to obtain some non-linear indexes, e.g. Den-
trended Fluctuation Analysis or complexity measurements, that can provide further
HRV analysis capabilities. Moreover, it would be interesting to add the possibil-
ity of manually select the length of the time interval used, as by the moment only
5-minute segments are allowed.
On the other hand, the analysis performed here could be improved in several ways.
The first working line would be the test of the new parameters proposed in this
work, i.e., angle and short-term shape analysis of Poincaré plots. As no significative
results have been obtained here, it has been not possible to evaluate if these new
parameters provide additional information to that obtained from the classical pa-
rameters extracted from the plots. In this way, these measurements will be further
studied in other data bases where the classical indexes show significant results that
can be used as a reference. Furthermore, the modification in the results obtained
by the use of SD1 and SD2 after correcting the angle of the plot has not been tested
here, so an in deep study should be performed.
Another line of work is the development of a method for short-term Poincaré plot
shape correction. As discussed above, the scanning method proposed here can lead
to wrong classification due to the lack of points in the plot and hence an algorithm
to enhance this process by performing certain correction of the scanned shape would
be useful.
Finally, it has been proposed that one of the main problems with Poincaré domain
filtering is that the ectopic beats removed are not then corrected, so a correction
method to allow an interpolation of these removed beats would helpful to conserve
as much information as possible, thus aiding in the further analysis of the plots.
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7. CONCLUSIONS
This work was performed in collaboration with the University of Zaragoza, and
is integrated within a Ph.D. project titled "Noninvasive evaluation of autonomic
nervous system through the variability of biosignals. Application to stress-related
clinical situations". In this way, the study performed here will be continued during
the development of the project.
As there is not still a method for the premature detection of asthma in children,
this topic constitute an interesting research field where many progress can be still
done. The initial hypothesis that gives sense to this thesis is that abnormal ANS
activity is closely related with the pathogenesis of asthma, so the analysis of this ANS
activity means HRV could be useful in order to understand the involved physiological
underlying processes.
In this work the ability of the different indexes used for HRV analysis and two
new proposed parameters to stratify the risk of asthma in different risk groups has
been tested. However, the results obtained were not statistically significant, so it
was shown that none of the studied indexes can be used for this purpose. In this
way, further studies must be realized to find an effective method for the accurate
detection of asthma in children due to the fact that the number of individuals
suffering from this chronic disease has increased dramatically in lasts decades. The
sense of attempting this problem with HRV analysis is to provide a method as
non-invasive as possible.
On the other hand, a GUI for aiding in the visual analysis of Poincaré plots was
developed. The mentioned GUI was proven to be very useful when interpreting
the information of the plots, as they can be easily compared with the most well-
known HRV parameters thus merging the information displayed by several different
methods.
Finally, the information provided by the new proposed Poincaré plot features could
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not be analyzed, as the results for the rest of used parameters were not significant.
Hence, more detailed studies will be designed in the future, as the non-linear char-
acteristics of Poincaré plot are not being exploited with SD1 and SD2, so further
information related with the non-linear processes controlling HRV might be hidden.
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APPENDIX. COMPLETE RESULT TABLES
Here, all the tables containing the numerical results obtained in this work are dis-
played. The caption of each table contains information about the measurements
shown on it and the analysis period when the measurements were obtained.
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Table 1 Median (mean value and standard deviation) of the different parameters between
23:00 and 00:00. Significative differences between groups (p < 0.05) are marked with ∗ in
the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
23:00-00:00
LR HR ICS
SDNN (ms) 70.56 ± 22.12 80.25 ± 37.30 81.08 ± 26.62
SDSD (ms) 68.75 ± 24.72 75.08 ± 52.77 78.10 ± 32.44
pNN50 (%) 40.13 ± 17.69 34.30 ± 23.37 42.00 ± 16.53
TP (ms2/Hz) 712.87 ± 460.42 1091.41 ± 825.78 1073.96 ± 575.91
VLF (ms2/Hz) 347.15 ± 267.85 564.61 ± 463.41 506.20 ± 300.54
LF (ms2/Hz) 259.85 ± 163.70 370.26 ± 401.31 402.51 ± 288.24
HF (ms2/Hz) 9.79 ± 5.27 12.98 ± 16.37 11.58 ± 8.92
LF/HF (n.u.) 28.97 ± 12.89 36.34 ± 16.46 35.81 ± 17.77
SD1 (ms) 72.61 ± 22.97 75.49 ± 42.81 76.13 ± 23.52
SD2 (ms) 99.81 ± 27.91 104.71 ± 40.59 107.61 ± 35.02
SD1/SD2 (n.u.) 0.73 ± 0.11 0.68 ± 0.20 0.71 ± 0.11
S (ms2) 26018.03 ± 15467.86 32207.26 ± 24297.47 29708.12 ± 17764.69
θ (o) 64.76 ± 39.42 65.77 ± 50.84 58.11 ± 35.09
Sh (n.u.) 1.47 ± 0.32 1.45 ± 0.69 1.40 ± 0.25
Table 2 Median (mean value and standard deviation) of the different parameters between
00:00 and 01:00. Significative differences between groups (p < 0.05) are marked with ∗ in
the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
00:00-01:00
LR HR ICS
SDNN (ms) 74.28 ± 24.24 87.25 ± 44.08 85.69 ± 26.09
SDSD (ms) 70.41 ± 28.58 76.35 ± 48.54 88.63 ± 32.09
pNN50 (%) 38.60 ± 19.86 33.25 ± 20.20 46.74 ± 13.35
TP (ms2/Hz) 830.98 ± 473.21 1312.63 ± 1138.03 1096.55 ± 578.27
VLF (ms2/Hz) 425.21 ± 273.20 705.41 ± 606.93 470.37 ± 232.99
LF (ms2/Hz) 270.33 ± 164.90 383.26 ± 381.37 486.51 ± 326.52
HF (ms2/Hz) 10.67 ± 6.47 12.49 ± 14.02 14.48 ± 8.19
LF/HF (n.u.) 27.04 ± 10.56 34.58 ± 13.08 34.00 ± 17.65
SD1 (ms) 73.79 ± 22.88 83.84 ± 49.67 62.88 ± 20.40
SD2 (ms) 101.60 ± 25.80 119.41 ± 55.95 93.31 ± 25.25
SD1/SD2 (n.u.) 0.74 ± 0.16 0.66 ± 0.14 0.69 ± 0.17
S (ms2) 27351.29 ± 13117.86 42152.01 ± 37996.90 21182.99 ± 12430.05
θ (o) 83.88 ± 70.89 51.97 ± 25.26 77.11 ± 85.60
Sh (n.u.) 1.43 ± 0.41 1.29 ± 0.32 1.35 ± 0.45
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Table 3 Median (mean value and standard deviation) of the different parameters between
01:00 and 02:00. Significative differences between groups (p < 0.05) are marked with ∗ in
the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
01:00-02:00
LR HR ICS
SDNN (ms) 77.90 ± 37.39 86.11 ± 48.21 95.24 ± 40.06
SDSD (ms) 67.75 ± 27.98 75.91 ± 48.45 99.65 ± 44.77
pNN50 (%) 35.64 ± 17.51 34.34 ± 20.14 49.34 ± 13.20
TP (ms2/Hz) 978.04 ± 934.11 1296.93 ± 1363.07 1644.53 ± 1893.39
VLF (ms2/Hz) 524.62 ± 532.70 709.12 ± 826.53 755.73 ± 951.08
LF (ms2/Hz) † 258.27 ± 184.41 350.55 ± 349.43 602.05 ± 501.20
HF (ms2/Hz) 10.08 ± 5.82 13.00 ± 15.54 15.31 ± 9.51
LF/HF (n.u.) 25.41 ± 7.95 33.49 ± 11.05 35.90 ± 14.91
SD1 (ms) 68.36 ± 30.94 90.46 ± 51.06 56.04 ± 22.73
SD2 (ms) 104.86 ± 51.60 121.50 ± 60.61 80.35 ± 23.99
SD1/SD2 (n.u.) 0.68 ± 0.19 0.70 ± 0.15 0.69 ± 0.12
S (ms2) 26641.70 ± 20552.96 46385.89 ± 41557.12 16893.66 ± 12960.73
θ (o) 64.01 ± 48.85 61.52 ± 41.82 63.73 ± 50.61
Sh (n.u.) 1.34 ± 0.48 1.35 ± 0.32 1.40 ± 0.25
Table 4 Median (mean value and standard deviation) of the different parameters between
02:00 and 03:00. Significative differences between groups (p < 0.05) are marked with ∗ in
the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
02:00-03:00
LR HR ICS
SDNN (ms) 79.00 ± 32.67 91.24 ± 46.36 91.97 ± 49.34
SDSD (ms) 67.02 ± 26.94 76.85 ± 45.77 93.50 ± 55.89
pNN50 (%) 35.56 ± 14.59 35.02 ± 18.14 45.63 ± 21.21
TP (ms2/Hz) 967.84 ± 828.07 1434.28 ± 1279.73 1640.08 ± 2014.17
VLF (ms2/Hz) 511.16 ± 462.16 772.74 ± 769.06 756.37 ± 926.06
LF (ms2/Hz) 250.65 ± 180.42 347.91 ± 322.79 583.43 ± 646.74
HF (ms2/Hz) 9.35 ± 5.64 13.27 ± 14.25 12.82 ± 11.39
LF/HF (n.u.) 28.93 ± 11.34 33.38 ± 11.57 38.12 ± 16.96
SD1 (ms) 69.48 ± 35.53 98.33 ± 43.33 57.34 ± 20.31
SD2 (ms) 110.62 ± 51.11 133.33 ± 58.60 84.28 ± 24.83
SD1/SD2 (n.u.) 0.63 ± 0.13 0.71 ± 0.11 0.67 ± 0.06
S (ms2) 29603.16 ± 29909.27 52974.11 ± 34150.13 16852.24 ± 10683.25
θ () 45.02 ± 0.32 54.54 ± 37.82 44.97 ± 0.26
Sh (n.u.) 3.23 ± 7.35 1.34 ± 0.31 1.37 ± 0.33
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Table 5 Median (mean value and standard deviation) of the different parameters between
03:00 and 04:00. Significative differences between groups (p < 0.05) are marked with ∗ in
the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
03:00-04:00
LR HR ICS
SDNN (ms) 86.07 ± 24.92 89.98 ± 43.15 92.78 ± 29.32
SDSD (ms) 71.00 ± 25.27 83.2 ± 54.36 89.85 ± 39.30
pNN50 (%) 38.07 ± 16.07 37.36 ± 20.51 46.06 ± 16.17
TP (ms2/Hz) 1445.31 ± 1733.68 1348.28 ± 1112.40 1268.31 ± 834.47
VLF (ms2/Hz) 818.63 ± 1109.07 663.43 ± 565.99 584.64 ± 310.27
LF (ms2/Hz) 269.61 ± 161.91 411.53 ± 442.61 506.76 ± 445.42
HF (ms2/Hz) 9.88 ± 4.84 15.1 ± 15.63 ± 13.66 8.96
LF/HF (n.u.) 30.28 ± 13.82 32.98 ± 12.95 33.20 ± 14.75
SD1 (ms) 91.45 ± 50.09 91.44 ± 43.17 96.65 ± 62.74
SD2 (ms) 135.96 ± 68.57 124.99 ± 53.49 148.75 ± 91.1
SD1/SD2 (n.u.) 0.67 ± 0.12 0.72 ± 0.13 0.64 ± 0.13
S (ms2) 62364.71 ± 96988.26 45734.65 ± 32530.40 82593 ± 135473.99
θ (o) 45.08 ± 0.27 65.86 ± 50.75 45.05 ± 0.16
Sh (n.u.) 3.25 ± 7.35 1.38 ± 0.55 1.19 ± 0.23
Table 6 Median (mean value and standard deviation) of the different parameters between
04:00 and 05:00. Significative differences between groups (p < 0.05) are marked with ∗ in
the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
04:00-05:00
LR HR ICS
SDNN (ms) 80.98 ± 23.21 86.01 ± 41.21 93.99 ± 35.51
{SDSD (ms)} 70.69 ± 26.06 78.85 ± 52.74 99.77 ± 46.12
pNN50 (%) 39.57 ± 17.69 35.86 ± 21.05 49.62 ± 19.54
TP (ms2/Hz) 922.75 ± 407.56 1165.89 ± 973.29 1301.36 ± 792.25
VLF (ms2/Hz) 478.49 ± 239.92 596.89 ± 493.83 498.32 ± 293.97
LF (ms2/Hz) 267.69 ± 143.02 368.30 ± 384.93 606.24 ± 474.30
HF (ms2/Hz) 9.00 ± 4.2 13.95 ± 17.43 16.03 ± 10.54
LF/HF (n.u.) 31.02 ± 12.40 32.32 ± 11.27 34.17 ± 14.95
SD1 (ms) 71.79 ± 23.39 79.06 ± 52.02 71.19 ± 26.79
SD2 (ms) 109.47 ± 31.46 119.15 ± 57.42 111.59 ± 37.54
SD1/SD2 (n.u.) 0.66 ± 0.11 0.68 ± 0.16 0.65 ± 0.10
S (ms2) 26335.66 ± 12983.05 37915.38 ± 42509.40 27070.57 ± 15615.88
θ (o) 45.00 ± 0.00 65.35 ± 73.37 44.99 ± 0.00
Sh (n.u.) 1.27 ± 0.23 1.31 ± 0.32 1.17 ± 0.19
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Table 7 Iqr (mean value and standard deviation) of the different parameters between
23:00 and 00:00. Significative differences between groups (p < 0.05) are marked with ∗ in
the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
23:00-00:00
LR HR ICS
SDNN (ms) 14.59 ± 13.62 29.7 ± 27.43 32.81 ± 25.74
SDSD (ms) 14.77 ± 7.49 16.83 ± 12.5 23.24 ± 27.97
pNN50 (%) 8.94 ± 6.27 10.94 ± 10.51 17.73 ± 13.21
TP (ms2/Hz) 368.05 ± 323.06 741.23 ± 727.31 903.01 ± 707.68
VLF (ms2/Hz) † 223.51 ± 176.83 545.79 ± 523.78 563.56 ± 475.61
LF (ms2/Hz) 107.99 ± 82.48 110.77 ± 98.81 182.52 ± 205.18
HF (ms2/Hz) 5.41 ± 5.61 5.39 ± 4.74 5.22 ± 4.64
LF/HF (n.u.) 10.41 ± 7.64 8.83 ± 6.84 14.95 ± 13.97
SD1 (ms) 34.87 ± 37.89 30.56 ± 43.34 44.41 ± 38
SD2 (ms) 42.04 ± 33.23 57.24 ± 52.47 46.1 ± 34.88
SD1/SD2 (n.u.) 0.19 ± 0.13 0.17 ± 0.15 0.17 ± 0.15
S (ms2) 21907.26 ± 23880.99 25345.3 ± 27807.26 27265.61 ± 25262.29
θ (o) 39.98 ± 78.59 41.72 ± 101.66 26.99 ± 69.94
Sh (n.u.) 0.46 ± 0.49 0.45 ± 0.39 0.52 ± 0.7
Table 8 Iqr (mean value and standard deviation) of the different parameters between
00:00 and 01:00. Significative differences between groups (p < 0.05) are marked with ∗ in
the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
00:00-01:00
LR HR ICS
SDNN (ms) 32.42 ± 26.51 29.99 ± 24.51 28.92 ± 29.80
SDSD (ms) 20.63 ± 18.13 24.32 ± 21.52 37.13 ± 30.86
pNN50 (%) 11.89 ± 8.97 15.65 ± 10.80 19.21 ± 17.07
TP (ms2/Hz) 697.89 ± 752.13 822.17 ± 921.49 642.19 ± 645.46
VLF (ms2/Hz) 467.4 ± 464.31 585.04 ± 673.74 389.40 ± 282.62
LF (ms2/Hz) 160.28 ± 130.11 191.18 ± 232.55 260.35 ± 223.51
HF (ms2/Hz) 5.34 ± 5.35 5.29 ± 7.01 9.19 ± 9.73
LF/HF (n.u.) 10.58 ± 8.95 8.37 ± 7.02 12.03 ± 11.52
SD1 (ms) 45.50 ± 41.79 41.81 ± 41.08 28.94 ± 28.27
SD2 (ms) 60.22 ± 56.71 56.34 ± 51.14 48.33 ± 46.48
SD1/SD2 (n.u.) 0.24 ± 0.30 0.18 ± 0.15 0.11 ± 0.13
S (ms2) 28284.43 ± 26397.81 35314.95 ± 44906.60 17281.63 ± 22378.59
θ (o) 51.87 ± 92.05 14.20 ± 50.63 12.27 ± 30.53
Sh (n.u.) 0.63 ± 0.64 0.67 ± 0.64 0.45 ± 0.35
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Table 9 Iqr (mean value and standard deviation) of the different parameters between
01:00 and 02:00. Significative differences between groups (p < 0.05) are marked with ∗ in
the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
01:00-02:00
LR HR ICS
SDNN (ms) 23.35 ± 19.82 22.68 ± 15.23 42.51 ± 33.08
SDSD (ms) ‡ 22.4 ± 24.03 14.22 ± 12.17 47.6 ± 30.96
pNN50 (%) 14.42 ± 14.4 9.70 ± 6.87 18.96 ± 15.88
TP (ms2/Hz) 486.82 ± 563.76 589.62 ± 546.78 1638.64 ± 2750.02
VLF (ms2/Hz) 296.75 ± 362.54 455.46 ± 504.94 794.56 ± 1514.08
LF (ms2/Hz) †‡ 147.57 ± 157.06 136.57 ± 162.6 512.6 ± 385.55
HF (ms2/Hz) 5.52 ± 5.4 5.02 ± 6.34 11.48 ± 9.01
LF/HF (n.u.) 5.95 ± 3.72 9.05 ± 8.9 12.22 ± 8.74
SD1 (ms) 30.24 ± 30.23 47.78 ± 49.59 23.97 ± 29.68
SD2 (ms) 35.75 ± 35.12 53.9 ± 39.18 39.25 ± 39.28
SD1/SD2 (n.u.) 0.21 ± 0.23 0.16 ± 0.11 0.16 ± 0.15
S (ms2) 15184.11 ± 19479.99 37630.40 ± 46132.76 15242.69 ± 21974.14
θ (o) 38.68 ± 97.37 36.73 ± 90.25 38.73 ± 100.65
Sh (n.u.) 0.59 ± 0.56 0.52 ± 0.61 0.65 ± 0.59
Table 10 Iqr (mean value and standard deviation) of the different parameters between
02:00 and 03:00. Significative differences between groups (p < 0.05) are marked with ∗ in
the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
02:00-03:00
LR HR ICS
SDNN (ms) 22.34 ± 21.17 30.95 ± 21.52 38.81 ± 25.45
SDSD (ms) 24.15 ± 22.46 26.31 ± 31.42 24.35 ± 15.21
pNN50 (%) 16.04 ± 11.84 13.93 ± 9.05 11.58 ± 8.47
TP (ms2/Hz) 522.77 ± 623.74 854.90 ± 724.64 1626.57 ± 2577.63
VLF (ms2/Hz) 315.50 ± 339.45 579.89 ± 602.15 936.75 ± 1531.82
LF (ms2/Hz) 156.93 ± 149.08 236.49 ± 311.18 240.38 ± 204.31
HF (ms2/Hz) 4.22 ± 5.65 8.21 ± 8.86 4.62 ± 3.96
LF/HF (n.u.) 11.23 ± 13.87 13.59 ± 13.01 7.11 ± 7.45
SD1 (ms) 33.50 ± 38.17 59.01 ± 63.55 22.63 ± 15.35
SD2 (ms) † 35.41 ± 35.23 65.98 ± 51.21 21.25 ± 16.37
SD1/SD2 (n.u.) 0.16 ± 0.13 0.21 ± 0.13 0.15 ± 0.13
S (ms2) 22261.68 ± 40700.79 45041.33 ± 51623.83 10104.96 ± 9493.78
θ (o) 0.42 ± 0.45 22.69 ± 74.61 0.31 ± 0.36
Sh (n.u.) 4.28 ± 14.79 0.43 ± 0.51 0.38 ± 0.34
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Table 11 Iqr (mean value and standard deviation) of the different parameters between
03:00 and 04:00. Significative differences between groups (p < 0.05) are marked with ∗ in
the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
03:00-04:00
LR HR ICS
SDNN (ms) 39.13 ± 30.05 29.04 ± 24.13 34.23 ± 28.49
SDSD (ms) 22.32 ± 17.56 16.69 ± 10.14 32.53 ± 30.21
pNN50 (%) 12.79 ± 10.27 11.39 ± 5.82 20.76 ± 19.82
TP (ms2/Hz) 1681.25 ± 3235.68 872.28 ± 882.4 749.52 ± 541.76
VLF (ms2/Hz) 1057.96 ± 2032.22 530.6 ± 600.06 516.23 ± 423.47
LF (ms2/Hz) 139.51 ± 125.7 146.24 ± 113.14 280.39 ± 256.75
HF (ms2/Hz) 5.2 ± 4.02 5.87 ± 4.35 6.63 ± 7.18
LF/HF (n.u.) 10.9 ± 16.48 11.9 ± 16.64 11.33 ± 4.98
SD1 (ms) 74.05 ± 96.97 41.97 ± 54.89 86.44 ± 119.37
SD2 (ms) 102.49 ± 131.61 62.93 ± 53.5 129.91 ± 175.12
SD1/SD2 (n.u.) 0.19 ± 0.13 0.16 ± 0.14 0.11 ± 0.07
S (ms2) 93429.73 ± 193469.67 38729.11 ± 48919.12 134007.77 ± 268527.89
θ (o) 0.33 ± 0.42 41.67 ± 101.26 0.19 ± 0.26
Sh (n.u.) 4.45 ± 14.73 0.47 ± 0.6 0.34 ± 0.2
Table 12 Iqr (mean value and standard deviation) of the different parameters between
04:00 and 05:00. Significative differences between groups (p < 0.05) are marked with ∗ in
the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
04:00-05:00
LR HR ICS
SDNN (ms) 35.85 ± 27.49 35.27 ± 23.14 21.35 ± 13.46
SDSD (ms) 16.78 ± 10.88 21.91 ± 11.98 24.47 ± 14.16
pNN50 (%) 12.67 ± 5.59 14.47 ± 6.03 15.11 ± 3.91
TP (ms2/Hz) 916.05 ± 925.95 938.59 ± 794.87 566.24 ± 434.58
VLF (ms2/Hz) 587.69 ± 511.92 602.30 ± 531.23 392.40 ± 222.83
LF (ms2/Hz) 117.62 ± 62.61 175.93 ± 155.63 235.71 ± 171.54
HF (ms2/Hz) 4.99 ± 2.92 5.99 ± 5.22 5.37 ± 2.89
LF/HF (n.u.) 11.68 ± 13.51 8.52 ± 5.76 9.65 ± 7.61
SD1 (ms) 33.85 ± 37.14 99.51 ± 204.75 32.66 ± 25.20
SD2 (ms) 65.66 ± 49.16 117.09 ± 209.70 48.76 ± 24.55
SD1/SD2 (n.u.) 0.19 ± 0.12 0.21 ± 0.14 0.12 ± 0.05
S (ms2) 29893.39 ± 28826.35 231687.25 ± 728968.71 22897.04 ± 18428.18
θ (o) 0.14 ± 0.11 20.92 ± 74.81 0.11 ± 0.04
Sh (n.u.) 0.47 ± 0.40 0.46 ± 0.35 0.28 ± 0.10
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Table 13 Minimum (mean value and standard deviation) of the different parameters
between 23:00 and 00:00. Significative differences between groups (p < 0.05) are marked
with ∗ in the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
23:00-00:00
LR HR ICS
SDNN (ms) 63.26 ± 23.77 65.39 ± 39.95 64.67 ± 28.43
SDSD (ms) 61.36 ± 23.65 66.66 ± 54.50 66.47 ± 37.39
pNN50 (%) 35.66 ± 18.75 28.82 ± 24.59 33.13 ± 21.45
TP (ms2/Hz) 528.84 ± 386.10 720.79 ± 768.93 622.39 ± 508.35
VLF (ms2/Hz) 235.39 ± 259.47 291.71 ± 384.64 224.41 ± 198.00
LF (ms2/Hz) 205.85 ± 149.12 314.87 ± 382.037 311.24 ± 291.59
HF (ms2/Hz) 7.08 ± 4.79 10.28 ± 14.31 8.96 ± 9.59
LF/HF (n.u.) 23.76 ± 12.91 31.92 ± 16.09 28.33 ± 12.85
SD1 (ms) 55.18 ± 18.17 60.21 ± 47.27 53.92 ± 16.80
SD2 (ms) 78.78 ± 28.96 76.08 ± 39.50 84.55 ± 37.52
SD1/SD2 (n.u.) 0.63 ± 0.13 0.59 ± 0.19 0.62 ± 0.11
S (ms2) 15064.40 ± 9333.32 19534.60 ± 21187.12 16075.31 ± 10446.88
θ (o) 44.76 ± 0.46 44.90 ± 0.16 44.61 ± 0.61
Sh (n.u.) 1.24 ± 0.36 1.22 ± 0.53 1.13 ± 0.32
Table 14 Minimum (mean value and standard deviation) of the different parameters
between 00:00 and 01:00. Significative differences between groups (p < 0.05) are marked
with ∗ in the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
00:00-01:00
LR HR ICS
SDNN (ms) 58.07 ± 23.02 72.25 ± 45.11 71.23 ± 35.14
SDSD (ms) 60.09 ± 27.60 64.19 ± 49.67 70.06 ± 35.38
pNN50 (%) 32.65 ± 21.41 25.42 ± 20.71 37.14 ± 18.81
TP (ms2/Hz) 482.03 ± 335.27 901.55 ± 962.80 775.45 ± 700.26
VLF (ms2/Hz) 191.51 ± 146.73 412.89 ± 495.88 275.67 ± 264.37
LF (ms2/Hz) 190.19 ± 131.71 287.66 ± 340.70 356.34 ± 347.49
HF (ms2/Hz) 8.00 ± 5.15 9.85 ± 13.66 9.88 ± 8.40
LF/HF (n.u.) 21.74 ± 8.43 30.40 ± 11.47 27.99 ± 12.92
SD1 (ms) 51.04 ± 19.52 62.94 ± 44.16 48.41 ± 20.53
SD2 (ms) 71.49 ± 23.17 91.23 ± 56.82 69.14 ± 23.02
SD1/SD2 (n.u.) 0.62 ± 0.16 0.57 ± 0.18 0.63 ± 0.19
S (ms2) 13209.07 ± 8108.98 24494.54 ± 25808.95 12542.17 ± 8842.16
θ (o) 57.94 ± 49.66 44.87 ± 0.13 70.97 ± 70.34
Sh (n.u.) 1.11 ± 0.37 0.95 ± 0.21 1.12 ± 0.39
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Table 15 Minimum (mean value and standard deviation) of the different parameters
between 01:00 and 02:00. Significative differences between groups (p < 0.05) are marked
with ∗ in the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
01:00-02:00
LR HR ICS
{SDNN (ms)} 66.22 ± 38.03 74.76 ± 47.31 73.98 ± 28.36
SDSD (ms) 56.55 ± 27.15 68.80 ± 45.71 75.85 ± 36.88
pNN50 (%) 28.42 ± 19.26 29.48 ± 21.65 39.86 ± 14.68
TP (ms2/Hz) 734.63 ± 829.86 1002.12 ± 1132.70 825.20 ± 608.79
VLF (ms2/Hz) 376.24 ± 460.82 481.39 ± 593.28 358.45 ± 268.01
LF (ms2/Hz) 184.48 ± 156.94 282.26 ± 290.73 345.75 ± 346.76
HF (ms2/Hz) 7.32 ± 5.20 10.48 ± 14.20 9.56 ± 6.80
LF/HF (n.u.) 22.44 ± 7.69 28.96 ± 12.18 29.78 ± 13.01
SD1 (ms) 53.24 ± 27.12 66.56 ± 45.04 44.05 ± 17.81
SD2 (ms) 86.98 ± 56.48 94.55 ± 57.15 60.72 ± 21.62
SD1/SD2 (n.u.) 0.57 ± 0.13 0.62 ± 0.14 0.61 ± 0.12
S (ms2) 19049.64 ± 19759.56 27570.69 ± 29731.07 9272.31 ± 5435.06
θ (o) 44.67 ± 0.63 43.15 ± 6.48 44.35 ± 0.79
Sh (n.u.) 1.04 ± 0.36 1.08 ± 0.29 1.11 ± 0.40
Table 16 Minimum (mean value and standard deviation) of the different parameters
between 02:00 and 03:00. Significative differences between groups (p < 0.05) are marked
with ∗ in the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
02:00-03:00
LR HR ICS
SDNN (ms) 67.83 ± 30.37 75.76 ± 44.40 72.56 ± 39.68
SDSD (ms) 54.94 ± 24.86 63.69 ± 41.20 81.33 ± 50.00
pNN50 (%) 27.54 ± 16.27 28.06 ± 17.79 39.84 ± 24.01
TP (ms2/Hz) 706.45 ± 604.20 1006.83 ± 1131.81 826.79 ± 791.76
VLF (ms2/Hz) 353.41 ± 321.20 482.79 ± 559.97 288.00 ± 213.60
LF (ms2/Hz) 172.18 ± 143.96 229.66 ± 248.27 463.24 ± 554.58
HF (ms2/Hz) 7.23 ± 4.91 9.16 ± 11.92 10.50 ± 9.92
LF/HF (n.u.) 23.32 ± 8.62 26.58 ± 12.78 34.56 ± 17.09
SD1 (ms) 52.73 ± 22.52 68.82 ± 42.18 46.02 ± 13.83
SD2 (ms) 92.92 ± 40.62 100.34 ± 60.04 73.66 ± 23.60
SD1/SD2 (n.u.) 0.55 ± 0.11 0.60 ± 0.11 0.59 ± 0.06
S (ms2) 18472.32 ± 16092.59 30453.45 ± 32198.18 11799.76 ± 6768.57
θ (o) 44.81 ± 0.32 43.19 ± 6.49 44.81 ± 0.34
Sh (n.u.) 1.09 ± 0.33 1.12 ± 0.30 1.18 ± 0.29
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Table 17 Minimum (mean value and standard deviation) of the different parameters
between 03:00 and 04:00. Significative differences between groups (p < 0.05) are marked
with ∗ in the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
03:00-04:00
LR HR ICS
SDNN (ms) 66.52 ± 19.99 75.45 ± 42.53 75.66 ± 40.88
SDSD (ms) 59.83 ± 25.34 74.85 ± 53.73 73.57 ± 40.42
pNN50 (%) 31.45 ± 17.15 31.66 ± 21.10 35.68 ± 18.10
TP (ms2/Hz) 632.69 ± 326.07 912.13 ± 954.64 893.55 ± 818.76
VLF (ms2/Hz) 310.23 ± 180.23 398.12 ± 432.19 326.52 ± 245.81
LF (ms2/Hz) 199.79 ± 153.35 338.40 ± 412.46 366.56 ± 411.18
HF (ms2/Hz) 7.21 ± 4.25 12.16 ± 14.88 10.34 ± 9.88
LF/HF (n.u.) 24.76 ± 14.82 27.03 ± 16.33 27.53 ± 14.12
SD1 (ms) 54.85 ± 18.79 70.45 ± 40.75 53.43 ± 18.52
SD2 (ms) 84.50 ± 23.87 93.52 ± 47.38 83.79 ± 24.92
SD1/SD2 (n.u.) 0.56 ± 0.13 0.64 ± 0.11 0.58 ± 0.12
S (ms2) 16373.23 ± 9128.82 26370.09 ± 25600.41 15589.11 ± 9195.81
θ (o) 44.86 ± 0.27 45.02 ± 0.20 44.95 ± 0.04
Sh (n.u.) 1.01 ± 0.28 1.14 ± 0.41 1.02 ± 0.22
Table 18 Minimum (mean value and standard deviation) of the different parameters
between 04:00 and 05:00. Significative differences between groups (p < 0.05) are marked
with ∗ in the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
04:00-05:00
LR HR ICS
SDNN (ms) 52.23 ± 18.79 53.19 ± 32.30 70.50 ± 35.17
SDSD (ms) 46.21 ± 20.88 49.41 ± 40.89 70.35 ± 33.45
pNN50 (%) 20.57 ± 13.48 16.80 ± 16.44 32.57 ± 14.81
TP (ms2/Hz) 375.88 ± 226.77 435.65 ± 450.88 773.01 ± 637.07
VLF (ms2/Hz) 140.37 ± 61.62 165.20 ± 143.09 219.18 ± 174.65
LF (ms2/Hz) 122.34 ± 111.96 162.83 ± 233.87 289.46 ± 252.81
HF (ms2/Hz) 4.27 ± 2.64 6.55 ± 9.92 8.90 ± 6.08
LF/HF (n.u.) 16.92 ± 9.26 18.87 ± 7.61 22.36 ± 10.73
SD1 (ms) 41.04 ± 18.08 46.26 ± 36.95 36.56 ± 14.40
SD2 (ms) 62.42 ± 17.81 66.67 ± 36.85 59.84 ± 20.91
SD1/SD2 (n.u.) 0.43 ± 0.10 0.43 ± 0.12 0.46 ± 0.10
S (ms2) 9521.33 ± 6474.81 14201.46 ± 16911.71 8159.03 ± 5966.24
θ (o) 39.22 ± 11.73 41.02 ± 4.99 43.64 ± 1.03
Sh (n.u.) 0.71 ± 0.19 0.73 ± 0.17 0.77 ± 0.09
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Table 19 Maximum (mean value and standard deviation) of the different parameters
between 23:00 and 00:00. Significative differences between groups (p < 0.05) are marked
with ∗ in the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
23:00-00:00
LR HR ICS
SDNN (ms) 77.84 ± 22.50 95.10 ± 39.53 97.48 ± 30.65
SDSD (ms) 76.13 ± 26.28 83.49 ± 51.73 89.72 ± 33.12
pNN50 (%) 44.60 ± 17.14 39.76 ± 23.29 50.86 ± 13.16
TP (ms2/Hz) 896.89 ± 571.90 1462.02 ± 1018.35 1525.40 ± 809.52
VLF (ms2/Hz) 458.90 ± 302.97 837.50 ± 647.08 787.97 ± 504.52
LF (ms2/Hz) 313.84 ± 186.42 425.64 ± 425.48 493.77 ± 319.66
HF (ms2/Hz) 12.49 ± 6.94 15.68 ± 18.49 14.19 ± 8.81
LF/HF (n.u.) 34.16 ± 13.95 40.76 ± 17.50 43.28 ± 23.74
SD1 (ms) 90.04 ± 37.98 90.77 ± 48.67 98.33 ± 39.32
SD2 (ms) 120.82 ± 35.65 133.32 ± 55.78 130.66 ± 40.65
SD1/SD2 (n.u.) 0.82 ± 0.13 0.76 ± 0.22 0.80 ± 0.14
S (ms2) 36971.65 ± 26010.56 44879.91 ± 33443.41 43340.92 ± 29002.11
θ (o) 84.74 ± 78.71 86.63 ± 101.66 71.61 ± 70.06
Sh (n.u.) 1.70 ± 0.43 1.67 ± 0.83 1.66 ± 0.51
Table 20 Maximum (mean value and standard deviation) of the different parameters
between 00:00 and 01:00. Significative differences between groups (p < 0.05) are marked
with ∗ in the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
00:00-01:00
LR HR ICS
SDNN (ms) 90.49 ± 31.58 102.24 ± 46.38 100.15 ± 23.88
SDSD (ms) 80.73 ± 32.20 88.52 ± 49.76 107.20 ± 35.84
pNN50 (%) 44.55 ± 19.25 41.07 ± 21.10 56.35 ± 12.17
TP (ms2/Hz) 1179.92 ± 786.32 1723.72 ± 1444.93 1417.65 ± 621.87
VLF (ms2/Hz) 658.92 ± 485.32 997.93 ± 847.23 665.07 ± 280.39
LF (ms2/Hz) 350.48 ± 213.30 478.85 ± 449.28 616.69 ± 342.73
HF (ms2/Hz) 13.34 ± 8.46 15.14 ± 15.20 19.08 ± 10.54
LF/HF (n.u.) 32.33 ± 13.87 38.77 ± 15.34 40.02 ± 22.85
SD1 (ms) 96.54 ± 39.23 104.75 ± 61.88 77.35 ± 28.48
SD2 (ms) 131.71 ± 49.01 147.58 ± 65.88 117.48 ± 42.72
SD1/SD2 (n.u.) 0.86 ± 0.27 0.75 ± 0.14 0.74 ± 0.18
S (ms2) 41493.51 ± 25036.43 59809.49 ± 56830.70 29823.80 ± 21936.93
θ (o) 109.81 ± 108.73 59.07 ± 50.58 83.25 ± 100.86
Sh (n.u.) 1.74 ± 0.63 1.63 ± 0.60 1.58 ± 0.56
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Table 21 Maximum (mean value and standard deviation) of the different parameters
between 01:00 and 02:00. Significative differences between groups (p < 0.05) are marked
with ∗ in the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
01:00-02:00
LR HR ICS
SDNN (ms) 89.57 ± 39.31 97.45 ± 50.25 116.49 ± 54.33
SDSD (ms) 78.95 ± 33.43 83.02 ± 51.76 123.45 ± 55.92
pNN50 (%) 42.84 ± 18.59 39.19 ± 19.13 58.82 ± 16.09
TP (ms2/Hz) 1221.45 ± 1102.43 1591.74 ± 1606.98 2463.85 ± 3252.77
VLF (ms2/Hz) 672.99 ± 648.76 936.85 ± 1068.55 1153.01 ± 1698.08
LF (ms2/Hz) 332.05 ± 236.04 418.83 ± 415.81 858.35 ± 675.63
HF (ms2/Hz) 12.84 ± 7.43 15.51 ± 17.36 21.05 ± 13.24
LF/HF (n.u.) 28.38 ± 8.60 38.01 ± 11.63 42.01 ± 17.70
SD1 (ms) 83.47 ± 40.45 114.35 ± 66.43 68.02 ± 34.01
SD2 (ms) 122.73 ± 52.46 148.45 ± 69.62 99.98 ± 38.15
SD1/SD2 (n.u.) 0.78 ± 0.29 0.78 ± 0.17 0.77 ± 0.16
S (ms2) 34233.75 ± 25379.96 65201.09 ± 60284.05 24515.00 ± 23406.25
θ (o) 83.34 ± 97.53 79.88 ± 86.77 83.09 ± 100.93
Sh (n.u.) 1.63 ± 0.70 1.60 ± 0.55 1.76 ± 0.52
Table 22 Maximum (mean value and standard deviation) of the different parameters
between 02:00 and 03:00. Significative differences between groups (p < 0.05) are marked
with ∗ in the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
02:00-03:00
LR HR ICS
SDNN (ms) 90.17 ± 37.90 106.71 ± 50.59 111.38 ± 60.15
SDSD (ms) 79.10 ± 32.95 90.01 ± 54.65 105.68 ± 62.16
pNN50 (%) 43.58 ± 15.21 41.99 ± 19.56 51.43 ± 18.95
TP (ms2/Hz) 1229.23 ± 1095.85 1861.73 ± 1502.33 2453.36 ± 3287.70
VLF (ms2/Hz) 668.91 ± 617.76 1062.69 ± 1025.00 1224.75 ± 1686.06
LF (ms2/Hz) 329.12 ± 235.56 466.16 ± 441.78 703.63 ± 741.52
HF (ms2/Hz) 11.46 ± 7.45 17.38 ± 17.41 15.13 ± 13.00
LF/HF (n.u.) 34.55 ± 16.71 40.17 ± 13.75 41.67 ± 17.64
SD1 (ms) 86.23 ± 52.40 127.84 ± 63.20 68.66 ± 27.42
SD2 (ms) 128.33 ± 64.78 166.32 ± 67.63 94.91 ± 28.46
SD1/SD2 (n.u.) 0.71 ± 0.18 0.81 ± 0.14 0.75 ± 0.11
S (ms2) 40734.00 ± 48563.71 75494.78 ± 51266.46 21904.72 ± 15083.64
θ (o) 45.24 ± 0.45 65.89 ± 74.84 45.13 ± 0.30
Sh (n.u.) 5.37 ± 14.75 1.56 ± 0.49 1.56 ± 0.45
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Table 23 Maximum (mean value and standard deviation) of the different parameters
between 03:00 and 04:00. Significative differences between groups (p < 0.05) are marked
with ∗ in the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
03:00-04:00
LR HR ICS
SDNN (ms) 106.65 ± 36.83 104.49 ± 46.95 109.89 ± 21.31
SDSD (ms) 82.42 ± 28.02 91.55 ± 55.44 106.11 ± 43.72
pNN50 (%) 44.53 ± 16.49 43.06 ± 20.32 56.44 ± 19.79
TP (ms2/Hz) 2354.53 ± 3342.09 1784.41 ± 1397.44 1643.07 ± 932.22
VLF (ms2/Hz) 1402.59 ± 2127.52 928.73 ± 796.20 842.75 ± 470.93
LF (ms2/Hz) 341.41 ± 190.55 484.64 ± 477.57 646.95 ± 510.57
HF (ms2/Hz) 12.53 ± 6.06 18.03 ± 16.62 16.98 ± 9.41
LF/HF (n.u.) 35.92 ± 17.19 38.93 ± 14.39 38.87 ± 15.75
SD1 (ms) 137.57 ± 107.64 112.42 ± 59.78 139.87 ± 121.06
SD2 (ms) 197.41 ± 139.69 156.45 ± 70.06 213.71 ± 176.95
SD1/SD2 (n.u.) 0.76 ± 0.14 0.80 ± 0.17 0.70 ± 0.14
S (ms2) 1.25e5 ± 2.03e4 65099.20 ± 51552.04 149596.88 ± 269583.86
θ (o) 45.31 ± 0.51 86.69 ± 101.38 45.15 ± 0.28
Sh (n.u.) 5.49 ± 14.71 1.62 ± 0.78 1.36 ± 0.28
Table 24 Maximum (mean value and standard deviation) of the different parameters
between 04:00 and 05:00. Significative differences between groups (p < 0.05) are marked
with ∗ in the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
04:00-05:00
LR HR ICS
textbf{SDNN (ms)} 144.24 ± 55.89 240.13 ± 396.73 131.36 ± 34.70
SDSD (ms) 95.16 ± 30.81 240.42 ± 489.62 127.82 ± 46.61
pNN50 (%) 52.38 ± 14.76 48.21 ± 20.05 64.85 ± 16.47
TP (ms2/Hz) 4120.81 ± 4089.49 231689.84 ± 825884.69 2449.10 ± 1336.10
VLF (ms2/Hz) 2635.06 ± 2635.16 121604.96 ± 433181.31 1346.69 ± 675.91
LF (ms2/Hz) 463.38 ± 226.80 1347.62 ± 2508.45 943.22 ± 612.18
HF (ms2/Hz) 18.18 ± 6.00 46.65 ± 83.21 24.82 ± 14.10
LF/HF (n.u.) 46.78 ± 18.71 46.16 ± 13.59 48.10 ± 21.08
SD1 (ms) 1183.18 ± 3565.86 315.40 ± 488.01 1986.45 ± 4873.05
SD2 (ms) 1238.21 ± 3529.88 399.60 ± 634.01 2015.92 ± 4830.94
SD1/SD2 (n.u.) 0.90 ± 0.11 0.95 ± 0.18 0.86 ± 0.13
S (ms2) 4.10e7 ± 1.47e8 1288462.06 ± 4.12e6 7.59e7 ± 2.00e8
θ (o) 185.61 ± 118.63 208.63 ± 118.02 182.00 ± 129.94
Sh (n.u.) 5.37 ± 14.75 1.56 ± 0.49 1.56 ± 0.45
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Table 25 Median (mean value and standard deviation) of the different parameters during
the whole night. Significative differences between groups (p < 0.05) are marked with ∗ in
the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
Whole night
LR HR ICS
SDNN (ms) 73.83 ± 16.06 83.09 ± 41.78 88.76 ± 29.90
SDSD (ms) 66.77 ± 22.46 78.96 ± 51.13 89.08 ± 34.11
pNN50 (%) 37.83 ± 16.01 35.43 ± 21.34 48.46 ± 12.00
TP (ms2/Hz) 741.87 ± 264.60 1129.21 ± 1017.87 1121.10 ± 645.50
VLF (ms2/Hz) 367.23 ± 122.42 564.42 ± 554.75 445.08 ± 210.40
LF (ms2/Hz) 237.55 ± 129.23 363.77 ± 370.37 478.07 ± 373.76
HF (ms2/Hz) 8.44 ± 3.68 12.90 ± 16.09 12.74 ± 7.59
LF/HF (n.u.) 27.77 ± 9.21 33.82 ± 10.08 34.73 ± 14.16
SD1 (ms) 66.05 ± 15.81 74.23 ± 46.51 83.46 ± 30.23
SD2 (ms) 97.25 ± 12.76 106.23 ± 48.38 112.20 ± 32.34
SD1/SD2 (n.u.) 0.66 ± 0.09 0.67 ± 0.11 0.76 ± 0.14
S (ms2) 20921.01 ± 7203.24 30925.63 ± 29341.83 32173.24 ± 19323.46
θ (o) 45.00 ± 0.01 45.02 ± 0.06 83.46 ± 101.76
Sh (n.u.) 1.29 ± 0.14 1.27 ± 0.22 1.17 ± 0.05
Table 26 Iqr (mean value and standard deviation) of the different parameters during the
whole night. Significative differences between groups (p < 0.05) are marked with ∗ in the
case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
Whole night
LR HR ICS
SDNN (ms) 36.69 ± 11.36 35.05 ± 11.23 31.45 ± 7.66
SDSD (ms) 24.57 ± 12.82 26.84 ± 17.89 33.35 ± 19.45
pNN50 (%) 18.07 ± 5.16 15.92 ± 5.22 19.32 ± 4.80
TP (ms2/Hz) 792.09 ± 319.72 946.58 ± 584.14 793.95 ± 346.49
VLF (ms2/Hz) 519.13 ± 197.02 647.62 ± 467.33 473.59 ± 220.40
LF (ms2/Hz) 159.00 ± 86.96 211.58 ± 197.86 322.51 ± 238.65
HF (ms2/Hz) 6.72 ± 3.93 7.25 ± 7.10 7.69 ± 5.40
LF/HF (n.u.) 11.44 ± 5.85 11.72 ± 4.56 11.42 ± 7.34
SD1 (ms) 41.76 ± 23.04 34.29 ± 17.81 39.20 ± 22.84
SD2 (ms) 62.66 ± 17.09 66.83 ± 17.39 54.33 ± 16.98
SD1/SD2 (n.u.) 0.23 ± 0.09 0.22 ± 0.10 0.19 ± 0.03
S (ms2) 24897.93 ± 11043.88 26994.14 ± 13077.98 26866.20 ± 10138.10
θ (o) 0.35 ± 0.75 20.89 ± 74.83 38.74 ± 101.97
Sh (n.u.) 0.52 ± 0.31 0.51 ± 0.26 0.45 ± 0.16
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Table 27 Minimum (mean value and standard deviation) of the different parameters
during the whole night. Significative differences between groups (p < 0.05) are marked with
∗ in the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
Whole night
LR HR ICS
SDNN (ms) 31.76 ± 12.67 40.58 ± 29.01 33.23 ± 11.00
SDSD (ms) 24.63 ± 12.49 34.80 ± 32.07 29.15 ± 10.66
pNN50 (%) 5.56 ± 6.35 10.40 ± 13.34 9.03 ± 6.24
TP (ms2/Hz) 144.36 ± 104.98 256.70 ± 335.97 151.83 ± 90.77
VLF (ms2/Hz) 54.96 ± 27.95 60.66 ± 47.91 43.40 ± 22.03
LF (ms2/Hz) 38.49 ± 35.86 95.29 ± 158.39 50.34 ± 39.04
HF (ms2/Hz) 1.75 ± 1.11 4.07 ± 6.44 2.07 ± 1.09
LF/HF (n.u.) 12.15 ± 7.27 11.66 ± 4.48 12.99 ± 6.07
SD1 (ms) 21.59 ± 13.49 32.73 ± 33.09 27.22 ± 15.21
SD2 (ms) 39.84 ± 13.67 46.44 ± 24.66 44.05 ± 19.21
SD1/SD2 (n.u.) 0.32 ± 0.07 0.34 ± 0.10 0.40 ± 0.10
S (ms2) 3472.95 ± 3517.01 7656.03 ± 11731.34 5067.11 ± 4974.62
θ (o) 27.95 ± 15.61 35.95 ± 9.36 35.78 ± 6.89
Sh (n.u.) ‡ 0.55 ± 0.16 0.47 ± 0.15 0.62 ± 0.10
Table 28 Maximum (mean value and standard deviation) of the different parameters
during the whole night. Significative differences between groups (p < 0.05) are marked with
∗ in the case of LR vs. HR, † in the case of LR vs. ICS and ‡ for HR vs. ICS).
Whole night
LR HR ICS
SDNN (ms) † 158.27 ± 48.83 265.87 ± 389.20 164.91 ± 52.89
SDSD (ms) † 113.52 ± 29.82 257.03 ± 485.20 155.35 ± 41.08
pNN50 (%) 60.48 ± 10.95 59.05 ± 19.05 73.88 ± 10.40
TP (ms2/Hz) 4693.55 ± 3734.60 232891.48 ± 825524.67 4700.95 ± 4379.92
VLF (ms2/Hz) † 2916.59 ± 2381.18 122581.45 ± 432889.72 2511.79 ± 2387.22
LF (ms2/Hz) 629.95 ± 268.22 1483.78 ± 2485.93 1252.10 ± 608.32
HF (ms2/Hz) 29.02 ± 12.57 54.25 ± 82.08 35.14 ± 9.12
LF/HF (n.u.) 54.25 ± 18.00 60.27 ± 21.91 55.83 ± 24.11
SD1 (ms) 2052.78 ± 4404.69 466.78 ± 621.16 1920.47 ± 2986.38
SD2 (ms) 2095.29 ± 4367.42 555.66 ± 722.36 1967.86 ± 2979.26
SD1/SD2 (n.u.) 1.09 ± 0.19 1.08 ± 0.15 1.07 ± 0.22
S (ms2) 6.96e7 ± 1.76e8 2.09e6 ± 4.75e6 3.58e7 ± 6.27e7
θ (o) 293.37 ± 74.32 291.22 ± 78.89 243.85 ± 134.83
Sh (n.u.) 5.49 ± 14.71 1.62 ± 0.78 1.36 ± 0.28
