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I E V A D S 
Dažādu fizikas un tehnikas nozaru (piemēram, radiotehnikas, 
akustikas, mēraparatūras u. c . ) , kas prasa paaugstinātu jutību un 
stabilitāti pret traucējumiem radiouztvērējos un mērierīcēs, finansu 
un ekonomiskās matemātikas, kā arī ģenētikas strauja attīstība šajā 
gadsimtā izvirzīja uzdevumu izpētīt pastāvīgi darbojošos gadījum-
spēku ietekmi tiz dinamisko sistēmu uzvedību. Būtiskākie rezultāti 
dotajā jomā saistīti ar dinamisko sistēmu asimptotisko metožu un 
varbūtību teorijas robežteorēmu pielietojumiem. Svarīga loma šajā 
virzienā bija N.N.Bogoļubova un N.M.Krilova darbam [40]. kur 
pirmo reizi tika apskatīts robežvienādojums dinamiskai sistēmai, 
kuru ietekmē gadījumspēks. konverģējošs uz procesu ar neatkarī­
gām vērtībām. Autori pierādīja, ka robežgadījumā veidojas 
Markova process, un izveda Fokkera-Planka vienādojumu tā pārejas 
varbūtībām. Četrdesmito gadu vidū un piecdesmito gadu sākumā 
N.M.Krilova skolnieks I.I.Gihmans ieviesa vispārējus stohastiskā 
līklīnijas integrāļa un stohastiskā diferenciālvienādojuma jēdzienus, 
pierādīja atrisinājuma eksistences un unitātes teorēmas tādiem 
vienādojumiem un atrisinājuma diferencējamību pēc sākuma nosa­
cījumiem, izveda A.N.Kolmogorova vienādojumus atrisinājumu 
pārejas varbūtībām (sk.. piem.'. darbus [13-15] un apskatu darbā 
[19]). Tajā pat laikā japāņu matemātiķis K.Ito [24-26] neatkarīgi 
izveidoja stohastisko diferenciālvienādojumu teoriju, balstītu uz 
stohastiskā integrāļa pēc Brauna kustības procesa jēdzienu. Minētā 
konstrukcija izrādījās ērta7 un turpmāk daudzi autori tādu izman­
toja. Ito stohastisko vienādojumu teorija pēta 
dx = a{t. x)dt + a{t, x)dw(t) 
tipa vienādojumus, kur ic(t) ir Brauna kustības jeb Vīnera process. 
Dotā modeļa galvenā priekšrocība ir tas, ka tādu stohastisku difer­
enciālvienādojumu atrisinājumi ir Markova procesi, kuru teorija ir 
izstrādāta. 
Tālākajā laikā ar stohastisko vienādojumu teoriju nodarbojušies 
daudzi zinātnieki. Tika precizēti eksistences un unitātes nosacīju­
mi, konstruēti stohastiskie vienādojumi procesiem ar robežām, 
pētīta rezultātu atkarība no sākuma nosacījumiem un parametriem, 
konstruēti asimptotiskie izvirzījumi, pamatota N.N.Bogoļubova 
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vidējošanas metode šādiem vienādojumiem. Plaši tika petita sto­
hastisko sistēmu stabilitāte [1,2,49,50,70-72,74]. 
Daudzo darbu stohastisko diferenciālvienādojumu teorijā rezul­
tāti apkopoti monogrāfijās [18, 66]. 
Kopā ar stohastiskājiem diferenciālvienādojumiem bieži tiek ap­
skatīti vienādojumi ar gadījuma perturbācijām, t.i., diferenciāl­




kur у(t)­Markova process. Kaut gan šie vienādojumi izskatās vien­
kāršāki nekā stohastiskie diferenciālvienādojumi, to pētīšanu sarež­
ģī apstāklis, ka atrisinājumam nepiemīt Markova īpašība. Tāpēc iz­
platītākā šo vienādojumu analīzes metode ir asimptotiskās metodes 
un varbūtību teorijas robežteorēmu pielietojums. Tām (sk.. piem., 
[7-9,33,34,51]) noteikts vidējošanas princips un pētīta vidējotās 
sistēmas atrisinājuma normētu noviržu no precīza atrisinājuma 
uzvedība. 
Tomēr reālu dinamisku sistēmu pētīšanā ir prasība ņemt vērā 
ne tikai tādus gadījumspēkus, kas nepārrauj fāzu trajektorijas, bet 
arī spēkus, kas īsā laikā būtiski izmaina sistēmas fāzu koordinātas. 
Bieži to ilglaicību var neņemt vērā un uzskatīt tās par "momentā-
lāui'". Tāda idealizācija noved pie diferenciālvienādojumiem ar im­
pulsu veida iedarbību. Vienādojumu ar impulsiem pētīšana saistīta 
ar A.M.Samoiļenko, A.D.Mišķa. X. A.Perestjuka. D.D.Bainova. P.S. 
Semjonova un citu autoru darbiem, tā. piemēram. [48] pētītas sistē­
mas ar impulsiem fiksētos laika momentos, [60] veikta impulsu 
sistēmu klasifikācija un dots vidējošanas principa pamatojums. 
N.N.Bogoļubova otrās problēmas atrisinājumam, impulsu sistēmu 
stabilitātei, periodisku un ierobežotu sistēmu atrisinājumu eksis­
tencei veltīti darbi [45-47.52.61]. Pietiekami detalizētu pētījumu 
aprakstu dotajā jomā var atrast monogrāfijā [62]. Jāpiemin ari 
latviešu matemātiķa A. Reinfclda darbi [56 - 59 u . c ] , kuros piedāvā­
tā impulsu dinamisko sistēmu ekvivalences analīzes metodika, kas 
būtiski vienkāršo nekustīgo punktu stabilitātes pētīšanu ar sākotnē­
jās sistēmas lineārā tuvinājuma palīdzību. 
Praksē lielākoties impulsu iedarbībai uz reālām sistēmām ir nevis 
determinēts, bet gadījuma raksturs. Pie tam gadījumveida var būt 
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gan moments, kad impulss iedarbojas". gan tā lielums. Pirmais 
no darbiem, kurā tika pētīta iedarbība, kam ir gadījuma raksturs, 
ir [44] ; kurā lineāra sistēma ar konstantiem koeficientiem atrodas 
gadījuma impulsu iedarbībā fiksētos laika momentos. Vidējošanas 
princips impulsu sistēmām ar fiksētiem laika momentiem izstrādāts 
[63], turpat arī iegūta sākotnējās sistēmas atrisinājuma normētu 
noviržu no vidējotās sistēmas atrisinājuma asimptotika. 
Augstāk minētajos darbos apskatīta impulsu iedarbība deter­
minētos laika momentos. Tomēr reālās sistēmās impulsu perturbā­
ciju laika momentiem parasti ir gadījuma raksturs. Tā. piemēram, 
masu apkalpošanas sistēmās atteikuma laika momenti ir gadījuma 
lielumi, un, ja aparatūra pārtrauc darboties, vadošā signāla fāzu 
koordināta var mainīties lēcienveidīgi. Analoģiski modeļi sastopami 
arī finansu matemātikā, piemēram, apdrošināšanas kompānijas 
kapitāla izmaiņas, saistītas ar apdrošināšanas izmaksām, notiek 
gadījumlaika momentos. Pietiekami vispārīgs modelis tāda veida 
dinamiskām sistēmām ir sekojoša veida impulsu sistēmas: to fāzu 
koordināta ir no labās puses nepārtraukts gadījuma process x(t) £ 
R n , kurš apmierina sākuma nosacījumu x(0) = x. kurš visiem 
t £ {{TJ — 0. г , ) , j £ N j apmierina diferenciālvienādojumu 
^ = zf(x.y(t).s), (1) 
bet laika momentos Tj.j £ N ir pārrāvums (lēciena nosacījums) 
formā: 
X(TJ) = X{TJ ­ 0) + sg{x(Tj ­ 0) . y(Tj ­ 0). £). (2) 
Trajektorijas x(t) pārrāvuma momenti ir gabaliem konstanta 
Markova procesa y{t) pārslēgumu laika momenti: 
P{Tj-1-Tj>t\y(Tj-1)=y} = e-°Wt. 
Tādējādi veidojas impulsu sistēma, kurā Markova process nosaka 
lēciena momentus un lielumus. Darbā [69] izstrādātas ( l ) ­ (2) tipa 
vienādojumu analīzes asimptotiskās metodes, konstruēta vidējotā 
robežsistēma un difūziju aproksimācija, pierādīta iespējamība iz­
mantot robežvienādojumus stabilitātes pētīšanai, kā tas tika veikts 
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gludu sistēmu gadījumos, piemēram, darbos [6], [36]. Cita starpā 
šajā darbā pierādīts, ka sistēmas ( l ) ­ (2) atrisinājums formā ;r(£) 
visiem г > 0. T > 0 konverģē pēc varbūtības, ja. а 0, vienmērīgi 
pa x € Sr, t 6 [0, T] uz vidējotā vienādojuma 
^ = ^(u) = ļ [/{х,у,0) + а(у)д(х,уМ1*Ш 
Y 
atrisinājumu ar sākuma nosacījumu u{0) = ar. Normētu noviržu 
saimei [x(ļ) - u(t)]/^/ē pierādīta vājā konverģence, ja ? ->• 0. uz 
stohastiskā vienādojuma 
(IX = (Dbl)(u{t))Xdt. + a(u{t))dw(t) 
atrisinājumu ar triviālo sākuma nosacījumu. Gadījumā, kad 
bi{x) • 0, process х(^) vāji konverģē. ja E —> 0. uz stohastiskā 
diferenciālvienādojuma 
dx = b(x)dt + (x{u{t))dw(t) 
atrisinājumu, kur saneses koeficients b(x) un difūzijas matrica cr(x) 
tiek izrakstīti ar gadījumfunkciju f(x,y(t)) un g[x,y(t)) vidējoto 
korelācijas raksturlielumu palīdzību. 
Pēdējos gados radušies ievērojami daudz darbu, kuri veltīti di­
namisku sistēmu analīzei no pusgrupu viedokļa, kuru sauc par 
gadījumevolūciju teoriju (skat. apskatu darbos [37]. [73]). 
No šīs pieejas viedokļa nozīmīgu vietu ieņem robežteorēmas 
sēriju shēmā. Vidējošanas teorēmas nepārtrauktām Markova 
gadījumevolūcijām pētītas darbos [10,21.22.32,39.41,65]. pārtrauk­
tām - darbos [28-30. 53-55]. Difūziju aproksimācija nepārtrauktām 
Markova evolūcijām pētīta darbos [10,11.20, 21.23.38,41,53]. pār­
trauktajām - darbos [29-31.53]. Gadījumevolūciju pētīšanā aktīvi 
izmantotas martingālās metodes, kuras pirmie izmantoja Struks un 
Varadans Markova procesa raksturošanai [68]. Martingālās meto­
des ļauj risināt gadījumprocesu sēriju shēmā virkņu kompaktības 
problēmas, kā arī izrakstīt gadījuinevolūciju robežvienādojumus 
vidējošanas un difūziju aproksimācijas teorēmās. 
Neskatoties uz panākumiem dotajā jomā. diferenciālvienādojumi 
ar impulsu iedarbību ir maz izpētīti. īpašu interesi izraisa tāda 
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tipa gadījumsistēmas, kādas aprakstītas un pētītas [69], tikai ar 
''atgriezenisko saiti", t.i., kad "vadošā" gadījumprocesalēcienu mo­
menti, savukārt, ir atkarīgi no fāzu koordinātas. 
Kā piemēru modelim ar atgriezenisko saiti var ņemt modeli no 
matemātiskās ģenētikas ([64]): pietiekami lielai organismu pan-
miktiskai populācijai, kurā kādas pazīmes pārmantojamību nosaka 
viens poliallēlais gēns pie pieņēmuma, ka abi dzimumi ir vienlīdzīgi 
gan pārmantojamības, gan atlases ziņā. tad allēlo biežumu evolūciju 
vienādojums ir formā: 
kur u;,- = ^ju'ij{N)pi.uj = ^LJļpi un jjļj(N) - nosacītas dzivildzes 
koeficienti. N - populācijas apjoms. 
Teorētiskās dzīvildzes koeficientu atkarība no populācijas 
apjoma atspoguļo ārējās vides iedarbību: atlases spiediens atkarīgs 
no to vai citu genotipu koncentrācijas populācijā. Tādā situācijā 
populācija evolucionējot formē savu "genotipisko vidi", bet, tā kā 
atlases spiediens atkarīgs no gēnu biežuma, tad " genotipiskā vide". 
savukārt, nosaka populācijas tālāko dinamiku. Acīmredzami, ka 
populācijas apjoms mainās diskrēti dzimstības - mirstības gadīju­
mos, un tā izmaiņas var aprakstīt, izmantojot Markova procesu ar 
diskrētu stāvokļu skaitu. Populācijas lieluma izmaiņas matemāti­
skajā modelī jāatspoguļo dzimšanas un miršanas laika momentu 
gadījumraksturs. pie kam dotā procesa lēcienu varbūtībai, savukārt, 
jābūt atkarīgai no populācijas lieluma. 
Nelineāru stohastisku vienādojumu sistēmu, kuru vada diskrēts 
Markova process un kurai pastāv atgriezeniskā saite, bet kurai nav 
impulsu, pirmo reizi apskatījis A .V. Skorohods [66]. Šajā darbā 
pētīts homogēns, no maza parametra г atkarīgs Markova process 
{x£(t). y£[t)}, kura fāzu komponente x£ uzdota ar diferenciālvienā­
dojumu 
bet diskrētā komponente y£(t) ir gabaliem konstants gadījumpro­
cess. kuram intervāli starp lēcienu momentiem atkarīgi no fāzu ko­
ordinātas un sadalīti pēc eksponenciālā sadalījuma likuma: 
j 
dx£{t) = a{xs{t).y£{t))dt + B(xs{t).yĒ{t))dw{t). (3) 
P { Ō ­ i ­ rj > t / < / * ( T j ­ i ) ­ *ATj-i)} = 
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= ехр ļ ^c(xE{s),ye{TJ-1))ds 
\ 
(4) 
Ja izpildās vienmērīgas ergoditātes nosacījums procesu saimei 
ye(t), ar invariantu mēru px. procesu saime x£(t). kur [x£(t): y£(t)) 
- sistēmas (3)-(4) atrisinājums ar sākuma nosacījumu xs{0) — XQ, 
ys(0) = y0, ja £ —> 0. konverģē pēc sadalījuma uz funkciju x(t). kas 




atrisinājums ar sakuma nosacījumu x£{0) = % , kur 
d{x) = ļa{x. y)px{dy). 
Ja a(x) = 0 visiem x £ R n , tad pie dažiem papildnosacījumiem 
process xs(t) = x£( 7) konverģē pēc sadalījuma, ja ŗ 4t 0. uz procesu 
x( f ) , kas ir vienādojuma 
dx{t) = ā ( i ( f ) ) dt + В (x{t)) dic{t) 
atrisinājums ar sākuma nosacījumu xe(0) = xQ. kur saneses koefi­
cients izsakās kā 
ā(x) = ai(x) -f 02(3;), 
kur 
аг(х) = ļ [Tl*a'(x.;)ļa(x.z)px(d;) 
jj (ā(x.y)n*Px(z.dy).a(x,z))px(dz) 
un difūzija B(x) ir simetrisks nenegatīvs operators, kurš tiek 
definēts kā: 
(š2{x)v,v)=2 j (a(x.y),v)([n*a(x.y)].v)px(dy). 
kur П* ir potencialoperators un Px{z.dy) ir iekļautas Markova 
ķēdes pārejas varbūtība. 
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Šī promocijas darba pētījuma objekts ir gadījumprocess {x(t), 
t > 0 } ar vērtībām no telpas R n , kura uzvedība atkarīga no ga­
baliem konstanta Markova procesa {y(t),t > 0 } ar vērtībām no 
diskrētas telpas Y c R. Intervālos, kur process y{t) ir konstants, 
process x(t) apmierina diferenciālvienādojumu (1), bet procesa y(t) 
lēcienu laika momentos {TJ, j € N } procesa x(t) trajektorijām ir 
pārrāvumi, uzdoti ar vienādojumu (2). Process y(t) tiek uzdots ar 
pārslegumu laika momentu virknes { T J } palīdzību, intervālu starp 
lēcienu momentiem sadalījums uzdots ar vienādību 
bet iekļautas Markova ķēdes pārejas varbūtības - ar vienādību 
P forfo) = ~  fafa - о) = У- Ф> - о) = 9} = p,(y-
Kā redzams no (1) un (2), procesa {x(t).t > 0} raksturlielumi 
ir atkarīgi no parametra e. Darbā tiek pētīta ( l ) - (2) atrisinājuma 
asimptotika. ja e —> 0. Sīks modeļa apraksts un visi tālākai analīzei 
nepieciešamie pieņēmumi atrodami 1. daļā. 
Šī darba mērķis ir: 
(1) pamatot vidējošanas metodes lietojuma iespējamību tuvi­
nātam procesu saimes {x{^).Q < t < T} aprakstam, ja 
6--+0; 
(2) pierādīt centrālo robežteorēmu Skorohoda telpā procesu 
saimei {x (t/e2) , 0 < t < Г } . ja s ­ » 0. gadījumam, kad 
vidējotie raksturlielumi vienādi ar nulli: 
(3) izrakstīt difūziju aproksimācijas vienādojumu tuvinātam 
procesu saimes {x (t/г2) . 0 < t < T} aprakstam, ja s —> 0. 
gadījumam, kad vidējotie raksturlielumi vienādi ar nulli: 
(4) pierādīt vidējotā vienādojuma un difūziju aproksimācijas 
vienādojuma lietojamības iespēju sistēmas ( l ) ­ (2) triviālā 
atrisinājuma stabilitātes analīzei. 
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Galvenās pētnieciskās metodes ir: 
-funkciju no Markova procesiem uzdošana ar šo procesu infinite-
zimālo operatoru palīdzību (J.Dinkina formula [12]); 
-otrās Ļapunova metodes stohastiskais variants stoliastisku difer­
enciālvienādojumu atrisinājumu pētīšanai [35. 69]: 
-gadījumprocesu teorijas martingālās metodes [11] konverģences 
gandrīz droši analīzei; 
-A.Skorohoda robežteorēmas Markova procesu bez otrā veida 
pārrāvumiem konverģences uz difūziju procesu analīzei [66]. 
Promocijas darbs sastāv no ievada, trijām daļām un bib­
liogrāfijas saraksta ar 74 nosaukumiem. 
l .daļa ir ievaddaļa.Tā satur pētāmā objekta aprakstu, nepiecie­
šamās teorētiskās atziņas un dažus tālākajam iztirzājumam ne­
pieciešamus novērtējumus. 
Apskatīsim gabaliem konstantu, no labās puses nepārtrauktu, 
homogēnu Markova procesu saimi {y(t).t > 0 } ar parametru 
x € R™ . kura vērtību kopa Y С R ir sanumurējama telpa, ar 
infinitezimālo operatoru QX : 
(Q£c)(y)=a(x.y) ^ШРАУ^) -v(y)]. (6) 
kur a{x. y) ir pozitīva, nepārtraukta, vienmērīgi ierobežota funkcija 
0 < ai := inf a(x.y) < sup a(x,y) : = cio < эс. 
kuras pirmais un otrais atvasinājumi pēc x ir nepārtraukti un ier­
obežoti; px(y. z) ir iekļautās Markova ķēdes pārejas varbūtība, 
kuras pirmais un otrais atvasinājumi pēc x ir nepārtraukti un ier­
obežoti. x - parametrs. Markova process ar infinitezimālo operatoru 
(6) ir gabaliem konstants process [12]. 
Operatori (6) tiek definēti visu ierobežoto reālo funkciju v(y) ar 
normu ]ļt'|| = supļv(i/}| telpā B ( Y ) . Ir viegli pierādīt, ka pie mūsu 
у 
nosacījumiem katrai funkcijai и £ B ( Y ) operatoram {Qxv){y) ir 
divi nepārtraukti atvasinājumi pēc x, kuri ierobežoti pēc telpas 
B ( Y ) normas. Papildus mēs pieprasīsim šādu nosacījumu izpildīša­
nos: 
8 
­ eksistē VxQxv(y) un DVxQxv(y). kuri ir ierobežoti operatori 
telpā B ( Y ) . 
­ fiksētam у funkcijas px. "vxpx,D\?xpT ir er­aditīvas ar ierobežo­
tu variāciju (pēc telpas B ( Y ) normas). 
Bez tam pieņemsim, ka Markova procesu saime ar ģenerējošajiem 
operatoriem Qx ir vienmērīgi ergodiska katram J:, t.i.. eksistē tāds 
invariants mērs px. ka eksistē tāda p(x) > с > 0. ka 
\Px(t.y.z)-px(z)\<e-p{x)i 
visiem i > 0 un ,y. : £ Y . kur Px{t.y.z) ir pārejas varbūtība 
Markova procesam y(t). 
Pieņemsim, ka (x,y) patvaļīgs punkts R " x Y telpā un x(t) ir 
atrisinājums diferenciālvienādojumam 
^ = sf{x\y.s) (7) 
ar sākuma nosacījumu 
x{0) = x. (8) 
Iegūto sistēmas (7)-(8) atrisinājumu x(t) mēs varam ievietot x vietā 
funkcijā a(x.y) un atrast procesa y(t) pirmā lēciena momentu 7 i , 
kas ir gadījuma lielums ar nosacīti eksponenciālo sadalījumu: 
P { n > t / y(0) = y., x(0) = x} = e x ņ l - ļ a(x(s). 
Tagad varam definēt y(t) sekojošā veidā: y(t) = у visiem t £ 
[O.Tļ) un у(т\) ir gadījuma lielums ar sadalījumu P(y(ri) = z) ~ 
px(Tl-o){y< z). Tas nozīmē, ka procesam y(t) momentā Fj ir lēciens 
no punkta у £ Y uz : £ Y ar varbūtību px\Tļ-o){y. z). 
Laika momentā t — t j arī procesam x{t) ir lēciens: 
x(t) = x{t - 0) + eg(x(t - 0).y{t - 0 ) . s ) . (9) 
kur y{t - Щ = у . 
Tagad mēs varam atrisināt vienādojumu 
d x tt \ 
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ar sakuma nosacījumu x(ti) no (9) . Iegūto atrisinājumu x(t) mēs 
atkal varam ievietot x vietā funkcijā a(x,y) un atrast gadījuma 
lielumu r 2 ar nosacīti eksponenciālo sadalījumu: 
P { r 2 - n> t / у(тг) = x ( n ) } = exp | ­ I a{x(s),z)ds 
Tālāk y(t) ir identiski vienāds ar y(ri) visiem t Щ \?ъ%) un laika 
momentā т 2 ­ Ц^т%\ ir gadījuma lielums, kurš pieņem vērtības z E 
Y ar varbūtību pX(T.2-Q){у{т\), z). Pēc tam laika momentā t = r 2 
procesam ir lēciens, kuru apraksta vienādojums (9). 
Rezultātā katram j E N iegūstam sekojošo shēmu: ja mums 
ir zināms laika moments T j _ x un vērtības ,y (Tj_i ) un x ( t j _ i ) , mēs 
varam atrast atrisinājumu x(t) diferenciālvienādojumam (7) ar 
sākuma nosacījumu X(TJ_I) uz t > T j _ L pusass. Lietojot šo atrisi­
nājumu, var nodefinēt gadījuma lielumu щ ar nosacīti eksponen­
ciālo sadalījumu: 
P­fo­i -Tj>t f y{Tj^). ш(ц~1)} = 
Tj-l+t 
= e x p | ­ ļ a{x{s),y{rj_l))ds 
j - i 
Tad var nodefinēt y(t) kā у(щ-%) visiem t G [ t j_i , TJ) un gadī­
juma lielumu y{Tj). kurš pieņem vērtības z G Y ar sadalījumu 
Р и ^ ­ о Ы ^ ­ Д ­ ) laika momentos t j . 
Turpinot rekurenti šo procedūru, iegūstam momentu virkni 
{TJ. j G N } tādu. ka 
­ intervālos (TJ^^.TJ) process y(t) nemainās, bet x(t) apmie­
rina vienādojumu: 
dx 
— = sf(x,y(t).s): (10) 
­ laika momentos TJ process x(t) veic lēcienus, uzdotus ar 
nosacījumu (9). 
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Pieņemsim, ka funkcijas f{x.y.s) ХХПд(зЁ,у,ж) no (9) un (10) var 
tikt uzrakstītas formā: 
f(x.y.£) = / i ( j r , i / ) + 5 / 2 ( . r , 0) + af3{x.y.£). 
g{x.y,E) = §г(ж1у) +£g2{x,y) + Eg3(x.y.s). 
kur funkcijas fļ(x,y),gi(x,y) ir nepārtrauktas un ierobežotas pēc 
x, bet / 2 ( ^ . 1 / ) un g2{i\y) ir nepārtrauktas pēc j funkcijas; fi{x.y), 
gi{x,y) ir divreiz, bet fc($t$% un f3{x,y,s) . g3(x.y.E) -
vienu reizi diferencējamas pēc ,r, un to atvasinājumi ir pēc visiem 
argumentiem nepārtraukti un ierobežoti. 
Papildus tiek prasīts, lai funkcijām / 3 ( 2 . y. E) un g3{x, y. E) izpil­
dītos sakarība 
\\Df3(x.y.E)\\+\\Dg3(x.y.E)\\<3(E) 
visiem x G R " . у G Y un а £ [0.1] . kur 3{E) ir bezgalīgi mazs 
lielums, ja e —> 0. 
Šajā daļā tika pierādīta ari 
Teorēma 1.1.1. Pie augstāk minētiem nosacījumiem pāris 
{x{t)-y(£)} veido Markova procesu fāzu telpā R " x Y ar infinitezi­
mālo operatoru L. kas uzdots ar sakarību: 
(Cv)(x.y) = -:{f{x.y.E),Vx)v{x,y) + Qxv{x.y) + eGv{$ry), 
kur (Gv)(x,y) .=* 2l£0U J2 [v{x +sg{x,y,£).z) - c(x. z)]px{y.z). 
2.daļas 1.nodaļa pētāmai sistēmai ir noformulēta un pamatota 
vidējošanas shēma. Pāriesim uz "lēno" laiku s = et. Ieviesīsim 
apzīmējumus: 
bi(x) = ^и^х.у)+a(x\y)gl(x.y)ļjx(y)], (11) 
y(s)=y4t). 
Vispirms tika pieradīts, ka. pētot procesa xs(t) asimptotiku. 
varam sistēmā (9)-(10) atstāt tikai funkcijas fļ(xry) un g\(x.y). 




ja t e ( l ļ U , T f ) , 
a f (r|) = xe(Tj-0)4- £ 5 1 ( х г ( г , ­ 0 ) , / ( г , ­ ­ 0)) (13) 
visiem j E N, ar sākuma nosacījumu 
x£{Q)=x. (14) 
Kopā ar vienādojumu sistēmu (12)­(13)­(14) apskatīsim pēc invari­
antā mēra vidējoto sistēmu: 
~ = M » ) . (15) 
u{0) = x. (16) 
Šīs nodaļas galvenais rezultāts ir: 
Teorēma 2.1.1. (Vidējošanas princips). Pie iepriekšminē­
tajiem nosacījumiem visiem r > 0 un T > 0 process xs(t) konverģē 
ar varbūtību 1. ja г —> 0. uz vidējotā vienādojuma (15) atrisinājumu 
u(t.x) vienmērīgi visiem t E [0,T] kopāUr = {\x\ < r } . t.i., visiem 
6>0 
lim sup Px у ( sup \x-(t) — u(t.x)\ > 8 ) = 0 . 
yGY ' \0<t<T / 
2.nodaļā tiek pētīta sistēmas (9)-(10) triviālā atrisinājuma sta­
bilitāte ar 2. Ļapunova metodes stohastiskā varianta palīdzību, 
izmantojot 1.nodaļā iegūto vidējoto vienādojumu. 
Šajā nodaļā aplūkojam impulsu sistēmu (12)-( 13) pie nosacī­
jumiem 
/ i f t r i s o . sito.ļO = o. (i") 
Ir viegli redzēt, ka pie šiem nosacījumiem izpildās vienādojums 
bi(0) = 0. kas nodrošina vienādojuma (15) triviālā atrisinājuma 
eksistenci. 
1.definīcija. Vienādojuma (15) triviālo atrisinājumu sauksim 
par eksponenciali stabilu, ja eksistē tādas konstantes M > 0 un 
7 > 0. ka katram x £ R " un t > 0 izpildās nevienādība 
\u{t.x)\ < Me~':t\x\. (18) 
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2.definīcija. Vienādojumu sistēmas (12)­(13) triviālo atrisinā­
jumu sauksim par asimptotiski lokāli stabilu pēc varbūtības, ja ek­
sistē tāda konstante S > 0 , ka katram x € Щ = \% € R n : \x\ < 5} 
un t > 0 nevienādība 
> 7 i } < 72 
izpildās visiem 71 > 0 un 72 > 0, un eksistē 5ļ > 0 tāds. ka 
P . r { k £ ( 0 | > 7 i } ^ 0 . } a f ^ o c 
visiem x G [7^. 
Teorēma 2 .2 .1 . Ja izpildās iepriekšminētie nosacījumi un vidē-
jotā vienādojuma (15) triviālais atrisinājums ir eksponenciāli sta­
bils, tad eksistē tāds EQ > 0, ka visiem г ļ£ (0, £ 0 ) sistēmas (12)-(13) 
atrisinājums xe(t) ir asimptotiski lokāli stabils pēc varbūtības. 
3.daļas 1.nodaļa veltīta sākotnējās sistēmas difūziju aproksi-
mācijai, izpildoties dažiem papildnosacījumiem. Tika pierādīta 
sākotnējās sistēmas atrisinājuma vājā konverģence uz difūziju 
vienādojuma atrisinājumu galīgā laika intervālā. 
Šajā daļā sistēmu (9)-(10) aplūkojam, pieņemot, ka bi(x) = 0. 
Tad visi vidējotā vienādojuma (15) atrisinājumi ir konstantes, un 
tie nedod mums nekādu informāciju par sistēmas (9)-(10) atrisi­
nājumu uzvedību. Šajā gadījumā mēs lietosim laika substitūciju 
s — ts2. Apzīmējot a?{4-) - xe{t), y{jj) = y£{t), varam pārrakstīt 
sistēmu (9)-(10) formā: 
^ = i / ( . r c - . y £ ( 0 - - ) - (19) 
ja t € {rf_{. rf). 
xs{t) = x£(t - 0) + Eg{x£{t - 0). y£{t - 0). E) (20) 
2 2 
visiem t = rj .j G N, kur {TJ } ir Markova procesa ye(t) lēcienu 
momenti. 
Paragrāfa 3.1.1 Lemmās ir pierādīts, ka katram m G N un katrai 
virknei tm > £m_i > ... > t\ > 0 gadījuma vektora 
{x£(tļ}.....x£(tm)}. E G (0.5o) sadalījumi ir relatīvi vāji kom­
pakti. Paragrāfā 3.1.2 aplūkojam (19)-(20) atrisinājumu ar sākuma 
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nosacījumu xs(0) = J: kā gadījuma lielumu Skorohoda telpā 
V{[0. Т]. R") . Šim atrisinājumam atbilstošo varbūtību mēru apzī­
mēsim ar P Ē . Tika pierādīts, ka saime P £ ir relatīvi vāji kompakta, 
t.i.. eksistē tāda virkne { f n . n £ N } . ka { P " n , n £ N } vāji konverģē 
uz kādu sadalījumu P, ja en 0, kad n —> oc. 
Apzīmēsim 
Fi(x,y) = fi(x,y) + a{x.y)gl{x.y). 
F2(x,y) = f2{x.y) + a{x.y)g2{x.y). 
Nodefinēsim vektoru b(x) šādi: 
b(x) = ] T F2{x.y)ux{y) + Y. 0[ПхР,(х.уШх.у)Их(у)+ 
y) J\ D[UxFļ(x.z)}g1(x.y)px( !J- =) f*x{y) 
un simetrisku matricu A(x) = {ai,j{x)}f j _ x ar formulu: 
!=1 J=l 
([DVv(x)]9l(x,y) .^^9i(x.y) + fl(x-y)) 
y € Y V ' 
kur ir patvaļīga, pietiekoši gluda skalāra funkcija. 
Teorēma 3.1.1. Ja izpildās iepriekšminētie nosacījumi, procesu 
virkne {x£[t)} vāji konverģē, ja £ —> 0, Щ difūziju Markova procesu 
x{t) ar infinitezimālo operatoru £Q : 
{£&H*tV) = ķr[A(x)DVv(x)] + (Vv(x).b(x)) (21) 
2.nodaļā izpētīta sākotnējās sistēmas triviālā atrisinājuma sta­
bilitāte, balstoties uz difūziju aproksimāciju. 
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Robežprocess x(t). kurš tiek definēts ar infinitezimālo operatoru 
(21). ir stohastiskā diferenciālvienādojuma 
dx = b{x)dt + A~{x)dw(t) (22) 
atrisinājums, kur w(t) ir standarta Vlnera process telpā R n . A(x) 
ir tāda pozitīvi defmita. simetriska matrica, ka (-4(x)) = A(x). 
3.definīcija. Vienādojuma (22) triviālo atrisinājumu sauksim 
par eksponenciāli p-stabilu kādam p > 0, ja eksistē tādas konstantes 
M > 0,7 > 0 un p > 0. ka katram x G R " un t > 0 izpildās 
nevienādība 
E\x{t)\p < \x\p . 
Teorēma 3.2.1. Ja vienādojuma (22) triviālais atrisinājums ir 
ekspo-aciāli p-stabils kādam p > 0. tad sistēmas (9)-{10) triviālais 
atrisinājums ir asimptotiski lokāli stabils pēc varbūtības jebkuram 
E G (0,£o) kādam pozitīvam £0-
Promocijas darba rezultātu zinātniskā jaunrade izpaužas 
apstākli, ka nav prasības, lai impulsu perturbācijas ģenerējošais 
Markova process bīitu homogēns, bet šī procesa raksturlielumi ir 
atkarīgi no pētāmās vienādojumu sistēmas atrisinājumiem. 
Rezultātu praktiskā nozīmība ir iespējamība aprakstīt ar tu­
vinātām formulām sarežģītu impulsu dinamisku sistēmu ar Markova 
pārslēgumiem. atkarīgiem no fāzu koordinātas, dinamiku. 
Formulas (11) un (18) ļauj ne tikai izmantot parastos vai sto-
hastiskos diferenciālvienādojumus sākotnējās sistēmas analīzei galī­
gā laika intervālā, bet arī pētīt šo atrisinājumu uzvedību, ja t —> эс. 
Par promocijas darba rezultātiem tika referēts: 
- seminārā ''Markova dinamisko sistēmu kvalitatīvās analīzes 
metodes" (1994..1995..1996 un 1997. gados). 
- 35. un 36. RTU Zinātniskajās un tehniskajās konferencēs 
(1994. un 1995. gados). 
- 2. Latvijas Matemātikas konferencē (1997. gadā ) 
A r promocijas darbu saistītās publikācijas: 
1. N.Sinenko. S.Rogol. On exponential 2p-stability of the 
beam uder logitudīnal perturbations. Proceedings of the 
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Latvian probabilitv seminar. Vol . l . RTU, Rīga, 1992.,p. 127¬ 
139 
2. N.Siņenko, J.Carkovs. Impulsu sistēmu vidējoēana ar 
Markova pārslēgumiem, kas atkarīgi no koordinātas. 35. 
RTU studentu zinātniskās un tehniskās konferences ma­
teriāli. RTU, Rīga, 1994.,44-45.lpp. 
3. N.Siņenko, J.Carkovs. Vidējotās impulsu sistēmas ar 
Markova pārslēgumiem. kas atkarīgi no koordinātas, vāja 
konverģence uz difūzijas procesu. 36. RTU studentu zināt­
niskās un tehniskās konferences materiāli. RTU. Rīga. 
1995.. 131-134.lpp. 
4. N.Siņenko. Averaging of impulse svstem with Markov 
switchings. depending on coordinates. Proceedings of the 
Latvian probabilitv seminar. Vol.4. RTL. Rīga. 1996.. p.62-
74 
5. N.Siņenko. Limit theorem and stabilitv of impulse svs­
tem with Markov switchings, dependent on coordinates. 
2.Latvijas Matemātikas konferences tēžu krājums. Rīga. 
1997.. 62-63.lpp. 
6. N.Siņenko. Diffusion approximation of an impulse system 
with coordinate dependent Markov swichings. Journ. Mod­
ēm aspects of Management Science. Rīga, 1999. 
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1. Uzdevuma nostādne 
Apskatīsim gabaliem konstantu, no labās puses nepārtrauktu, ho­
mogenu Markova procesu saimi {y(t).t > 0} ar parametru x £ R n . 
kura vērtību kopa Y С R ir sanumurējama telpa, ar infinitezimālo 
operatoru Q x : 
(<?•«) (У) = а(х.у)^[Ф)рАи^) ~ <У)\ (LI) 
­GY 
kur a(x,y) ir pozitīva, nepārtraukta, vienmērīgi ierobežota funkcija: 
0 < d\ :— inf a{x.y) < sup a(ar,у) := щ < ос (1.2) 
kuras pirmais un otrais atvasinājumi pēc x ir nepārtraukti: px{y.z) 
ir iekļautās Markova ķēdes pārejas varbūtība, kuras pirmais un otrais 
atvasinājumi pēc x ir nepārtraukti un ierobežoti. Fiksētam x Markova 
process ar infinitezimālo operatoru ( 1.1) ir gabaliem konstants pro­
cess [12]. Operatoru saime (1.1) tiek definēta visu B Y-mērojamu 
ierobežotu reālo funkciju v(y) ar normu ||rj| = sup \ v(y)\ telpā B ( Y ) . 
у 
Ir viegli pierādīt, ka pie mūsu nosacījumiem katrai funkcijai v(y) £ 
B ( Y ) operatoram {Qxv){y) ir divi nepārtraukti, ierobežoti pēc tel­
pas B ( Y ) normas atvasinājumi pēc x. Papildus mēs pieprasīsim šādu 
nosacījumu izpildīšanos: 
­ eksistē ^xQxv{y) un D^/xQxv{y). kuri ir ierobežoti operatori 
telpā B ( Y ) . Mēs definēsim šos operatorus šādi: 
U<=Y J (1.3) 
+Ф,У) E v[z)T7xpx{y,z). 
;GY 
DVxQxv{y) = DVxa(x.y) ļ £ Ы = ШУ- ») - v{y)]\ + 
+Х7ха(х.у) £ H;)[*xPx(y.z)}T+Y.li^xPAy.=)FM.r.y)}T + 
;EY _-GY 
-ra{x. y) Y, t{z)Dŗxpx{y.z). 
:GY 
Fiksētam у funkcijas px-y~xpx-D'S7xpx ir cr­aditīvas ar ierobežotu 
variāciju (telpā B ( Y ) ) . (šeit un tālāk ar D apzīmēsim FreŠē at­
vasinājumu pēc x, ar D ­ k­tās kārtas atvasinājumu pēc x.) 
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Bez tam pieņemsim, ka Markova procesu saime ar ģenerējošajiem 
operatoriem Qx ir vienmērīgi ergodiska katram x. t.i.. eksistē tāds 
invariants mērs px. ka eksistē tāda p(x) > с > 0. ka 
\Px(Ly.z)-px(:)\<t-pix)t 
visiem t > 0 un y, z € Y , kur Px{t. y. z) ir pārejas varbūtība Markova 
procesam y ( t ) . 
Pieņemsim, ka (x,y) patvaļīgs punkts R " x Y telpā un x(t) ir 
atrisinājums diferenciālvienādojumam 
^ (1-4) 
ar sākuma nosacījumu 
x(Q) = x. (1.5) 
kur funkcija f(x.y.s) var tikt uzrakstīta formā: 
f(x. y. e) = / i ( . r . y) + i f2(x. y) + к f3{x. y. 5 ) . 
kur fi (x, y) ir nepārtraukta un ierobežota, bet f'i{x.y)]i nepārtraukta 
pēc visiem argumentiem funkcija: fi[%,y) ir divreiz, f2{x,y) un 
/ з ( . г . ļ / ,с ) vienu reizi diferencējamas pēc ,r un to atvasinājumi ir 
pēc visiem argumentiem nepārtraukti un ierobežoti. Iepriekšminētie 
nosacījumi garantē vienādojuma (1.4) atrisinājuma eksistenci. 
Iegūto sistēmas (1.4)­(1.5) atrisinājumu x(t) mēs varam ievietot 
funkcijā a(x.y) un atrast procesa y(t) pirmā lēciena momentu 7 ļ , kas 
ir gadījuma lielums ar nosacīti eksponenciālo sadalījumu: 
Р ( П > * / 0(0) = y. x{0) = x) = exp ļ - ļ a(x(s).y)ds 
{ о 
Tagad varam definēt j/(r) sekojošā veidā: y(t) ~ у visiem t 6 [0. T%) 
un y{ri) ir gadījuma lielums ar sadalījumu P(y(Tļ) = z) = p a r ( n _o) (0. ~) 
Tas nozīmē, ka procesam y(r) momentā rj ir lēciens no punkta у uz 
~ ar varbūtību px{n_Q){y. z). 
Pieņemsim, ka laika momentā t = T\ arī procesam x(t) ir lēciens: 
.ŗ(f) = x ( f _ 0) + £4(£(f - 0),2/(t - 0) . £). (1.6) 
kur y(t — 0) = у un g{x.y.E) var tikt uzrakstīta formā: 
0(2'. 0. Г) = |, (i ' . 0) + £0 2 {X. 0) + £g3(x. 0. £). 
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kur g\{x,y) ir nepārtraukta un ierobežota pēc x un nepārtraukta 
pēc ?/, bet g2{x, y) ir nepārtraukta pēc visiem argumentiem funkcija: 
gi(x,y) ir divreiz. g2{x.y) un g^{x,y.s) vienu reizi diferencējamas 
pēc x un to atvasinājumi ir pēc visiem argumentiem nepārtraukti un 
ierobežoti. 
Papildus no funkcijām /з(х.у.г) un g3(x.y,z) tiek prasīts, lai 
izpildītos 
\\Dh(x.y.s)\\ + \\Dg3(x.y.s)\\ < 3(e) 
visiem x G R r t , у G Y un 5 G [0.1]. kur 3(s) ir bezgalīgi mazs. ja 
Tagad mēs varam atrisināt vienādojumu 
d x f, ч 
^ = =/(*­­ ,5) 
ar sākuma nosacījumu х{т\) no (1.6). Iegūto atrisinājumu x(t) mēs 
atkal varam ievietot funkcijā a(x.y) un atrast gadījuma lielumu r 2 
ar nosacīti eksponenciālo sadalījumu: 
P ( r 2 ­ n > f / (/(rO = ~. х(г!)) = e x p ( ­ У a(-r(s).ļ/(7-,))ds). 
Iegūstot r 2 , y(t) ņemsim identiski vienādu ar у{т{) visiem 
t G [т-ļ. r 2 ) un t/(r 2) kā gadījuma lielumu ar sadal ī jumup x ^_o)(y(Tļ) , z). 
Tālāk pieņemsim, ka laika momentā t = r 2 procesam x(t) ir lēciens, 
kuru apraksta vienādojums (1.6). 
Vispārinot, ja mums ir laika moments r,_i un atrisinājums x( r,-_ļ). 
mēs varam atrast atrisinājumu x(t) vienādojumam (1.7) ar sākuma 
nosacījumu X(TJ-I). Lietojot šo atrisinājumu, var nodefinēt gadījuma 
lielumu г,­ ar nosacīti eksponenciālo sadalījumu : 
Tj-l+t 
P ( r j ­ i ­ r j > f / y(rJ-i)' ­ r ( r j ­ i ) ) = e x P ( ~ J a(x{s),y(Tj-i))ds). 
T3-l 
Tad var nodefinēt y(t) kā ,y(fj_i) visiem i G [TJ-\, 77) un gadījuma 
lielumu ,у(т,­) ar sadalījumu ^ r ( r j _o ) { y {Tj -\ ) , z) laika momentos r,­. 
Turpinot šo procedūru, iegūstam momentu virkni {TJ7j G N } tādu, 
ka 
­intervālos (TJ-\.TJ) process y[t) nemainās, bet x(t) apmierina 
vienādojumu 
tjļL = sf(x.y(t).E) (1.7) 
-laika momentos r> process x{t) veic lēcienus, uzdotus ar nosacījumu 
(1.6). 
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Teorēma 1.0.1. Pie augstāk minētājiem nosacījumiem pāris 
(x(t).y(t)) veido Markova procesu fāzu t e i p ā R n x Y ar infinitezimālo 
operatoru C, kas uzdots ar sakarību: 
(Cv){x,y) = £{1{х.у.Е),Ъх)г{х.у) + Qxv{x.y) + EGv{x.y) (1.8) 
kur 
(Gv)(x,y) = г < М 1 £ [ ф + ё ф ^ , 2 ) _ eff jMjl fcUM) (1­9) 
(•, •) ­ skalārais reizinājums un V ­ gradients telpā R" . 
Pierādījums. Kā tika pierādīts iepriekš, sākuma nosacījumi .r un 
у nosaka tālāko procesa [x(t).y(t)) uzvedību. Lietojot iepriekšējo 
aprakstu, varam aprēķināt (formāli) infinitezimālos raksturojumus 
pārim (x,y). Pēc definīcijas varam uzrakstīt: 
1 
{Lv)(x,y) = lini - Ex^{v{x{t).y{t)) - v{x.y)} = 
= \im~ Ex.y{u(x(t).y(t)) ~v(x.y(t))}-rlim^ Ex.y{ c(x. y(t) )-
-v(x. y)} = lini i | £ v(x + ед(х, y, e), z) ( l ­ е~а^) px[y. z) + 
+1!(х^б1(х.у^у)(е-а^)-
- (К V(X.Z) (L ­ еГа{^)Рх(у.~) + v(x.y) ( e ­ ^ ^ J | + 
+{Qxv){x,y) = a{x.y) 5][ī/(#4-ff(#,j,f)^) - c{x,z))px{y. z)+ 
­­eY 
+s{f[x,y.ž).Vx)v{x.y) + {Qxv){x.y). 
tatād 
(Lv)ķyy) = E{f{x.y.E).Vx)v{x.y) + f(Gc)(x..y) + ( Q x <')(-<'•</)> 
(1.10) 
kur operators G ir no (1.9). 
Lai iegūtu diferenciālvienādojumu procesam y{t). lietosim kon­




кх{у2*уз) = а{х,у2)рх{у2.Уз) 
telpā Y x Y . 
Kādā varbūtību telpā (Q.T. P) ar filtrāciju {JF*,J > 0 } var 
definēt [18] J^—mērojamo Puasona mēru щ1у^щг4Щ ar parametru 
0з (kas nozīmē Epx{y1.y2, dt) — Trx(y1,y2)dt). Ir viegli 
pārbaudīt, ka skalārais stohastiskais vienādojums 
i/2€Y (/3GY 
definē [18] no labās puses nepārtrauktu, homogēnu Markova procesu 
telpā Y ar infinitezimālo ģeneratoru 
Z E К » +­Ныйм&). ) ­ <­?(#)K(i/2* ы = 
= a(.r..y) E [c(0 3) ­ 1>{у)]рх{у.уз) = (Qxv) [у] . 
</з GY 
Tā kā eksistē [12] viens vienīgs Markova process telpā Y , kuru uzdod 
infinitezimālais operators (1.1). mēs varam lietot vienādojumu (1.11) 
Markova procesa y(t) aprakstam. 
Lietojot iepriekš nodefinēto Puasona mēru vx{y2.,y3,dt). var pār­
rakstīt vienādojumus (1.7) un (1.6) kā Puasona tipa stohastisko difer­
enciālvienādojumu: 
dx(t) = ef(x(t).y{t).s)dt+ 
+ £ E ^Ш-у{1)-у-ъУъ.фЛу2-у^<-Щ- (1.12) 
Jf2€Y y 3GY 
kur 
д(х.у.у-13Л^)~{ ф ļ y m S ) m j u y = m 
un y(t) ir vienādojuma (1.11) atrisinājums ar sākuma nosacījumu 
y(0) = у . Tagad pāri {#(£), varam apskatīt kā stohastisko difer­
enciālvienādojumu sistēmas (1.11)­(1.12) atrisinājumu. Tad. saskaņā 
ar [18] . šīs sistēmas atrisinājums ir Markova process {.r(č). #(£)} ar 
infinitezimālo operatoru 
{tv)(x,y) ~- -:(f(x,y.5).ŗx)v{x.y}+ 
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+ E X! [1-(х + ^(х-У*У2-Уз^),у + г(у.у2,у3))-и{х.у)]1гх(у2,уз). 
(1.13) 
Formulas (1.13) otro saskaitāmo var pārrakstīt forma: 
E Л [у{х + Ед{х.у,у2.у3,£),у+г(у,у2,Уз))-и{х.у)]7Гх{у2щу3) -
y?<EY y3EY 
= X X N x + ^д{х-У-У2.Уз^)-У + r{y.y2.y:i))-
Г/ + ^(.У­02:0З)]7Гх(02­.УЗ) + 
+ £ ! £ N*. У + R(P> Э1 ­УЗ) ­ Ф ' .У)]^(02­ УЗ) = 
= a{x.y) E [t'(X­ + £#(.£.у.г).У.,) ­ ^'(^­.( /зЖ(.У­.УЗ)+ Q^'(^.;Y)­
Rezultātā iegūstam: 
[tv){x.y) =£(f(x.y.£).^x)v(x.y) + 
+a{x.y) + 50(.R.Y.c­).Y3) ­ v[x.y3)]px[y.уя) +Qxv{x.y). 
ys€Y 
Šis operators pilnīgi sakrīt ar (1.10). 
Tā kā vājais infinitezimālais operators pilnīgi definē Markova pro­
cesu, mēs varam secināt, ka vienādojumu sistēma (1.1) ­(1.4)­(1.6) 
ari definē Markova procesu {x(t),y(t)} ar infinitezimālo operatoru 
(1.10 ) . Pierādījums pabeigts. • 
Nākošajās nodaļās lietosim potenciāloperatoru īlx. tāpēc ieviesīsim 
šo jēdzienu un dosim dažus novērtējumus. 
Tā kā process y{t) ir vienmērīgi ergodisks, tad vienādojumam 
(Qxr)(x.y) = -F(x,y) (1.14) 
pēc Fredholma Alternatīvas atrisinājums eksistē tad un tikai tad. ja 
ir spēkā vienādība: 
X F(x.y)fix(dy)=0. (1.15) 
yeY 
Vienādojuma (1.14) atrisinājums uzdots ar potenciāloperatora īlx С 
L (C( Y ) ) palīdzību: 
ОС DC 
r{x.y) =( īīxF)(x.y) = j YjF(x.=)Px(t,y.z)dt = JEyF(x.y(t))dt. 
0 ; G Y 0 
(1.16) 
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Ja ir spēkā eksponenciālās ergoditātes nosacījums, tad šis integrālis 
eksistē. Bet oprerators īlx . kuru uzdod (1.16). tika definēts tikai 
tādām funkcijām, kurām izpildās (1.15). Apskatīsim potenciāla 
paplašinājumu uz visu telpu C( Y ) 
oo 
( ВД(й ­ / E f t ( ^ » ) ­ r i # W * (Ы7) 
о ^ Y 
jebkurai funkcijai и G C ' (Y) . Viegli pārliecināties, ka katram v G 
C ( Y ) izpildās 
QxUxv = -c(y) + v. (1.18) 
kur 
о = E v(y)l*x{dy). (1.19) 
Kad tiek lietoti operatori Qx.īix un vidējošana (1.19) divargumentu 
funkcijām, tad pieņemam, ka x ir fiksēts. 
Saskaņā ar y(t) vienmērīgo ergoditāti. operators П х ir lineārs, 
nepārtraukts operators, tātad ĪI X ir vienmērīgi ierobežots, t.i. eksistē 
tāda positīva konstante h. ka 
sup \(īlxF)(x. y)\ < h suņ\F(x. y)\ visiem x G R" un sup ||ПХ|| < h 
(1.20) 
Viegli pārliecināties, ka pie minētajiem nosacījumiem uz px{x. y) visiem 
F(x.y). kas apmierina (1.15). ir spēkā novērtējumi: 
sup \\(DīixF)(x.y)\\ < h sup \\DF(x. y) + VJļ9 [īixF(x.y)}\\ \ < 
<h sup \\DF{x.y)\\ + h2Č\ sup \\F{x.y)\ (1.21) 
un 
sup D2(UxF)(x.y) < 
<hmp D2F(x.y) + DŗxQxinxF(x.y)} + 2Qx[D(nxF)(x.y)]\\ < 
y€Y 
t£īln.y€Y 
i h sup D'2F[x.y) 
( jeR 7 1 .yeY 
+h2(C2 + 2C2) sup \\F(x,y) 
xeīLn.yeY 
(1-22) 
pozitīvam konstantēm Či .C 2 . 
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Lietosim apzīmējumus: 
y£(t) - stohastiskā vienādojuma 
%*(*)= S H ЛуМ-У2.У?)"хАУ2-У1\.<1г) (1.23) 
atrisinājums. 
rj - procesa ys\t) Ieciena momenti 
Fj{x,y) =fj{x.y.s) +a{x.y)gj{x,y.c). 
bj{x) = £ FjĻi\y)u.x{y). j = 1.2 
</GY 
(DVy) ( i ' ) - otro atvasinājumu pec x matrica. 
Ex,y{v(x(t).y(t)} = E{v(x(t).y(t) | x(0) = x. y(0) = y}. 
Citus nepieciešamos apzīmējumus un definīcijas ieviesīsim darba 
gaitā. 
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2. Diferenciālvienādojumu ar Markova impulsu 
atgriezenisko saiti vidējošana un stabilitāte 
2.1. Vidējošanas principa pamatojums 
Veiksim laika maiņu s = st. Ieviesīsim apzīmējumus y£{s) — 1 / ( 7 ) . 
xs(s) = x{-). Apzīmēsim ar x(t) vienādojumu sistēmas ( l .T)-( l .o)-
(1.6) atrisinājumu ar funkcijām f(x, y, 0) un g(x, y, 0) funkciju f(x. y. 5) 
un g(x, y, z) vietā. 
Lemma 2.1.1. Visiem T > 0. 6 > 0. у £ Y m X € № 
x[-)-xe(t) = 0 . lim E sup 
o < « r 
Pierādījums. Aprēķināsim procesa tr(£) vajo infinitezimālo opera­
toru: 
ļ ī m - В** - c(-r.</)} = ļ i m E*ļir j ~ 
= \qxv)(x,y) = £ [ Ф Ы М -
No šīs formulas un (1.11) varam secināt, ka Markova procesu y~{t) 
var apskatīt kā stohastiskā diferenciālvienādojuma 
dy£{t)= £ г{$Щ*Ш1№Ш(т,т,Щ 
atrisinājumu, kur ~Eii>£(yi. y2. dt) = ^7rx(yi. y2)dt. Lietojot mēru vļ 
procesa xs(t) aprakstam, iegūsim stohastisko vienādojumu: 
+ £ £ (~) -УЧ*)-У2.Уз.фх(У2*Уз-Л^). 
Šo vienādojumu var pārrakstīt formā 
<fe(') =fl(x(tyy=(t))dt+ 
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y 2 6Y y 3 € Y V c / 
+ £ [ ( / 2 ( . r ( ^ . / ( r ) ) . c - ) ^ + 
kur 
n (г и и и \ - \ °' J f l У & 111 
9Л*.У-У2.Уъ)-{ g ļ { X m y l J a y = y2 » 
Vienādojuma labā puse apmierina Lipšica nosacījumu un lineārā 
pieauguma nosacījumu vienmērīgi pēc у G Y un £ E [0.1]. un pierādī­
jums seko no [18] II daļas §2.9 1.teorēmas. • 
Tagad par pamatu ņemot Lemmu 2.1.1. pētot procesu xs. varam 
Hetot funkcijas f(x,y,0) un g(x,y,0) funkciju f{x,y,s) un g{x.y.s) 
vietā. Pēc lēnā laika substitūcijas vienādojumu sistēma procesam 
x(l) - x£ izskatīsies šādi: 
(IXе 
— = / L ( ^ ( f ) . / ( r ) ) . (2.1) 
ja t e ( г / _ ! , г / ) , 
хЦф = x£(tj - 0) + е91(хе(т; - 0).y=(Tj - 0)) (2.2) 
visiem j G N. ar sākuma nosacījumu 
хЦ0)=х. (2.3) 
Pārim {x~ (t),yŗ'(t)} varam aprēķināt vājo infinitezimālo operatoru: 
C(s)v(x,y) = ļ i m Ex.y = 
= (1Лх.у)^х)и(х.у) + -Qxc(x.y) + (G(s)v)(x.y). 
kur 
[G{s)v){x.y) = E Их -r?9i{x-y*č).z) - v{x.z)}px{y.z), 
: £ Y 
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Kopa ar sistēmu (2.1)­(2.2) apskatīsim pec invarianta mera vidējoto 
sistēmu: 
du ,, . . 
ā=h{*), (2.4) 
« (0) = x, (2.5) 
kur 
Mx) = £ [ / i ( J ­ y ­ " ) + ci{x.y)gx{x.y.e)]ux{y). 
>j£Y 
Vienādojuma (2.4) atrisinājumu ar sākuma nosacījumu (2.5) apzīmēsim 
ar u(t, x). 
Pierādīsim, ka attēlojumam bv : R " —> R " ir divi nepārtraukti, 
ierobežoti atvasinājumi. Atvasinājums 
Dbx(x) = £ Я * Ц * * * Ы » ) + £ ^ ( . r . ^ V ^ ^ r ) (2.6) 
eksistē . ja eksistē V r / i x ( c ) . Lai to pārbaudītu, apskatīsim vienādojumu 
(QX)(.y) = o. 
kurš nosaka mēru px{y). Atvasinot šo vienādojumu, iegūstam 
ЩЧфх = ~VxQļux. (2.7) 
Lai šim vienādojumam eksistētu atrisinājums v~xfix. pēc Fredholma 
Alternatīvas vienādojuma labajai pusei ir jābūt ortogonālai vienādo­
juma 
Kb*J (W=° (2-8) 
atrisinājumam. Tā kā vienādojuma (2.8) atrisinājums ir patvaļīga 
konstante, pārbaudīsim nosacījuma 
E V , Q ; M У) = о (2.9) 
izpildīšanos. Ir viegli pierādīt, ka operators Q*/i ir formā: 
Tad nosacījumu (2.9) var parakstīt šāda veidā: 




y€Y j ē Y yGY 
--GY 
nosacījums (2.9) izpildās. Tad Vxux uzdod veidā: 
S?9fix = ļ exp [Qļt) VxQļfix dt. 
о 
Lietojot šo formulu, varam iegūt Vxfix novērtējumu: 
||V^|| <C\\VxQ*īP,x\\. 
Tā kā pie mūsu nosacījumiem attiecībā uz a(x.y) un ^7xpx(y. z) 
\^xa(x.z)\ < C ļ s u p E \VlPx{z.y)\<d (2.10) 
yeY , € Y 
kādām pozitīvām konstantēm c\ un C\. tad 
+ Y^ Ф- ~W*Px[:.y)px{~) V z a ( x , z)ļix{y) < 
< ci 1Ы411 + с» 1Ы»)И + « 2 1 Ы * ) | | sup E l | v ^ , ( ; . 
m m 
<Č\\\ux(y)\\ 
Visbeidzot ieguvām novērtējumu: 
\Vxux\\ < C ' iČi \\px{y)\\ 
no kura seko 
< 
\\Dbx(x)\\ < sup 'iDFAs.z-Jll + C sup HFn^-.c 
ļ/GY. XGX yGY, xGX 
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kādai pozitīvai С. 
Lai novērtētu normu ||.D2&i{:r)|| 
:GV 
+E ^ ķ ^ v ^ ļ ž ) , 
no (2.7) varam iegūt vienādojumu funkcijai DV xax : 
Kā viegli pārbaudīt, nosacījums 
Eļ E DVxa{x.z)px{z.y)ux(z) + 2 E ^^а . ( 1 ­ . г )^р л . ( : . , ( / )^ х ( с ) ­= 6V 
} j/GV L=GV 
+ E 2)V a.p a.(ž,jr)V a ;^ a.(2;) ­ v>.( .r . z)Vxux{y) \ = 0 
rGV J 
izpildās, kas garantē mums funkcijas DVxļdx eksistenci un veidu: 
oo 
DVxux = ļexp(Q:t)(DVxQ:ax + 2DQ:\7xux)dt, 
о 
no kura seko 
\\D49p4 < C(\\D2Q:UX\\ + 2\\DQ:\-XUX\\) . 
Tad atliek tikai aprēķināt normu 
E DVxa{x.z)px{z.y}u-x{z)+ 




un no (2.10) un novērtējumiem 
DVxa{x,z)\\ < c2 sup Y \\DVxpx{z,y < c 2 
seko 
\DVxQy\\ <c2 ||^(r)||+ C l ||^(r)||sup £ DVxpx{z.y) + 
+a2 \\ux{z)\\ sup 
+с2\\их(у)\\<С2\\их(у)\\ 
\\DVxpx\\ <CČ2||/ix(!,)|| + 2CČ 2 ||V^|| < K\\px(y)\\ 
kādai pozitīvai A". kas dos mums novērtējumu 
D2b!{x) < sup Ш> 2^(.г.~) + Č sup ļļPFi(x.r)ļļ + 
y€Y. xGX 1 y£Y. xGX 
+K sup ļ|Fi(x, 
y€Y, xGX 
Tātad pie mūsu nosacījumiem uz fi(x,y) un g\{x,y) funkcijai bļ(x) 
eksistē 2 nepārtraukti, ierobežoti atvasinājumi. 
Mūsu tālākajam aprēķinam būs vajadzīgi sekojoši novērtējumi: 
no tā, ka funkcijas y) un g\{x1 y) ir nepārtrauktas un ierobežotas, 
seko novērtējumi: 
sup \F{{x.y)\ < k. sup \\DFi(x.y)\\ < kt 
x£R" -y€Y хеКп ,t/GY 
pietiekoši lieliem k.kļ. Tad no 1.daļas (1.20) formulas izriet 
sup \{UxFl){x,y)\ < h sup \Fx{x,y)\<hk 
un no (1.21) seko novērtējums: 
sup \\{DīlxFi)(x,y)\\ < h sup ||Z>F1(a?tjf)ļļ + 
^GR' ! ,i/GY x<=R".y£Y 
(2.11) 




Lemma 2.1.2. Eksistē tādu konstante c 3 > 0. ka visiem x £ R n . 
у £ Y un с £ (0.1) izpildās nevienādības 
\(x - в, ( п ^ щ ^ й ) ! < c : j (I + ļi-Ļ2 + И ' 2 ) 
|(&i(«)-(n.F 1 ) {x, ļ / ) ļ<c 3 ( l + ķ| 2 + M 2 ) 
|(« - «. ( Ш Л 5 ( я , y)/i(a?,ž^)| < c 3 (l + |.c|2 + ļ»|2) 
< c 3 (l + |*|2 + |i/ļ2) 
Pierādījums. Visas Šīs nevienādības seko no skalārā reizinājuma 
īpašībām, funkciju fi(x,y) un g\(x,y) vienmērīgās ierobežotības un 
(2.11): 
\(x - и,(ПЛ)(х,й)| < \x - u\\(īixF,)(x.y)\ < hk(\x\ + \u\) < 
< c 3 ( l + \x\2 + \u\2) . 
(\!\(x,y.E)\-та(х.у) \gi{x,y,e)\) \{Tī*Fi}i*,it)\ < hk2 < c, (l + \x\2) 
\(bl(u).(H,F1){x.y)\ < hk:2 < c 3 (l + M 2 + \u\2) . 
a{x.y) 
\[x+egi($,y) - u.(īlxFi)(x + £gi(x,y).y) - (EĻFj,).(sf,ri| < 
< — \x + ik — u\ ĪTX ļefDFi (x + sgļ(x.y).y)gļ(x.y)d^ 
< a2hkki \x + к — u\ < c 3 (l + |x*|2 + |u|2) 
un no (2.12) seko: 
\(x- u.{DUxF[)(x.y)fl(x,y)\ < \x - u\ (hĶ+IrČ.k) < 
< c 3 ( l + |.r|2 •+- |u|2) 
< 
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Teorēma 2.1.1. (Vidējošanas princips). Pie iepriekšminētajiem 
nosacījumiem visiem r > 0 unT > 0 process xE{t) konverģē, ja E —> 0. 
uz vidējotā vienādojuma (2.4) atrisinājumu u(t,x) vienmērīgi visiem 
t g [0.Г] kopā L'r = {|x| < r) . t.L, visiem S > 0 
lim sup Р -гЛ sup |x~(f) — u(r.x)\ > S = 0. 
Pierādījums. Apzīmēsim: 
P l ķ , * к) = 2 (ar ­ в, (П ж ^) (а : ,у ) ) + (2ci + 1) ( l + |.r|2 + \n\2) . 
No Lemmas 2.1.2 seko nevienādības: 
( l + |.r|2 + |u|2) < и^х.у.и) < (lc{ + 1) (l + \x\ž-r \uf) . (2.13) 
\{(V,Vi)(x.y.u).fx{x.y))\ = 
= \([2UtFl(x.y) + 2(x- u)DUxFļ(x.y) + 
+(4C, + ф] .Mx.y))\ < h ( l + H 2 + |гг|2) . 
\((X7uvi)(x.y,u).bl(u))\=2\(īlxFl(x.y).bl(u))\ + 
+{4C 1 +4 } {H»W»)) < A'i l 1 + M 2 + l«l2) • 
|(G(c) l4) (^<M0 I = 
^ E {2 (x + e9l(x7 у) - u , ī l x F x ( x + egx(x,y),z)) + 
+ (2c l + l ) ( l + |x + c-pL(x.ļ/)|2 + ļ a | 2 ) -
- 2 (* - щ (īlxFx)(x, г)) - (2c, + 1) ( l + |sļ2 + Ы.У­ *) 
%, z) +2E (9l(x,y),(UxFx)(x, z))}Px(y. z)\ + 
+ ^ (2cj + 1 ) (i + к + 5^1 (*, </)l2 ­ W 2) < 
< 2 sup (x + £ 4 i U . , y ) ­ « . П Г ^ ( х + 5<?i{.r..y).= ) ­
­(ri J GF 1)(.r. « ) ) + 2 « ( # , t f Ы*»»)1 sup |(П х ^)(х,г)| < 
reY 
< 2 d ( l + |.t­|2 + |»|2) + 
+ (2ci + 1) sup a(j . ļ f ) (2 | Л (аг ,» )| + e \gi(x.y)\2) 
: 6 Y 4 7 
< Jfcj ( l + |.tf + | « | 2 ) 
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kādai konstantei fej. Tagad varam aprēķināt infinitezimalo 
operatoru Markova procesam {xs(t),y£{t),u{t)} : 
{Lv)(x<y,u) =\mij[E^y{v{xs(t).ys{t),u{t)) -v{x,y,u)} = 
= (6i(J:), Vu)v{i\y.u) + {fl{x.y),'vx)v{x.y.u) +Gķ)v(xtyiu)+ 
-\-lQxv{x,y. u) 
12 " 
Funkcijai v(x.y,u) — \x — u\ + щщ (х, у, u) iegūstam 
{Lv){x,y. u) = 
= 2{x- u.Fļ{x,y) - 6i(m)) + ?{bi{x).Vu)Vļ{x,y.u) + 
+-:{fl(x,y).Vx)vl{x,y.u) + EG(e)vi{;x,y, u) + Qxv1{x.y. u )+ 
No operatoru Qx un П х definīcijām seko vienādība 
{Qxvi){x.y. u) = - 2 ( x - u,Fļ(.i\ г/)) -ļ- 2 (.r - b ,Ai - {*) ) . 
ar kuras palīdzību varam uzrakstīt: 
{Lv)(x,y, и) <2(x- и.Ь^х) - bi(u)) + 3cA-2 ( l + ķ f + |«|2) < 
< 2k \x - u\2 + +C2E (l + \x\2 ф |гг|2) < (2fc + щ) (\x - uf + 
+s (l + ķ| 2 + H2)) < (2* + c*)t>(ar,y,ti) 
ar konstanti c 2 = 3A-2. Tagad varam pielietot Dinkina formulu ([12]): 
Ex,yv(r(t),ys(t).u(t.u)) = 
t 
= v{x.y. m ) + / E ^ t L u ) {x£{t),ys{t). u(s, u)) ds < 
о 
f 
< v{x,y.u) + (2k + c2) J Ex,yv{x^t),y^t),u(siu))4§. 
0 
no kuras izriet, ka ŗ(t) = е~^2к+с^1и (x£ (t), y~ (t). u(t)) ir pozitīvs su-
permartingāls. un mēs varam lietot supermartingālu nevienādību: 
Px,y ļ SUp ф) > p] < -Шх>1/фв) 
Vo<t<T J p 
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visiem T > £0 > 0 un p > 0. Ņemot vera (2.13). varam uzrakstīt: 
у sup ļJ;£(i) — u(t, x)\ > S ) = 
= P , y ( sup ķ £ ( r ) - u(£,.r)|2 > 6'2) < 
\ta<t<T ) 
< Р * . Л sup t i f ( f ) , f ( f ) . ( ( ( U l ) > J 2 ) < 
\tQ<t<T } 
< Psy ( sup e - ( 2 * + C a ) ' i ' ( i : - ' ( 0 . r { 0 - " ( ^ ^ ) ) > e - ( 2 A ' + ^ ) r ( ) 2 ) < 
\to<t<T / 
< •—p Е х > | ,с(* 0 ) < — p ф\</..г) < ! — p ( l + 2 ķ | 
No tā uzreiz izriet 
lim sup Vxy ļ sup \x£{t) — u(t,x)\ > 5 ļ = 0 
Teorēma ir pierādīta. • 
2.2. Stabilitātes pētījums, izmantojot vidējoto 
vienādojumu. 
Tagad apskatīsim impulsu sistēmu (2.1)-(2.2) pie nosacījumiem: 
/ i ( 0 , y ) - 0 , 5 i ( 0 . . y ) - 0 . (2.14) 
Ir viegli redzēt, ka pie šiem nosacījumiem izpildās identitāte &i(0) = 
0. kas nodrošina vienādojuma (2.4) triviālā atrisinājuma eksistenci. 
Lai gan funkcijas / j un gx ir ierobežotas, tām arī eksistē pēc visiem ar­
gumentiem nepārtraukti atvasinājumi, tāpēc varam lietot arī novērtē­
jumus: 
1Л (*,jr)|£ *i 1*1, \gifay)\<hW, (2.15) 
kur konstante k\ ir tāda. ka \s/fi{£-y) \ < &i u n |VSi(^Ž?)ļ 5: 
Definīcija 1. Vienādojuma (2.4) triviālo atrisinājumu sauksim par 
eksponenciāli stabilu, ja eksistē tādas konstantes M > 0 un ~ > 0. 
ka. katram x £ R." un t > 0 izpildās 
\u{t.x)\ < Me-'!i\x\. (2.16) 
Teorēma 2.2.1. Ja izpildās iepriekšminētie nosacījumi un vidējotā 
vienādojuma (2.4) triviālais atrisinājums ir eksponenciāli stabils, tad 
(eksistē tāds SQ > 0. ka visiem E E (0.EQ)) sistēmas (2.1 )-(2.2) atrisi­
nājums Xе(i) ir asimptotiski lokāli stabils pēc varbūtības. 
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Pierādījums. Lietosim Ļapunova funkcionāli 
VQ(X) -ļ \u{trx)[ dt (2.17) 
kādam pozitīvam T > 0. No formulām (2.15)-(2.16) seko. ka kon­
stanti T var izvēlēties tā, lai izpildītos 
Ci \xf < V0(x) < C2 \x\ (2.18) 
kādai C\ > 0 un visiem x E R " • Tā kā funkcijas b\(x) pirmais un 
otrais atvasinājumi ir ierobežotas funkcijas, tad vienādojuma (2.4) 
atrisinājumam u(t, y) arī ir divi atvasinājumi [35] un ir spēkā novērtē­
jumi: 
V|«(*,a?)| 2| < qleQ2t \x\ 
D V |«(*,x)| 2| < q1eqoJ (2.19) 
visiem t > 0. x E R " un kādiem qy > 0. g2 > 0. Tad funkcionalim 
VQ(X) arī ir divi nepārtraukti atvasinājumi, kuriem izpildās novērtējumi: 
|(Vl ' 0 )(j:)| < & \x DVvq(x)\\ < g3 (2.20) 
kādam pozitīvam q% > 0. Bez tam vektorfunkcija (Vi'o)(.r) apmierina 
Lipšica nosacījumu 
\{S/v0)(x) - (Vv 0 ) {u)| < qA \x - и (2.21) 
visiem x E R " . и E R r i un kādai konstantei g4 > 0. Lietojot 
reprezentāciju 
1 
{u{t.x)) = ļ \u{t,(u{A.x))f dt = 
Г + Л 
= ļ \u(t + A.x}\2 dt = ļ \u($, x)f ds 
un (2.16), iegūstam 
{Vv0(x)rh(x)) ==lim - [vQ{u{t,x)) - L ' 0(x)] = 
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} = \u{T. x)\* — \x\* < ^ļļrn — i j \u{s,x)\2ds- ļ \u{s,x)\2ds 
< ( M e - 7 T - l ) \x\2. 
No šī novērtējuma un (2.18) ir redzams, ka mēs varam izvēlēties Г 
tik lielu, lai nevienādība 
( V i ' 0 ( i - ) A U - ) ) < - Ļ 2 < (2-22) 
2 2c 2 
būtu spēkā visiem x E R" . Tālāk varam uzrakstīt v0 {x + sg\(x.y)) — 
VQ(X) formā: 
s 
v0 {x + £gx{x. y)) - v0(x) = ļ ((Vt'o) (* + sgx{x. y))., gi{x, y)) ds = 
о 
= £ ((VvQ)(x), д1(х.у)) + rg,(x. y. 4, (2.23) 
kur gx{x.y,s) ir funkcionālis: 
<?i(.r.ļ/,t) = ~ ļ ( ( ¥ % ) [x + sgx{x.y)) - {X7Vo)(x).gi(x.y))ds. 
Tālākos mūsu spriedumos apskatīsim tikai apkārtnīti \x\ < 1. Tā 
kā \x\ < 1, izteiksmes novērtēsim ar mazākām x pakāpēm. Tātad, 
izpildoties formulai (2.21), varam rakstīt: 
\Ы^У^?)\ < Ч*Ы^У)\2 < q4k2 \x\2 . (2.24) 
Tagad apskatīsim funkcionāli v{x.y) = Vo(x)+€Vi(x,y), kur щ(х) 
tika nodefinēta ar formulu (2.17). un vx(ar,y) definēsim kā 
vl(x.y) = (Vv0(x).(UīF[)(^y))- (2-25) 
Pēc definīcijas varam aprēķināt funkcijai v(x,y) infinitezimālo 
operatoru: 
Цф(х.у) = (VvQ(x).fļ(x.y)) + s ((Vi. 1)(.r..y)./ 1(x-.. ? /)) + 
4- {Qv{) (x-, y) + [щ (x + sgx(x. y)) - v0(x)] 4-
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+Ф,У) Y< [v\{x + £gi{x,y),z) - vx{x.z)]p{x,y.z) = 
= {Vv0{x),F1{x.y)) - (¥fķfa%Fi{ab,$)) + {^v0{x).bl{x,y)) + 
+a{x,y) Y, [v\{x + sgi{x,y),z) - Vļ(x. z)]p{x.y.z)+ 
Novērtēsim šīs izteiksmes locekļus: 
< L^%C4l sup | ( В Д ) ( ^ З / ) | < & M [ a r f , (2.26) 
N<1 
Lai iegūtu Vui (£ ,y ) novērtējumu, mums ir jāiegūst D(īlxF[ )(x, y) 
novērtējums: 
\\D{HxFl){x.y)\\<h^\\DFl{x.y)\\^h2C\ т^ШшМ < 
\x\<\ |z|<l 
< hk2 + hCļk \x\< hC3 
tad 
|VM^)|<ļļZ)V<; 0 ( . t - )|| №xFl)(x.y)\\ + 
+ L|Vvo(x)|| | | £ ( а д ) ( ^ ) | | < 
< g 3AA' + з 3/г 2 \x\ hC3 <q3\x\ (2.27) 
kādam q3 > 0, un, lietojot (2.27). ir viegli iegūt novērtējumu: 
a{x,y) \vi(x + sgi(x,y),z) - vx{x,z)\ < 
< a.2s\gi(x.y)\\^vx(x,z)\ < sqz\x\2 (2.28) 
visiem s <E (0 .1) . у G Y , \x\ < 1. Tagad varam novērtēt C(s)v(xmy) 
£{-:)v(x,y) < - i \xf + -:qz \x\2 + g (а 2 дД- 2 |*|* + ^ * ķ| 2) < 
kādai konstantei c 3 > 0 un visiem t E (0 .1 ) , 7/ E Y , \X\ < 1. No 
formulām (2.18) un (2.26) izriet novērtējums: 
LI ĶF < v{x,y) < k2 \x\2, (2.30) 
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kur 
feļ =2 Ci— sg^hk. k2 = c 2 + Щккк, 
Tad (2.29) var pārrakstīt formā: 
£(ф(х­ .< , ) < ­ 2cc 3) |zf < ­ | v(x.y) (2.31) 
visiem у £ Y . \x\ < 1 un ē E (O.Eo) (pietiekoši mazam 5 0 > 0). 
Mēs varam izvēlēties s0 tik mazu. lai izpildītos nevienādība: 
1 ­ 2ec 3 > 1 
^2 " 
visiem f E (0 .£ 0 ) . un tad varam rakstīt: 
Цф{х,у) < -^-Ф.у). (2.32) 
Tagad mēs varam pielietot Dinkina formulu apstādinātiem laika mo­
mentiem: 
1 Ь * И ^ М * ) Ш * > Ю В = v(x.y)+Ex,y ļ (Цф)(хЦ.з).у-:(з)) ds. 
b 
(2.33) 
kur rp(t) = minļr^.t} . rp = inf{£ > 0 : \xE(t)\ > p} (pirmais 
laika moments, kad x£(t) iziet no lodes ļa'ļ < p). Ievietojot operatora 
C{E)V(x, y) novērtējumu no (2.32). iegūstam: 
Ех^(х':(гр(1)),у-=(тр^))) < v(x,y) - —Ex.y ļ 1<(хЦз).уЦ.з)) ds. 
2 0 
No šis nevienādības izriet, ka 
Ex,yv(x£(rp(t)).ys(rp{t))) < v(x.y). 
Tagad apskatīsim tā saucamo "apstādināto" procesu x, kuru 
iegūstam, apstādinot procesu x~(t) pirmajā laika momentā r. pārejot 
p robežu: 
> \ xE{Tfi), t > тр. \x£{tp)\ = p 
I N 
Aprēķināsim varbūtību P sup jjr(r)] > p 
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P (sup \x£{t)\ >p) < P (sup \x(t)\ = p) < P (sup |x-(f)ļ2 > — ļ < 
\г>о / \(>o / \<>o 4 у 
(tā kā līdz izejai no lodes Up = {\x\ < p} ir spēkā novērtējumi (2.30) 
un (2.32). tad process v {x{t).y£{t)) ir supermartingāls un mēs varam 
pielietot supermartingālu nevienādību) 
И / 1 p 2 \ 4 4 ко о 
< P [snprv (ī(t)4y*(t)) >~)< |T3*(*VlO < f 4 r f -\<>o feļ 4 / kip1 kypl 
So varbūtību var padarīt pec patikas mazu, izvēloties sākotnējos da­
tus x(0) = x. Tātad mēs esam pierādījuši procesa x£(t) stabilitāti 
pēc varbūtības.t.i. 
lim P sup \x£{t) \ > S = 0 
M-+o \t>o J 
visiem S > 0. 
Tagad ir jāpierāda, ka visi atrisinājumi, kuri neiziet no L'p. tiecas 
uz 0, ja t -> oc. No (2.32) seko. ka 
l + flejJe^jfJSO, (2.34) 
Lietojot Dinkina formulu, varam uzrakstīt visiem i G у £ Y un 
visiem г > s > 0 : 
E ,y{e^rAt\ix4Tp(t)).f(Tp(t)))^ 
+ E у ļ ^ + адЬ^иф­£(и).Г(«)) du< X _ 
О 
< v(x.y) < k2\p\2. (2.35) 
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Tātad mes esam pieradījuši, ka process 
== e*Č2T v(x£(Tp(t)),yĒ(rp(t))) ir ^-saskaņots supermartingāls. 
j o visiem x E Up, у ē Y un t > s > 0 izpildās nevienādība: 
ЕХ.У [*^№(тАтУ1ъ№) i ? s \ < 
< Ex.y { c ^ - ( - s ) c ( . r ( r p ( , ) ) . / ( r P W ) ) } . 
Aprēķināsim varbūtību: 
Pj ,y sup |ar(r)| > 6. r p = • = Px_y sup |**'(t)| > S , r p = ОС < 
\t>s / V / 
< Px,y (sup ^y(ar £ ( r ) ,y e ( t ) ) > S2, rp = 0 0 ) < 
< P x , y ^sup e^ ' v ( j r ( r ) , i / £ { r ) ) > 6 * ^ * 1 % , r p = ©oj < 
< P x . y Гшр eīkrp{t}v{xs(Tp{t)). y-:(rp(t)))s > efcj%, rp = oc J < 
< Px.„ s^up е ^ г Д < , г ( х £ ( т р ( 0 ) . Г ( г , ( 0 ) ) > l A V J H ( < 
(tā kā e ^ T p ^ и (аг е (гДс)) , y£{Tp(t))) ir pozitīvs supermartingāls. varam 
pielietot supermartingālu nevienādību) 
( < ^ е ­ * 3 Е г . , | е * г ^ , ( х £ ( г р ( 0 ) ­ / ( т - р ( 0 ) ) } . 
Lietojot (2.35) varam uzrakstīt 
ī*Xļy (sup \x':{t)\ > 6, тр -oc) < г ^ е ~ ^ й |/?ļ2 - » 0. ja s -> oc. 
visiem у E Y . |#| < 1 un £ € (0,£o) (pietiekoši mazam £0 > 0). 
Tādejādi mēs ieguvām Šādu rezultātu: visi sistēmas (2.1)­(2.2) 
atrisinājumi, kuri neiziet no lodes \x\ < p < 1. eksponenciāli tiecas 
uz nulli. 
No atrisinājumu x'(t) stabilitātes pēc varbūtības un no tā. ka 
atrisinājumi, kuri nav izgājuši ārpus lodes Um eksponenciāli tiecas uz 
nulli, var secināt, ka atrisinājumi xs(t) ir asimptotiski lokāli stabili 
pēc varbūtības. • 
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2.3. Stohastisks oscilators, kura pārslēdzošais Markova pro­
cess atkarīgs no fāzu koordinātas 
Kā vienkāršāko piemēru apskatīsim vienādojumu lineāram harmo­
niskam oscilatoram, kurš atrodas mazu lineāru impulsa perturbāciju 
ietekmē: 
x + 2e6(y)x + (J + -zhy{t)) x = 0. (2.36) 
Process y{t), kurš rada šīs perturbācijas, ir gabaliem konstants. Sī 
procesa konstantuma intervālos dinamiskā sistēmā notiek kustība 
pa kustības trajektorijām (2.36) līdz procesa y(t) kārtēja lēciena 
gadījummomentam ту, kad notiek arī fāzu trajektorijas lēciens, kurš 
tiek uzdots ar nosacījumu 
X(TJ)= X{TJ-0) 
X(TJ) = x{Tj ­ 0) + 8~IX{Tj ­ 0). (2.37) 
Pieņemsim, ka procesam y(t) ir divi stāvokļi y\ un y2 un ka tas ir 
ergodisks, ar vienu vienīgu invariantu mēru p. atkarīgu no x. 
y{t) У1 У-2 
(i(x) ц{{х) 1 - A'l(-i') 
Tāpat pieņemsim, ka 
/ i i ( л ) = 1 - x' 
(saskaņā ar to, ka mēs apskatam mazas svārstības x = 0 apkārtnē, 
mērs būs pozitīvs.) 
Pāriesim uz polārajām koordinātām, izmantojot standarta sub-
stitūciju 
| x = r cos [uti + tp) 
\ x = — sin (jjt + -p). 
Ieguvām ekvivalentu sākotnējai sistēmai (2.36)-(2.37) sistēmu polāra­
jās koordinātās, kurā sastāv no diferenciālvienādojumiem rādiusam 
un fazai 
r = €т куЩ sin 2 (ut + tp) - 26{y) sin 2 (u/f. + ^ ) | 
ф = —hy(t) cos 2 (ut + p) — sS(y) sin 2 (yt + ф), 
ja Tj^ļ < t < Tj, un lēcienu nosacījumiem 
r(Tj) = r(r, - 0) 1 + i - {1 - cos 2 U t , + г-(ту - 0} ) } + 
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+ c 2 ^ s i n 2 2 ( ^ r J + > ; ( r , - 0 ) ) 
?{TJ) = <p(Tj - 0 ) + £ | s i n 2 U - r , - +r(rj - 0 ) ) -
- £ 2 ^ - sin2 (ui + p f o - 0)) sin2 (utj + siTj - 0 ) ) . 
Saskaņā ar 2.daļā iegūtiem rezultātiem, šīs sistēmas dinamiskus rak­
sturojumus vidējosim pēc invarianta mēra 
F ( r , с ( ^ ­ A » t f a 3 . ( « t f t + ^ ) - 8 * ( « i ) d i ^ { u t f + ^) + 
,=1,2 L i ^ ' 
4­ ­ cos2 (w* + r ^ ( r ^ ) 
Ф ( г : г " . П = £ 5 1 { ­ % c o s 2 ( ^ + , ; ) ­ d(.y;)sin2(^^ + ^) + 
«=1,2 
+ a | sin 2 (u.'f + ^ ) | pkir-,^ 
un tieši iekļautā laika 
0 
2тг/ 
* 1 ' » У ) * / « * — «ЗП "Г с — " Л . 7 2 ­ ,У1 Г 
0 
Ieguvām parasto diferenciālvienādojumu sistēmu 
.3 
г = Вт (б(У1) 4­ а | ) + 5^ ( % 2 ) ­ (2.38) 
Ф = етг-Ьух + = ­ , У 1 ) г 2 , (2.39) 
kas tuvināti apraksta sākotnējo impulsa sistēmu (2.36)­(2.37). Sākot­
nējās sistēmas atrisinājums pietiekoši maziem s atrodas sistēmas (2.38)­
(2.39) atrisinājuma s—apkārtnē. Kā izriet no 2.daļas 2.nodaļas rezultā­
tiem, iegūtas sistēmas (2.38)-(2.39) kvalitatīva analīze ļauj pētīt arī 
sākotnējās sistēmas stabilitāti. 
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No formulas (2.38) viegli redzams, ka sistēmā, izņemot līdzsvara 
stāvokli г = 0, parādās papildus stacionāra amplitūda r 2 
kas dod stacionāru dinamisku režīmu 
x = r 2 cos (u>t + ф), 
kur ф definēts vienādojumā (2.39). Tātad, ieguvām robežciku. Pār­
slēdzošā procesa varbūtisko raksturojumu atkarības no koordinātām 
dēļ lineārā modelī parādās nelineārs efekts. 
= 9 
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3. Difūziju aproksimacija un stabilitāte 
3.1. Difūziju aproksimacija 
3.1.1. Pāreja uz laiku E~2t un palīgfunkcionāļu novērtējumi 
Pieņemsim, ka bi(x) = 0. Tad visi vidējotā vienādojuma atrisinājumi 
ir konstantes, un tie nedod mums nekādu informāciju par sistēmas 
(1.5)-(1.8) atrisinājumu uzvedību. Šajā gadījumā mēs lietosim laika 
substitūciju s = te2. Apzīmējot x(-^) = xs(t), varam pārrakstīt 
sistēmu (1.5)-(1.8) formā: 
j a t € {rjl^rf). 
xs(t) = x,(t - 0) + eg(x£(t - U)tpe(t - 0 ) , f ) 
visiem t = rj\j 6 N. kur {rj~} ir Markova procesa y£(t). kurš ir 
definēts formulā (1.23). lēcienu momenti. Minētajā sistēmā (1.5)-
(1.8) mēs īslaicīgi atmetīsim locekļus / 3 un g 3 funkcijās / un g . un 
vēlreiz pārrakstīsim sistēmu: 
^ = -J^.yAt))+f2(X-;.y-At))* (3.1) 
j a t e ( г Д . т - / 2 ) . 
xs(t) ^x.:(t~0)+Egl(x.:(t-0).yAt-0)) + s1g2(x.:(t-0).ys(t-0)), 
(3.2) 
ja t = T ? , j € N , ar sākuma nosacījumu 
x£(0) = X. (3.3) 
Markova procesa {x ,{t), ys(t)} infinitezimālais operators L{~) ir 
veidā: 
(L(s)v)(x.y) = ^Qi'(x.y) + ]-(S7iix.y).fl(x,y) + sh(x.y))+ 
UUeG(e)v(x,y), (3.4) 
kur operators G[E) ir nodefinēts ar formulu: 
G{£)v(x,y) - Ķa{x.y) ^ [ < ' ( x + 5p l ( .r .(/) + £ 2 p 2 ( A ^ ) ) 2 ) -
-v{x,z)]px{y,z). (3.5) 
44 
Lemma 3.1.1. Pieņemsim, ka funkcijai u(x,y) ir nepārtraukti at­
vasinājumi pēc x E R n un u G V p , | V«ļ G V p _ ļ kādam p > 1. Tad 
£2(L(5)u)(xiy)-Qu(x.y) = rle(x.y) (3.6) 
visiem £ G (0 ,1 ) , r l e ( j ; , i / ) . un Q x u pieder teipai V p . bez tam 
sup |ļ*vļ| < oc , Iim r u (#,*/) = 0 visiem x G R" . ,y G Y . 
0<е<1 P 
Pierādījums. Uzrakstīsim funkcijai £ 2u{x. y) infenitezimālo opera­
toru (3.4): 
£ž(L{C)u)(x,y) = Qu(x.y) +£{Vu{x.y),f1{x.y) +£f2{X-y)) + 
-r£2G(£)u(x,y). 
Saskaņā ar mūsu nosacījumiem ļ/jļ .\gi\ G V 0 . ļ/aļ. G V ļ . Ka­
tram £ G (0, l ) , s G [0.1] varam uzrakstīt: 
ļ (V« (x 4- s (f5i(2 ' . ,y) + »* ) ) ] < 
< ||Vti|| ,^ (1 + |*| + |jfi(m,K)| 4- Ых.у)\Г1 < 
^II^IĻ.^i-blbillo + IMDa + K I R 1 . 
Tad operatoram (3.5) un augstāk minētajam и var uzrakstīt: 
£2(G(£)u)(x.y) = 
1 
= sa{x,y) £ \ {^u(x +s{£gl{x.y) + £2g2(x.y)).z).gl{x.y) + 
:eYJQ 
+eg2(*,y))ds px(y,z) = £a{x.y) (Vu{x. z).дг{х. у)) px{y. z)+ 
1 
+ А ( х , у ) / (V? ļ ( i-4 -s(£yi(x. i/)4-£ 2 52(^^)) .-)^2 (^-ļ / ) )^ J p x ( i / . ; ) -b 
1 
4-еа(а:,у)]Г / (4 u { % + f ( e $ i f o y) + y)),z)-
- V u ( j ; . z),#i(x,y))<fs px(ļ / .r) . 
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Та ka Jš/'u(x,y) ir nepārtraukts attēlojums, tam izpildās 
i 
lim / \Vu(x + s{tgx{x.y) + E2g2{x.у)), г) - Vu{x,z) 40 J 
visiem x 6 R " un у € Y . Izrakstīsim atlikumu : 
ruķrV) = ?{^u(x.y).fl{x.y)) + 
+Ea{x,y) J2{Vu{x\z),gi{x.y)) px{y.z)+ 
l 
+€a{x.y)Y, {^u{x + s{Egi{x.y) + E2g2{x.y)).z)- (3.7) 
-X?u{x.z).gi(x.y))ds px{y.z) + E2(Vu{x.y). f2{x.y)) + 
1 
+E2a{x.y) Y, f {Vu(x + s(egx(x,y)+ 
+s2g2{x.y)),z).g2{x,y))ds px{y. z) 
Ir viegli redzēt, ka Qxu(x, y). kā arī visi vienādojuma (3.7) labās 
puses locekļi pieder telpai V*. Lemma ir pierādīta. • 
Lemma 3.1.2. Pieņemsim, ka VQ(X) ir nepārtraukta funkcija ar di­
viem nepārtrauktiem atvasinājumiem un VQ G V p . \VQ\ E V p _ i . 
||£>Vu0|| 6 V p _ 2 kādam p>2. 
Tad 
(Č(s)(s)v0)(x) --J^vQ(x).Fl(x,y)) = (ŗv0(x).F2(x.y)) + 
+ \a{x,y){[DVv0{x)}gļ{x.y),gl{x.y))) + r2s{x,y) (3.8) 
Visiem e E (0.1) un vienādojuma (3.8) labās puses locekļi pieder 
telpai VP, un 
sup ||r2J| < ^c. limr2€{x,y) = 0 visiem x £ R" . у 6 Y . 
0<г< 1 P =4-0 
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Pierādījums. Pec G(s) definīcijas varam uzrakstīt funkcijai VQ(x) 
(x) = AjJU[Vq(x + E g i { X ļ y ) +s2g2(x.y)) - vQ(x)] = 
ū { X ' y ) ( V , 0 ( x ) , £ 5 l ( x , y ) + £ ^ 2 ( x . y ) ) + 2 
T 
0 
-Vv9(x),egi(x,y) 4- s2g2{x.y))) ds = 
a(x,y) 
#Х(А?,У) 4- eg<ļ(x,y)) + 
i i a(x*, ty) 
о о 
* ķ ī i f e l f ) + i 2 5 2 ( ^ - . ' y ) ) ) - ^ i ( x , . y ) 4 -e 2 # 2 ( s , dt = 
_ a{x.y) (\7UQ(x),£gļ(x^y)) + a{x.y){X7v0{x),g2{x.y)) + 




г ш = a(x\ gf) У У s ([(DVv0) (x* + f.s ( e & f o У) + </)) ) -
о о 
-£>ЧщЩ {gi{x.y) + Ед2{х.у)) .д^х.у) + sg2{x.y)^ds dt 
No attēlojuma [DVVQ)(X) nepārtrauktības seko: 
lini r 2 1 e (x\ y) = 0 visiem x G R " . у G Y . 
Tagad varam izrakstīt funkcijai VQ{X) infinitezimālo opertoru £(s ) no 
(3.4): 
C(e)vb(x) = ^Qv0(x)^-JVi^HJl(x^) + Ef2(x.y))^G(E)vQ(x). 
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Ievietojot G(e) no (3.9), iegūstam 
Č(£)v0H = - ( V t * ( * ) , Л(*,й) 4- (VvQ(x)J2(x,y)) + 
+ - a ( s , y ) {Vv0(x). gi{x.y)) + (Vt/ 0(a?),5 2(s,y)) + 
4 - ^ — ^ {[DVv0(x)] [gi{x.y) +zg2{x.y)) .gi{x,y) + eg2{x,y))+r2le. 
(3.10) 
Apzīmējot 
r 2 2 H x . y ) = £ ^ ^ { ( [ I ) V . o ( ^ ) b ( x . y ) . < 7 1 ( . r . y ) ) + 
+ {[D^vd{x)]gļ{x<y).g2{x.y))}+ 
+E2°^^ (lDVv0(x)]g2(x,y).g2{x,y)) . 
varam (3.10) pārrakstīt formā (3.8). kur r2s(x.y) = r2ls{x.y) + 
Г22е (^2/) - Ir viegli redzēt, ka r2£(x,y) E un 
lim r 2 2 s ( . r . ,y) = 0 visiem x E R n , у E Y . 
Tad Lemmas apgalvojumi seko no novērtējumiem: 
|([Dv"ī/0(x)] {дЛх,у)^бдф,у))1д1(х,у)+кдф,у))\ < 
( D V v 0 ) X + ( f^f jr . j / ) + £ 2£ 2(x\ t/)) c,c| < 
< N 2 IPVi-o||p_2 (1+\х\ + Ых.у)\+Ых-У)\Г*< 
<\c\2 \\dvv0\\p_2 (Ы\0 + \ыи)р-2(1 + МГ*, 
kuri ir spēkā visiem с E R". t. s E [0.1] un £ E (0.1). 
Lemma 3.1.3. Pieņemsim, ka щ(х,у) apmierina Lemmas 3.1.2 
nosacījumus, bet u(x. y)— Lemmas 3.1.1 nosacījumus, un apzīmēsim: 
vi{x.y) - (Vvņ{x),UxFi{x\,u)) , v = щ +evi +e2u. 
un 
Tad C(e)v E V p un sup C(e) 




Pierādījums. Ir viegli redzēt, ka 
h ^ ^ l ^ l l v ^ o l U M I F i l U i + k i r 1 
un 
^1^x^)1 <\\DVv0(x)\\ M ( x , y ) | + 
+ |V^ 0(x)| l I Z m ^ A ļ , ) ! ! < \\\DVv0\\p_2 Л||^||0 + 
+ | | V f 0 | | U i sup HFj t j . ļ / J I I+ f t a (1 + И ) 
visiem 1/ E Y . x E R n . Pec potencialoperatora definīcijas varam 
uzrakstīt jebkurai funkcijai v G C ( Y ) : 
a{x.y) £ ( r Ļ v ) ( z ) p , ( y , z ) = - ^ ) + а ( х . # ) ( П х и ) { 1 / ) + £ 
sGY y€Y 
Pēc konstrukcijas I'ļ G V p _ ļ . (Vfļļ £ V P _ I , E I'I(•*'•y)ux{y) = 0, 
y€Y 
un tad visiem ш G (0,1) 
,(Č(s)(s)vļ)(x.y) + -_(Vv0(x),Fl(x.y)) = 
= ( V t ' o ( ^ ) J ™ x F 1 ( x . y ) ] / 1 ( r ^ ) ) + ( [ L ) V c 0 ( x ) ] / 1 ( x , , y ) . n i . J r 1 ( . r . i / ) ) + 
+«(*,#) ([DVv0{x)]g1{x.y).UxFi(x.y)) -
у) (Vi 'o(r) . [ Я П ^ - г . c ) ] ^ . . ^ ) p x Q / . z) + r 3 e ( j r . y ) . 
r€Y 
kur visi vienādības labās puses locekļi pieder telpai V p . un atlikums 
r 3 e ir vienāds ar 
r3c- = f (Vui(3r , ļ , ) , / 2 ) + 
+EA(A?,Y) ^ / { V v l { x + s { E g ī { x . y ) - r s 2 g 2 Ļ i \ y ) ) . z ) . g 2 { x . y ) d s px{y.z)+ 
+a(x.ij)Y. I ([^vi(x + s{sgi{x.y) + s2g2(x.y)).z)-
-Vvi(x,z)Ļyi{x,yfjds px(y.z). 
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Viegli redzēt, ka 
sup |ļr3£|ļ < oc . \imr3£{x,y) = 0 
0<£<1 У Si<i 
visiem x E R " , y E Y . Tagad no šī novērtējuma un formulas (3.8) 
izriet vienādība: 
C(e) [v0{x) + svl{x.y)] = {Vvo(x),F2{x,y)) + 
+ (Vvo(x).[DīlxFl(x.y)]fl(x,y))-
­ ^ V I ' O ( I ' ) ] ( / I ( J : . , ( / ) . / I ( I ­ . , I / ) + ^a{x\y)gl(x.y)^ + 
+ {[DVvQ(x)]Fl{x,y).llxFl(x-y)) + 
+a(x.y)Y, (Ъг^.^П^х.г^д^х.у)) px(y.z)+ 
+r2s{x,y) + т 3 е ( х , у ) . (3.11) 
kuras labās puses locekļi pieder telpai V p . Tad (v0 + ещ) G V p 
un papildus i — i 
C(e) {vQ + c f ļ ) sup 
0<£<1 
< ОС. 
Та kā Qxu G V p , tad Lemmas 3.1.3 apgalvojumi seko no Lem­
mas 3.1.1. • 
Lemma 3.1.4. Katram m > 0 eksistē tādas pozitīvas konstantes 
sm, c m , j m i ka (3.1)-(3.2)-(3.3) atrisinājumam xe(t) izpildās nevienādība 
Е*.у{Ы^П<сте^(1 + \х\)т (3.12) 
visiem x G R n , у G Y , t > 0 un s G (0. srTO). 
Pierādījums. Pierādīsim šo lemmu tikai gadījumam m > 2. tāpēc 
kā visiem p G (0.2] izpildās 
Ч . * { М Ч Г } < ( E ­ . y { W * ) l 2 } ) f ­
Pieņemsim, ka v0(x) ir nepārtraukta funkcija ar diviem nepārtrauktiem 
atvasinājumiem, kura apmierina Lemmas 3.1.2 nosacījumus, un ek­
sistē tādas pozitīvas konstantes l\.l2 ka ir spēkā novērtējums 
h (1 + И Г < v0(x) < l2 (1 + \x\)m (3.13) 
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visiem x E R n . Apskatīsim funkciju v{x,y) = щ(х) + si'i(x.y) , kur 
Vļ (#,?/) ir no Lemmas 3.1.3. Pēc konstrukcijas 
K ^ ^ l ^ l l v . o L ^ A F i l l o i i + H r " 1 -
No šī un (3.13) seko novērtējums: 
fci (1 + М Г < v(x.y) <k2(l + \x\)"\ 
kur 
(3.14) 
Ai = h - 1 + ķ 
&2 = h + 1 + |x| 
ftllVi;oL~i I I f i I I l 
л ll^t'olL­i ll^illi 
ir pozitīvas konstantes kādam pietiekoši mazam em > 0. Tagad varam 
aprēķināt infinitezimālo operatoru (3.11) funkcijai v(x.y) : 
£(e)v(x,y) = £(s)vo(x) + ЕЦЕ)Ь\{Х. у) = 
= {Vv0(x).F2(x,y)) + (Vv0(x).[DUxF1(x,y)]fl(x. y)) + 
^([D^vQ{x)]F{{x,y) ,и^(х.у))-
+a(x\y) Z (Vu0(-c)1P[n2-Ti(x,z)]]51(x. y)) ft.^ij + Г ь ( * , Й , 
kur r 4 e (x , i / ) E Vm, sup 
novērtēt: 
0<^<1 
< эо. Tad jC(t)t? E V m un varam 
£(£) f < sup £ ( ф (1 4- ķ|V 
1 0<Č<1 11 
Apzīmējot h3 = sup £{s)v un ņemot vera (3.14), iegūstam novērtējumu: 
0<£<1 
Cķ)v\ < ~v(x.y). (3.15) 
kuru ievietosim Dinkina formula: 
Tp(t) 
EXiyv(xs(Tp(t)).y£(rp(t))) = v(xyy)+Ex,y ļ (C(s)v)(xAs).yAs)) ds. 
(3.16) 
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laika momentam Tp(t) — min{fp,^}, fp = inf{t > 0 : ļx-ff(t)ļ > p] 
visiem x 6 {x G R n : \x\ < p ] (pirmais laika moments, kad xĒ(t) 
iziet no lodes \x\ < p ) . 
Tātad, lietojot (3.15), varam pārrakstīt (3.16) formā: 
E^yv{x.:{Tp(t)).ys(rp{t))) < v(x,y) + -ģ ļ Ex,y u(x£(s).y£(s)) ds. 
1 0 
Tā pēc Gronwala Lemmas izriet novērtējums: 
Ex,yv(x£(rp(t)).y£(rp(t))) < ф,у)Лто. (3.17) 
Tagad apskatīsim procesu rj(t) — e ^ v (xs(rp(t)), y£(rp(t))). Procesa 
nosacītās matemātiskās cerības atvasinājums no labās puses ir nepozitīvs: 
lim 
Д10 
^E^{n(t + ±)-q(t)/r^} = 
= - Т ^ ( * ) + Е ft* (Č(s)v)(x£(rp(t)).y£(rp{t))) < 0 . 
Tad q(t) ir nenegatīvs supermartingāls attiecība uz a—algebru . 
un mēs varam lietot supermartingālu nevienādību: 
J Px.y i sup r,(t) >p]< -EXiV л(и) (3.18) 
Vo<t<T J p 
visiem Г > č 0 > 0 un p > 0. Tad 
РХ.Л sup \x£(rp(t))\>p) < 
\t0<t<T j 
sup (xE(Tp{t)),y£(Tp(t)))>k,(l + pr < 
\(o<KT 
sup //(O > * i ( l + ^ ) m e n* ) < 
\h<t<T ) 




Р . , у ( И т r , ( t ) = t ) = 1 (3.20) 
izpildās visiem x G R". у G Y , un £ <£ ( 0 , 5 m ) . 
No (3.14) seko novērtējums 
un mēs varam uzrakstīt, lietojot arī (3.17): 
p—юс fcļ 
< hm —y(x . (/) e f ci < — e f ci 1 + Lr . 
P ^ x ki ki 
Lemma ir pieradīta. • 
Secinājums 3.1.1. Ja v G V{C(e)),v G V P l . £ ( c ) i > G V P 2 kādiem 
Pi > 0 un p 2 > 0. tad visiem T7 > 0, t G [0, ī ļ , у G Y izpildās: 
t 
Ex,yv(xs(t).ys(t)) = l-(x-..y)-bE^Y*(£(f)tO(x £(.O..y,(-5)) **, (3-21) 
о 
un eksistē tāds Mj > 0. ka: 
|BĻt, ф ч - ( г ) . Ы О ) - < *-V/ T(l + \х\Г • (3.22) 
Pierādījums. Lietojot formulu (3.20), varam pārrakstīt Dinkina 
formulu veidā: 
JFFI- 8 ** l ? (-M^ )•&-(?>)) = 
= Um ļv(x.y) + Ex,y j (£(E)v)(xs(s),ye(s))ds\ = 
i 
= г(.г, у) + E x , y | ( Г ( £ ) р К * с { * ) . » ( * Й * 
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Pec mušu nosacījumiem č(e)v G V P 3 .Tad no iepriekšēja novērtējuma 
ieguvām: 
t 
\EXļy v(x£(t),ye(t)) - v{x,y)\ < cx ļEXJTF (1 + \x{s)\)P2 ds. 
kur Ci = \C{e)v , un (3.22) seko no (3.12). • 
Secinājums 3.1.2. Katram T > 0 eksistē tāda pozitīva konstante 
Вт, ka visiem r > 0 
lim sup sup P x y[ sup |*£(r)ļ > p \ = 0. 
P _ K X 0 < e < e T |ar|<p.j,€Y ' \0<i<T / 
Pierādījums. No formulas (3.19) viegli redzēt, ka robeža 
lim sup \x,{t)\ >p)=0 (3.23) 
nav atkarīga no x un у visiem r > 0. Tāpēc varam pārrakstīt: 
lim sup P X ļ / sup \xs(t)\ > p ]= 0. (3.24) 
jx|<r. y€Y \0<*<Г / 
Tā kā visi secinājumi bija izdarīti pietiekami mazam e < £m, un 
robeža no tā nav atkarīga. (3.24) ir spēkā visiem s < em. • 
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3.1.2. Vaja konverģence uz difūziju robežvienadojuma 
atrisinājumu 
Saskaņā ar Secinājumu 3.1.2 varam konstatēt, ka katram m € N 
un katrai virknei t m > tm_i > ... > tx > 0 gadījuma vektora 
{x£(ti), ...xe(tm)}, e E (O.co) sadalījumi ir relatīvi vāji kompakti. 
Aplūkosim (3.1)-(3.2) atrisinājumu ar sākuma nosacījumu xs(0) = x 
kā gadījuma lielumu Skorohoda telpā V([0.T].HN). Šim atrisināju­
mam atbilstošo varbūtības mēru apzīmēsim P £ . Šajā paragrāfā mēs 
pierādīsim, ka saime P £ ir relatīvi vāji kompakta, t.i. eksistē tāda 
virkne {en, n E N } , ka {P£n,n E N } tiecas uz kādu sadalījumu P. 
ja sn —у 0. kad n —> oc. 
Viegli redzēt, ka sistēmas (3.1)-(3.2) atrisinājumam un procesam 
xs(t) = xs(t) + с - а д {хМФШ 
ir viena un tā pati konverģences īpašība, ja s -4 0. jo jebkuram 
T > 0. 6 > 0 un visiem x £ R n un у £ Y ir spēkā: 
l i m P x y [ sup ļx,(r) - x.-(r)ļ > d ļ = 0. 
Tieši tāpēc mūsu analīzei lietosim funkcionālus 
ve(x,y) = \x +£ĪlxFl{x.y)\2 , 
ьф.у.с) = (x + sīlxFx{x,y),c), (3.25) 
kādam с £ R n . 
Secinājums 3.1.3. Katram Г > 0 eksistē tādas pozitīvas konstantes 
ET un Aj­, ka nevienādība 
|E,., м * Л * ) . : * ( * й ­ < ^ t ( I + M ) 2 (3.26) 
izpildās visiem t £ [0 .Г ] . s £ (0,£•/­), x £ R " un у £ Y . 
Pierādījums. 
Ī Ļ ( X , Ī / ) = |i-+ fII ; C JF 1(2-. <y)ļ 2 = 
= \xf + 2c (x . ад(Ж, У)) + s2 \īlxFx(x. y)\2. 
Tagad mēs varam lietot Lemmu 3.1.3 ar VQ(X) = \x\2 un u(x.y) = 
\ĪI_xFx{x.y)\2. Tā kā v0{x) £ V 2 un u{x.y) £ V 0 . Č{E)V £ V 2 . 
Talak. izmantojot Secinājumu 3.1.1. iegūsim: 
|EX,Y 3r(*«$,lfc(*)) - ve(*,lOI < Ш Т ( 1 + И ) 2 . 
• 
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Secinājums 3.1.4. Katram T > 0 un с G R" eksistē tādas pozitīvas 
konstantes $т un A ŗ . ka nevienādība 
JEX,Y v.:(x£(t).y£(t),c)-vs(x,y.c)\ < tAT\c\ + (3.27) 
izpildās visiem t G [O.T], e E (0 ,£ŗ) . x G R" un у GY. 
Pierādījums. Liekot Lemmā 3.1.3 fo(x) = (x,c) G V ļ un u{x,y) = 
0. £(г)г> G V ļ . Tad no Secinājuma 3.1.1 izriet, ka eksistē tāda kon­
stante Mt2- ka nevienādība 
\Ex,y Тф£^).у£Щ,с) - v£(x.y.c)\ < tMT2\c\ (1 + |a?|) 
izpildās visiem T > 0, t G [0,Г], у G Y . • 
Secinājums 3.1.5. Katram Г > 0 eksistē tādas pozitīvas konstantes 
f ŗ un A r , ka ne\rienādība 
E X , Y |are(*) + £N x Fļ - x - gEĻFi (x. ,y)|2 < tAT(l + \x\f 
(3.28) 
izpildās visiem t G [0. Г] . £ G ( 0 . £ T ) . .r G R" un .y G Y . 
Pierādījums. Pārrakstīsim izteiksmi, kurai ir jāaprēķina matemā­
tiskā cerība, formā: 
+ 4 В Д (%(*),&(«)) ­ г ­ £n xFļ (.r.,y)|2 = 
= - - 2 (*«(t) + £N x Fļ (x£(t).y£(t)) -
—x — £ĪI x i 7 1 (x. y). x 4- £ĪIXJFi [x. y)) . 
Apzīmēsim x + sīlxFi(x,y) = c. Tad varam trešo saskaitāmo uz­
rakstīt šādi: 
(*.W + ,-N xFļ - x - £N x Fļ /у). с) = 
== y f f(ar £{t),ļ/ f f(t), с) - ve(x.y, с). 
Tad no Secinājuma 3.1.4 iegūstam novērtējumu: 
\E*,V v£(*At)-yAt).c) - v£(x.y.c)\ < tAT2 \c\ (1 + ļx|) 
kādai konstantei Ат2- Tā kā 
ļcļ = |x 4- EN^Fļ (x£(s).ys(s))\ < Kx (1 4- \x\) 
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kādai konstantei КХ. un no Secinājuma 3.1.3 iegūsim: 
№*,v v£(xs(t),ye(t)) - v£{x.y)\ < tAri (1 + Mf 
kādai Ati, tāpēc varam uzrakstīt: 
< tAri (1 + M f + t A ' i A r e (1 + И ) 2 < f A r 4 (1 + . 
kur = .4n + h\AT2. • 
Secinājums 3.1.6. KatramT > 0 eksistē tādas pozitīvas konstantes 
un Ar, ka nevienādība 
- * , ( * ) - eII .Fi / Я / е Э } < 
< (t-s)Ar(l + \xAs)\)2 (3.29) 
izpildās visiem s. t G [О, Т]. £ G (0 , ČT)- x e KN un у G Y . 
Pierādījums. Lietojot formulu 
EJ {v (*«(*),*(*)) ļpt* } = EXeis),yAs) v (xe{t - s).y£(t - s)), 
var pārrakstīt (3.29) formā 
Е ^ { к - ( 0 + с П ^ ( х 5 { 0 - Ы * ) ) -
- * , M - sHa-Fļ | 2 / ^ " S / £ 2 } = 
-xs(s)-EŪxF{(x.:(s)~yAs))\2} < 
(skat. (3.28)) 
< (t-s)AT(l + \xM\f-
• 
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Nodefinēsim vektoru b(x) šadi: 
j,€Y z€Y 
un simetrisku matricu А(я) = {ai.j{x)}ij=i a r formulu: 
yGY 
J,€Y \ ­ / 
kur f(:r) ir patvaļīga pietiekoši gluda skalāra funkcija. Pēc konstruk­
cijas 
bj E V b | V y Ē V t . au E V 0 . |Va„| E V 0 . ||£Ve i y|| E V 0 
(3.30) 
visiem г. j = 1. 2..... n. 
L e m m a 3.1.5. Pieņemsim, ka v — c 0 + -~?ī + П ir funkcionālis no 
Lemmas 3.1.3. un u(x,y) apmierina vienādojumu Qxu + F = 0. kur 
FFORF = ( V l ' 0 ( x ) . ( ^ [ N . F 1 ( x . i / ) ] / 1 ( x . , y ) ) + F 2 ( x , y ) + (3.31) 
­ Ь ф , у) £ « t f o Й (Я [ П х ^ ( х , «ДОц^у, г) ­ + 
:CY / 
-ltr[A(x)DVvQ(x)]. 
Tad C(E)V E V p . sup 
0<<r<l 
< x un visiem x E R " 
p 
\hnC(s)v{x. y) = C0vq(x), 
kur 
Cmi*) = ltr[A(x)DVv0(x)} + (Vy 0 (2 ­ ) .6 (x ) ) . (3.32) 
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Pierādījums. Pec Fredholma alternatīvas vienādojumam 
Qxit = -F 
eksistē atrisinājums, ja izpildās nosacījums: 
īf€Y 
Ja atrisinājums eksistē, to var uzrakstīt formā: u[x.y) = īixF{x,y). 
Tad operators C(E) no Lemmas 3.1.3 būs formā: 
(C{E)V) (х.у) = \tr[A{x)DVvQ(x)] + (VvQ(x).b(x)) + 
+sris{x.y) + r2s{x. y) + r3£{x,y) (3.33) 
un visi Secinājumu apgalvojumi izriet no iepriekšēja punkta lemmām. О 
Vēlāk mēs pierādīsim, ka matrica A{x) ir pozitīvi definita. Tad 
varam apgalvot (skat. [18]). ka operatoru CQ no (3.32) var uzskatīt 
par kāda difūziju Markova procesa {x(£). t > 0} infinitezimālo opera­
toru kādā varbūtību telpā. 
Teorēma 3.1.1. Ja izpildās iepriekšminētie nosacījumi, tad process 
xs(t) vāji konverģē, ja E —> 0. uz difūziju Markova procesu x{t) ar 
inunitezimalo operatoru Со-
Pierādījums. Lai pierādītu procesa x£(t) vājo konverģenci uz difū­
ziju Markova procesu x(t).iv pietiekoši pierādīt [66]. ka procesu saime 
x.:(t) ir relatīvi vāji kompakta, ja E —> 0. un jebkurai nepārtrauktai 
funkcijai v(x) ar diviem nepārtrauktiem atvasinājumiem un kom-
paktības nesēju izpildās 
lim - sup 
J l ° s 0<s<t<T 
E у ^v{xe(t)) - u(x£(s)) - ļ £ov(x£(r))dr^ = 0 
visiem T > 0, x E R" un у £ Y . Relatīva kompaktiba telpa 
D([0,T]. R") izriet ([5].[35]) no (3.23) un tādu pozitīvu konstanšu 
S, 3, £ 0 eksistences, ka jebkuram p > 0. un visiem x G { 
Y , e G (0,5o). T > 0. s G [0. Jļ . г G [s. T] un t G [r. T 
x\ < p} . у G 
ir spēkā: 
Ъг.у {\xAt) - Х-Лт)Г \х£(т) ~ xAs)\':} <c{t-s) 1+3 (3.34) 
kur konstante с nav atkarīga no s.r.t.E.x un y. ja x pieder 
kompaktai kopai no R n . 
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Nodefinēsim funkciju (p{$ry, e) ar formulu: 
ņķ,%£) = x+ sīlxFl{x.y). 
No nevienādības (3.19) izriet, ka kādam €\ > 0 jebkuram r > 0 
un T > 0, visiem p > r. j 6 В г . # E Y un £ E (0. £ļ) 
P x J s u p |a; e(r) - ^ £ ( . r f f ( t ) , ļ / e ( f ) , č ) | > / Л < (o<f<T J 
< P,. y i sup \sUxF{ {xe{t).ys(t))\ > /Д < 
[0<t<T J 
< Р г в (ftUF.II, sup (1 + ЫП\) >p)< , Ш + Р Г ) ЛТ H­ 0 
l ° < , < T J 
Tad ir pietiekoši pierādīt, ka (3.34) izpildās procesam 
Ķ{t) = <pe {x£{t).y£{t),s). 
No Secinājuma 3.1.6 izriet nevienādība: 
E {\xs(t) - x£(s)\2 Ļ R ^ 1 } < (t - s)AT ( l 4- k - (s) | 2 ) 
visiem $ E [0.T], £ E ķ , T ] , £ E (0.£г)..г E R " un (/ e Y . Tagad 
mēs varam lietot novērtējumus no [б], lpp.452: 
Ex,y{\x£(t) - Ur)Č \X£(T) - Х£(8)\Ц < 
< EĻ,, ļ (E{\x£(t) - x£(r)\2 ffrt* }) 1 \x£(r) - } < 
< 4 (* - r ) * % , 9 { E { ( i + |^(r)|}i |*€(r) - / ^ 2 } } < 
<Aļ(t- r ) * E . , f |(E { (1 4- W r ) ļ ) e / / ^ } ) % < 
* ( E {|Že(r) - x £ (*)| 2 } ) ! } < A f ( r _ r ) f ( r _ * ) ! * 
* Б г , у { ( Е { ( 1 + \х£(т)\)6 JT^ } ) * (1 + M * ) ! ) 1 } • 
Izmantojot (3.12). iegūstam procesam aĻ(£) formulu (3.34) ar - = | 
un 3 = |. 
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Tātad mes pieradījām, ka saime x£(t) ar i E (0,1) ir relatīvi vāji 
kompakta. Tagad pieņemsim, ka virkne x£k [t) vāji konverģē uz kādu 
procesu x{t), ja Ek —> 0. 
Apskatīsim funkcionāli 
ue{x,y) = (x,c) -Ь'2е{х.с) (īlxFi(x,y).c) 
kur 
u(x.y) = Ux {2 (*\(х,у),с) {Л^х.у^с) -
- 2 f/j(:* tJ)0 + ^a{x\y)gl{x.y) ,c \ + 
+ 2 (x,c){F2{x. y).c) + 2 (x. c) ((D[nxFL(х,y)}) / , ( x , y ) j C ) + 
+2{x.c) ^a{x.y)YdD[^F1{x.z)]yļ(x.y)px(y,z).c^ -
- (A(x)c,c) - 2{x.c) {b{x).c)} . 
No Lemmām 3.1.5 un 3.1.3 iegūstam: 
Čķ)us(x,y] = (A(x)c,c) + 2{x.c) {b{x).c) +r4e{x,y), 
kur rAs(x.y) E V 2 . sup ||r4c-(x.y)\\2 < oc un 
0< ī<1 
lim r*4*(a?, v) = 0 
visiem x E R N , г/ E Y . 
Apskatīsim arī funkcionāli 
JĻ(ar.,y) = (x.c) + 2 č ( I ī j ŗ F i t j . ļ / ) . c) + f 2 u ( j . - . , y ) . 
kur 
u(*,y) = {(F2(x.y).c) + (Х>[ВД(ат ,у) ]Л(а: ,|,) ,с) + 
+ ( a ( x , y ) X Я [ П , Л ( х . с ) Ы * . ^ Р Л 1 М -с) - (b(x).c)}. 
Pēc konstrukcijas 
£( = ) f e (x . ļ / ) = (b(x).c) + n£(x.y) 
kur r 5 c(ar,у) E V 2 . sup | |rv(x, y)||2 < oc un \imr4£(x.y) — 0 visiem 
0<£<1 Г 1° 
х € R n , y € Y . 
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Tagad lietosim formulu: 
Ex.y{(x(t)-x.c)2} -
= ЕХ;У {(x(t).с)2} - (х,с)2 - 2(x, с) (ЕХ)У {(x(t),c) ­ (я, с)}) = 
­ 2 ( x , c ) l i m { E ^ v£k {x£k{t).y£k{t)) - %k(x,y)} 
Izpildoties formulai (3.12). iegūstam 
l i r n E * , j / Гц {x£{t),y5(t)) = 0, j = 4.5 
=10 
visiem x E R r i . у E Y . T > 0 vienmērīgi pēc t E [0, Г] . Tātad, visiem 
t > 0 
0 < Е г . „ { ( : г ( г ) ­ х.с)2} = | Е щ * ( 4 ( * ( « ) ) С, e) ds+ 
t t 




(A(x)c,c) = -Ex.y{(x(t)-x.c)2} > 0 
t o 
visiem х E R n . у E Y . cE R™. Mes pieradījām, ka matrica A(x) 
ir pozitīvi definita. No tā izriet, ka eksistē tāda pozitīva simetriska 
matrica Ā(x). ka f = A(x). 
Pieņemsim, ka Vq(x) ir nepārtraukta funkcija ar diviem nepār­
trauktiem atvasinājumiem un kompaktības nesēju. v\ un и apmierina 
Lemmas 3.1.5 nosacījumus, un ve = r 0 4- £i'\ 4- :2u. Tad. lietojot 
Lemmu 3.1.5. varam uzrakstīt: 
E x.yv£ (x£(t).y£(t)) = v£(x.y) 4- ļ EXJJ {C(e)ve (x£(r).y£(T))}dr 
= u£{x\y) + ļ Ex.y{C0vQ{x£{T))}dr + j Ex,y{r£(x£(T).y£(r))}dr 
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kur rs{x,y) G V 0 . sup ||r,(x,y)\\Q < oc un \imr,{x,y) = 0 visiem 
0<s<l £4-0 
x G R n . у G Y . Tātad 
E»*M**(*)»|fe№) ~ ETTĪĻV€(3Ē£{s),ye($)) = Ex,y V0 (Xe(t)) -
-Ex,y щ (xs(s)) + +s [Ex.y {7 - 7 fcrM.fcO))}] • 
ļ EXļ9{Z(e)v£(x£(T).yAT))}dT = 
s 
t t 
= JEx,y{£()v()(x£(T))}dT + j Eī,y{h(x£(r).y£(r))}dT. 
Ш s 
KUR 
l{x,y) = l'l{x.y) +Ell{x.y) 
un vi G V 0 . и G V 0 . jo funkcijai VQ(X) un tās atvasinājumiem ir 
kompaktlbas nesējs . Tad 
sup 
0<a<T t-s<e 
Е г ; У vQ (xe{t)) - Ex,y Щ [x£(s)) 
ī 
- ļ ЕХ:У {£QV0 {х£(т))}ат = o(e) (3.35) 
izpildās visiem T > 0, x G R" un у G Y . No tā varam secināt [18]. ka 
jebkurš robežprocess x(t) apmierina stohastisku diferenciālvienādo­
jumu 
dx = b{x)dt + Ā{x)dw{t) (3.36) 
kur w(t) ir standarta Vīnera process telpā R n . Ja ir spēkā (3.31), tad 
vienādojumam (3.36) ar sākuma nosacījumu x(0) = x eksistē viens 
vienīgs atrisinājums visiem x G R" . Tātad virkne { х г ( г ) } vāji kon­
verģē uz difūziju Markova procesu x(t), kurš apmierina stohastisko 
diferenciālvienādojumu (3.36). Teorēma ir pierādīta. • 
Tagad atgriezīsimies pie sistēmas, kuru mēs apskatījām šīs daļas 
sakumā: 
= lM^-yAt)) + f2(xAt)-yAt)) + f^At)-yAt))^ (3.37) 
ja t G {rjLļ.rf). 
X£{TJ) = х£{Т] - 0) + egi{x£{Tj - 0),y€(rj - 0 ) ) + 
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+:2д2Ыъ -0),уе(тз ~0)) +52д1(х€(г1 -0).yATj -0)). (3.38) 
kur /|(х, у) un #з(х, у) ir nepārtrauktas funkcijas ar nepārtrauktiem, 
vienmērīgi (pēc x G R " , # G Y , s G [0,1]) ierobežotiem atvasināju­
miem pēc x, kuriem ir spēka 
Hm [/*(*, y)\ = Um |^(x.*/)| ­ lim \\DfS(x,y)\\ = ^m\\Dgl(x.y)\\ =0. 
(3.39) 
Secinājums 3.1.7. Ja izpildās iepriekšminētie nosacījumi, sistēmas 
(3.37)-(3.38) atrisinājumi xe(t) vāji konverģē, ja £ —)• 0. uz difūziju 
Markova procesu x(t) ar infinitezimālo operatoru £0. 
Pierādījums. Tā kā ir spēkā novērtējumi 
||£/ 3 £(x,</)ļ|EV 0 . ||^ {x . t f )|| G V 0 
jebkuram £ G (0.1) un 
sup W!(^y)l + U(x-y)h + \\m^y)L+V^Mb} < 
0<e<l 
mēs varam uzrakstīt sistēmas (3.37)-(3.38) infinitezimālajam opera­
toram £ (с), sistēmas (3.1)-(3.2) infinitezimālajam operatoram un и 
no Lemmas 3.1.5: 
ЩЩеЩ$гу) - Č{E)u(x.y) = lim|(Vw(.r,£)./|(.r.#)) -ļ-
+a(jr, у) E [« (x + £5i(x, y) + e*$ļļ{ar, 2/) + ^дЦх^у) . *) -
- u (x + £^ 1(x..y) + E2g2{x.y) . z)J рг(.У-~) = 0. 
• 
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3.2. Stabilitāte, balstoties uz difūziju aproksimaciju 
3.2.1. Palīgnovērtējumi 
D[HxFi(xiy)] = Ux {BFi(x,y) + DQX l n . F i ( а д ) ] } (3.40) 
Novērtēsim operatoru VxQxv(y), kurš tika nodefinēts formulā (1.3): 
\šxa{x,y) u{ = )Pz{y,z) ~ Vxa{x,y)u(y) 
+ ФгУ) Ц u{z)^xpx{y.z) 
; £ Y 
< 
< cisup||«(jr)ļļ + ci supļ|u(t/)|| + « 2 ^ 1 sup ||u(ir)|| < Ci sup \\u(y)\\. 
:GY j/GY : G Y j/6Y 
(3.41) 
kur konstantes ci un C'i no (2.10). 
Tagad varam novērtēt (3.40): 
||лрад ( * ,у )1Я < { ц я ^ ( а д ) ц + l P Q x Р а д н а д Ш ) < 
< Л sup ЦОД £ад)||+ &*<?, sup Шх.у)\\. (3.42) 
Aprēķinot V6(2-). sastopam izteiksmi Л 2 ( П х ^ ) ( х . у ) . 
/Я(П^)(.г..у) = 
= П Х {D' 2 F(x, у) + D 2 Q , [N X F ( x . у)} + 2£>QX P F T F ) ( l , у)]} 
Lai novērtētu šo izteiksmi, mums ir jāiegūst operatora DS7XQX nor­
mas novērtējums. Pēc šī operatora definīcijas, kura dota 1.daļas 
sākumā, varam uzrakstīt: 
\\DVxQxv(y)\\ < \\DVxa{x,jŗ)\\ - v{y)] 
:GY 
+ 
+ \Vxa{x.y)\ E Ф)\УхРх(У.:)? 







< c2 sup\v(z)\ + \v{y)\) + 2 c i S u p ļ v ( * ) | s u p E l v ^Px( f / - ) l + 
-ļ-a 2sup|ļ;(r)lsup V ||DV x/) x(y, < 
--€Y yGY , G Y 
< c 2 sup ļt?(z)| + sup + 2cļCi sup + 
\ = 6Y y€Y У : e Y 
-\-a2C2 sup |v(2) I < G sup I 
z€Y ; € Y 
pozitīvai konstantei С = 2c 2 + 2c\C\ 4­ a 2 C 2 . 
Novērtēsim (ĪI XF)(J;. t/) otro atvasinājumu: 
sup 
</gy 
Z r 2 ( I Ī X F ) ( ^ ) < 
< ^ s u p ^ ( 2 ­ , . у ) + 1 ) 2 д х [ П ^ ( ^ : у ) ] + 2 ^ Л ^ ( П ^ ) ( ^ 1 / ) ] < 
yGY 1 
< Л \ sup D'2F{x,y) +Č sup ||nxF(jr.y)|| + 
+2Č\ sup \\D(ĪLxF){x,y)\\ < 
xGRn.yGY 
< / г ^ sup |Zz2F(J,%z/) + СЛ sup |F(x,y)| + 
.x£R n , j /eY xGR",yGY 
+ 2 d Л sup ||Z)F(x^)|| - h / i 2 d sup | F ( * , j O | 
JGRn-.vGY jrER n .yeY < 
< h sup 
rGR n .y€Y 
D2F(x.y) + /г2 (Č + 2Л.С2) sup |F(x.</)| 
areRn,y€Y 
+ 
+ 2 A 2 d sup ļļ£>F(*,y)|| 
jGR". ļ/€Y 
pozitīvam konstantēm C\C2 
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3.2.2. Stabilitāte 
Apskatīsim sistēmu (3.1 )­(3.2) pie nosacījumiem: 
МйаМ) = A<fc*M) = ШШ) = o, 
5 i (0 .y ) = 52(0,y) = 5 з ( о , у ) = 0 
Apzīmēsim ar Dp lodi {\x \ < p}, 0 < p <l. 
Sākotnējas sistēmas (3.l)­(3.2) pētīšanai konstruēsim perturbētu 
Ļapunova funkciju sekojošā veidā: 
u{x,y) = v0{x) +evx(x, y) + s2v2(x,y), (3.43) 
kur 
ul(x,y) = (\TxFl(x.y),VuQ{x)) (3.44) 
un v2(x,y) tiek izvēlēta tā, lai izpildītos vienādība: 
Qxv2(x.y) = (L0UQ) (x) - {Vv0{x).{D[UxFl(x.y)]) F1(x. y)-\-
+T%(tty) + uĻt,y)Yt9i{x,y){D[ī[xFl{x,z)])px(y.z) -
- Ц ^ Ы * ) ] * 1 ( * , у ) . Щ У * , * ) ) * (3.45) 
+ {[D^vQ{x)]9i{x.y) ,—-ļ—&(**ļr) + Л£*>$ 
Tāda funkcija eksistē, jo vienādojuma (3.45) labajai pusei izpildās 
Fredholma alternatīva (šis fakts tika pierādīts iepriekšējā daļā). Kā 
izriet no Lemmas ? ? . v2(x,y) var izvēlēties formā: 
v 2 (x. $/) = īīxF{x, y). (3.46) 
kur F(x, y) ir no formulas (3.31). 
Lemma 3.2.1. Pieņemsim, ka funkcija v0(x) apmierina nosacījumus: 
Cl\x\p <vo(x)<c2\x\p (3.47) 
Dh>0(x)\\ < k\x\p'j. j = 1.2.3. (3.48) 
kur Di— j-tās kārtas atvasinājumi, visas konstantes ir pozitīvas, un 
funkcija v(x,y) tika nodefinēta formulā (3.43). 
Tad funkcijām vx (x, y) un v2(x,y) ir spēkā novērtējumi: 
\i'i{x.y)\ < mi\x\p, |v2(x,y)| < m 3\x\ p, 
||Vvi(*,y)|| < m2 \x\p~l. \\Vv2(x,y)\\ < m 4 И " " 1 . 
un funkcijai v(x.y) ir spēkā novērtējums: 
mb \x\p < v(x,y) < m 6 \x\p . (3.49) 
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Pierādījums. Novērtēsim funkciju vi(x,y) un tas atvasinājuma 
pēc x normu: 
v\(x, y) \ = \ {īlxFi(x, y), Vvo(x))\ < hk \x \ к \x\p 1 < mi \x 
(3.50) 
kur mi = hkk. Papildus lietosim šādus novērtējumus: \F2[x.y)\ < 
k\x\ un \\DFi(x,y)\\ < kx. \\02^(х.у)\\ < fe2, j = l , 2 . 
||VVl(a:,3/)|| < ||OTeF1(x,ž,)|H|Vt;o(iO||+||n.F1(i:.y)||­||DVl.'0(i­)|| < 
(skat.(3.42)) 
< ( / » sup HDFidr.i/JH + ^ C i sup + 
+Л sup [ ^ ( х , / / ) ! ­ f[JDVr0(x)|| < f W i + 4 f Ci* Ы ) I + 
4­Afc|*| A: |x|p~2 < m 2 |.if _ 1 
kur m­2 = (AĀrx + fc2Ciž 4­ hk) k. 
Tagad varam novērtēt funkciju щ(х,у) = UxF(x.y). kur funkcija 
F(x,y) tika nodefinēta formula (3.31). 
\\(b(x).VuQ(x))\\< 
< E F2{x.y)fix(y) + 
y€Y 
+ 
E E £)[nxF1(.r.r)]£1(.r.<y)pJ.(i/.~) /i r(y) 
yGY =6Y 
Vv0(x)\\ < 
< (k\x\ + 2 4­ fc2Či* [.r|] к \x\) • £• \x\p~] < R\ \x\ 
kur Kt = H­ (l + 2(A*i + ft^iJfe)) . 





y£Y \ - / 
< 
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kur K2 = Ш(к + 1). 
Apzīmēsim ar H{x, y) visu, kas paliek funkcija F(x, y) bez locekļiem 
{b{x),Vv0(x)) un ķr[A(x)DVv0(x)} : 
Щх.у) = {Vv0{x),{D\ūxFl(x.y)])F1(x.y) + F2{x.y)+ 
+a{i\y) £ 9i{*-y) {D[UxFi{x,:)])px(y.z) + 
+ ([D^Vb(x)]Fx{x-y) ,ĪLxFi(x,ti))~ 
- ļ[DVvQ(x)]g1(x)y) , * ^ Й Л ( Г ^ ) + Д ( Я , ^ . 
Tad 
\\Щ^у)\\< \\Vv0(x)\\-{\\(Dl?LxFl(x.y)])F^.y)\\ + \\Fi(x.y)\\ + 
+ a{x.y) Yl ЗЛХ-У) {D[UxFl{x.z)])px{y.z) + 
+ < 
+ | | { [ Z ? V ^ W ] F i ( * , ^ , I Ļ F i ( * , t f } | | + 
^[DVv0(*)]<h(x.у) . Щ^д,(x.y)+-fl(x.y)j 
< k |x|p~1 { 2 [AAr, + fc2d* |*ļ] A- |g| + k \x\) + 
+ 1 |x|p"2 W " |x|2 4- i ļ i f - 2 А-2 \x\2 < h\ \x\p + K, \xf 
Tagad varam novērtēt funkcijas F(x,y) normu: 
1 
\\F{x.y)\\ < \\Щх.у)\\ + \\(Ь(х).ЧМх))\\ + -tr [A{x)DVvQ(x)] < 
< (2KX + 2K2) \x\p. 
Tad. visbeidzot, varam iegūt funkcijas v2(x.y) novērtējumu: 
Ых.у)\ < \\īlxF(x.y)\\ <h(2Kl+2K2)\x\p < m 3 \z\', (3.51) 
kur m 3 = h (2A'i + 2 Л " 2 ) . 
Kā izriet no formulas (3.40). 
Vt; 2(x.ļ/) = īlx {DF(x.y) + D Q A F { * T i f ) } (3.52) 
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Šo normu novērtēsim pa daļām. No (3.41) un (3.51) varam uzrakstīt: 
Tālāk ir jānovērtē norma ||DF(.r.,j/)|| : 
\\DF{x.y)\\ < \\b(x) [DVv0(x)]\\ + \\Db(x)Vv0(x)\\ 4- \\DH(x.y)\\ 
(3.54) 
Vispirms aprēķināsim atvasinājumu Db(x) : 
Щ х ) = £ DF2{x,y)ļix(y) + E F 2 (x ,y )V / / x (< / )+ 
,yGY yGY 
+ £ F> 2 [n x F 1 (x . f / ) ] / 1 (x^) / ļ x (y)4-
J,€Y 
4- £ F>[n xF 1(x.i/)]F»/ 1(x.i/)/i x(ļ/)+ 
y€Y 
4- £ o p t f t l * » i f ) ] A ( « i r i V № r ( r i + 
if€Y 
+ £ ^А(Х-У) £ ^[n x Fj(x . r)]^(x..i /)p x (i / . r) ^ ( y ) 4 ­
yGY ; € Y 
+ £ Ф'­.У) £ ^ 2 [ П х ^ ( . г . г ) ] 5 1 ( х . . у ) р х ( г / . _ ) п х(г/) + 
y€Y : £ Y 
y€Y e€Y 
+ £ £ D^F^. z)]gl{x.y)Vpx{y. z) px{y)+ 
y€Y ; € Y 
+ e E ^BWi(*»* )k i (*I У)РЛУ-~) v / ^ ( y ) . 
y€Y _­eY 
Tagad varam novērtēt šī atvasinājuma normu, lietojot novērtējumu 
E ||Vpx(c)|| < С no 2.daļas : 
-EY 
< sup \\DF2(x.y)\\ + Č sup [F,(x.ļ/)| + 
x€Rn.y€Y x 6 R " . y € Y 
+ sup D 2 [n»Fi ( j ? ,y ) ] sup \fi{x,y)\ + 
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х е к . уЕУ xGR n . </£Y 
+ Č ™р№№*Г^-УШ sup \Мх.у)\ + 
х е к . YEY r e R n . j/6Y 
+ « 2 S U P 
x€R". y€Y 
D2ņLxFi{x.y)]\ sup M * . j f ) | + 
1 r€R", t/GY 
+ a 2 sup р [ Ц . ^ ( * , у ) ] | | sup ||Z>ā(s,s)|| + 
x e R n . y e Y reR«. ļ ,EY 
+ a 2 C i sup ||£[ад(.г.г/)]|| sup + 
x G R n . y e Y xeR".j/GY 
a 2 Č sup ||£>[n,F1(ar,2,)]|| sup \9l(x.ij)\< 
x e R n . y e Y x e R n . y e Y 
< sup \\DF2(x.y)\\+Č sup |F2(ar ? 2,)| + 
^ R n , j f € Y xeR-. j/eY 
+ sup 
zeR". j/€Y 
£> 2[П хЛ(-с.у)] sup | ^ ( х . у ) | + 
1 x€R I t, t/€Y 
+ sup \\B[HxFi(£,y)]\\[Č sup |Fx(X,y)LH-
x€R". p€Y \ rGR 1 1. ,vGY 
x a 2 sup |^i(x.(/)ļ + sup (|ОД(х\ </)|ļ 
x € R n . y € Y x e R n . y e Y 
No (1.22) ieguvām novērtējumu: 
sup 
xGR n . y€Y 
D2[īlxFi[x.y)} I < h SUP ļ D2Fl{x.y) 
1 r e R ^ E V 1 
4-Л2 ( 6 + 2kČl) sup 1^(2-. y)| + 2 Л 2 С ! sup IDFi^rtlI < 
4 xGRn.(/eY r e R n - y e Y 
< ЛЬ + / г ( C 4­ 2/»Č2) A-1*| 4- 2Л2С1А-1 < 5 L 
kur konstante Si = hk2 + h2 [Č -Ь 2/гС'2) fe+2ft2Čifcļ. Un. visbeidzot, 
varam uzrakstīt: 
||Z>b(x)|| < fej + Cifcķ| + Si&W + 
+5e([Č4-l]feķļ + fe1) < 5 2 . 
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kur kada pozitīva konstante. 
Tagad aprēķināsim atvasinājumu \D {tr [A(x)DVv(x)]} : 
^D{tr [A(x)DVv(x))} = Y,[V2Vv(x)]F{(x,y) Il£F{(x. y)fix{y)+ 
+ 4£[DVv(x)]DF1(xry) П*Я(ад)м*(уН 
+ XlD*^)}F^-y)D[nxFAx,y)]iix(y) + 
y£Y 
+ £[X>V*(*)lFx(*,y) ВД(ад)У/Цу)­
­ £ [Х?Уф ) р л { * , » ) f ^ % ^ ^ ( x , J , ) + y ) ) fix(y)-
- Y,[D^v(x)]gi{x,y) (zzVa(x,y)gi(x,y)+ 
+ a^LDgl(x.y) + Dh(x,y)j fix(y)-
­ E ([D^v(x)}gi(x.y) . $&йфуу) + ftfo*)) Vfix(y). 
y£Y V " / 
Lietosim šādu novērtējumu: 
^[ПМх.уЩ < (Нкх+к2С\к\х\) < 5o 
Tad varam novērtēt normu \D {tr [A(x)DVv(x)]} 
-D {tr[A(x)DVv(x)]}\ < 
< к \x\p~3 к2 \x\2 (Л + 1) + к \x\p~2 \x\ {h + 1) + 
+k\x\p~2к \x\ 5 0 + Čk \x\p~2 k2 \x\2 (h + 1) < S 3 И Р _ 1 
kādai pozitīvai konstantei S^. 
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Iegūsim funkcijas H{x.y) atvasinājumu: 
DH(x, y) = DVvQ(x) ((£> [EĻF, (х, у)]) у)+ 
+F2(x,y) + ū(x,y) £ gi{x.y) (D[UxFl(x.z)])px(y,z) ) + 
= €Y 
+Z?F 2(i'..y) + Va(x..y) £ 5 l ( x - . ( / ) ( Z } [ n x F 1 ( x . r ) ] ) p , ( y . r ) + 
s€Y 




+[DVv0(x)]DFl(x.y) n^Fi(x , j , )+ 
+[D^v0(x)}F1(i^y) D[īlxFļ](x.y) + 
-[D2Vvo(x)]9ļ(x,y) h^U9l{x,y) + fi(x,y)\-
-[DVv0(x)}Dgi(x.y) (^^gAx-y) + h(^y)^ -
-[DVv0(x)]gi(x, y) ^ V a ( x . y)gi(x. y) + 
Šī atvasinājuma normu novērtēsim: 
||Dtf (x. ,y)|| < к \хГ2 (2k \x\50 + к \x\) + к \x\p~x (k \x\5t + 
+ui5 0 + h + +ciS0k \x\ + kiSo + Sxk ļxļ + Ci50A- |x|)+ 
+k \x\p~3 к2 \x\2 {h + 1) + к \x\p-'2 k{k \x\(h + 1) + 
+к \x\p~2 к \x\ 5 0 + к \x\p~2 к \x\ kr < 5 4 |x| p~ l. 
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Visbeidzot, varam pārrakstīt (3.54) forma 
\\DF(x,y)\\ < S2 | х Г Ч 5 3 | а г Г Ч 5 4 И ' " 1 < (S2 + S3 + S4) \x\p~l . 
Tad ļ| Vt<2(x. y)\\ no (3.52) var novērtēt šādi: 
\\^v2{x.y)\\ < h ( (S 2 + 5 3 + S 4 ) | х Г ' + Č\m, \x\p) < m4 \x\p~l. 
kur m4 = S2 + S3 -\- S4 + С\тп3. 
No formulām (3.47). (3.50) un (3.51) iegūstam prasīto (3.49). • 
Lemma 3.2.2. Pieņemsim, ka funkcija v(x, y) ir funkcionalis no Lem­
mas 3.2.1. 
Tad 
(L(e}v) (x,y) = {L0vQ) (X) + r(x.y.s). (3.55) 
\r (х, у, c)| < m (E) \X\P (3.56) 
un 1im m(e) = 0 visiem x E t^, г/ E Y . kur operatori L(e) un £ 0 tika 
nodefinēti 3.1.nodaļā. 
Pierādījums. Tā kā funkcijas v(x, y) veids ir tāds pats kā Lemmā 
3.1.5, varam izmantot tās rezultātus. No tiem izriet, ka funkcijai 
v(x,y) infinitezimālo operatoru L(e)v var uzrakstīt formā (3.55). 
Novērtēsim tagad atlikumu r(x,y,e) no formulas (3.55). izmantjot 
3.1.2 paragrāfa Lemmu rezultātus: 
r{x,y,s) - ru(x,y) + r2ī(jĒ-y) + r3e{x,y), 
kur Г]_£(х.у) no Lemmas 3.1.1, r2e(x.y) no Lemmas 3.1.2 un T$eļ$,y) 
no Lemmas 3.1.3. 
rl£{x.y) =a E{Vv2{x,y).f{{x.y)) + 
+£а(х,;г/) ^2(Vv2{x, z).g1{x,y)) px{y,z) + 
1 
+£а(х,у)^ I (Vv2{x + $(eyi{x,y) + E2g2{x.y)).z)-
=evļ 
~Vv2{x. z).gļ{x. y))ds px(y.ž) + +£2(Vv2{x. y).f2{x. y))+ 
Ļ 




Vv2{x + s{sg1{x4y) -\- £2g2{x.y)).z) < 
< m4ļx + s{£gx{x.y) + £2g2(x, у))^ < 
< mi{l+2k)\x\p~1 
seko. ka 
|П*(*»»)| < \x\P 
kādai pozitīvai konstantei п ц . visiem В £ [0.1] un £ £ (0.1) 
I i 
ra«($»Jf) ļ j s ( ( - ^ V u o ) ( x + č.s (f(7i(x..y) +£ 2(72(-i ' .,y))) -
о о 
No nevienādības 
(DVV0) (x + *S (c0i {X. у) + в * & { * , У)))| < 
< к p-2 < kņ+щ \x ip­2 x 4­ ts [egx {x. y) + s2g2{x. y)) 
kura izpildās visiem s.t £ [0.1] un £ £ (0.1) . seko novērtējums 
kādai pozitīvai konstantei m 6. Bez tam no attēlojuma D\/UQ{X) ne­
pārtrauktības attiecībā uz x seko: l imr 2 X s (x.у) = 0 visiem x £ 
R" , ,y £ Y . 
r22s{x,y) = {{[D\7uo{x)}g2{x.y).gx{x.y)) + 
+ {[DVv0{x)]gx{x, y).g2{x. y))} + 
:20:Щ^ ([DVv0(x)}g2(x.ylg2(x.y)). 
Ла-1 Г. 1.2 
Tad 
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pozitīvai konstantei m7. 
rZe(x.y) ={£{X7Vļ(x.y),f2) + 
+sa(x. y)^2 (Vt/! [x + s(egi(x, y)+ 
+£2g2{x.y)),z).g2{x.y)}ds px(y, z) + 
i 
+a{x.y)Y^ / ([v"t'i(x + s(£g[(x.:y) + 
+£2g2(x.y)).z)-\7cl{x.z)\.gl(x.y))dspj:{y.z). 
No nevienādības 
\Vvi{x + s{sgi[x.y) + -:2g2{x.y)),z) < 
< m2 \x + зкд^х.у) + £2g2(x,y)) P 1 < m2 (1 + 2A-) \x\p 1 
seko novērtējums 
)^c(^'.ļ/)| < m 8 |z|p 
pozitīvai konstantei rn 8. Ir viegli redzēt, ka 
un limm(r) = 0 visiem x £ Up, у £ Y . Lemma ir pierādīta. • 
Definīcija 2. Vienādojuma triviāJo atrisinājumu sauksim par 
eksponenciāli p-stabilu kādam p > 0. ja eksistē tādas konstantes 
M > O.7 > 0 un p > 0. ka katram x ^ R" un t > 0 izpildās 
E\x{t)\p < Me-*\x\p. 
Teorēma 3.2.1. Pieņemsim, ka vienādojuma (3.36) triviālais atrisi­
nājums ir eksponenciāli p-stabils ar kādu pi,0. Tad eksistē tāds 
£0 > 0. ka visiem £ € (0,£0) sistēmas (3.1)-(3.2) atrisinājums x(t) 
ir asimptotiski lokāli stabils pēc varbūtības. 
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Pierādījums- Stohastiskajam diferenciālvienādojumam (3.36) var 
izveidot Ļapunova funkcionāli formā: 
v0(x) = ļEx \x(t)\l dt, 
kur x(t)~vienādojuma (3.36) atrisinājums. Saskaņā ar Hasjminska 
rezultātiem ([35]). pietiekoši lielam T ir spēkā novērtējumi (3.47), 
(3.48). un var uzrakstīt: 
(Цг0)(х) < -c3\x\p. (3.57) 
Stabilitātes pētīšanai izmantosim Ļapunova funkcionāli no Lem­
mas 3.2.1. No novērtējumiem (3.55) un (3.56) seko. ka eksistē tāds 
pietiekoši mazs £oi 
ka 
(Цф) {x.y) < ~m7 \x\p (3.58) 
visiem x E Upi у E Y , E E (0,%) un kādai pozitīvai konstantei m~. 
Lietojot (3.49). varam pārrakstīt (3.58) formā: 
C(s)v{x,y) < -v(x.y). (3.59) 
m 5 
Tagad, ievietojot operatora C(s)v(x,y) novērtējumu (3.59) Dinkina 
formulā ""apstādinātiem" laika momentiem (2.33). iegūstam: 
-P(t) 
Ex,yv(x(Tp(t)),y(rp(t)))<v{x.y) -Ex,y / v(x(s).y(s))ds, 
0 
kur Tp(t) = m m { f r f } , fp ~ inf{£ > 0 : \x(t)\ > p] (pirmais laika 
moments, kad x(t) iziet no lodes ļx| < p). No šīs nevienādības izriet, 
ka 
Ex,yv{x{rp{t)).y{rp{t))) < v(x,y). 
Tagad apskatīsim "apstādināto" procesu i . kuru iegūstam, ap­
stādinot procesu x(t) pirmajā laika momentā r, pārejot p robežu: 
{ ) l х(тр) t>rp. \х(тр)\=р. 
Aprēķināsim varbūtību P ( sup \x{t)\ > p ļ : 
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P (sup \x(t)\ > p] < P (sup \x(t)\ = p] < P (sup ļ i f t ) f > ~ ] < (*) 
Tā kā līdz izejai no lodes Up — {\x\ < p} ir spēkā novērtējumi (3.49) 
un (3.59), tad process v (x(t),y(t)) ir supermartingāls un mēs varam 
pielietot supermartingālu nevienādību: 
(*) < P (sup Ļv ( i ( t ) . y (0 ) > т ] ^ < M 2 • 
\(>o «i 4 у m 5 p 2 тп$рг 
Šo varbūtību var padarīt pēc patikas mazu. izvēloties sākotnējos da­
tus x(0) = x. Tātad mēs esam pierādījuši procesa x(t) stabilitāti pēc 
varbūtības.t.i.. 
lim P (sup b(*)| > S) = 0 кИо \t>o У 
visiem 5 > 0. 
Tagad ir jāpierāda, ka visi atrisinājumi, kuri neiziet no Up. tiecas 
uz 0, ja t —> oc. No (3.59) tieši seko. ka 
д 
jt+C{ī)\e^v(x,y) < 0. (3.60) 
Lietojot Dinkina formulu, varam uzrakstīt visiem x £ Vp- у £ Y un 
visiem t > s > 0 : 
Е^^т^\^х(трЩ).у(трт^=: 
= ExJe^TAs\ix(Tp(S)).y(Tp(S)))^ + 'x.y 
+ЪХ,У ļ ( - + СШ e-luiix(u).y{u)) \ du < 
rfi(s) 
<v(x.y)+Ex,y ļ + С(5)у^ии(х(а)^у(и))1 du< 
< v(x.y) < me\p\p. (3.61) 
Tātad mēs esam pierādījuši, ka process 
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ir ^-saskaņots supermartingāls ta, ka visiem x G Up. у £ Y un 
t > s > 0 izpildās nevienādība: 
* M { e ^ ( i ) i ^ ( r , ( r ) ) , y ( r p ( 0 ) ) } < 
< E x . y | e ^ ^ ( s ) . ( ^ ( T - , ( S ) ) , . y ( r p ( S ) ) ) } . 
Aprēķināsim varbūtību: 
sup \x{t)\ >$,ŗp = m\ = P.,„ sup |x(*)|2 > S2. r, = oo < 
< Fx,y i sup — v(x(t).y(t)) > r p = oo ļ < 
t>s ГПЪ 
< Pjŗj ļ sup е т з i;(x'(£), #(£)) > emssS тц. тр = oc ļ < 
ОЙ 
< Р а д (sup е^-Тр{Пу(хЦтр(Ц).уЦтрЩ))з > е^6%. тр = о 
( m 7 /*\ m 7 \ 
s u p e ^ ( ( ) L - ( x ( r p ( 0 ) ^ ( r , { ^ ) ) ) > e ^ V m s j < (**} 
Tā kā e m s M J f (x ( r p (^ ) ) , y{Tp(t))) ir pozitīvs supermartingāls. varam 
pielietot supermartingālu nevienādību. Tad 
( * * ) < ^ е - ^ в Е г . у { е ^ ( г ) ф - ( г р ( 0 ) - . У ( г Р ( ^ ) ) ) | . 
Lietojot (3.61), varam uzrakstīt 
P i y ļ sup \x(t)\ > $,rfi = 0 0 ļ < =re m 5 S ļpj p -> 0, ja 9 -> oc. 
\ t>s } тпф1 
visiem у G Y . [arļ < 1 un £ G (O.co) (pietiekoši mazam 5o > 0). 
Tādējādi mēs ieguvām šādu rezultātu: visi sistēmas (1.6)-( 1.7) 
atrisinājumi, kuri neiziet no lodes \x\ < p < 1, eksponenciāli tiecas 
uz nulli. 
No atrisinājumu x(t) stabilitātes pēc varbūtības un no tā. ka 
atrisinājumi, kuri nav izgājuši ārpus lodes Up, eksponenciāli tiecas 
uz nulli, var secināt, ka atrisinājumi x(t) ir asimptotiski lokāli stabili 
pēc varbūtības. Teorēma pierādīta. • 
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