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З ад ач а  приближения функций времени или других функций, опре­
деленных на полубеюкоінечном интервале, чаісто возникает в различных 
отраслях современной техники.
Если функция зад ан а  аналитически, то задача приближения наи­
лучшим образом решается путем ее разлож ения в конечный ряд по 
той или иной системе ортогональных функций. В этом случае, как из­
вестно, ошибка цриближения будет минимальной в смысле метрики 
соответствующего гильбертова пространства. Из всех систем такого 
рода наилучшими аппроксимирующими возможностями обладаю т 
экспоненциальные полиномы («е»-.поли.номы) Чебышева I рода Tk*(t) 
( k = 0 ,  I, 2, . . .) и ««»-функции Чебышева III рода Sk(t) (к=>1 , 2, . . .) 
[5]. Однако, если коэффициенты Фурье разлож ения по функциям Sk(t) 
( k =  1 , 2 , . . .) можно получить с помощью экспоненциальных моментов 
для весьма широкого класса функций времени [6 ], то разложение по 
«е»-поли;ном(ам Tk*(t) ( k = 0 , I, 2  . . . ) ,  к ак  правило, найти не удается 
[5]. М еж ду тем приближенные значения коэффициентов обоих разло­
жений, лишь незначительно отличающихся от коэффициентов Фурье, 
можно получить в результате интерполяционного процесса, в котором 
узлами интерполирования служ ат нули «е»-полинома Tn* (t) или функ­
ции Sn-M (t). Такой путь определения коэффициентов разложения я в ­
ляется наиболее простым и совершенно естественным, когда функция 
времени, подлеж ащ ая разложению, задан а в виде некоторой эмпири­
ческой зависимости, т. е. графически.
Замечательное свойство обычных ортогональных полиномов, опре­
деленных на конечном интервале, заключающееся в том, что они орто­
гональны не только в смысле интегрирования, но и в смысле суммиро­
вания по узлам интерполирования [4], без всяких изменений распро­
страняется на «е»-фунікции Чебышева Tk* (t) и Sk(t) ,  что существенно 
упрощает процедуру вычисления.
Задачи интерполирования с помощью ортогональных функций в 
связи с этим удобно рассматривать с точки зрения простейших понятий 
функционального анализа.
Возможны различные схемы интерполирования с помощью «е»- 
функций Tk*(t) и Sk(t) ( k = '0 , I, 2 , . . . ,  n ) ,  каждой из этих схем соот­
ветствует единственный ортогональный базис, порождающий некоторое 
подпространство «п»-мерного эвклидова пространства Rn. Н иже рас­
сматриваются некоторые из этих схем.
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а) П о д п р о с т р а н с т в о  RnTT 
Пусть T0 *(t) ,  T i* ( t) , . . .  Tn- I (t) — «n» первых «е»-полиномо!В Ч ебы ш е­
ва I рода [5]. Предположим, что tiT (i =-1, 2 . . .  n) — нули «е»-полино- 
ма T11*(t). О бразуем систему из «п» векторов Tk (к =  0, 1 . . .  n —1). 
«п» координат каж дого вектора этой системы определяются как  значе­
ния «е»-пол ином a Tk*(t) в нулях «е»-полинома Tn* (t), т. е.
T k = { T k* (tiT), Tk*(t2T), . . . ,  Tk*(tnT)}. (1-1)
П остроенная система векторов образует ортогональный базис не­
которого подпространства RnTT эвклидова пространства Rn [ 1 ], так  как 
[приложение 1 ]
(Т ь  Tm) = 0  к ф т
IlTkIl2 =-(Tk llT k ) = +  (1-2)
Любой вектор fTe R n TT представим в форме [1]
F  =  S 1V T k. (1-3)
к- 0
В частности, предположим, что задан а  некоторая ограниченная 
функция f(t)  ( o < : t < o o ) ,  удовлетворяю щ ая условию [5]
1. О р т о г о н а л ь н ы е  б а з и с ы  н ек о т о р ы х  п о д п р о с т р а н с т в
/
е 2 |f ( t ) ] 2
L l - e' а
dt < оо
тогда она может быть разлож ена в сходящий р я д  по «е»-полиномам 
Tk* (t)
f(t) =  +  +  І  b KTK*(t).
2 k il
Рассмотрим отрезок ряда
f(t) ж +  + n2bKTK*(t). (1-4)
: : 1 ^ k= 1
Положим последовательно t =  tiT (i ==-1 , 2 , . . . .  n ) ,  тогда получим систе­
му из п .линейных уравнений, которую в векторной форме можно зап и ­
сать следующим образом:
F = s  V tki (1-5)
к=о
где вектор fT имеет вид
fT= { f ( V ) ,  f ( V ) ,  . . . ,  f(tnT)}, ( 1 -6 )
bkT (k =  0 , I, . . . ,  ri— I ) — скалярны е величины, несколько отличающие­
ся от коэффициентов bk (k = 0 ,  I, . . . ,  n —1) в разложении (1-4);
Tk (к =  О, 1, . . . ,  n —1 ) — система векторов, определяемая формулой
(1-1) и образую щ ая ортогональный базис подпространства RnTT, при­
чем вектор T0 берется с весом V2.
Равенство (1-5) совпадает с (1-3). Оно означает, что существует 
оператор I 11Tt , осуществляющий изометрическое отображение подпро­
странства RnTT на п-імерное эвклидово пространство Rn, т. е.
1 пт т - fT =  bT, (1-7)
где
bT= ( b 0T, bF , . . . ,  bn-iT). ( 1 -8 )
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Выясним структуру оператора Іптт. Умножим ( 1 - 5 )  скалярно  на 
вектор Tm, тогда в силу (1-2) будем иметь
Ьщт =  + +  = 4 - 2  f(tiT)T mfr tf r ) (m =  0,1,2...п -  1). (1-9)
Il Am Il П і — 1
Совокупность этих уравнений можно записать в форме (1-7). С ледова­
тельно, оператор Іптт определяется матрицей п Х п  с элементами
TY W )  =  _ 1  
T k II2 п
Ф ормула (1-9) определяет приближенное значение коэффициентов 
в разложении (1-4), полученное ів результате интерполяционного про­
цесса по нулям первого из отброшенных «е»-полиномов в (1-4), т. е. по 
нулям Tn*(t) .  Если произвести нормирование векторов Tk (k =  0, 1, . . . ,  
n — 1 ), то получим ортон армированный базис подпространства RnTT, ко­
торый можно рассматривать  как совокупность собственных векторов 
некоторого самосопряженного оператора А т. Система уравнений для
= U U U U  =  - + T K*(tiT)(k =  0,1. .n -  1)(1 =  1,2...n).
нормированных векторов Tk =  s JL_  • Tk имеет вид
_  _  V n
A t • Tk =  Lk • Tk (k = 0 ,  I, . . . ,  n — I) ,  (M O )
Ak (k =  0 , I, n — I) — собственные значения оператора Ат. Введем 
матрицу n X n  U nT, столбцы которой есть координаты векторов Tk 
(k =  0 , 1 , . . . ,  n 1 ).
Очевидно,
I V  - U ht= E ,  (1-11)
где E — единичная матрица, а символ ( ~ )  означает транспонирова­
ние.. М ожно видеть такж е, что
L V  =  - [ / H L  . 1 « .  ( Ы 2 )
и следовательно,
j тт Л тт _  Е.  ( 1 - 1 3 )1II *п Yi ѵ '
Умножим уравнение (1-7) на Іптт, тогда получим
F  =  + - I nTTbT (1-14)
•Это уравнение эквивалентно векторному уравнению (1-5), полученно-
П гму в результате интерполирования, поэтому матрицу --у- Іптт естествен­
но назвать интерполяционной матрицей. Столбцами этой матрицы
2
служ ат  векторы Tk (k = 0 ,  1, . . . ,  n — 1 ), умноженные на —
Найдем структуру оператора Ат, собственные векторы которого обра­
зуют ортонормираванный базис рассматриваемого подпространства. 
Введем диагональную матрицу À
L0  0  0  . . .  0  
0  L1 0  . . .  0
О О О . .  Ln_ t
(1-15)
и напишем матричное сравнение
A t • Unx =  и птЯ. (1-16)
Оно эквивалентно всей совокупности уравнений вида ( 1 - 1 0 ) [4]. Умно­
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жим (1-16) справа на транспонированную матрицу Ü nT. Учитывая 
( M l ) ,  будем иметь следующее представление для матричного опе­
ратора
At -  U n7X -U nT =  _Н-ІпТТ->-Г„77. ( М 7 )
б) П о д п р о с т р а н с т в о  Rnss
Ортогональный базис, порождающ ий подпространство Rnss, м о ж ­
но получить аналогично предыдущему.
Возьмем п первых «е»-фунікций Чебышева III рода Si ( t ) , . . . ,  Sn (t)
[5]. Пусть tis ( і =  I, 2 , . . . ,  n) есть нули функции Sn+ i( t) ,  т. е. нули 
«е»-полинома Чебышева II рода U n*(t) ,  так как
s „ + i ( t )  =  2 -е 2у ' \  — e ~at - u n*(t).
Образуем n векторов по формуле
Sk=  (S k (Ls ) , Sk (t2s), Sk (tns )} ( k =  I, 2 , . . . ,  n ) .  (1-18)
М ожно показать [приложение 1], что
( S K, S m) =  0 k W m
( S k ,  S k) =  !I SkII2- V+ ’ ’ (1'19)
поэтому система векторов S b S2, . . . ,  Sn может быть принята в каче­
стве ортогонального базиса некоторого подпространства, которое мы 
обозначим через Rnss-
Рассмотрим задачу  интерполирования с помощью функций Sk (I) 
( k — 1 , 2 , . . . ,  п) .  Функцию f(t)  ( O W tW 00) подчиним дополнительному 
условию
f (с) == f, ( оо ) =  о. ( 1 -2 0 )
З адач а  состоит в определении коэффициентов частной суммы
{(t) «  V  ?KSK(t), ( 1 -2 1 )
k= I
которая имеет івекторный аналог
г = IjVSk (1 -2 2)
к- 1
Смысл равенства ( 1 -2 2 ) состоит в том, что вектор fs, принадле­
ж ащ ий подпространству Rnss, расклады вается  по ортогональному б ази ­
су этого подпространства, поэтому
ßkS =  S I ( tIs)s K(Iis) (k =  1, 2 . . .  п), (1-23)
где f(tis ) — значения функции î ( t )  в узлах интерполирования, т. е. 
координаты вектора fs . Аналогично предыдущему мы можем ввести ин-
п  - 4 -  1терполяционную м атр и ц у —- —  Inss, столбцы которой есть координаты
2
соответствующих векторов ортогонального базиса, умноженные н а п . j 
С помощью этой матрицы (1-22) можно записать в форме (1-14)
ts _  п +  1
где ßs = ( ß i s, ß2s» . ßns ) — вектор n -імарного эвклидова пространствап ï ï
Rn. Таким о б р а з о м ,— - — Inss есть матрица, осущ ествляю щ ая изоморф-
ное соответствие между пространством Rn и его подпространством Rnss-
Учитывая, что
П I T SS Г SS _ R
2  1Ii ‘ Ап — w
можно получить решение уравнения (1-24) относительно вектора ßs
ßs =  Ins s . f s ,  (1-25)
которое объединяет всю совокупность скалярных уравнений (1-23). 
Отметим такж е, что ортонорімированный базис Si, S2, - . - , Sn рассм ат ­
риваемого подпространства есть особенные векторы матричного опера­
тора As, структура которого определяется формулой
As =  ^ + I „ s s » - r nss.
в) П о д  n  р о с т р а  ін с  т  ів о RnST
Пусть имеет место конечное разлож ение (1-21). В качестве узлов 
интерполирования выберем не нули «е»-іполіинома U n*(t) ,  как  в преды­
дущем случае, а нули «е»-полинома Tn* (t) .  Векторное разлож ение по­
лучит вид
îT =  S P kt - S kR (1-26)
K=rl
где fT есть ( 1 -6 ), а вектор S r t  определяется фопмулой
SkT= { S k ( t iT), Sk (t2T), . . . ,  Sk (tnT)}. (4-27)
Система векторов SkT (k = 1 , 2 , . . . , n) такж е  обладает  свойством орто­
гональности [приложение 1 ]
(SKR S mT) =  0 k +  m
(Skt,Skt) = I I S kt II2= - R J  Г ' 28»
и, следовательно, может служить ортогональным базисом порождаю 
щим некоторое подпространство Rn81- Все ранее полученные формулы 
сохраняю т свой вид. В частности, если ввести интерполяционную м ат ­
рицу InsR столбцы которой, есть координаты соответствующих век­
торов ортогонального базиса, умноженные на , то (1-26) можно за-
Z j
писать в форме
n
InsV 1 1 (1-29)
2  
где
ßT= ( ß . T, ß2T, . . . .  ßnT). (1-30)
Будем такж е  иметь
РкТ =  У  W ) - S k( Z )  (к =  1, 2 . . .  п ) (1-31)
или более компактно
ßT = I nST . fT ( !-32)
І = 1
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ßT =  + -Tns t -Іптт-ь т,
ь т =  + ï nTT-inST-pT. (1-33)
Эти векторные равенства связывают коэффициенты разложений (1-4) 
и ( 1 -2 )1 ), найденные интерполированием по одним и тем ж е узлам  для
одной и той ж е функции. Матрицы InST • Іптт и InTT • InST естьZ Z
матрицы преобразования вектора ßT в вектор Ьт и наоборот.
2 . Связь с численным интегрированием
Целью рассматриваемы х интерполяционных процессов является 
получение приближенных значений коэффициентов Фурье в конечных 
разлож ениях по «е»-функциям Tk*(t) и Sk (t) (k =  0, I, . . . ,  n) . К оэф ­
фициенты Фурье этих разложений есть определенные интегралы [5], 
поэтому полученные интерполяционные формулы есть формулы чис­
ленных квадратур. П окаж ем, что они относятся к группе квад ратур ­
ных формул наивысшей точности, т. е. к так называемым гауссовым 
квадратурам  [3].
P асом одр и м интеграл
Hf 5 7 +  *
О
Сделаем подстановку x =  e_at, тогда получим
2  Г ? * < х ) dx.  (2 -2 )
С о в м е с т н о е  р е ш е н и е  (1 -2 9 )  и ( 1- 14)  д а е т
о
Весовая функция P (х) =  ——= = ■  есть частный случай весовой
у  х ( 1 х)
функции Якоби P G s)(x) =  хЦ І — х )§ , соответствующий значениям 
у =  6  =  Этот частный случай характеризуется тем, что полиномы
Якоби преобразуются в смещенные полиномы Чебышева Tn* (х) (п = 0 ,  
I, 2 , . . . ) ,  которые образую т полную ортогональную систему функций
на (0 , 1 ) с весом р ( _ 1 Г’ ~ 1г) (х) [3, 4]. Согласно общей теории гауссо­
вых квадратур [3] приближенное значение интеграла (2-2) можно п о ­
лучить no п ординатам функции <р*(х) ів точках х р  ( і = 1 , 2 , . . . ,  n ) ,  где
Xjt  =  COS3 N i D Z - H L  (і =  1, 2 . . . п) (2-3)
есть нули полинома Tn* (х) [приложение 1 ].
Таким образом,
W j 1 F l V , d x  +  « ■ < » • > •  <2 - «
i =  t
где Rn (ф * )— остаточный член, имеющий вид [3 ] 
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R n ( f ' )  -  / 5  ■ / I i  0  <  E <  '•  <2 ' 5 >
Вернемся к прежней переменной, тогда, очевидно,
T T  I  J 1T l - tL t = - r i T(t' T) +  r V(2-6)
О
Здесь tiT ( i= '! ,  2, . . . ,  п) есть ,нули «е»-іполинома Чебышева I рода 
Tn* (t) [приложение 1 ]. П оложим
cp(t) =-фт(t) =  f (t ) Tk*(t) (k=.0, I, 2, . . . ,  n - 1 ) ,  (2-7)
тогда интеграл (2-1) будет определять коэффициенты Фурье функ­
ции f (t)
Ьк =— Уе 2 fWT**ÜL -d t (к—0,1 . . . п-1), (2-8)
и ]  / I  -  е ~ аі
О
т. е. коэффициенты в конечном разложении функции f(t)  по «е»-поли- 
номам Чебышева I рода [5]
f(t) =  -¾ - +  S* b KT K*(t), (2-9)
Z k=l
Согласно (2 -6 ), учитывая (2-7) и (2-8), получим
°о _ау п
Ьк = L  Г  T  2 : ! +  -T k*(t)dt = L  V f ( t i ' r)TK*(tiT) + RnT(?T)-(2-!0)
Oj  У  е І = 1
Если иметь в виду (1-9), то можно написать
bk= b kT+ R n 4 < p T), (2-11)
где
Ькт =  ~  І  f(tiT)T K*(tiT) (1-9)
11 i = l
есть приближенное значение коэффициента Фурье в разложении (2-9), 
полученное ів результате интерполирования по нулям «е»-полинома 
Tn* (t) .
Остаточный член Rht (Tt) имеет вид
I d 2n
R T ( cPt) = T Z n" 2 • W f ( t ) T k * ( x ) 1  Q <  X <  со. ( 2 - 1 2 )
(2 п)!
П оложим теперь
<p(t) =<ps(t) =-fi(t) • Sk (t) ( k =  I, 2, . . . ,  n ) ,  (2-13)
причем будем считать, что f(0) =  f ( o o ) = 0 .  Это требование не уменьш а­
ет общности, так  как  при f ( 0 ) + 0  и f(oo)=L 0  можно рассматривать
функцию
fx(t) -  f(t) -  f(0 ) e " V  -  f ( ° ° ) ( l  -  e " V ) .
Случай f (O) =  oo и f ( o o ) = o o  исключается.
Sk(t) ( k =  l, 2 , . . . ,  n) ««»-функции Чебышева I II  рода [5]. П одста­
вим (2-13) в (2 - 1 ), тогда значения интегралов
будут даівать коэффициенты Фурье разлож ения функции f( t)  в конеч­
ный ряд  по ортогональным функциям Sk(t) [5]
f(t) S -  2  PKS K(t). (1-21)
k — I
Если подставить (2-13) в квадратурную  формулу (2 -6 ), то будем иметь
=  + 2  R L ) - S k( L )  4 - Rnr(tPs) (k =  1 , 2  . . .  п).
П І = 1
Согласно (1-31)
Pkt  ^  + £  R L ) - S k( L )  (к =  1 . 2  . . .  п) (1-31)
11 І = 1
есть приближенное значение коэффициентов Фурье ів разложении 
( 1 -2 1 ), полученное в результате интерполирования по нулям «е»-поли- 
нома Tn*(t) .
К вадратурн ая  формула (2-6) позволяет получить приближенное 
значение интеграла по n ординатам функции <p(t), взятым в нулях ^ » - п о ­
линома Tn* ( t ) . Этот результат является  следствием ортогональности по­
линомов Tk*(t) ( k = 0 , I, 2 , . . . ,  n) е весом
a
e “
V I -  e -
-  P(I).
но с таким же весом ортогональны «е»-функции Чебыш ева III рода 
Sk(t) (k =  1 , 2 , . . .), которые являю тся такж е собственными функциями 
соответствующего дифференциального оператора Ш турм а-Л иувилля  
[1 , 4]. Это обстоятельство позволяет, ничего не меняя по существу, по­
лучить квадратурную  формулу по ординатам функции <p(t), взятым 
в нулях функции Sn+i ( t) ,  т. е. в  точках tis ( і= 4 ,  2, . . . ,  n-f-1) [прило­
жение 1]. Будем иметь п-Н2 ординаты (pi(tis ) ( і = 0 ,  I, 2, . . . ,  n + 1 ), 
вклю чая значения на границах интервала. Если выполняется естест­
венное требование ф ( 0 )  = < р ( о о )  = о ,  то квадратурн ая  формула прини­
мает вид
L i W P dt = §  T(t'8) +  R'SM- (2' |5)
Пусть ф ( 0  определяется формулой (2-13), тигда -слева получим точное 
значение коэффициента Фурье ßk- Таким образом,
Pk =  - V i  R D - S k( L )  +  Rns( tPs) (2-16)
11 • 1 і = 1
или по-другому
ßk=  ßkS +  RnS^ s ) ,
где ßks есть приближенное значение коэффициента Фурье, определяе­
мое формулой ( 1 -23)
^Ks =  і г т т і  R D - S k( L ) .  (1-23)
3. Погрешности и сравнение интерполяционных процессов
Точность рассматриваемых интерполяционных процессов определя­
ется абсолютным значением остаточных членов в соответствующих
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квадратурных формулах. О днако сравнение точности на такой основе 
провести практически невозможно, так  как  требуется значение 2 п про­
изводной разлагаем ой  функции в некоторой неизвестной точке, распо­
ложенной в интервале (0 , оо).
Н иж е рассматривается  другой подход к этой проблеме, очень удоб­
ный для  целей сравнения.
Пусть f( t)  ( O ^ t s g o o )  есть непрерывная и ограниченная функция 
во всем интервале, тогда ее разлож ение в бесконечный ряд по «е»-іпо- 
линомам Чебыш ева Tm* (t) будет сходиться равномерно и точно пред­
ставлять f( t)  в каж дой точке
f(t) =  +  +  І  b mT m*(t),
Z TTl=I
(3-1)
Первые n коэффициентов этого разлож ения мы можем приближенно 
определить, интерполируя по нулям «е»-полинома Tn*(t) ,  т. е. по ф ор­
муле (1-9)
Ькт =  + 2  f(tiT) - T K*(t,T) (к =  0,1, . . . п -  1). (1-9)
і= і
П оложим в (3-1) t =  tiT и подставим в (1-9), тогда получим
ьКт =  + І  T W )  + +  S  ьт 2  Tm* ( D - T K*(D-
n fcl n Ы
Если иметь в виду [приложение 1], что
+ É T m* ( D -T kN D  =  +
і = 1
то можем написать
sin(m  — к)тг ^  s in(m  +  к)тс
. (m sm -— к)тс
(m +  к)тс
b L =  +  i T L ( D  +  + І  b
Z i = l ZI1 m= I
m
2 n
sin(m — k ) ît 
(m — k ) tc
sin
(3-2)
+
Sin
2 n
2 n
sin(m  +  k)tc
. (m +  k )tc 
sm  -
Раскры вая  неопределенности при m =  v 2 n ± k  (v = 0 ,  I, 2, 
иметь (при любых других значениях m (3-3) равно нулю)
Ь к Т =  Ь к  +  Xi(L m - K  +  Ьѵ2п+к) (к  =  0 , 1  . . .  п — I )
V=I
или в развернутой форме
bkT =  bk+b2n-k+b4n_ k +  . . . -f-b2n+k“bb4n+k-f- • • •
В ы оаж ение
2 n
(3-3) 
.), будем
(3-4)
(3-5)
S  (b v2n-K L2n + K7*к).
V = I
(3-6)
есть, очевидно, ошибка рассматриваемой интерполяции. При малых 
к (по сравнению с n — 1 ) ошибка невелика, однако с  ростом к ошибка 
растет и при значениях к, близких к n — 1 , она может быть соизмерима 
со значением bkT. Так, при п =  7 получим следующую картину:
Ьот — Ь о + 2  Ь і4 + 2  Ь28 + . . • ,
b iT= b 1+ b 13+ b 15+ . . .  ,
b5T =  b5+bg +  b i9 +  .  .  .  ,
Ьбт =  Ьб+Ь8-4-Ь2оН- . . . .
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Если функция f(t )  достаточно гладкая , т. е. ряд  (3-1) сходится быст­
ро, то погрешность интерполяции будет м ала. Н алож им  дополнитель­
ное ограничение на разлагаем ую  функцию f ( t ) .  Потребуем выполне­
ния равенства
f ( 0 ) = f ( o o ) = 0 ,  (3-7)
тогда разлож ение по ортогональной системе Sm(t) ( m = i l , 2 , . . .) б у ­
дет сходиться равномерно
OO
f(t) =  S  PmSm(t). (3-8)
m = I
Если воспользоваться интерполированием по нулям «е»-полинома 
Tn*(t) ,  то приближенное значение первых n коэффициентов р а зл о ж е ­
ния (3-8) можем определить по формуле (1-31)
Pkt =  - j r i  W i W t J )  (к  =  1 , 2 .  . . п ) .  (1-31)
11 І 1
Поступая аналогично предыдущему, получим
- )  OO п
ßkT =  - Т Г - S  Ьш V  S r a ( V ) - S k(V ) .
П Ш= 1  І= 1
Учитывая, что [приложение 1]
sin(m  — к +  sin(m  +  к +
2
„ Y s m( V ) S ll( V ) = J j . (m — к)тс . (m 4 - к)кsin = т  s i n  т —
2 n 2 n
будем иметь
F s in(m  — к)тс ^  sin(m +  к)тг
f*«1 a S  JKZE~ Si n<J 5  +  ü ) i
nTT 2 n 2 n
(3-9)
Все члены этого рада, y которых m W v 2 n ± k  (v =  0 , I, . . . ) ,  будут р а в ­
ны нулю. Р аск р ы в а я  неопределенности при m =  v2 n ± k  (v =  0 , I, . . . ) ,  
получим
ßkT =  ß k + ß 2n-k— ß4n-k+ . . . — ß2n+k+ß4n+k~ . . . .  (3-10)
Все замечания, вы сказанны е ранее, остаются справедливыми и для  
этого случая. Имеется, однако, одна особенность, заклю чаю щ аяся  
в том, что последний коэффициент, соответствующий k =  n, может 
быть определен в результате интерполирования весьма точно. В самом 
деле, положим в (3-10) k = n ,  тогда
ßn T = 2  ßn — 2  ß3n+  . • . , 
откуда с большой точностью можно с ч и тать -^ -  ßnT =  ßn-
1
Таким образом, если последний коэффициент взять с весом "ту »
то полученное значение будет весьма мало отличаться от коэффициен­
та Фурье ßn. Д ругими словами, искомое разлож ение следует писать 
в форме
f ( t ) - ß 1TS r( t)  +  ß2TS 2 ( t ) +  . . . + d - ß n TSn (t) ,  (3-11)
если коэффициенты определять по формуле (1-31).
Н айдем  связь  меж ду коэффициентом ßks, полученным при интерпо­
лировании по нулям функции Sn-J-I (t ) , и коэффициентами Фурье в р а з ­
ложении (3-8).
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И м е е м
ßks =  W ) S K(t.s) (к =  I, 2 . . . n ) .  (1-23)
П "t" 1 i = l
П овторяя ту же процедуру, получим [см. приложение 1 ]
Pks -  - 1 - Vкк 2 (п + 1 ) ' 1
. , (m — к ) «
sin(m — k ) u - cos  -' ,— . i \  '  2 (n +  I)
sin(m Fк )u • cos
. (m — k)u 
Sin 2 (n +  I)
(m +  k)u “
(n +  I)
(rri k )usm + --------- —
2(n -I- I )
( 3 - 1 2 )
откуда, раскры вая  неопределенности при m =  v2 [ ( n + l ) ± k  ( v = 0 , I, . . .), 
найдем искомое соотношение
ßkS =  ßk— ß2(n+l)-k— ß4(n+l)-k— • • • +  ß2(n+l)+k+ß4(n+l)+k+ . . . .  (3-13)
М аксимальная  абсолютная ошибка при такой интерполяции будет 
оавна1 %
I ßkS — ßk I =  I ß2(n+l)-k| +  I ß4(n+l)-k| +  . . . +  1 ß2(n+l)+k| +  • • • (3-14)
В то время как при интерполировании по нулим «е»-полинома Tn* (t) 
она имеет вид
I ßkT — ßk I =  I ß2n-k I +  I ß4n—k | +  • • • +  I ß2n+k | +  . . . . (3-15)
Если коэффициенты разлож ен и я  (3-8), начиная с m > n ,  монотонно 
убывают по абсолютной величине, то
I ßkS — ßk I <  I ßkT — ßk I, 
т. e. коэффициенты, определяемые по формуле (1-23), меньше отлича­
ются от соответствующих коэффициентов Фурье, чем коэффициенты 
ßkT, определяемые интерполяционной формулой (1-31), при одном и 
том же количестве ординат. Другими словами, интерполирование по 
пулям Sn-M (t) заметно точнее, чем интерполирование по нулям Tn*>(t).
Д л я  получения той ж е точности коэффициенты ßkT следует вычис­
лять уже по п + 1  ординатам функции f ( t ) ,  так  как  замена п на п + 4  
в (3-15) дает  (3-14).
Что касается коэффициентов bkT, определяемых интерполяционной 
формулой (1-9), то их отличие от соответствующих коэффициентов 
Фурье в разложении (3-1) будет определяться формулой типа (3-15), 
однако последний коэффициент Ьп- і т будет иметь значительную по­
грешность, поэтому такое интерполирование будет, вообще говоря, 
менее точным, чѳм піри использовании функций Sk (t).
Последнее можно объяснить тем, что при использовании этих 
функций нулевые граничные условия удовлетворяются заранее, н еза­
висимо от коэффициентов разложения, поэтому равенство в (3 - 1 1 ) 
фактически достигается не в n точках интервала (0 , оо), а в п + 2  точ­
ках, что не может не повлечь за собой некоторое увеличение точ­
ности.
Таким образом, из всех рассмотренных интерполяционных про­
цессов наибольшей точностью обладает процесс, по которому опреде­
ляются коэффициенты ßks ( k =  l, 2 , . . . , n ) , т. е. квадратурная  форм у­
ла (2-15).
Отметиім, кроме того, что из равномерной сходимости разложений 
(3-1) и (3-8) следует bm-+o и ßm - > 0  при ш-+оо. Учитывая это, можно
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видеть из (З-б), (3-10) и (3-13), что при п-^оо приближенные значе­
ния коэффициентов Фурье стремятся к точным, т. е. интерполяционные 
процессы сходятся.
В приложении 2 приведены значения нулей «е»-іполинома Tn* (t) и 
функции Sri4-I (t) до п =  8 . З а  недостаткам места не приводятся интер­
поляционные матрицы. Их элементы могут быть найдены с помощью 
таблиц для тригонометрических функций. Так, элементами матрицы
- 2 - І птт будут величины [приложение 1 ]
T k * ( t i T) = c ° s KaiT =  COSK 2 п ^ ТС б  п — (1 =  1, 2 ...п)
n П J 1
Д л я  элементов м ат р и ц -— InST и — ^— Inss соответственно будем иметь 
формулы
^  / ,  тч . т . (2 і — 1 )тс
S k(Hr) =  s i n K a /  =  S inK — 2 і і ”  ’
ітс
S k ( t i S) =  S i n k a j s =  s inf r
n  +  I
Столбцы этих матриц есть !координаты ортогональных векторов, о б р а ­
зующих базисы соответствующих подпространств. Что касается  п а р а ­
метра «а», то о:н должен выбираться из условий, указанных в [6 ]. Н е ­
обходимо, однако, помнить, что если f (0 ) = + = 0  и f ( o o ) ^ 0 , то коэф ф и­
циенты разлож ения по функциям Sk (t) ( k =  1 , 2 , . . . ,  п) следует 
искать для  новой функции вида
f1(t)=f(t)-f(0)e-T-f(œ)(l-e-ab ,
тогда для  заданной функции получим представление
f(t) -  f (o )e“ T  +  f ( c o ) ( l  -  е - т )  + 2  ßKSk(t).
k =  I
B качестве примера найдем приближенные значения коэффициентов 
Фурье bkT, ß kT и ßks для  функции
f (t) = C - t  ^ cos 3 t. (3-16)
Эта функция имеет довольно сильно выраженный колебательный х а ­
рактер, однако мы попытаемся найти приближенное значение несколь­
ких первых коэффициентов, взяв всего лишь восемь ординат. Р езу л ь ­
таты расчета по рассмотренным схемам приведены в табл. 1 ( а = 1 ).
Т а б л и ц а  1.
О
Ьтк 0,5159 0,5224 0,3480 —0,0390 — 0,1400 0,0390 0,3969
ßTK — — 0,6550 0,1204 0,2307 -4),0304  — 0,0785 0,0415
ßsK — — 0,6509 0,1137 0,2385 — 0,0355 —0,0805 0,0547
ßK — — 0,6529 0,1175 0,2335 — 0,0304 — 0,0839 0,0544
Расчет привадился по шестизначным математическим таблицам 
Чемберса, однако взято лишь четыре знака, в некоторых случаях п р о ­
изведено округление. В последней строке приведены значения коэф ­
фициентов Фурье ßk ( k = l ,  2 , . . . ,  6 ), полученные по точным форм у­
лам  [6 ]. Несмотря на столь малое число ординат для такой функции, 
как (3-16), погрешность для  технических приложений вполне прием­
лема.
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П р и л о ж е н и е  I
Доказательство ортогональности базисных векторов
Подстановка e - at=<cos2 - J -и л и  t =  - I n c o s - J -  ( П I - 1 ) преобра-2 а 2
зует последовательности «е»-полиномов Чебышева I рода T K*(t)
(к =  О, 1 , 2, . . .) (и «е»-функций S k(t) ( k = l ,  2, . . .) в последовательно­
сти тригонометрических функций cos ка  и sin ка  (к =  0 , 1 , 2 , . . .) соот­
ветственно [5].
Корни уравнения C o s n a = O  ( 0 < а < я )  определяются формулой
L  С-і -  D +  (і -  1, 2 . . . n), (ПІ-2)
поэтому нули «е»-/полип ом a Tn* (t) располагаются в точках
tjT =  L l n  c o s  (2і — 1) + -  (і =  I, 2 . . . n). (ПІ-3)
Д л я  уравнения s i n ( n + l ) a = 0  на открытом интервале (0, я) будем 
иметь n корней:
a
ITU
П +  1
(і =  1, 2 . . . n). (ПІ-4)
В соответствии с этим нули «е»-функции Чебышева Sn+i((t) ,  совпадаю ­
щие с нулями «е»-полинома Un*(t) ,  располагаются в точках
L  =  L  In cos Y + i j  (і ~  2  • • ’ п )- ?ПІ"5^
а) Покажем, что
я О m к
( т к, т т ) =  ^ T L ( L ) T L ( L )  =  j i _ m =  к ( п і - 6 )
" * . І I 2
Поскольку
Tk* (tiT) =  cos каД, a Tm* (tiT) =  cos m a +  
задача  сводится к доказательству  соотношения
п О m ф  к
4V c o s  к а + cos Hiai7  s= J i
Имеем
Coskai7 -Cosma i 7 =  - J - [ c o s (k  — т ) а г7  +  cos(k +  т К 7] =
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1 / 0 . , v (к — щ)те^ -cos( 2 i — 1 ) ■
2 п f  4 cos(2, -  l ) <k~ + nm),t
Если учесть, что [2 ]
V  cos(2 i — 1 )х = I sin п X
і = 1 2 sin X
то можно написать
п
V  COSka11 . c o s m a A -
sin(K — т)тс sin(k +  т)тс
. (к — т)тс
sin >
+ (к +  т)тс
2 п
sin
2 п
При любых неравных к и т  это выражение равно нулю (k +  m += 2 n и 
к — m +  2n ) .  При к =  ш, раскры вая  неопределенность, получим Т а­
ким образом, соотношение ( П 1 -6 ) доказано, 
б) П окажем, что
n О k += m
( S klS m) =  у  S k(Ls) S m( Z )  =  n +  1
JmJ к =  mІ = 1 I
(ПІ- )
Аналогично предыдущему задача сводится к доказательству соотно­
шения
n . О к  Ф m
V ^  Sinkajs -Simajs — п-Ы
— CT“  к =  гп. i = l I
Используя (П1-4) и выполняя преобразование, получим
n
2  S i n k a j s - S i n m a j s =
І- 1
1 C 1 - ( к  — т)те 1 " . (к 4- т) те
г  S  “ s l l T + - 1----------- 2 S  C 0 S 1  - Т + Т -i = l i -1
Д л я  любого X имеет место тождество [2]
ix
V c o s i X  =
І = 1
n +  I . X 
cos —   x -s in n —
Sin
j s in 2 (n +  l ) x - c o s  —
sin
о П +  1
COSi-  TT  X.
rf (k — m)ic (k +  m )tcП одставляя x->   :—-,—  и X -> 7
n +  1 П +  1
преобразований 
n
^ j s i n k a j s -Sinmajs =  — 
1
i=i
sin(k — m)TC-cos
получим после простых 
(к — пі)тс
2 (n -г I)
sm
( к  —  гп)тс 
2 (n +  1 )
- /ï ï ч (к +  т)тг
2 ~ S m (t +  2 (n +  1 )
. (к +  т)те 
5Ш 2 (n +  1 )
s ink^-sinm ^.
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деленность, получиім  ----- , что и доказывает (П 1-7) .
П р и  k / m  э то  в ы р а ж е н и е  р а в н о  н у л ю ;  п р и  к  =  ш , р а с к р ы в а я  неопре-
в) П окажем, что
n 0  к ф  m
( s kT, s u )  =  V j Sk( U ) • S m(U )  =  _n_ k
Замена (П1-3) дает
n
(S kT, S U )  = ^ S i n k a i7 -Sinmai'
І = I
откуда и следует (Л  1-8).
(П І- 8 )
sin(k r -  mW sin(k +  mW
. (k+mWsin. (к — mW sin -
2 n 2 n
П р и л о ж е н и е  2.
Нули полинома Tn*(t)
п at i at2 at3 aU ji at5 ut6
at7 at8
1 0,69315
2 0,15835 1,92108
3 0,06934 0,69315 2,7022
4 0,0388 0,3691 1,1755 3,2686
5 0,02678 0,23080 0,69315 1,5794 3,71024
6 0,01628 0,15835 0,45764 1,00171 1,9380 4,12610
7 0,01261 0,11550 0,33275 0,69315 1,2613 2,21560 4,3786
8 0,01065 0,08803 0,25130 0,51492 0,91017 1,50411 2,47379 4,64615
Нули Sn+i (t) 0 < t<  OO
n Ut1 Ut2 I Ut3
I
I Ut4 Ut5 Ut6 Ut7 Ut8
I 0,69315
2 0,28768 1,38629
3 0,15835 0,69315 1,92108
4 0,10036 0,42387 1,06279 2,3487
5 0,06934 0,28768 0,69315 1,38629 2,70325
6 0,0508 0,20857 0,59223 0,94485 1,76996 3,05836
7 0,03880 0,15835 0,36912 0,69315 1,1755 1,92108
8 0,03062 0,12440 0,28768 0,53313 0,88388 1,38629
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