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Ternary quantum processors offer significant computational advantages over conventional qubit
technologies, leveraging the encoding and processing of quantum information in qutrits (three-level
systems). To evaluate and compare the performance of such emerging quantum hardware it is
essential to have robust benchmarking methods suitable for a higher-dimensional Hilbert space. We
demonstrate extensions of industry standard Randomized Benchmarking (RB) protocols, developed
and used extensively for qubits, suitable for ternary quantum logic. Using a superconducting five-
qutrit processor, we find a single-qutrit gate infidelity as low as 2.38 × 10−3. Through interleaved
RB, we find that this qutrit gate error is largely limited by the native (qubit-like) gate fidelity, and
employ simultaneous RB to fully characterize cross-talk errors. Finally, we apply cycle benchmarking
to a two-qutrit CSUM gate and obtain a two-qutrit process fidelity of 0.82. Our results demonstrate
a RB-based tool to characterize the obtain overall performance of a qutrit processor, and a general
approach to diagnose control errors in future qudit hardware.
Introduction—While the majority of contemporary
quantum processors encode and process information in
quantum two-level systems (qubits), processors based on
d-level qudits (d > 2) could both (i) store exponen-
tially greater information and (ii) implement certain al-
gorithms using fewer entangling gates than their qubit-
based counterparts [1–4]. Recently, diverse experimen-
tal platforms including optical photons, nitrogen-vacancy
centers, trapped ions, and superconducting circuits have
begun to explore qudit-based information processing [5–
13].
In particular, systems based on three-level qutrits are
attracting growing interest. Qutrit-based processors can
enable, in theory, error correction with small code size
[14, 15], high-fidelity magic state distillation [16], and ro-
bust quantum cryptography [17, 18] and communication
[19] protocols. Experimentally, single qutrits have both
enabled fundamental tests of quantum mechanics [20]
and been used as auxiliary systems to aid various tasks.
Multi-qutrit algorithms have also been executed recently,
both with a measurement-based photonic platforms [8]
and a superconducting five-qutrit processor [10]. With
the number of qutrit-based processors steadily increas-
ing, there is a clear need for quantum characterization,
verification, and validation (QCVV) techniques suited to
these systems.
Of the variety of extant QCVV protocols, randomized-
benchmarking (RB) [21, 22] has emerged as a workhorse
in the field. In standard RB, a limited set of randomly-
chosen gate sequences is run on a quantum proces-
sor to characterize the average gate fidelity indepen-
dent of state-preparation-and-measurement (SPAM) er-
rors. Building on standard RB, interleaved and cycle
benchmarking [23] variants can provide error analyses
of specific gates. Randomized benchmarking is typically
used to measure fidelities of single- and two-qubit gates,
and but has thus far not been implemented in qutrit sys-
tems.
In this letter, we develop and demonstrate explicit
qutrit-capable recipes for both randomized benchmark-
ing and cycle benchmarking, and experimentally demon-
strate their viability on a quantum processor compris-
ing superconducting qutrits. Specifically, we report the
use of: (i) the standard RB protocol to measure average
gate fidelity over single-qutrit Clifford gates; (ii) inter-
leaved RB to measure the fidelity of individual single-
qutrit gates; (iii) cycle benchmarking to characterize a
two-qutrit entangling gate; and (iv) simultaneous RB on
several qutrits to characterize and mitigate crosstalk. On
our processor, measured single-qutrit randomized bench-
marking numbers are as low as 2.38×10−3, quite close to
single-qubit gate errors on the same chip. Our two-qutrit
entangling gate, the controlled-SUM, achieves a process
fidelity of 0.82.
Processor and gateset—Our quantum processor, in-
troduced and detailed in [10], is comprised of five su-
perconducting transmon circuits. We operate these as
qutrits, encoding information in the lowest three trans-
mon energy levels {|0〉 , |1〉 , |2〉}. Our elementary single-
qutrit gateset consists of rotations in both the {|0〉 , |1〉},
and {|1〉 , |2〉} subspaces. These subspaces can be se-
lectively addressed with microwave pulses on resonance
with their transition frequency. In addition to these mi-
crowave gates, we can add phases to any state using
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2virtual gates [24] in software. Our two-qutrit gate is a
controlled-SUM gate, the qutrit analog of the CNOT
gate [2]. Dispersive measurement allows us to resolve,
in a single shot, the |0〉, |1〉, and |2〉-state occupancies.
Qubit-like randomized benchmarking—To begin, we il-
lustrate the problems associated with simply extending
qubit randomized benchmarking to all three two-level
subspaces of a qutrit: {|0〉 , |1〉}, {|1〉 , |2〉}, and {|0〉 , |2〉}.
While this “qubit-like RB” approach can give some useful
characterizations of gates, it suffers from certain draw-
backs. First, this approach will yield one RB number
per subspace, which does not allow for easy interpreta-
tion, comparison between gate implementations, or com-
parison with a qubit-based processor. Further, bench-
marking an individual gate via interleaved randomized
benchmarking is not possible with this approach. Inter-
leaved RB relies on the use of the Clifford group to map
any error into a fully depolarizing channel, which is not
true for qubit-like RB.
Figure 1 shows the results of performing this qubit-like
RB on our processor. For each subspace, we generate se-
quences, of depth 2 to 3000, of uniformly random single-
qubit Clifford gates, with an inversion gate appended to
the end to make the total sequence equivalent to the
identity operation. The Clifford randomization converts
arbitrary gate errors into a depolarizing channel in the
relevant subspace, allowing for an extraction of the RB
value by measuring the survival probability of the initial
state. This survival probability P follows an exponential
decay P = Apm + B, where m is the circuit depth and
A, B, and p are fit parameters. From the value of p,
the average error per Clifford operation can be inferred
as r = (1 − p)(d − 1)/d, with d the system dimension.
One subtlety when using this method in a qutrit system
is that the decay must be applied to the renormalized
population, where the population of the non-driven state
is excluded.
Focusing on the randomized-benchmarking results in
the {|0〉 , |1〉} subspace, we find an average infidelity of
rqubit = (0.39 ± 0.05) × 10−3. Our single-shot readout
reveals a small leakage out of the computational space
due to off-resonant driving to the |2〉 state. This leak-
age is more pronounced for the other subspaces: for the
{|1〉 , |2〉} subspace, it is primarily due to T1 decay from
|1〉 to |0〉, while for the {|0〉 , |2〉} subspace, it is primar-
ily due to T1 decay from |2〉 to |1〉. Renormalizing these
populations isolates the effects of depolarization within
the computational subspace and allows for the extrac-
tion of randomized-benchmarking numbers: see Table
1. This renormalization, however, naturally does not ac-
count for leakage errors or dephasing outside the qubit-
computational space. Further, as the curves in Figure 1
show, the qubit RB sequences do not depolarize the full
qutrit state, preventing interleaved RB. To rectify these
issues, we turn to genuine qutrit randomized benchmark-
ing.
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FIG. 1: Population measurement with qubit-like random-
ized benchmarking. (a-b) RB on the qubit subspace. For a
large number of gates, the system tends to a fully depolarized
state for the first two levels (b). The second level is nearly
unpopulated. (c-d) qubit RB applied on the {|1〉 , |2〉} sub-
space. As the system is depolarizing in this subspace (d), the
states decay into the ground state |0〉. (e-f) qubit RB applied
on the on the {|0〉 , |2〉}. the system tends to a totally mixed
state in this subspace with a steady-state population in the
state |1〉.
Single-qutrit randomized benchmarking—In order to
fully depolarize gate errors in the full qutrit subspace,
as required by randomized benchmarking, one needs to
run gate sequences in which each gate is sampled from
the qutrit Clifford group [25]. In arbitrary system di-
mension, the single-qudit Clifford group is defined as the
normalizer of the Pauli subgroup, and is generated by the
Hadamard gate H and phase gate S:
H =
1√
3
1 1 11 ω ω2
1 ω2 ω
 , S =
1 0 00 1 0
0 0 ω
 , (1)
where ω is the primitive dth root of unity. The size of
the group grows with system dimension, as d3(d2 − 1)
for a single qudit (modulo a global phase); thus the
single-qutrit Clifford group has 216 elements. In prin-
ciple, any gateset capable of generating the Hadamard
and the phase gate can be used to generate the Clif-
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FIG. 2: Qutrit randomized benchmarking. Panel a. shows
the evolution of the population in a randomized benchmarking
experiment. With a qutrit Clifford twirling, the noise is effec-
tively mapped into a qutrit depolarizing channel. Thus, for a
very long sequence, the populations all tend to 1/3 and the
state of the qubit is on average equal to the maximally mixed
state ρ = 1
3
13. Panel b. illustrates the utility of measuring
the expectation value of the Pauli operator Z and taking its
real part. The imaginary part of the expectation value re-
mains at zero throughout, which means that the randomized
benchmarking sequence is effectively depolarizing the noise.
ford group. In our case, we compile Clifford gates into
our native gateset using a generalization of the so-called
ZXZXZ decomposition for qubits [24]—see supplement
for details. On average, our compilation requires 3.325
native gates (not including software-defined phase gates)
per qutrit Clifford.
Using the decomposition, we implement full qutrit ran-
domized benchmarking on our superconducting proces-
sor, with results shown in Figure 2. Figure 2a displays
the decay of basis-state populations to their steady-state
value; importantly (and in contrast to the results shown
in figure 1), the population of all states decays to 1/3, as
expected for a fully depolarized state. This is a signature
of Clifford twirling. This depolarization is also illustrated
in Figure 2b, which plots the expectation value of the
(qutrit) Pauli Z operator. To extract an RB number, we
can fit this decay of 〈Z〉 to a single exponential
〈Z〉(m) = Apm + b. (2)
Note that, in our superconducting processor, measuring
〈Z〉 can be done with a single circuit due to the fact that
we measure all state occupancies at once, allowing for a
calculation of
〈Z〉 = P (|0〉) + ωP (|1〉) + ω2P (|2〉). (3)
Though the Pauli Z operator is in general non-Hermitian,
its phase does not change under depolarization; thus the
imaginary component, which by preparation was zero ini-
tially, remains zero throughout. This is plotted for con-
firmation.
Using this procedure, we fully characterized the single-
qutrit gates of our 5 qutrit chip [10]. Table 1 summarizes
these results. Comparing the qutrit error-per-Clifford to
the errors measured in qubit randomized benchmarking
reveals that the qutrit Clifford gates perform roughly ten
times worse than single-qubit Cliffords in the {|0〉 , |1〉}
subspace, and around six times worse than the {|1〉 , |2〉}
subspace. Part of this difference is explained by the
larger number of elementary gates needed to build a sin-
gle qutrit Clifford than a single qubit Clifford, but this
does not explain the full performance gap. Instead, this
performance gap highlights the fact that benchmarking
the performance of all our microwave pulses in the full
qutrit Hilbert space catches errors missed by simply per-
forming single-qubit benchmarking. Thus, to predict the
performance of qutrit algorithms, it is important to run
full qutrit randomized benchmarking.
We now discuss two applications of single-qutrit
RB—characterizing individual gates and measuring
crosstalk—before moving on to two-qutrit gates.
Interleaved randomized benchmarking—As with
qubits, the standard RB protocol measures gate error
averaged over the set of Clifford gates. To characterize
individual gates, we turn to the interleaved RB protocol,
commonly used in qubit processors. In this protocol,
one interleaves the gate of interest between the Clifford
twirls. For the final inversion gate, it is helpful if the in-
terleaved gate is itself a Clifford gate. By comparing the
rate of depolarization with and without the interleaved
gate, a measure of the gate error can be obtained.
Our elementary microwave gates are pi- and pi/2-
rotations about the X and Y axes of both the {|0〉 , |1〉}
and {|1〉 , |2〉} subspaces. The pi rotations around the X
axis are elements of the single-qutrit Clifford group and
can thus be easily characterize by interleaved RB.
Figure 3 shows the decay curves obtained for our native
pi rotations gates using interleaved RB. The estimation
of the gate error is given by [26]:
rgate =
d− 1
d
(1− pi/p) , (4)
where pi and p are the decay probabilities respectively
with and without the interleaving. This analysis confirms
the results of the qubit-like randomized benchmarking:
the errors are largest for gates in the {|1〉 , |2〉} subspace.
It also reinforces the necessity of full qutrit randomized
benchmarking: the gate errors measured by qutrit in-
terleaved RB for both {|0〉 , |1〉} rotations and {|1〉 , |2〉}
rotations are higher than the measured values when only
using qubit-like RB.
In addition to characterizing individual microwave
gates, we also characterized the qutrit Hadamard gate.
This composite gate, is one of the Clifford group gener-
ators and is used in many qutrit algorithms. For exam-
ple, it can be used to implement the quantum Fourier
transform in a single qutrit. For this gate, we report an
4Transmon qubit-like RB: r × 103 Leakage: pl × 103 qutrit RB r × 103
{|0〉 , |1〉} {|1〉 , |2〉} {|0〉 , |2〉} {|1〉 , |2〉} {|1〉 , |2〉} {|0〉 , |2〉}
1 0.38± 0.01 0.65± 0.03 1.43± 0.05 0.87± 0.16 0.57± 0.02 3.55± 0.21 3.94± 0.15
2 0.36± 0.07 0.38± 0.02 1.01± 0.05 0.99± 0.15 0.22± 0.02 2.98± 0.16 2.38± 0.18
3 - - - - - - 2.50± 0.21
4 0.27± 0.02 1.48± 0.11 2.52± 0.22 1.76± 2.49 0.40± 0.02 8.02± 2.40 3.75± 0.59
5 0.55± 0.08 0.63± 0.02 1.18± 0.05 0.87± 0.26 0.28± 0.02 3.87± 0.22 3.34± 0.18
TABLE I: Randomized benchmarking results for the different RB techniques. The parameter r refers to the average error per
Clifford r = d−1
d
(1− p). The leakage is reported as the exponential decay without any scaling. The reported uncertainties are
calculated from the standard deviation of the fit. While doing the qubit-like RB, qutrit 3 became unusable due to a two-level
fluctuator poisoning the behavior of the qutrit.
infidelity of rH = (4.6± 0.3)× 10−3. Though our imple-
mentation is slow (128 ns), we still achieve a gate fidelity
competitive with other implementations of this gate [27].
0 200 400
depth
0.0
0.2
0.4
0.6
0.8
1.0
E
xp
ec
ta
ti
on
va
lu
e
a.
Identity
01 rotation
12 rotation
Hadamard
Id
en
tit
y
01
ro
ta
tio
n
12
ro
ta
tio
n
H
ad
am
ar
d
10−4
10−3
10−2
E
rr
or
p
er
ga
te
b.
FIG. 3: Interleaved randomized benchmarking. Panel a
shows the depolarization decay for each interleaved gate.
Panel b shows the measured error with interleaved bench-
marking for several important gates: pi-rotation in the
{|0〉 , |1〉} and {|1〉 , |2〉} subspace as well as the qutrit
Hadamard gate. Note that the gray indicates the interleaved
identity - or standard Randomized benchmarking - and is
plotted as a reference for the interleaved RB.
Crosstalk—Another important application of random-
ized benchmarking is to measure the addressability, or
single-qudit gate crosstalk, on a given device [25]. Usu-
ally, crosstalk errors are characterized with a simultane-
ous randomized-benchmarking experiment where two (or
more) qudits undergo an RB sequence at the same time.
Transmon qutrits are more sensitive to crosstalk than
qubits, as the use of the second level of the transmons
increases the frequency crowding of the device. A sig-
nificant challenge in the use of a transmon-based device
as a qutrit processor is to successfully mitigate these un-
wanted effects [10]. Simultaneous qutrit RB allows us to
quantify this crosstalk. Figure 4 shows the the results of
the simultaneous RB for two situations: (i) without any
crosstalk-cancellation, and (ii) with the nulling protocol
developed in Blok et al. [10]. Figure 4 makes apparent
the significant improvement on the crosstalk from such
a procedure. Notably, the gain is not homogeneous over
the whole chip.
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FIG. 4: Average error per Clifford while simultaneously run-
ning two qutrits. The solid bars indicates the average error
per Clifford with the cross-talk nulling applied to the sys-
tem. The transparent bars indicate error per Clifford without
crosstalk nulling. The grey bars indicates the isolated qutrit
results. Note that the large uncertainties are for non-cancelled
crosstalk .
Cycle benchmarking for two-qutrit gates—We now turn
to characterizing two-qutrit gates. While randomized
benchmarking is in principle possible for such a task,
it would require sampling from the full two-qutrit Clif-
ford group. This is impractical both due to the size
of the Clifford group (roughly 5 × 106 elements) and
due to the fact that the vast majority of these gates
require multiple elementary entangling gates to imple-
ment. To circumvent these problems and properly char-
acterize two-qutrit entangling gates, we instead general-
ize the recently-demonstrated technique of cycle bench-
marking [23].
Cycle benchmarking is similar in spirit to interleaved
RB in that the gate under test is interleaved between
randomly-chosen gates; a key difference is that in cycle
5benchmarking, the gate of interest is interleaved between
Pauli gates rather than Clifford gates. A key advantage
of Pauli twirling over Clifford twirling is that two-qudit
Pauli gates are simply tensor products of one-qudit Pauli
gates, and thus do not require entangling gates to imple-
ment. Unlike Clifford twirling, however, Pauli twirling
does not fully depolarize the gate noise; instead, it maps
all errors into stochastic Pauli errors. Normally, this
would result in population survival curves which, unlike
RB, do not follow a single exponential decay. However,
in cycle benchmarking, the initial state is chosen to be
a Pauli eigenstate, and the final measurement basis is
the Pauli basis. This recovers a single exponential decay.
Averaging over the measured decay parameters for each
initial state and measurement basis yields the average
error per gate.
The protocol for a qutrit system is quite similar to the
qubit protocol for the main twirling part: the gate of in-
terest is interleaved in a random sequence of qutrit Pauli
gates. However, several differences appear in the mea-
surement and the state preparation necessary to measure
a single exponential decay at a time. The most notable
difference comes from the fact that each Pauli operator
commutes with its Hermitian conjugate P † = P 2 which
is also a Pauli operator. Hence, they share the same
eigenbasis and the qutrit case of the cycle benchmarking
only uses 4 state preparation and measurement opera-
tors BQ for a single qutrit - compared to 3 for the qubit
case - leading to a total of 4N for a N -qutrit system
for the choice of the initial gate when applying the cy-
cle benchmarking protocol. The four basis rotations are
given in the supplementary material and we remark that
the qutrit Hadamard takes the computational basis into
the eigenbasis of the qutrit Pauli operatorX andX2. An-
other important point arises from this observation: the
expectation values of a Pauli operator and its hermitian
conjugate are complex conjugates, i.e. 〈P †〉 = 〈P 〉 im-
plying that the Pauli decay associated with these two
operators is the same. A more detailed analysis is given
in the supplementary material. This allows us to report
the decay associated with only half of all the N -Pauli
channels. All these specificities come from the structure
of the Pauli group and generalize naturally for qudit sys-
tems.
With this generalization of the cycle benchmarking
protocol to a qutrit system, we have applied it to the
identity gate (as a control) and the two-qutrit controlled-
SUM gate [10]. We measure an average process fidelity
of 0.98 for the identity operator and an average process
fidelity of 0.82 for the CSUM gate. Using Eq. 4, this
corresponds to a gate fidelity of 0.85.
Conclusion—We have demonstrated the characteri-
zation of a qutrit processor by extending randomized
benchmarking and cycle benchmarking to qutrits. With
the protocols developed in this article, qutrit processors
can be meaningfully compared to their qubit-based coun-
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FIG. 5: Cycle benchmarking of identity two-qutrit cycle (or-
ange square) and of the CSUM cycle (blue circle). We present
the exponential decay obtained for each Pauli channel and we
have omitted the complex conjugate as its value is identical.
The process fidelity is calculated by doing an average over all
the Pauli channel and we find a process fidelity of 2.22×10−2
for the identity cycle of 1.83× 10−1 for the CSUM.
terparts. As randomized benchmarking has become a
workhorse in characterizing qubit processors, we antici-
pate that qutrit randomized benchmarking will see sim-
ilarly widespread use. In addition to developing qutrit
randomized benchmarking protocols, we have demon-
strated the viability of qutrit processors based on trans-
mon circuits: specifically, single-qutrit gates—both in
isolation and simultaneous—achieve fidelities compara-
ble to qubit-based devices.
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SINGLE QUTRIT GATE DECOMPOSITION
Our native gateset for qutrit is given by the two-levels rotations in the subspace spanned by (|0〉 , |1〉) and (|1〉 , |2〉):
R01(θ, φ, λ) =
U(θ, φ, λ) 00
0 0 1
 and R12(θ) =
 1 0 00
0
U(θ, φ, λ)
 (1)
with the subscript (01) or (12) indicating the subspace of the gate and with the two-level operation given by:
U(θ, φ, λ) =
(
cos θ/2 −ieiλ sin θ/2
−ieiλ sin(θ/2) ei(λ+φ) cos θ/2
)
(2)
For each of these two-levels subspace, we use the so-called ZXZXZ decomposition used for qubits [1] to implement
arbitrary rotation in these subspace and can be written as:
U(θ, φ, λ) = Z
(s)
φ−pi/2X
(s)
pi/2Z
(s)
pi−θX
(s)
pi/2Z
(s)
λ−pi/2 (3)
where the subscript (s) indicate the corresponding subspace. In order to implement arbitrary singe qutrit gate, we use
a cos-sin decomposition given in [2] where an arbitrary unitary for single qutrit can be implemented by decomposing
into subspace rotation as follow:
U = Z(01)ϕ1 Z
(12)
ϕ2 Y
(12)
θ1
Y
(01)
θ2
Z(01)ϕ3 Z
(12)
ϕ4 Y
(12)
θ3
Z(01)ϕ5 Z
(12)
2ϕ5
(4)
where each Y rotation is actually implemented using the ZXZXZ decomposition described above. We noticed during
the writing of the manuscript that one can find a decomposition that use two rotations in the subspace (01) and one
rotation in the (12) subspace simply by relabelling the entry of the matrix.
As an example, here is the decomposition of a qutrit Hadamard:
H =
1√
3
1 1 11 ω ω2
1 ω2 ω
 = 1√
2
1 0 00 1 −1
0 1 1

︸ ︷︷ ︸
Y
(21)
pi/2
cosα/2 − sinα/2 0sinα/2 cosα/2 0
0 0 1

︸ ︷︷ ︸
Y
(01)
α
1 0 00 −1 0
0 0 −i
 1√
2
1 0 00 1 −1
0 1 1

︸ ︷︷ ︸
Y
(21)
pi/2
1 0 00 1 0
0 0 −1
 (5)
With α = 0.47766 calculated numerically. Y
(01)
α can be further decomposed using virtual Z gates:
Y (01)α = X
(01)
pi/2 Z
(01)
pi−αX
(01)
pi/2 Z
(01)
−pi (6)
The phases (diagonal matrices) can be implemented in software and don’t requires physical pulses.
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2GENERATION OF THE SINGLE-QUTRIT CLIFFORD GROUP
As stated in the main article, the single Clifford group is generated by the Hadamard H gate and a phase gate S
[3]. To generate the group, we start from an empty list and we generate all the element from the generator. If the
generated element matrix is already in the list (up to a global phase), we go to the next element. If it is not in the list,
we add it to the list. Because the dimension of the Clifford group for a single qudit is known to be d3(d2− 1), we can
stop this search as soon as the number of element in the list is d3(d2 − 1) or 216 for qutrits. This method is a simple
brute force search and is already impracticable for the 2-qutrit Clifford group. For each qutrit Clifford gate, we apply
the decomposition described in the previous section. When applicable we have simplified successes pi/2 rotations into
singles pi rotation.
We note that X
(01)
pi and X
(12)
pi are qutrit Clifford gate but Y
(01)
pi and Y
(12)
pi are not but as the adding a virtual phase
don’t add error, their error should be similar to the one of the X
(s)
pi . Moreover the pi/2 rotation along any axis are
not in the Clifford group and there is no simple virtual phase that can map them to a Clifford, making interleaving
Benchmarking not as straightforward as for the pi-rotation and the Hadamard gate. We leave the question of how to
characterize non-Clifford gate for future work
QUTRIT PAULI GROUP
The single qutrit Pauli group is generated by Z and X:
X =
0 1 00 0 1
1 0 0
 , Z =
1 0 00 ω 0
0 0 ω2
 (7)
we follow the qubit definition and also use Y = ZX and we add the definition of V = Z2X for convenience. Note that
for each of these operators, its complex conjugate and its square are equal: P 2 = P †, ie for each element of the group
P 3 = I. One corollary of this observation is that each Pauli operator shares the same eigenbasis as its Hermitian
conjugate, allowing to measure two expectation values per circuit.
PAULI EXPECTATION VALUES MEASUREMENT
Following [4], we measure expectation value as following. For a given N -qudit Pauli operator Q, let BQ be the
rotation that maps the computational basis to an eigenbasis of Q (eg the Hadamard gate for the single-qubit operator
X). The measurement protocol gives an outcome z after the rotation in the eigenbasis with B†Q. The expectation
value of Q can then be expressed as:
Tr [Qρ] =
∑
z∈ZN3
Tr [BQ(|z〉〈z|)Q] Pr(z|Q) (8)
which amounts to a weighted sum over the population measurement. For the rotations into the eigenbasis we use
BZ = I and:
BX = H = 1√
3
1 1 11 ω ω2
1 ω2 ω
 , BY = 1√
3
1 1 ω1 ω 1
ω 1 1
 , BV = 1√
3
 1 1 ω21 ω2 1
ω2 1 1
 (9)
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