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A holomorphic Penrose transform is described for Hitchin's correspondence 
between complex Einstein-Weyl spaces and "minitwistor" spaces, leading to 
isomorphisms between the sheaf cohomologies of holomorphic line bundles on 
a minitwistor space and the solution spaces of some conformally invariant field 
equations on the corresponding Einstein-Weyl space. The Penrose transforms for 
complex Euclidean 3-space and complex hyperbolic 3-space, two examples which 
have preferred Riemannian metrics, are explicitly discussed before the treatment 
of the general case. 
The non-holomorphic Penrose transform of Bailey, Eastwood and Singer, which 
translates holomorphic data on a complex manifold to data on a smooth mani-
fold, using the notion of involutive cohomology, is reviewed and applied to the 
non-holomorphic twistor correspondences of four homogeneous spaces: Euclidean 
3-space, hyperbolic 3-space, Euclidean 5-space (considered as the space of trace-
free symmetric 3 x 3 matrices) and the space of non-degenerate real conics in 
complex projective plane. The complexified holomorphic twistor correspondences 
of the last two cases turn out to be examples of a more general correspondence 
between complex surfaces with rational curves of self-intersection number 4 and 
their moduli spaces. 
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Introduction 
History 
In 1966, Penrose [27] discovered that solutions of massless field equations on 
Minkowski space could be expressed as contour integrals of free holomorphic func-
tions over lines in 3 dimensional complex projective space. This idea of using 
contour integral formulae to obtain solutions of field equations can in fact be 
traced back to Whittaker [36] in 1902 (cf. also Bateman [6]). The freedom in the 
function for a fixed solution was later realized to be exactly the freedom of a Cech 
representative of a sheaf cohomology class, and a formal mechanism was set up 
by Eastwood, Penrose and Wells to prove isomorphisms between sheaf cohomol-
ogy groups over a region of the projective space and solutions of massless field 
equations over a region of spacetime [8]. 
The Penrose transform was originally ascribed to this particular mechanism for 
4 dimensional fiat spacetime. However, it has undergone a considerable amount of 
generalization and refinement since [8]. Two most important generalized Penrose 
transforms are: 
Holomorphic Penrose transform: This is a mechanism which relates the Dol-
beault cohomology group IIr(Z,  0(V)) of a complex manifold Z, where V -* Z is 
a holomorphic vector bundle, to solutions of systems of linear partial differential 
equations on another complex manifold X, where X is a moduli space of compact 
complex submanifolds of Z, more precisely, we require that X and Z are related 




There are two main areas in the applications of this transform: 1. The gener-
alization of [8] to general homogeneous correspondences, i.e. correspondences for 
which spaces involved are all homogeneous spaces of a symmetry group. This is 
often referred to as the flat theory. In [4], the Penrose transform over generalized 
flag varieties is treated in great detail. Other examples include Penrose trans-
forms for complex Euclidean 3-space and complex hyperbolic 3-space, cf. [18] and 
Chapters 2 and 3. 2. The construction of the Penrose transform for the 'curved' 
version of the flat theory, examples of which include [1,2,9] and Chapter 4. 
Non-holomorphic Penrose transform: This is a mechanism which, given that 
a complex manifold Z and a smooth manifold X are related by a correspondence 
with suitable conditions satisfied (see Chapter 5), relates H'(Z, 0(V)), where V 
is again a holomorphic vector bundle over Z, to solutions of linear PDE's on X. 
Examples of this transform include Hitchin [14], LeBrun [24], Salamon [31]. 
There are also works of representation theorists which are of this nature, see [3,10] 
for brief descriptions and references. More recently, Bailey, Eastwood and Singer 
[3] developed a mechanism which unified all the examples cited above, and could 
be rightly called the non-holomorphic Penrose transform. In addition to examples 
considered in [3], Chapters 6-9 are also devoted to applications of this mechanism. 
It seems natural, following [3], to discuss this method using the idea of in-
volutive structures [34], and since no treatment of this has appeared yet in the 
literature, we give a comprehensive discussion in Chapter 5. 
Outline of thesis 
. Reviews: Chapters 0,1,5. 
In Chapter 0, we briefly review some basic material (sheaves, twistor corre-
spondences, homogeneous vector bundles, conformal and projective geometries, 
spinor index notation, and some results on direct images) which shall be assumed 
in latter chapters. 
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In Chapter 1 we introduce the holomorphic Penrose transform, whose main 
structure was basically completed in [8]. 
In an earlier version of [3], a general Penrose transform is discussed, using the 
idea of involutive structures. Since this has not yet appeared in the literature, we 
provide our own treatment in Chapter 5, extending their results. For a homoge-
neous correspondence, the Penrose transform can in fact be computed in terms 
of Lie groups and Lie algebras. This is discussed in the latter part of Chapter 5. 
The relationship between a holomorphic Penrose transform and a non-holomorphic 
Penrose transform is discussed in Appendix 2 of this chapter. 
. Holomorphic Penrose transforms: Chapters 2-4. 
The applications of the holomorphic Penrose transform to cases where the 
target spaces X are complex Euclidean 3-space C 3 and complex hyperbolic 3-space 
IHI first appeared in Jones thesis [18] and were treated as symmetry reductions of 
[8]. We give an alternative treatment using only the intrinsic geometry. Moreover, 
for the C3 case, the transform as described by Jones does not consider all the 
homogeneous line bundles on the twistor space. There is a complex parameter for 
which only the zero value is considered by Jones. 
As the twistor correspondences of Chapter 2 and 3 are examples of Hitchin's 
correspondence between minitwistor spaces and Einstein-Weyl spaces [16], we in-
vestigate the holomorphic Penrose transform for general Einstein-Weyl spaces in 
Chapter 4. We also consider the holomorphic Penrose transform for the correspon-
dence between a complex conformal 3-manifold and its mini-ambitwistor space - 
the space of null geodesics. The relation between a mini-ambitwistor space and a 
minitwistor space is discussed at the end of this chapter. 
. Non-holomorphic Penrose transforms: Chapters 6-9 
A non-holomorphic twistor correspondence for Euclidean 3-space R 3 has been 
used by Whittaker [36] and Hitchin [15] to solve the Laplace equation and the Bo-
gomolny equation respectively. However, the formal application of the mechanism 
of Chapter 5 to obtain full results has been lacking. In particular, as in the C 3 
case, the homogeneous bundles on the twistor space are classified by an integer 
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and a complex value parameter. We discuss this transform in full generality in 
Chapter 6. 
For hyperbolic 3-space H, a non-holomorphic Penrose transform was first given 
in [3], where H is considered as the homogeneous space S00 (3, 1) ISO (3). However, 
in Chapter 7, by considering a different symmetry group SL(2, C), we are able to 
obtain additional results over [3], as we have additional line bundles which relate 
to fields taking values in spin representations 
The Penrose transforms of Chapters 6 and 7 are in fact real forms of that of 
Chapters 2 and 3. Note that, however, for the case of H, we obtain more results 
than that of IHI, as they have different twistor spaces. Combining the results of 
these chapters, we obtain that every smooth eigenfunction of the Laplacian on H 3 
(or H) extends to a holomorphic eigenfunction of the holomorphic Laplacian on 
C3 (H respectively), where H is an open subset of H, see Section 7.2. The same 
applies to other equations involved. 
In Chapter 8, we identify Euclidean 5-space H 5 with the trace-free symmetric 
product of H 3 , then set up a correspondence and discuss its non-holomorphic Pen-
rose transform. Neither this nor its corresponding holomorphic Penrose transform 
for the complexified space C 5 are known to be in the literature before. 
In Chapter 9, a non-holomorphic Penrose transform for the space of non-
degenerate real conics in complex projective 2-plane is discussed. This is the 
first application of the non-holomorphic Penrose transform to a non-compact Rie-
mannian symmetric space other then hyperbolic space. 
A generalized correspondence: Chapter 10 
The holomorphic counterparts of the non-holomorphic twistor correspondences 
of Chapters 8 and 9 both have a twistor space admitting rational curves of normal 
bundle 0(4). In Chapter 10, we discuss the general correspondence between com-
plex surfaces admitting curves of normal bundle 0(4) and their moduli spaces. 
This is then generalized to a correspondence where 0(4) is replaced by 0(2n), 
n > 1 (when n = 1, this becomes Hitchin's correspondence). 
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It is possible that the correspondences of this chapter are dimension reductions 
of the twistor correspondences for manifolds with a torsion-free quaternionic con-
formal structure [2]. Furthermore, there exist holomorphic Penrose transforms for 
such correspondences, but we have not computed details. 
Chapter 0 
Background Material 
0.1 Basic material on manifolds and sheaves 
Given a smooth manifold M and a smooth vector bundle V over M, a complex 
manifold N and a holomorphic vector bundle V' over N, we write, for p, q > 0, 
:= sheaf of germs of smooth p-forms on M, 
sheaf of germs of smooth V-valued p-forms on M, 
QP 	sheaf of germs of holomorphic p-forms on N, 
:= sheaf of germs of holomorphic V'-valued p-forms on N, 
:= sheaf of germs of smooth forms of type (p, q) on N, 
:= sheaf of germs of sections of smooth V'-valued (p, q)-forms on N, 
and EM := E° M, EM(V) := E(V), °N := 	and (9N(V) 	l(V'). Note 
forms are taken to be complex valued and V, V' are complex vector bundles. 
Pullback sheaves and relative de Rham sequence 
Definition 0.1 Let f Y -* B be a surjective map of maximal rank of complex 
manifolds, and S be a sheaf on B. The topological pullback sheaf f'(S) on Y is 
the sheaf generated by the following presheaf 
U -+ S(f(U)), U is open in Y 
Definition 0.2 Let S be a sheaf of OB-module on B. The (analytic) pullback of 
S on Y is defined as 
f*S : f'(S) ®f_1QB  Qy. 
[1 
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Definition 0.3 The sheaf of holomorphic relative p-forms 	
on Y is defined by 
the exactness of the following sequence 
(0.1) 
where i is the natural inclusion map and ir is the quotient map. 
Note there is a natural map 
d1 ci -~ ç1 
which is given by ir o d, where d is the usual exterior differential operator d: QP
, -~ 
7' and ir is the quotient map i7' -+ 	in (0.1). 
Lemma 0.4 Let k = dim(Y) - dim(B), then the relative holomorphic de Rham 
sequence 
0 ~ f 1 OB —+ O -- 	- ... -* 	-40 	 (0.2) --+ 
is an exact sequence of sheaves on Y. 
Let V be a holomorphic vector bundle on B. One can obtain a resolution of 
f'OB(V) by tensoring (0.2) with ®f_loBf 	B(), 
cf. [8], which yields 
Lemma 0.5 The (twisted) relative holomorphic de Rham sequence 
0 	f'QB(V) 	s, Oy(f*V) 	
Ql(f*/) 	... -4 k(*i) 	0 	(0.3) 
is exact, where Q(f*V) denotes Q ® f*O B (V). 
Spectral sequence of a differential sheaf 
Definition 0.6 A graded sheaf S is a sequence of sheaves 
{$n}, n e Z. A 
differential sheaf is a graded sheaf with a homomorphism of sheaves d : S —+ 
8n+1, which satisfies d 2 = 0. 
Definition 0.7 A differential sheaf S on a manifold M is acyclic if H(M
,  SP) = 
0, for q > 1, p > 0. 
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Definition 0.8 Let 
0 	S 	',A ° 	',A' 	... 	 , A 	
... 	 (0.4) 
be a differential sheaf on M, then it is a resolut ion of S if (0.4) is an exact sequence 
of sheaves. 
Theorem 0.9 One has 
if (0.4) is a resolution of 5, then there is a spectral sequence 
EP q = H(M,  A') ===> Hr (M' 5), 
if (0.4) is acyclic, then there is a spectral sequence 
= H(M, H 
q(A * ) ) === Hr(F(M, A*)), 
ker ( 14 -+ Aj 
where W(A*) := im(A' —p 
Proof: see e.g. [35i 
Corollary 0.10 (Abstract de Rham theorem) 
If (0.4) is both a resolution 
and acyclic, then 
H(M,S)) HP(F(M,A*)). 
Leray spectral sequence 
Definition 0.11 If f : Y —* B is a continuous mapping of topological spaces and 
S is a sheaf on Y, then the direct image sheaf fS on B is the sheaf generated by 
the following presheaf: 
U —~ H(f'(U),S), U is open in B. 
Theorem 0.12 (Leray spectral sequence) if  Y —* B is a proper surjective 
mapping of topological spaces, S is a sheaf on V. Then there is a spectral sequence 
H(B,fS) == Hr(Y,S). 
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For a proof, see, for instance, [35]. 
Corollary 0.13 If  is coherent (thus f!S  is coherent by the Direct Image The- 
orem, cf. [12]) and B is Stein (i.e. for any coherent sheaf 1F on B, H(B,F) = 
0 forp>1),then 
H(Y,S) F(B,fS). 	 (0.5) 
02 Twistor correspondences 
Holomorphic twistor correspondence 
Definition 0.14 Let Z, F and X be complex manifolds. A diagram 
F 
is said to be a holomorphic correspondence of complex manifolds if jt, v are surjec- 
tive holomorphic maps of maximal rank and p x 1: F -+ X x Z is an embedding. 
Definition 0.15 A holomorphic twistor correspondence is a holomorphic corre-
spondence of complex manifolds with the additional condition that the map ii is 
proper. 
The space Z will be referred to as a twistor space for X, and F as the correspon-
dence space for the twistor correspondence. 
Most examples of holomorphic twistor correspondence in fact come from the 
following construction. 
Theorem 0.16 (Kodaira[21]) Let Z be a complex manifold, Y a compact com-
plex submanifold of Z and N the normal bundle of Y in Z. If H 1 (Y, N) = 0, 
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then Y belongs to a locally complete family of compact complex submanifolds 
{ Y : x E X}, for some complex manifold X, and there is a canonical isomor-
phism TX H ° (Y,N), where N x is the normal bundle of Yx C Z. 
Definition 0.17 A pair (z, x) E Z x X is said to be incident if z lies in the 
complex compact submanifold associated with x. 
To relate Z and X, one introduces 
F := {(z,x) e Z x X I (z, x) is incident }. 
Then we obtain a holomorphic twistor correspondence, where jt, ii are the obvious 
forgetful maps. 
Remark: In general, the infinitesimal intersection properties of the Y endow X 
with some differential geometric structure. See [16], [28]  for examples. 
Non-holomorphic twistor correspondence 
Definition 0.18 A correspondence of smooth manifolds is a diagram 
FR  
\T  
ZR 	 XR, 
where ZR, FR and XR are smooth manifolds, 'ri,  r are submersions and the map 
77 X T : FR -+ ZR x XR is an embedding. 
Definition 0.19 A non-holomorphic twistor correspondence is a correspondence 
of smooth manifolds with the additional condition that ZR is a complex manifold 
and that 17('r'(x)) is a complex compact submanifold of ZR,  for each x E X. 
Again ZR is a twistor space for XR, and FR is the correspondence space for this 
twistor correspondence. 
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0e3 Homogeneous vector bundles 
Let M = C/H be a homogeneous space, where G is a Lie group and H is a closed 
subgroup of G. Let V0 be a finite dimensional H-module and p: H -+ GL(V0 ) 
be the corresponding representation of H. Then one can define a vector bundle 
on M as follows: 
Introduce an equivalence relation ' s-' on the product G x V0 by setting 
(g, v) '-.' (gh, p(h) 1 v) for h E H. 
Let G X H V0 denote the set of equivalence classes in G x V0 under -'. Then there 
is a natural mapping 
GXHVO 	G/H 
[(g, v)] 	i-+ gH, 
where the square bracket indicates taking the equivalence class. One can check 
that this indeed gives rise to a vector bundle on M (cf. [35]). 
Definition 0.20 The vector bundle V := GXHVO is called the homogeneous vector 
bundle associated to the H-module V0 . 
We shall use the notation 
to denote the 1-1 correspondence between a homogeneous vector bundle and its 
associated H-module. In particular, the tangent bundle and complexified tangent 
bundle on C/H are homogeneous vector bundles associated to adjoint representa-
tions of H on g0/ and g/Fj respectively, cf. [20], and we write 
T(G/H)R 	g0 /Ej, T(G/H)c 	g/4 
Note: For a real Lie group C, we use g 0 to denote its Lie algebra, and g the 
complexification of 90  However, for a complex Lie group G, we will simply use g 
to denote its Lie algebra. 
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Group action on G XH V0 and (G XH V0 ) 
The group action of G on M lifts to an action of G on C X  V0 and E (G x  V0 ), 
given by 
9'[g, v] = [g'g,v], 	and 	g's(gH) = s(g''gH), 
respectively, where g' C G and s: M —+ G XH Vo is a smooth section of G XH Vo . 
To any section s of G XH V0 , one can associate a smooth function f : C —+ V0 
by 
s(gH) = [g, f(g)] E C XH V0 , 
with f(gh) = p(h)'f3 (g). Then one obtains 
E(G x  V0) { f8 G —+ Vo I f3 smooth, f8 (gh) = p(h)'f(g), he H,g e G}. 
The group action of G on f8 is given by 
g'f(g) = f8 (g''g). 
0.4 Conformal structure and projective struc-
ture 
Definition 0.21 Two complex Riemannian metrics gab  and hab on a complex 
manifold M are said to be conformally equivalent if they are related by gab = 2 2 hab, 
where Q is a nonvanishing holomorphic function on M. A conformal structure on 
M is a conformally equivalent class of metrics. 
Definition 0.22 A conformally weighted function f of weight k on M is an as-
sociation of a function to each metric in the conformal class in such a way that 
under conformal rescaling gab Q2 gab, we have f ...+ 
kf. 
Definition 0.23 Two torsion-free affine connections V a and V a on a manifold 
M are said to be projectively equivalent if they have the same geodesics, consid-
ered as unparameterized paths. A projective structure on M is defined as such an 
equivalence class of affine connections. 
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Lemma 0.24 Concretely, two torsion-free affine connections V a, Va are projec-
tively equivalent if they are related by 
V aUb _ V aU' + 'yaU' + 
where the 1-form 7a  is arbitrary. 
Definition 0.25 A conformal structure [gab]  on a complex 3-manifold is said to 
be compatible with a projective structure [Val  if 
V agbc = agbc + Iibgac + Pe gab + 7abc, 
where 'Yabc + 'Ycab + '•Ybca = 0 and 'Yabc = 'Yacb 
Geometrically this means every geodesic (with respect to [V al) starting off in a 
null direction (with respect to [nab])  is a null curve, cf. [16]. 
Lemma 0.26 Given a compatible pair ([Val, [gab]), there is a distinguished con-
nection V a e [Val, s.t. 
Vagbc = abc 
for some 1-form o. 
Proof: See [16]. 	 0 
0.5 Spinor index notation 
We shall adopt Penrose's abstract index notation, see [29] for details, where indices 
are used as 'place markers', indicating the space to which a tensor belongs, with 
no implication of a choice of basis. 
If S is an SL(2, C)-bundle, which we shall denote by SA,  then there exists a 
nondegenerate skew form 
E E F(M, A2S). 
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We can then write the f as AB  e SLAB] AS. Note we shall often abuse notation 
by denoting both a vector bundle S and the sheaf of germs of sections of S by S. 
The skew form E AB  gives an isomorphism from SA,  the dual of SA,  to SA,  which 
can be written explicitly as 
A 	eA 6AB e 
Similarly one has CAB E S[AB] which maps 5A  isomorphically to SA  via 
ea i_+ eB : 
Spinor index can be understood numerically also. Choosing a frame (e, ej4 ) 
for 8A  and letting (e, e l ) be the dual frame, one can express a section a of SA  as 
a = a 0  e  A + a'ej4  = aAe 
using the summation convention, where A = 0, 1. Then a  is numerically indexed 
and it represents or with respect to the frame (e, e14).  Notice the difference be 
tween indices 'A' and 'A'. We will usually make a choice of frame, called spinor 
frame, such that 
AB AB c=f 	= 	 I, 
\-1 0) 




0.6 Some results on direct images 
Definition 0.27 Let B be a complex manifold with a holomorphic rank two bundle 
0A The bundle O[n], ri E Z, is defined as follows 
0[1] := 0[AB] 0[-1] := O[AB] 	0[11*, 
O[m] 	®mQ[1], O[—m] 	®mQ[_1], m E N, 
O[0] := 0. 
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Similarly, for E A , a smooth complex rank two bundle on a smooth manifold B, 
one can define £[1] := EEAB1 etc. for the smooth category. 
Definition 0.28 Let B be a complex manifold with a holomorphic rank 2 bundle 
°A, Y be the total space of IP(OA), and V : Y —+ B be the projection. A point of 
Y can be written as (b, z), where b E B and z E v'(b). Define 0(n) on Y to be 
the line bundle given by 
0(n)(b,z) = (0'(b)(n)) z , 
where 0-1(b)(n) is the usual 0(n) bundle on zi'(b), which by definition is biholo-
morphic to CIF1 . 
Proposition 0.29 Let v : Y —+ B be as above, we have 
n 
v0(n) 	 for n > 0 
i40(—n - 2) 0&.2[1] for n > 0 
vanishes otherwise. 
Proof: The proof given in [8] works for the general case here also: one just 
replaces the bundles 0A', ON there with the bundles 
0A, °A here, and makes 
the subsequent changes. 	 0 
Definition 0.30 Let B be a smooth manifold with a smooth rank 2 bundle EA,  Y 
be the total space of IP(eA), and 'r : Y —+ B be the projection. A point of Y can 
be written as (b, z), where b e B and z E 'r 1 (b). Define E(n) on Y to be the line 
bundle given by 
= (0-1 (b) (n)) Z , 
where 0-1(b)(n) is the usual 0(n) bundle on r 1 (b) CIP1 . 
Note: The smooth line bundle CE(n) is holomorphic when restricted to fibres of 
T. We shall also use t'JE(n) to denote the sheaf of germs of smooth sections of the 
bundle E(n) which are holomorphic on fibres of r. 
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Proposition 0.31 Let -i- Y —+ B be a submersion of smooth manifolds as 
above, then 
{ T(ni 2) e[-1] for n > 0 
n 
1IE(n) 	D) 	 for n > 0 
vanishes otherwise. 
Proof: The proof is essentially the same as that for the holomorphic case, except 
that here we have 
{smooth g : U —* H(1P)1,Op1(n))}, 
for U an open subset of B. 	 El 
Remark: When the bundle OA  is reduced to an SL(2, C)-bundle, then A 20 = 
0[1] is trivial and one can just drop the numbers in square brackets. 
Chapter 1 
The Holomorphic Penrose Transform 
We start by defining a general Penrose transform in the holomorphic category, 
essentially following [8]. The holomorphic Penrose transform, cf. [4,8,9], is a 
mechanism which translates holomorphic data on one complex manifold Z to that 
on another, X, where Z and X are related in the following way: 
Condition 1: There exists a holomorphic correspondence of complex manifolds, 
cf. Definition 0.14, 
F 
z 	 X, 	 (1.1) 
where, in general, X will be assumed to be Stein. 
Condition 2: Each fibre of ,a is contractible. 
Condition 3: The map v is proper. 
An extra Condition 4 will be introduced in section 1.4. 
Pull-back mechanism 
Lemma 1.1 Let S be a sheaf on Z, then there exists a canonical homomorphism 
H(Z,S) 24 H(F,,r'S). 
17 
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Proof: see [35]. 	
D 
Theorem 1.2 (Buchdahl) Let Z, F be complex manifolds, p. : F -+ Z be a 
surjective holomorphic mapping of maximal rank, and V be a holomorphic vector 
bundle over Z. If for some N > 0, H"(jf 1  (x), C) = 0 for p = 0, 1, . . . , N and for 
all x E Z, then the canonical homomorphism 
H(Z, 0(V)) -* H(F, ,.L - '0(V)) 
is an isomorphism for q = 0, 1,. . . ,N and a monomorphism for q = N + 1. 
Proof: see [7]. 
	 E 
Condition 2 then immediately gives us 
H(Z, 0(V)) H(F, 1tr1 0(V)) for all q.  
Remark: If the fibres of i are not contractible, one can still proceed, although 
it is more complicated, cf. 4.2.1 of [1] and the references therein. However, for 
simplicity, we will assume condition 2. 
Spectral sequence 
As the twisted holomorphic relative de Rham sequence on F 
0 	,10z(V) 	,' 0(tV) 	
1(*7) 	... 	Qk(*) 	0 
is exact (Lemma 0.3), there exists a spectral sequence associated with the resolu-
tion (Theorem 0.9) 
= H(F cCfV)) == H'(F,,.r1oz(V)). 	 (1.3) 
Push-down mechanism 
By Theorem 0.12 there exists a spectral sequence 
= H(X, vS) == HT(F, S), 
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for any sheaf S on F. As X is Stein, HP(X, vS) = 0 for p > 1. Therefore, letting 
S = 	*V), s > 0, one obtains an isomorphism (Corollary 0.13) 
H(F, Q, (/J 	F(X, v(fl(*V))). 	 (1.4) 
To avoid dimension jumps of H(v (x ) , 	p. *V)) at some exceptional points JA 
x E X, we shall in addition assume 
Condition 4: The dimension of H(v _l(x ) , Q i*V)) remains constant as x 
varies. 
In this case, the sheaves v( L (*V)) can be regarded as sheaves of germs of 
holomorphic sections of holomorphic vector bundles over X. 
Summary 
Theorem 1.3 Given a correspondence (1.1) satisfying the conditions 1-4 of this 
chapter, and a holomorphic vector bundle V -4 Z, there is a spectral sequence 
= F(X, v ( l(uL*V))) == H(Z, 0(V)). 	 (1.5)14 
We refer to this as the holomorphic Penrose transform. 
Chapter 2 
A Holomorphic Penrose Transform for 
Euclidean 3-space 
In this chapter, we apply the methods of Chapter 1 to an example where the target 
space X is complex Euclidean 3-space C 3 , considered as the space of 2 x 2 trace-
free complex matrices. The twistor correspondence we study is well-known [18,19]. 
If one regards the twistor space as a homogeneous space for the group generated 
by SL(2, C) and translations, then the homogeneous line bundles are classified 
by one integer n and one complex parameter A. In [18], the Penrose transform 
for the case where A = 0 is studied, cf. the Introduction chapter. We extend 
this to all values of the parameter A. In particular, we describe homogeneous 
line bundles whose Penrose transform yields eigenfunctions of the Laplacian with 
non-zero eigenvalues. 
Section 2.1 is the basic set up and Section 2.2 gives the results. Section 2.3 is 
a discussion of some degeneracy phenomena for the case A = 0. In an Appendix, 
an explicit contour integral formula is given for eigenfunctions of the Laplacian. 
2.1 Correspondence and set-up 
Consider C 3 with the standard symmetric C-bilinear form. Let CP 1 -+ CTP2 be 
the embedding of the space of null directions in the projective tangent space at 
0 E C3 . If [] are homogeneous coordinates on CP 1 , this embedding can be given 
ME 
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by 
GO) ~ I,' 	
j(a2+fi2) —a/3 I 
	
A general null hyperplane in C 3 is given by ri 	= e where n is a null vector, 
E C, up to the equivalence (n, ) 	(An, )). 
Thus one can identify the space T of null hyperplanes with 





), A2 There is a natural map T -* CP1 , and in fact, T is 
the total space of the line bundle 0(2). 
Next, we define the correspondence space F by 
F := J(p,a)  pEC3 ,c isanull plane in C3 ,p€al. 






where ,i and u are the obvious forgetful maps. For p E T, ii o ' is a null plane 
in C3 , and the fibre of 1 at x E C3 is biholomorphic to CIF 1 , corresponding to the 
space of null directions at x, whose image under jt is a section of 0(2). We will 
call T the minitwistor space of C3 , [191. 
Coordinates and group actions 
Represent C 3 as 12 x 2 tracefree complex matrices} 
/ z 
C3  (XI  y,z)—+ X=( 
\x+zy —z J 
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with the bilinear form 
(X, X') = trace(XX'). 
Next, we introduce coordinates on IF: (x, {;]) E C3 x P1 . Then the maps i, 
ii can be written explicitly as 
	
:C3 xCpl 	T; (X[;])((;)(_fl )X()) 
v:C3xCP1 	0; 
\ 	L  /3 
Definition 2.1 The group ESL(2, C) is defined as follows, 
ESL(2,C) = {(A, B) IA E SL(2,C),B E 12 x 2 complex tracefree matrices}}, 
where the group operation is: (A, B) o (A', B') = (AA',AB'A+B). The multipli-
cation and addition on the right hand side are just the usual matrix multiplication 
and addition. 
The transitive group actions of ESL(2, C) on the spaces are 
(A, B)X '-p AXA' + B 	 on C3 , 
(A, B) (x, []) F-p (AX A - ' +B, [A(;)]) on F, 
(A,B)(U,e)/ = (Au,+uA -'BAu)/ 	T, 
where U, U stand for () and (-/3 c) respectively. 
In fact ESL(2, C) is the universal covering group of the complex Euclidean 
group on C3 , where (A, B) E ESL(2, C) corresponds to an orthogonal transfor-
mation A followed by a translation B, and the differential dq 9 of the homeomor-
phism / : C3 -+ C3 induced by g = (A, B) preserves ( , ), i.e. (X, X') 0 = 
(d gX, d gX') cig (xo ), VX, X' E T 0 C3 . 
Homogeneous vector bundles 
Definition 2.2 Define 0A  to be the homogeneous vector bundle on C 3 associated 
to the standard representation of SL(2, C) (the isotropy group at 0 e C3 ). The 
vector bundle °A  is its dual. 
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We can identify TC3 with (QA (9 OB)o, the tracefree part of 0A ® °B• Also, 
as 0A  is an SL(2, C)-bundle, there exists a nondegenerate skew form E AB  E 
F(C3, A2QA),  which provides an isomorphism between QA  and 
0A  
For T, one has T = ESL (2,C)IQ, where 
1 a b 	fu 
Q={0 a_i)' 	)) 
a,b,u,wEC, a0}. 
Definition 2.3 Define a line bundle 0(n, A) on T to be the homogeneous holo-
morphic vector bundle associated to the representation of Q given by 
'ía b\ lu w\\ 
) 
P 11 	, 1 	1 = 	n E Z, AEC.  
\\0 a'J \0 —uJ 
We shall write OT(n)  for 0(n, 0), and OF(n) for /10T(Ti). We shall also abuse 
notation by denoting both the bundle 0A  on C3 and its pullback v*OA  on F by 
As null planes of C3 are contractible, by Theorem 1.2 one has 
H(T, 0(n, A)) HP(F, jr'Q(n, A)), p = 0, 1. 	 (2.1) 
The relative de Rham resolution 
Lemma 2.4 One has the following canonical isomorphisms on F, 
0(2). 
Proof: Let R be the isotropy group for F at (0, [b]). The relative 1-form 	is 
associated to the R-module (q/t)*,  because it is defined by (0.1) which is associated 
to the s.e.s. of R-modules 
	
0 -+ (g/q) * 	(g/t)* 	(q/r) —+ 0. 
Similarly, one has Q2+—+ 
Consider the Adjoint action of R on q/t first: For r =  
(( 0'k 	





Ad(r)Y = ( o 
(\ 0 	—z 
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Now write Y as a column vector 
( 
W 
 i E C2 . Then the Adjoint representation 
\-2zJ 
of R is simply the following 
w 	( C, 	\ ( w\ 
( 0,2W _2a3z
Ad(r)( 	I=a 1=
\-2zJ 	O o('J \-2zJ 	—2z 
Thus QY is associated to the bundle fO(_l)®v*OA,  which we denote by OA(_i). 
Taking its dual, we then obtain SI? 	OA(1). 
For Q, we have 
Q2 	2 A0(1) O[AB](2) 0(2), 
as O[AB}  is canonically trivial. 	 E 
Proposition 2.5 The relative de Rham resolution is 
V 
0 	, 	'0 	
0 IrB
OA(1) 	0(2) 	,' 0, 	(2.2) 
where 0 without subscript stands for 0F,  and VA'  is the spinor version of the 




x + zy 
x_iY) 
EC3, and irA := [70,71]. 
Introduce local affine coordinate 
on F0 = C3 x (IF1 \{7ro = 0}): 
s° =2z+(x+iy) 	 s 1 =x+iy 
71Ø 
2 
q = —(x — iy) + 2z() + (x + iy) 
() 
r = lro 	 7ro 	 iro' 
on To = { frA,)/", 70 =A 0}: 
q= (lro) 2 	 70 
By restricting to F 0 , the map u becomes (r, q, s0 , s') '—p (r, q), and one has 
d,,f = 
asA 
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Now write Vf explicitly as 
18 	8 	 0 	0 	0 
B —  ) ( 	8r_iy) \ - ( 
VA 	 •0 	 8 
8(x+iy) 	2 Tz 	 ZFx 	Oy — 
and observe 
2ir0 27ro(ra(x jy ) + 	= (ir i V0' + iro V00 ) = lrB V08az aso
2iror = 21ro(a(x~jy) - 	 (7ro V 1° + ir i V 1 1 ) 	7rBV 1 B . 
That is, 7rBV AB ! agrees with 2 	in this affine coordinate. As 	OA(1), as A 
the first d can be written as IrBV AB . Note IrA is just the composition of ir 
0(-1) 	OA and AB : 
0A 	
°B, and V makes sense on IF' = C3 x IF, by 
acting on C3 alone. 
	
The second d, can be worked out similarly. 	 0 
Proposition 2.6 The twisted relative de Rham sequence is 
0 	, 	 0(n, A) 	0(n) 	OA(n + 1) 	 0(n +2) 	, 0. 
Proof: Tensoring (2.2) with 1r'O(n, A), we obtain 
0 —p '0(n, A) --+ 0(n) -+ OA(n + 1) -* 0(n +2) —+0, 
where we have used -1 0(n, A) ®iQ  OF 	*Q(, A) OF  (n) 
As the inclusion i from r'0 (n, A) to p*Q(,  A) depends on A, the differen-
tial operator from 0(n) to OA(n + 1) annihilating sections of ir'O(ri, A) varies 
accordingly. By representing sections of 0(n, A) as holomorphic functions h de-
scribed as in Appendix, one can do explicit calculation on h(irA )  X A B IrB ). It is 
then straightforward to check that the first d is 7rBVAB + AIVA, as the latter is pre-
cisely the operator that annihilates such h. The second d, can then be identified 
with 7rcV + A 71 A by d . d,L = 0. 0 
Direct images 
Lemma 2.7 For n > 0, 
I'. (ire V 
v0(n) 	
AB+A) 
110A(n + 1) v0(n+2) 
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can be identified with 
n 
—+ 	Q (BC...E) 
lii 	 w 
Vq 	+ \fA(BcbC 
... 
E) 
0(HB ... E) 
Ui 
vA(b B ... E) + AEA(H,b B 
... E) 
Proof: For direct images, use Prop 0.29, (use 0A 0A also), while the subscript 
'A' here is just a passenger. For the first map, representing elements in 
0(n) by 
lrc. . . , where cbE is a local section of 
(DOA, then the map 7rBVAB +)L7rA: 
0(n) - OA(n + 1) gives 
n 
• . 	
Is,  (BVA + 	A)(c...  7rEOC 
- 	 ic-iB 	' B\,&.0 ... E 
- . .1rEIv4 "A 1W 
The second map can be identified by similar means. 	 0 
Lemma 2.8 For n > 1, one has the following 
'
! ('7rB VA 8  +)1rA) 
	
v0(—n - 2) 	—4 	v0A(—n — 1) 
flI 	 flI 
OA(G ... E) 
n 
Ui 	 Ui 
V AB ,B ... E + )A ... E• 
Proof: Again, use Prop 0.29 to get direct images. It is straightforward to check 
that the following diagram commutes, and has exact rows. 
F 
0 	0(—n — 2) 	
B • . . 	0(B ... F)(- 1) 	 O(B ... E) 	0 
BB 
IrBVAB + AIIA 	 V AB + 	 VA + AEA 
7rC ... 7rF 	 ___ 
0 	0(-n-1) 	 OA(c ... p)(1) 	 OA(C ... 
E)0. 
The result then follows by taking direct images. 	
0 
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2.2 Results 
We will discuss the Penrose transform for H° (T, (.9(n, A)) first, then H1 (T, (9(n, A)) 
in three cases: (i) n < —3 (ii) n > —1 (iii) n = — 2, using the spectral sequence 
(1.5) and Lemma 2.7, 2.8. 
Zeroth cohomology: 
Proposition 2.9 When n < 0 or A 0, H°(T, O(ri, A)) = 0. For n > 0 and 
A = 0, we have 
HO (T, OT  (n)){Vc ... D) = o}, cbcD  e F( C3, 0n0A) 
Proof: A global section of O(n, A) can be represented as a function h(U, K:), where 
U E C2\1(0
0
)1, K: e C2 , satisfying 
h(aU, a(JC + nil)) = a'eh(U, K:), 
see Appendix to this chapter for details. It is clear that O(n, A) does not have a 
(non-trivial) global section when n < 0. It is also easy to check that no homoge-
neous polynomial h(U, K:) can have the property that 
h(U, K: + nil) = eh(U, K:), where A =A 0. 
We thus have the vanishing result. 
For n > 0 and A = 0, one has, at E1 level, 
0 	 0 	—+ 0 
F( (C3,Q(cD)) 	A 	F( 	 —4 *. 
It converges at E2 , i.e. E'° = E ° , one thus obtains the result. 	 0 
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First cohomology: 
Proposition 2.10 For n > 1 one has 
H1 (T, O(—n - 2, A)) 	{vA B qB.E = 	bAC...E}, QB...E E F( (Cl, OThOA). 
Proof: At E1 level we have 
F( C3, OE) 	
VAB+AfAB 	
F( (C3 ,QA(c ... E)) 	'S * 
n 
& 	 0 	—40. 
It converges at E2, E" = E', E'° = 0. Therefore one has the result. 	0 
Proposition 2.11 For n > —1, one has 
{ 
VA 	BC ... E) = 
{ V'f•) + A(BCE)} 
n+1 
where 7C...E  E F( C3, ®n0A) A BC ... E e F( C3 , OA ) ) and (D-10A  is taken to 
be vacuous. In particular, when ii = —1, the above expression becomes 
H'(T, O(-1, A)) {VAA = B} 
Proof: At E1 level we have 







Again, it converges at E2 . One has E'° = E°, E'1 = 0. 	 0 
Proposition 2.12 
	
H 1 (T, 0(-2, A)) 	= —2A 2 }. 
where 0 E F( C3 , 0) and 	VABV AB  
Proof: At E2 level we have 
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F(C3 ,O) 	0 	 0 
0 	F(C3 ,O). 
Thus H1 (T, O(-2, ))) ker D : F( C3 , 0) —* F( C3 , 0) 
To identify D, consider the following commutative diagram: 
0 	0(-2) 	 OB(1) 	 0 	0 
I B+AcB 	El 1TBV AB + \7rA 	ircV '  + Air' 
OA( - 1) 	 0-0. 
The operator 0 can be computed to be 1 (A + 2A 2 ), where A = VABV AB . Note 
Each row of the above diagram gives us a spectral sequence, and one gets 
induced maps between the E levels of the spectral sequences for all n. The E2 
level of the top row is 
IT(C3 ,0) 	0 	 0 
0 	 0 
and since the top row resolves 0, d2 must be a multiple of the identity. Thus one 
has 
F((C3 ,0) 
flI 	 F( C3 , 0) 
F(C3 ,0) 1  
['(C3,0) 
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which identifies D with 0 = (L + 2A  2)   (up to a constant). Therefore one obtains 
the result. See Appendix for an explicit contour integral formula for solutions of 
Lq5=-2A2qS. 	 0 
2.3 The A = 0 case 
When A = 0, there are some degeneracy phenomena, cf.[18] for some partial results. 
Proposition 2.13 One has 
H 1 (T,OT(m-2)) H'(T,OT(n)), for m> -1, (2.3) 
H1 (T, OT(-m - 2)) 
H 1 (T, OT( -n)) 
cn-1 
for n ~ 2. (2.4) 
Proof: Consider the fibration 
T , coordinate (1rA,e)/r.1 
IPi , coordinate [7rA]. 
The holomorphic relative de Rham resolution for p is 
0 	',p'O 1 (n) 	O(n) 	OT(Th - 2) 	,' 0. 	 (2.5) 
It gives rise to a long exact sequence: 
0 —* Ho (T, p - 1 Op, (n)) —+ HO (T, OT  (n)) —p Ho (T, OT (n — 2)) 
—p H 1 (T,p O p, (n)) —+ H 1 (T,OT(n)) —* H1 (T,OT(n -2)) —+0, 
Then by H'(T, p'Oj1 (m)) H'(1P1 , Op, (n))(by Theorem 1. 2, as fibre of p is 
C), we obtain the results. 	 0 
Together with the isomorphisms we had in the last section, (2.3), (2.4) can be 
rewritten as: 
Chapter 2. A Holomorphic Penrose Transform for Euclidean 3-space 
	
31 
Corollary 2.14 For n > 1 
n 
{ 
VA(H,,b 	. .. S) = 
{ v(c ... s)} 
-, Bi. Vq)B.E- 
'¼ 
{
{L\=O} 	nodd (t) 
{VAB B = o} n even () 
{ 	{Aq=O} 
C 
n even (t) 
= 	{VA B — O} 
n odd (C,-1 (1) 	 (C 2 	 (i). 
(2.6) 
(2.7) 
Proposition 2.15 The isomorphisms (2.6), (2.7) can be realized in terms of the 
following spinorial operations: 
OA B 
... S c = VCD ... VRS'bB BCD ... RS (t) of (2.6) 
B ... S 
OA = V(BC.. . VRsbA" () of (2.6) 
'-* çbBC .. . DE = V(BC... VDEçb (t) of (2.7) 
OA BC ... DEF = V(BC... VDEcbF) (f ) of (2.7). 
Proof: Standard calculations, checking field equations are satisfied and the gauges 
are the kernels of the operations. 	 0 
Appendix: Explicit contour integral formula for 
V2 q5 = A2 q 
The isomorphisms one obtains from the Penrose transform can often be understood 
in terms of contour integral formulas, cf. e.g. [27,35]. The following is an example 
in which data on T are explicitly transformed into solutions of V2 0  =A20 on C 3 
via a contour integral formula, where V 2 is the Laplacian. 
Remark: Recall that the A = 0 case was known to Whittaker [36] in 1902. 
Let f : ESL(2, C) —4 C, f(gq) = p(q')f(g) be a section of O(n, A), where 
we take 
11a b \ (u 
g=(( 	)x) eESL(2,C), q=0 a_i)'ø 	)) eQ. 
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Then we have 
\ (u w)(_V 
	
(a bU+a'V), (u v) 	
- 	 ) 
+x) =aef((U V), X), 
\O u U 
where U = (), 
V 	(), 
(U V) 
= ( 	) 	
SL(2,C), U  










0 —u U  
Therefore, when g is sent to gq, we have the following: 
f 
1 
We thus can alternatively represent sections of O(n, A) by holomorphic functions 
h(U, ?C), where U E C2 \{()}, K; E C2 , satisfying 
h(aU, a(K1 -I- U)) = a'e'h(U, K;). 
Now consider the following contour integral 
(X) = Ic h(U,XU) UdU 	
(2.8) 
with h(aU, a(XU + uU)) = a 2 eh(U, XU). As UdU has homogeneity 2, while 
h(U, XU) has homogeneity —2, the integral makes sense as a contour integral over 
CP 1 , where C is a curve winding around the annular region of the intersection of 
two sets of an open cover of Cl?' 1 . One can then check that V 2 0 = A 2 , where 
- 82 	8 
V 
Remark: In terms of spinor index notation, (2.8) can be alternatively written as 
cb(XAn) = 	h(,X A B 7rB ) 7rDd,7rD  JC 
Chapter 3 
A Holomorphic Penrose Transform for 
Hyperbolic 3-Space 
In this chapter we apply the holomorphic Penrose transform to a twistor corre-
spondence where the target space X is complex hyperbolic 3-space H. The twistor 
correspondence we study is well-known cf. [18,19], and the Penrose transform was 
previously discussed in [18], as a symmetry reduction of the Penrose transform 
in [8]. We present this correspondence independently of the symmetry reduction, 
using only the intrinsic geometry. 
3.1 Correspondence and set-up 
The correspondence 
Let H be the complex Riemannian manifold 
H = {(t,x,y,z) e C4 I t 2 - x2 —y 2 - z 2 = 1} 
with metric induced from ds2 = dt2 - dx 2 - dy 2 - dz 2 on C4 . 
Definition 3.1 Let Q denote the quadric t2 - - y2 - z 2 = 0 in CP3 = IF(C4 ). 
Complex hyperbolic space is the complement H = CIF3 \Q. 
33 
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The space H is the universal covering of H, and H has a natural (complex) Rie-
mannian metric induced from H. 
Let F denote the space 
F = {(p, x) I p e Q, x E CTP3 \Q, x e TQ}. 




Q=P1 xP1 	 H = CP3 \Q. 
Remark: Geodesics in H are projective lines in CF 3 . A vector v at x E H is null 
if the geodesic it generates is tangent to Q. 
For x E CIF3 \Q, i o v - '(x) by definition consists of all p's in Q such that 
X e TQ, which is just the intersection of Q and the polar plane of x. Thus it is 
biholomorphic to CF 1 . 
For p E Q, ii o - '(p) consists of all x E CP3 \Q which lie on TQ. This is a 
totally geodesic null plane in H. As i 1 (p) P2\(F1UPI) C  C*,  where P, UP, 
corresponds to a degenerate conic (a pair of lines) TQ fl Q, is not contractible, we 






where U is a Stein open subset of H such that the fibres of p J u, are contractible, 
where open sets U' := v - 1 (U) C F, U" := z o ir'(U) C Q respectively. 
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The coordinates 
We write C4 as CAA' CA ® CA', tensor product of two 2-dimensional complex 
vector spaces CA , CA' with fixed volume forms LAB, CAW respectively. Explicitly, 
in terms of matrices, we have coordinates on C 4 : 
XAA' = (
t + z x + 	
E CAA', 
\x — iy t — z) 
/\ 
and AB = A'B' = (1 
0 1 )
One has X A XAA , = 2(t2—x2—y2—z2) = det(XAA') 
We then give Q, F and IH[ the following coordinates 
([irA ], [eA' ]) E Q, 	([XAJI'], [irA]) E F, 	[XAA'] e IHI, 
where [ ] means taking the projective equivalence class. The maps i, v are 
: ([X'], [irA]) 	([irA], [XAirA]), 
ii: ([X'], [IrA]) F- [XAh]. 
Homogeneous spaces 
The spaces Q, F and H are all homogeneous spaces of the group SL(2, C) x 
SL(2, C): One can think of XAA'  as a 2 x 2 matrix, 7r4, eA' as column vectors. 
Then (g, h) e SL(2, C) x SL(2, C) act on Q, F and H by 
(g, h) ([7r], [c]) 	= (gt'[ir],h[]) 	on Q, 
(g, h) ([X], [iv]) = (g [X]ht, gt[ir]) 	on F, 
(g, h)[X] 
	= g [X]ht 	 on H. 
Then one can obtain 
Q = (SL(2,C) x SL(2,C))/(P x P t ), 
F = (SL(2,C) x SL(2,C))/(P x 
H = (SL(2,C) x SL(2,C))/(SL(2,C) x 
with P 
= {(° 	), 	
where P x Z 	SL(2,C) x SL(2,C) and 
SL(2,C) X Z 2 c+SL(2,C) x SL(2,C) are both given by (g, 	(g,+gt'). 
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Homogeneous line bundles 
Definition 3.2 The holomorphic line bundle O(m I n), m, n E 4 on Q is the 






a i ) 	— 16' a'))) 
= 
Lemma 3.3 Sections of O(m I n) can be identified with holomorphic functions of 
homogeneity m in 7rA, n in eA' . 
Proof: Straightforward. 	 0 
Definition 3.4 Define a line bundle O(n, A) on Q to be 
O(n, A) := Q(! + A 1 11 - A), 
where !!+A,!!—AE  Z. 2 	2 
Definition 3.5 The bundles OF(n) and  OF(n I 1), n E 4 on F are the bundles 




 ( 01 
 
16 \ 	1 a 
 ((( Cl 
P 
7 
JJJ =a , 
aJJJ  
o\\\
))) = a 
One can check easily that 
when n is even 
*O(m I n) 	
OF(m + n) I OF(m + n I 1) when n is odd. 
Definition 3.6 The line bundle O(1) on H is the bundle associated with the 
representation 
p(g,±gt') = ±1. 
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The Levi-Civita connection on H 
Let 0A, ON be the restriction to H of product bundles over 
CAA' with fibres CA, 
CA' respectively. They are naturally isomorphic and can be related by 
= _XvA' , vA' = X2 I vA 
If EAL'  is tangent to H, set 
- AB 	AA' yB a All 
then or AB is symmetric automatically by the condition 
EAA' XAA ,  = 0. While if 
EAA ' is not tangent to H, the projection of FAA' onto H is given by 
_A'(AX,). 
The tangent bundle of H can then be identified with 
0(AB) 
Now the covariant derivative on H is given by 
VABf = 2X8B)B'f 	 (3.1) 
VAB/IC = 2X9B)BI/.LC - 12(AfB)C, 	 (3.2) 
where aAA I 	OXAA' 
This is the spinor version of the usual Levi-Civita connection 
on hyperbolic space as it is torsion-free and VABfCD = 0. 
The relative de Rham resolution and direct images 
Proposition 3.7 For a + A E Z, a - A E 2Z, the relative de Rham sequence is 
i 	
DA 
0 	C 1 0(n, A) 0(n) * 0A(n + 1) 4 0(n +2) 	0. 
where: 
DAf = (7IBVAB - ( - A)ir4f 
DA hA = (7rCVAC  - (!E±1 - A)lrA)h A  
Proof: For 	0A(1) and 	0(2), use arguments similar to that in the 
proof of Lemma 2.1. 
To identify DA, represent sections of p 1 0(n, A) as functions h(lrA, X' '
7rA), 
homogeneous of degree 11 + A in 11A and - A in X'7rA. Then explicit calculation 
shows 
DA  = _27rBX8B)B,f - (!: - A)7rAf, 
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which equals (JrBVAB - ( - A)ir)f. The second map 	can then be determined 
byd,od,0. 	
0 
The direct images of 0(n) are given in Proposition 0.29. 
3.2 Results 
We now discuss the Penrose transform in the following cases: H° (U", 0(n, A)), 
H1 (U", 0(n, A)): (i) n < —2, (ii) n > —2, (iii) n = —2, where n 
is an integer, 
+ A E Z and - A e 2Z. 
Lemma 3.8 If 11 - A is odd, the Penrose transform yields essentially the same 
results as what follow, except that direct image sheaves are twisted by O ffu  
Zeroth cohomology: 
Proposition 3.9 For n > 0 and 	A - 2' 
HO (U", 0(n, A)) 	{v 	
_ Af B ç C ... D)} , 	C ... D e F(U, ®QA), 
and HO  (U", 0(n, A)) = 0 otherwise. 
Proof: A global section of 0(n, A) can be thought of as a function f(lrA, 
eA'), 
homogeneous of degree a + A in IrA and 2 - A in For such a section to exist, 
we need the homogeneities on both copies of P 1  to be greater or equal to zero, i.e. 
+ A > 0 and - A ~ 0. 	T herefore H° (U", 0(n, A)) = 
0 unless 	A 	(thus 
n > 0). In particular, when n = 0, A can only be 0. 
For n > 0, the spectral sequence (1.5) in this case gives 
H° (U", 0(n, A)) ker v*(IrBVAB - ( — A)C ABIrB): 
r(U, (Dn0A) -4 F(U, °A 
(& (Dn+IQA) 
The map 1rBVAB - ( - A)ej3 'lrB : 0(n) -+ OA (n + 
1) gives 
n 
• IrE fE E— (IVBVAB 
- 
Q - A)€ AB 7rB)(7rC . . . IrE 1C...E) 
= . lrE(VAB  + AeAB)fE. 
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where fcE  is a local section of O, and we have used 	 = 
fA7rB . . . E• Therefore v*(IrBVAB - ( n - ) J7r) here is not VAB - ( - 
but V A 
 B + A 6 AB  instead. We thus obtain the result. 
First cohomology: 
Proposition 3.10 For n = —m - 2 < —3, 
H 1 (U", O(—m - 2,.\)) 	{VA B 5B ... E = — AC ... E}, OB ... E E I'(U, (Dtm OA). 
Proof: The spectral sequence (1.5) gives us 
H1 (U", O(n, ))) ker v,(7rBVAB - ( - 
F(U, (DmQ A ) -+ F(U, °A ® ® ml OA) 
To determine V*l(ITBVAB - ( - ))Pr), consi 
m+1 
B . . . '1rF —2) 	 P O(B ... F)(1) 








7r 	 fl-I L/4() 	P0. 
For the first square to commute, Dj is computed to be VAB - ( - ))f AB , where 
we have used V AB rB... irk' 	-7rA... 'irk'. For the second square to commute, 2 
m+1 
DAB then is computed to be VA + ,\CAB . 
Therefore, on HI, we have 
vO(—m - 2) 	 O(B ... E) 
- I/(7rBVAB - (n - ))E AB 1rB) 	- V AB + ).PAB  
- 1) 
which leads us to the claimed result. 	 0 
Proposition 3.11 For n> —1, 
{ 
VA(bA 	= 	Bc ... H)} 
{VBC...E ± A (BCE)} 
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where f...E e r'(u, 0n0A) b ABC ...  E e ['(U, °A 0(D
n+10ht) and G)-10A  is taken 
to be vacuous. In particular, when n = —1, the above expression becomes 
H1 (U", O(-1, A)) {vAA = 
Proof: The spectral sequence (1.5) yields 




{Potentials} 	ker  V. (7rHVAII - ( n+1 - 
['(U, °A ® 	—~ ['(U, ®n+20A) 
{
Gauge} 	ker v*(1rBVAB 
- ( 
— 
['(U, ®nQA) ['(U, 0A 0(Dn+10 A) 
Now for {Potentials}, u* (7rH VAII — (!i _A)E AH H) is determined by the following 
map 
B...E irE gB...E 	(7rH VAI — (!i 	A)fAHirH)irB. . 1rEg 4 
n+ 1 
= irHirB . . . IrE(V AH + ,\eAH) g B ... E 
BE 	 (B...E) 	 B 	n 	B where g 	is a local section of °A 	. For {Gauge}, V(7rBVA — ( — 7rB) 
has already been worked out in the proof of Proposition 3.9. We therefore have 
the result. 
Proposition 3.12 There is an isomorphism: 
H 1 (U", 0(-2, A)) {Aq = 2(A2 - 1)} 
where A := VABV AB  and 0 E ['(U, 0). 







m i 	 VA —(—A)fA 	 IEl — (-1 - A)EABirB 	lrcVAC — (_ - A)cWirc 
0(-2) 	 OA(-1) 	 0. 
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For the second square to commute, U can be computed to be El = 
where i = V AB VAB. Then similar arguments as that in the proof of Proposition 
2.12 yield the result. 	 U 
Chapter 4 
The Penrose Transform for Einstein-Weyl 
Spaces 
The construction of minitwistor spaces for Euclidean space and hyperbolic space 
are examples of a general construction due to Hitchin [16]. We will review this 
construction and construct a Penrose transform in this general situation. 
In Section 4.1 the geometry of Einstein-Weyl space (cf. [16,19,26]) is introduced 
and in Section 4.2 we review Hitchin's correspondence (cf. [16,19]). Section 4.3 
gives a spinorial treatment of Einstein-Weyl spaces which provides the notation 
for the Penrose transform discussed in Section 4.4. In Section 4.5 the Penrose 
transform for mini-ambitwistor spaces (to be defined) is discussed. In Section 4.6, 
we discuss the relation between mini- ambitwistor spaces and minitwistor spaces. 
4.1 Geometry of EW spaces 
Basic definitions and formulas 
Definition 4.1 A Weyl connection on a complex conformal 3-manifold is a tor-
sion free connection D a  which preserves the conformal structure [gd] in the sense 
that 
Dagbc = 2)agbc 	 (4.1) 
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for some 1-form Wa, for each metric gab  in the conformal class of metrics. A com- 
plex 3-manifold W with such a pair of structure (Da, [gab])  is called a Weyl space. 
Note that Wa depends on the representative gab-  If we have a rescaling 
gab + Q2 gab, 
then Wa will change accordingly to 
Wa F+  Wa - Da lflft 	 (4.2) 
Let Va be the Levi-Civita connection for gab,  then one has that, when acting 
on a vector, Da and Va are related by the formula 
Da Vb = Va Vb + wk Vk + Va — VaW'. 	 (4.3) 
The corresponding formula for Da , Va acting on 1-forms is 
Da Vb = V a Vb — Wa Vb — WbVa + 	 (4.4) 
Definition 4.2 The curvature tensor WabC d of the Weyl connection is defined by 
(DaDb - DbDa )V d  = Wabc dV C , 	 ( 4.5) 
where the Ricci tensor and Ricci scalar are defined by 
Wab = VVadb 	1/V = gab iTab , 
respectively 
Here we follow [29] in sign convention for the Ricci curvature. 
Note Wabc d , Wab are both conformally invariant with weight zero, while W —+ 
Q 2 W under the conformal rescaling. Wabcd = W[ab]cd is clear from the definition. 
Lemma 4.3 
Wab(c4) = 2D[awb]gcd. 	 (4.6) 
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Proof: By the torsion free condition, (DaDi, - DbDa) (VCV C ) = 0 for all V. Then 
a straightforward calculation gives (4.6). 	 11 
From (4.3) and (4.5) (or equivalently (4.4) and (DaDb DbDa) V 	Wabc "Vd), 
one obtains 
Proposition 4.4 
W[ab] = 3V[aWb[ 7 	 (4.7) 
W( ab) = Rab + V(aWb) - WaLL)b + g(wk  + wk w c ), 	 (4.8) 
W 	= R + 4Vkwc  + 2wk w c , 	 (4.9) 
where Rab is the Ricci curvature for the inetric connection V a and R := Raa . 
Proof: Standard calculations (cf. [26] also). 
The Bianchi identities are W[abc]d = 0 and D [aw bcld
e 	0 as usual. Note 
D[aWb c]de 0 in general, however. 
Expressing Wabc d in terms of Rho tensor Pab 
In conformal geometry one sometimes introduces the so-called Rho tensor, Pab,  by 
Cabcd = Rabcd + Pcg - Pbc gad + Pdga - Pad9bc, 
where Cabcd  is the Weyl tensor of the Levi-Civita connection and Pab = P(ab). For 
a Riemannian 3-manifold, as there is no Weyl tensor, the equation just reduces to 
Rabcd = 2P[a [ c gbjd + 2P[a[d[gb]c , 	 (4.10) 
where Pab  and Rab are related by 
Pab = Rab + Rga . 
Under a conformal change of metric gab 	gab, Pab changes as follows 
Pab I, Pab = Pab - VaFb + Farb - 
	 (4.11) 
where Fa 	V alfl (cf. [51). 
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Definition 4.5 The tensor Pab  on W is defined by 
W 
Pab = W(ab) +—gab - V[0wb]. 	 (4.12) 
Note that, unlike Pab, Pab is in general not symmetric in ab. The analogous result 
to (4.10) is 
Wabal = —215[ac gbjd + 2P[aJdgb]c + 2V[awb]gcd, 	 (4.13) 
where the existence of the last term is clearly required by (4.6). 
Lemma 4.6 The tensors Pab  and Pat,  are related by 
Pab = Pab - VaWb + WaWb - 1 
	k 
WkW g&. 	 (4.14) 
The relationship between Wabc d and RabCd is thus clearly governed by (4.10), (4.13) 
and (4.14). Explicitly we have 
Wabcd = 2(R[a l c I + V[aW1c1 - W[ aW c I)gbf - 2(R [ ' + V[aWd - w[w d) g1 
+(2wkw c - R)g[ac gb  + 2V[wg(i. 
Einstein-Weyl equation 
Definition 4.7 A Weyl space W is said to be an Einstein- Weyl space if, in ad-
dition to the Weyl structure (Da, [gab]), the Einstein- Weyl equation 
W( ab) = 1 Wgab 	 (4.15) 
holds. 
Alternatively, with the help of (4.8) and (4.9), this equation can be expressed in 
terms of the metric connection and its associated curvature tensors, namely 
Rab + V(aWb) - WaI.)b = Ag ab, (4.16) 
where A = (R + Vkw' - k w k ) Hereafter 'Einstein-WeyI' will sometimes be 
abbreviated as 'EW' . 
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4.2 Hitchin's correspondence 
Let T be a complex surface containing a rational curve C with normal bundle 
0(2). As H1 (IP'1 , 0(2)) = 0, by Kodaira's theorem [21]( Theorem 0.16), C belongs 
to a locally complete family of curves {C, x e W} for some complex manifold W, 
where Tx W is canonically isomorphic to H° (C, 0(2)) C 3 . 
Definition 4.8 A complex surface 'T admitting rational curves with normal bun-
dies 0(2) is called a minitwistor space. 
Definition 4.9 A vector V at x E W corresponding to a section of H ° (C, 0(2)) 
is null if the two zeros of the section are coincident. 
As the set of such V's is a quadric cone, this gives 34)  a conformal structure, cf.[16]. 
Definition 4.10 Given a vector V at x E W, the geodesic through x along V is 
the one-dimensional family of curves in 'T which meet C x at the two zeros of V 
(should V be null, consider the curves tangent to C at the double zero). 
This gives W a projective structure. See [16]  for details. 
The conformal structure and projective structure are compatible (cf. Definition 
0.25), thus, by Lemma 0.26, there exists a distinguished connection Da in the 
projective equivalence class of connections such that 
Dagbc = aagbc 
for some 1-form aa.  Therefore, 34) has a Weyl structure. 
Lemma 4.11 Given a point p E Y, the set of points in W corresponding to curves 
in T passing through p form a totally geodesic null hypersurface in W. 
Proof: See [16]. 	 0 
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Proposition 4.12 (Hitchin) The Weyl structure on W is in fact an EW struc-
ture. 
Proof: Consider the integrability condition for totally geodesic null hypersurfaces, 
see [16]. 	 D 
Conversely, given an EW space, the space of all totally geodesic null hypersur-
faces has the structure of a minitwistor space (cf. [161) and one obtains 
Theorem 4.13 (Hitchin) A solution of the EW equation is equivalent to a com-
plex surface with a family of rational curves of self-intersection number 2. 
Euclidean 3-space and hyperbolic 3-space are examples of EW spaces (by for-
getting the scales of the metrics) with minitwistor spaces TCIF 1 and 1P x IF 1 respec-
tively, and in fact they are the only two EW spaces whose distinguished projective 
connections are metric. 
4.3 Spinorial treatment of EW spaces 
In this section we discuss the geometry of EW spaces in terms of spinors, which will 
simplify the calculations involved in the Penrose transform. As co(3, C) 91(2, C), 
where co (3, C) is the Lie algebra of the conformal group CO (3, C), the tangent 
bundle of a conformal 3-manifold M is isomorphic to ®20A,  where 0' is a rank 2 
bundle over M. In particular, on an EW space W, we have 0 H° (C, 0(1)), 
x E W, and the isomorphism is given by H° (C, 0(2)) 02 H° (C, 0(1)). 
Now for any Sab O(ab) = OOa  = 02 0(AA') O(AA'BB') 0, one can write 
it as 
Sab = SAA'BB' = S(AA'BB') + 1 SCD 
CD
((AIBA')B') , 
where [CAB]  corresponds to the conformal metric. Note A' has nothing to do with 
conjugation, we use A' only to indicate the correspondence between spinor indices 
(AA') with vector indices a. A metric gab  is related to an CAB = C[AB] by 
gab = C(AIBICA')B' 
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Similarly, a 2-form Fab E 0[ab] = A20(AA!) O(AB) will be written in terms of 
spinors as 
Fab = FAA'BB' = F(Bl(AEAI)IBI), 
where F(AA')(BB') = —F( BB ')(AA ') and FAB = F(AB) = FAA! B 
Definition 4.14 Let VAB  be a connection on 0A,  the torsion tensor Ta&' = 
TABCD EF, a section of °[ab]'  of VAB  is defined by 
VABVCDI - VCDVABf = TABCD EFVEFf 
for  E F(W,O). 
Definition 4.15 Define the operator DAB by 
VABVCDVE - VCDVABVE m 	EF - 1ABCD V EFVE = _ 2€(A I( C 0D ), B )v E 
Lemma 4.16 For any Va, Da, there exist unique connections VAB, DAB on 0 
such that they agree with V a, Da when acting on 0a  and VABECD = 0 1  DABCCD 
—WABECD respectively.- 
Remark: Alternatively, the existence of spinorial version of the EW connection 
can be proved by means of sheaf cohomology techniques [17]. 
Proof: Recall that by co (3, (C) 	g((2, (C), we can write gab = C(AIBICA!)B!. There- 
fore if one can find a 'torsion-free' connection VAB  satisfying VABECD = 0 (which 
implies VAB ab = 0), then by the uniqueness of the Levi-Civita connection, VAB 
generates V a . We shall now proceed to find such a VAB  (the uniqueness of VAB 
will be evident from the construction). The corresponding unique DAB for Da will 
be constructed subsequently. 
Let VAB  be an arbitrary connection on 
0A  (with torsion in general). The 
(C 	D)EF torsion tensor TAB CDEF can be written as (A FB) 	by its symmetry, thus 
defining FAB CD , where F CD - F (CD) AB - (AB) 
Now any other connection VAB is related to VAB  by 
f 	D_ 
V
- 	D c 	D UC VABV - ABV -r ABC  
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where the tensor QABC D is the contorsion tensor (cf. [21). It has the symmetry 
QABCD --- Q (AB)C D . After some calculation one obtains 
P EF - ' EF ,- (E F) ,- B(E F) AC 'AC + '(A C) - "(AIBI C C) 
Therefore, given a VAB, we need to search for a QABC D so that PAC = 0. 
This can be achieved, for example, by letting QABC D = _FACB D +F(A I K II(B )eC D _ 
FKL KLE (AICI E B . In other words, one can find a VAB  which is torsion free. 
However, there is a freedom in choosing such a QABC D , namely for 
	
QABCD = QABCD + (AICIEB)D, where dAB = dJ(AB), 	(4.17) 
we have 
(E F) ç 	B(E F) - , (E F) ,- 	B(E F) 
C) + "(AIBI 	C) - 	A C) + "(AIB 	CC)' 	
4.18 
i.e. QABCD  and QABCD  have the same torsion. This freedom is exactly the right 
amount to fix the connection on the line bundle CAB  such that VABCCD = 0. 
One thus obtains the unique connection which, when applied to vectors, gives the 
Levi-Civita connection. 
The connection DAB is then uniquely determined by 
DC, 	 (4.19) DAB ZID  = VABUD + W(AICICB)l )  
which, by (4.17) and (4.18), is torsion-free and, when applied to vectors, gives the 
connection Da. 	 0 
The formula (4.19) is the spinorial version of (4.3). It is not difficult to show 
that the corresponding DAB  and VAB  actions on 0A  are related by 
DABLIC = VABUC - WC(AI)B), 	 (4.20) 
which gives rise to (4.4). 
Definition 4.17 Define XABCD  E O(AB)CD on 'kV by 
D AB V D = D(AI DB)KiI D = XABC D
V C . 	 (4.21) 
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That XABCD = X(AB)CD is clear from definition. 
Lemma 4.18 One has the following identity 
'7 	 1.' 	 (r 	K -"ABCD - -'ABDC - -"(A WB)K)CCD. 
Proof: Standard calculation ( apply D( DB)K to AC
C '  	with MC and z/- being 
arbitrary spinor fields and use the torsion-free condition). 	 0 
Lemma 4.19 One has the following formula 
DABVC = D( AK DB)KZIC = — XABC ° VD- 	 (4.23) 
Proof: Standard calculation (with the help of (4.22)). 	 0 
Expressing Wabc d in terms of spinors we have 
DD' 	 (D D') 
	
Wabc d = WAAIBBICCI 	= —4 €(AI(BXB1)IAF)(c CC') 
The Bianchi Identity W[abC]'  0 becomes X(AIBI D) = 0. 
Definition 4.20 We decompose XABCD  as 
XABCD = SABCD + ABGD - EC(AB)D + S(AICICB)D, 	(4.24) 
where SABCD, I3AB and s are sections of O(ABcD), O(AB)[-1] and 0[-2] respec-
tively. 
Note: Here Q[n] is the sheaf of holomorphic functions of conformal weight n 
(cf. Section 0.4, 0.6). We will keep the notation O[n] even when the bundle is 
canonical trivial so as to keep track of the behavior of sections of the bundle under 
a conformal change of metric. 




AB = D(fWB)K, 
SAA'BB' = 
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where (Wo) AA , BB , = (WO) ab = W( ab) 	Wg ab is the symmetric trace-free part of 
the Ricci tensor. 
Proof: Standard calculation. 	 0 
Therefore the EW equation just corresponds to SABCD = 0. 
Analysis on the correspondence space F 
Let F be the total space of the projective spin bundle P(OA)  over W. A point on 
F is a pair (E, x), where E is a totally geodesic null hypersurface of W, and x 
Now as TE is composed of vectors of the form p,(AyB),  where IrA is a fixed spinor 
field, up to scaling, with 7r  7r  being normal to E, and whose integral curves are 
null geodesics in >, we can write the tautologically defined projective spinor field 
on F as ['irA]. 
Definition 4.22 Define O(-1) on F by specifying the fibre at (,x) e F to be 
(0(-1)E), where 0(-1)E is the 1-dimensional subbundle of OA  Jr, spanned by 
[IrA ]. 
Definition 4.23 The holomorphic vector bundle 01)(p)[q]  on F is defined by 
:= 0(A ... L) ® 0(p) 0 0[q], where 0 	and 0[q] are the pullbacks of 
0(A ... L) and 0[q] 	0q0[ABj from W to Jr, respectively, and 0(n) := ®fO(_1)*. 
Note the definition of 0(n) on F agree with that in Definition 0.28. 
In order to do calculations explicitly, we shall in general assume a choice of 
spinor field TA  in [IrA] on F, and consider 7rA as a section of OA(1), 'irA as a section 
of 0A(1)[_1].  Then one has an exact sequence 
0 —+ 0(-1) ---- OA 
_ A- + 0(1)1-11 —+ 0. 	 (4.25) 
One also has T = 0'(1)[11, = OA(1)[-1], and 	= 0(2)[-3], where 
T, 	ci, and 	are holomorphic relative p-forms on F with respect to the 
natural map p: F — p Y. 
(j=o 
4461 
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Proposition 4.24 Let M be a conformal 3-manifold with a compatible projec-
tive structure. For a spinor field eA  on M to integrate to totally geodesic null 
hypersurfaces with normals eA eB , one needs 
eBDDABD = 0, 	 (4.26) 
where DAB  is the preferred affine connection. The (global) condition for the ex -
istence of a 2 parameter family of totally geodesic null hypersurfaces is the EW 
condition SABCD = 0. 
Proof: For A  on M to give totally geodesic null hypersurfaces, we need: given 
any x e M and a spinor 71 A  at x, the following equation always has a solution, 
= 011' (C~D) '  
such that p A  equals 71A  at x, and 0 is some function on M. After some calculation, 
this gives us the condition eB DDAB D = 0, which can be checked to be equivalent 
to (4.26). 
Now, as the integral curves of eA e B are null geodesics, we can rescale A SO 
that 
eAB D 	= 0, 	 (4.27) 
on each totally geodesic null hypersurface E. Note (4.26) is independent of the 
scaling. 
From (4.26) and (4.27), one then obtains, (cf. [29] for arguments of this kind) 
eB DKBeD = P'KeD, 	 (4.28) 
on each E , where p is a section of 0[-1]. 
For the existence of all totally geodesic null hypersurfaces, we need: given a 
spinor (A  at x, there exists a spinor field eA,  such that equals (A  at x and 
satisfies (4.26). Applying e )eA DAK to (4.28), we obtain 
D6A6B  D K DKB 	6 6D = 0, 
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which, by the definition of XABCD  and its decomposition, gives us the condition 
tAtBtCD 	- 
c c c c ABCD - 
As x and A  can be arbitrary, we conclude that SABCD = 0. 	 U 
Now, in terms of a spinor field 'irA E [IrA] on F, the integrability condition 
enables us to have the following definition. 
Definition 4.25 On F, associated to a spinor field IrA e ['irA] satisfying (4.26) 
and (4.27), understood as equations on F, we define p, a section of 0[-1] on F 
by 
7rBDKB7rD = P7rK7D, 	 (4.29) 
where 7r  DAB is now a differential operator on F. 
Note: Under a resealing of 'irA to g7rA preserving (4.27), one has 7rBD9 = A1rg, 
where A is some section of 0[-1], and the p in (4.29) changes into p + A. That is, 
p is dependent on the spinor field irA. 
4.4 The Penrose transform 






For p e 7-, v(r' (p)) is a totally geodesic null hypersurface in W, while for x E )'V, 
j.4v'(x)) is a curve in 7- with normal bundle 0(2). 
Lemma 4.26 On F, one has a natural connection for 0(-1) and 0[1] induced 
from the connection IrB DAB for °A  Neither connection is flat unless I3AB = 0, 
but the induced connection for 0(-4)[1] is flat always. 
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Proof: Let f be a section of 0(-1). Then, cf. (4.25), flrA is a section of QA, 
and by BDAB(f1rC) = (qBDf + f pir4rc, one obtains a connection for 0(-1) 
which is given by 
i, B1 + PlrAf. 
The curvature for this connection can be easily computed to be (/3CDT C 71 D )EAB. 
Similarly, if f is a section of 0[1], then fAB  is a section of 0[ABI  and the 
connection 7r B DAB for 0VB1  induces a connection for 0[1] which is given by 
f 	 + WAB1rBf, 
the curvature of which can be computed to be (13CD7r C7rD )EAB. 
	
The induced connection for 0(-4)[1] is therefore flat. 	 0 
Definition 4.27 For n E Z, define line bundles 0.7-(n) on T by letting the fibre 
at p e 7 be 
= {solutions of IrBDAB! - nplrAf - j .Bw AB f 0 on 
where 	is the fibre of p: .F —+ T atp, and f is a section of O(n)[]lE. 
Remark: Since we are only working locally, we assume the existence of 
Lemma 4.28 The canonical bundle ic = A2 T*Y of Y is canonically isomorphic 
to Oy (-4). 
Proof: Let f be a section of OT(-4),  i.e. a section of 0(-4)[1] on 1 satisfying 
ir BDf + 4p7rAf + irBw f = 0. 	 (4.30) 
One can associate with it a 2-form a on .F given by 
a(XABDAB + OrA — --, ABDAB + 
alrA 	 &lrA 
= (XABIrA.1rB&C7rC -X  AB AB gc C)f, 	 (4.31) 
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where X AB DAB + OrA 8 and kABD  + aA & are vector fields on F It can be 
checked that a is indeed the pullback of a 2-form on T, i.e. it satisfies 
a(Vi , 1/2) = 0, 	if any V2 is vertical to 
da(Vi , V2 , V3 ) = 0 if any V2 is vertical to . 
Conversily, given a 2-form w on T, we let a = pw, then (4.31) associate with it 
an f satisfying (4.30). 
This pairing between sections of 0(-4) and 2-forms on T gives us the canon-
ical isomorphism. 	 13 
Lemma 4.29 On F, one has 
AB(DP - WABP) = 'AB13 	 (4.32) 
Proof: Apply 7r ADK  to (4.29). 	 0 
Proposition 4.30 Let n e Z, and ii be a global section of 0[-1] over W (thus a 
global section of 0[-1] on F independent of TA).  Then for the equation 
BDf - ( np + v)7rAf - 	 0 	 (4.33) 
to have non-trivial solutions on F, where f is a section of O(n)[], one needs 
DAB1I - WABI) = 0. 	 (4.34) 
Note: Even though p is dependent on irA, (4.33) is nonetheless a well-defined 
equation on F (it is invariant under any resealing of irA preserving (4.27)). 
Proof: Applying 7rB DB4 - ((n + l)p + v)ir' - ( + 1) irB w  to (4.33), we obtain 
irA7(D BA (up + ii) - w(np + v) - /3B)f = 0. 	(4.35) 
By (4.32), we then have 
irAIIB(DV - WAB1I) = 0, 
which then yields the result as the term inside the parentheses is independent of 
irA. 	 0 
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When WAB is closed, (4.34) becomes DABU = 0 at the preferred metric, i.e. v 
is a constant at the metric. However, when LIJAB  is not closed, ii can only be zero. 
Remark: The geometry of totally geodesic null hypersurfaces may impose addi-
tional conditions on the value of v, e.g. the H case in Chapter 3. 
Definition 4.31 When (.33) has nontrivial solutions, we define a line bundle 
O(n, v) on T by letting the fibre at p E Y be 
O(n, v) = { solutions of 7rBDA f - ( np + u)lrAf - 7rWAB = 0 on 
where E is the fibre of .ii  1 —+ T at p, and f is a section of O(n)[j. ] In. 
Remark: 1. In general, one only expects O--(n) (i.e. 0(n, 0)) to exist. 
Any clement of H1 (T, 0) corresponds to a degree-0 holomorphic line bundle 
L on 'T which can be coupled to fields, cf. [8]. For simplicity here we assume 
T *— Y —* W satisfies conditions 1-4 of Chapter 1. Then from Proposition 4.35, 
H1 (T, 0y(n)) {DAb — wA(HAB) = o} / { DBy}, 
where ?I)AB e r(W, 0A8[1]), e F(W, 0). Write bAB = UCAB + cbAB , where v is 
a section of 0[-1] and cAB  E O(AB), then the Penrose transform for OT(fl) 0 L 
can be obtained by replacing the DAB in the Penrose transform for 0(n, ii) by 
DAB = DAB + AB 
The line bundles 0(0, v) form a preferred subspace of H1 (7-, 0) corresponding 
too  A8 = 0. The condition DAB1I — WABV = 0, which is automatic from the equation 
for 0A'  then says the preferred subspace is 1-dimensional when /3AB = 0, and is 
just a point when. I3AB 0. 
The resolution and direct images 
The resolution for 0(n, v) is 
0 —* f'0 (n, v) — 0 (n)[] 	OA (n + 1)[ — 1] 
EA 
0(n + 2)[ —3] — 0, 




DA = 'DAB - (np + V)ITA - -ir -'AB, 
EA = 7rBDA - ((n + 1)p + v)irA - ( + l)irBA 
We have EA DA = 0 by (4.35). 
For direct images of 0(n), see Proposition 0.29. 
The Isomorphisms 
Let U be a Stein open subset of W such that the fibres of p 1w: U' := v'(U) - 
U" 	o ic'(U) c 7 are contractible. We also assume that Condition 4 of 
chapter 1 holds for the restricted correspondence U" +— U' —+ U. 
We discuss the Penrose transform in the following cases: Ho (Ulf , 0(n, ii)), 
H'(U", 0(n, v)): (i) n = —m - 2 < —2, (ii) n > —2, (iii) n = —2. 
Zeroth cohomology: 
Proposition 4.32 For n <0, H° (U", 0(n, ii)) = 0. For n> 0, one has 
H°(U",O(n,z')) 	
{ (B c ... D) – 	 = _vcABc ... D)}, 
where C...D F(U, O0A[]). 
Proof: The n < 0 case is clear. For n > 0, the spectral sequence (1.5) gives us 
HO (Ulf, 0(n, v)) 	ker LI*(IrBDAB - (np + v)lrA –1417r B wAB): 
F(U, ®n0A[]) -~ F(U, °A ® 
®n+1oA[  
Now, to know what v(irBD AB _(np+v)7rA_71B WAB) is, we consider the following. 
   B 0  B DAB + 4BOn F, the map ( ( 41) – n ) : (n)[ ] ( )[ -11 
looks like 
n 
• EfC  ... E i rs 	 – (np + v)A – n BwAB)(c . .. EfC...E) 
= B 	 • 
. E(DAB + V€AB — W AB )f 
= 	BC . . . 71E(DA + hEAR  – jWA)f, 
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with fC ... E  being a section of 
0E)[=], where we have used I'DAB( 	 = 
nP7rAC... 	
Therefore, the direct image map is readily identified to be 
V(TrBDAB - ( rip + ii)7rA - n.lBw AB )((J C...E ) 
 VE == —D" - (
BC ... E) + wf1F. 	0 
First cohomology: 
Lemma 4.33 On F, we have the formula 
DAB7VD = ITAIIBkD + 2IYlr(AEB)D7 	 (4.36) 
where KA is some section of OA(-1). 
Proof: The equation (4.28) can be rewritten as 
B(DIr - 2p7r(AEB)D) = 0, 
which is equivalent to (again, cf. [29] for arguments of this kind) 
DAB7rD - 2P1r(A6B)D = lrA7rB!cD, 
where KA is some section of OA(-1). 
Remark: (4.36) is a useful formula in identifying direct image maps. Note that, 
however, in the final result of each Penrose transform, neither the 7rA-dependent 
spinor tcA nor the IrA-dependent p would ever appear. 
Proposition 4.34 For n = —m - 2 < — 2, one has 
H 1 (U", O(—m - 2, v)) 	IDABB...E - ( + 1)wAB ... E + VAC ... E = o}, 
where B...E E F(U,®mOA[ 4n -1]). 
Proof: The spectral sequence (1.5) gives us 
H'(U", O(n, z)) ker V(IrBDAB - (np + v)IrA 	
BwAB): 
F(U, QmQ A [ - 1]) 	F(U, 0A ® Om -l QA[!! - 2]). 
Consider the commutative diagram 
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m+1 
o O(—m - 2)[] 
B 	F O(B...F)(-1)[I_
F 	
Q(B ... E)[ - 11 0 
LA 	 A 	 kA 
E  
- 11c  FO 	- 	
F 
OA(c..E)[ - 2]+O, —m - 1)[ QA( 
where LA =7rBDAB - (np+v)7rA - B AB . Now by commutativity, 
EAB is Corn_
puted to be _D_(v+p)fA'3_71Ak B + 
n
)A 
B ,where we have used DAB  
m+ 1 
—(m+3)p'lrAlrc.. . ir'• Similarly EA B is computed to be _DAB _vfAB +(+l)w/. 
Taking direct images gives the result. FMI 
Proposition 4.35 For n > —1, one has 
IDA bABCJ) - ( + l)w 	A 	= 
H1 (U", O(n, v)) 	
tD (B ly C ... E +VE
(BCE) - 
where OA E e F(U,OA(&0+bOAH_1]), 	
® C...E F(U, 0A[]). and ®_1 0A 
is taken to be vacuous. In particular, when n = —1, the above expression becomes 
H1 (U", O(-1, v)) tDABA - WABA 
= B} 
Proof: The spectral sequence (1.5) yields 
{Potentials} 
H'(U", O(n, ii)) 	{Gauge} 
where 
{Potentials} 	ker v(ir'D - ((n + 1)p ± 	- ( + 
r(U, QA ® 
®n+1QA{! 
- 1]) —~ r(U, Qn+2QA[Ljl - 3]); 
{
Gauge} 	ker 11*(ITBDAB - (np + v)7rA - Bw AB ): 




As I1*(IVBDAB - (np + i')7rA - Bw A B) has already been worked out in the proof 




l)HwA) is. By 
E 
g B...E 	(HDA 
- 
((n + l)p + v)A - ( + 1)w)B. . . 
n+1 
= HB IVE(DH - 	 - ( + 1)w)gABE 
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(B...E) 	
i where g B E is a local section of °A 	[-_ i- - 1], it s readily identified. 	0 
Proposition 4.36 
H1 (U",0(-2,v)) {(A - Dw - D + w2  +2v2 - 2s)= 
where A := DAB DAB, D - w := DAB (WAB) D := W AB DAB, W 2 W AB W AB  and 
5 E F(U, Q[1]) 
Proof: At E 2 level of the spectral sequence (1.5) we have 
F( U, O[]) 	0 	 0 
VPJ  
0 	 0 	F( U, O[]). 
Thus H1 (UI,_ 1 0(_2, v )) 	ker V F( U, 0[:::!-'-]) -+ F( U,O[]) . The main 
problem is to identify the differential operator V. Consider the following commu-
tative diagram. 
- 0(-2)[] 	 Ofi (-1)[] 	 O[] - 
I'toFA 
LA 	 R A 
-+ O(-2)[] 	 OA( -1)[2 ] 	 O[] 
where LA = 7r B DAB+(2p_)A+i B wAB and RA = lrCDcA +(p_v)7rA _?rCwcA . 
If one knows what 0 is, then by the following diagram, cf. the proof of Propo-
sition 2.12, 
F( U, 0 [ -21 1) 
1 111 F( U, O[}) 
F( U,O[]) 	 ID 
F( U,O[]), 
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which says V cx 0, one can identify the operator V (up to an unimportant factor). 
Now, for the first square to commute, FAB is readily computed to be 
FAB = _DAB - (i.i + P)EAB - lrAkB - ' W B A 
For the second square to commute, letting cB  be a section of OB(-1)[], one needs 
(7rC DcA + (p - v)7rA - 	wcA)(_D - lrA,cB - ( v + P)€AB - wA )çb = 0(lrB cbB ).
2 
 7r 
To compute the left hand side, we need 
Lemma 4.37 
D BC (7rB cbC ) 	 = /3 c7B c 
• 5p7rcic"f + 2(DABP - WABP + /3AB)7r A cbB + (7rc ,cC ) 2 f 
_ A 5CwAcBK B + 1rA q7BDAck B 	= sf - 4  p2f, 
where f := 7rBq 8 , s = 	and /3AB = D(AK WB)K. 
Proof: Standard computations (for the second identity, use (4.36) to compute the 
curvature). 	 0 
Using the lemma and DAB ii - WABV = 0 to compute the LHS, one obtains 
o(-f) = 1(A - DABW AB  - WAB DAB + WABWAB  + 2v 2 - 2s)f, 
where A = DAB DAB (note DAB DAB DABD AB  in general). 	 0 
Remarks: The results of the previous two chapters are just special cases of the 
results here. One simply fixes the conformal scale by DAB€CD = 0 and forgets 
about WAB  and conformal weights. Then u becomes a constant .\, and DAB = VAB. 
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4.5 Mini-ambitwistor spaces 
In this section we apply the holomorphic Penrose transform to the correspon-
dence between complex conformal 3-manifolds and mini-ambitwistor spaces (to be 
defined). The results of this section are not known to exist in the literature yet. 
For every complex (geodesically convex) conformal n-manifold M, the space 
of null geodesics .Al(M) is a Hausdorif 2n - 3 dimensional complex manifold [22]. 
When ri = 4, the space .Al(M) is called an ambitwistor space. For the Penrose 
transform for ambitwistor spaces, see [9]. In the case when n = 3, we shall call 
Al(M) a mini- ambitwistor space, and write it as Al. 






where a point of the correspondence space .F is a null geodesic of M together with 
a point on it. The ii image of a fibre of p is a null geodesic in M, while the fibre 
of v at x E M is all the null geodesics through x, which is biholomorphic to IF 1 . 
Given a spinor field 7tA on M generating null geodesics, we will normally 
rescale 71A  such that n AB VABC = 0, where VAB  is the spinor version of a 
metric connection (note locally 0' Q(AB)) As VABECD = 0, taking covariant 
derivative and raising or lowering of indices always commute. 
Definition 4.38 The line bundle Or(n) on Al is defined by 
= {solutions 01 7r  7BV AB 1 0 on 'y},  p E Al, 
where VAB is a metric connection lifted to F, "yr,  is the fibre of jt at p E Al, f is 
a section of 0(n)17,,, and 0(n) on .F is defined as in Definition 0.28 (we identify 
F with the total space of P(OA)  over M). 
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Note 7 A 1rB v AB f = 0 is a first order linear differential equation, thus the solution 
space on is C. 
The relative de Rham resolution is simply 
0 - f 1 0(n) -+ 0(n) 
ABVAB 
0(n + 2)[-2] - 0. 	(4.37) 
We will sometimes write V for 7rA.irBV 
The long exact sequence of (4.37) gives us the following isomorphisms (note 
the open sets U C M, U" C Al are to be understood in the same sense as in the 
previous section). 
Zeroth cohomology: 
Proposition 4.39 For n < 0, H° (U", 0.&r(n)) = 0. For n > 0, 
HO (U", OA((n)) C&{Vcbt' 	= o}, OC ... E E (U, (Dn0A) 
Proof: The n < 0 case is clear. For n> 0, we have 
0 -+ H° (U", Oj.r(n)) -+ HO (U', 0(n)) '- H° (U', 0(n + 2))[-2] —4 0 
being exact. Hence 
H° (U", OA((n)) ker vV F(U, (DnQA)  -+ F(U, Qn+20A[_2]), 




E I, (ABV AB )( c . 
= 7r . . . 
with fCE  being a section of 	 0 
First cohomology: 
Proposition 4.40 For m > 2, one has 
H1 (U", 0(—m - 2)) 	{V AB cb ABC  . .. E  = o}, OA ... E e F(U, omO[11) 
H1(U",OAr(-3)) 	Cle F(U,OA[-1]). 
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Proof: We have 
0 H'(U", OAr(-m — 2)) H'(U', Q(-m — 2)) 1 H 1 (U', 0(-m))[-2] 0 
being exact. Hence 
H'(U", 01v(-m — 2) ker vV : F(U, ®m OA[-11) —p F(U, (Dm_20A [_3]). 
Consider the following commutative diagram 
m+1 
7rA7rBlrC '11F 	 ____________ 
OO(-m-2) 	... O(A...F)( - 1) 	 tQ(AE)[-1J0 
EAB 
o 	0(-m)[-2] 	C 	71F O(c ... F)(-1)[-2I 	
F 	
O(c ... E)[-3 ] 	O. 
From 7r A B V AB C = 0, one has 
VABIrC = 11 (ATB)C, 
where TAB  is some section of °AB over .T, dependent on ir,. Then, for the first 
square to commute, EAB can be computed to be 
VAB 	. By the commutativity 
of the second square one then obtains EAB = VAB. Taking direct images gives 
the result. 
Note when n = -4, {V A 4AB = 01 is just the space of closed 2-forms. 
Proposition 4.41 For m > 2, one has 
F(U,®mOA[_2]) 	C...E  e H'(U", O.1(m — 2)) — 	{V(A)} 
H1(U",Ow(-1)) 	F(U,OA{_2]). 
Proof: We have 
0 -+ H° (U", Ojj(m — 2)) -+ H° (U', O(m — 2)) - H° (U', O(rn))[-2] 
-*H 1 (U",0(m-2))-+0, m> 1 
being exact. 	 o 
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Proposition 4.42 When M is either C 3 or IHI, one has 
H'(U", Og(-2)) 	F(U, 0[-2]) F(U, 0[-1]). 
Proof: We have 
0 -+ H° (U', 0[-2]) -+ H1 (U", ON(-2)) -4 H(U', 0(-2)) -4 0 
being exact. That is, 
0 -4 F(U, 0[-2]) -+ H'(U", Oj(-2)) —* F(U, 0[-1]) —* 0 is exact. 
For cases like C 3 and IHI which can be seen as homogeneous spaces with semi-simple 
isotropy groups, the exact sequence splits naturally. 	 D 
4.6 Relation between Al and T 
Definition 4.43 Let X be a complex (2n+ 1)-manifold. A (holomorphic) contact 
structure on X is a line bundle L -+ X together with a holomorphic 1-form 0 E 
F(X, p1 (L)) such that 0 A (dO)"Th 0 everywhere. A manifold with a contact 
structure is a contact manifold. 
Note: An important class of contact manifolds comes from projective cotangent 
bundles: If () are local coordinates on a manifold M and the cotangent bundle 
T*M has coordinates y2 ) with respect to a local frame of 1-forms dxi, then 
there is a canonical 1-form E yidx i  on T*M. This then defines a contact structure 
on IF(T*M),  cf. [16]. 
Given a contact manifold X, one has a short exact sequence of vector bundles 
0—D--+TX----L--0, 	 (4.38) 
where D is the distribution associated with the contact structure, i.e for p E X, 
Dp = It E TX I 0(t) = 01. 
Definition 4.44 A submanifold Y -+ X is a Legendre submanifold if dim(Y) = n 
and TYCD. 
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Proposition 4.45 (LeBrun) Let M, .1'! be as in section 4.5, then every Al ad-
mits a natural contact structure, and for all  E M, Q := p oif'(x) is a Legendre 
subrnanifold. 
For a proof, see [22]. 
Proposition 4.46 A conformal 3-manifold M has a compatible EW structure if 
any curve Qx in Al has a tubular neighborhood U such that U is isomorphic (as 
a contact manifold) to a neighborhood U of Q, the lifting of 7r(Q) in P(T*Z), 
where Z is a complex surface and ir : .Af -+ Z is a projection which is transverse 
to the Q 's. 
Proof: The (==) part is illustrated in [16], where Z is the corresponding mini-
twistor space. 
(==): The projection ir defines a line subbundle B C TAI over Al. Now 
restrict our attention to U C Al of a Q. By the isomorphism of U and U, and the 
definition of the canonical contact structure on 1P(T*Z), B Iu is a line subbundle 
of D lu, and as the projection is transverse to Q, B I Q. is a subbundle of N, the 
normal bundle of Q in U. Then from the short exact sequence 
we deduce (noting TQ C D I Q. also) the short exact sequence 
Then, as L 2 	A3(T*Al)* Q 	0(4), cf.[23], we have N/(B I) 	0(2). 
Therefore 7r(Q) in Z has normal bundle 0(2). This gives Z a minitwistor struc- 
ture, and M thus acquires an EW structure. 	 0 
Definition 4.47 A Legendre foliation L. of a contact manifold is a foliation by 
Legendre submanifolds. 
A projective cotangent bundle P(T*Z)  clearly has a canonical Legendre foliation 
where leaves are fibres of IF(T*Z) 	Z. 
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Definition 4.48 Two Legendre foliations L i of X 1 , £2 of X 2 are equivalent if 
there is a biholomorphic mapping '/' : X1 -+ X2 satisfying 
(i)= L, and (ii) 	= 
where L 2 is the line bundle L defined in Definition 4.43, 	is the foliation of 
X 1 whose leaves are inverse images under ' of leaves of £2. 
Theorem 4.49 Let X be a complex contact manifold with a Legendre foliation £, 
and Z be the space of leaves, then £ is locally equivalent to the canonical Legendre 
foliation on IP(T*Z). 
Proof: This is a complex holomorphic version of a theorem due to Pang, see [25] 
for details. Note our contact manifolds are referred to as 'contact manifolds in the 
wider sense' in [25]. 
As an immediate consequence of Lemma 4.46 and Theorem 4.49, we have 
Corollary 4.50 The existence of an EW structure (locally) on M is equivalent 
to the existence of a transverse Legendre foliation of M. 
Remark: The question of whether a conformal 3-manifold admits an EW metric 
locally has been the subject of some attention recently (by Eastwood, Pedersen, 
Tod, etc - private communication). We see that this question can be trans-
lated into a question in the existence of a Legendre foliation, which may be more 
tractable. We have not so far made any further progress with this approach. 
Chapter 5 
The Non-holomorphic Penrose Transform 
The non-holomorphic Penrose transform was originally introduced by Bailey, East-
wood and Singer [3] as a mechanism which relates sheaf cohomologies on a complex 
manifold to solutions of systems of PDE's on another smooth manifold. It has been 
successful in unifying various examples of transforms of this nature under a general 
framework, cf. the Introduction chapter. This method is best presented in terms 
of involutive structures, cf. [34]. However, no treatment of this general Penrose 
transform (cf. [3]) has appeared in the literature yet. In this chapter, basing 
on ideas of [3], we introduce the non-holomorphic Penrose transform in terms of 
involutive structures. Note that the differential operator V + 1 discussed in an 
earlier version of [3] is only partially correct. 
In Section 5.1 we review some basic material about involutive structures, and 
then in Section 5.2 we introduce the non-holomorphic Penrose transform. Section 
5.3 is a discussion of involutive structures for homogeneous spaces. In Section 5.4, 
we consider the non-holomorphic Penrose transform for a correspondence where 
all spaces involved are homogeneous spaces for a symmetry group. Appendix 
1 contains proofs of some propositions, and Appendix 2 is a comparison of the 
non-holomorphic Penrose transform with the realization of a holomorphic Penrose 
transform. 
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5.1 Involutive structure 
Involutive structure on a manifold 
Definition 5.1 Let M be a smooth manifold, and TM be the complexified tangent 
bundle. An involutive structure on M is a complex subbundle T °" C TM such that 
	
[To, ', TO, '] cT°" 
	
(5.1) 
An involutive manifold is a smooth manifold together with an involutive structure. 
Lemma 5.2 An involutive structure T ° ' 1 C TM is a complex structure if 
TM = T°" 
Definition 5.3 Let S' he the dual of TM. Define the vector bundle E 1 '° by 
:= {w e S I (,v) = O,Vv E T"}, x eM, 
where (w, v) is the usual pairing between a vector space and its dual. The bundle 
E0,1 is defined by the exactness of 
0 -~ 	 E 1 	-~ 0. 	 (5.2) 
Lemma 5.4 The condition (5.1) is equivalent to 
C e'° A E', 	 (5.3) 
i.e. e"O generates a differential ideal in E'. 
Proof: See, e.g. [34]. 	 0 
Therefore we can alternatively use E' ° satisfying (5.3) to denote an involutive 
structure. 
Definition 5.5 The bundlesE' ,P and E'° , p e N, are defined by 
:= A,6°", E"° := AE"° 
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Because of (5.3), one can obtain a quotient complex 
(F(]t4, E) ) 
from (F(M,Se),d),  where ['(M,e° '°) is identified with F(M,E)/(F(M,E"°)), and 
the differential 8 is the natural operator induced from the exterior derivative d. 
Definition 5.6 The involutive cohomology H(M) of an involutive manifold M 
is the cohomology HP(F(M,E 0'),8). 
Involutive structure and compatible vector bundles 
Lemma 5.7 If E is a smooth complex vector bundle over M, and there is a linear 
map 6 : IF (M, E) -+ F(M, E ® E0 ' 1 ) satisfying 
(f S) = fs + (Of )s, f E E(M), s E F(M, E), 
then there is an unique extension of 8 to 8 : F(M, e ° ' ® E) —4 ['(M, O+1  (9 E) 
satisfying 
(f s) = (f)s + (_i)(!f A Os, f 
G e°'(M), s e F(M, E). 
Proof: Standard results. 
Definition 5.8 A complex vector bundle E -+ M is compatible with the involutive 
structure if there exists a 
: F(M,E) —F(M,E0E 0 ' 1 ) 
such that 
i(fs) = fs + (f)s, f E .6 (M), S E F(M, E), 
02 = 0. 
Note 02  in (ii) makes sense because of Lemma 5.7. 
Definition 5.9 A section s e F(M, E) is said to be compatible with the involutive 
structure of M (or simply an 'involutive section) if as = 0. 
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Definition 5.10 The involutive cohomology H(M,  E) of E is the cohomology 
H'(F(M, E (9 E°') ) 
One important example of compatible vector bundles is E'', where Ô is induced 
from d. It gives rise to 
H(M ,  eP O) = HP(M) = H(F(M, £"° ® 
Relations between involutive structures 
Definition 5.11 A map f M -+ N between two involutive manifolds is said to 
be compatible with the involutive structures if 
df(T ° ' 1 M) c T°"N. 	 (5.4) 
Lemma 5.12 The condition (5.) is equivalent to 
	
rel,0 	'1,0 C N M. (5.5) 
Lemma 5.13 Let f M -+ N be a map compatible with the involutive structures 
of M and N. If f° -+ E has constant rank, and E is a vector bundle on 
N compatible with the involutive structure of N, then f*E  is compatible with the 
involutive structure of M. 
Proof: Using d ° C A E and the fact that f*e 	E has constant rank, 
it is easy to see that (5.3) holds for 	on M also. That is, f"E° is an in- 
volutive structure on M. Hence there exists a complex (F(M, A(E/f*E)),  9). 
Furthermore, by the compatibility of E with £°, we have 
: F(M, f*E)  F(M,  f*E 0 e/f*Eo) 
satisfying the conditions of Definition 5.8. That is, f*E  is compatible with the 
involutive structureon M. 
Now, by the compatibility of f, one has f*( C E? (thus E1 /f*e]O _** 
cf. Lemma 5.15 to come). Therefore f*E is also compatible with E9. 	0 
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Definition 5.14 Let M be a manifold equipped with two involutive structures T ° ' 1 , 
T'°", where T°" C T'°" C TM, then one defines the bundle 91 by the exactness 
of the following sequence 
o -49 1"0 -+ 	-+ 9 1 - o. 	 (5.6) 
Lemma 5.15 The exact sequence (5.6) is equivalent to the following short exact 
sequence: 
0 -+ 	-~ Sb,1 -.~ 	_ 0. 	 (5.7) 
Theorem 5.16 Let E be a vector bundle compatible with the primed involutive 
structure, then one has the following spectral sequence 
EP q = H(M, E (9 S) = H'(M, E), 
where the prime ' in H''(M, E) indicates that the cohomology is taken with 
respect to the primed involutive structure. 
Proof: Tensoring (5.7) with E, we obtain an exact sequence 
0 -+ S(E) -+ S'°"(E) - S °"(E) -4 0, 	 (5.8) 
where S(E), S' °"(E) and S °"(E) denote the resulting vector bundles 910 E 
etc. Note the compatibility of E with the primed involutive structure implies the 
compatibility with the unprimed, and .6 1 is also compatible with the unprimed. 
Consider the filtration of F(M, S'°'(E)) induced by (5.8). From the spectral 
sequence of a filtered complex we obtain 
EP q = H(F(M, S ° ® S(E))) = HP+(F(M, 9'0, * (E))) 
However, by Definition 5.10, this is nothing but 
EP q = H(M, E (9 S) ==>  H"(M, E). 	 E1 
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5.2 Non-holomorphic Penrose transform 
The non-holomorphic Penrose transform translates holomorphic data on a complex 
manifold Z to data on a smooth manifold X, where Z and X are related in the 
following way 





X. 	 (5.9) 
Condition 2. Z is a complex manifold, and 7(r 1 (x)) is a compact complex 
submanifold of Z, Vx E X. 
Condition 3. Fibres of ij are contractible. 
An extra Condition 4 will be introduced when the 'push-down mechanism' 
is discussed. 
Definition 5.17 (1) The involutive structureon Z is the complex structure 
on Z. (2) The involutive structure on X is given by .6 0' 1 = 0. (3) The involutive 
structure on F is defined by E1 = £, where E := .F 1  /rE and, by Condition F 	7" 
= E'° 2, E  
Lemma 5.18 The maps 77 and r are compatible with these involutive structures. 
The pull-back mechanism 
Proposition 5.19 Let E be a holomorphic vector bundle on Z, then one has 
H(F, r)*E) 	HT(Z, 0(E)), 	 (5.10) 
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where H(F, V) := H'(F(F, V ® E.)), and 
4O  
Proof: We can compute the cohomology of E ° in terms of that of Ej ° 77*9 1 
where (5.7) becomes 
0 -+ 	-~ 	-~ 	-~ 0, 	 (5.11) 
where E := e / ii*e. 
The vector bundle ?l*E  is compatible with the involutive structure of F, cf. 
Lemma 5.13. Then by Theorem 5.16, one has 
0,. = H(F(F, 9l*E ® ri*EOjP ® i;)) == Hr(r(F, *E 0 e 4  )). 	 (5.12) 
The thing on the left of (5.12) computes the fibre de Rham cohomology with 
values in 77*E 0 ij'E. As the fibres of 77 are contractible, we have 
Jr r(z,E®ey) q  H(F, E('IJ tE 0 ii*ecP)) 	
0 	 q 0. 
Therefore the spectral sequence just computes the Dolbealt cohomology of the 
base and gives us HP(Z, 0(E)). 
On the other hand, the right hand side of (5.12) is by definition HA' (F, 77*  E) 
Therefore one obtains the isomorphism. E1 
Spectral sequence argument 
Proposition 5.20 Let E be as above, one has the spectral sequence 
E = H(F(F, rl*E 0 E'° 0 E")) == H(F, ?fE) 	(5.13) 
where 
Proof: Use the cohomology of ° to compute the cohomology of £° 
= 
The sequence (5.7) becomes 
0 —+ 	-+ 	-+ 	-~ 0. 	 (5.14) 
77 	A 
Again applying Theorem 5.16 immediately gives the result. 	 13 
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The push-down mechanism 
Definition 5.21 Let V be a vector bundle on F compatible with the involutive 
structure £°. We use CE(V) to denote the sheaf of germs of involutive sections 
of V. 
Proposition 5.22 One has the isomorphism 
H(F(F,  *E (9 E'° (9 E')) 	F(x, TJE(ij*E ® e'°)). 	( 5.15)77 77 	T 
Proof: The results follows as H'(F(F, 	 computes the cohomology 
77 
of the fibre Dolbeult resolution of IE(ii*E ® E'° ). 	 D 
77 
To avoid possible dimension jumps of H(r_l(x ) , E( 7)*E(9 4 O)) at exceptional 
points x E X, we shall assume 
Condition 4: The rank of H"('(x), E(i*E(9EO))  is constant as x E X varies. 
Since 'r has compact fibres and condition 4 is assumed, yIE(j*E  (9& 0 ) is a 77 
sheaf of germs of sections of a smooth vector bundle over X. 
Summary 
Theorem 5.23 Given a correspondence (5.9) satisfying conditions 1-4  of this 
chapter, and a holomorphic vector bundle E -+ Z, there is a spectral sequence 
EP q = ['(X, y(*E ® E'° )) == HT(Z, 0(E)). 	(5.16)77 
We refer to this as the non-holomorphic Penrose transform. 
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503 Involutive structure on homogeneous spaces 
Proposition 5.24 There is a 1-1 correspondence between G-invariant involutive 
structures on G/H and complex Lie algebras tj satisfying 
[j C I) C g, 
where g  is the complexified Lie algebra of G as described in Section 0.3. A homo-
geneous space G/H together with an involutive structure determined by lj  will be 
denoted (G/H, t). 
Proof: Recall T(G/H) is associated to the H-module g/[j. Here one has 
T° ' 1 C TM 
t)/ 	C 9/1), 
where T indicates the correspondence between a homogeneous vector bundle on 
G/H and an H-module, cf. Chapter 0. 	 0 
Proposition 5.25 The short exact sequence of vector bundles (5.2) is associated 
to the short exact sequence of H-modules: 
0 -* (/)* -+ (g/1)) * -+ (/1))* -~ 0. 	 (5.17) 
Proposition 5.26 The involutive manifold (G/H, t) is a complex manifold if and 
only if 
9 = 9+ 15  and 1) = tj fl 15. 
Proof: As g is a complexified Lie algebra, there exists a complex conjugation 
operation - on it with g = § and 1) = Ij. Then Lemma 5.2 says (cf. [20] also): 
0/1) =Ij/1)et)/1), 
which then gives the result. 	 0 
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Definition 5.27 A (ij, H)-module is a representation p of H and j of t on a 
vector space such that 5 1 4 is the derivative of p, and such that 
p(h)(X)p(h)' = /(Ad(h)X) h  H,X e ty. 	(5.18) 
Note: (5.18) is automatic when H is connected. For simplicity, we shall hereafter 
assume that H is connected. 
Lemma 5.28 Homogeneous (finite dimensional) vector bundles V = G x  V0 on 
(G/H, tj), compatible with the involutive structure, are in one-one correspondence 
with (tj, H)-modules V0 . Involutive sections of V are characterized by 
Xs+1i(X)s=O XE tj, (5.19) 
where Xs : G -* V0 is defined as the result of applying the left invariant vector 
field X to s. 
Proof: Essentially mimic the proof of Theorem 3.6 of [33] where the case of 
homogeneous holomorphic vector bundle is considered. 0 
Note: Here X is used both to stand for an element of tj and the associated left 





where X is a complex vector field and we treat the real and imaginary parts 
separately. 
Proposition 5.29 Let (G/H 1 , 0 1 ), (G/H2, )2)  be two involutive manifolds, and 
H1 C H2 . Then the natural map f : G/H1 -+ G/H2 is compatible with the 
involutive structures if and only if 9 1 C 92- 
Involutive cohomologies 
Definition 5.30 Let (G/H, tj) be an involutive manifold and 1/ a (tj,  H)-module. 
Denote the involutive cohomology HP (r(GIH, S' ,* (V)), ) by HP (GIH, 1/a). 
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Lemma 5.31 A section of 	® V can be characterized as a smooth function 
a: G 	AP1)* ® V0 satisfying 
•a(X i ,...,X)O 	if any X 2 El), 	 (5.20) 
• (Z + (Z))a(Xi ,. . . ,X) - 	 a(Xi , . . . , [Z, X i], .. . ,X) = 0, VZ e .(5.21) 
The map 
a: r(G/H, e° 'P ® V) —~ F(G/H, e°' ® V) 
is characterized by 
a(Xo ,.. . X) = 	 + (X))a(Xo ,. . . 	. . . , X) 
+ 	(-1)a([X, Xi], Xo ,. . . , t,. . . , 	 . , Xv ), 	(5.22) 
O<i<j<p 
where all Xi E 3. 
Proof: See Appendix I. 
Proposition 5.32 Let (G/H, tj),  (G/H, ti')  be two involutive structures on G/H 
such that 9 C tj', then (5.7) is associated to the short exact sequence of (t), H)-
modules 
0 - (I/)* 4 (I/[) )* 	
(/)* 
-4 0. 
Proposition 5.33 Elements of F(EO ® Sp  ® V) can be thought of as smooth 
functions 
a: G_ + A®Al*®Vo 
satisfying 
• a(X1 ,...,Xq ,Yi ,...,) =0 if any X 2 E [j or Y2 
• (Z+(Z)) a(X i ,...,X q ,Yi ,...,Yp)_ 1 a(X i) .., [Z,X iJ,..,X q ,Y1,,Y v ) 
Eq 
— 1 a(X1 ,. . .,X q ,Yi ,  . . . ,[Z,Y],..  .,) = 0, 	VZ E 
The map 0 is given by 
Chapter 5. The Non-holomorphic Penrose Transform 	 79 
+ (X))(X 0 , . . . , j,. . . , X q) Yi,... , 
+ 	 Xi], X0 ......t .. . , kg ,. . . , X q , 1'1, . . . , Y) 
i<j 
+ 	(-1)a(Xo ,. . . ,Xi ,. . . ) X q , [Xi, 	], 1'1,.. . , kj i. . . , Yp), 	(5.23) 
ij 
where all X2 E t) and all Y E 
Proof: This is obtained simply by using the formula for 
9: r(so. ® E) -+ 	® E), 
as is given in (5.22), where E is associated to the (tj,  H)-module AP(ljh/t))* ® V0 , 
with the representation of I) on AP(tf/t))*  induced by the co-adjoint representation. 
10 
The E1 differential of EP, ,q= H' (F (G/H, £°'• 0 ( (& V)), which we shall call 8, 
can also be characterized explicitly. To do so, we consider an arbitrary splitting 
=9 ED s and write X = X' ED X", where X' E tj, and X" E 5. 
Proposition 5.34 Sections of Ep,q= H(F(G/H,  E °" ® ® V)) can be repre-
sented as smooth functions 
a: G_ + A(h tf®A s*®Vo 
satisfying Oce = 0, cf.  Proposition 5.83 (replacing Y E t)' with their components in 
s), modulo 'y,  where  'y  e F(G/H, E° ''®E(&V). The map 8 is then characterized 
by 
8a(Xi ,.. . , X q , Y0 , . . . , Yp) = 
+ 	(-1)a(X 1 ,. . . , X q , [1', Y", Y0, ... , fi7  . . . , Y,... , 
i<j 
+ 	(_1)jia([Yj , Xj , X1,. .. , 	. , Y0 ,. . . , 	, . . . , Yp), 	(5.24) 
ij 
where all Xi E 9 and all Yj E s. 
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Proof: The first part of the proposition is clear from the definition of a cohomology 
group. 
To obtain the formula for 8, we 'apply' Lemma 5.31 to the involutive structure 
(G/H, tj')  with the vector bundle taken to be associated to 
V0®A(j/)* (see Note 
1.), and restrict AP(I)h/1))* to A ) (9'/)) * at the end. 
Note: 1. As A()/)*  is in fact not a (tj ' , H)-module, there is no justification of 
applying Lemma 5.31 to this case directly. Nevertheless, as 8 is a map between 
cohomology groups, it can be checked that the fact 8c = 0 and 8a - Oa + &y 
guarantees that the map is independent of the splitting 9' = . Therefore this 
formula does make sense to characterize 5. 
2. As 5 operates on cohomology classes, we need to check that (i) 5c = 0 implies 
= 0, (ii) 50y e ImD. As our formulae for D and S both come from using the 
formula for &, with suitable restrictions at the end, it is not difficult to check that 
these requirements are satisfied. El 
5.4 Non-holomorphic Penrose transform in the 
homogeneous case 
Consider a correspondence which satisfies all the four conditions listed in section 






where G is a real Lie group with subgroups K, L, and M = L fl K, t = e n q. As 
the fibres of r are complex submanifolds of G/M, one has 




Proof: Use the fact that (GIL, q) and (K/M, t) are complex manifolds. 	0 
We will in general assume that t admits a K-invariant complement p in g, such 
that 
Note that p is not a Lie algebra. 
Lemma 5.36 The two short exact sequences of vector bundles (5.11), (5.14) are 
associated to 
o - 	 (q/)* - ( q /m )* 4 ([/M)* 	0, (5.25) 
o -+ ( q /r)* ( q /m)* (r/m) -p 0 (5.26) 
respectively. 
Theorem 5.37 There is a spectral sequence 
= F(G/K, 'r(Eo ® A(q/t)*) == H(G/L, E0 ), 	 (5.27) 
where i-1 indicates that the fibre cohomology it is associated with is the involutive 
cohomology of t. For a (t,M)-module V 0 , 'r, t (Vo) is just rE(V). 
Differential operators on G/K 
Definition 5.38 For every X E q, define XP and Xe  by the unique decomposition 
x = + Xe, 
where XP E p, 	E E. 
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Definition 5.39 Let V be a homogeneous vector bundle on (G/M, t) compatible 
with the involutive structure. Define two maps D, 4), 
D, 4) : F(G/M, IE(E ° 0 V)) —f F(G/M, 
(+1,O 0 V)), 
by 
Da (Yo,• 	(_1)a(Yo ,.. . ,. . . , 	
(5.28) 
4)a(Yo , ... ,Yp) 	
(l)i(y+•(Y))(YYY) 
+ 	(_1)t+3 c ({1, 1'], Y0 ,. . . , 1',. . . , 	. . , 	(5.29) 
Oi<j<p 
where all Y E q and c : G -+ APq* 0 V0 satisfies 
.c(Y i ,...,I4)O 	if any YEr, 
• (Z+(Z))a(Yi,...,Yp) - 	1a(Yi, 	 = 0, VZ E t. 
Their corresponding qth direct image maps rD, 7 1 4) will be denoted D and 4) 
respectively, and 4) will later be shown to be algebraic (Proposition 5.3). 
Proposition 5.40 If E is a homogeneous vector bundle on G/L compatible with 
the involutive structure on G/L, V = 17*E, then 
r8: rE(e'°(V)) -+ TE(e1'°(V)) 77 	 71 
is equal to D +;$. 
Proof: From Proposition 5.34, it is clear that 19 = D + 4), (consider q = 0). 	
D 
Lemma 5.41 Every homogeneous vector bundle V on G/K inherits an invariant 
connection V from the splitting g 
Proof: Let s be a section of V, then Vs e F(G/K, E 0 V) can be characterized 
by 
(X, Vs) = Xs, X E P, 	 (5.30) 
where we have identified E with the homogeneous vector bundle associated to 
the K-module p. 	
0 
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Proposition 5.42 The map D is the composition of the following maps 
	
® T E(E'° (V)) 	rIE(E'° ® 
.! 	TIE(e"° (V)), 	 (5.31) 
where V is the invariant connection on G/K, while 7r is characterized by 
r/3(X;Y 1 ,...,Y)=/3(X';Yi,...,Yp), X E q and all Yeq, 
and A is characterized by 
P 
Ay(Y o , Y1) . . . , 	
= 	
( 1)i7(1; Yo ,. . . , Y,. . . , 1'), where all Yj E q. 
i=o 
Note we have used .6 1 ® rE(e'° (V)) 	E( ®77 
Proof: See Appendix 1. 	 D 
Proposition 5.43 The map 1' is algebraic and is characterized by 
.,X q , YO, .. . 	= 
P 
+ 	... , Xq , Y0 ,.. . , 	,. . . , Y) 
i=O 
• 
	 . . , Xq, [, 	]", Y0 ,. . . , 	,. . . , 	,. . . , 
i<j 
• 
	(_1)i+j+q([y. Xi]', x 1 ,.. . , 	. . . , Y0 ,.. . , 	,. . . Y) 	(5.32) 
i,j 
for all x E X, where all Xi e t and all Y E 5, p e H(K/M, A(q/t)*  (9 1/a) is 
represented by i: K —p q* ® Ap5* ® V0 , q = t s, satisfying &c/t = 0, where 3 
is the Ô associated with (G/M, t) which we shall sometimes write as 
Proof: The stalk of the direct image sheaf rIE(E'° (V)) at x e X is associated 
to the K-module H(K/M, AP(q/t)* (9 Vo ), noting that r'(x) KIM. Then by 
(5.24) (letting tj' = q and tj = t) and Definition 5.39, 1 can be seen to be induced 
by 	, a map between K-modules, at every x e X, which is characterized in 
(5.32). Thus 1 is algebraic. Note that however D can not be described in terms 
of "Dr" (note YPp does not make sense). 	 0 
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Note: If q = t ED (p n q), and [p, p] C t, then the formula above reduces to 
(_l)(Y) L (X1 . . , X q , Y0 ,. . . ,  
Appendix 1: Proofs of some propositions 
Lemma 5.44 If is a p-form on a manifold M, then d6 is given by the formula 
d(X 0 . ... Xp ) = 	(-1)L x (X 0 ,. . . j,.. . , Xp ) 
+ 	(-1)ie([X, xi], x0 ,.. . ,±j,. . , J,. . . , Xv ), 	(5.33) 
O<i<j<p 
where Lx 1 e is the Lie derivative of 6 with respect to X 2 . 
For a proof, see e.g. [11]. 
Proof of Lemma 5.31: The condition (5.20) is by definition required. 
Recall the formula for representing a section of a homogeneous vector bun-
dle, cf. Chapter 0. Here we take the vector bundle to be the one associated to 
AP(tj/)* 0 V0 , and obtain 
c(gh)(X i ,. . . , X,,) = p' (h)a(g)(Ad hXl ,. . . , 
where g E C, h e H and all X2 e ty. Note we have used 
(Ad*(h_l)c)() = a(Ad(h)w), w e Aij. 
Considering its differential form, we have 
(Zc)(g)(X i ,. . . , X 	
d
) = _a(getZ)(X i,.  . . , X) I t=o dt 
d = 	 .. , AdetzXp )) It=o dt 
= —(Z)(X 1 ,. . . , X) + 	a(X 1 ,.. ., [Z, Xi],.. . , X v ), VZ E . 
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The map 5 is the unique extension of F(G/H, V) —+ F(G/H, S o, '(D V), 
cf. 
Lemma 5.7. Write a local section a of E°" ® V as a = fs, where 
f is a section of 
and s a section of V, then one can use the known formulas for 9f 
and Os to 
obtain the formula for Oa: 
c(fs)(X o ,. . . , X) 
= ((af)s)(Xo,. . . , X) + ((-1)f A s)(Xo ,.. . ) Xv), 
where, by restricting the d of (5.33) to 8 and expressing it in term of Lie algebras, 
we have 
Of) s)(Xo,. ..,X) 




((-1)f A s)(Xo,. . . , X) 
(_ i )Pii 	sgn(a)f 0 6S(X,( o),. . . , 	Xa(p)) 
P! 1! 
	xi,(—i) 	(—i)f(Xo, . . . . , X P) (X + (X))s 
i=O 
= 	(—i)f(X0,.. . j, . . . , X)Xs 
j,. . . 
where we have used 
r. Ar(Xi)... ,Xp ,Xp+i,. . . ,Xp+q) 
1 
— 	
I p!q! 	sgn (0') r. 0 T (Xa ( l ), . . . , X cr(p), Xr(p+l),. . . , X cy (p+q)), 	
(5.34) 
for a p-form .'c and a q-form r, cf. e.g. [11]. 
We then obtain the result by noting (Xf)s+fXs = X 2 (fs). Notice the result 
is independent of the decomposition a = fs. 	
0 
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Proof of Proposition 5.42: Consider the following composition of maps on 
G/M, 
F(G/M, AP(q/t)* ® V0) _! Ft(G/M, P * ® AP(q/t)* ® V) 
--~ r(G/M, (q/t)*  0 AP(q/t)* ® V)4 Ft(G/M, A7)(q/t)*  o V0 ), 
where V is characterized by 
t~ ce (X; 	XEp and all '.eq, 
and for a (r, M)-module E 0 , we use F(G/M, E0 ) to denote (E(G/M, E). Note 
that r is induced by the well-defined map 
(q/t) —f p; X —+ 
and A is induced by the wedge product of vector spaces (q/t)*  and AP(q/r)*. 
The composition map A o ir o V is just D. Therefore r'D is the composition 
of three maps rV, rir and 7- A. 
As p* is associated to the bundle r*e, when we compute direct images, p"  is 
just a passenger. Therefore 
0 P * 0 V) = ,61 ® 
y,l(A)(q/t)* 0 V0 ). 
To see that rV agrees with the first map V of (5.31), one notes that s e 
H(G/M,A7)(q/t)* 0 V o ) corresponds to an . 
r(G/K,7(AP(q/t)* (9 Vo)). A 
section § can be expressed as 9 : G —+ W0 , W0 = H(K/M, AP(q/t)* (9 Vo ), 
satisfying (gk) = (k) 1 9(g), for k E K, where is the representation of K 
associated with the bundle y(AP(q/t)*  0 Vo ). 
When q = 0, we can express elements of W as functions from K to AJ)q*  0 Vo 
satisfying some conditions, cf.. Section 5.3, then we have 
.(gk)(k') = 	 = 
One can actually relate s and 9 by s(g) = (g)(id). The map s -+ s then just 
corresponds to 9 - V§ where V(X) = X, X E p, as (Xs)(g) = gs(getx) It=o 
corresponds to (X)(g) = 	 It=o. For general q the result is similar. There- 
fore the first map is simply the connection map V. 	 0 
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Appendix 2: Realization of holomorphic Penrose 
transforms 
Let Xft be a real analytic manifold which has a non-holomorphic twistor corre-
spondence 
ZR 	FR 	XR, 
with the four conditions of Section 5.3 satisfied. If XR can be complexified to give 
a complex manifold X for which there exists a holomorphic twistor correspondence 
Z4—F---X, 
with all four conditions of Section 1.1 satisfied, then we can consider the Penrose 
transform for this holomorphic correspondence. Since XR is embedded in X as the 
fixed point set of the antiholomorphic involution associated with the real structure 
of X, (X has a real structure induced from XR), we can restrict the solutions of 
field equation on X, which result from the holomorphic Penrose transform, to XR 
and obtain isomorphisms between H3 (Z, 0(V)) and real analytic solutions of the 
field equation on XR. 
Remark: 1. If the field equation happens to admit only real analytic solutions, 
for example if the equation is elliptic (e.g. the Laplace equation on J1 3 ), then 
we can simply say that HP(Z, 0(V)) is isomorphic to the solution space of that 
equation. 
2. If ZR is an open subset of Z, then all holomorphic vector bundles on Z 
can be restricted to give holomorphic vector bundles on ZR, and the holomoprhic 
Penrose transform with a realization can be alternatively achieved by the non-
holomorphic Penrose transform. However, as a holomorphic vector bundle on 
ZR may not extend to a holomorphic vector bundle on Z, the non-holomorphic 
Penrose transform in general yields more results than the holomorphic one does. 
Chapter 6 
A Non-holomorphic Penrose Transform 
for Euclidean 3-Space 
In this chapter we apply the non-holomorphic Penrose transform of Chapter 5 to 
our first example, where the target space X is Euclidean 3-space 1, cf. Whittaker 
[36] and Hitchin [15] for partial results. This is in fact a real form of the corre-
spondence in Chapter 2, as is remarked in Appendix 2 of Chapter 5. Combining 
the results here with Chapter 2, we obtain immediately as a corollary that every 
smooth eigenfunction of the Laplacian on R 3 is the restriction of a holomorphic 
eigenfunction of the holomorphic 'Laplace operator' on C 3 , and similarly for other 
equations. 
6.1 Correspondence and set-up 
The tangent bundle of a sphere can be written as 
TS2 = {(L) z1,11 R 3 ,•= 1,rix= O}. 
One can identify TS 2 with the space of oriented lines in R 3  by associating to 
(ri, x) e TS 2 the line through the point x with direction vector n. Identifying TS 2 
with the holomorphic tangent bundle TCIP 1 , we shall again call it T and refer to 
it as the ininitwistor space for R 3 , cf. [15]. 
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Writing F for the space F = {(p, I) I p e R3 , 1 is an oriented line in R 3 , p e 11, 




where ij and r are the obvious forgetful maps. The r images of fibres of 77 are 
oriented lines in R3 and the fibre of r at a point x E R 3 is biholomorphic to CPI , 
which corresponds to the sphere of directions at x. 
Coordinates, groups and Lie algebras 
Definition 6.1 The group ESU(2, C) is defined as follows 
ESU(2) = {(A, B) I A E SU(2), B e f  x 2 Hermitian tracefree matrices}}, 
where the group operation is: (A, B) o (A', B') = (AA', ABIAt + B). 
The coordinates on T, F and R3 shall be the same as that in Chapter 2, with 
X being Hermitian tracefree here. The group actions of ESU(2) on these spaces 
are also the same as that of ESL(2, C) in Chapter 2, with A' being replaced by 
At. 
The various Lie groups and Lie algebras we need are then listed below, where 
throughout this chapter, s, t, u, v, w, z, a , 0 E C, c 0 0, 0, zo E IR: 
I/It s\ Iz w 
Gct = ESL(2,C) 	 = ( ( 	) \\u —tJ \v —z 
((e
iO 0 \ (zoo0 \\((t o\ (z 0
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M 	 m= 1,0





Q= 	 , 	 ql 	, 
( 	
))J. 0 -z 	 0 	0 	z 
Also one has 
t s\ 	\ 
t=en={((0 	)oj)}. 
 -t,  
Lemma 6.2 The adjoint representations of Gc = ESL(2, C) and g = esL(2, C) 
on e51(2, C) are given by 
f Ad(A,B)(X, Y) = (AXA 1 , [B, AXA'] + AYA -1 ) 
ad x ,y(X', Y') = ([X, X'], [X, Y'} + [Y, X'J), 
where (A, B) e ESL(2, C), (X, Y), (X', Y') e esl(2, C). 
Proof: Straightforward calculations. 




One also has the desired property that q/r = p fl q. 
Homogeneous vector bundles 
Lemma 6.3 The line bundle Q(n, A) on T is associated to the (q, L) -module given 




where n E Z, A E C. 
0 \\ (zo 	0 
e ° )' s0 —ZO 
s\ (z w 
o -z )) 
= e 0 
= -nt - Az, 
Since M = L n K =  W ° e- )' o) }, on pulling back the bundle O(n, A) 
to F, the parameter A is lost. 
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Definition 6.4 Let EE(n) denote the resulting pull-back bundle jj*Q(fl,  A), and 
C(n) its associated (r, M)-module. 
Remark: Although 77*0(n,  A) if O(rt A'), for A A', they come equipped with 
different a operators, making them different compatible vector bundles. 
Definition 6.5 Let FA  be the rank 2 bundle on R3 induced by the defining rep-
resentation of K = SU(2), and Vj be the spinor version of the Levi-Civita con-
nection. 
Note F = JR3 x P1 , and 1E(n) can be easily checked to be the sheaf of functions 
on F, of homogeneity n on P 1 . Then using Proposition 0.31, we obtain direct 
images of CE(n) (use eA &4 also). 
6.2 Results 
We will discuss the isomorphisms for H'(T, O(n, A)) in three cases: n > —1, 
n < —3 and n = —2. 
Proposition 6.6 For n > —1, one has 
{
= 
H1 (G/L, O(n, A)) 	
VA(HO A BC ... E) 
{V B y C ... E + 
where yC..E  E F(R3, ®ne A ) V A ' E e F(R3 , C A ® Øn+leA) and 0_lEA  is taken 
to be vacuous. 
Proof: Consider the exact sequence of (t, M)-modules 
/ /0 
w 	'-+ 	(0, 
\ 	\0 0 
M 	 m 
0 —* C(-2) 	 q/r 	-+ C — 0 
	
W 	 w 
z 
(
0 ,  I 
/0 
wZ. 
 \ —zJ) 
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This induces 
0 -+ CE —* 	-~ E(2) -+ 0 on F. 
77 
Tensoring it with cIE(n), we obtain the following short exact sequence 
0 -+ (E (n) -+ 	 -~ CE(n +2) -~ 0, 
which then, as R3 = G/K and K = SU(2) is semisimple, gives rise to 
0 -4 OnEA 4 on+2eA QnA 4 on+2eA  -+ 0 
on 1R3 , where ®nEA  is taken to be vacuous if n < 0. 
Since on+2eA ®n5A 	eA ® on+leA, we can write a typical element in 
n+1 
as bA D , where A 	
= ( B ... D) 
Now as q/t = p fl q, the map 1' : 'riE(n) —* rE('° (n)) is induced by 
, (o (' 
 W 
	-)z alone. We then have 
q5C ... D 	 D) 
 A 	 AEA 
in 	 m 
0-4 F(1 3 ®7,6A) 	F(11 3 ,eA ® (Dn+1A) 	-~ F(R3 , Gn+2SA) -+0 
	
w 	 w 
—  NO 
The spectral sequence (5.27) then gives us the result. 	 0 
Proposition 6.7 For it > 1, one has 
H'(G/L, (9(-n — 2, .A)) 	{ V AB c&B...E = -AAC...E}, 
where O B ... E E r(R3 ,oe4. 
Proof: The E1 level of the spectral sequence (5.27) is 
F(R3 , (DYEA) ?4 F(I1 3 , eA ® On 'EA) -4 F(R3, (2)n-2 EA) 
0 	 —4 	 0 	-4 	0, 
where the map D + I is 
'P 	
-, 
B...D — V 4 ABY C ... D — A(/)ACD. 
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Proposition 6.8 There is an isomorphism: 
H1 (G/L, 0(-2, A)) {Aq5 = -2A 2 }, 
where A := VABV AB  and q E 
	
Proof: To say w is a smooth section of 	is to say 
K (o (1 0 	(gm)) = e0 (( ' ) ,w  1 	0  0 —1) 	 0 —1/ 
K (  o, 	w  0 1 	(gm)) = ei2)9 ((s, (° )) w()) ( '), ko 0) 




e M and ( ' 	
) 
0 	• 
, ) denotes the usual pairing of a vector 
space and its dual. Note that we have used 
(X,w(grn)) = p(m)(Ad(m)X,(g)), X e q, 
which is the integral form of (5.21) in the present context. 
For w to be compatible with the involutive structure, i.e. O-w = 0, we must in 
addition have, cf. (5.33), 
((0 
1 ), 0) <(° ( 1 0 )) ,w > = —2<(0, (° ')),w> 
( 	
1) , 
 0) <(° (: ')),w> 
=0. 
Now we can define an operator V' : t1E(e'0 (n)) -+ IE(E'° (n)) by 
 (0, ( 1 





 ( 	)+4(0(° ))((0, 0 1 )), ;  w
" 
\0 0 	/ 
(0,: 








0 ) 40, 	1 ""0 _ 	0/ I— (0'    
Note that V'w is indeed an involutive section of 
77 
Now consider the following diagram 
0 - IE(n) 	CF,(E' ° (rt)) 4 CF, (n +2) - 0 77 
II 
- CE(n) 4 IE(4° (n)) 4 1E(n +2) - 0. 
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where s is a section of E(n). 
The first a is given, cf. (5.24), by 
o(' 0))as) 
o(°1 ))as) 
The map v is 







The second 0 sends W, sections of 1B(e' 0 (n)), to 
77 
(°: )) <(° 	)),w>— (o(' °)) <(°: '))> 
+AK(0,(: 
)) • 
One can see that the first square in the last diagram commutes. To make 
the second square commute, D'z(w) must equal O(V' - A)w. Here we have that 
a(v ' - A) sends w to 
i)) ((o (i 0)),v'w 
- (0, (
(o 
 (° )) (o (° '))V'w) 
+A((o( ° '))V'w)—A [(0,(° 	
) /(
o,i 01)), 	
)) '\ 0 0, 	\ 	\ o  
,>,( ) 
(o,  ( — 1))((01(0  1) 	/ 	\
) o+ w 01 >] 
0 oo o),,
,w  
= 4(0 (° 
1)) (0, (° 0))v(w) 
 + (
o ( )) (o 
(1 o)) ()  
—A2 v(w). 
When n = — 2, the zeroth direct image of 0' can be identified with 
L - A2)f, f e F(R3 ,E3), 
where L := VABV AB  = _2VaVa . See Lemma 6.9 for details. Then by arguments 
similar to that in the proof of Proposition 2.12 we obtain the isomorphism. 	0 
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Lemma 6.9 One can identify the zeroth direct image of D' : E —+ CE with 
—A — A 2 : 
Proof: Let X, Y, Z be the vector fields generated by (o (
°1)) , (0,  (0 i)) 
and (o (' 
°)) respectively. Then we have 
(o( '))(o,(° 
0))+ (0) 0 ))(o , ( 1 0 ))) v (w)A2 u (w ) 4(  
= 4(X - Y)(X + Y)v(w) + Z 2 v(w) — A 2 v(w) 
= (X 2 + Y2 + Z 2 )v(w) —A 2V(W). 
Note here X, Y, Z are vector fields on C, and one can compute the corre-
sponding vectors on JR3 at 
( 0) e JR3 to be (0 i) , (0 i),( 
 ) 
respectively. 
Therefore the corresponding map between direct images is 
f —4 
 (a.2 + + 5)f - A2f = _VABVABf - A 2 f. 
By virtue of comparing the results of this section to that of Chapter 2, one has 
the following corollary. 
Corollary 6.10 Every smooth eigenfunction of the Laplacian on JR3 extends to a 
holomorphic eigenfunction of the holomorphic Laplacian on C 3 . The same applies 
to eigenfunctions of the Dirac operator, and all other systems of equations applying 
as image of a Penrose transform in Propositions 6.6 and 6.7. 
Proof: For the Laplace case, the holomorphic Penrose transform of Chapter 2 
provides a map P from H1 (T, 0(-2, A)) to holomorphic solutions of AO = -2A 2 0 
on C3 . On restricting to JR 3 —* C3 , this agrees with the non-holomorphic Penrose 
transform of this section. The other cases are analogous. 0 
Remark: One knows that solutions are analytic by ellipticity, but the result here 
is stronger. 
Chapter 7 
A Non-holomorphic Penrose Transform 
for Hyperbolic 3-Space 
A non-holomorphic Penrose transform for hyperbolic 3-space H, considered as 
SO. (3, 1) ISO (3), was first considered in [3]. In this chapter, by considering a 
different symmetry group SL(2, C), we are able to obtain additional results over 
[3] because fields on H taking values in spin representations are included. This 
Penrose transform is a real form of the case considered in Chapter 3. However, 
we obtain more results here as the twistor space of H considered is only an open 
orbit of the twistor space of Chapter 3. In particular, in classifying homogeneous 
line bundles over the twistor space, one has one discrete parameter n and one con-
tinuous parameter ) here, in contrast to two discrete parameters n, ,\ in Chapter 
3. Combining the results here with Chapter 3, we obtain as a corollary that every 
smooth eigenfunction of the Laplacian on H extends to a holomorphic eigenfunc-
tion of the holomorphic Laplacian on an open subset H (to be defined) of H, and 
similarly for other equations. 
7.1 Correspondence and set-up 
One model for hyperbolic 3-space is the hypersurface 
H = {(t,x,y,z) E Ct2 - x 2 —y 2 - z 2 = 1, t> O} 
in 1i1  with the metric obtained by restricting the metric ds2 = dt2 - dz 2 - dy 2 - dz2 
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on ii. 
A geodesic in H is the intersection of H with a 2-plane in 11 4  (through the 
origin). Each of such planes intersects N, the null cone of the origin, at two 
distinct generators, which can be used to characterize the corresponding geodesic, 
cf. [3]. An oriented geodesic is then an ordered pair of distinct generators of N. 
As the space of generators of N is isomorphic to S2 Fi, one concludes that 
the space of oriented geodesics in H is isomorphic to (Pi x IFi )\A, which shall be 
referred to as the minitwistor space for H, where A is the anti-diagonal in IF 1 x P1 . 
We can introduce the correspondence space F to be 
F = {(x, 1) I x E H, 1 is an oriented geodesic in H, and x E l}, 
which is just H x P1 . Then one can set up a correspondence 
HxP 1 
\7 
(P 1 x 1P1 )\A 	 H, 
where 77 and r are the obvious forgetful maps. The r images of fibres of ij are 
oriented geodesics in H and the fibre of r at point x E H is biholomorphic to CP 1 , 
corresponding to the sphere of directions at x. 
Coordinates, groups and Lie algebras 
Think of elements of R 4  as 2 x 2 Hermitian matrices 
f t+z x+iy\ 
X= ( 	 ), 	x,y,z,tEIR. 
\x—iy t — z J 
Then H is identified with the determinant 1 hypersurface of R' 1 . We introduce 
coordinates on P 1 x 1F1 \A, F and H as that in Chapter 3, with XAA'  being 
Hermitian matrices. Note the anti-diagonal A is the image of P 1  -* Pi x P1 given 
by 
[IrA] - ([IrA], [A']) 
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The g E SL(2, C) acts on F 1 x F'\t, F and H respectively by: 
= (gt_ l [ , [}) 
(g,)([XI,[ir]) 	(g[X]t,gt_l[ir) 	on F, 
(g,)[X] 	= g[X] t 	on H. 
We can list the various Lie groups and Lie algebras: (9 E R, 0 a, a' E C and 
s 7 t,u,v,w,z,13,0 ' E C) 
GC=SL(2,C)XSL(2,C) 	
9 {((t s) (z w))} 
t 0 
I(a 
 0 	 f(( 	(z 0 
L 	
a')J 	 o —t)' o —z 
fit 	\ I—t 
, ( 
\\ 	—t) \—S t—U))I K = SU(2) 	 (1 U 
	
t 1 e 9 0 \) 	 t fit o\ f—t M= 1 o e)1 	 m= 	)' 	))j 
t s'\ (z 0V\i 1a fi\ 1eV 	0 \\ 
a)' 	a"))} q=
(( —i)' v —zj)J 
One also has 
(( 0
t s\ (—t 0'y\l 
t)' —s t))J 
Lemma 7.1 The adjoint representations of Gc = SL(2, C) x SL(2, C) and g = 
sI(2, C) ED zI(2, C) on s((2, C) st(2, C) are given by 
J Ad(A,B)(X,Y) = (AXA,BYB) 
1 ad(x,y)(X',Y') = ([X,X'],{Y,Y']), 
where (A, B) E SL(2, C) x SL(2, C), (X, Y), (X', Y') E sr(2, C) e sr(2, C). 
Proof: Standard calculation. 	
0 




I,IzJ \v —z ))I - 
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One also has the desired property q/t = p fl q. 
Homogeneous vector bundles 
Definition 7.2 The holomorphic line bundle O(n, A), where n E 7L, A E C, on 
IF 1 x 1F\ is associated to the (q, L)-module given by: 
a 0 \\ 





,( 0 —t 	\V _)) 
= 
I = — fl  +A)t+(—A)z. 
Lemma 7.3 The bundle O(n, A) on P 1 x P I \A can be extended to a holomorphic 
line bundle on P1 x IF1 if and only if + A and 11 - A are both integers. 
Therefore restricting the holomorphic Penrose transform for H considered in 
Chapter 3 to H does not give all the results that we can get from the non-
holomorphic Penrose transform of this chapter. 
Since M = LflK = {(eio ei°)' e e 	on pulling back the bundle O(n,A) 
to F, the parameter A is lost. 
Definition 7.4 Let EE(n) denote the resulting pull-back bundle ?fO(n, A), and 
C(n) be the corresponding (t, M)-module. 
Definition 7.5 Let CA  be the rank 2 bundle on H induced by the defining rep-
resentation of K = SU(2), and VAB  be the spinor version of the Levi-Civita 
connection. 
As in the H3 case, using Proposition 0.31, we obtain direct images of cIE(n). 
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7.2 Results 
We shall then discuss H'(G/L, O(n, A)) in three cases: n > —1, n < —3 and 
n = —2. 
Proposition 7.6 For  > —1, one has 
fvAbA 	= A V) (BC...H) H'(G/L, (9(n, A)) 
fV) + A (BCE)} 
where 7C...E  E F(H, (DL A ) ABC ...  E E F(H) LA ® ®1e 4 ) and O_1LA  is taken to 
be vacuous. 
Proof: Consider the exact sequence 
o v 
(( 0
\ /0 0 
v 	 1,1 




0—C(--2) —* 	q/t 	 —C--~ 0 
	










0 --~ CE —4 E(4° ) —+ 1E(2) -+ o. 
rrensoring  it with E(n), we obtain the short exact sequence 
0 -+ CE (n) -+ IE(4° (n)) -+ CE (n + 2) - 0 
which gives rise to 
0 —* 	®n+2A 	 ®n+2A 0 on H. 
Since 	 a typical element in F(H, rIE(L' ° (ri))) 
77 
n+1 
is j 'jL ), where 	
= 	 Now, as q/t = p n q, 	: 	E(n) —* 
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)) _ -( + )z+ ( - = —2z O -zJ \v _z 
alone. We then have 
'-4 	 2)€A ) 
m 	 In 
0—+F(H, (DnLA) F(H, LA 0 (Dn+1LA) 	-4 r(H, (Dfl+2SA)  - 0. 
U) 	 w 
F-+ 2VA(bAB 	- 2)(F...D) 
Notice the appearance of the 2's in front of VAB  's. They come from relating V of 
(5.30) with VAB  by explicitly computing Xs, cf. also the proof of Lemma 7.9. 0 
Proposition 7.7 For n > 1, one has 
H 1 (G/L, O(—n - 2, ))) {VABB...E = —)tAC...E}, 
where '7B ... E E F(H,®EA). 
Proof: The E1 level of the spectral sequence (5.27) is 
r(H, ®LA) ?±j r(H, (D 1 LA ® LA) -4 IT(H, (D2  LA) 
0 	 —4 	 0 	-4 	0, 
where the map D + is 
PB ... D —4  LVABW C...D - LAYACD. 
	
Therefore we have the result. 	 0 
Proposition 7.8 There is an isomorphism: 
H'(G/L, 0(-2, ))) {Aq = 2c72 - 
where A := V AB VAB and 0 E F(H,L). 
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Proof: Recall that to say w is a smooth section of 	is to say 
'((1 0) (1 01)),W(gm)) 
\ 0 
0 1\ /0 0)) w(gm)  ) W O o) ' i  





0 1 0 0 = ei2)0 	
0)),(g)). W 
/j0 
where m=(e0  EM. 
\ 0 e°J 
For w to be compatible with the involutive structure, we need 
0 
((0 i\ 







1 ' 0 
—1) 
)) w)  0)))
),i 















0 '\ 	\ 
=0. 
Now define an operator V' : IE(4° (n)) —4 IE(('° (n)) by  77 
W
1 0\ /1 0 ))viw) = 
0 
'((0 1\ /0 o ))vl) = 
\ 0 0 
10 	(10 0 	10 
	




( I) o o 	(o o) ' 
((0 1 	0 0 	1 1 0 -1 ) , 1 	
))) 0 0 )) (( 0 
0 1 1" 1 0 	1 0 " 	
( 	
0 )),). 
— 	J (° )) 
Consider the following diagram 
0 —+ CE (n) - 	(E(E'° (n)) - 	CE (n +2) —+ 0 
77 
fl' 
—* CE(n) -4 (E(E,' ° (n)) 4 (E(n +2) —+ 0. 
The map ji is characterized by 
If 0 1 	0 0 
W ')C 	 (° 0) (1 0)) 
where s is a section of 1E(n). 
Similarly the first 0 is given by 
I/u1 0) (1 0 )) ,19s
) 0 —1 	0 —1  
( 
 0 1) 0 0 
0 0 	
1 ) ) ,as) 
<C 
i 0) ())10, 
0 —1 	0 —1 
1/0 
i\)' 
 (0 0 
= 	
))s. 
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The map ii is 
v(w)




The second ô sends Jj,  sections of 	to 
((0 i\ 	0 0 	o\ (1 o




0 1 (0  °))w). ((10 '1'l 00 1''0 ))w)+2A( 
0 —1) ' 	—1)) (( 	0)' 
One can see that the first square in the last diagram commutes. To make the 
second square commute, EJ'v(w) must equal t9(V' - 2A)w. Now ô(V' - 2)) sends 
wto 
((00 	 )) ((( 0 —1)'0 	
))v 1 	0 0 	 1 0" fi 0 
\ 
(—((, 0\ (1 o\ 
) 	
\ 	
0) )Vi) )+2A) ( /(° 
(
-2A\ 
	 o\ fi 0
[(0  
0 i )' 
(
0 0 )) ((1 
—i)' 
((1 0 	1 o 	/ 0 1 	0 0' 	
(((o
0 1) 0 0 
) ,w ) +
,( 
0 _)( _'))((° )'( 	) 	 01 
0 	/1 0 = 1((01) (00" /i 0 	10 







) 0 0 
'	 , 	
) v() 1 0 	1 0 0 
( 1 0 	(1 o\((i 0 	 0 	V ( 
+ 
( —1), 	- 	 -' c 




= 4V()_4A2V()+4((0 1) , (0 
o)((o 
0) (0 i 
v(w) 
\\ 
0 	1 o) 	1 0 	0 0)) 
+( G - 	—i) 	)(' °v(w). 
( 1 0' 	1 o\)((01 0 
0 	1J 0 
When n = —2, the zeroth direct image of U' can then be identified with 
4 - 4.X 2 - 2A : 	,' E, 
see Lemma 7.9 to come. Then by arguments similar to that in the proof of Propo- 
sition 2.12 we obtain the isomorphism. 	 U 
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Lemma 7.9 The zeroth direct image of U' : CE —+ CE can be identified with 
—2A +4— 4A 2 : 
Proof: Let X,Y and Z be the vector fields generated by 
(( 1
0 1) , (0 1)) 
((0 z) (0 	
)) 
and 
((1 0) ' G 0)) 








0 0) \1 0)1 0 	0 0) ) v(w)  
( (0 
1 0 	G 
0\)( 
 1 0) G 0
+ -),
i ( 	 , v(w)+(4_42)v(w) 
1  
	
—11 	-1 	-1)) 
= 4(X — y) ( .!X + i  Y)v(w) + Z 2 v(w) + (4 — 4) 2 ) v (w) 
= X2v(w) + 2
(





1 	\ -1 0 \
)) 	
i= (X2+Y2+Z2)v(w)+2 O
i)'o i ' ( ( 0o o)'(
0
i oj)J  IUJ) 
—2[—( + )) - (\ — )(-1)}v(w) + (4 - 4\2 ) v (w) 
= (X2 + Y2 + Z2 )v(w) + 4v(w) — 4v(w) + (4 - 4.A 2 )ii(w) 
= (X 2 + Y2 + Z2 )v(w) + (4 - 4A 2)v(w). 
Note here X, Y, Z are vector fields on C. One can compute the corresponding 
vectors on H at 
(1
) 
 E H. They are 
( 
2), 
 (_ ) ' ( -2) 
respectively. 
Therefore we obtain that the corresponding direct image map is 
f '-~ 4(a.2 + + ô)f + (4 — 4) 2)f = —2V'VAB f + (4 — 4)¼2 )f, 
where fEr(H,e H ). 	 o 
Definition 7.10 Let H denote the open subset of THI defined by 
H := {XAA' e IHI I XAA!,TA11.A, $ O,VII -A 54  01. 
Note that IHI consists of those points in IHI such that the corresponding conic in the 
sense of Chapter 3 does not intersect the anti-diagonal A 
Note also that all the differential operators on H involved in describing the 
right hand side of Penrose transform extend to holomorphic operators on TEl, and 
hence, in particular, to TEl. 
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Corollary 7.11 Every smooth eigenfunction of the Laplacian on H extends to a 
holomorphic eigenfunction of the holomorphic Laplacian on IHI. The same applies 
to eigenfunctions of the Dirac operator, and all other systems of equations applying 
as image of a Penrose transform in Propositions 7.6 and 7.7. 
Proof: For the Laplace case, the holomorphic Penrose transform essentially as 
in Chapter 3 provides a map P from H 1 ((P1 x P1 )\A, 0(-2, ))) to holomorphic 
solutions of A0 = -2(A 2 - 1)0 on H, where .\ is a complex value parameter. It is 
easy to see that on restriction to H -+ H, this agrees with the non-holomorphic 
Penrose transform of this section. The other cases are analogous. 0 
Remark: One knows that solutions are analytic by ellipticity, but we are obtain-
ing a stronger result. 
~ M - ~ ~16'* 
A Penrose Transform for 1R 5 
In this chapter we apply the non-holomorphic Penrose transform to a case which 
has not been considered in the literature before, yet deserves some attention: The 
Euclidean 5-space R5 , considered as the space of tracefree symmetric 3 x 3 matri-
ces, has a natural twistor corresponaence, see Section 8.2, and one can consider 
its associated Penrose transform, see Section 8.3. A corresponding holomorphic 
twistor correspondence for the complexefled space C 5  is in fact a 'flat' example 
of a more general twistor correspondence to be considered in Chapter 10, and is 
introduced in Section 8.1. In an Appendix, an alternative approach where C 5 is 
given the structure of ® 4C2  is considered. 
8.1 Holomorphic twistor correspondence 
The correspondence 
By considering the reduction of SO(5, C) on C5  to a subgroup SO (3, C) 
-+ 
SO (5, C), we can give C5  the structure of (DC 3 , the space of tracefree symmetric 
3 x 3 complex matrices with C 3  being equipped with its standard symmetric bi-
linear form. In terms of matrices, the inner product of X, X' E C5 is then given 
by 
(X, X') = trace(XX') 
106 
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Definition 8.1 Let C3  be the space of null vectors in C 3 . A vector in C 5 is 
quadruple null if it is of the form ZZt, where Z E C3 . A quadruple null hyperplane 
is a hyperplane whose normal is quadruple null everywhere. 
See Appendix for an interpretation of quadruple nuilness in terms of 2-spinors, 
where the usage of the term is explained. 
The space of quadruple-null hyperplanes in C 5 can be identified with 
T:={(Z,)IZECEC}/-.', 
where (Z, ) '--' (AZ, )2)  for A E C*,  and the 4-null hyperplane associated with 
(Z, ) is given by {X I ZtXZ = }. The space T can also be identified with the 
total space of 0(4) —+ CP. 
Let F be the space 
F = {(E, x) I x e C5, E  is a quadruple-null hyperplane in C 5 , z E E}. 
As F is isomorphic to C 5 x P(C), we have the following correspondence 
C5 x p, (CI) 
\V  
T 
	 0 ,  
where p, ii are the obvious forgetful maps. For p E T, ii o IL -1 (p) is a 4-null 
hyperplane in C 5 , while for X E C5 , o V-1 (X) is a section of 0(4). 
Coordinates and groups 
An element X e C5 = ® C3 will in general be written as 
( ; x+z 
x=( y 
Y 
x — z _: )' v 
(8.1) 
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where x,y,z,u,v E C. The standard metric on C 5 is given by 
ds2 = dx2 + dy2 + dz2 + du  + dv2 . 
Nonetheless, we shall also introduce an alternative coordinate: 
/ x 1 - ix 2 + iX5 	X2 + X5 	X3 + X4 \ 
X 	x 2 + x5 	x 1 + ix 2 - ix 5 ix 3 - ix4 j, 
	
(8.2) 
X3 + x4 	ix 3 - ix4 	—2x 1 I 
where XI,  x2 ,x3 ,x4 ,x5 e C. In terms of this coordinate the standard metric is 
d82 = 3dx + 4dx2 dx 5 + 4dx3 dx 4 . 
Definition 8.2 The group ESO(3, C) is defined by 
ESO(3,C) = {(A,B) I A e SO(3,C),B E C5 }, 
with group composition rule 
(A 2 , B2 ) o (A 1 , B 1 ) = (A 2 A 1 , A 2B 1 A + B2 ). 	 (8.3) 
The group ESO(3, C) acts transitively on C 5 , F and T by 
(A, B)X = AXAt + B 	 on C5, 
(A, B)(X, Z) = (AXAt + B, AZ) 	on F, 
(A, B)(Z, ) = (AZ, + ZtAtBAZ) on T. 
One then obtains 
T = ESO(3,C)/Q, IF = ESO(3,C)/R, C 5 = ESO(3,C)/SO(3,C), 
where 
1((r 	p aib b \ 
(q 









ic - id 	)E ESO(3, C) 	, 	 (8.4) 
) 	 I \\g 	gi k) ic—id —2a 	)  
where a,b,c,d,e,f,g,k,p,q,r E C, and R = QflSO(3,C), where SO(3,C) is a 
natural subgroup of ESO(3, C). 
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8.2 Non-holomorphic twistor correspondence 
By reducing SO (5, R) on Ti 5 to SO (3, R), we consider ii as having the structure of 
2 3 We can have the coordinate (8.1) on R 5 , with x, y, z, u, v being real valued. 




Definition 8.3 The group ESO(3, R) is defined by 
ESO(3,IR) = {(A, B) I A e SO(3,R),B E 
with group composition rule (8.3). 
Similar to that of the holomorphic case, the group ESO(3, R) acts on T, F = 
11 5 x 1F'(C), TI 5  transitively and makes them homogeneous spaces of ESO(3, R). 
We then have the following Lie groups and Lie algebras, 
1 / 0 p q 	(a—ib+ie 	b+e
Gc = ESO(3,C) 	g= ( —p 0 r ) 	b+e 	a+ib—ie ic—id 
	
\—q —r oJ 	c+d 	ic — id 	—2a 
(/0 	p 	q\ fa — ib 	b c+d 
Q is as in (8.4) q = ( —p 	0 	qi 	), ( 	 b 	a+ib ic—id ) I I.. \ —q 	—qi 	0 1 \ c + d 	ic - id —2a 
( / 
cos(0) sin(0) 	0\ /ao 	0 	fo 	) 
) 	I = 
( / 
0 	p 0\ fa 	0 
L = 
( 	
—sin(o) cos(9) 	0 	
) , ( 	
0 	ao 	go 
( 	
—p 	0 	0 j , ( 	 0 	a 	g 





sin(0) 	0\  
m = 
0 	p 	0\ 
( 	




—p 	o 	0 
) 
, 0 
0 0 11 ) 1\o 	ool ) 
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where 0, a0 , fo,  go e R, and all other parameters are complex valued. Also one has 
(/70 p 
t=Pflq= 	( ( —p 0 qi ), 0 
1\\ — q —qi oJ 
Lemma 8.4 The adjoint representations of Cc = ESO(3, C) and g = esa(3, C) 
on eso(3,C) are given by 
f Ad(A,B)(X, Y) = (AXAt, [B,  AXAt] + AYAt) 
adx,y (X', Y') = ([X, X'], [X, Y'] + [Y, X']), 
where (A, B) E ESO(3, C), (X, Y), (X', Y') E e5o(3, C). 
Proof: Straightforward calculations. 	 0 
We then have g = P & p with the K-module p being p 05 , and 




1.. \ c-fd ic—id 	—2a 
Note L/M, the fibre of ij, is contractible, therefore one can apply the non-
holomorphic Penrose transform to this non-holomorphic twistor correspondence 
of ii 5 . 
Holomorphic line bundles on T 
Definition 8.5 The smooth vector bundle E,,\ on T is associated to the L-module 
given by the following representation of L 
cos(0) sin(9) O\ 	fa 0 	f \ \ 
P ( ( — sin(0) cos(0) 0 ) , ( 0 
a 	
g ) ) i
—+ e' 0 	n E , AEC.  
o 	o 	iJ \f g —2a11 
Lemma 8.6 The bundle Es , ), is a holomorphic, i.e. it can be associated to a 
(q, L)-module, if and only if A = 0. Such bundles will be written as O{n} hereafter. 
Proof: When A = 0, by 
[7 0 	p q \ / 0 	u v 	/ 	0 	 0 	i(pv - qu) 
o 	qi),(—u 	0 	vi) 	
( 	
0 	 0 	qu — pv 
L \ — q —qi 0 I 	—v —vi 0 I \. —i(pv - qu) —(qu - pv) 	0 
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one has that 
= —np, 	s e q, n E C 	 (8.5) 
is a an representation of q. For it to agree with the differential of p when restricted 
to 1, one then require&n to be integer valued. Thus O{n}, n E Z is holomorphic. 
Now in general consider, for s, s' e 
/ 
(i(pcI - pd) - 3qa' 
2(pb'+ qc' + qd') 	2i(pb' + qc) 	i(pc' - pd) - 3qa' 
[s, s'] = * 	 2i(pb' + qc) —2(pb' + qc' - gd') —(pc' - pd) - 3iqa' 
—(pc' + pd') - 3a'qi 	—4qd' 
/ 2(p'b + q'c + q'd) 	2i(p'b+q'c) 	i(p'c—p'd)— 3q'a 
-f 	2i(p'b+q'c) —2(p'b + q'c — q'd) 
\ i(p'c - p'd) - 3q'a —(p'c + p'd) - 3iaq'i 	—4q'd 
Therefore [q, q] is 5-dimensional. Then by the fact that 
{ 1-dimensional representations of q} 	(q/[q, q])*, 
the set of 1-dimensional representations of q is only 1-dimensional ( dim c (q) = 6). 
As In e C} in (8.2) is already 1-dimensional, ,\ can only take on discrete values. 
However if (E,) 0 is a q-module for a A 0 0, then 	will be a q-module for 
an arbitrary A' also. Therefore for A 0 0, the L-module cannot extend. 	0 
Definition 8.7 Let CEInj denote the bundle 17*0{n}  on F, C{n} the correspond-
ing (t, M) -module. 
Definition 8.8 Let E be the homogeneous vector bundle on R5 associated with 
the defining representation of SO(3), E its dual and cc the symmetric bilinear 
form on E associated with the metric gab  of R5 






where OE is the totally tracefree part of ®E and we do not distinguish E and 
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Lemma 8.10 One has the following short exact sequence of (t, M)-modules 
0 —p C{-1} 	(q/t) —+ C{1} —+ 0. 	 (8.6) 
Proof: For simplicity, we think of (q/t)*  as a R-module first. For r = exp(ro ) E R, 
fa— ib 	b 	c+d \ 
where r0 E t, one has that Ad* (r) acts on 	b 	a* +ib ic —id E (q/t)*  by 
c + d ic - id 	—2a I 
a* }_ eO{a* — 3ic*(q/p)y + 3ib*(q/p)2y2] 
V i* e_2zP(b*) 
c* '+ e_iP[c* - 2b*(q/p) y ] 
d* I+  eiP[d* + 2i(q/p)a*y  + 3c*(q/p) 2y 2 — 2( q/p) 3 b* y 3], 
where y = (1 - eP). 
This action can be written as 
a* + 3ib* 
ia* + 3b* 
3c* 
e 1 * 
o 	a*+3ib* 
er 	0 	ia* + 3b* 
o 3c* 
t * eip 	eip 	d* 
where the action of r on the first three components is just the standard represen-
tation of r. 
Now regard (q/t)*  as a (t, M)-module. We then obtain a short exact sequence 
of (r, M)-modules: 
o —f C{-1} — 	( q /t)* 	Ca{1} 	0 
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Lemma 8.11 The direct images are as follows 
re'° {m}  're'° {n} 77 rE'°{n} 77 
n>1 
- 










® 2ea  
n=-2 0 0 
n<-3 0 
77 	— 11 ;'E'°{-m — 1} 77 re'° {—m — 1} 77 re'° {—m - 1} 77 
m<0 0 0 
o o m=1 




Sa ® a 
00 m > 3  
Ea
® 
e GO -3 ea 
where 	stands for T(cE(4° {n})) and we do not distinguish between 
77 
and ea 
Proof: Tensoring the short exact sequence of vector bundles associated with (8.6) 
with CEjnj, we get 
0 —+ IE{n — 11 —p JE(E'° {n}) —+ IEa{n + 11 —~ 0. 	(8.7) 
77 
Taking direct images, we obtain 
0 —+ rIE{n — 1} —+ r(.IE(S'° {n})) —4 IEt{n + 1} 
77 
—+ rIE{n — 11 —+ ((E(E' ° {n})) —+ rIE'{n + 1} —* 0. 
Note the s.e.s (8.7) doesn't split naturally on F. However, on 1R', as the 
isotropy group at 0 is semi-simple, all short exact sequences split naturally. This 
enables us to work out direct images IE(e' ° {n}), when the long exact sequence 
77 
is reduced to some short exact sequence, using known results about r1E{n}. 
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To work out 'IE(' ° { n}) and r1E(E'° {n}), instead of using (8.6), we start 
77 	 77 
with short exact sequences 
	
0 -+ c -.+ A2( q /t)* 	Ca{2} __+ 0, 
0 -f C{1} -* A3(q/t)* -+ C{3} -+ 0, 
respectively. Also we have 	 E{2}. 
After some straight forward calculations, we obtain the two tables. 	0 
Corollary 8.12 One has the isomorphisms: 
77 
r1E(E'0 {-n - 
77 
2}), 
;4IE(e'° {— n - 77 4}), 
rE(e'° {— n - 3}),71 
77 	 71 
;4IE(E'0 {—n - 5}). 
8.3 The Transform 
In this section we compute H'(T, O{n}) in five cases (i) n = 0, (ii) n = — 2, (iii) 
n > 1, (iv) ri < —3, (v) n = — 1, using the spectral sequence (5.27). 
Proposition 8.13 One has the isomorphism 
{[/] = & 	00 ö) - 3 	 = o} 
H 1 (T, 0) 	
{V760} 
where 0 E F(11 5 ,e), 	E F(R5 ,E), V is the connection on 1l, and 	= 
fr/3-)1 is the volume form on C 3 . 
Proof: We have, at the E1 level of (5.27), 
0 -+ 0 -* 0 -* 
S -4 e ea e e ®o ea + 








a: 	—4 	 eeøo0eQ 
W 	 w 
(APK
- a) '/' p' 
As the spectral sequence converges at E2 , we have the result. 	 0 
Proposition 8.14 One has the isomorphism 
H'(T, O{-2}) 	{c ( 7VØ y = 0 & Vq = o}, 
where 'Ya E F(R5,). 
Proof: At E1 level, we have 
Ea 	0 
0 	 0 	—p 0 —~ 
where 
a: E 
The spectral sequence converges at E2 , and thus gives us the result. 	0 
Proposition 8.15 For n > 1, one has the isomorphism 





_!±i 	Va ,lL1k 	=0 
	
I & 	 2n+3($ 	IKI H'(T, O{n}) 
{f 	
v 	I 	 2fl+1c(VIl.P)} 
---s— 
l' iiI.. p) 
where 	e FçR5 ,®e), 	E F(R5 ,®'&) and 	e 
(Dn+1() 
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Proof: At E1 level, we have 
0 0 0 
4 ono -16 	® ® 	®  Dn+2
S.  
where 
I" 	 — 	f(v7 VI,w I p) ) 
IL( 
a : 	(,...p) —~  (Va (,YV)A ...P) — 	 p) + €aV 77 
CeA 	 n+1 	alLy (K 
— 	 I ...P)) 
The spectral sequence converges at E2 and gives the result. 	 0 
Proposition 8.16 For n = —m — 1 < —3, one has 
{
Cry
H'(T, O{—m — 1}) 	
= 0 
f ( VI c II34l. Y l5...p) — 	'1E(E;'V1a,c 	= 0 
where qo ... p E 
Proof: At E1 level, we have 
EY&c,  	1Ea® 	* —.* 
0 	 0 	 —+ 0  
where 
rn-i 	OY 
a: 	I" 	(ViaIøII5...p) — 	 IaK 
lc 
I•••p)' (01 
The spectral sequence converges at E2 and gives the result. 	 0 
Proposition 8.17 One has the isomorphism 
Hi(T , O{_1}) 	{VVf = 0}, I e 
Proof: At E1 level, we have 
e—+  
	
o-- 0 —+ 	0 
0 —* 0 	, Q2Ea 
which gives rise to the following at E2 level: 
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0 	 0 
0 	 0 	F(R5 ,ker(a)) 
Our main task is to identify the operator D. 
First, we introduce S0 , a submodule of (q/t)*  by the following short exact 
sequence of (t, M)-modules 
o 	CI-11 -- so 	C - 0 
w 	w w 
d* 	() 
(a\ 
d) i-9 a* , 
recalling the definition of a* , d* in  (q/t)*.  This induces a short exact sequence of 
vector bundles: 
(8.8) 




t 1 := 0, 	1 0 
0 0 —2 
001 
t3 := 0, 00 
ii 0' 
)) t5 := 0, i —i 0 
000 
(( cos(0) 	sinO) 0'\ 
M := 	—sin(0) cos(0) 0 1,0 
0 	0 	1) 
0))t2:=0, 1 i  000 
00 	1 
t4 := 0, 0 0 —i 
1 —i 0 
((_1
0 0 1\ 
a:= 	0 0 i 
—i 0) 
Note t 1 ,t2 ,t3 ,t4 E q/t, a E t, while t5 e p but not in q/t= pflq. We have 
Admti = ti, Ad,,, 	2 iOt t2 = e 	2, 	Admt3 = etOt3 , 
Adm t4 = e 0 t4 , Adm t5 = e-20  t5 ; 
[a, t i ] = —36, [a, t2 ] = 0, 	[a, t3 ] = 2it2 , 
[a, t4 ] = 2t 1 , [a, t5 ] = —2it4. 
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Now, consider the following commutative diagram 
o -~ E{-1} 4 	CE(S) 	4 	E 	0 
flI 
-~ IE{-1} 4 cIE(4' ° {-1}) 
77 
where the first row is just (8.8) and the second row is the 	resolution. 
77 
Note that S is a subbundle of 4° rather than of 77 
In the first square, a is defined by 
(ti, s) =0, (t4, AS) =s, 
where s is a section of CBI-11. The operator 91 is defined by 
(X,5 1 s)=Xs+,5(X)s, Xepnq. 
Since (t) = 0 for i = 1,2,3,4, we just get 
(t2 ,i91 s) =ts, 	i= 1,2,3,4. 
To say w is a smooth section of E'° {n} is to say 
(t1,w(gm)) = eiflO(Adt1,w(g)) = e°(t 1 ,w(g)) 
w(gm)) = e ° (Admt2, w(9)) = e (2)° (t2 , w(g)) 
w(gm)) = e ° (Admt3, w(9)) = e(')° (t3 , w(g)) 
(t4,w(9m)) = e 9 (Adt4 ,w(g)) = e( 1 ) 0 (4,w9)). 
For w to be compatible with the involutive structure one needs in addition that 
a(ti ,w) 	= ([a,ti],) = 	—3(t 3 ,w) 
a(t2 ,w) = 	([a,t2 ],w) = 0 
a(t3 , w) = 	([a, t3], w) = 	21(t2, W) 
a(t4 ,w) = 	([a,t4],) = 	2(t i ,w). 
In particular, if w is a section of 6' ° {-1} compatible with the involutive structure, 
we just let ri = —1. If w is a section of 8, then we have n = 0 and the middle two 
equations of each set of equations are dismissed. 
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By the requirement that if w is an involutive section of S, then V'w is an 
involutive section of 0 {_1}, and the fact that the first square commutes, we 77 
can work out what V'w is. It is characterized by 
(t 1 , V'w) 	= -3t4 (t i , w) + t 1 (t4 ,w) 
(t2,V'w) = 	jt3(ti,w)+t2(t4,W) 
(t3,V'w) = t1(ti,w)+t3(t4,w)  13 
(4, VW) = 	-4it5(t1,w) +t4(t4,w). 
Next consider the second square. The map ii is defined by 
W F-+ (ti, W), 
where w is a section of (E(S), while 02 is characterized by 
(t, t,02) = t(t3 ,w) -t3(t,w) - ([t,t],w) 
+1(t)(t3,w) - 
= 	t(t3,w) - t(t,L'), 
where we have used [t i , t] = 0 and 15(t) = 0 for i,j = 1, 2,3,4, w E 
As D'v(w) = 02 V'w for w a section of S, we can identify 
U' after working out 
02 7. It is a straightforward calculation to compute 0 2
7. We just list the results 
here 




(t2, t4, D'v(w)) 
(t3, t4, D'v(u)) 
(t 1 , t2, 02V'w) = 	(iti t3 + 3t2t4)v(w), 
(t1,t3,02V'w) = 	(tt1 +3t3t4)v(w), 
t4 , 027'w) = (-4iti t5  + 3t4t4 )v(w), 
t 3 , 0927W) = 	(t2t1 - it3t3)v(w), 
(t2 , t 4 , 02V'w) = (-4it2t5 - it4t3)v(w), 
(t3,t4,02V'w) = (-4it3ts - t4t1)v(w). 
Writing VO explicitly as a matrix, we have, using (8.1), 
(0x+ 0z  
Va'cx( 	av 
'\ 	0u 
0x -oz Ov 
-20)ov 	7x 
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where ö 	, 	:= 	etc. By the relationship between two coordinate systemsay 
(8.1) and (8.2), one obtains that 
O2+  ô5 	t93+  O4 \ 
Va O( ( 	
ô2+ô5 	1 a2 +a5 —93+84 J, 
\ 49i I 
where a := 	, i = 1 . . .5. axi 
By matrix multiplication, we can write VV J7 explicitly as a matrix also. Note 
it is automatically symmetric in a, y, but not tracefree. The kernel of V, 3V is 
composed of functions f e F(TE 5 , E) satisfying, after some arrangement, 
(01 03 + 3ô2 t94)f 	= ( ô1 ,91 + 393a4)f = (-401 05 + 3o4a4 )f 
= (52O1 - iô3 53 )v(w) = (-4ia25 - i04 33 )f = (-4i83 c95 - 41 )f = 0. 
Now compare this with the formulas that characterize 0'. We see immediately 
that 	is proportional to the zeroth direct image map of 0'. Arguments 
similar to that in the proof of Proposition 2.12 then give us D 	V( V7 ),3. We 
thus have the result. 	 0 
Appendix: An alternative approach 
By considering the reduction of SO(5, C) to SL(2, C) -+ SO(5, C), C5 can be 
equipped with the structure of ®4 C2 , and one can write its holomorphic tangent 
bundle 0' as ®40A,  where O' is a rank two vector bundle equipped with a skew 
form AB - In this context, a vector is quadruple null if it is of the form ccaCa ). 
The twistor correspondence is 
T--0 5 xCP1 --4C 5 , 
where v is the obvious forgetful map and [t is given by 
[irA]) = (irA, X ABCD IrA IV B IrCIrD)/ rI 
where ' s-' is given by (irA, 0 	(AIrA, )4),  A E C* .  The group SL(2, C)<C5 acts 
transitively on these three spaces. One can define homogeneous holomorphic line 
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bundle 0(n), n e Z, on T in the usual way ( such that it agrees with the pull 
back of 0 (ri)). The holomorphic Penrose transform then yields the following 
isomorphisms, which, when restricted to ]R 5 and n is even, are alternative forms 
of propositions 8.13-8.17. 
Proposition 8.18 For n > —1, 




where 	 E F(C5 , O(PQR) ® (Dn+14), 	E F(C5, 
(Dn0A) and ®-10A 
is taken to be vacuous. 
Proposition 8.19 For n = —m - 2 < — 3, 
H'(T, 0(n)) 	{V PQR AB ... D = 0 1, 
where OAB ... D E F(C5,0m04. 
Proposition 8.20 
H'(T, 0(-2)) 	{Aq5 = 0 & V L PQV EF) LM c! = o}, 0 e F(C5 , 0). 
Chapter 9 
A Penrose Transform for M 5 
In this chapter we investigate into the applicability of the Penrose transform tech-
niques to non-compact symmetric spaces other than hyperbolic 3-space. The 
symmetric space SL(3, R)/SO(3, R), which we shall write M 5 hereafter, is non-
compact and has a natural twistor correspondence, see Sections 9.2. The non-
holomorphic Penrose transform for this correspondence is discussed in Section 9.3. 
The complexified space M 5 of M 5 has a natural holomorphic twistor correspon-
dence also, see Section 9.1, which is in fact a 'flat' example of a more general 
correspondence discussed in Chapter 10. In an Appendix, some formulae used in 
the identification of direct image maps are derived. 
9.1 Holomorphic twistor correspondence 
Let M5 denote the set of non-degenerate conics in CF'2 = P(C3 ). Identifying the 
space of conics with P(02(C3*)  CP5 , we have 
M5 = TP(02(c3*)\W 
where W is the subvariety {X I detX = 01. 
A point p in CF'2 corresponds to all non-degenerate conics through p, which 
prescribe a hypersurface E in M5 isomorphic to P4 \(P4 fl W). We shall call such 
surfaces a-surfaces. See [13] for an explicit construction of 
122 
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Let IF = {(p, q) I p e IF2 , q E M5 , and q E Ep }, one then has the holomorphic 
twistor correspondence 
IF 
CP2 	 M5 , 
with the standard fibre of v being CIF' 1 . 
Differential geometric structures on M 5 
Proposition 9.1 The manifold M5 has a natural projective structure induced 
from that of P 5 and with respect to which all a-surfaces are totally geodesic. 
Let V C W denote the image of the Veronese map P(C3*) 	P((D2C3*) given 
L'i 
[Z]—[Z®Z], 
so that V corresponds to conics of rank 1. 
Definition 9.2 As W is a cubic surface, a generic line in P5 intersects W at 
three points. A vector is said to be 3-null if the line it generates intersects W at 
one triple point. A vector is is said to be is-null if, in addition, the triple point 
actually lies in V. 
Proposition 9.3 There exists a unique conformal structure on M5 such that with 
respect to which 3-null vectors are null. 
Proof: See Proposition 10.3, noting that Definition 9.2 agrees with the definition 
of 3-nuilness therein. 	 Cl 
The manifold M5 in fact has a preferred complex holomorphic Riemannian 
metric, cf. [32], 
ds2 = Trace ((Y 1 dY) 2), Y e M5 . 	 (9.1) 
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The geodesics through I E M5 in the direction X E TM 5  is in particular given by 
etX . 
Lemma 9.4 Let X be a 3 x 3 symmetric tracefree matrix, then one has 
etX = al + bX + cX2 , for some a, b, c. 
Proof: Standard calculation. 
Corollary 9.5 The geodesics of the metric connection is in general different from 
that of the projective structure. 
9.2 Non-holomorphic twistor correspondence 
Let M 5 denote the space of non-degenerate real conies (i.e. invariant under com-
plex conjugation) in P2 . Then M 5 can be written as 
M5 = P((D2R3*)\{X detX = O}. 
We have a non-holomorphic correspondence 
ra- 
CP \11P2 	 M 5 , 
where an element of F is a real conic in CP 2 \RP2 with a point on it. The stan-
dard fibre of T is CP 1 , while for p e CP2 \RP2 , r(r 1 (p)) is a real 3-dimensional 
submanifold of M 5 . The manifold M 5 again has a natural Riemannian metric, cf. 
[32]. 
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Symmetry group SL(3, R) 
Consider the transitive group actions of SL(3, IR): for g e SL(3, 1), 
Zi-+gZ 	 onCP2 \RIP2 , 
(Z, X)/ '-+ (gZ, gtlxg_1)/ 	F, 
X '-+ gt'xg_l 	 on M 5 . 
Note: It is clear that M5 = SL(3, R)/SO(3, 1l). However M 5 is not equal to 
SL(3, C)/SO(3, C), the determinant one surface of the space of 3 x 3 symmetric 
complex matrices. Instead, SL(3, C)/SO(3, C) is a 3: 1 covering of M 5 . 
We now list various subgroups and subalgebra.s here. 
a b c 	 ) 	11 Cos (0) 	sin(0) 0\ ) 
L = 	( —b a f J e SL(3, R) , M = ( - sin(0) cos(0) 0 J 
0 ki 	 ) 	 0 	0 	lIJ 
b 	 C 	 (a b 
q= f d a+(b+d)i 	f 	I I= 	—b a 
l\ g 	gi 	—2a—(b+d)i)) 	 0 0 
0 	b 9\) 	 (/0 
0 	gi J , I ( — g —gi oh 
I i' 	
g 
g=ep,wherep= (f k 	h 
h —c — k 
Note, L/M, the fibre of i, is contractible. 
Since I is solvable and any irreducible representation of a solvable Lie algebra 
is one-dimensional, we only need to consider line bundles on GIL. 
Lemma 9.6 The representation of L 
fa b c\ 
—b a f 	--* (a + bi)k 	n E Z, E C, 
0 kI 
cannot be extended to gives a (q, L) -module, unless the continuous parameter A is 
C 
f 	I ' 
—2a1) 
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Proof: Use the same argument as that in the proof of Lemma 8.2 	 0 
Definition 9.7 Define O{n} to be the line bundle associated to the (q, L)-module 
given by the representation of L as above, with ) = 0, and the representation 5 of 
q 
fa 	b 	 C 
d a+(b+d)i 	f I -4—n(a+bi), nEZ. 
gi 	—2a—(b+d)iI 
Note: The bundles O{ri} can be extended to be bundles over CF2 = SL(3, C)/Q 
also. The resulting line bundles O{n} on CIF2 is in fact the n' tensor product of 
the usual hyperplane section bundle on CF2 . 
Unlike the R5 case, we have q/r p fl q. Nevertheless, if we think of q/t as 
the tangent space of Q/R at I e Q/R, then one can write 
11a—ib 	b 	c + d 
(q/t) 	
( 	
b 	a + ib ic - id 
1\c+d ic—id —2a ) I 
Therefore the structures of q/t as an (r, M)-module is just like that of the R5 
case. Then by similar computation as that for 1R 5 , we can obtain direct images, see 
Chapter 8, with CEJnJ = q*O{ n} and E is the bundle induced by the standard 
representation of SO (3, R). The spectral sequence follows the same pattern also. 
The only difference is on the differential operators: , as is characterized in (5.32), 
is in general not zero here. To actually work out direct image maps, it is better 
to use the method below. 
Symmetry group SL(3,IR) 
Let SL(3,]R) be the universal covering group of SL(3, I1). It then acts on the 
twistor correspondence transitively by projecting to SL(3, IR) first. We then obtain 
CF2 \RJF'2 = SL(3,T1)/L and M 5 = SL(3,R)/SU(2), where L is the preimage of 
L in SL(3,R). 
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Definition 9.8 Let 0(n) be the line bundle on CP2 \R]P2 associated to the unique 
(q, Z)-module determined by 
	
fa 	b 	 C 
d a+(b+d)i 	f 	) --—(a+bi), nEZ. 
gi 	—2a—(b+d)iI 
It is clear that 0{n} 	0(2n), n e Z. We shall use CE(n) to denote ij*0(n)  as 
usual. 
Definition 9.9 The bundle 6A  is the homogeneous vector bundle on M 5 associ-
ated with the self representation of SU(2). 
The bundle & is equipped with a spinorial connection VABCD,  cf. Lemma 5.41, 
which, when acting on vectors, is the usual Levi-Civita connection. We also have 
a skewsymmetric form AB  associated with the metric. 
Definition 9.10 Define °ABCDEF, °AB etc as follows, 
VaVb N 	 '-'EFGHI  N I_i - - VABCD VL 
FGH) N 	(E F 	GH) N 
= °ABCD EFGHIL N  + E (A LJ BCD) 	IL + 1(A B 
E] 
	IL 
N 	(EFG H) 
+C 
(E  
(A B F fCDD)/ + (A B C D) D,i, 
where EIABCDEF = °(ABCDEF), °AB = °(AB) etc. 
Lemma 9.11 In terms of VABCD,  they are 
ABCDEFGH/LN = V(ABCDVEFGH)/J, DABCDEFILLN = 
DAB CDILL N  = c2VKJ(ABVD)/LN, 	D AB  /IN  = c3VKJL(AV KJL B) /1 N 
DILN = c4V 	-'KJLM N KJLMV 	/1 
12 	_ 4 	' where c1 = 2, C2 = -i -, C3 - and C4 - 
Proof: Standard calculations. 	 . 
By the symmetry of V[aV b]/IN , the curvature-related operators are °ABCDEF 
and DAB. 
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Definition 9.12 The curvature tensors X 	SK - x  X 	SK and X AB SK  ABCDEF - (ABCDEF) 




ABCDEFI 1 	-"ABCDEF /tK, 
OS_v 5K 
AB/L 	AB 	/K• 
Lemma 9.13 The tensors XABCDEFPQ  and XABPQ are symmetric in PQ. 
Proof: Use the compatibility of VADCD  with the metric AB• 	 0 
Lemma 9.14 One has XADCDEF GH = 0 and XAB CD - _ 5(A C B) 
D for some con-
stant 5. 
Proof: The Riemannian curvature Rabcd can be written as 
R  - 8e (EX 	
FGH) (K H S T) 	(E F GX H) (K H S T) 
a  - (A 	BCD) 	(L MPQ) +E(AEB CC D) (L MPQ)• 
By the symmetry Rabcd = Rcdab, one has XABCD = 86(A B) + ABCD where 
ABCD = (ABCD) and X ABCDEF GH = 0. Next, by the integrability condition in 
Appendix (Lemma 9.18), we have '1'ABCD = 0. 	 0 
9.3 The Transform 








E(BCEF)(n + 2) 
where 
A = _ T K V ABCK  + Thp0(AITB7IC), 	 (9.2) 
B = -7r KvABC + (n + l)pla(ABirC) 	 (9.3) 
2 	A 	n+1 , A 	
2(n+1) A 
C= -  .iKVA  + P(E 7rF) + 	pa7rir + 	
3 
-pir (E71F),  (9.4) 
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where p, p' are two constants, UA  is a section of EA( - 1) and UA 7rA = 1. See 
Appendix for details. 
Note: While p' and UA depend on the scaling of IrA,  the constant p is invariant 
under any resealing of IrA. Without loss of generality, we shall assume p = 1, cf. 
Appendix. 
The Isomorphisms 
We next discuss the Penrose transform for H'(C1F2 \RP2 , 0(n)) in three cases: 
n > —1, n < —3 and n = — 2, using the spectral sequence (5.27). See Chapter 8 
for the structures of spectral sequences which we omit here. 
Proposition 9.15 For n > —1, we have the following isomorphism 
H'(CTF>2\RP2, 0(n)) 
VABC(GABC P...?') + (n+ I)O (PQC ICI ... G) = 0 & 
P...T) - 2(n+1) 	(P Q 	R ... TG) 
(EFIAIBC) 	
3 (B 'P  CEF) 
(P 	Q IMI ... G) 	2 	 Q ... TG) = o 
3 +f(B C EF)M 	+ B CEF) 
(P 	Q 	R ... T' - 	 {vAB Q.T)  + nE (A B C) 
where OABC 	E F(M5 , E(ABC) ® (Dfl+1EA), oQ 
... T E F(M5, GnSA) and o_leA is 
taken to be vacuous. 
Proof: The spectral sequence (5.27) yields 
Ker(rB) fl KerfrC) 
H'(CTF2\TIIP2,0(n)) 	
Im(rA) 
By the commutativity of the following diagram 
CE(n) 	
A 	
'E(ABC)(Th + 1) 
n 	 VABC (PQ ... T) 
e(Q . . . T) 	 e(ABC) 
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'1 here is computed to be 
 ne (P Q,1 
R...T) 
'1' 	- 	 A B "C) 
Similarly the following commutative diagram 




lrP ... lrT 
	 lrp.. . '1rT7rG 
"(ABC) (P ... T) 
	 + 	 e(P ... TG) 
gives 
1ABC 	= (n + 1) 
(PQ
c 
 ICI ... G) 
Finally rC is determined by the commutativity of 
E(ABC)(n + 1) 	
C 	 E(n +2) 
lrP ... qrT 	 7rp ... lrTlrG 
(P ... T) 	 EF 	11~ 2 	 (P ... TG) 
"(ABC) 	 '(BCEF) 
Here '2  is 
P ... T - -2(n+1) (P 1Q 	R ... TG) 	n+1 	(P Q / 	 IMI  ... G) 
"'2ABC 	- 	 3 	(B CEF) 	+ T(B C YEF)M 
(P 1 	Q ... TG) 
3(B ''CEF) 
U 
Proposition 9.16 For m> 1, we have the following isomorphism 
(AB 	C) 
H 1 (CP2 \T1TP2 , (9(—m - 2)) 	{VABCEcbP...E + (m - 1) 	(P... R) = o}, 
where OP ...  E  E F(M5 ,om eA). 
Proof: The spectral sequence (5.27) gives 
H 1 (CIP2 \RP2 , O(—m - 2)) Ker(rA), 
where A is as mentioned before. 
To work out rA, we consider the following commutative diagram. 
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• . 7rivrE7rF 	 _______ 
O 	(—m —2) 	 (P...  F)(-1) 	
F 	
£(PE) —0 
1 _BCK - ( m+ 2)p'a(ABc) VAJ + 	 Vg + 
0(ABc)(—m - 2) 	
• 	RF 	
(ABC)(P ... RF)( 1)_
F 
 E(ABC)(PR) 	O. 
For the first square to commute, we can have 
= PABCP ... RF, 
where 




RF = mØ (P... F) + 3o.(A71B€C)Eq5 	+ 
- l)(a(AirBirC)irE + a(A.B 7r C)aE)cbp REF-  
See Appendix for definition of A. 
Next, for the second square to commute, we obtain 
= QABCP...R, 
where 
(AB 	C) QABC 	= (m - 1)q5 (P... R) 
Proposition 9.17 One has the following isomorphism 
II'(CP2 \TITP2 , 0(-2)) {jc = kçb and DABCDQ + VABCDq = 
where q E F(M5 , E) and k is a constant which we have not computed. 
Proof: The spectral sequence (5.27) follows the same pattern as that for the 
0{-1} case of R, cf. Chapter 8. The only difference is on the differential maps. 
Consider the following commutative diagram: 





E(ABC)( -1 ) 
C 
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where A, B, C are as defined in (9.2)—(9.4), with n being —2. 
From the commutativity of the first square, we can obtain 
= 3J(A 1rBEC{'qK + (p' - 1 )(a(A 7rBac) 7r" + a(A IrB 1IC ) O K )Q5K ± 7IA7IB7rC(KQSK. 
Write D = D1 + D2 , where D1 and D2 are the maps into £ and £(BCEF) 
respectively. 
For D1 we have 
Di(ir'OK) = B(VKABC + 
- 1'7 	7ABCD1 K.i. \ 	1-15 	1\f Ki. 
- VABCDV 	 WK) - 	Y-'K 




As the last term of the RHS involves no differential of OK, 7r AB IrC 7T D VABCDC K  
is necessarily proportional to 7r", and we obtain that 
D1 0= (EJçb—kçb). 
For D2 , we have 
D2(7r'OK) = C(V' ABc  + 
- 	7 	1 Ki. \ 	1-7 	I Ki. \ 	TT - BCEF.7r OK 1- VBCEFIr PK) 1IIBCEF, 
where UBCEF  is some spinor field involving no differential of OK. The only possible 
11BCEF is zero. We thus have 
D20 = ( DABCDc + VAflCDcb). 
Using arguments similar to that in the proof of Proposition 2.12, we then obtain 
the result. 	 0 
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Appendix: Some formulae 
On M5 , let 0A  be the bundle given by 0A = H° (C, 0(1)), where C 	Pi is the 
conic in P2 corresponding to x e M5 , and we use VABCD  to denote the spinorial 
connection corresponding to the Levi-Civita connection. 
Lemma 9.18 The integrability condition for a spinor field irA to integrate to give 
an cr-surface is 
irAirDirVirN = 0. 	 (9.5) 
Proof: The integrability condition is equivalent to that the Lie bracket of two 
vector fields both of the form 7r (ABCD)  will be again of the same form. As VABCD 
is the Levi-Civita connection, we have 
ABC D WABCIIDVABCD(,c(EFMITN)) - k 	7V V 
'-, ABCD (W( EM 7rN)) = (EFM,irN) 
where wA'  K ABC  and cbABC  are some sections of Q(ABC)•  The result follows 
after some calculations. 	 U 
Therefore on F, there is a spinor field irA such that (9.5) is satisfied. By 
restriction of M 5 to M 5 , there is a spinor field irA on F also, with the integrability 
condition satisfied. 
Definition 9.19 Define p e F(M 5 , 4) by 
irN7VVABCDIt = PItAirBirC, 	 (9.6) 
which is equivalent to (9.5), cf. [29]. 
Note that p is invariant under any rescaling of 'irA and is a constant as M 5 is a 
symmetric space. However, if we rescale the metric EAB  by  EAB '— p cEAB where 
c 0 is a constant, then p c 2 p. Therefore, without loss of generality, we can 
assume that p = 1. 
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Lemma 9.20 One has 
irDVirN = P7r(A7rB EC) " + pcJ(AIrB7Uc)71, 	 (9.7) 
where p' is some constant, crA is a section of IE A (-1) and .T1A7r A  = 1 
Proof: The integrability condition for 
ABCV N = 0 	 (9.8) 
is 
= 
which is trivial as we have X ABCDEF NK  = 0. We can thus choose a scaling of IrA 
such that (9.8) holds. The condition (9.8) is equivalent to 
IrCIrDVACIrN = AIrAIrBIrr, 	 (9.9) 
where A is a section of S. Under a rescaling irA —4 cIrA such that IrC7rDV ABCD c1 = 
6IIAIIBI1, one has 
We shall consider only scalings of irA such that A is a constant. 
From (9.6) and (9.9) one has 
IrDVIrN = P7r(AIrBEC)''  + k(A7rB7rc)7rN, 
where rA is a section of cIEA(-1) and A = (p + ,cAir A ). Take a generic scaling 
such that kA 1r ' 	0. Then one can write rc = p'ac such that p' and oA are as 
required. 	 0 
Lemma 9.21 The spinor field V ABCD 7N is of the following form 
VABCDIIN = 4PIr(AIrBItCED + (2p' - 2p)0r(A7rBoc7rD)7rN + 7IA7IBIICIrD( , ( 9.10) 
where A  is a section of CE A(_3) 
Proof: It is equivalent to (9.7). 	 0 
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Lemma 9.22 One has 
= — (p + PI) a(A7rB7c)aN - 3p 0r(A 0rB 7rc)7r" + 'y7rA7rB7rciv, (9.11) 
where 'y is a section of CE(-4). 
Proof: From ivDV ABCD (UNIrN ) = 0, we can obtain 
ivDVU = — (p + p')a(AirBac)oN + ZABCRN, 
where ZABC is a section of E(ABC)( - 1). 






> E(ABC)(n + 1) 
C 	
E(BCEF)(n + 2). 
For A to be well-defined, acting on 'IE(n), we have 
A = iv K V ABCK  + np'0'(A7rB7rc). 
For B and C, the parts involving pure differentiation are ir'VK and 
_7rK VK AEF respectively. By the requirement that BoA and CoA are zero, B and 
C are uniquely determined: 
B = _iv K V ABC K + (n + l)pa(AivBivC) 
2(n+1) 	A 
C = 7r" 	4 	f VKEF + P (E IrF) + fP(7 	 , IrE7VF + 	71 O(EivF), 
where we have chosen scalings of irA such that p' is a constant. 
From the vanishing of BoA and CoA we also obtain 
I A iv  BC - 	K 
) 
71 	71 VABC 1K — - 
) irDir(BirCVEF)DKaK - 271D 71A71(BVI D I A  CEYF)  + 6P0r(B7VCIIEIIF) = 0. 
After some calculations, we obtain the result. 	 0 
Lemma 9.23 The spinor field VABCDUN  is of the form 
VABCDaN = —4pa(AivBaceD' - ( 6p + 2p')a(AcYBacivD)cY '  + 47cT(A7IBIrCIVD)71N 
+7IA7VBIICIID71, 	 (9.12) 
where 71 A  is a section of 
A(_5) and UK  (K  + 77K IrK  = 0. 
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Proof: This is equivalent to (9.11). 
A Generalized Correspondence 
In this chapter we consider the correspondence between complex surfaces which 
admit curves of normal bundle 0(4) and their moduli spaces, of which C 5 and 
M5 are two examples. In Section 10.2, we generalize this to a correspondence 
between a complex surface admitting curves with normal bundles 0(m), ~! 1 and 
its moduli space. This is motivated by the generalization of self-dual manifolds 
to torsion-free QCF manifolds, cf. [2]. It is hoped that the moduli spaces of 
this chapter may be of interest as reduction by (2n - 1)-dimensional symmetry 
groups of 4n-dimensional QCF manifolds (cf. the reduction of self-dual manifolds 
to EW spaces [19]). One can also apply the holomorphic Penrose transform to 
these correspondences, but we have not computed details. 
10.1 Complex surfaces with curves of normal 
bundle 0(4) and their moduli spaces 
Definition 10.1 Let X be a complex 5-manifold with a projective structure [D] 
and an isomorphism between TX and ®4Ql,  where (Y is a holomorphic rank 2 
vector bundle over X, then 
a vector V at x e X is said to be -null if it is of the form  7r 7r 7r 7r 
a hypersurface is said to be 4-null if its normal vectors everywhere are 4-null, 
an 'a -surface' is a totally geodesic (with respect to [D]) 4-null hypersurface. 
137 
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Proposition 10.2 There is a one-one correspondence between: 
Complex surfaces T with rational curves with normal bundle 0(4), 
Complex 5-manifolds X with 
a projective structure [D], 
an isomorphism TX 040A, 
the existence of a two dimensional family of a-surfaces. 
Proof: The proof will be in four steps: 
1) Given a T, one can construct an X with properties (i),(ii),(iii): Given T with an 
embedded curve Y with normal bundle 0(4), by Kodaira's theorem (see Theorem 
0.16) , Y belongs to a locally complete family of curves {Y : x e X}, where the 
parameter space X is a complex manifold and there is a canonical isomorphism 
TX H °(Y,0(4))_C 5 . 
Generalizing Hitchin's argument in [16], we define a projective structure 
on X as follows: Given four points in T, blow up T at these four points (with 
multiplicity if degenerate) obtaining a surface T which has embedded curves with 
trivial normal bundle. By Kodaira's theorem, we have a one parameter family of 
such embedded curves and when projected down to T, they all pass through those 
four points. We then say a curve 'y  in X is a distinguished curve if points on 'y 
correspond to rational curves in T passing through the same four points. One thus 
has a distinguished family of curves. Furthermore they are indeed geodesics of a 
genuine projective structure, see [16] for a sheaf cohomological argument. 
Define 0A  on X by 0 := H° (Y,0(1)), then by TX H° (Y,0(4)), 
we have an isomorphism TX 
Consider a hypersurface in X corresponding to all curves through a point 
p e T. This surface is totally geodesic with respect to [D] as geodesics of [D] stay 
in such a hypersurface by definition. To see that it is 4-null, we write a tangent 
vector XpABCD  to it at some point as XpABCD 7rA7rB7rC7rD = ( z—p)(az 3 +bz2 +cz+d), 
meaning a section of H° (Y, 0(4)) which vanishes at p. Supposing p has coordinate 
[To, Ti] and plugging it into the equation, then one has W ABCD TA TB TC TD  = 0. That 
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is, the hypersurface has normal r   Ir B C yD Therefore such a hypersurfaces is an 
a surface. It is not difficult to check that every a-surface of X arises this way. 
2) Given an X, one can construct a T with embedded curves having normal 
bundle 0(4): Given X, let T be the space of a-surfaces in X. For every x e X, 
there are CIF 1 worth of a-surfaces through x, with normals at x being AnByCyD. 
Thus x corresponds to a curve in T. Let x' be a point near x corresponding to 
another curve in T, then x, x' are connected by a geodesic, with respect to [D], 
which assigns a tangent direction [v] at x. The orthogonal space v , = {u 
TX, (U, V)1 91 = O} is a four dimensional vector subspace in TX. It will intersect 
the 4-null zone N, the set of 4-null vectors, at four directions. Then by the 
existence of a-surfaces, we obtain four a-surfaces. Thus the curve associated to x 
has normal bundle 0(4). 
Applying 1) then 2), one gets the original T back: A point p e T corresponds 
to all curves in T through p. By (1) this is an a-surface in X. Then by (2), this 
a-surface corresponds to a point in T', a new complex surface. The new T' is 
isomorphic to T as they are both the space of a-surfaces of M. 
Applying 2) then 1), one obtains the original X with the same structure: A 
point x in X corresponds to all a-surfaces through x, namely a curve in T, which 
in turn is parameterized by a point in X', a new space. That is, the new space X' 
is biholomorphic to the original X. To show that X' has the same structure as X, 
we need: 
The new projective structure [D'] agrees with [D]: Let 'y  be a geodesic with 
respect to [D] and x, x' are points on . Then there are four a-surfaces through 
them, namely the intersection of Y and Yr', as is discussed in the proof of (2). 
By the fact that a-surfaces are totally geodesic, all points in 'y lie in these four 
a-surfaces. That is, all the corresponding curves in T pass through the same four 
points in T. Thus y  is also a geodesic with respect to [D'] by definition. 
The isomorphism TX 	is the same for both X and X': Given 
OA 
on X, a spinor 71A  at x e X can be interpreted as a section of H° (Y, 0(1)), where 
ABCD gives rise to the a-surface corresponding to that root on Y. We thus 
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have an isomorphism OA 
	
H°(Y, 0(1)). Since the 0 on X' is by definition 
H° (Y, 0(1)) we have that the 
0A  for X and the 0A  for X' are isomorphic. 
iii) They have the same a-surfaces: This is certainly true as an a-surface a in 
X and an a-surface a, in X' both correspond to all curves passing though p E T. 
We thus obtain the one-one correspondence between (a) and (b). 	0 
Proposition 10.3 There exists a unique conformal structure [g] on X such that 
at any point x e X, 3-null vectors (vectors of the form (ABcwD)) are null. 
Proof: Prescribing a null cone in TX, x e X, is the same as having a quadratic 
equation in the coefficients of az 4 + bz3 + cz2 + dz + e E H° (]P1 , 0(4)). Now a 
vector ABCwD) corresponds to a section 'y(z - a)3 (z - 0). It is a straightfor-
ward calculation to show that there exists one and only one quadratic equation in 
a, b, c, d, e, namely c2 - 3bd + 12ae = 0, such that coefficients of 'y(z - a)3(z _'3) is 
a solution to that equation for all a, 3, and 'y. One thus has a uniquely prescribed 
conformal structure. 0 
10.2 A Generalization 
Proposition 10.4 For rn > 1, there is a 1-1 correspondence between: 
Complex surfaces T with rational curves with normal bundle 0(m), 
Complex (rn+1)-manifolds X with 
a projective structure [D], 
an isomorphism TX ®m0A, 
the existence of a two dimensional family of a-surfaces, 
where a-surfaces are defined to be totally geodesic rn-null hypersurfaces, where 
'm-nullness' is defined in the same way as that in Definition 10.1. 
The proof is essentially the same as that for the previous proposition. When 
m = 4, Proposition 10.4 reduces to Proposition 10.2. When m = 2, it reduces to 
Hitchin's correspondence. 
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Definition 10.5 When m = 2n, one can give X a conformal structure: a vector 
at x E X is null if its corresponding section a0z212  + a1 z21 +... + a2-1x + a2 
of 0(2n) satisfies 
n 
a2n 	j:(_1)j an+jan- i 




Proposition 10.6 With respect to this conformal structure, vectors of the form 
n+1 	n—I 
(A 	C D 	E)  are null. 
Proof: Let f(z) = a0z 2' + ... + a2,. If it has an (n + 1)-pie root z0 , then 
f(z o) = f ' (zo) = ... = f(zo) = 0, 
where f(c)(zo) := 	(zo ). In particular 
n 
f ' (zo) 2 +2 	1 ) i f 	 = 0. 	 (10.2) 
i=1 
It is a straightforward calculation to check that, in (10.2), coefficients of 4's, 
k 0 0, are all zero, and one is left with (10.1). 	 0 
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