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ABSTRACT
Furxhi, Orges. Ph.D. The University of Memphis. August, 2010. Spatially selective mir-
rors and masks for submillimeter wave imaging. Major Professor: Eddie L. Jacobs, D.Sc.
Imaging with submillimeter waves provides tactical military information that is not
available with other imagers. Submillimeter waves reside in the 300GHz to 3THz fre-
quency region. Submillimeter waves can penetrate many manmade materials as well
as dust clouds. They are reflected by conductive objects and the human skin, and are
absorbed by many harmful chemicals and explosives. Their short wavelength and the
atmospheric transmission windows in their region facilitate high imaging resolution at
standoff distances. Existing imagers are large and not portable. Real time imagers have
yet to be demonstrated. In this work, two spatially selective devices for submillimeter
wave imaging are proposed. The first is a spatially selective mirror and the second is a
spatially selective mask; either device is compact. A methodology for image measure-
ment and reconstruction that performs in real time is also proposed and illustrated. The
devices are analyzed and their optimal and limiting parameters are found. Also, a de-
sign procedure is specified based on these parameters and other requirements such as
the immunity of the image reconstruction to noise and the fill factor of the scan pat-
terns. Two and three-dimensional electromagnetic analyses are performed. The electro-
magnetic theory of the analyses is presented together with the numerical methods used
to solve the electromagnetic equations. The results of the analyses are presented. One
of the devices was built in the lab and is described. The results from the device are pre-
sented and are compared with the results of the simulations.
ii
Table of Contents
List of Figures ix
1 Introduction 1
2 Spatially selective devices 8
A Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
B The spatially selective mirror (SSMR) . . . . . . . . . . . . . . . . . . . . 8
B.1 Construction of the SSMR structure . . . . . . . . . . . . . . . . . 10
B.2 Optical systems for the SSMR . . . . . . . . . . . . . . . . . . . . 13
C The spatially selective mask (SSMT) . . . . . . . . . . . . . . . . . . . . . 15
C.1 Optical systems for the SSMT . . . . . . . . . . . . . . . . . . . . 17
D Modulation placement and size considerations . . . . . . . . . . . . . . . . 18
E Comparison of the SSMR and SSMT . . . . . . . . . . . . . . . . . . . . . 20
3 Linear measurement image reconstruction 23
A Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
B Mathematical formulation of image measurement and reconstruction . . . . 23
C Illustration of raster and linear measurement scanning . . . . . . . . . . . 24
C.1 Raster scan measurement and reconstruction . . . . . . . . . . . . 25
C.2 Linear scan measurement and reconstruction . . . . . . . . . . . . 27
iii
D Detailed description of the linear measurement method for image
measurement and reconstruction . . . . . . . . . . . . . . . . . . . . . . . 30
D.1 The two-dimensional imager . . . . . . . . . . . . . . . . . . . . . 30
D.2 The line imager . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
E Condition number and fill factor analysis . . . . . . . . . . . . . . . . . . . 34
E.1 Condition number analysis . . . . . . . . . . . . . . . . . . . . . . 36
E.2 Fill factor analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 39
E.3 Summary of the analyses and design procedure . . . . . . . . . . . 41
F Measurement matrix for two-dimensional imagers of various sizes . . . . . 43
4 Electromagnetic analysis methods 48
A Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
B Three-dimensional analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 48
B.1 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . 48
B.2 Electric field integral equations for the source-free medium . . . . . 49
B.3 The scattering problem . . . . . . . . . . . . . . . . . . . . . . . . 50
B.4 The boundary conditions . . . . . . . . . . . . . . . . . . . . . . . 54
B.5 The electric field integral equation for a medium with sources . . . 55
B.6 The incident field . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
B.7 The far incident field . . . . . . . . . . . . . . . . . . . . . . . . . 58
B.8 The far scattered field . . . . . . . . . . . . . . . . . . . . . . . . . 60
iv
B.9 Power conservation . . . . . . . . . . . . . . . . . . . . . . . . . . 61
C Two-dimensional analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
C.1 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . 64
C.2 Electric field integral equations for the source-free medium . . . . . 64
C.3 The scattering problem . . . . . . . . . . . . . . . . . . . . . . . . 66
C.4 The boundary conditions . . . . . . . . . . . . . . . . . . . . . . . 68
C.5 The electric field integral equation for a medium with sources . . . 68
C.6 The incident field . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
C.7 The far incident field . . . . . . . . . . . . . . . . . . . . . . . . . 70
C.8 The far scattered field . . . . . . . . . . . . . . . . . . . . . . . . . 70
C.9 Power conservation . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5 Numerical methods for the electromagnetic equations 73
A Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
B Three-dimensional analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 73
B.1 Matrix representation of the three-dimensional electric field inte-
gral equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
B.2 Far field calculations . . . . . . . . . . . . . . . . . . . . . . . . . 77
B.3 Power calculations . . . . . . . . . . . . . . . . . . . . . . . . . . 78
C Two-dimensional analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
v
C.1 Matrix representation of the two-dimensional electric field inte-
gral equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
C.2 Near fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
C.3 Far fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
C.4 Power calculations . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6 Simulation results and design 83
A Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
B Two-dimensional simulations . . . . . . . . . . . . . . . . . . . . . . . . . 83
B.1 SSMR parameter design . . . . . . . . . . . . . . . . . . . . . . . 83
B.2 SSMT slit transmission . . . . . . . . . . . . . . . . . . . . . . . . 86
B.3 Linearity of the SSMT and SSMR for slit and strip approxima-
tions: minimum spacings . . . . . . . . . . . . . . . . . . . . . . . 89
C Image reconstruction simulations . . . . . . . . . . . . . . . . . . . . . . 99
D Three-dimensional simulations . . . . . . . . . . . . . . . . . . . . . . . . 102
D.1 Reflection coefficient for the SSMR structures . . . . . . . . . . . 107
D.2 Transmission coefficient for the SSMT structure . . . . . . . . . . 107
D.3 Linearity results for the SSMR and SSMT . . . . . . . . . . . . . . 110
E Design parameters for the SSMR and SSMT . . . . . . . . . . . . . . . . . 113
E.1 Optimal and limiting design parameters for the SSMR . . . . . . . 113
E.2 Optimal and limiting design parameters for the SSMT . . . . . . . 114
vi
7 Experimental results 115
A Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
B Description of the line imager . . . . . . . . . . . . . . . . . . . . . . . . 115
B.1 The optical system . . . . . . . . . . . . . . . . . . . . . . . . . . 115
B.2 The SSMT device . . . . . . . . . . . . . . . . . . . . . . . . . . 116
C Measurements and reconstructions . . . . . . . . . . . . . . . . . . . . . . 118
D Discussion of the results . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
D.1 Image complexity and signal level . . . . . . . . . . . . . . . . . . 125
D.2 Power versus field magnitude . . . . . . . . . . . . . . . . . . . . 126
D.3 Hole diameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
D.4 Hole separations . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
D.5 Other factors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
8 Conclusions and future work 128
References 129
A Derivation of the electric field integral equation for the source-free medium 134
B The boundary conditions 138
C Derivation of the electric field integral equation 140
vii
D Formulas for the computation of the incident field 143
E Calculation of the far incident fields 146
F The far the scattered field 151
G Derivation of the matrix representation of the electric field integral equation 155
H Evaluation of the excitation vector and impedance matrix elements 160
A Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
B Excitation vector elements . . . . . . . . . . . . . . . . . . . . . . . . . . 160
C Method of Moments impedance matrix . . . . . . . . . . . . . . . . . . . . 161
D The resistivity impedance matrix elements . . . . . . . . . . . . . . . . . . 162
E The Green impedance matrix elements . . . . . . . . . . . . . . . . . . . . 164
F Singular elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
I Calculation of the far scattered field integrals 173
J Calculation of the absorbed power 177
K Array factor 179
viii
List of Figures
1 Structures of the spatially selective mirror. . . . . . . . . . . . . . . . . . 9
2 Spinning disk implementation of the SSMR. . . . . . . . . . . . . . . . . . 11
3 Fabrication process for the SSMR. . . . . . . . . . . . . . . . . . . . . . . 12
4 Possible optical configuration for the SSMR. . . . . . . . . . . . . . . . . 13
5 Possible optical configuration for the SSMR that uses dedicated illumina-
tion optics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
6 Possible optical configuration for the SSMR that uses a beam splitter to
facilitate normal incidence on the SSMR. . . . . . . . . . . . . . . . . . . 15
7 Basic structure of the SSMR. . . . . . . . . . . . . . . . . . . . . . . . . . 16
8 SSMT device. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
9 Possible optical configuration for the SSMT that uses a beam splitter to
facilitate the use of the same optic by the source and SSMT. . . . . . . . . 18
10 Modulation for raster scanning, Nipkow disk. . . . . . . . . . . . . . . . . 19
11 Modulation for linear measurement scanning. . . . . . . . . . . . . . . . . 21
12 Intensity in the image plane if the four pixel imager. . . . . . . . . . . . . . 25
13 Raster scan measurements with the spinning disk. . . . . . . . . . . . . . . 26
14 Reconstructed image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
15 Linear measurement scan with the spinning disk. . . . . . . . . . . . . . . 29
16 Conceptual sketch of the two-dimensional SSMT device and pixel block
divisions for the two-dimensional imager. . . . . . . . . . . . . . . . . . . 32
ix
17 Conceptual sketch of the line imaging device and the pixel block divisions
for the line imager. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
18 Ratio of well-conditioned measurement matrices to total number of
measurement matrices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
19 Sketches used in the calculation show the best possible fill factors for the
line imager and two-dimensional imager. . . . . . . . . . . . . . . . . . . . 41
20 Fill factor versus hole radius and minimum separation distance for the line
imager. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
21 Fill factor versus hole radius and minimum separation distance for the
two-dimensional imager. . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
22 Random hole pattern on disk with an imaging window of 16x16 pixels,
holes have radius 1 wavelength. . . . . . . . . . . . . . . . . . . . . . . . 44
23 Cross-section cut of the three-dimensional scattering geometry. . . . . . . . 52
24 Geometry for the two-dimensional scattering problem. . . . . . . . . . . . 67
25 Geometry of the RWG triangular basis. . . . . . . . . . . . . . . . . . . . 74
26 Power reflection coefficient for normally incident radiation and sheet
resistivity of 120π Ω/. . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
27 Power reflection coefficient for incident radiation at 80 degrees and sheet
resistivity of 120π Ω/. . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
28 Power reflection coefficient versus sheet resistivity for a normally incident
beam and reflector sheet separation of a quarter wavelength. . . . . . . . . 86
29 Power reflection coefficient versus sheet resistivity for a normally incident
beam and reflector sheet separation of a half wavelength. . . . . . . . . . . 87
30 Power transmission of the slit as a function of width and depth. The struc-
ture is illuminated by a Gaussian tapered beam polarized in the z direction
and normally incident. The intensity indicates the transmission, brighter
being the higher value. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
x
31 Power transmission of the slit as a function of slit width for various
depths. The structure is illuminated by a Gaussian tapered beam polarized
in the z direction and normally incident. . . . . . . . . . . . . . . . . . . . 88
32 Power transmission of the slit as a function of depth for a various widths.
The structure is illuminated by a Gaussian tapered beam polarized in the z
direction and normally incident. . . . . . . . . . . . . . . . . . . . . . . . 90
33 Structures used for the linearity analysis of the SSMT device. . . . . . . . . 91
34 Structures used for the linearity analysis of the bump SSMR device. . . . . 91
35 Structures used for the linearity analysis of the dip SSMR device. . . . . . . 91
36 Percent linearity error for the SSMT structure. . . . . . . . . . . . . . . . 92
37 Percent linearity error for the SSMT structure calculated using the array
factor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
38 Percent linearity error for the bump SSMR structure . . . . . . . . . . . . 94
39 Percent linearity error for the dip SSMR structure. . . . . . . . . . . . . . 95
40 Total fields in the vicinity of the reflector with the bump. . . . . . . . . . . 97
41 Total fields in the vicinity of the reflector with the dip. . . . . . . . . . . . 98
42 Results of the linearity analysis used for image reconstruction simulations. . 99
43 Results of the image reconstruction simulation using energy measure-
ments; (a) when all of the transmitted energy is collected; (b) when the
transmitted energy between 262.8 and 277.2 degrees is collected. . . . . . . 101
44 Results of the image reconstruction simulation using field amplitude
measurements; (a) when the field amplitude at 270 degrees is collected;
(b) when the field amplitude between 262.8 and 277.2 degrees is collected. . 103
45 Three-dimensional geometry for the dip SSMR structure . . . . . . . . . . 104
46 Three-dimensional geometry for the dip SSMR structure . . . . . . . . . . 105
xi
47 Three-dimensional geometry for the SSMT structure. . . . . . . . . . . . . 106
48 Power reflection coefficient as a function of dip radius. . . . . . . . . . . . 108
49 Power reflection coefficient as a function of bump radius. . . . . . . . . . . 108
50 Power transmission coefficient as a function of hole radius. . . . . . . . . . 109
51 Power transmission coefficient as a function of hole depth for a hole with
radius 1λ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
52 Three-dimensional bump non-linearity error. . . . . . . . . . . . . . . . . 111
53 Three-dimensional dip non-linearity error. . . . . . . . . . . . . . . . . . . 112
54 Three-dimensional hole non-linearity error. . . . . . . . . . . . . . . . . . 113
55 Picture of the line imager. . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
56 Annotated picture of the disk with holes drilled along a constant radius. . . 117
57 Objects used in the experimental setup. . . . . . . . . . . . . . . . . . . . 119
58 Measurement on the screen of the spectrum analyzer. . . . . . . . . . . . . 120
59 Reconstruction for object 1; (a) power measurement, (b) field measurement. 121
60 Reconstruction for object 2; (a) power measurement, (b) field measurement. 122
61 Reconstruction for object 3; (a) power measurement, (b) field measurement. 123
62 Reconstruction for object 4; (a) power measurement, (b) field measurement. 124
63 Source and observation triangle geometry when / and  are both +. . . . . 162
64 Geometry for the two element array. . . . . . . . . . . . . . . . . . . . . . 179
65 Geometry for the N element linear array. . . . . . . . . . . . . . . . . . . . 181
xii
1. Introduction
Submillimeter waves reside in the 300GHz to 3THz frequency region, corresponding to
wavelengths between 1mm and 0.1mm respectively [1]. The properties of submillimeter
waves are suitable for many military and security applications. Submillimeter waves
can penetrate many manmade materials [2]. Many harmful chemicals exhibit absorption
spectra in the submillimeter wave region [3]. Their relatively short wavelength and the
atmospheric windows in the region make them ideal for stand-off imaging applications
[2]. They can penetrate through dust clouds to mitigate the brownout condition [4]. The
applications of interest for submillimeter waves are imaging and chemical/explosive
detection or a hybrid of both.
Unfortunately, sensitive submillimeter detectors are neither small nor inexpensive
enough to form imaging arrays. Passive energy is difficult to detect with uncooled de-
tectors due to the high noise level of these detectors at room temperature. In addition
the atmosphere is opaque at these wavelengths therefore there is a lack of cold sky il-
lumination [2]. Active imaging on the other hand, provides illumination of the scene of
interest and relaxes the requirement for super-sensitive detectors. However, even with
active imaging the illumination energy is not abundant. Care must be taken in how
the scene is illuminated so that little or no energy is thrown away. Creative imaging
schemes are needed to form images with relevant information. Heterodyne transceivers
are the devices of choice in the field. They provide relatively high signal-to-noise ra-
tios and modest power output. Although the detector antennas can be made small, their
interconnections with the local oscillators limit the placement of the detectors in close
proximity to each other [5]. In addition, transceiver pairs are expensive. For these rea-
sons, they are usually used in single pixel scanning imaging systems.
The preferred single pixel imager configuration is a system where the source and
the receiver are focused through the same optic on a region in the scene. The optic
has conjugate points, one corresponding to the object space and the other to the im-
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age space. To facilitate the use of the same optic, a beam splitter is used. The image
is formed by scanning the scene using moving mirrors that are large and use complex
mechanisms. This makes them slow and bulky. The size of these systems limits their
portability. Creative solutions have been developed for this setup to increase the scan
rates [6, 7]. However, their maximum frame throughput is six frames per second. The
advantage of this setup is the efficient use of the illuminating source and optic. Since
the illumination source is focused only at the scene location that is being seen by the
receiver, the only energy loss happens at the beam splitter. Ideally 75% of the energy
is lost there. Of course, there is also loss due to the scattering from the object at the
scene in directions other than the optic but this is common in all active imager setups.
The 75% loss is not large. For comparison, consider the case of a 32 by 32 pixel image
formed in the image plane and detected pixel per pixel by raster scanning the receiver.
If the illumination of the source is effectively spread across the projection of the 32
by 32 pixel image in object space, the energy per projected pixel is only 0.1% of the
illuminator output. This amounts to 99.9% loss. A similar loss is encountered on the
detector side because the image energy is dispersed across the image plane.
Other imaging methods that perform well in other modalities such as interferometric
arrays in the millimeter wave region [8, 9] or focal plane arrays in infrared and visi-
ble regimes have yet to be demonstrated in the submillimeter wave regime. A method
for building compact heterodyne receiver arrays has been proposed and is in the first
stages of development [5]. Cooled line detector arrays [7] exist but their element to ele-
ment separations are large compared to the wavelengths of interest. This provides poor
spatial sampling and pixel fill factors. They also require a cooling mechanism so they
cannot be used in handheld devices.
Scanning the image space is an alternative to scanning the target space (or scene).
The image space is smaller than the target space and the scanning mechanisms can be
made small, thereby eliminating the bulkiness of the imager. Current efforts are under-
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way at Rice University to develop an electronically controlled mask for submillimeter
waves. The mask can be used to scan the image space [10]. Although promising, they
have not been able to achieve the high modulation levels needed to bring the signal to
noise ratio to acceptable levels for image formation.
Image space scanning is not a new concept. In fact, the first video cameras and tele-
visions worked this way. They were phased out by advances in visible light imaging
detectors that resulted in the focal plane array. Another example of image space scan-
ning is the Reticle systems [11]. Reticles scan the image space and encode the image in
the time frequency domain by scanning each image location at a different temporal fre-
quency. Yet another image space scanning device for millimeter waves was developed
in the late 1960s. Jacobs [12, 13] implemented image scanning devices for millimeter
waves. The devices where built using semiconductor materials to form a large resonat-
ing cavity. The cavity was disturbed locally by inducing photo conduction electrons in
the semiconductor by way of illumination. In one setup, the disturbed locality would
become transmissive to millimeter waves. In another setup, the disturbed locality would
become reflective. Therefore, the devices could be used as spatial light modulators (or
image space scanners) for millimeter waves. Aside from laboratory demonstrations, the
Jacobs devices were not developed further, perhaps due to the low sensitivities they of-
fered related to the modulation ratios. One reason image space scanning devices have
been brought to the focus of researchers again is the use of these devices as facilitators
of compressive imaging, especially in regions of the electromagnetic spectrum where
focal plane arrays are not yet feasible.
Compressive imaging [14, 15] is a new field that has emerged in the last few years
as an application of compressive sensing [16]. The premise of compressive imaging
is that most images are sparse in some domain. For example, the cosine transform in
the JPEG compression algorithm transforms the contents of an uncompressed image
from the spatial domain to another where the data is effectively sparse. The image can
3
be reconstructed from the transform coefficients. Most of the transform coefficients,
however, have small values that can be made zero without degrading the quality of the
reconstructed image. The image is compressed by keeping only the coefficients with
values larger than a particular threshold; the rest are discarded. Consequently, the num-
ber of samples that need to be stored is less than what is needed for the uncompressed
spatial domain image. With compressive imaging the image is scanned in the domain
in which it is sparse and then the spatial domain image is reconstructed. One can there-
fore, measure only the pertinent coefficients so fewer measurements are needed.
The concept of compressive imaging has created new imaging sensor possibilities.
The compression can be implemented in the imaging hardware rather than in software.
The efficiency of the detectors is increased because all the information from the de-
tectors is used and none is discarded, i.e., from the software compression. To scan the
image in another domain translates to making linear measurements on the spatial do-
main image. This means that one measurement consists of weighted contributions from
all the spatial samples. As a result, more energy is contained in that one measurement
rather than in the measurement of a single spatial sample.
A compressive imaging sensor can be constructed from a spatially selective device
and a single pixel detector [15]. This reason, and the measurement effectiveness as de-
fined in the previous paragraph, have solicited interest in applying compressive imaging
to build imagers for regions of the electromagnetic spectrum where focal plane arrays
do not yet exist or are expensive to fabricate. The millimeter and submillimeter wave
communities are still skeptical of this approach. Their concern is the inefficient use
of the illuminating source (for active systems) and the spreading of the energy on the
detector side. Their concern is legitimate because currently the illumination power is
low and the energy that would ultimately get to the detector might not be detectable.
However, they are not opposed to focal plane arrays because the power loss due to the
4
spreading on the detector side can be mitigated by the extra integration time that be-
comes available in the absence of scanning.
The limitations of at least one compressive sensing configuration for passive imag-
ing have been shown [17]. The configuration that was considered [18] used a spatially
selective mirror array and a single detector. In contrast to the focal plane array config-
uration, it had an additional optical path from the spatially selective mirror array to the
single detector. For that configuration the effect of the extra optical path added a loss
factor similar to the one taken by the spreading of the image. An additional loss factor
was attributed to the Q of the receiver, but this loss only applies to passive systems.
Image space scanning techniques for active systems can be implemented such that
the power efficiency is close to that of the focal plane array. This can be realized
through efficiently implementing compressive imaging. The extra path from the spa-
tially selective structure in [18] is not characteristic of all systems. A system can be
designed to avoid this additional path. The loss in integration time, as compared with
the focal plane array, can be mitigated in part by the gain in power due to the linear
measurement. The linear measurements contain a large fraction of the whole energy on
the array. Also, less measurements result in more integration time. If 50% less measure-
ments and 50% fill factor for each linear measurement are assumed, the efficiency of
the focal plane array may be obtained.
Compressive imaging techniques are complex and they use iterative methods to ac-
complish image reconstruction. On the other hand, the image reconstruction is trivial
if the number of linear measurements is equal to the number of image pixels that are
to be reconstructed. This increases the number of measurements thereby decreasing the
available integration time. On the upside, the image can be reconstructed in real time.
In active imaging the power loss can be mitigated by the illumination source. Higher
power submillimeter wave sources are being developed [19, 20] which would make a
linear measurement scanner more attractive.
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The contribution of this work to the field is the conception of a spatially selective
mirror and of a spatially selective mask. Both offer high modulation rates, are far from
complex, can be constructed from existing materials, and have low expected cost. In
addition, a method is developed that facilitates the collection of many linearly indepen-
dent measurements through these devices, since both are optimally used in compressive
imaging configurations.
The spatially selective mirror consists of a resistive sheet backed by a spatially mod-
ulated reflector. The resistive sheet and reflector form a resonating cavity that is dis-
turbed by non-uniformities on the reflector. The reflector consists of a spinning disk.
The disk contains non-uniformities on the surface. These non-uniformities can be either
bumps or dips (depressions). The non-uniformities scan the image space by disturbing
the resonating cavity causing local reflections on the resistive sheet. The spatially se-
lective mask consists of a spinning disk with holes. The holes scan the image space by
allowing the image energy to go through and be detected by the receiver. The holes are
designed for optimal transmission.
In this work, both the spatially selective mirror and mask are analyzed and opti-
mal design parameters are presented. To analyze the structures and their suitability in
imaging systems, a two-dimensional electromagnetic simulation using the Method of
Moments is utilized. To optimally design the structures, a three-dimensional electro-
magnetic simulation is used. The two-dimensional simulation provides physical insight
into the structures without the computational burden of the three-dimensional simula-
tion and can be used to simulate the devices in full scale (by assuming invariance along
one dimension). The behavior of the two-dimensional simulation and three-dimensional
simulation agree qualitatively. However, because of the shape of the structures, the two-
dimensional simulation cannot be used to provide the quantitative results needed to op-
timally design the structures.
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This dissertation is organized as follows. Chapter 2 describes the spatially selective
devices in detail. Chapter 3 presents the linear measurement technique that is used with
the spatially selective devices to measure and reconstruct images. Chapters 4 and 5
contain the theoretical and numerical formulations for the Method of Moments analyses
and simulations. Chapter 6 presents and discusses the results of the analyses. Experi-
mental results follow in Chapter 7 and conclusions are in Chapter 8.
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2. Spatially selective devices
A. Introduction
The spatially selective mirror and mask devices are described in detail in this chap-
ter. The acronym SSMR is used for the spatially selective mirror the acronym SSMT
is used for the spatially selective mask. The letters R and T stand for reflection and
transmission respectively. Some optical systems where these devices may be used are
presented. A method of image scanning is introduced and will be developed further in
Chapter 3. The two devices are compared to each other with respect to the scene power
that they provide to the receiver, their frequency dependence, and their construction
complexity.
B. The spatially selective mirror (SSMR)
The basic structure of the SSMR is shown in Fig. 1. The structure consists of a resis-
tive sheet separated from a highly conductive material by a critical distance. The highly
conductive material or reflector contains non-uniformities that can be either bumps or
dips. The sheet has a constant resistivity across the structure and runs parallel with the
reflector. The separation distance between the sheet and the part of the reflector that
does not contain non-uniformities is such that all the incident radiation in that part of
the structure is absorbed by the sheet. The separation distance between the sheet and
the non-uniformity is such that the incident radiation is reflected.
The principle of operation is explained using basic physics. Incident waves on the
reflector and the waves reflected by it form standing waves in the vicinity of the re-
flector. If the resistive sheet is placed in a plane where the standing wave is maxi-
mum, then a mechanism is provided for the energy to dissipate. If the resistive sheet
is placed in a plane where the value of the standing wave is zero (null point), then no
power is dissipated on it and the waves are left undisturbed. These structures are also
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Fig. 1. Structures of the spatially selective mirror.
known as Salisbury screens and can be likened to terminated transmission lines [21].
Quarter-wavelength terminated transmission lines provide maximum absorption and
half-wavelength terminated transmission lines provide maximum reflection when they
are terminated with a matched load.
Physical considerations suggest that the distance from the uniform part of the reflec-
tor to the sheet should be an odd multiple of a quarter wavelength, the distance from
the non-uniformity to the sheet should be a multiple of a half wavelength, and the re-
sistivity of the sheet should be equal to that of free space. The quarter and half wave-
length requirements are due to the wavelength of the standing wave being half of that
of the incident wave. Also, the sheet should not disturb the incident wave and its reflec-
tion. Hence, to avoid an impedance mismatch the sheet should have the same resistivity
as the surrounding medium (free space) [21]. These considerations will be verified by
the electromagnetic analyses in Chapter 6.
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Of course, the analysis and design of this structure does not end here because
diffraction of the waves by the non-uniformities needs to be accounted for. When the
width of the non-uniformities is comparable to the wavelength, the non-uniformities
are close to each other, or the incident wave is not a plane wave, the assumptions
made above break. In order to use this structure in imaging applications of interest to
this research, other parameters need to be investigated including the size of the non-
uniformity and the separation between non-uniformities. Electromagnetic simulations
are used to investigate these parameters and the results are shown in Chapter 6.
For the purposes of real-time imaging the non-uniformities should be scanned across
the image space relatively quickly. The mechanism for implementing this is a sim-
ple spinning disk with non-uniformities. An embodiment of this is shown in Fig. 2.
The image is focused on the imaging window. The imaging window is the only part
of the device that interacts in a controlled manner with the incident radiation. As the
disk spins, the non-uniformities located inside the imaging window scan the image.
They reflect the parts of the image that are located above them to the receiver and a
measurement is made. Since the non-uniformities on the disk are static with respect to
the disk they must sample the image in one revolution of the disk. With regard to real-
time imaging, this means that the disk needs to be spun at 1800 rotations per minute to
achieve imaging rates of 30 Hz. For the implementation shown in Fig. 2, the linear di-
mension of the entire device ranges from two to three times the linear dimension of the
imaging window.
B.1. Construction of the SSMR structure
The main components of the SSMR are the resistive sheet and the reflector disk. The
resistive sheet can be fabricated by depositing a highly conductive metal such as sil-
ver, gold, aluminum, etc., on a thin sheet of dielectric that is relatively transparent for
the wavelength of interest. Based on measurements made in the lab, Mylar is gener-
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Fig. 2. Spinning disk implementation of the SSMR.
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Fig. 3. Fabrication process for the SSMR.
ally transparent at submillimeter wavelengths. The rotating disk can be cast or a bulk
disk piece can be etched to the required configuration. Optimally, the sheet should be
suspended over the disk, as shown in Fig. 2, at a separation distance of less than one
wavelength. This short distance creates a problem. As the disk is rotated, the air cur-
rents that are formed might generate vibrations on the resistive sheet that would dis-
turb the correct operation of the device. This can be mitigated in two ways. A thick
piece of dielectric can be used for the sheet deposition. When mounted, the deposited
part should face the disk. Alternatively, the dielectric can be deposited on the disk, ma-
chined to the designed height, and the resistive layer can be deposited on it. The steps
of this procedure are shown in Fig. 3. In step 1, the disk is machined flat. In step 2, the
non-uniformities are etched. In step 3, the dielectric is deposited on the disk. In step 4,
the dielectric is machined to the designed height. Finally, in step 5, the resistive layer is
deposited on the dielectric. The second method uses less dielectric material and elimi-
nates air currents which might be a source of vibration generation for other components
of the device. The distance between the sheet and the disk in this case is given with
respect to the wavelength of the radiation in the dielectric.
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Fig. 4. Possible optical configuration for the SSMR.
B.2. Optical systems for the SSMR
There are several possible optical system configurations where the SSMR may be used.
Three of them are shown and compared below. All the systems include at least the fol-
lowing parts: 1) a source that illuminates the object in the scene, 2) focusing optics
that form the image on the SSMR, 3) the SSMR, and 4) the receiver. The focusing op-
tics may consist of many refractive or reflective surfaces. Only one surface is shown
in the sketches for simplicity. The system shown in Fig. 4 is composed of these four
components. The use of illumination energy in this system is very inefficient and can
be improved by adding dedicated optics for the source so that the illumination is cast
effectively only on the object of interest. This configuration is shown in Fig. 5.
The disadvantages of the dedicated illumination or source optics are the extra weight
and size of the system, which are doubled. In both of these configurations, the image
radiation must be incident at an obtuse angle on the SSMR to avoid the obstruction of
the optical path.
An alternative to these systems is a configuration that uses a beam splitter to facil-
itate normal radiation incidence on the SSMR. This configuration is shown in Fig. 6.
As will be shown by the electromagnetic analysis, normal incidence is desired. While
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Fig. 5. Possible optical configuration for the SSMR that uses dedicated illumination
optics.
this system facilitates normal incidence, there is a 75% (best case scenario) energy loss
associated with it because of the beam splitter.
All three of these systems are inefficient with respect to submillimeter wave energy
from the scene that is detected by the detector. This is due to the extra optical path
from the SSMR to the receiver. To mitigate this, the receiver should be placed as close
to the SSMR as possible and should have a large receiving horn that is designed to col-
lect much of the energy reflected by the SSMR. As it will be shown by the electromag-
netic simulations, it is very important that all of the energy reflected by the SSMR be
detected by the receiver in order for the image reconstruction to work. The alternative
option for a good reconstruction is the measurement of the far field magnitude in the
normally incident direction to the receiver. This requires placing the receiver far from
the SSMR, effectively throwing away most of the energy being reflected by the SSMR.
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Fig. 6. Possible optical configuration for the SSMR that uses a beam splitter to facilitate
normal incidence on the SSMR.
C. The spatially selective mask (SSMT)
The SSMT is less complex than the SSMR. It consists of a conductive thick sheet with
holes. The basic structure of the SSMT is shown in Fig. 7. The cylindrical hole is de-
signed so that the radiation incident on it is transmitted through. The hole can be made
conical so that radiation exiting it is better directed. Only cylindrical holes are consid-
ered in this research.
Transmission through the cylindrical holes has characteristics similar to transmission
through a cylindrical waveguide [22]. The transmission depends on the dimensions of
the cylindrical hole. The waveguide behavior of the cylindrical holes becomes evident
when the thickness of the disk is increased. For example, as the diameter of the hole
is increased through the cut-off values of the waveguide, large jumps in transmission
are noticed, then the transmission decreases until the cut-off value of another mode is
reached and then another jump, and so on. Also, if the hole diameter is kept constant
and the thickness of the disk is varied, one notices sinusoidal variations in the transmis-
sion through the hole. The transmission of the hole for diameters less than the cut-off
diameter decreases exponentially as a function of thickness [22]. The same relation-
ships between transmission through the aperture and aperture dimensions are present
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Fig. 7. Basic structure of the SSMR.
with thick slits [23]. Thick slits behave like parallel plate waveguides and can be ana-
lyzed using a two-dimensional electromagnetic analysis.
Just like the SSMR, the SSMT is implemented using a spinning disk, only now the
disk has holes. Fig. 8 shows a conceptual sketch of the SSMT device. This device is
placed in the image plane of the imager and the image of the scene is formed on the
imaging window. The receiver is placed behind the disk and all the energy from the
image that passes through the holes is collected. At any given time the holes that are
found in the imaging window sample the image. A number of measurements are made
as the disk is rotated and the pattern of holes inside the imaging window changes. The
matched horn on the receiver ensures all of the energy that passes through the holes is
detected by the receiver. Alternatively, a lens can be placed behind the holes to focus
the energy into the receiver. Similar to the SSMR, the SSMT disk needs to be spun at
1800 rotations per minute for a 30 Hz frame throughput. For the implementation shown
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Fig. 8. SSMT device.
in Fig. 8, the linear dimension of the entire device ranges from two to three times the
linear dimension of the imaging window.
C.1. Optical systems for the SSMT
In contrast to the SSMR optical configurations, the SSMT configurations do not require
the extra optical path (from the SSMR to the receiver) because the receiver is placed
behind the rotating disk. Therefore , the SSMT may be placed in any optical configura-
tion where a focal plane array would be placed. An additional configuration that is not
possible (within set efficiency) with the SSMR is shown in Fig. 9. In this configuration
the illuminator and SSMT use the same optic, reducing the size and weight figures of
the system with a directed source. However, because of the beam splitter there is a 75%
(best case scenario) energy loss.
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Fig. 9. Possible optical configuration for the SSMT that uses a beam splitter to facilitate
the use of the same optic by the source and SSMT.
D. Modulation placement and size considerations
To scan the image that is formed on the imaging windows of the SSMR and SSMT,
the modulations (bumps or dips for the SSMR and holes for the SSMT) may be placed
in several configurations. For raster scanning, the modulations can be placed in a spi-
ral fashion as shown in Fig. 10. A disk with this configuration is known as the Nip-
kow disk [24]. It was used in the early years of television as a scanning device for
both recording an image and displaying it. In the Nipkow disk configuration, only one
modulation can be inside the imaging window at any time. This has implications for
the size of the disk. For example, if N pixels of size m millimeters are required in the
vertical direction and M pixels of size m millimeters in the horizontal direction, the
perimeter of the disk needs to be NMm millimeters. This corresponds to a radius of
NMm/2π millimeters. Putting this in the context of a 32x32 image with 1mm size pix-
els, the radius of the disk needs to be approximately 163mm or, five times the linear
size of the imaging window. For a 64x64 image the disk needs to be approximately 652
mm which is ten times the linear size of the imaging window, and so on. This is not
practical obviously.
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Fig. 10. Modulation for raster scanning, Nipkow disk.
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The raster scan configuration is also highly inefficient if the energy from that scene
that is detected at the receiver for each measurement is considered. Only the energy of
one pixel is reflected or transmitted to the receiver. This is important because due to
limited transmitter power the density of the submillimeter wave illuminating energy is
low.
The solution to the size reduction and energy efficiency is to increase the number of
modulations that are present in the imaging window at any one time, as shown in Fig.
11. Because the placement of modulations is not limited to certain locations, the size of
the device for the linear measurement implementation only needs to be slightly larger
than the linear dimension of the image. The energy that is detected by the receiver also
increases because more than one modulation reflect or transmit energy from the image
towards the receiver for a given measurement. This increases the received signal level
as compared to the raster scan configuration of the Nipkow disk.
With this configuration linear measurements are made on the image, and use those
measurements to reconstruct it. It will be evident in the next chapter that the raster
scan is a trivial case of these linear measurements. If the number of measurements on
the image is less than the number of its pixels, the reconstruction of the image can be
achieved through compressive imaging techniques. However, the compressive imaging
techniques are not suited for real-time imaging because the reconstruction algorithms
are time-consuming. An alternative method is to collect as many measurements as there
are pixels and solve the linear system of equations in parallel. The method for making
the required amount of linearly independent measurements with the spinning disk is
developed in Chapter 3.
E. Comparison of the SSMR and SSMT
Conceptually, the SSMR and SSMT perform the same job in an image space scanning
system in that they both scan the image. However, the energy cost and frequency ver-
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Fig. 11. Modulation for linear measurement scanning.
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satility, as well as the complexity of each, is different. Because of the extra optical path
that is required in the SSMR optical systems, the receiver collects less of the energy
from the scene as compared to the SSMT systems. Also, the SSMT systems can use
the optic more efficiently than the SSMR systems (e.g., see Fig. 5 and Fig. 9).
Another difference between the SSMR and SSMT is their frequency response. The
SSMR device is a single frequency device. The mechanism for absorption and reflec-
tion requires that the geometry of the structure (height of the bumps or depth of the
dips, the separation of the reflector and the resistive sheet) be wavelength-dependent.
This limits the use of this device, i.e., in a multi-frequency (multi-color) application.
The SSMT is less dependent on the frequency. For example, a hole of a certain di-
ameter can pass many frequencies above a certain frequency. Not all the frequencies
have the same transmission coefficient however, as the electromagnetic analysis will
show, they still have very high transmission. The SSMT can therefore be used in multi-
frequency systems.
The final difference between the two devices is their complexity. While they are both
simple devices, the SSMT is far less complex than the SSMR. Drilling a hole on disk
is far simpler than etching or casting the disk, depositing the dielectric, and evaporating
the resistive layer on it.
The SSMT has several advantages over the SSMR making it a prime candidate for
the experimentation of the linear measurement concept in the lab. The device can be
constructed from old hard drive parts using low precision machining tools. On the other
hand, the construction of the SSMR requires high precision parts and tools because its
functionality is based on critically set distance parameters. For these reasons, only the
SSMT was successfully implemented in the lab.
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3. Linear measurement image reconstruction
A. Introduction
In the previous chapter, the concept of performing linear measurements on the image
by way of placing many modulations inside the imaging window was introduced. This
concept is developed further in this chapter. The imaging problem is formulated math-
ematically and the resulting formulas are used in examples that illustrate raster and
linear measurement scanning and reconstruction with the spinning disk. The method-
ology of image acquisition and reconstruction using linear measurements on the image
through the spinning disk with many modulations is described in detail. An analysis
based on the condition number of the measurement matrix is presented. The analy-
sis shows that the ability of the modulated rotating disk to form linearly independent
measurements is strengthened by placing many modulations close to each other in a
random spatial configuration. The relationship between the fill factor of the measure-
ment pattern and the size of the holes and their separation is investigated. Lastly,
the ability of the rotating disk with many modulations to generate linearly indepen-
dent measurements for the reconstruction of images of 16x16, 32x32, 64x64 pixels is
demonstrated.
B. Mathematical formulation of image measurement and reconstruction
The function of an imager is to produce an image of N × N pixels from physical
measurements in the image plane. Usually, the physical measurement consists of an in-
tensity measurement but it can also be a complex field measurement or any other mea-
surable quantity. Ultimately, the pixel values will consist of the average intensity meas-
ured in a corresponding location in the image plane. If the pixel values of an N ×N
image are rearranged in a N2× 1 vector p, the imaging problem can be cast into a ma-
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trix equation of the form
m = M p (1)
where m is a vector the elements of which contain the values of the measurements, and
M is a full rank matrix that encodes the method of the measurement. This matrix is
called the measurement matrix. In this context, the imager has two functions: to col-
lect measurements as dictated by the measurement matrix and to reconstruct the pixel
values from the knowledge of those measurements and the measurement matrix. The




For raster scanning (see Fig. 10), the measurement matrix M is the identity matrix as
each measurement corresponds to the value of one pixel. For the measurement method
illustrated in Fig. 11, the measurement matrix will be representative of the location of
modulations inside the imaging window for each measurement. Raster scanning and the
linear measurement scanning with the spinning disk are illustrated in the next section.
C. Illustration of raster and linear measurement scanning
To illustrate Eq. (1), two simple examples will be used. Assume that a four pixel im-
ager is measuring the intensity in the image plane which is shown in Fig. 12. The
checker pattern has values of 1 and 0.5. The image plane will be scanned with the
spinning disks with non-uniformities for raster and linear measurement configurations
similar to those shown in Figs. 10 and 11. The raster scan measurement and image re-
construction is illustrated first.
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Fig. 12. Intensity in the image plane if the four pixel imager.
C.1. Raster scan measurement and reconstruction
To reconstruct a 2x2 image using raster scanning, four measurements are necessary.
Fig. 13 shows the positions of the raster (Nipkow) disk for each of the four measure-
ments. The disk is rotated so that for each measurement a non-uniformity is located
inside the imaging widow and over one of the pixel positions. The measurement matrix
for this example is
M =

0.7 0 0 0
0 0.7 0 0
0 0 0.7 0
0 0 0 0.7

(3)
Each of the rows of the matrix corresponds to one measurement. Each of the columns
corresponds to one of the pixels. The first row of 3 indicates that 70% of the first pixel
and 0% of all the other pixels are contributing to the measurement. The values 70%
and 0% correspond to the fraction of each pixel that is intersected by a non-uniformity.
The other rows represent the fraction of each pixel intersected by a non-uniformity
for the other three measurements. Since only one non-uniformity is located inside the
imaging window for each measurement, and that non-uniformity intersects only one
pixel, the normalized M will be simply the identity matrix. The measurement vector for
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(a) Position of the disk for measurement 1 (b) Position of the disk for measurement 2
(c) Position of the disk for measurement 3 (d) Position of the disk for measurement 4
Fig. 13. Raster scan measurements with the spinning disk.
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The reconstructed image is shown in Fig. 14.
Fig. 14. Reconstructed image.
C.2. Linear scan measurement and reconstruction
The image plane intensity of Fig. 12 is scanned with the linear measurement disk
which contains many non-uniformities placed in a random fashion. The positions of
the disk relative to the imaging window for each of the four measurements are shown
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in Fig. 15. In this case more than one non-uniformity is located inside the imaging win-
dow and the intensity from many parts of the imaging window is measured.
The measurement matrix for this case is
M =

0.05 0.4 0.7 0.6
0.1 0.19 0.42 0.71
0.4 0.0 0.2 0.42
0.25 0.2 0.5 0.15

(6)
and is obtained in the same way as the raster scan measurement matrix. The measure-














where each entry corresponds to one measurement. Because the linear measurement
case is slightly more complicated than the raster scan, the casting of the measurement
matrix and measurement vector is illustrated again by the following equations
0.05p1 +0.4p2 +0.7p3 +0.6p4 = m1 = 1.2 (8)
0.1p1 +0.19p2 +0.42p3 +0.71p4 = m2 = 1.115 (9)
0.4p1 +0.0p2 +0.2p3 +0.42p4 = m3 = 0.92 (10)
0.25p1 +0.2p2 +0.5p3 +0.15p4 = m4 = 0.75 (11)
Eq. (8) captures how much of each pixel is contributing to the measured value, m1.
For this case, 5% of pixel 1, 40% of pixel 2, 70% of pixel 3, and 60% of pixel 4, are
adding up to the measured value of intensity 1.2. Eqs. (9) - (11) pertain to the other
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(a) Position of the disk for measurement 1 (b) Position of the disk for measurement 2
(c) Position of the disk for measurement 3 (d) Position of the disk for measurement 4
Fig. 15. Linear measurement scan with the spinning disk.
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measurements and have the same meaning as Eq. (8). The coefficients in front of p1
through p4 for each of the measurements correspond to the measurement matrix ele-
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The reconstructed image is shown in Fig. 14. This is the same image that was obtained
with the raster scan.
D. Detailed description of the linear measurement method for image measurement and
reconstruction
The linear measurement method for image measurement and reconstruction was illus-
trated in the previous section with the simple example of the 2x2 imager. In this section
that method is described in detail for the two-dimensional imager and for a line imager.
D.1. The two-dimensional imager
As an alternative to raster scanning (with the modulated rotating disk), a scanning
method that makes linear measurements on the image was introduced in Chapter 2.
This method allows more modulations to be placed inside the imaging window at any
time and therefore reduces the size of the disk. The other advantage of this method is
that it allows the receiver to see more of the scene which increases the signal level to
be detected for each measurement. This, of course, comes at a cost. The complexity of
image reconstruction is increased. If the number of measurements is allowed to be the
same as the number of pixels in the image and each row of the measurement matrix is
independent of the others, the image can be reconstructed simply by solving the system
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of linear equations as it was demonstrated in Section C. In this case, the complexity
translates to some extra computational electronics i.e., extra Field Programmable Gate
Arrays, that are used to solve the system of equations in parallel to facilitate real-time
image reconstruction.
The following discussions in this chapter will refer to the holes of the SSMT, but
they apply equally to the bumps or dips of the SSMR. The SSMT imager that will be
discussed is shown in Fig. 16a. Fig. 16b shows the imaging window with the pixel di-
visions. The pixel divisions are conceptual and not physical. This means that the imag-
ing window can be divided into N2 square blocks of any size (determined by N and
the size of the window) to form a N ×N pixel image. Therefore, in theory any pixel
resolution can be achieved, but in practice this is limited by the number of linearly in-
dependent measurements that can be made in one revolution of the disk.
In terms of Eq. (1), the elements of m contain the measurement values corresponding
to each pattern of holes in the imaging window as the disk is rotated. The values of the
elements of M will be determined by the hole patterns inside the imaging window and
the pixel divisions. Each row on the measurement matrix corresponds to one pattern of
holes in the imaging window and is to be registered with the measurement values mn
corresponding to that pattern. Each entry (column) in the rows corresponds to a pixel.
The numerical value of each entry is the portion of the pixel corresponding to that en-
try that is transmitted through the hole. The numerical value for each entry is calculated
as the ratio of the intersection area of the pixel block with the holes inside the imaging
window to the area of the pixel block. The vector p contains the unknown pixel values.
The patterns of holes on the disk are repeated for each rotation. Therefore, the image
plane must be scanned in one rotation of the disk meaning that one image frame will
correspond to each full rotation. The series of measurements mn, elements of m, can
be collected at the same rotational positions of the disk for each image frame. Hence,




Fig. 16. Conceptual sketch of the two-dimensional SSMT device and pixel block divi-




need to be computed only once. For each rotation of the disk, after a full set of
measurements is made and the entries of the measurement vector m are known, the im-
age can be reconstructed by solving Eq. (2). Eq. (2) can be solved in parallel because
each entry of p can be computed simply through addition and multiplication operations
on the elements of M
−1
and m, which are known. As mentioned previously, if the disk
is rotated at a constant rate of 1800 rotations per minute the imager will produce im-
ages at a video rates of 30 frames per second.
What has been assumed so far in the discussion is that there exists a way to make as
many linearly independent measurements in one revolution of the disk as there are pix-
els to be reconstructed. To give some perspective, a 32x32 pixel image requires 1024
measurements, a measurement for each 2π/1024 radians. This is achieved by placing
the holes on the disk in a random fashion. As will be shown by the graphical simula-
tion next in this chapter, this method of measurement matrix formation is capable of
providing many linearly independent measurements. This is due to the random pattern
of holes, their circular shape and the square shape of the pixel, and their circular mo-
tion with respect to the center of the disk. These provide enough degrees of freedom to
generate different measurement matrix rows even for very small changes in rotational
positions (2π/1024 radians).
D.2. The line imager
As a first step in the experimental validation of the concept, a line imager was built
in the lab. This line imager will be presented in Chapter 7 (see Fig. 17 for a sketch).
Aside from being a less complex version of the two-dimensional imager, the line im-
ager is also useful in many applications. For example, it can be used in profiling sensor
applications [25]. It can also be used as a component in a scanning system such as the
one built in [6] to alleviate the lateral scanning that is responsible for the low frame
rate.
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For the line imager, an appropriate pixel block can have the shape of an area ele-
ment on the r− θ plane of a cylindrical coordinate system as shown in Fig. 17b. For
this implementation, the entries of the measurement matrix can be calculated using ge-
ometric formulas [26], given that the centers of each hole (rm, θm) with respect to the
revolution axis, their diameters, and the angular extent of the pixels (θp) are known.
Each pattern of holes in the imaging window corresponds to one row of the measure-
ment matrix. Different patterns are obtained at different rotational positions of the disk.
For each pixel, the area of intercept of that pixel with the holes inside the imaging win-
dow is determined. The ratio of the area of intercept to the area of the pixel becomes
the numerical entry on the row of the measurement matrix corresponding to that pattern
and pixel.
Other configurations are possible for the line imager. For example, the slit can be
straight and the holes can be placed in several radii so that each part of the slit is inter-
cepted at least once by a hole. This can be achieved simply by shrinking the imaging
window of the two-dimensional imager to a slit. In this case, the pixel division is simi-
lar to that of the two-dimensional imager and the measurement matrix is calculated the
same. The radial slit version was chosen over the straight slit because it allows raster
scanning to be performed. From a testing point of view, this provides a reference for
the image reconstructed from the linear measurements.
E. Condition number and fill factor analysis
The following analyses investigate the ability of the spinning disk implementation to
generate linearly independent rows for the measurement matrix with low error propaga-
tion and its ability to provide large parts of the scene signal to the receiver. These are
investigated as a function of the hole diameter and minimal hole separation. The ability
to form linearly independent rows of the measurement matrix with low error propaga-




Fig. 17. Conceptual sketch of the line imaging device and the pixel block divisions for the
line imager.
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The condition number of the measurement matrix is compared against the condition
number of randomly generated matrices of the same size. The ability to provide large
parts of the scene signal to the receiver is quantified using the fill factor of the imag-
ing window as a metric. Ideally, a small condition number and a large fill factor are
desired.
E.1. Condition number analysis
This analysis illustrates the dependence of the condition number of the measurement
matrix on the number of random holes inside the imaging window. The number of
holes that can be placed in a limited space, i.e., the image window, is determined by
the dimensions of the holes and the minimal separation between any two holes. The
condition number of the measurement matrix indicates how noise is propagated in the
reconstruction process [27] and is given by Eq. (13).
κ =
∥∥∥M∥∥∥∥∥∥∥M−1∥∥∥∥ (13)
With respect to Eq. (2), κ sets an upper bound on the reconstruction error due to an





The condition number is always greater than one, with one being the lower limit sig-
nifying a well-conditioned matrix, and infinity signifying a singular matrix. The condi-
tion number is a pessimistic estimate of the error propagation since error propagation
depends on the nature of the noise [27]. However, a smaller condition number always
indicates lower error propagation than a large condition number, and therefore it can be
used for relative comparisons of measurement matrices.
To investigate the performance of the reconstruction process as a function of the
number of holes inside the imaging window, the line imager of Fig. 17b was simu-
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lated. There are several reasons for choosing to investigate the line imager instead of
the two-dimensional imager. First, only a relationship between the condition number of
the measurement matrix and the number of holes in the window is being investigated
and as a result, the simulation of the line imager should give the same results as the
two-dimensional imager. Secondly, the line imager contains less pixels so less com-
putational time is needed. Thirdly, because the line imager simulation is not as time-
consuming, many simulations can be run and the results can be observed over averages
with higher confidence. Finally, the line imager was built in the laboratory; therefore,
the analysis is not just a simplification of a two-dimensional images but applies to a
device that was built and experimented.
The parameters chosen for this simulation are indicative of the parameters of a re-
alistic imager with an operating wavelength 500µ . The line imager image window is
divided into twenty pixels of equal angular extent φp = π/200. The angular extent of
each hole was about π/170, corresponding to a hole diameter of 1 mm (2λ ) positioned
at a radial distance from the center of revolution of about 58mm. The choice of 20
pixels of angular extent φp = π/200 ensured that the imaging window is not severely
curved at the radial position of 58mm. The large extent of the holes ensured that the
pixels were fully covered at some positions of the disk. The radial distance of 58mm
keeps the overall size of the imager to less then 15cm. The holes were positioned at a
random angular distance from each other on the constant radius. The random angular
distance was generated as follows
θs = nθm +Θ (15)
where θs is the angular separation distance, θm is the angular extent of the holes, n is a
number between 0.1 and 6, and Θ is a uniformly distributed random variable that takes
values between 0.1θm and 6θm. The term nθm determines the minimum angular separa-
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Fig. 18. Ratio of well-conditioned measurement matrices to total number of measurement
matrices.
tion distance between two holes. The range from 0.1θm and 6θm for the minimum sep-
aration distance simulates situations in which the number of holes inside the window is
anywhere between 14 and 2. A sequence of 30 holes was generated. Three hundred and
eighty measurement matrices were calculated as the patterns moved across the imaging
window and their condition number was recorded. Each measurement matrix had di-
mensions of 20x20 because there were 20 pixels. For a given minimum separation dis-
tance, not all of the calculated measurement matrices were well-conditioned. The ratio
of well-conditioned measurement matrices to the total number of measurement matri-
ces was calculated for each minimum separation distance nθm. The results are shown in
Fig. 18.
A well-conditioned matrix was defined to have a condition number,κ , of less than
250, 500, 1000, and 2000. Four different limits were investigated. The limits are re-
spectively a quarter, half, one, and two, times the average condition number of a 20x20
matrix with random elements. Fractions and multiples of the average condition num-
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ber of a randomly generated matrix were used as limits as the method uses a random
placement of holes to obtain linearly independent measurement matrices.
For all the limits, the plot in Fig. 18 shows that the number of well-conditioned
measurement matrices that can be generated given a random placement of holes, is
larger when the separation between adjacent holes is small, i.e., the number of holes
in the imaging window is large. This result is to be expected since the variation in the
patterns increases as the number of the holes inside the imaging window increases.
One infers from the result of Fig. 18 that the number of possible well-conditioned
measurement matrices can be increased by decreasing the size of the holes so that more
of them can be placed in the imaging window. However, both the size of the holes
and their minimum separation distance are limited by the physics of the structure. As
it is shown by the electromagnetic analysis and also in [22] and in [28], choosing a
smaller hole diameter limits transmission through the hole and some diameters have
better transmission than others. Also, as the holes are placed closer to each other, mu-
tual coupling between the holes adversely affects the linearity of the mask assumed by
Eq. (1) and Eq. (2). These same effects are observed for thick slits [23].
E.2. Fill factor analysis
Another important aspect of the spinning disk implementation is the average modula-
tion fill factor of the imaging window. The average modulation fill factor refers to the
portion of the image formed on the imaging window that is being received by the re-
ceiver for each measurement. The fill factor is important because it dictates how close
the SSMT or SSMR comes to achieving the efficiency of the focal plane array. A large
fill factor means more signal per measurement and a small fill factor means less signal
per measurement.
If there is a limit to how close the holes can be placed with respect to each other
(the separation distance measured from edge to edge), this limit will be one of the con-
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trolling parameters for the fill factor. The larger the separation distance is the smaller
the fill factor will be. The other parameter is the size of the hole. The larger the hole is
the larger the fill factor will be. However, as it was shown in the analysis above, many
small holes produce better conditioned measurement matrices than fewer large holes.
A quantitative investigation of how the fill factor depends on the radius of the hole and
the minimum separation distance is presented below.
Consider Fig. 19. The sketch to the left illustrates the derivation of the formula for
the fill factor of a line imager with a straight slit. Assume that the area of the imaging
slit is divided into rectangular segments with sides 2r+ s and 2r where r is the radius
of the holes and s is the edge to edge minimum separation between holes. The best
possible fill factor (that is if all the holes are separated by the minimum distance) is the
ratio of the area of the rectangle occupied by the holes over the area of the rectangle;
therefore the best possible fill factor, ffL, for the line imager for holes of radius r and





Eq. (16) approximates the best possible fill factor for a radial slit line imager as well if
the slit is not severely curved.
For the two-dimensional imager the best possible fill factor ff2D is calculated by di-
viding the imaging window into hexagons as shown in the right sketch of Fig. 19. Each
hole of radius r is separated by a distance s from its neighbors. The fill factor is cal-
culated as the area of the hexagon occupied by the holes over the area of the hexagon,






For the line imager in the limit as r grows large the fill factor tends towards π/4, while




Fig. 19. Sketches used in the calculation show the best possible fill factors for the line
imager and two-dimensional imager.
A contour plot of the fill factor versus hole radius and minimal separation aids in the
design of the disk. The plot is shown in Fig. 20 for the line imager and in Fig. 21 for
the two-dimensional imager.
E.3. Summary of the analyses and design procedure
These analyses show: 1.) small holes and minimum separations result in better condi-
tioned measurement matrices, 2.) large holes and smaller minimum separations result in
better fill factor. The engineering challenge rests in finding the hole size and separation
that satisfies the requirements of a well-conditioned measurement matrix and a large
fill factor. Yet another requirement that comes from the electromagnetic analysis of the
structure is that the holes be separated by a minimal distance. Once the minimum ra-
dius and separation distance are determined from the electromagnetic analysis, plot 20
for the line imager and plot 21 for the two-dimensional imager can be used to design
the disk patterns for the desired fill factor. With the values of the radius and minimal
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Fig. 20. Fill factor versus hole radius and minimum separation distance for the line im-
ager.
Fig. 21. Fill factor versus hole radius and minimum separation distance for the two-
dimensional imager.
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separation, a random pattern is generated and the resulting condition number is deter-
mined by forming the measurement matrix for that pattern. If the condition number
does not satisfy the desired criteria, a new hole radius is chosen at the expense of the
fill factor. The procedure is repeated until a satisfactory design is obtained.
F. Measurement matrix for two-dimensional imagers of various sizes
Although the limiting design parameters for the holes on the disk have not been spec-
ified yet, it is fitting at this point to demonstrate the ability of the spinning disk with
many modulations to generate linearly independent measurement matrix rows for the
two-dimensional imager. The parameters of design are the minimal radius of the holes
and the minimum separation distance between any two holes. These parameters will be
determined through the electromagnetic analysis. For now, assume that the minimum
separation distance is 2λ , the radius of the holes is 1λ , 2λ , and 4λ , and images are
of sizes 16x16, 32x32, and 64x64 pixels. All of the images span the same spatial lo-
cation. This means that the 32x32 pixel image is an up-sampled version of the 16x16
pixel image. This will also demonstrate the nice feature of this method that is, its in-
dependence of pixel size (recall that the pixels are conceptual blocks). For each of the
nine cases the number of measurements per rotation is twice the number of pixels in
the image. This allows the generation of many measurement matrices all with varying
condition numbers. For each radius a pattern of random holes is generated. This pattern
is used for all three of the image sizes. Also, the fill factors of each configuration are
calculated.
Fig. 22 shows a generated drawing of the disk with holes of radius 1λ with an imag-
ing window divided into 256 pixels (16x16). The other disks are of similar size but the
diameter of the holes, the number of pixels inside the imaging window, and the pat-
tern of pixels inside the window are different. The area of intersect between the pixel
blocks and the holes was calculated numerically by placing 10,000 equally spaced
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Fig. 22. Random hole pattern on disk with an imaging window of 16x16 pixels, holes
have radius 1 wavelength.
points inside the pixel blocks, then computing the distance of each from the centers
of the neighboring holes and counting the points that fall inside the holes. This method
of calculation has both computation time and accuracy implications. The calculation of
the 4096 measurement matrices for the 64x64 image took 270 hours to complete on the
High Performance Computing Center.
The results of the simulations are shown in Table 1. For each image size, a limit-
ing condition number value was chosen based on a value comparable with (twice) the
condition number of a randomly generated matrix of the same size. The fraction of
measurement matrices with an acceptable condition number κ is the number of matri-
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ces with a condition number lesser or equal to the limiting κ value over the total num-
ber of matrices that were generated for each case. The minimum κ value is simply the
minimum condition number of all the matrices generated for that case. The actual fill
factor and best possible fill factor are shown as well.
The results of Table 1 are in agreement with the conclusions from the line imager
condition number analysis (see Fig. 18 and accompanying discussion). As the diver-
sity in the imaging window decreases, so does the possibility of finding a well-behaved
measurement matrix. The diversity is related to the number of holes, radius of the
holes, and minimum separation of the holes. Another factor that affects the results is
the decreasing accuracy of the numerical method that is used for the calculation of the
measurement matrices as the angle between measurements decreases. As expected from
the interpretation of Fig. 21, the fill factor increases with hole diameter for a fixed min-
imum separation distance. The observed fill factor is a little bit more than half the max-
imum possible fill factor; this is due to the random placements of the holes and the as-
sumption in the derivation of the fill factor formula that all holes are equally spaced
by the minimum distance. Other patterns can be found with higher fill factors. Even
when the holes are much larger than the separation distance a well-behaved measure-
ment matrix exists. The condition number results are pessimistic because a random pat-
tern can be found that has a lower condition number. The measurements were chosen
in a consecutive fashion so that, for example, for the 16x16 image, the 1st and 256th
measurements were part of the first measurement matrix and the 2nd and 257th were
part of the second measurement matrix and so on. They can also be chosen in a dif-
ferent manner to minimize the condition number, for example the 1st, 3rd, 4th, 7th, etc.,
until 256 measurements are collected. Another important result is that measurement
matrices can be generated from the same hole pattern for different pixel resolutions,



























































































































































































































































































































































































illustrates the flexibility of the measurement method to adapt to a desired resolution
without changes in hardware.
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4. Electromagnetic analysis methods
A. Introduction
In this chapter, the electromagnetic analysis methods for the structures of interest are
described. The three-dimensional analysis is presented first and the two-dimensional
analysis is presented as a simplification of it. The derivation of the integral electromag-
netic equations is based on the derivation by Tai [29] . The equations are made specific
to the SSMR and SSMT structures by applying the boundary conditions for the resis-
tive sheet and the incident field. For the three-dimensional case, the incident field is an
elliptically polarized tapered Gaussian beam given by Braunisch [30]. The far fields are
derived using the stationary phase approximation [31] for the incident field and the far
field approximation for the scattered field.
B. Three-dimensional analysis
Because of the nature of the incident field which contains all three vectorial compo-
nents it is necessary to formulate the scattering problem using the vector wave equation
and the vector Green’s function. The derivation will follow Tai [29].
B.1. Problem statement
A three-dimensional structure composed of perfectly conducting material and/or a resis-
tive sheet is located in the center of the geometry. This structure is finite in extent and
is illuminated from the z > 0 direction with a Gaussian tapered beam that contains both
horizontal and vertical polarizations. The power transmitted and reflected by the struc-
ture as a function of the structure’s shape is the quantity of interest. The powers are
calculated by the knowledge of the far incident and scattered fields. The incident fields
in the vicinity of the structure are known and the far fields need to be calculated. The
scattered fields in the vicinity are calculated from the currents that are induced in the
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structure by the incident field. The currents are the elementary unknown. For the pur-
pose of developing the electromagnetic equations that will be used to solve for the un-
known currents, the structure is assumed to be an open scatterer. The opened scatterer
can be extended and deformed to adhere to the structures of interest. The geometry is
presented in Fig. 23.
B.2. Electric field integral equations for the source-free medium
The electric and magnetic fields have a time dependence of e−iωt , where ω = 2π f is the
temporal frequency in rad/s. The time harmonic Maxwell’s equations in a source-free
medium are given by
∇×E(R) = iωµ0H(R) (18)
and
∇×H(R) =−iωε0E(R) (19)
where the time dependence has been suppressed in the notation, R = xx̂ + yŷ + zẑ is a
vector in Cartesian space, x̂, ŷ, ẑ, are unit vectors in the space, and the gradient operator,











Substituting Eq. (18) in Eq. (19) results in
∇×∇×E− k2E = 0 (21)
where k2 = ω2ε0µ0 is the free space wave number.















where P = E and Q = G
0
· â, with â an arbitrary constant unit vector that is inserted to
convert the dyad into a vector. The unit vector â is canceled later in the development of
the equations. The integrals are over a volume V that is enclosed by the surface S. The
free space Green function dyad G
0
is given by [29]
G
0








where I = x̂x̂+ ŷŷ+ ẑẑ, is the unit dyad (or idem factor).





(R,R′) = Iδ (R−R′) (24)












Letting P = E and Q = G
0












where n̂ is the outward normal to S. The details of this derivation are given in Appendix
A.
B.3. The scattering problem
The scattered fields in the far field of the structure are desired. These fields are radiated
by the currents that are induced in the structure by the incident field. Let the total electric
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field everywhere in space be composed of the incident and scattered fields
E(R) = E i(R)+Es(R) (27)
The incident field, E i(R), is due to a source located outside of the volume V and is de-
fined as the field due to that source everywhere in space independent of any scatterers.
The scattered field Es(R) is radiated by the currents on the surface of the scatterer and








Both the incident and scattered fields satisfy the wave equation of Eq. (21).
Consider the scattering geometry in Fig. 23. The surface of the scatterer is denoted by
Ss and is enclosed by the surface contours S+s and S
−
s . The Electric Field Integral Equa-
tion (EFIE) is obtained as follows. The electric field integral equation for the source-
free medium of Eq. (26) is applied to the scattered field in the volume V+enclosed by
S+s , Sc, and S
+
∞ . The radiation condition given by Eq. (28) is applied. The integral over











Similarly, Eq. (26) is applied to the incident field in the volume V−enclosed by S+s , Sc,
and S−∞ . If the incident field originates at the +∞ hemisphere, outside of S
+
∞ , and has fi-
nite extent on the contours S+s and Sc (the field goes to zero as Sc goes to infinity in both
directions), then it will satisfy the radiation condition on S−∞ . This is true because the in-
cident field enters V− through S+s and Sc. If it is assumed that it has a finite value at those
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Fig. 23. Cross-section cut of the three-dimensional scattering geometry.
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contours then it is radiating towards S−∞ (it has finite energy). Applying the radiation con-











The sign difference between Eq. (29) and Eq. (30) accounts for the change in the direction
of integration so that n̂ is the same in both equations; n̂ is the outward pointing normal
to S+s , pointing away from V
+. Adding Eq. (29) to Eq. (30) and subtracting E i(R), R ∈
V−+V+ results in (following G
0







iωµ0(n̂× (Hs +H i)) ·G0 (31)
























Similarly, Green’s theorem of Eq. (26) is applied to the total field in the volume
V−enclosed by S−s , Sc, and S
−
∞ . Applying the radiation condition to the scattered and in-

















Where the normal n̂ is the same as in Eq. (32), outward pointing normal to V+.
Introducing the normal n̂′, inward pointing normal to V+, rewriting Eq. (32) and Eq.
(33) with n̂′ instead of n̂, multiplying Eq. (32) by −1, and adding with Eq. (33) as the con-
tours S+s and S
−









ds′ = E(R) R ∈V−∪V+










Eq. (35) gives the scattered field in the volumes V− and V+ in terms of the fields on the
scatterer surface Ss. This equation is made more specific by applying the boundary condi-
tions on the scatterer.
B.4. The boundary conditions
Assuming that the scatterer (an open body) is a resistive sheet, the boundary condition are
given by [32, 33]
n̂′× n̂′× (E++E−) =−2ZJs (36)
n̂′× (E+−E−) = 0 (37)
n̂′× (H+−H−) = Js (38)
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If on the other hand the scatterer is a perfect electric conductor, the boundary conditions
are given by [32]
E+ = E− = 0 (39)
n̂′× (E+−E−) = 0 (40)
n̂′× (H+−H−) = Js (41)
Comparing Eqs. (36)-(38) to Eqs. (39)-(41) it is asserted that the resistive sheet boundary
conditions can be generalized to the perfect electric conductor boundary conditions sim-
ply be setting the resistivity to zero. Setting the resistivity to zero breaks the assumptions
used to derive the boundary conditions for the resistive sheet [34]. However, since Eqs.
(36)-(38) take the form of Eqs. (39)-(41), it is done here for mathematical convenience.
B.5. The electric field integral equation for a medium with sources










ds′ R ∈V−∪V+ (42)
Using Eq. (23) in Eq. (42), applying dyad properties of the Green function (see Tai [29],
p. 52 equations 23 and 24) results in











ds′ R ∈V−∪V+ (43)
Eq. (43) is used to find the scattered field in the volume V once the surface currents are
known.
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Using Eq. (43) in Eq. (27) produces











ds′ R ∈V−∪V+ (44)
Evaluating Eq. (44) on the boundary and applying the boundary conditions results in
n̂′×E i(R) = n̂′×









 R ∈ Ss (45)
Eq. (45) is one form of the EFIE and is solved using the Method of Moments in terms of
the unknown surface currents when the incident field on the surface is known. The details
of this derivation are given in Appendix C.
B.6. The incident field
To solve Eq. (45), the incident field needs to be specified on the surface of the scatterer.
Considering the purpose of the structures that are being analyzed and the metrics needed
to analyze them, a Gaussian tapered field was chosen. Gaussian tapering is convenient for
several reasons. It makes possible the calculation of the field transmitted by the structure
because the incident field is effectively finite, in spatial extent, at the structure. It mini-
mizes the erroneous effects of a finite structure since the incident field at the ends of the
structure tends toward zero. It can be used to simulate the diffraction-limited image of one
or more point sources because of its similarity with the Sombrero function. This allows
the simulation of the structure of interest as part of an imaging system and is very use-
ful when analyzing the resolution properties of the system. The incident field from Brau-
nisch [30] is used. This incident field is an elliptically polarized Gaussian tapered field










Eq. (46) is an exact solution to Maxwell’s equations and represents a superposition of 2-D
spectrum of plane waves that are incident upon the x− y plane from z > 0. In Eq. (46),








0≤ kρ ≤ k
kρ > k
(47)
where k is the free space wave number. The spectrum ψ(kρ) contains information of the
footprint of the incident pane on the x−y plane and its direction of incidence, and e(kρ) is






−g2|kρ − kiρ |2/4
]
(48)
where g is the tapering factor determining the spread of the Gaussian footprint on the x−y
plane and kiρ determines the direction of incidence. In terms of the polar and azimuthal
angles of incidence θi and φi, the direction of incidence is written as
kiρ = x̂kix + ŷkiy = k sinθi(x̂cosφi + ŷsinφi) (49)
The polarization vector e(kρ) is given by























eh(kρ) = ei · ĥ(kρ) (53)
ev(kρ) = ei · v̂(kρ) (54)
ei = Ehĥ(kiρ)+Evv̂(kiρ) (55)
(Eh)2 +(Ev)2 = 1 (56)
Eh and Ev describe the polarization (elliptical polarization) of the central plane wave.
The incident field on the surface of the scatterer is computed by applying variable
transformations to the wave vectors and integrating. The details of this procedure are








dθ k2 sinθ cosθ ×
exp{ik [(x− xn)sinθ cosφ +(y− yn)sinθ sinφ − (z− zn)cosθ ]}×
ψ(θ ,φ)e(θ ,φ) (57)
Multiple beams, i.e., the image of two point sources, are obtained by superimposing sev-
eral spatially shifted beams
E i = ∑
n
E i(R−Rn) (58)
B.7. The far incident field
The far incident field is calculated from Eq. (46) using the method of stationary phase
for double integrals as presented in Mandel and Wolf (p. 133) [31]. The details of this
calculation are also given in Appendix E. For z > 0, and 0 < θs < π/2, 0 < φs < 2π , the
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0 < θs < π/2
π/2 < θs < π
(61)
is the far incident field amplitude and it is assumed that 0 < φs < 2π .
If the beam is spatially shifted and centered at (xn,yn,zn), then




exp [−ik (xn sinθ cosφ
+yn sinθ sinφ
−zn cosθ)]θ=−θs,φ=φs
exp [−ik (xn sinθ cosφ
+yn sinθ sinφ
−zn cosθ)]θ=θs−π,φ=φs−π
0 < θs < π/2
π/2 < θs < π
(63)
The far incident field will be of the form
E i = θ̂Eθ i + φ̂Eφ i (64)
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The only direction dependence in the incident field is due to the vector function e(θ ,φ),
which is given in Cartesian directions and can be converted to spherical directions using
the relationships
eθ = cosθ cosφex + cosθ sinφey− sinθez (65)
eφ =−sinφex + cosφey (66)
B.8. The far scattered field
Just like the far incident field, the far scattered field will be of the form
ES = θ̂Eθs + φ̂Eφs (67)
This far field is obtained by approximating Eq. (43) for the large argument |R−R′| and
making the far field approximation. The details of the derivation are given in Appendix F.

















is the far scattering field amplitude. The unit vector ô is in the direction of the observation
and is given by
ô = x̂sinθ cosφ + ŷsinθ sinφ + ẑcosθ (70)
Note that (Js(R
′)− ôô · Js(R′)) corresponds to the components of Js(R′) which are per-
pendicular to ô, (also, Js(R
′)− ôô · Js(R′) = −ô× ô× Js(R′) by applying the “bac-cab”
rule). These components correspond to θ̂ and φ̂ components of the far field, therefore the
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far field can be written in terms of those components as
Es(r,θ ,φ) = θ̂Esθ (r,θ ,φ)+ φ̂Esφ (r,θ ,φ) (71)
where




















′) is evaluated in Cartesian coordinates, the θ and φ components from its x, y, z,
components through the coordinate transformations
Jθ = cosθ cosφJx + cosθ sinφJy− sinθJz (74)
Jφ =−sinφJx + cosφJy (75)
B.9. Power conservation
The conservation of power is given by Poyinting’s theorem for harmonic fields [35]. As-











S · n̂ds = 0 (76)
where J is the current of the sources inside the volume v enclosed by the surface s and in
the surface s, we and wm are the harmonic electric and magnetic energy densities defined
below, S is the complex Poyinting vector also defined below, and n̂ is the unit normal
pointing outward to s. The harmonic electric and magnetic energy densities for isotropic
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The real part of Eq. (76) gives the conservation of energy for the time-averaged quantities
and the imaginary part gives the reactive or stored energy and its alternating flow [35].
For the structures of interest the energy is either dissipated or radiated so the energy con-
servation equation is given by the real part of Eq. (76). For structures composed of resis-
tive sheets Eq. (77) and Eq. (78) will have real and imaginary parts, the real parts being










When the structure is a perfect electric conductor the non-radiative losses in the volume







indicating that the energy into the volume through the surface contour s is equal to the en-
ergy out of the volume. Eq. (80) and Eq. (81) result in the following energy conservation
statement
PI = PA +PT +PR (82)
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dφ |F i +Fs|
2 (85)







Although the three-dimensional analysis provides a very good approximation for the
behavior of the structure, it is computationally intensive. A two-dimensional analysis
can give insight into the physics of the device without all the computational burden.
The two-dimensional analysis assumes an invariant dimension which means that holes
are simulated as infinite slits, and circular bumps are simulated as infinite strips. This
is not an unacceptable approximation because for the purposes of this work’s analysis,
holes and slits, and circular bumps and strips, behave the same qualitatively. The analy-
sis is based on [33, 34].
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C.1. Problem statement
A two-dimensional structure invariant in the z direction and composed of perfectly con-
ducting material and/or a resistive sheet is located in the center of the geometry. This
structure is finite in extent and is illuminated from the y > 0 direction with a Gaus-
sian tapered beam with E-polarization, the electric field is z-directed and invariant in
the z direction. The power transmitted and reflected by the structure as a function of
the structures shape is the quantity of interest. The powers are calculated by the knowl-
edge of the far incident and scattered fields. The incident fields in the vicinity of the
structure are known and the far field needs to be calculated. The scattered fields in the
vicinity are calculated from the currents that are induced in the structure by the incident
field. The currents are the elementary unknown. For the purpose of developing the elec-
tromagnetic equations that will be used to solve for the unknown currents, the structure
is assumed to be an open scatterer. The opened scatterer can be extended and deformed
to adhere to the structures of interest. The geometry is shown in Fig. 24.
C.2. Electric field integral equations for the source-free medium
Similar to the three-dimensional analysis the electric and magnetic fields have a time de-
pendence of e−iωt . Since the electric field is invariant in the z-direction and is z-directed
its other components are zero. It can be shown that all the non-zero components of the
magnetic field can be found from it and that the z component of the electric field satisfies
the scalar wave equation [34]. The scalar wave equation is obtained by using the vector
identity A×B×C = B(A ·C)−C(A ·B) in Eq. (21) and pulling out the z component
∇
2Ez + k2Ez = 0 (87)
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Eq. (87) is transformed into an integral equation by using the scalar form Green’s theo-

















where P = EZ and Q = G. The integrals are over a surface S that is enclosed by the con-









where H10 (·) is the Hankel function of the first kind. The two-dimensional Green function
satisfies the wave equation
∇
2G(R,R′)+ k2G(R,R′) = δ (R−R′) (91)











In a manner similar to the three-dimensional formulation, letting P = Ez and Q = G in














C.3. The scattering problem
Just like the three-dimensional case, the scattered fields in the far field of the structure are
desired. These fields are radiated by the currents that are induced in the structure by the
incident field. Let the total electric field everywhere in space be composed of the incident
and scattered fields
Ez(R) = Ei(R)+Es(R) (94)
The incident field, Ei(R), is due to a source located outside of the surface S and is defined
as the field due to that source everywhere in space independent of any scatterers. The
scattered field Es(R) is radiated by the currents on the surface of the scatterer and satis-











Both the incident and scattered fields satisfy the wave equation of Eq. (87).
Consider the scattering geometry in Fig. (24). The surface (contour) of the scatterer
is denoted by Cs and is enclosed by the contours C+s and C
−
s . The EFIE for the two-

















dl′ = Ez(R) R ∈ S−∪S+ (96)
















dl′ R ∈ S−∪S+ (97)
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Fig. 24. Geometry for the two-dimensional scattering problem.
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Eq. (97) gives the scattered field in the surfaces S− and S+ in terms of the fields on the
scatterer contour Cs. This equation is made more specific by applying the boundary condi-
tions on the scatterer.
C.4. The boundary conditions




z = ZJz (98)







where Jz is the z-directed current on the contour and Z is the resistivity of the sheet. Mak-
ing the same observation as for the three-dimensional case the boundary conditions for a
perfect electric conductor contour are given by Eqs. (98) through (100) with Z = 0.
C.5. The electric field integral equation for a medium with sources







dl′ R ∈ S−∪S+ (101)
Eq. (101) is used to find the scattered field in the area S once the z-directed surface cur-
rents are known. Using Eq. (101) in Eq. (94) gives
Ei(R) = Ez(R)− iωµ0
ˆ
Cs
J(R′)G(R′,R)ds′ R ∈ S−∪S+ (102)
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Evaluating Eq. (102) on the boundary and applying the boundary conditions results in
Ei(R) = ZJz− iωµ0
ˆ
Cs
J(R′)G(R′,R)ds′ R ∈Cs (103)
Eq. (103) is one form of the EFIE for two dimensions and is solved using the Method of
Moments in terms of the unknown surface currents when the incident field on the surface
is known.
C.6. The incident field
The incident field for the two-dimensional problem is also a Gaussian tapered beam. It is
polarized in the z-direction and is traveling in the negative y-direction. Just like the three-
dimensional case, the field can be modeled as a superposition of tapered Gaussian beams
and a computational form of it given as [33, 34]






where k0 is the free space wave number for the wavelength of interest, an is the ampli-











The spectrum function contains information about the footprint of the beam and its di-
rection of incidence. The tapering factor of the beam is represented by g and the angle of
incidence is measured with respect to the positive x axis is represented by φi as shown in
Fig. 24.
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C.7. The far incident field
The far incident field is calculated from Eq. (104) using the method of stationary phase
for single integrals [31, 34, 37]. The far incident field is given by [34]
Ei (x) = Fi (φ)

g(|x|) 0≤ φ < π







∑n anWn(φ −φi)eik0(x0ncos(φ)+y0nsin(φ)) 0≤ φ < π






where Fi (φ) is the far incident field amplitude and g(|x|) is the propagation phase and
attenuation.
C.8. The far scattered field
An equation for the scattered field in the far region can be obtained from Eq. (101) by the
approximation of the two-dimensional Green’s function for large argument [36, 38] and
the far field approximation for the phase
















where Fs (φ) is the scattering amplitude, ô = x̂cosφs + ŷsinφs is a unit vector in the obser-
vation direction and g(|x|) is the propagation phase and attenuation.
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C.9. Power conservation
Just like the three-dimensional case, the energy conservation statement for the two-










The change in sign and the usage of the imaginary part as opposed to the real part as in
Eq. (80) is due to the difference in the expression of the boundary conditions between the
two and three-dimensional cases. When the structure is a perfect electric conductor the










indicating that that the energy into the area through the line contour C is equal to the en-
ergy out of the area. Eq. (112) and Eq. (113) result in the following energy conservation
statement [33]
PI = PA +PT +PR (114)























dφ |F i +Fs|
2 (117)







5. Numerical methods for the electromagnetic equations
A. Introduction
In this chapter, the numerical methods used to solve the EFIE equations for the three
and two-dimensional structures are presented. The element of choice for modeling sur-
faces of three-dimensional objects is the triangular patch. Triangles conform well to ge-
ometries that contain circular shapes and therefore were chosen to model the structures
in this work. The choice of modeling elements suggests that the famous Rao-Wilton-
Glisson (RWG) basis functions for triangular patches be used. The RWG basis is used
as the testing function as well, resulting in symmetrical impedance matrices. For the
two-dimensional case the geometry was built out of linear segments. The pulse basis
function and delta testing is used in this case. In both cases, the Method of Moments is
used to solve for the unknown currents.
B. Three-dimensional analysis
B.1. Matrix representation of the three-dimensional electric field integral equation
















where ln is the length of the edge, A±n is the area of the triangle T
±










= R−n −R, where R+n and R−n are the vectors to the triangle vertices in front of edge n
on T+n and T
−
n . Since f n(R) is a surface vector, the divergence is carried over only along
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Fig. 25. Geometry of the RWG triangular basis.
the radial direction ρ±
n
and is given by [39]
















In f n(R) (121)
where the sum is carried over N non-boundary edges. On the boundary edges, the coeffi-
cients In from both sides of the triangle cancel each other, therefore, they do not need to
be included in the current expansion of Eq. (121) [39].
74
The EFIE of Eq. (45) can be written in terms of a tangential vector t(R) to the surface
instead of the normal to the surface n̂′
t(R) ·E i(R) = t(R) ·









 R ∈ Ss (122)
Further using the symmetrical properties of the Green’s function the operation of the gra-
dient is changed from the unprimed to the primed coordinates, to obtain












 R ∈ Ss (123)
The RWG basis functions are surface vectors and therefore, can play the role of the tan-








Test the EFIE of Eq. (123) with the basis functions of Eq. (119)
〈



















This results in a matrix equation of the form (see Appendix G)
V = [Zz +ZG] I (126)
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where (Sm = S
/
n) is one if the triangular surfaces overlap and zero if they do not overlap (




















































































Once all the elements of the impedance matrices and the excitation vector are com-
puted, Eq. (126) is solved using available programs such as Matlab. The details of the
element computations are given in Appendix H.
B.2. Far field calculations
The far scattered field is calculated from the surface currents. The dot product in Eq. (72)
and Eq. (73) can be taken out of the integrals as shown below
























This suggests that the integral can be evaluated in the coordinates of J and then the dot







Then the scattered field amplitude components will be
Fsθ (θ ,φ) = i
ωµ0
4π
(cosθ cosφ Isx + cosθ sinφ Isy− sinθ Isz) (134)
and
Fsφ (θ ,φ) = i
ωµ0
4π
(−sinφ Isx + cosφ Isy) (135)









−ik(x′ sinθ cosφ+y′ sinθ sinφ+z′ cosθ)ds′ (136)
The integral in Eq. (136) can be evaluated either analytically or numerically. The details
of the evaluation are presented in Appendix I.
B.3. Power calculations
Calculation of the powers requires integration of the function of far field amplitudes in
the upper (z>0) and lower (z<0) hemispheres. A very efficient method of numerical inte-
gration in this case is the Gauss-Legendre integration [40, 41]. For this method the sam-
ple points for integration over θ are the zeros of the Legendre polynomial of Nth degree,
where N is the number of desired sample points along θ from 0 to π . The φ direction is
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where the points θi are chosen so that cosθi and wi are the Gauss-Legendre nodes and
weights on [−1,1]. The points φ j are evenly spaced on [0,2π] with spacing π/N, such
that φ j = ( j− 1/2)π/N. Atkinson [40] says that this choice of node points and weights
integrates exactly a polynomial of degree less than 2N. A Matlab script that returns the
Gauss-Legendre nodes and weights in the interval [−1,1] can be found in [42].
The incident far field amplitude components are calculated analytically from Eq. (61),
and the scattered far field amplitude components from Eq. (134) and Eq. (135). The ab-









The integral is broken into the sum of integrals over the triangular patches, and each patch
integral is evaluated numerically using seven point Gaussian quadrature. The resulting
expression and its detailed derivation is given in Appendix J.
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C. Two-dimensional analysis
C.1. Matrix representation of the two-dimensional electric field integral equation
The two-dimensional EFIE of Eq. (103) is discretized by using the pulse basis func-
tion and delta testing. This assumes that the contours are composed of linear segments
of length ∆ over which the current is constant. Further it is assumed that all the seg-
ments lie either along the x direction or the y direction, this implies that the edges of
the structures are not curved . The numerical formulation is based on [34].





Jn [p∆ (|x− xn|)δ (y− yn)+ p∆ (|y− yn|)δ (x− xn)] (140)
where Jn is the current amplitude in the nth segment and




|x or y| ≤ ∆/2
otherwise
(141)
is the pulse function. Substituting Eq. (140) in Eq. (103) results in












[p∆ (|x− xn|)δ (y− yn)





where the sum is pulled out of the integration and the contour of integration becomes that
of one linear piece. The PV in the integral indicates that the function is singular when
m = n, in this case care should be taken in the evaluation of the integral. By testing at the
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center of the segments, Eq. (142) can be expressed in a matrix equation of the form
E i = GJ (143)
where E i is the excitation vector and its elements are obtained by testing the incident field
of Eq. (104) with the delta function at the center of each segment. G is the impedance
matrix obtained from the second part of the right hand side of Eq. (142) by substituting in














0 (k0|xn− x′|)dy′ vertical segment
(144)
For xn = x
′ the argument of the Hankel function is zero and there exists a singularity. The











For m 6= n, the integrand in Eq. (144) is approximated as a line source at the point xm
and both of the cases in Eq. (144) evaluate to be the same. Therefore, the elements of G















0 (k0|xn− x′|) m 6= n
(146)
Using the matrix G and the incident field, the current on each linear segment can be calcu-
lated using a program such as Matlab to solve the matrix equation of Eq. (143).
C.2. Near fields
Observation of the fields in the vicinity of the structure can be insightful in understanding
their physics. The near fields are less computationally intensive in the two-dimensional
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formulation since in the three dimensions they are volumetric. The near scattered field is
calculated by substituting the integral and length element in Eq. (101) with a summation









0 (k0|x− xn|) x /∈Cs (147)
The near incident field is evaluated directly from Eq. (104).
C.3. Far fields
The amplitude of the far scattered field is computed by substituting the discrete formula-
tion of the current given by Eq. (140) into Eq. (110), taking the sum out of the integral,













(p∆ (x)cos(φ)+ p∆ (y)sin(φ))
]
e−ik0ô·xn (148)
The far incident fields can be calculated directly from Eq. (106).
C.4. Power calculations
The radiated powers can be calculated using Eq. (83), Eq. (84), and Eq. (85), once the far
fields are known. Their calculation requires integration over the semicircles for y > 0 and
y < 0. This is realized by sampling the fields at equally spaced angles adding the sam-
ples and multiplying by the sample separation. In the cases where there are non-radiative
losses the absorbed power is calculated by discretizing Eq. (118) with the pulse delta









6. Simulation results and design
A. Introduction
In this chapter, the results of the electromagnetic analyses are presented. The results
are presented in the order in which the analyses were carried out. Because the two-
dimensional simulation is less computationally intensive than the three-dimensional,
more such simulations were performed. Also, where possible, the two and three-
dimensional analyses were checked for qualitative consistency, and when they resulted
similar, the two-dimensional analysis results were used to illustrate the behaviors of the
structure. For the purposes of design, quantitative results are needed and therefore, the
three-dimensional analysis was used. The energy conservation was maintained within
0.5% in both the two and three-dimensional simulations.
B. Two-dimensional simulations
B.1. SSMR parameter design
The power reflection coefficient of the SSMR is investigated. The starting point for
these observations are the assumptions made in Chapter 2: that the optimal sheet re-
sistivity is equal to that of free space, the separation distance for reflection is a multiple
of a half wavelength, and for absorption an odd multiple of a quarter wavelength. The
structure is illuminated by a Gaussian tapered beam.
Figs. 26 and 27 show the power reflection coefficient as a function of reflector dis-
tance when the resistivity of the sheet is equal to that of free space (120π Ω/). In
Fig. 26 the Gaussian beam is normally incident on the structure. The behavior is as ex-
pected. Reflection and absorption peaks happen at multiples of half wavelengths and
odd multiples of quarter wavelengths respectively. There is also an attenuation of the
peaks as the separation distance between the sheet and reflector increases. This hap-
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Fig. 26. Power reflection coefficient for normally incident radiation and sheet resistivity
of 120π Ω/.
pens because of the nature of the incident beam. The incident beam is a superposition
of plane waves that are incident from different directions. The y-directed wavelength
for the standing wave that is formed by the incident and reflected waves, varies with
the angle of incidence, increasing as one over the cosine of that angle [43]. Since the
incident plane waves form nulls with their reflection at different y-positions the sheet
is not optimally placed for all of them and will absorb. The null separation increases as
the sheet-reflector distance increases which amplifies the losses. Because the majority
of plane waves with high amplitudes have angles of incidence close to the normal, the
effect is not as noticeable unless the separation distance is very large.
When the Gaussian beam is incident at an obtuse angle - in this case the majority
of high amplitude plane waves have obtuse angles of incidence - the attenuation ef-
fect is amplified. Fig. 27 shows the reflection coefficient as a function of sheet reflector
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Fig. 27. Power reflection coefficient for incident radiation at 80 degrees and sheet resistiv-
ity of 120π Ω/.
separation for a Gaussian beam incident at 10 degrees off the normal. Notice that the
reflection peaks are shifted by the inverse cosine term.
Two conclusions are derived from these results: (1) the sheet reflector separation
needs to be made as small as possible, and (2) the angle of image incidence needs to
be as close to normally incident as possible.
For confirmation of the assumption that the resistivity of the sheet needs to be equal
to the impedance of free space for optimal operation, the power reflection coefficient
was calculated as a function of sheet resistivity. Fig. 28 shows the reflection coefficient
versus sheet resistivity for a sheet-reflector distance of three quarter wavelengths. In
this case, the structure should optimally absorb. As it can be seen from the plot, ab-
sorption is maximal (reflection is minimal) when the sheet resistivity is equal to that of
free space.
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Fig. 28. Power reflection coefficient versus sheet resistivity for a normally incident beam
and reflector sheet separation of a quarter wavelength.
Fig. 28 shows the reflection coefficient versus sheet resistivity for a sheet-reflector
distance of half wavelength. In this case the structure should optimally reflect. As it
can be seen from the plot, reflection is maximal (absorption is minimal) across a wide
range of sensitivities greater or equal to that of free space.
B.2. SSMT slit transmission
The transmission of the slit approximation of the hole is investigated as a function of
the slit width and depth. A three-dimensional plot is shown in Fig. 30. Transmission is
calculated as the ratio of the transmitted power in the far field, collected over the whole
semicircle for y<0, to the power incident on the slit aperture from above. The power
incident on the slit aperture from above is the input power reference. Because the fields
radiated by the edge currents at the slit aperture are not included in the input power
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Fig. 29. Power reflection coefficient versus sheet resistivity for a normally incident beam
and reflector sheet separation of a half wavelength.
reference, but they are accounted for in the far field measurement, the calculated power
transmission coefficient is greater than unity.
Fig. 31 shows the transmission versus the slit width for different slit depths. As the
depth increases, the slit starts to behave like a parallel plate waveguide or transmission
line. For example, when the depth is 5λ the transmission for widths below the cut-off
width is close to zero; as the width increases, transmission dips and then peaks where
other modes start to carry energy. For widths larger than 6λ , transmission becomes al-
most unity.
Figs. 32a and 32b show the transmission of the slit as a function of depth for widths
below and above the cut-off frequency of the slit respectively. For widths smaller than
the cut-off frequency of the parallel plate waveguide, the transmission decreases expo-
nentially with depth which shows the evanescent nature of this transmission. When the
width of the slit is larger than the cut-off, transmission is close to unity. Fig. 32b shows
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Fig. 30. Power transmission of the slit as a function of width and depth. The structure
is illuminated by a Gaussian tapered beam polarized in the z direction and normally
incident. The intensity indicates the transmission, brighter being the higher value.
Fig. 31. Power transmission of the slit as a function of slit width for various depths. The
structure is illuminated by a Gaussian tapered beam polarized in the z direction and nor-
mally incident.
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the transmission of slits that have widths, below, at, and above a mode cut-off. The
transmission for all the cases is close to unity. The change in the curves is attributed
to the change of the impedance of the slit with depth. This is equivalent to a truncated
waveguide. The nature of the transmission as a function of slit depth is consistent with
the results presented in [23].
B.3. Linearity of the SSMT and SSMR for slit and strip approximations: minimum spacings
One of the parameters of interest for the design on the modulated disk is the minimum
separation distance between modulations. The minimal separation distance will depend
on the coupling of the modulations with each other. To insure that the device is linear
the modulations need to be decoupled. Linearity is one of the fundamental assump-
tions behind the linear measurement technique. The structures that were investigated
are shown in Figs. 33 - 35. The metric for this analysis is the percent linearity error. To
calculate the percent linearity error, the difference of the powers measured from struc-
tures “a” with the sum of the powers measured from structures “b” and “c”, is divided
by the sum of the powers from the structures “b” and “c”, and is multiplied by 100.
The results of the percent linearity error calculations for the SSMT structure are
shown in Fig. 36. The error for several slits of different widths and depths is shown.
The linearity error pattern oscillates around zero with a period approximately equal to
the wavelength. Also the error decreases with separation distance. The spurs in some of
the plots are due to the high condition number of the Moment of Methods impedance
matrix for the particular geometry. The oscillation is accounted for in part by the ar-
ray factor of this radiating structure. A discussion on the array factor based on [44] is
presented in Appendix K.
Fig. 37 shows the percent linearity error calculated using the array factor for the
structures of Fig. 36. These plots were generated by generating the far transmitted field




Fig. 32. Power transmission of the slit as a function of depth for a various widths. The
structure is illuminated by a Gaussian tapered beam polarized in the z direction and nor-
mally incident.
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Fig. 33. Structures used for the linearity analysis of the SSMT device.
Fig. 34. Structures used for the linearity analysis of the bump SSMR device.








Fig. 37. Percent linearity error for the SSMT structure calculated using the array factor.
distance, and finding the power. In this simulation as well, the linearity error pattern os-
cillates with a period approximately equal to the wavelength. The phases of the plots
in Fig. 37 match with the phases of the corresponding plots of Fig. 36 with the excep-
tion of the plots for width 2.5λ and depth 0.4λ which vary slightly. All the respective
plots vary in magnitude suggesting that the array factor is not the only mechanism for
these oscillations. However, because the phase is the same, the other mechanism has
the same dependence on the separation distance as the array factor.
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(a) (b)
Fig. 38. Percent linearity error for the bump SSMR structure
Since the disk will contain many random holes it was beneficial to investigate the
array factor for N elements spaced at random distances and with different excitations.
Only the one dimensional case was treated, but the results are the same for the two-
dimensional case as well [44]. The analysis is shown in Appendix K. As it turns out,
choosing a random pattern of holes eliminates the error and improves the linearity of
the structure. This is due to the cancellation of the random phases corresponding to the
random positions of the holes. Because the other mechanism responsible for the oscil-
lations has the same dependence on the hole separations, its effect will be eliminated as
well.
The linearity analysis was also performed for the SSMR for both the bump and dip
structures. These results are shown in Figs. 38 and 39 respectively, for different non-
uniformity dimensions.
The dip SSMR structure has better linearity than the bump SSMR structure. This
is explained by diffraction. Radiation from the surface of the bump will be less direc-
tive than radiation from the aperture of the dip. This is due to the cavity shape of the
dip structure. The reflection from the bump structure will disturb the standing wave
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(a) (b)
Fig. 39. Percent linearity error for the dip SSMR structure.
pattern at the sheet, which is responsible for absorbing the radiation, in a sector wider
than the locality of the bump. When two bumps are placed close to each other the in-
terference from the two will not be representative of the sum of the interference from
each. In the case of the dip structure, the radiation from the aperture of the dip will dis-
turb the standing wave pattern only in the local region of the dip since radiation from
it is directive. When two dips are close to each other they will not disturb each other’s
standing wave patterns.
To illustrate this better, the total field in the locality of the bump and dip structure
is plotted when the resistive sheet is removed (to show the standing waves) and with
the resistive sheet (to show the reflection profile). The widths of the bumps and dips
are 2.5λ , the center to center separation is 7.6λ , and the structure is illuminated by a
tapered Gaussian beam with taper of 5. Based on the plots of Figs. 38 and 39, small
linearity error is expected for these values. For the bump, the total field plots are shown
in Fig. 40. Fig. 40a shows the standing waves and Fig. 40b shows the reflection profile.
Notice how the standing wave in the region of space where the resistive sheet would
be placed (y = 0) is disturbed. The field intensity along the y = 0 line in the region be-
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tween the bumps is non-uniform. Also, notice the the interference pattern of the reflec-
tion profile in the center of Fig. 40b. In contrast, the standing waves on the dip struc-
ture (Fig. 41a) are uniform in the region between the dips. Also, the reflection profile
in Fig. 41b does not contain the high intensity interference pattern present with the
bumps.
The reason for the linearity analysis is to determine the smallest possible separation
distance between non-uniformities for which the structures behave linearly. This is de-
termined by considering one of the assumptions that was made in the derivation of the
array factor (see Appendix K). It was assumed that the radiating elements were not
coupled to each other. This suggests that if the results of the linearity error for any of
the structures look the same as the simulation with the array factor then the structures
are not coupled. To be more specific, the observable of interest in this comparison is
the oscillation period of the linearity error. Because it was already established that the
other mechanism responsible for the oscillations behaves like the the array factor, the
structures can be considered uncoupled when the oscillation period of the linearity error
versus the separation distance is almost equal to 1λ . This is the oscillation period from
the the array factor simulation. By considering the results in Figs. 36, 38, and 39 and
observing their oscillating periods, the following conclusions are reached. A safe min-
imum separation distance for slits (measured from the edges of the slit) in the SSMT
structure is 2λ , for the dips in the SSMR structure it is also 2λ , and for the bumps of
the SSMR it is not possible to make a judgment based on the one wavelength crite-
ria. For the bump structure, the oscillations are periodic as well, but they are also very
large. Because there is not an advantage to using the bump structure as opposed to the
dip structure, the bump structure can be considered inappropriate for the imaging pur-
poses.
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(a) The resistive sheet is removed
(b) The resistive sheet is in the plane y=0
Fig. 40. Total fields in the vicinity of the reflector with the bump.
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(a) The resistive sheet is removed
(b) The resistive sheet is in the plane y=0
Fig. 41. Total fields in the vicinity of the reflector with the dip.
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C. Image reconstruction simulations
For the purposes of simulating an image reconstruction scenario using linear measure-
ments with the SSMT, the linearity of a slit structure with slit depth, dd , of 2.7λ , slit
width, dw, of 2.1λ , and the separation distance (edge to edge), ds, that was varied from
0.1λ to 10λ , was analyzed. The extent of the structure was 40λ . These parameters
were chosen to approximate the line imager that was built in the lab. The incident field
was normally incident (φi = π/2) with a tapering factor g = 5λ and spatially centered
at the origin (see Fig. 33). Fig. 42 shows the results of the linearity analysis.
Fig. 42. Results of the linearity analysis used for image reconstruction simulations.
Using the linearity results presented in Fig. 42, an image scanning scenario can be
constructed where the majority of the modulations are spaced such that the mask is
non-linear (worst case scenario). In order to have a reference to compare the recon-
structions, a single modulation was placed at some distance from the others (approxi-
mately 40λ ) to simulate raster scanning. The SSMT structure was 40λ in extent; this is
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the width of the imaging window. The field incident on the structure was composed
of two normally incident beams with tapering factor of g = 3 and spatial centers at
x1 =−5, y1 = 0 and x2 = 3, y2 = 0.
The results of this simulation are shown in Figs. 43 and 44. For the reconstruction
shown in Fig. 43a the measured data (elements of m in Eq. (1)) consists of all of the
transmitted energy. The top image in Fig. 43a shows the reconstructions for different
measurement matrices M. Each column of the image represents a reconstruction of the
line image (values of p). Each reconstruction case is marked on the x-axis with a num-
ber. The reconstructions have been concatenated with each other for ease of observa-
tion and comparison. The left side of the image contains the results of the raster scan.
All the line images that are shown are normalized by the maximum of the raster scan
image. The white space that separates the raster scan images from the reconstructed
images corresponds to the part of the scan that did not contain modulations hence the
measurement matrix was singular. The bottom plot shows the condition number of the
measurement matrix, the negative values correspond to condition numbers greater than
104. The reconstruction is generally very good and the worst reconstruction cases corre-
spond to measurement matrices with a very large condition number.
If the measurement data used for the reconstruction consists of only part of the trans-
mitted energy, then the reconstruction deteriorates. Fig. 43b shows the image recon-
struction when only the energy between 262.8 and 277.2 degrees of the far field was
collected. The reconstructions from the measurement matrices with larger condition
numbers are affected the most.
Good reconstructions are also obtained by measuring the far transmitted field mag-
nitude in the normal direction to the structure, in this case at 270 degrees. Fig. 44a
shows the reconstruction when the measurement data consisted of the transmitted far
field magnitude at 270 degrees. The reconstruction again is very good, comparable with




Fig. 43. Results of the image reconstruction simulation using energy measurements; (a)
when all of the transmitted energy is collected; (b) when the transmitted energy between
262.8 and 277.2 degrees is collected.
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(see Fig. 43a). Fig. 44b shows the reconstruction when the measurement data consisted
of the transmitted far field magnitude collected between 262.8 and 277.2 degrees of
the far field. The reconstruction deteriorates and is comparable with the reconstruction
when the measurement data consists of some of the transmitted energy (see Fig. 43b).
Similar reconstructions are obtained with the SSMR structures as well. As expected
from the results of the linearity error analysis, the bump structure performs poorly al-
though measurement matrices can be generated that can produce a decent reconstruc-
tion. The reconstruction simulations shown above confirm the results of the linearity
analysis with the array factor. The random patterns improve the linearity of the struc-
ture, even in the case when the separations between holes were chosen from the peaks
of the plot in Fig. 42. This is evidenced by the good image reconstructions that are
obtained. The image reconstruction simulations also show that there are two possible
measurements that can be made to reconstruct the images from the linearity measure-
ments. The first kind is a power measurement. If a power measurement is used, then
the reconstruction performs well if all the power is collected and poorly if only some
of it is collected. The second kind is a field magnitude measurement in the far field. If
a field magnitude measurement is used, then the reconstruction performs well if only
the field in the normal direction to the structure is measured and poorly if more than
that is collected. Since the field measurement is made in the far field it is not practical.
D. Three-dimensional simulations
Because of the numerical complexity of the three-dimensional analysis, not as many
scenarios were investigated as for the two-dimensional analysis. The geometries gener-
ated for the SSMR and SSMT structures are shown in Figs. 45 through 47. The aerial
views are shown disproportional in the z-axis to allow the observation of the structures.




Fig. 44. Results of the image reconstruction simulation using field amplitude measure-
ments; (a) when the field amplitude at 270 degrees is collected; (b) when the field ampli-















Fig. 47. Three-dimensional geometry for the SSMT structure.
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D.1. Reflection coefficient for the SSMR structures
For the purposes of determining the optimal parameters of the SSMR structures,
such as sheet resistivity and sheet reflector distances for reflection and absorption,
the two and three-dimensional analysis produce the same results. On the other hand,
the reflection response of a bump or dip with respect to their radius requires a three-
dimensional simulation. The results of the radius dependence on the reflection from the
non-uniformities for the SSMR structure is presented below.
The structure in Fig. 45 was illuminated with a Gaussian tapered beam with a ta-
pering factor g = 1.5. This assured that little radiation was incident past the extent
of the structure. The reflected power coefficient as a function of dip radius (shown on
the plots as k0r, to be consistent with waveguide notation) was calculated for different
radii. The reflection power coefficient is calculated as the ratio of the power incident on
the resistive sheet above the dip to the power reflected in the top hemisphere (z > 0).
The results are shown in Fig. 48.
The bump structure of Fig. 46 was also illuminated under the conditions stated for
the dip structure and the results of the reflection coefficient for it are shown in Fig. 49.
Observing the results in Figs. 48 and 49, the bump structure reaches higher reflec-
tion coefficient values faster than the dip structure. This is expected because the bump
diffracts more than the dip, as it was also observed in the two-dimensional analysis (see
Figs. 40 and 41). Therefore its area of action will be wider than that of the dip. In both
cases the reflection coefficient reaches unity when the radius is larger than 2λ .
D.2. Transmission coefficient for the SSMT structure
As stated before, the transmission through the hole is expected to have the behavior
of a cylindrical waveguide as the depth of the hole increases. Since the depths for the
structure of interest are not very large (several wavelengths), it is necessary to observe
the behavior of the transmission coefficient as a function of hole radius for the depths
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Fig. 48. Power reflection coefficient as a function of dip radius.
Fig. 49. Power reflection coefficient as a function of bump radius.
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Fig. 50. Power transmission coefficient as a function of hole radius.
of interest, but also the behavior as a function of depth for a hole radius of interest.
The results of these simulations are shown below.
The SSMT structure of Fig. 47 was also illuminated under the same conditions as the
SSMR structures. The hole has a depth of 2λ and its radius is varied. The transmission
coefficient was observed as a function of the radius. The transmission coefficient is cal-
culated as the ratio of the incident power on the top aperture of the hole to the power
transmitted in the lower hemisphere (z < 0). The results are shown in Fig. 50.
The waveguide nature of transmission that was observed for the slit structure in the
two-dimensional analysis (see Fig. 31) is also observed here. The transmission peaks
close to the cut-off modes of the cylindrical waveguide and tends towards unity as the
radius increases. The waveguide nature becomes more evident as the depth of the struc-
ture is increased. These observations are consistent with the observations of [22, 28].
The transmission coefficient was also calculated as a function of hole depth for a
hole radius of 1λ . The results of this analysis are shown in Fig. 51. The oscillating na-
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Fig. 51. Power transmission coefficient as a function of hole depth for a hole with radius
1λ .
ture of the transmission that was present in the transmission through the slit structure
shown in Fig. 32b, are present in this case as well. The transmission is close to unity.
The reason for these oscillations is the same as for the slit case.
D.3. Linearity results for the SSMR and SSMT
The linearity of the structures was studied for all three structures. The percent linear-
ity error is calculated in the same manner as it was calculated for the two-dimensional
structures. Because of the numerical complexity of the three-dimensional simulation
only short separation distances were simulated and only one radius size for each struc-
ture (one depth for the hole of the SSMT). Because the structure was kept small (∼ 8λ
diameter) the tapering factor of the incident field had to be small. This affects the re-
sults as the holes are separated since they will be illuminated minimally and the trans-
mitted field calculation is affected by error.
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Fig. 52. Three-dimensional bump non-linearity error.
The percent linearity error was calculated for the SSMR bump structure with bumps
of radius 0.7λ and tapered illumination g = 1.5, the results are shown in Fig. 52. The
same behavior that was observed in the two-dimensional analysis is observed here. The
period of oscillation is larger than 1λ , and is similar to the period observed for the
two-dimensional analysis.
The percent linearity error was also calculated for the SSMR dip structure with dips
of radius 0.7λ and tapered illumination g = 1.5, the results are shown in Fig. 53. The
period of these oscillations is 1λ ; hence, the dip structure is decoupled for very short
separation distances. This is consistent with what was observed in the two-dimensional
analysis. The error is smaller than for the bump structure. The linearity error here is
larger than what was observed with the two-dimensional analysis but the dip size in the
three-dimensional analysis is smaller as well as the tapering factor of the illumination.
The linearity error was also calculated for the SSMT structure with holes of radius
1λ , depth 4λ , and tapered illumination g = 1.8. The results are shown in Fig. 54. The
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Fig. 53. Three-dimensional dip non-linearity error.
period of these oscillations is 1λ ; hence, the hole structure is decoupled for very short
separation distances. This is consistent with what was observed in the two-dimensional
analysis. The magnitude of the error is similar to the dip structure. In this case as well,
the linearity error is larger than what was observed with the two-dimensional analysis
but the hole size in the three-dimensional analysis is smaller as well as the tapering
factor of the illumination.
Based on the results of the three and two-dimensional analyses, the linearity error
for the hole and dip structures can be decreased even more if their radii are increased.
Also, the linearity error will diminish as many of these non-uniformities are spread ran-
domly. So, the structures are feasible for collecting linear measurements.
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Fig. 54. Three-dimensional hole non-linearity error.
E. Design parameters for the SSMR and SSMT
Based on all of the analysis performed up to this point, limiting and optimal design
parameters can be determined for the structures. In this section, they will be presented
for the SSMR structure and then for the SSMT structure.
E.1. Optimal and limiting design parameters for the SSMR
Because the bump structure was not considered appropriate to be used in a linear
measurement imager for submillimeter waves, its design parameters are not of inter-
est. For the dip structure the following parameters are considered optimal. The optimal
resistivity for the resistive sheet is approximately 120π Ω/. The optimal separation
distance between the sheet and the absorbing part of the reflector is λ/4. The optimal
depth of the dip measured from the surface of the disk is λ/4. Cylindrically shaped
dips were considered in this research and the minimal radius of the dip for close to
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unity reflection is 2λ . The minimum separation distance from the edge of one dip to
the other is 2λ . With these limiting parameters, random dip patterns can be generated
and the condition number of the measurement matrix can be determined (see Chapter
3).
E.2. Optimal and limiting design parameters for the SSMT
For the SSMT, only cylindrical holes were investigated. In choosing design parameters
for the holes, one should keep in mind that the device can be used for radiation of mul-
tiple wavelengths. So, while the limiting parameters are to be specified for the longest
of the those wavelengths, the optimal parameters should be specified so that all wave-
lengths experience good transmission and linearity. This should not be difficult since
beyond certain hole radii and depths the transmission becomes stable at unity. Also
the linearity error decreases. The limiting radius of the holes is roughly λ/2 , although
larger holes are recommended to provide large fill factors and a more stable transmis-
sion coefficient close to unity. The recommended value is at least twice the limiting
value. The depth of the holes becomes a free parameter if the radius is made larger
than the limiting value, and should be chosen as small as possible to increase trans-
mission (considering the stability of the disk and the skin depth of the metal that will
be used). Another consideration for the depth of the disk is the structure of the disk on
the back side. For example, if a cone is embedded to improve directivity, then the depth
needs to be increased. For the cases that were simulated a one to four ratio of the ra-
dius to depth should provide unity transmission. Finally, the limiting hole edge to edge





To validate the claims that the linear measurement image reconstruction technique im-
plemented with the spinning disk is indeed possible, the SSMT device for a line imager
was built. The SSMT device was placed in the imaging plane of an optical systems
consisting of a main elliptical mirror optic with the foci at 1m and 10m. Simple line
images were formed on the line SSMT, measurements were taken, and the image was
reconstructed. As implemented, the system is not working in real time; however, the
image can be scanned at rates up to 5Hz. In this chapter, the line imager is described
and the results of the reconstruction are shown and discussed.
B. Description of the line imager
B.1. The optical system
The optical system consists of a main elliptical reflective surface with a focus at 1 me-
ter and the other at 10 meters. The image is formed on the one meter side. The system
has an effective diameter of 0.3048 meters (12 inch), effective focal length of 0.9091
meters, resulting in a F# of 2.9826. The magnification of the system is 0.1, the depth
of focus for coherent radiation is 0.01062 meters, and the depth of field for incoherent
radiation is 1.0162 meters. The diffraction spot diameter is 0.00375 meters for a wave-
length of 468 µm, corresponding to the illumination frequency of 640GHz.
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B.2. The SSMT device
(a) (b)
(c) (d)
Fig. 55. Picture of the line imager.
The SSMT line imager was built using available materials. The imager and its compo-
nents are shown in Fig. 55. The construction and components of the SSMT line imager
are presented next. The spindle motor and disk from a 5.25 inch Quantum Bigfoot hard
drive were used. Holes were drilled on the disk at a constant radius of 58 mm. A 1 mm
drill bit was used to drill 15 holes spaced at random with separation distances between
2.3 mm and 5.3 mm. Another hole was drilled about 50 mm arc away from the oth-
ers. Another set of holes were drilled in approximately the same pattern as the 1 mm
holes, but their diameter was 2 mm. Yet another set of holes with diameter of 2 mm
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were drilled with a different pattern that had larger separation distances. A picture of
the disk is shown in Fig. 56. The sections described above are annotated in the figure.
Fig. 56. Annotated picture of the disk with holes drilled along a constant radius.
This single hole is used for raster scanning and the other holes are used to make lin-
ear measurements on the image. The disk is 1.27 mm thick. A silt aperture is placed in
front of the holes and it serves as the imaging window. The top cover of the hard drive
was removed and a rectangular aperture was cut on the back of the hard drive case so
that the signal could be let into the receiver. The receiver was positioned approximately
100 mm behind the rotating disk. The motor was rotated at a constant velocity of 180
revolutions per minute so that about 750 measurements are captured for one revolu-
tion. A photo-diode detector was placed in the proximity of the edge of the disk. A
piece of dark tape was placed on the edge of the disk to obtain a pulse for every rev-
olution. The pulse was used to trigger a sweep of the spectrum analyzer (Agilent SCA
Spectrum Analyzer AN1996A) so the measurements could be registered with the po-
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sitions of the holes. The operating frequency of the source receiver pair was 640GHz.
The signal from the receiver was down-converted to 4.8GHz and supplied to the spec-
trum analyzer where it was recorded. The transceiver pair was from Virginia Diodes.
The target consisting of a mask in front of the source was placed on the side of the 10
m focus. The source was placed approximately 0.5 m behind the mask. Four different
masks were used and are shown next.
C. Measurements and reconstructions
Fig. 57 shows pictures of the objects that were used for the experiment. The first object
was the source itself (the source was not impeded by the large aperture). The second
object was a carpet mask placed in front of the source, the mask produced two line
sources. The third object was the same mask as the second but one of the apertures was
closed. For the fourth object the other aperture was closed.
Fig. 58 shows the data on the screen of the spectrum analyzer for each of the test
objects for one measurement sweep. The order of the figures corresponds to the order
in Fig. 57.
The results of the image reconstructions for each of the objects are shown in Figs.
59 through 62. Figures “a” show the reconstruction when the measurement data con-
sisted of the measured power (recall that the measurement data are the elements of the
vector m in Eq. (1)). Figures “b” show the reconstruction when the measurement data
consisted of the measured field magnitude. These results are shown in the same format
as the simulations in Figs. 43 and 44. Each vertical line of the image in the top figure
corresponds to one reconstruction and it has been normalized by its maximum value.
The condition number of the measurement matrix is calculated and shown as well.
To obtain a good reconstruction, regularization was used in all of the cases to calcu-
late the inverse measurement matrix. The partial reconstructions that give the appear-
























Fig. 62. Reconstruction for object 4; (a) power measurement, (b) field measurement.
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rable with the condition number of the simulations and they are in range 1000 to 3000
for acceptable reconstructions.
D. Discussion of the results
For all of the objects that were imaged, many acceptable reconstructions were obtained,
both when the measurement consisted of the power and when it consisted of the field
magnitude. The images of the objects that had higher signal level (object 1) or low
complexity (object 1, 3, and 4) were reconstructed with clear resemblance to the raster
scan image for most sets of linear measurements. The reconstructions for the two line
object (object 2) were not as clear as the other three.
D.1. Image complexity and signal level
The reason for the poor reconstruction of the two line object is the linearity of the de-
vice as implemented. This becomes evident if the results of Fig. 60 are compared with
the simulation reconstruction results when only part of the power is collected (see Fig.
43b) or when more than the field in the normally incident direction to the SSMT is col-
lected (see Fig. 44b). With the current implementation, the measurement consists of
only part of the energy or of more than just the field in the normal direction. The one
point images are immune to this because they consist of a point that does not interfere.
Also, the one point images are usually scanned by one hole or two adjacent holes at the
same time. This can be inferred from Fig. 58 (a, c, d) where the measurement for the
single point images, when the images are scanned by many holes, has similar magni-
tude to the raster scan (see the measurement data right next to the raster scan). When
two points are imaged interference will occur and the measurement will not be linear. If
on the other hand all the power is collected, the interference will not affect the linearity
of the measurement, apart from the error due to the array factor which should be small.
This requires either the use of a matched horn for the SSMT or a matched lens.
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Because object 1 consists of the unobscured source, the signal measured while scan-
ning it is higher compared to the other cases. There is about 17 dB more signal. As a
consequence, the signal-to-noise ratio is higher and the reconstruction should perform
better, as is the case (compare reconstruction in Fig. 59 with 60, 61, and 62).
D.2. Power versus field magnitude
Both the reconstructions using power measurements and field magnitude measurements
produced similar results. In some cases, depending on the measurement matrix, one
performed better than the other. This again is related to the linearity of the measure-
ment. Because only part of the energy or more than just the field at the normal incident
direction was collected, it is expected that the linearity will vary with the array factor
of the hole pattern.
D.3. Hole diameters
Referring to the number of the reconstruction cases on the horizontal axis of Figs. 59
through 62 and to Fig. 56, the cases 20 - 50 correspond to section 1, cases 120 - 270
correspond to section 2, cases 300 - 430 correspond to section 3, and cases 460 - 700
correspond to section 4. As stated earlier, section 1 is the raster scan and the other sec-
tions perform linear measurements. The diameters of the holes in section 1 and 2 are
1mm (≈ 2.1λ ) and the diameters of the holes in sections 3 and 4 are 2mm (≈ 4.3λ ).
All the holes should have transmissions close to unity.
For objects 1, 3, and 4 (Figs. 59, 61, 62) increasing the diameter of the hole im-
proved the reconstruction. This is reasonable and consistent with simulations because
increasing the diameter of the hole increases directivity and decreases linearity error.
This does not hold for object 2, which has a two point image because the linearity is
corrupted by the interference of the two points. However, even in this case a slight im-
provement is noticed as the hole diameter is increased.
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It is expected from the fill factor analysis presented in Chapter 3 that the fill factor
should increase as the hole diameter increases, and this should result in high received
signal levels. This is evident in Fig. 58 for sections 2 and 3 of the disk.
D.4. Hole separations
The image reconstruction from sections 3 and 4 of the disk can be compared with re-
spect to the separation distance between holes. In section 3 the holes are placed closer
to each other (minimum separation is approximately 2λ ) as compared to those of sec-
tion 4 (minimum separation is approximately 4λ ). There is no noticeable difference in
the reconstructions from these two cases; therefore, separating the holes past 2λ does
not improve linearity.
D.5. Other factors
The quality of the reconstruction could also have been affected by other factors. The
most important source of error was the lack of accuracy in the knowledge of the ex-
act positions of the holes on the disk, leading to inaccurate measurement matrices. The
holes on the disk were marked at the desired locations and drilled on a 12 inch drill
press while the disk was held on the bench by hand. This was not a precise manufac-
turing process.
Another factor contributing to the linearity is the alignment of the receiver with re-
spect to the imaging window. The distance between the receiver and the disk could
also have been adjusted to obtain better reconstructions (by improving the linearity of
the device). All these error sources would be eliminated if a matching horn or lens is
placed between the disk and the receiver. The design parameters of the matching horn
or lens will be investigated in the near future with the intent to build them.
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8. Conclusions and future work
In this work, two spatially selective devices for submillimeter waves were analyzed
and design parameters were specified. One of the structures, the spatially selective
mask, was built in a line imager configuration. The experimental results showed that
the SSMT can be used to reconstruct images from linear measurements on the image.
The experimental and simulation results are in qualitative agreement.
The devices presented in this work, and the methodologies associated with their
use, are simple, yet novel for the submillimeter wave regime. The devices can also be
used to collect measurements in a compressive imaging sense. They can scan a two-
dimensional image at video rates and coupled with the image measurement and recon-
struction techniques presented in this work, the images can be reconstructed virtually
in real time. They can also provide a large fraction of the scene energy to the receiving
detector. Therefore, they can be used as an alternative to the non-existent large focal
plane arrays (the SSMT in particular). In addition, these devices are relatively easy to
build and have low cost. As submillimeter wave sources become more powerful these
devices will become attractive.
The SSMT is better suited for submillimeter wave imaging compared to the SSMR.
It can be placed in any optical system where a focal plane array would be placed, and
does not require extra optical paths like the SSMR. The SSMT is also much easier to
build than the SSMR and works over a wide range of frequencies.
The next step in the development of the line imager that uses the SSMT is the au-
tomation of the data collection and image reconstruction processes so real time imaging
can be accomplished. Following, the two-dimensional imager will be built as an exten-
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A. Derivation of the electric field integral equation for the source-free medium
Assuming that the electric and magnetic fields have a time dependence of e−iωt , the time
harmonic Maxwell’s equations in a source-free medium are given by
∇×E(R) = iωµ0H(R) (150)
and
∇×H(R) =−iωε0E(R) (151)
where the time dependence has been suppressed in the notation, R = xx̂ + yŷ + zẑ is a
vector in Cartesian space, x̂, ŷ, ẑ,are unit vectors in the space, and the gradient operator











Substituting (150) in (151) results in
∇×∇×E− k2E = 0 (153)
where k2 = ω2ε0µ0 is the free space wave number.














where P = E and Q = G
0
· â, with â an arbitrary constant unit vector that is inserted to
convert the dyad into a vector and that is canceled later on in the development of the equa-
tions. The integrals are over a volume V that is enclosed by the surface S. The free space
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= ∇ψ and A · I =
I ·A = A [29].





(R,R′) = Iδ (R−R′) (162)
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Letting e P = E and Q = G
0























and E, satisfy Eq. (162) and Eq. (153) respectively, the right hand side of Eq.
(164) reduces to











applying vector identities [43]











where n̂ is the outward normal to S






· â) · n̂+E× (∇×G
0
· â) · n̂
]
ds (167)






















Since â is a constant vector and it appears on both sides of the equation it can be deleted.
























B. The boundary conditions
Assuming that the scatterer (an open body) is a thin resistive sheet the boundary condition
are given by [32, 33]
n̂′× n̂′× (E++E−) =−2ZJs (172)
n̂′× (E+−E−) = 0 (173)
n̂′× (H+−H−) = Js (174)
If on the other hand the scatterer is a perfect electric conductor the boundary conditions
will be [32]
E+ = E− = 0 (175)
n̂′× (E+−E−) = 0 (176)
n̂′× (H+−H−) = Js (177)
Comparing Eqs. (172) - (174) to Eqs. (175) - (177) it is asserted that the resistive sheet
boundary conditions can be generalized to the perfect electric conductor boundary con-
ditions simply be setting the resistivity to zero. Setting the resistivity to zero breaks the
assumptions used to derive the boundary conditions for the resistive sheet [34]. However,
since Eqs. (172) - (174) take the form of Eqs. (175) - (177), it is done here for mathemati-
cal convenience.
For the two-dimensional case when the incident field is polarized along the z-
direction, because the current is directed in the same direction as the fields and the only
fields are along z, the boundary condition of Eq. (172) reduces to
E+z = E
−
z = ZJs (178)
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The boundary condition of Eq. (173) reduces to
E+z −E−z = 0 (179)
Eq. (174) is transformed as follows
n̂′× (H+−H−) = Js (180)
n̂′× (∇×E+−∇×E−) = iωµJs (181)
n̂′×∇× (E+−E−) = iωµJs (182)
Using the bac-cab vector identity, n̂′× (∇×E) = ∇(n̂′ ·E)− n̂′ ·∇E, but n̂′ ·E = 0 be-
cause E = ẑEz and n̂′ does not have components along ẑ. Using the definition of the nor-
mal derivative and manipulating the dyad equation, realizing that E has only one non-zero
component, results in n̂′× (∇×E) = −n̂′ ·∇E = −ẑ(n̂′ ·∇Ez) = −ẑ∂Ez∂n′ . Therefore, the
boundary condition (174) in two dimensions is written as















C. Derivation of the electric field integral equation










ds′ R ∈V−∪V+ (186)








ds′ R ∈V−∪V+ (187)


















ds′ R ∈V−∪V+ (188)



































































































































































































The divergence and gradient operators can be pulled out of the integral since they operate
on the unprimed coordinates











ds′ R ∈V−∪V+ (200)
Eq. (200) is used to find the scattered field in the volume V once the surface currents are
known.
Using Eq. (200) in Eq. (27) gives











ds′ R ∈V−∪V+ (201)
Evaluating Eq. (201) on the boundary and applying the boundary conditions











ds′ R ∈ Ss (202)
Since on the boundary n̂′× n̂′×E(R) = n̂′× n̂′×E+(R) = n̂′× n̂′×E−(R) = −ZJs, then
n̂′×E(R) = n̂′×ZJs, Eq. (202) is written as
n̂′×E i(R) = n̂′×









 R ∈ Ss (203)
Eq. (203) is one form of the EFIE and is solved using the Method of Moments in terms of
the unknown surface currents when the incident field on the surface is known.
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D. Formulas for the computation of the incident field
The incident field from Braunisch [30]is used. The incident field is a fully polarized Gaus-









Eq. (204) is an exact solution to the Maxwell equations and represents a superposition of
2-D spectrum of plane waves that are incident upon the x− y plane from z > 0. In Eq.








0≤ kρ ≤ k
kρ > k
(205)
where k is the free space wave number. The spectrum ψ(kρ) contains information of the
footprint of the incident pane on the e x− y plane and its direction of incidence, and e(kρ)






−g2|kρ − kiρ |2/4
]
(206)
where g is the tapering factor determining the spread of the Gaussian footprint on the
x− y plane and kiρ determines the direction of incidence and in terms of the polar and
azimuthal angles of incidence θi and φi is written as
kiρ = x̂kix + ŷkiy = k sinθi(x̂cosφi + ŷsinφi) (207)
The polarization vector e(kρ) is given by























eh(kρ) = ei · ĥ(kρ) (211)
ev(kρ) = ei · v̂(kρ) (212)
ei = Ehĥ(kiρ)+Evv̂(kiρ) (213)
(Ev)2 +(Ev)2 = 1 (214)
Eh and Ev describe the polarization (elliptical polarization) of the central plane wave.
To evaluate the incident field in Eq. (204) on the structure the following variable trans-
formations are made
kx = k sinθ cosφ (215)
ky = k sinθ sinφ (216)
kz = k cosθ (217)
kix = k sinθi cosφi (218)
kiy = k sinθi sinφi (219)
kiz = k cosθi (220)
dkρ = dkxdky = k
2 sinθ cosθ dφdθ (221)
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where k2 sinθ cosθ results from the Jacobian of the coordinate transformation. With these







dθk2 sinθ cosθ × (222)













Similarly, the coordinate transformation is performed on the polarization vector to obtain
e(θ ,φ).








dθ k2 sinθ cosθ × (224)
exp{ik [(x− xn)sinθ cosφ +(y− yn)sinθ sinφ − (z− zn)cosθ ]}
ψ(θ ,φ)e(θ ,φ)
Multiple beams, i.e. the image of two point sources, are obtained by superimposing sev-
eral spatially shifted beams




E. Calculation of the far incident fields
The far incident field is calculated from Eq. (204) using the method of stationary phase
for double integrals as presented in Mandel and Wolf (pg 133) [31]. Expanding kρ and ρ
in Eq. (204) results in
E i(x, y, z) =
∞ˆ ˆ
−∞
dkxdky exp [i(xkx + yky− zkz)]ψ(kx, ky)e(kx, ky) (226)
in the far field only waves with k2x + k
2
y < k
2 propagate, and k2z = k
2− k2x + k2y . Let































then Eq. (226) can be written as
E i(sx, sy, sz) =
ˆ ˆ
p2+q2<1
d pdq f (p, q)exp
[






which is of the form
E i(sx, sy, sz) =
ˆ ˆ
D
d pdq f (p, q)exp [iκg(p,q)] (237)





For κ → ∞, Eq. (237) has solution through the method of stationary phase [31]





f (p1,q1)exp [iκg(p1,q1)] (238)






∆ > 0, Σ > 0


























Evaluating the first derivatives and setting them to zero results in the stationary points










therefore σ = 1. Also g(p1,q1) = −1, therefore the far incident field for z > 0 is written
as





sz f (−sx,−sy) (244)






The far incident field in terms of polar and azimuthal observation angles, θs, and φs, is
desired. The following relationships are observed
sx = sinθs cosφs (246)
sy = sinθs sinφs (247)
sz = cosθs (248)
and
p = sinθ cosφ (249)
q = sinθ sinφ (250)
m = cosθ (251)
At the stationary point
− sinθs cosφs = sinθ cosφ (252)
− sinθs sinφs = sinθ sinφ (253)
cosθs = cosθ (254)
which imply that θ =−θs and φ = φs. Therefore for z> 0, and 0< θs < π/2, 0< φs < 2π ,




F i(θ ,φ)|θ=−θs,φ=φs (255)
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F i(θ ,φ)|θ=θs−π,φ=φs−π (256)
where







0 < θs < π/2
π/2 < θs < π
(257)
is the far incident field amplitude.
If the beam is spatially shifted and centered at (xn,yn,zn), then
E i(θs,φs,xn,yn,zn) = E i(θs,φs)h(θs,φs) (258)
where for 0 < θs < π/2,0 < φs < 2π
h(θs,φs) = exp [−ik (xn sinθ cosφ + yn sinθ sinφ − zn cosθ)]θ=−θs,φ=φs (259)
and for π/2 < θs < π,0 < φs < 2π
h(θs,φs) = exp [−ik (xn sinθ cosφ + yn sinθ sinφ − zn cosθ)]θ=θs−π,φ=φs−π (260)
The far incident field will be of the form
E i = θ̂Eθ i + φ̂Eφ i (261)
The only direction dependence in the incident field is due to the vector function e(θ ,φ),
which is given in Cartesian directions and can be converted to spherical directions using
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the relationships
eθ = cosθ cosφex + cosθ sinφey− sinθez (262)
eφ =−sinφex + cosφey (263)
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F. The far the scattered field
In the far field the scattered field will be of the form
ES = θ̂Eθs + φ̂Eφs (264)
and is obtained by approximating Eq. (200) for the large argument |R−R′| as the observa-
tion coordinates are transformed to spherical coordinates
|R−R′|=
√
(x− x′)2 +(y− y′)2 +(z− z′)2 (265)
|R−R′|=
√
x2 + y2 + z2−2xx′−2yy′−2zz′+ x′2 + y′2 + z′2 (266)
The primed coordinates are the source coordinates and the unprimed are the observation
coordinates. Transforming the observation coordinates to the spherical coordinate system
x = r sinθ cosφ (267)
y = r sinθ sinφ (268)









(x′ sinθ cosφ + y′ sinθ sinφ + z′ cosθ)+
x′2 + y′2 + z′2
r2
(271)
As r→ ∞ , x
′2+y′2+z′2







(x′ sinθ cosφ + y′ sinθ sinφ + z′ cosθ) (272)
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where 2r (x
′ sinθ cosφ + y′ sinθ sinφ + z′ cosθ)≪ 1, therefore expanding the square root
and approximating to the first term
|R−R′|
r→∞
= r− (x′ sinθ cosφ + y′ sinθ sinφ + z′ cosθ) (273)
For the amplitude approximation as r→ ∞, 2r (x





Using Eq. (273) and Eq. (274) in Eq. (200) results in













′ sinθ cosφ+y′ sinθ sinφ+z′ cosθ)]
4πr
ds′ (275)














′ sinθ cosφ+y′ sinθ sinφ+z′ cosθ)ds′ (276)






























































′ sinθ cosφ+y′ sinθ sinφ+z′ cosθ)ds′ (281)
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or















where ô= x̂sinθ cosφ + ŷsinθ sinφ + ẑcosθ is the unit vector in the observation direction
(see Ishimaru Figure 10-7 [45]).











therefore, ∇ is equivalent to ikô, so the scattered field is written as
























































Where the far scattered field amplitude is defined as












′)− ôô · Js(R′)) corresponds to the components of Js(R′) which are per-
pendicular to ô , (also, Js(R
′)− ôô · Js(R′) = −ô× ô× Js(R′) by applying the “bac-cab”
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rule). These components correspond to θ̂ and φ̂components of the far field, therefore the
far field is written in terms of those components
Es(r,θ ,φ) = θ̂ θ̂ ·Es(r,θ ,φ)+ φ̂ φ̂ ·Es(r,θ ,φ)
= θ̂Esθ (r,θ ,φ)+ φ̂Esφ (r,θ ,φ) (289)
where




















′) is evaluated in Cartesian coordinates, the θ and φ components from its x, y, z,
components through the coordinate transformations
Jθ = cosθ cosφJx + cosθ sinφJy− sinθJz (292)
Jφ =−sinφJx + cosφJy (293)
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G. Derivation of the matrix representation of the electric field integral equation








the EFIE of Eq. (123) is tested with the basis functions of Eq. (119)
〈





















f m(R) ·E i(R)ds =
ˆ
Ss















f m(R) ·E i(R)ds =
ˆ
Ss


















f m(R) ·E i(R)ds =
ˆ
Ss




















f m(R) ·E i(R)ds =
ˆ
Ss



















Using the expansion of Eq. (121) results in
ˆ
Ss















































rearranging summation and integration, assuming that the resistivity of the sheet is con-






































































































































































































This equation can be expressed in matrix form
V = [Zz +ZG] I (305)


















































































where (Sm = S
/
n) is one if the triangular surfaces overlap and zero if they do not overlap.


















































































H. Evaluation of the excitation vector and impedance matrix elements
A. Introduction
Since each triangular patch is associated with a maximum of three edge basis functions
and the source and observation point integrals involve integration over two triangular
patches for each edge combination, integration over the same triangle combinations oc-
cur a maximum of nine times. Therefore it is computationally economic to break the
integrations that generate the Method of Moments impedance matrix elements into tri-
angle dependent integrals multiplied by edge dependent constants. The integrations over
the triangle pairs are performed first and then the results are distributed and combined
with the edge constants to form the edge dependent Method of Moments impedance
matrix elements.
B. Excitation vector elements






































These equations can be evaluated numerically using Gaussian quadrature by first making
a transformation to simplex coordinates [41].
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C. Method of Moments impedance matrix
The Method of Moments impedance matrix is given by
ZMOM = ZZ +ZG (312)































































Fig. 63. Source and observation triangle geometry when / and  are both +.



























































































, where / and  can be either + or -, are defined as







































































































ds = / 1
2




















are edge-independent integrals. Therefore, in order to calculate the entries (Zz)mn, only
the integrals IZ1 and IZ2 need to be evaluated. The integrals are non-singular so they can
be evaluated numerically using M point Gaussian quadrature [41].
E. The Green impedance matrix elements





















with / and  being any combination of + and − , and ρ
n
= (R′−Rn) , ρ/m = /(R−R
/
m).
The integral is further written as



































The integral Ik is only triangle-dependent and does not need to be rewritten. The integral
Iρ on the other hand, is edge-dependent and needs to be rewritten in terms of triangle-
























































































































































































Interchanging the order of integration in Iρ3 and making use of the symmetry of the



































































Numerically this will still be valid as long as the same number of quadrature integration
points is used for the source and observation integrals. Also, note that Iρ4 = Ik. There-
fore in order to calculate the entries (ZG)mn, integrals Ik , Iρ1and Iρ2 need to be evaluated.
When (S/m 6= Sn) the integrals are non-singular so they can be evaluated numerically us-
ing M-point Gaussian quadrature [41]. When (S/m = S

n) the integrals Ik , Iρ1and Iρ2 are
singular and are evaluated using singularity extraction techniques.
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F. Singular elements
The technique employed to evaluate the singular elements is adapted from Yla-Oijala and
Taskinen [46]. The integrals Ik , Iρ1, Iρ2, and Iρ3 need to be evaluated when (S/m = S

n) and


























































































The Green’s function is rewritten as the sum of a non-singular part that has smooth
















G = GN +G 1
R
−GR (350)
Because Gaussian quadrature is used to evaluate the non-singular integral numerically, the
non-singular term needs to have smooth derivatives [46].
167
The integrals Ik , Iρ1, Iρ2, and Iρ3 are evaluated as sums of the integrals over GN , G 1
R
,






















































































































































The integrals over GR are given by























































































The integrals Is1 1R , Is2 1R , Is1R, and Is2R are evaluated in closed form using the formulas
given by Yla-Oijala and Taskinen [46] and the outer integrals are computed numerically





















































































































































Where by counter clockwise numbering of the vertices the outgoing normal to the triangle
is given by







The length of the n-th side is
ln =
∣∣Rn−1−Rn+1∣∣ (379)

























u0 = (R−R1) ·u (386)







1 + l1 (389)
s−2 =−










3 + l3 (393)
t01 =



























I. Calculation of the far scattered field integrals
The integrals in Is given in Eq. (136) can be evaluated either numerically or analytically.
The results are very close for patches of size up to 1λ [41]. For the calculation in this
work, evaluating the integrals numerically was more efficient than evaluating them ana-
lytically. The numerical method is presented first and the analytical method is presented
afterward for completeness.
The current expansion of Eq. (121) and the basis function of Eq. (119) suggest that this





















′ sinθ cosφ+y′ sinθ sinφ+z′ cosθ)ds′ (402)
and













′ sinθ cosφ+y′ sinθ sinφ+z′ cosθ)ds′ (403)
where ρ+
n
= R′−Rn and ρ−n =−R
′+Rn. Let’s evaluate Is (r,θ ,φ), where  can be ether +
or -. 9













′ sinθ cosφ+y′ sinθ sinφ+z′ cosθ)ds′ (404)











where ô= x̂sinθ cosφ + ŷsinθ sinφ + ẑcosθ is the observation unit vector in the direction







over the triangle T n . This can be integrated numerically at this point using M-point Gaus-
sian quadrature.
To evaluate the integral I of Eq. (406) analytically we make the transformation to sim-
plex coordinates [41]
R(η ,ξ ) = (1−η−ξ )Rn1 +ηRn2 +ξ Rn3
= η (Rn2−Rn1)+ξ (Rn3−Rn1)+Rn1 (407)























[ηE3 +ξ E2 +En]e














. Let s1 = (−ikE1 · ô),










































2 es2− (s3− s2)2
(s2)(s3)(s3− s2)2
]}
Eq.(411) is singular when s2 = 0, or s3 = 0, s2 = s3 6= 0, or s2 = s3 = 0. For the case





















































































J. Calculation of the absorbed power



























For each patch only the basis functions that are associated with that patch will be non-
zero. By expanding the basis function f n(R) into f
+
n (R) and f
−










































Because of the delta function A+n and A
−
n will contribute only when they are the same as






























































The following discussion follows the notation of Balanis [44]. Assume that two infinites-
imal horizontal dipoles are positioned along the z-axis, are separated from each other by
a distance d, and are equidistant from z = 0. Assuming that the antennas are not coupled
to each other, the total field radiated by the two will be equal to the sum of the individual
fields. If the two antennas are exited with the same current magnitude, in the y-z plane the
total field will be given by [44]
Et = E1 +E2



















where I0 is the current in each antenna, l is the antenna height, β is the difference in the
phase excitation between the two antennas. The geometry of this setup is shown in Fig.
64.
(a) (b)
Fig. 64. Geometry for the two element array.
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If the far field is assumed Eq. (424) reduces to












The part outside the curly brackets is the far field of a horizontal dipole located at the cen-
ter of the geometry, the second part is called the array factor, AF , therefore














Eq. (428) can be written in a more general form to include all types of antennas and all
array configurations [44]
Et = E(re f erence)×AF (428)
where E(re f erence) is the field due to a single antenna element at the reference point,
usually the center of the geometry. Eq. (428) is also referred to as pattern multiplication
for identical elements.
For the N-element linear array shown in Fig. 65, with random spacing and amplitude
the array factor is given by [44]





Ine jkdn cosθ (430)
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Fig. 65. Geometry for the N element linear array.
The power in the far field will be a function of the square of AF .
P =
















ImIne jk cosθ(dm−dn) (432)
If the magnitudes Im, In and the distances dm, dn are random in nature, then the second
term in Eq. (432) will tend toward zero and the power will be the sum of the individual
antenna powers.
Adaptation of the formulas from j to i
The rest of the work in this dissertation assumes that the fields have a time dependence
of e−iωt while the formulation of the array factor following the notation of Balanis [44]
assumes a time dependence of e jωt . To use the array factor with the field quantities










to be rewritten. Consider the phase term e− jθ
e− jθ = cosθ − j sinθ (433)
but by making the equivalence i =− j the complex exponential is written as
e− jθ = eiθ = cosθ + isinθ
= cos(θ +π)− isin(θ +π)
= e−i(θ+π) (434)
Therefore, the array factor formulas can be used with the equations of Chapter 4 by
first substituting e− jθ in the equations of the array factor with e−i(θ+π) and j with −i.
It can also be shown that
e jθ = ei(θ+π) (435)







(kd +π +β )
]}
(436)
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