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Abstract. With the rapid development of artificial intelligence, govern-
ments of different countries have been focusing on building smart cities.
To build a smart city is a system construction process which not only re-
quires a lot of human and material resources, but also takes a long period
of time. Due to the lack of enough human and material resources, it is
a key challenge for lots of small and medium-sized cities to develop the
intelligent construction, compared with the large cities with abundant
resources. Reusing the existing smart city system to assist the intelligent
construction of the small and medium-sizes cities is a reasonable way
to solve this challenge. Following this idea, we propose a model of Ant
Colony Optimization Ridge Regression (ACO-RR), which is an smart
city evaluation method based on the ridge regression. The model helps
small and medium-sized cities to select and reuse the existing smart city
systems according to their personalized characteristics from different suc-
cessful stories. Furthermore, the proposed model tackles the limitation
of ridge parameters’ selection affecting the stability and generalization
ability, because the parameters of the traditional ridge regression is man-
ually random selected. To evaluate our model performance, we conduct
experiments on real-world smart city data set. The experimental results
demonstrate that our model outperforms the baseline methods, such as
support vector machine and neural network.
Keywords: smart city system · system reuse · parameter optimization
· ant colony · ridge regression.
1 Introduction
In recent years, smart city has become the theme of urban development, which
is based on information technology and aims at high-quality and happy city life
[1]. Smart cities have played a key role in changing different aspects of human
life, involving transportation, health, energy and education [2]. The “intellec-
tualization” of various fields in a city is not enough to make a city smart, but
considers the mutual relations between various fields in related cities to realize
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the intellectualization of the city. Therefore, a smart city is regarded as a system
or a whole system [3].
Scholars have solved many problems in different fields through different ways
of reuse. Paludo [4] proposed the use of patterns to help the software designer to
model business processes. Penzenstadler [5] proposed a concrete artefact model
for integrated reuse from requirements to technical architecture, which satisfies
documentation demands with respect to functionality and the context assumed
by the subsystem. Gasparic [6] performed an industrial exploratory case study
to analyze the software reuse process of a medium size company which is a tech-
nology leader in a niche market. Kaindl [7] presented an integration of business
process and software reuse and reusability in the context of developing software
supporting business processes. Oumaziz [8] performed an empirical study of du-
plications in JavaDoc documentation on a corpus of seven famous Java APIs
and proposed a simple but efficient automatic reuse mechanism.
Resolving similar problems by multiplexing the same system is important for
reducing costs and shortening time [9]. The construction of smart cities is a very
complicated systematic project. There are many smart cities with high degree
of intelligence in China. How can we use the existing experience to effectively
avoid the waste of resources and other issues when building a smart city? Reuse
of smart city system is a good solution. Recently, such methods have not been
put forward in the field of smart cities, but in other fields, similar problems were
often solved by reusing methods. Ying [10] improved the modeling efficiency
and reliability of complex systems by using model reuse methods in the field of
Simulation science. Song [11] proposed an aimoes algorithm to solve a multi-
objective optimization problem, and introduced an evolutionary scheme that
flexibly reused past search experience, further improving the efficiency of the
search.
By introducing the reuse of smart city systems into the process of smart city
construction, we have solved the problem of waste of resources in the construc-
tion of smart cities in small and medium-sized cities and the problem of high
manpower and time cost caused by the inability to select the urban objects that
conform to the characteristics of the city and guide the construction of the city.
In the initial stage of smart city construction, a city needs a set of smart city
evaluation index system, which is developed by experts based on the character-
istics of the city and specific needs, to evaluate the current wisdom of the smart
city and select the appropriate smart city system based on the evaluation results.
For different indicator systems, the ACO-RR algorithm that we use to evaluate
smart cities can better calculate the weight of each indicator, thus improving
the accuracy of automated evaluation of smart city systems. Then choose the
appropriate imitation objects suitable for the city and the corresponding smart
city system to be applied in the process of intelligent construction to better guide
system reuse.
The remainders are organized as follows. In Section 2, we briefly discuss
some related work. Then, details about our method are presented in Section 3.
In Section 4, we demonstrate the experimental results conducted on real world
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public datasets. Finally, we conclude our study and prospect our future work in
Section 5.
2 Related Work
How to use smart city evaluation system to evaluate the effect of smart city
construction and the degree of its development scientifically has been widely
concerned by experts and scholars [12]. We can understand the essence of smart
city evaluation as ranking and evaluating the level of smart city development
[13]. The methods of determining weights in the smart city evaluation process
of the existing research include entropy method [14], Analytic Hierarchy Process
(AHP) [15], and CRITIC method [16]. The entropy method [14] only calculates
the weight from the angle of the index’s own information, without considering
the influence of the correlation between the indexes on the weight. The Del-
phi method [17–19] was proposed by Helm and Dark in the 1940s and further
developed by Golden and RAND. It first obtains experts’ opinions on a cer-
tain problem with multiple rounds of communication between an anonymous
way, and then sums up the experts’ opinions on the results of prediction and
evaluation. Delphi with repeated solicitation of opinions has the disadvantage
of complex investigation and high resource consumption. When a large num-
ber of indicators are needed for evaluation, AHP [15] can not distinguish the
importance of different indicators. CRITIC [20] without specific analysis of the
correlation between indicators makes the results of different problems deviate
greatly.
Zhang [21] used Principal Component Analysis (PCA) method to rank and
analyze the smart cities. However, PCA does not consider the influence of the
relationship between independent variables and dependent variables on the accu-
racy of smart city evaluation results. Many researches begin to use machine learn-
ing methods to extract information from data to solve various ranking prediction
problems. To approach this challenge, we research machine learning method in
other specialties. Aljouie [22] Introduced support vector regression and ridge top
regression models to cross-verify the SNP with the highest ranking, and calcu-
lated the correlation coefficient between the true and predicted phenotypes. Ran
[23] used support vector machine regression to solve the estimation problem of
photovoltaic system output. Hong [24] realized power management and solves
the problem of load/load estimation by using support vector regression. Yang
[25] solved a difficult problem with the medical field by using Decision Tree mod-
el to predict portal vein prostatitis vein thrombosis after acute pancreatitis. In
the field of smart city evaluation, in 2019, Ma [26] assessed the level of intelli-
gent city construction in 2011-2016 by trained neural network model with smart
city data. Compared with resource-rich big cities, the intelligent construction of
small and medium-sized cities is a difficult challenge. How to accurately evalu-
ate smart cities, and then help small and medium-sized cities choose smart city
systems that meet their own characteristics to assist the city’s intelligent con-
struction is particularly important. We propose an evaluation model ACO-RR.
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The principle of ACO-RR is based on ridge regression algorithm and ant colony
algorithm is used to find the optimal ridge parameters in the process of training
model. It solves the influence of multi-collinearity of data onto sorting results
and avoids the randomness of manual determination of parameters in tradition-
al ridge regression algorithm. we have proved that ACO-RR algorithm can be
used in the task of accurate evaluation of smart cities under different smart city
evaluation systems.
3 Proposed ACO-RR Model
3.1 ACO-RR Algorithm Flow
ACO-RR realizes automatic parameter tuning of the model by using group intel-
ligence to find the appropriate ridge parameters. As shown in Fig. 1. Firstly, the
solution space is divided, the information concentration and other parameters
in each space are initialized, and ants are randomly placed in each space. The
second step are to calculate the transition probability of each ant transferring to
other space based on the existing information and the information concentration
on the path, and determine whether to transfer the ants according to the mag-
nitude of the probability value. In addition, we need to update the information
concentration on the path after the ant has transferred. At this time, the search
solution space will gradually shrink. We can finally find the optimal solution by
repeating the above process. The core of the whole algorithm is the selection of
the objective function. The ultimate goal of the algorithm is to make the model
learn the intrinsic information reflected by different evaluation index systems,
and find out the influencing factors reflecting the evaluation indicators. There-
fore, the objective function of the algorithm is set as the accuracy function of
the ridge parameter for smart city evaluation.
3.2 Algorithm Principle
The difficulty of ridge regression is how to determine the parameters of the
model, but the traditional ridge regression has a certain randomness by man-
ually selecting parameters, which makes the results less accurate. In order to
solve this problem, the ant colony algorithm is introduced to optimize the pa-
rameters, which improves the robustness of the algorithm and the accuracy of
the evaluation. Ant colony algorithm is a simulation optimization algorithm that
finds the optimal solution by simulating the ant foraging behavior. It can quickly
converge to the optimal solution by using the group wisdom of the ant colony
to solve the optimal problem. During the search process, ants continuously re-
lease pheromones so that individuals in the ant colony can acquire information
of other ants by capturing pheromones to realize information transmission. Each
ant calculates the transfer probability of the corresponding space according to
the pheromone concentration of each transferable space,and then decide which
space to transfer to according to the probability values of different spaces. The
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Fig. 1. The main flow chart of the ACO-RR algorithm.
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pheromone of the solution space needs to be updated after the transfer. Repeat
the iteration of the above process until the ants no longer transfer, and finally
the ant colony will gather near the optimal solution. The ant colony algorithm
was originally proposed to solve the discrete optimization problem, while the pa-
rameter optimization of ridge regression is a continuous optimization problem.
Therefore, the ACO-RR algorithm proposed in this paper is to optimize the
parameters in the ridge regression model based on the idea of using ant colony
algorithm to solve the extremum of multimodal functions.
Assuming that the optimization problem function is f(x), x ∈ [a, b], algorith-
m divides the domain [a, b] into n subintervals, equation 1 is the length of the
divided interval. Each interval is denoted as I1, ..., Ii, ..., In, and equation 2 is
denoted as solution space I. If the middle position of the interval is represented
by Xi, which can be calculated by equation 3. Ants in ant colony calculate the
transition probability value to each interval in the transferable subinterval set
according to pheromone of each interval and the transition cost v from their
current position to the next interval, and select the interval with the largest
probability value for transition. Ants will release pheromones in a certain inter-
val after transferring to that interval.
ι = (a− b)/n (1)
Ii = [a+ (i− 1) ∗ ι, a+ i ∗ ι] (2)
Xi = a+ (i− 1/2) ∗ ι (3)
Initialize the Position and Interval Pheromone Concentration of Ant
Colony m is the number of ants in the ant colony, and n is the number of
divided solution spaces. In the first step, all ants are randomly placed in each
solution space to complete the initialization of ant colony positions. In addition,
the pheromone amount released by each ant at its location is expressed by const,
and then we can obtain the initial information concentration of each space.
Transferable Set Tsi (Transfer set i) is defined as a set of transferable sub-
spaces of ant i as shown in equation 4, where k is used to limit the ant transfer
range. We take the midpoint position Xi to calculate the corresponding target




{I1, ..., Ii, ..., Ii+k}, 1 ≤ i ≤ k
{Ii−k, ..., Ii, ..., Ii+k}, k < i ≤ n− k
{Ii−k, ..., Ii, ..., In}, n− k < i ≤ n
(4)
Ant Colony Transfer Each ant selects a transferable subspace with a certain
limit, and selects the subspace to be transferred by comparing the magnitudes
of the spatial transition probabilities. If f(Xi)− f(Xj) < 0, the transfer occurs,
otherwise the ant does not transfer. Heuristic function is defined as Bij because
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the transfer cost of solution space i and solution space j is |f(Xi) − f(Xj)|.
Pij(t)(s) indicates that the ant t is transferred from subinterval Ii to subinterval
Ij at the s th iteration as shown in equation 6, where Aj is the pheromone
content of interval j at the current moment, and φ is information inspiration. ϕ
is the expected heuristic factor.












, j ∈ Tsi
(6)
Pheromone Update The information increment of ant colony corresponding
to subinterval j after completing one transfer is ▽Atj(s). If ant t transfers from
Ii to Ij , ant t will release a certain amount of pheromone ▽Atj(s) on Ij in
the process of iteration s, c1 is a normal number. while all ants complete one
transfer, the algorithm updates the information concentration of all subintervals
as shown in formula 8, where χ is the pheromone volatilization factor, and Aj(s)
represents the information concentration of current interval j.
Atj(s) = c1(f(xi)− f(xj)) (7)
Aj(s+ 1) = (1− χ)Aj(s) +▽Aj(s) (8)
Narrow Solution Space After several times of ant colony transfer, all ants
will concentrate in the interval near the maximum value, and there are no ants
in other intervals. These ant - containing intervals are taken out as new solution
spaces, and then the above steps are repeated until the refined space is small
enough. We found that the position where the ant stayed at this time was the
position of the required optimal solution.
3.3 Specific Steps of the Algorithm
At present, all existing smart cities have their own smart city systems. For other
cities, which are going to build smart cities, effective use of existing experience
to solve the problem of smart city construction and realize the reuse of smart
city system can not only improve the construction process and efficiency, but
also avoid the waste of a large number of human and material resources, and
also help to control the overall and direction of construction. The core of smart
city system reuse is to use the evaluation results to help small and medium-sized
cities that need smart city construction to choose a suitable smart city system.
Therefore, the accuracy of evaluation results is the key issue.
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4 Experiments
According to the given evaluation index system, we established ACO-RR model
to evaluate the smart city, and verified the accuracy of the model through a
number of experiments.
Compared with the experimental results of other algorithms, we found that
ACO-RR had higher accuracy and stronger stability. The experiment consisted
of three parts: in order to verify whether the algorithm always has high accu-
racy for smart city evaluation under different index systems, the first part of
the experiment is a comparative experiment based on three different smart c-
ity evaluation systems in 2013, 2014 and 2015 respectively. The second part of
the experiment mainly considers the influence of different data samples on the
accuracy of the algorithm. In addition, we use the third part of experiments to
verify the change trend of algorithm accuracy with the change of sample size.
4.1 Experimental Data
Our experimental data come from the evaluation report on the development level
of China’s smart cities issued by the Chinese Academy of Social Sciences and
Other Smart City Research Center in 2013, 2014 and 2015. The extraction of
data in the report were collected in the following four ways: Literature review,
Network surveys, Telephone surveys and Technical inspections. Since the smart
city data in recent years have not been published, we used the smart city data
sets of 2013, 2014 and 2015 as the experimental data of different evaluation
index systems. Through comparing the results of several groups of comparative
experiments, we found that ACO-RR algorithm was more suitable for solving
the problem of smart city evaluation with different evaluation index systems.
Sample 1 is the smart city data of 2013, sample 2 is the smart city data of 2014,
and sample 3 is the smart city data of 2015.
Partial sample data of the experiment are shown in Table 1. The focus of this
paper is not on the construction of the index system, we will not describe the
construction and composition of the evaluation index system. Because the cor-
responding smart city evaluation index systems in the smart city development
level evaluation reports of different years are different, the published three-year
city data and the evaluation index system of corresponding years are used for
subsequent experiments. Before the experiment, The data need to be standard-
ized in order to eliminate the influence caused by different dimensions of different
indexes.
4.2 Experimental Methods and Processes
Experimental Methods
Decision Tree Decision Tree is a common class of machine learning methods.
First, we select the optimal partitioning attribute at the splitting node, and
use the value of this attribute to partition the sample to generate many new
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Table 1. Partial Sample Data
Indx Wuxi Pudong Ningbo Shanghai Hangzhou Beijing
Index1 71.4 102.9 80.85 89.25 78.75 71.4
Index2 94.5 94.5 63 73.5 94.5 73.5
Index3 36.75 31.5 21 31.5 26.25 21
Index4 157.5 126 147 126 105 157.5
Index5 36.75 21 36.75 52.5 42 21
Index6 96.6 86.1 96.6 92.4 84 94.5
Index7 84 47.25 73.5 73.5 68.25 73.5
Index8 47.25 36.75 47.2 21 31.5 21
Index9 42 105 73.5 42 42 52.5
Index10 77.7 81.9 54.6 56.7 46.2 100.8
Index11 52.5 94.5 42 94.5 84 105
Index12 105 52.5 81.9 79.8 77.7 75.6
Index13 42 84 42 63 105 42
Index14 105 126 126 115.5 115.5 126
Index15 105 63 105 63 73.5 84
Index16 73.5 73.5 84 63 73.5 63
splitting nodes. Then, we repeat the above process of each new splitting node,
and finally generate a Decision Tree with strong generalization ability. In the
experimental part, the Decision Tree model was applied to solve the regression
prediction problem by dividing the feature space into several units with specific
output. Each partition checked the values of all the features in the current set
and chose the best value as the segmentation point according to the criterion of
minimum square error.
SVR Support Vector Machine is proposed for the principle of structural risk
minimization, which overcomes the disadvantages of traditional models caused
by the principle of empirical risk minimization and has strong generalization
ability. Owing to the regression problem of smart city evaluation problem, we
applied the method of SVR to make empirical analysis. The goal of SVR is to
find a regression hyperplane to minimize the distance from all sample data to
the plane. Given training samples D = (X1, Y1), (X2, Y2), ..., (Xn, Yn), model
will learn an f(x) as close as possible to Y . Assuming that there is a maximum
ϵ deviation between f(x) and Y that we can tolerate, the loss is calculated when
the absolute value of the difference between f(x) and Y is greater than ϵ. This is
equivalent to building a spacing band with a width of 2ϵ with f(x) as the center.
The training sample will be considered to be the predicted correct sample if it
falls within this interval band.
Neural Network Neural network is essentially a neural network with error back
propagation. It consists of an input layer, an output layer and an implicit layer,
wherein the implicit layer may have more than one layer. The learning process
of neural networks with different hidden layers is similar. Firstly, the connec-
tion weights of each hierarchical structure in the network are initialized, and the
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training sample data is selected to calculate the mean square deviation of the
final output data and the actual data through the hierarchical structure of the
network to determine whether the next sample needs to be selected to continue
iteration. Then reverse error propagation is carried out to further correct the
error. The initial weights of each layer of the neural network are randomly gen-
erated, and the slow training speed of the network leads to the local minimum
problem.
Experimental Processes The experimental data were standardized by the
specific gravity method. According to the results of literature research, we se-
lected Decision Tree [27] and SVR [22, 23] algorithms that had achieved good
results in other fields, and neural network [26] algorithms used in the field of
smart city evaluation as the comparison algorithms to verify the effectiveness of
ACO-RR in this paper.
In the first part, we conducted three groups of experiments by using Decision
Tree, SVR, neural network and ACO-RR on three different samples. In each
group of experiment, the data were first divided into training sets and test sets.
The model trained by the training sets was used to evaluate smart cities in the
test sets. Pearson correlation coefficient between the evaluation results vector
of the model and the actual ranking result vector of the city was calculated
as the accuracy of the model. In order to prevent possible differences caused
by data sets, the same training set and test set were used to train their models
respectively with four algorithms in the intra-group experiments, and the trained
models were used to evaluate smart cities. In this part, there were a total of 12
experiments in three groups. The first group consisted of experiments 1-1, 1-2,
1-3, and 1-4. The four experiments were based on sample 1 using Decision Tree,
SVR, and neural network. Sample 1 was used as experimental data in the four
experiments, and then Decision Tree, SVR, and neural network and ACO-RR
algorithms were respectively used for comparative experiments. The second set
of experiments consisted of experiments 1-5, 1-6, 1-7, 1-8, the four experiments
in this group used sample 2 as experimental data to compare the effectiveness
of the four algorithms. The third group consisted of experiments 1-9, 1-10, 1-11,
1-12. Similarly, these four experiments were comparative experiments of four
algorithms based on sample 3.
The second part of the experiment consisted of four groups of 16 experiments.
First, we randomly divided sample 3 into four times to obtain four sets of test
sets and training set samples of the same scale, and the data sets obtained by
the four divisions were represented by D1, D2, D3, and D4. We used the above
four algorithm training models to evaluate the smart city, and finally calculated
the accuracy of each model separately. The first set of experiments consisted of
experiments 2-1, 2-2, 2-3, and 2-4. The four experiments were based on the data
set D1 using Decision Trees, SVR, neural networks, and ACO-RR algorithms for
comparison experiments. The difference between the three sets of experiments
and the first set of experiments was only that the data sets were different. The
second set of experiments was based on the comparative experiment of the data
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set D2 through four algorithms, and the third and fourth sets were based on the
data sets D3 and D4 respectively.
The third part of the experiment consisted of 12 groups of 48 experiments.
In each of the 12 sets of experiments, we conducted four experiments using the
above four algorithms to train the model and evaluate the smart city. Throughout
the third part of the experiment, we gradually increased the number of data
samples in the training set to observe the change trend of accuracy rate of
different algorithms with the change of data sample size.
4.3 Experimental Results and Analysis
We used the third-party package in Python to construct the model of compara-
tive experiments, and set the default parameter value to the parameter value of
the model. The parameters of SVR model such as C value set to 1.0, cache size
value set to 200, degree value set to 3, epsilon value set to 0.1, kernel value set
to RBF. By observing the ridge regression parameters of ACO-RR algorithm,
we found that the parameters of the model constructed under different index
systems will be different. For example, the ridge parameter under sample 1 is
0.65, while that under sample 2 is 0.33. In fact, ACO-RR algorithm can quick-
ly and effectively realize intelligent city evaluation because the algorithm can
automatically find such differences.
The accuracy of the results of all experiments was shown in Table 2. We
measured the accuracy of the evaluation results of the algorithm model by cal-
culating the Pearson correlation coefficient between the two vectors. The larger
the Pearson correlation coefficient was, the closer the evaluation results of the
model were to the real ranking of the city, which also showed the higher the
accuracy of the algorithm. The comparison results of algorithm accuracy under
different index systems were shown in Fig. 2. The left-to-right bar chart in the
figure showed the accuracy of Decision Tree, SVR, neural network and ACO-
RR algorithm in evaluating smart cities based on different evaluation systems
respectively. It is not difficult to find that the Pearson correlation coefficien-
t of ACO-RR algorithm is always the highest compared with the other three
algorithms, which further illustrates the applicability of this calculation in the
field of smart city evaluation. In the second part of the experiment, the results
Table 2. Algorithm Accuracy under Different Index Systems
Year Decision Tree SVR neural network ACO-RR
2013 0.96 0.87 0.87 0.99
2014 0.97 0.92 0.89 0.99
2015 0.98 0.97 0.96 0.99
obtained by different division methods of data are shown in Fig. 3. The figure
shows that the accuracy of SVR, neural network and Decision Tree algorithms
are greatly affected by the difference of samples under different sample data with
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Fig. 2. Comparison chart of accuracy under different index systems
the same data size, while the accuracy of ACO-RR algorithm is basically stable,
which shows that the stability of the algorithm is higher than that of the other
three algorithms.
The experimental results in the third part are shown in Fig. 4. No matter how
the sample size changes, the accuracy rate obtained by ACO-RR algorithm is
always higher than that of the other three algorithms, thus verifying that ACO-
RR algorithm can evaluate smart cities more accurately. From the curve trend
in the figure, we find that the accuracy of all algorithms has been improved and
gradually converge with the increasing sample size. However, ACO-RR always
has the highest accuracy rate, which indicates that the algorithm is more suit-
able for solving smart city evaluation problems. Through the above experimental
results, we come to the conclusion that SVR, Decision Tree and neural network
algorithms are highly sensitive to data sets. When the data sets change, the ac-
curacy of the model changes greatly. Neural network is actually an optimization
method of local search in which the weights in the network are gradually adjust-
ed along the direction of local improvement. It is suitable for solving a complex
nonlinear problem. In fact, the distribution characteristics of smart city evalua-
tion index data are not suitable for evaluation by neural network. Because the
network often learns too many sample details to make the learned model unable
to reflect the rules contained in the sample. In fact, network based on data dis-
tribution characteristic of smart city evaluation index usually learn too many
sample details, resulting in that learned model cannot reflect the rule contained
in the samples. Therefore, neural networks are not suitable for the evaluation of
smart cities. However, the support vector machine algorithm mainly determines
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Fig. 3. Comparison chart of algorithm accuracy under different sample sets
Fig. 4. Trend chart of accuracy rate changing with sample size
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whether the output data of the model is close to the actual data by dividing the
region band. As the errors in the region band can be accepted, the evaluation
accuracy cannot reach higher accuracy. The low accuracy of decision trees is
mainly due to the fact that a small change in the data may lead to the gener-
ation of a completely different tree, and the decision trees are easily over-fitted
by dividing with features as nodes. Through many groups of experimental re-
sults, it is proved that ACO-RR algorithm not only has higher accuracy but
also has stronger applicability and stability in solving the problem of smart city
evaluation. In the early stage of the construction of a smart city, we can use
ACO-RR algorithm to evaluate the existing smart city under the index system
formulated by experts that conforms to the city’s own characteristics. According
to the evaluation results, an appropriate smart city system is selected and ap-
plied to the construction of smart cities. By reusing the smart city system, the
problem of insufficient resources in small and medium-sized cities is solved to a
certain extent, meanwhile, a large amount of manpower and material resources
are saved, and the construction efficiency is further improved.
5 Conclusion
The algorithm proposed in this paper uses the regularization of ridge regression
to solve the multicollinearity problem of data, and introduces the optimization of
ant colony algorithm to solve the randomness problem of artificial parameters.
We have proved that ACO-RR algorithm can always capture the changes of
information and maintain high accuracy despite the changes in the index system.
When a small and medium-sized city is ready to build a smart city, the first
step is to use the evaluation system given by the city experts to evaluate the
existing smart city combined with the algorithm in this paper, then select the
corresponding smart city system according to the smart city with the highest
degree of intelligence, and finally reuse the smart city system in the construction
process. This not only solves the problem of waste of resources in the construction
of smart cities, reduces the development time and labor costs, but also further
improves the reliability and efficiency.
In the experiment, different intelligent city index systems were used for model
training, and the results show that ACO-RR algorithm is more suitable for smart
city evaluation than other algorithms no matter how the smart city index system
change. Other experimental results of smart city evaluation under different data
samples show that the proposed algorithm is more stable than other algorithms.
In addition, through a variety of comparison algorithms, it can be proved that
ACO-RR algorithm can improve the accuracy of evaluation results for smart
cities. Therefore, with the continuous expansion and rapid development of smart
cities, we can try to evaluate smart cities with this algorithm. At present, the
main method of smart city evaluation is to weight the index data of each city,
calculate the score of smart degree of the city and rank it. The evaluation of smart
city is also a multi-objective decision-making problem. In the future work, we will
focus on the study of whether some comprehensive evaluation models can solve
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the evaluation of smart city. With the gradual acceleration of the development
of smart cities, the diversity of data will be further considered when evaluating
smart cities in the future.
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