We introduce a probability distribution on P([0, 1] d ), the space of all Borel probability measures on [0, 1] d . Under this distribution, almost all measures are shown to have infinite upper quasi-Assouad dimension and zero lower quasi-Assouad dimension (hence the upper and lower Assouad dimensions are almost surely infinite or zero). We also indicate how the results extend to other Assouad-like dimensions.
Introduction
The Assouad dimension of a metric space was first introduced by Assouad [1, 2] in relation to the study of embedding problems. It was observed in [3] to coincide with the star dimension introduced by Furstenberg [8] .
Variants of the Assouad dimension, the lower Assouad dimension [15] , quasi-Assouad dimensions [14] and Φ-dimensions [9] (which includes quasi-Assouad dimensions and θ-dimensions [7] as special cases), were defined and studied by various authors. The analogous Assouad dimension for measures, known also as the regularity dimension, was first studied in [4, 12, 13] . Analogs of quasi-Assouad dimension for measures were introduced and investigated in [10, 11] .
These (quasi)-Assouad and Assouad-like dimensions aim to capture the local extreme behavior of a set or a measure, and as such they are not necessarily finite (or bounded below from zero). Indeed, it was observed in [4] that a measure has finite uppper Assouad dimension if and only if it is doubling. The notion of quasi-doubling was introduced in [10] to characterize measures with finite upper quasi-Assouad dimension.
In this note, we study the quasi-Assouad dimensions of randomly selected measures supported on [0, 1] d . We begin in Section 2 by defining quasi-Assouad dimensions and reformulate them in a way similar to Furstenberg's definition of star dimension. In Section 3, we construct a Borel probability distribution on P([0, 1] d ), the space of all probability measures on [0, 1] d , regarded as a (compact) metric space with respect to the weak * topology. This distribution is obtained by representing measures in terms of labeled trees, and then choosing the ratios between each level in a uniform manner. Because of the uniformity in our construction, the expectation of the measure of any Borel set agrees with the d-dimensional Lebesgue measure. In Section 4, we prove that under this distribution, almost all measures have infinite upper quasi-Assouad dimension. Similarly, but with a slightly different estimate, the lower quasi-Assouad dimension of a measure is almost surely zero. In Section 5, we indicate how these results can be extended to intermediate Assouad-like dimensions. We end with a list of questions that we have not yet been able to answer.
We mention that the "generic" behavior (in both the probabilistic and topological sense) of Assouad dimensions of attractors of random iterated function systems have been studied before in [5, 6] as well as other papers. However, the literature on the probabilistic behavior of Assouad dimensions for measures is scarce. In view of our results, rather than studying the behavior of the Assouad dimensions of general probability measures, one might want to focus on measures that are more "structured", such as those with some self-similarity.
Quasi-Assouad dimension for measures and their star characterizations
Here the balls are understood to be with respect to the Euclidean metric on R d . It makes no difference in the definition if we use any other equivalent metric. In particular, we are allowed to use the supremum metric, with respect to which all balls are "hypercubes" in the Euclidean sense.
The upper quasi-Assouad dimension of µ is defined to be dim qA µ = lim δ→0 H(µ, δ), and the lower quasi-Assouad dimension
Note that as δ → 0, H(µ, δ) increases and h(µ, δ) decreases. Thus the limits exist, and we may take limits along any countable sequence δ n decreasing to zero.
The upper Assouad dimension is dim A µ = H(µ, 0), and the lower Assouad
is a norm-one rescaling of f * µ, i.e. a measure of the form
Here f * µ denotes the push-forward of µ by some affine map on R d of the form
The
where H * m (E) is the maximum, over all mini-sets E ′ of E, number of grids of length 2 −m that intersect E ′ . Note that the limit exists by sub-multiplicativity of (H * m (E)) m . We refer the readers to [8] for more details of these well-known definitions and results.
It was shown in [3] that dim * E = dim A E. In a similar way, one can formulate a "star characterization" of H(µ, δ). To do so, we "discretize" the condition 1 < r < R 1+δ < R by considering various m ∈ N for which 2 m ≈ R r > R R 1+δ = R −δ . Thus the mini-measures we consider must be supported on a rescaling of hypercubes of side length l = 2R > 2 · 2 −m/δ .
More precisely, we define the upper δ-star dimension of µ as
To obtain H * m,δ (µ), for every mini-measure µ ′ of µ, temporarily define M m,δ (µ ′ ) to be the maximum µ ′ measure of the 2 d central hypercubes in the partition of
, where the supremum is taken over all mini-measures µ ′ that arise from rescaling of a hypercube of side length l > 2 · 2 − m δ , for which M m,δ (µ ′ ) = 0. Unravelling all relevant definitions, we have
. Take a sequence α n ց H(µ, δ) such that for each n, there exists C n > 0 such that
+ǫ for some mini-measure µ ′ of µ, whose support is a rescaling of a hypercube of side length l ≥ 2 · 2 − m δ . Here B is one of the central 2 d hypercubes with the largest measure. Since this condition on l is equivalent to 1 2 
for each n and every ǫ > 0. It follows, by letting ǫ → 0, m → ∞ and n → ∞, that dim * δ µ ≤ H(µ, δ). To prove the other direction, fix ǫ > 0. For simplicity of notation, let s := dim * δ µ. By the definition of the δ-star dimension, for large enough m, we have H * m,δ (µ) ≤ 2 m(s+ǫ) . Thus there exists C > 0 (depending only on ǫ) such that for all m ∈ N,
It follows that H(µ, δ) ≤ s + ǫ for all ǫ > 0. Hence
The analogous statement for the lower quasi-Assouad dimension also holds. We omit the proof, as it is similar.
where h * m,δ (µ) is the minimum, over all mini-measures of µ ′ that are rescaling of some hypercubes of side length l > 2·2 − m δ , of the reciprocal of the largest µ ′ -measure of the central 2 d hypercubes from the partition of supp(µ ′ ) into 2 md hypercubes (of side length 2 −m ).
A Distribution on Probability measures
The goal of this Section is to construct a Borel probability distribution P on P([0, 1] d ), regarded as a (compact) metric space with the weak * topology. We first discuss the represention of µ ∈ P([0, 1] d ) in terms of a labeled 2 d -ary tree, then construct a distribution on the space of labeled trees by choosing the ratios between each level in a uniform manner. Finally, we justify that it is a Borel probability distribution with respect to which measures behave like the Lebesgue measure "on average". 3.1. Tree representation of a probability measure. It is well-known that there is a 1-1 correspondence between closed subsets in [0, 1] d and 2 d -ary trees, and that measures on [0, 1] d can be represented in terms of labeled 2 d -ary trees, c.f. [8] . For measures without full support, the corresponding tree is not necessarily complete (i.e. there might be some nodes with < 2 d children). However, we may complete it and label by zero all nodes that we add. Henceforth, when we speak of n-ary labeled trees, we mean a complete tree, possibly with some nodes (and of course, all their children) labeled zero.
We also label each edge of the tree by the ratio of the labels of the child node to the parent node.
For example, when d = 1, the tree representation of µ ∈ P(
The label on each node is then the product of the labels on all edges of the (unique) path joining the root and this node. Note also that the sum of the labels of all edges below every node is 1. Thus, if we label all edges in a tree subject to the condition that all edge labels below each node sum to 1, then all labels on the nodes are uniquely determined, and correspond to a measure supported on [0, 1] d .
3.2.
Construction of the distribution. Let n ≥ 2 be an integer. In the following, we will construct a distribution on labeled n-ary trees by choosing, independently for each node, n random nonnegative numbers adding up to one, and arranging them to be the labels on the edges below this node.
Let X 0 = (X 1 , ..., X n ) be a random vector that takes values uniformly in the (n− 1)-simplex {(x 1 , ..., x n ) ∈ R n : x 1 , ..., x n ≥ 0, x 1 + ... + x n = 1}, i.e. its probability density is constant with respect to the (n − 1)-dimensional Lebesgue measure 1 . It is well-known (or follows from a simple calculation) that the marginal distribution of each X i is the beta distribution Beta(1,n−1). That is,
For convenience, we index the nodes of an n-ary tree by sequences with digits in Λ = {1, ..., n}. Let Ω = n Λ n be the semigroup generated by Λ, the elements of which will represent nodes of our n-ary trees. Thus every labelled tree can be identified as a point in [0, 1] Ω .
By a slight abuse of notation, instead of "a node of the labeled tree T represented by ω", we will simply say "the node ω". Sometimes, we will also denote the label of the node ω in T by m T (ω).
Next, we make a countable collection of independent copies of X 0 , and attach to each node ω ∈ Ω such an independent copy X ω . The n edges below a node ω will be attached the corresponding components of X ω = (X ω 1 , ..., X ω n ). As remarked above, the law of X := (X ω ) ω∈Ω determines a distribution on the space of labeled n-ary trees, which we shall denote by P. The underlying σ-algebra will be denoted by σ(X).
Since P([0, 1] d ) can be identified with the space of labeled 2 d -ary trees, applying the construction to n = 2 d , we obtain a distribution on P([0, 1] d ). By abuse of notation, we still denote it by P, and its underlying σ-algebra σ(X).
We illustrate the situation with d = 1. In this case every µ ∈ P([0, 1]) can be represented by a labeled binary tree, where each X ω (with ω an 0-1 sequence) has distribution Beta(1, 1), or equivalently, Uniform(0, 1):
Enumerating elements of Ω in the order ∅, 0, 1, 00, 01, 10, 11, ..., we have a random variable whose value specifies all edge labels
This uniquely determine all node labels, namely, the value of
Hence, they induce a distribution on the space of labeled binary trees, and on P([0, 1]), via the push-forward. for some fixed tree T 0 , finite sequence ω ∈ Ω and ǫ > 0. Recall that the notation m T (ω) stands for the label of ω on T . Since m T (ω) (regarded as a function on T ) is given by the product of some X ω i , it is measurable. It follows that N (T 0 , ω, ǫ) is measurable and P is a Borel measure.
Since our random measures are selected "uniformly" at each level, we should expect them to behave probabilistically like the Lebesgue measure To do this, we introduce a new quantity, H m,δ (µ), closely related to H * m,δ (µ), which works more naturally with the tree representation. Fix m, δ. Each node at level ⌊ m δ ⌋ has 2 m children m levels down, 2 d of which correspond to the central 2 d hypercubes in the partition of [0, 1] d into 2 ⌊m/δ⌋+m hypercubes. We refer to these as central children. Write |ω| for the length of the (finite) sequence ω. Define
Continuing with our example in the case d = 1,
Since this amounts to taking the supremum over a smaller collection of minimeasures, Here, since the image of each X ω embeds in the space of trees, by abuse of notation we may think of the σ-algebra σ(X ω ) generated by X ω as a subset of σ(X).
Thus, by Kolmogorov's 0-1 law, this set has P-measure 0 or 1.
Proof. We claim that for each δ > 0, 
Since lim sup m→∞ log 2 H m,δ (µ) m increases as δ decreases to zero, we may take limits along a countable subsequence (which preserves measurability) to see
is also a tail event. 
Proof. We first note that
can be obtained by taking limit, maximum, minimum, reciprocal and products of X ω i , and all these operations preserve measurability.
For N ∈ N, we show that any δ < 1/ (N 2 d (2 d − 1) ) works. For every m ∈ N, we have that
if and only if all min ω ′ mT (ω) mT (ω ′ ) ≤ 2 N m . Recall that mT (ω ′ ) mT (ω) is given by the product of m independent random variables with distribution Beta(1,2 d − 1). Among such products, those starting with distinct ω are independent (there are at least 2 ⌊ m δ ⌋ of them). For m ≥ 2, we have P µ :
where Y has distribution Beta(1, 2 d − 1). The last equality is justified by the fact that each ω has 2 d central children, and for m ≥ 2, the last terms in the corresponding products are independent.
Since δ has been chosen so that
as required. In particular, the quasi-Assouad dimension is infinite for P-a.e. µ.
Proof. By Proposition 4.2, for every N there exists δ ≥ 0 such that
Since lim sup m→∞
increases as δ ց 0, by monotonicity,
By continuity of P,
We saw in Lemma 4.1 that P µ : lim δ→0 lim sup m→∞ As in Lemma 4.1, the set in question is measurable and is a tail event.
Proposition 4.5. For all N ∈ N, there exists δ > 0 (depending on N ) such that
Proof. Repeating the proof of Proposition 4.2, we see that for every m,
where the X i 's are independent with distribution Beta(1, 2 d − 1). By their independence,
Taking δ small enough so that (1 − 2 −1/N ) 2 d −1 > 2 −1/δ , and using the fact that lim sup m (1 − 1 am ) bm ≤ e −1 provided b m ≥ a m eventually, we have
The rest of the proof is then similar to Proposition 4.2.
As in the argument for Theorem 4.3, we have the following In particular, the lower quasi-Assouad dimension, and hence the lower Assouad dimension, are zero for P-a.e. µ.
Extensions to Intermediate Assouad-like Dimensions
In this Section, we briefly indicate how our methods extend to the Φ-dimensions introduced in [9] . For simplicity, we focus only on the upper Φ-dimensions obtained by imposing the condition that 0 < r < R 1+Φ(R) < R < 1 in place of 0 < r < R 1+δ < R < 1 in the definition of quasi-Assouad dimension, where Φ : (0, 1) → R + is a positive real-valued function. That is, we define dim Φ µ to be inf s :
We begin by finding a suitable *-characterization in this case: We want
thus in H m,Φ , we consider only mini-measures whose support is a rescaling of a hypercube of side length > R, where R satisfies ϕ(R) := R −Φ(R) < 2 m .
Example 5.1. To recover the (upper) Assouad dimension, take Φ(R) = 1/ log 2 R, so that ϕ(R) is a constant. Note that for large enough m, the condition ϕ(R) < 2 m is trivially satisfied, i.e. there are no constraint on R.
Example 5.2. To recover the function H(µ, δ) in the definition of (upper) quasi-Assouad dimension, take Φ(R) = δ, so ϕ(R) = R −δ . In this case, the condition ϕ(R) < 2 m is equivalent to R > 2 −m/δ , which coincides with our previous definition in Section 2.
Observe that ϕ is nonincreasing in both cases. In the following, we assume ϕ is nonincreasing and left-continuous. Define its quasi-inverse to be ϕ −1 (y) := sup {x ∈ (0, 1) : ϕ(x) ≥ y} 3 . It is characterized by the property that it is nonincreasing, right-continuous, and ϕ(x) ≥ y if and only if x ≤ ϕ −1 (y).
Thus, our requirement ϕ(R) < 2 m on R is equivalent to R > ϕ −1 (2 m ) = 2 −n , where n = − log 2 ϕ −1 (2 m ).
Repeating the proof for the infiniteness of quasi-Assouad dimension, Proposition 4.2, we see that a sufficient condition for It might be the case that Φ n (x) does not tend to zero as x → 0, but Φ n → Φ pointwise and lim sup x→0 Φ(x) = 0. Then we may define some "quasi-Φ" dimensions analogous to the quasi-Assouad dimension, and such dimensions will be Palmost surely infinite.
To summarize the above discussion is P-almost surely infinite.
Questions
We end with a list of questions that we have not yet been able to resolve.
(1) We saw that dim qA µ = lim δ→0 H(µ, δ) is P-a.s. infinite. Is it true that H(µ, δ) is almost surely infinite for some δ? If so, is there a critical δ where H(µ, δ) becomes infinite? (2) It is clear that lim δ→∞ H(µ, δ) is greater than the maximum local dimension. Are they almost surely equal? If not, how much do they differ? (3) We obtained necessary conditions for upper Φ-dimensions to be infinite.
How sharp is the result? Can we find precise condition for dim Φ to be infinite? (4) What is the answer to the analogs for the lower quasi-Assouad dimension of the above questions? (5) We showed that dim qA µ is almost surely infinite by introducing a smaller quantity defined by H m,δ (µ) (instead of H * m,δ (µ)) and showed the smaller quantity infinite. Do these two quantities agree, at least in some almost sure sense? (6) It can be shown that P-a.e. measures are supported on [0, 1] d , so our approach does not give much information about measures without full support. Is there a way to define random measures supported on arbitrary sets?
