We address the question of an averaging principle for a general class of multi-scale hybrid predator-prey models. We consider prey-predator models where the kinetic of the prey population, described by a differential equation, is faster than the kinetic of the predator population, described by a jump process, the two dynamics being fully coupled. An averaged model is obtained and compared to the original slow-fast system in term of probability and absorption time.
Introduction
We study a general class of multi-scale hybrid models of predator-prey type. These models describe the interactions between two populations of individuals at a mesoscopic scale: the prey population is assumed to be large enough so that a deterministic approximation can be justified, its dynamic following a deterministic differential equation, whereas the predator population evolves according to a stochastic jump process, see (1) . An other way to describe such a hybrid situation is to consider that the prey population evolves according to a fast time scale so that its evolution is somehow averaged and thus described by a continuous deterministic equation whereas the dynamic of the predator population is slower so that stochastic features remain and may be therefore best described by a stochastic jump process.
(x t ) t≥0 preys: continuous deterministic dynamic, (n t ) t≥0 predators: discrete stochastic dynamic.
(1) Such hybrid models are widely used in biology and may describe a large range of situations. For instance, in neurosciences, the generation of an action potential is modeled by a differential equation (or a partial differential equation) fully coupled to a jump mechanism accounting for the conformal changes of the ion-channels, see [1] . In a resource-consumption situation, hybrid models have been used to describe the evolution of a bacteria population in bio-reactors, see [2, 3] . As explained in [4] with examples coming from cancerology, hybrid models allow to describe Email address: Alexandre.Genadot@math.cnrs.fr (Alexandre Genadot) biological phenomena which are in interactions but evolving on different space or time scales.
Indeed, a common feature of many biological systems is to be intrinsically endowed with different time scales. We place ourself in this framework considering that the prey dynamic is faster than the predator one. The resulting model is then a slow-fast hybrid model that we intend to reduce through the averaging principle. Reduction of slowfast hybrid models is a quite recent field of research, the first mathematical analysis being, as far as we know, the work [5] , followed from various works of the authors of [6] . Get reduced models from slow-fast ones allows to simplify the equations describing the system of interest and in this way, this allows to perform a more detailed analysis of the biological phenomena in question, both theoretically and numerically. For instance, in our case, the probability and time of extinction for the predator population are more accessible on the averaged model than on the slow-fast one.
Compared to the above mentioned studies [5, 6] or to the works [7, 8] on multi-scale hybrid systems, the present work has the originality to propose to average a slow-fast hybrid model with respect to its continuous component. In the previously mentioned works, it was natural to consider averaging with respect to the discrete component of the system. We believe that the case that we consider in the present paper is as much relevant in some biological framework where the continuous deterministic variable may evolve on a faster time scale than the discrete stochastic variable, see for instance Section 2.2. Let us also remark, even if it is of secondary importance, that we work in the present paper with discrete components which are countable and not only finite contrary to the aforementioned studies.
The paper is organized as follows. In Section 2, we describe the model that we are interested in. We motivate our presentation by the description of a very particular, but quite relevant, example in Section 2.1. We endow this example with different time scales in Section 2.2. The general class of slow-fast hybrid models considered in the present paper is then described in Section 2.3. In Section 3, our main result, the averaging principle for this class of processes, is introduced together with some important properties of the averaged models. We present numerical simulations to illustrate the obtained results in Section 4. The Appendix A is devoted to the proof of the main result of Section 3.
The model

A hybrid predator-prey models
Let us consider a population of preys and predators in some domain V (area or volume). The number of preys in the population at time t is denoted by x t while y t denotes the number of predators. Suppose, in a very simple model, that the predators and preys die respectively at rate γD and D, γ being some positive ratio parameter. The growth of the predator population is assumed to depend on the number of preys through the rate βµ(·), β being some positive conversion efficiency and µ some consumption (of preys) function. Accordingly, the prey population decreases proportionally to the predator population at rate α V µ(·), where α may also be seen as a conversion efficiency (or as the inverse of the yield coefficient in a bacteria population). In such a situation, to give a chance to the prey population to survive, one may add some immigration of preys at constant flow Dx in with x in a positive parameter. This model may be described by the two following differential equations
endowed with some initial condition (x 0 , y 0 ). In this model, only the predator population responds to primary production of preys. This kind of prey-dependent models are particularly appropriate for so-called homogeneous systems like bacteria feeding in a stirred chemostat, see [2, 3, 9] , which may also be seen as a situation of resourceconsumption (the preys becoming the resource and the predators the consumers). More general situations are included in the more general setting presented in Section 2.3. We actually made a choice when describing the model by the system of differential equations (2) . We choose to describe the model at a macroscopic level at which we don't have to describe the possible discrete jump of population individuals. We implied for example that the prey population was large enough so that a deterministic approximation can be justified. At a mesoscopic scale, if the predator population at time t is composed of n individuals, it looses one of them at rate nγD (death of one of the n predators) or on the contrary gains one individual at rate nβµ(x t ) (one of the n predators give birth). The model is then more appropriately described by the equation
fully coupled to the jump mechanism
endowed with some initial condition (x 0 , n 0 ) (possibly random). The integer-valued 1 process (n t ) t≥0 ⊂ N 0 describes the evolution of the predator population at a discrete level. This is a jump process absorbed in zero. If (x t ) t≥0 were held fixed to some real ζ, the kinetic of (n t ) t≥0 would be the one of a homogeneous birth and death process absorbed in zero with parameters βµ(ζ) and γD [see e.g. on birth and death processes 10, Ch. 6]. The kinetic of this jump process is illustrated in Figure 1 . The process described by equation (3-4) is a so-called hybrid process combining a macroscopic continuous deterministic behavior fully coupled to a microscopic discrete stochastic behavior. Mathematically, assuming that µ is continuous, one may show that the couple (x t , n t ) t≥0 is a piecewise deterministic Markov process in the sens of [11] . Its generator A describes the infinitesimal motion of the process
defined for any bounded function φ : R × N 0 → R continuously derivable in its first variable, measurable in its second variable. Notice that the first part of the generator describes the deterministic motion of the process between two jumps, the jumps being described by the second part of the generator. Figure 2 displays a trajectory of the process (x t , n t ) t≥0 . For efficient numerical simulations of piecewise deterministic process, we refer to [12] .
1 The notation N 0 stands for the set of non-negative integers. 
It is quite natural to question the link between the two models (2) and (3-4). The answer is that the first one may be obtained as a scaling limit of the second one. This scaling limit has to be understood in the following way: let us renormalized the volume and the number of predators by a factor N ∈ N in equation (3-4): V ; N V , n ; 
when N goes to infinity, towards the deterministic process (x t , y t ) t∈[0,T ] solution of (2) .
This theorem provides a way to reduce the complexity of the hybrid model: in the framework of large volume, one may use the deterministic model solution of (2) as an approximation of the hybrid model (3) (4) . One may argue at this point that with such an approximation, one looses the intrinsic variability of the hybrid model and potential "finite size" effects that may arise in discrete models. To recover some variability, one may study the fluctuation of the rescaled hybrid model around its deterministic limit, that is look for a central limit theorem. Another approach consists in taking advantage of the different time scalesif there is indeed such different time scales -of the hybrid model components to simplify its dynamic. The present paper develop this second approach.
A two time-scale model.
In this section, we introduce a time scale in the model (3) (4) . Suppose that both the conversion efficiency coefficient β and the death rate coefficient γ for the predators are low. Mathematically, this consideration leads to introduce a (small) parameter ε in the model, replacing β by εβ and γ by εγ in equation (4) . The quantity ε is a time scale parameter: the introduction of ε has the effect of slowing down the rate at which the process jumps. Thus, the jumping part (predators) of the process evolves on a slower time scale than the continuous component (preys) of the process. Conversely, on can say that the continuous component evolves on a faster time scale than the jumping one. This is this formulation which leads to write the slowfast model in an appropriate form for slow-fast analysis. We denote by (x ε t , n ε t ) t≥0 the two-time scale process. It satisfies the differential equation
with initial condition (x ε 0 , n ε 0 ) (possibly random). Slowfast systems are very common in biology. Besides the considered population dynamic framework, they arises for instance naturally in neurosciences [8] or molecular biology [5] . A good starting point to learn multi-scale techniques certainly is the excellent book [14] . For two-time scale methods applied to slow-fast continuous Markov chains, we refer to [15] . Our aim is to reduce the complexity of the model (5-6) by taking advantage of the two different time scales. The reduced model is expected to be easier to handle both theoretically and numerically. This provides a way to go further in the understanding of the distribution and the structure of the underlying uncertainty of the hybrid model (5-6). The reduction we intend to perform relies on averaging techniques: the dynamic of the component x ε of the process is accelerated due to the 1 ε scaling. Letting formally ε goes to zero, we accelerate the dynamic of x ε so much that it will reach instantaneously its stationary behavior (if it has one). Thus, the dynamic of the slow component n ε will be somehow averaged against the stationary behavior of the fast component. The next sections provide a rigorous framework to the above heuristic.
General setting
The model presented in the previous section belongs to a more general class of hybrid models that we now proceed to define. For a time scale parameter ε ∈ (0, 1), let (x ε t , n ε t ) t≥0be the hybrid process defined on some probability space (Ω, F, P) with generator A ε given by
defined for any bounded function φ : R × N 0 → R continuously derivable in its first variable, measurable in its second variable. The following assumption gathers some basic hypotheses about the main characteristic of the model, the functions g, b and d. In a more dynamic view, the form of the generator (7) together with Assumption 1 mean that the process (x ε t , n ε t ) t≥0 satisfies the differential equation
endowed with some initial condition (x ε 0 , n ε 0 ) ∈ R + × N 0 (possibly random). Notice again that if (x ε t ) t≥0 were held fixed to some real ζ, the kinetic of (n ε t ) t≥0 would be the one of a homogeneous birth and death process absorbed at zero with birth and death rates b(ζ, n) and d(ζ, n) (n ∈ N) respectively with the absorbing condition b(ζ, 0) = 0.
Remark 1. The model (8-9) naturally includes the model described in the previous section. However, it is much more general and includes in particular so-called ratiodependent models, such as those described in [9] . In such models, the trophic function µ is not only determined by the prey-abundance (µ(x)) but is rather a function of the prey abundance per capita (µ 
This assumption means that the rate functions b and d satisfy a homogeneous in x sub-linear growth condition in n and a non-homogeneous in n Lipschitz condition in x.
For the example developed in Section 2.1, we have, for (x, n) ∈ R × N 0 , b(x, n) = βµ(x)n and d(x, n) = Dn. As long as µ is bounded and Lipschitz (which is the case for Monod functions for example, see the caption of Figure 2 ), Assumption 1 is satisfied.
Assumption 3. We assume the three following conditions on the function g:
The function g is strictly dissipative with rate δ in its first variable, uniformly in n ∈ N 0 . There exists δ > 0 such that for all x 1 , x 2 ∈ R and n ∈ N 0
2. The sequence (g(0, n)) n∈N0 is positive and bounded. 3. For any n ∈ N 0 , the equation in x g(x, n) = 0 has a unique positive solution denoted x * n depending at least measurably on n.
Since the variable x evolves in dimension 1, the dissipativity condition 3.1 simply means that the function g(·, n) is strictly decreasing for all n ∈ N 0 . From Assumption 3, one can also show that the sequence of stationary points (x * n ) n∈N0 is bounded. Indeed, for n ∈ N 0 , taking x 1 = x * n and x 2 = 0 in (10), we obtain x * n ≤ 1 δ g(0, n) ≤ 1 δ sup n∈N0 g(0, n). The fact that the sequence (g(0, n)) n∈N0 is positive also implies that if x ε 0 > 0, then x ε t > 0 for all t ≥ 0, P-a.s. Let us emphasize these facts in a proposition.
Proposition 1. The two following statements hold,
• The hybrid process defined by the equations (8-9) is well defined. Moreover, if x ε 0 > 0 P-a.s., then x ε t > 0 for all t ≥ 0, P-a.s.
• The sequence of stationary points (x * n ) n∈N0 is bounded,
Notice that, as long as µ is a bounded non-negative strictly dissipative function such that µ(0) = 0, Assumption 3 is satisfied for the example in Section 2.1 where
Main results
In this section, our aim is to reduce the complexity of the system described by the equations (8-9) by taking advantage of the presence of two time scales. As already explained at the end of section 2.2, heuristically, the picture is as follows. Letting ε go to zero, we accelerate the dynamic of the fast variable x ε so that it instantaneously reaches its stationary behavior. Then, we average the dynamic of the slow variable n ε with respect to this stationary behavior. The resulting averaged process is described by one equation only and thus, is also called the reduced model. The dynamic of the reduced model is expected to be easier to handle than the dynamic of the slow-fast system, both theoretically and numerically. We now proceed to the rigorous statement of our averaging result. Since for any fixed n ∈ N 0 the fast subsystem
is dissipative according to Assumption 3, it will consume some energy until it reach its quasiequilibrium x * n . The term "quasi" stands here to emphasize the fact that the equilibrium x * n actually depends on the extra variable n. The proposition below precises at which rate this quasi-equilibrium is reached.
Proposition 2. For any n ∈ N 0 , consider the fast subsystem satisfying the differential equation
endowed with some positive initial condition x 0 . Then the process (x t ) t≥0 satisfy
Proof. Recall that, according to Assumption 3, the function g is strictly dissipative with rate δ and, by definition of x * n , g(x * n , n) = 0 for any n ∈ N 0 . Using these two facts, one may write
This yields the result.
Since, according to Proposition 1, sup n∈N0 |x * n | < ∞, the latter proposition means that the isolated fast subsystem converges exponentially fast towards its equilibrium uniformly in n ∈ N 0 . This uniform convergence is crucial to prove the following averaging result. According to this theorem, the averaged process is a homogeneous in time birth and death process on N 0 with respective parameters
for n ∈ N and b 0 = 0 so that 0 is still an absorbing state. The dynamic of the averaged process is easier to handle than the one of the slow-fast model. Indeed, birth and death processes with 0 as absorbing state have been extensively studied in the literature [see e.g. 10, Ch. 6]. Let us mention, for example, some results about the probability and time of absorption for such a process. Let p m and t m (m ∈ N) denote respectively the probability of absorption into state 0 and the mean absorption time, starting from some initial state m in both cases. 
The mean absorption time is
where ρ 0 = 0 and
Example and numerical illustrations
In this section, we aim to illustrate the results presented in the previous section. For this purpose, let us consider the model considered in Section 2.1 whose kinetic is given by the equations (5-6) and with time scale parameters ε ∈ (0, 1). As we intend to do some simulation experiments, the constants in the model are fixed as given in Figure 3 . For the sake of clarity, let us re-write the system (5-6) with the particular data used in this section, 
P(n
endowed with the initial conditions x ε 0 , n ε 0 , both deterministic and positives. One can show that, starting from some positive initial value x ε 0 , the process (x ε t ) t≥0 stays positive almost-surely. In this case, for any n ∈ N 0 , the quantity x * n of Assumption 3 is the unique positive zero of the function g(·, n) where
Thus, within this particular example, x * n is given by
where u n = 7.5n − 6 and v = 7, for any n ∈ N 0 . Note also that g(0, n) = Dx in for any n ∈ N 0 such that the sequence (g(0, n)) n∈N0 is positive and bounded uniformly in n ∈ N 0 . Moreover, the dissipativity constant δ is given, with our particular data, by δ = D = 0. Figure 4 (at the top). On this figure, the coupling between x 1 and n 1 is clearly visible: the growth of the one is correlated to the decrease of the other. We also observe, with the set of data specified in Figure 3 , the absorption of n 1 after some times, corresponding to the prey extinction. Probability and time of extinctions will be discussed later in this section. Applying Theorem 2, for any finite time horizon T , the process (n towards the birth and death process (n t ) t∈[0,T ] on N 0 with birth and death rates given bȳ
for n ∈ N andb 0 = 0 (absorption at zero). A trajectory of the averaged process (x * nt ,n t ) t≥0 starting fromn 0 = 30 is displayed in Figure 4 (at the bottom) just below the trajectory of the corresponding non-averaged process. These two processes seem to have qualitatively the same behavior. In particular, in Figure 4 , both trajectories (averaged or not) are absorbed. To illustrate the convergence of the slow-fast process (x Figure 5 . We observe, on both the boxplots and the empirical means, the fast convergence of the slow-fast process towards the averaged one when ε goes to zero. For the set of data used in the present section, one can compute explicitly, using Theorem 3, the absorption probability for the averaged processn. Indeed, recalling for any i ∈ N the expression of ρ i given in Theorem 3, we 
.
From the above expression, it is not hard to see that the series ρ i is divergent such that, according to Theorem 3, the averaged process is absorbed with probability one. We can therefore consider its absorption time and compare its mean value to the absorption time for the non-averaged process.
In figure 6 are displayed, for decreasing values of ε, the boxplots of the absorption time t ε for the slow-fast process n ε starting from the initial value (x ε 0 , n ε 0 ) = (10, 30) over 100 replications. These boxplots are compared to the boxplot of the absorption time for the averaged processn starting from the same initial value, still over 100 replications. The empirical means for these different absorption times are also given. At first sight, the displayed boxplots seem comparable whatever the value of ε: it could mean that the absorption times for the two-time scales and the averaged models are similar. The convergence of the absorption times is clearer in the table given the empirical mean M 30 (t ε ) of t ε starting from the initial value 30: M 30 (t ε ) numerically converges towards M 30 (t 0 ) when ε goes to zero (the notation t 0 standing here for the absorption time of the averaged process). All the numerical computations have been performed in langage C with the help of the Gnuplot software to obtain graphical outputs. The numerical method that we used to simulate the different trajectories of the considered hybrid models is presented in [12] as well as convergence results.
Appendix A. Proof of Theorem 2
Let T be a finite time horizon. According to (7) and following [16, Ch. 4] , for any ε ∈ (0, 1), the process (n 
