Introduction and results
There are many ways to define a graph on a group. In this context, it is interesting to study the relation between the structure of the group and the structure of the graph. Bosák [6] , in 1964, introduced the intersection graph of subsemigroups of a semigroup and Csákány and Pollák [8] , in 1969, studied the intersection graph of subgroups of a finite group. Zelinka [21] studied the intersection graph of subgroups of a finite abelian group. Also, Shen [19] in 2009, classified finite groups with disconnected intersection graph of subgroups. Recall that the vertices of the intersection graph of a group G is the set of all proper nontrivial subgroups of G and two vertices H and K are joined by an edge, if and only if they have a nontrivial intersection, i.e. H ∩ K ̸ = 1 .
The maximum size of an independent set in a graph ∆ is called the independence number of ∆ and is denoted by α(∆).
Ahmadi and the second author [1] studied elementary properties of ∆(G) and showed that ∆(G) is connected and its clique number is equal to the number of maximal subgroups of G . They classified finite groups with planner join graph [2] . Moreover, they classified finite groups with regular join graph [3] . In this paper we continue the study of ∆(G). Ahmadi and the second author [1, Theorem 2.9] showed that finite groups whose join graphs have domination number 1 are solvable and classified finite p -groups, with γ(∆(G)) = 1 .
In this work we classify finite groups with γ(∆(G)) ∈ {1, 2}. As a corollary of this classification, we give a characterization of A 4 in terms of its join graph. It is shown that a finite group with α(∆(G)) ≤ 7 is solvable, see [1, Proposition 2.7] . We find a better and sharp bound and prove that every finite group with α(∆(G)) ≤ 14 is solvable.
Theorem B If G is a finite group such that α(∆(G)) ≤ 14 , then G is solvable.
By using Theorem B, we obtain a characterization of A 5 . In the last section we classify finite groups whose join graphs have independence number less than or equal to 3 . Throughout the paper we assume that all groups are finite different from a cyclic group of prime power order.
For a group G , we denote by M (G) and π(G), the set of all maximal subgroups of G and the set of all prime divisors of |G|, respectively. By n(G) and Syl p (G) , where p is a prime divisor of |G| , we mean the number of all proper nontrivial subgroups of G and the set of all Sylow p -subgroups of G , respectively. The symbol G = Y ⋊ X indicates that G is a split extension of a normal subgroup Y of G by a complement X . For elements x, y ∈ G , the conjugate of x by y is denoted by x y := y −1 xy .
Finite groups with domination number less than three
Finite groups of prime power order with γ(∆(G)) = 1 are classified in [1, Theorem 2.9] . In this section we prove the Theorem A and classify finite groups with γ(∆(G)) ∈ {1, 2}.
We recall some well-known facts which play a fundamental role in this paper. Let G be a finite group.
If |M (G)| ≤ 2 , then G is cyclic. Moreover, if |M (G)| = 3 , then by [4, Lemma 1], G is a 2-group or a cyclic group. Every maximal subgroup of a finite nilpotent group is normal of prime index (see [17, Theorem 5.2.4] ).
Also, every maximal subgroup of a finite solvable group has prime power index (see [17, Theorem 5.4.3] ).
Theorem 2.1
Let G be a finite group, which is not of prime power order. Then γ(∆(G)) = 1 if and only if one of the following hold
where p and q are distinct primes (note that (2) and (3) reduce to the same type if m = n = 1 ).
Proof First let G be one of the groups of types (1)-(3). Thus, S = {P } is a dominating set, where P ∈ Syl p (G) .
Hence, γ(∆(G)) = 1 .
Now to prove the converse suppose that γ(∆(G)) = 1 . By [1, Theorem 2.9], G is solvable and there exists P ∈ Syl p (G) such that P is a cyclic maximal subgroup of G and Φ(G) is a maximal subgroup of P .
Let |P | = p n . Then |Φ(G)| = p n−1 .
If G is nilpotent, then |G : P | = q , where q is a prime distinct from p . Therefore, |G| = p n q and
, and thus G is of type (1) .
Now suppose that G is nonnilpotent. The solvability of G implies that |G : P | = q m , where q is a prime distinct from p, and so |G| = p n q m . We claim that order of each maximal subgroup of G is p n or p n−1 q m .
Since P is a maximal subgroup of G , every Sylow p -subgroup is maximal. Thus, it is clear that G has no subgroup of order p n q r , for all r ≥ 1 . Let H be a maximal subgroup of G which is not a Sylow p -subgroup.
Since G is solvable and |Φ(G)| = p n−1 , |G : H| = p, so |H| = p n−1 q m . Hence, all maximal subgroups of
Therefore, by Schmidt's Theorem [17, Theorem 9.1.9], we have the following cases:
Q is an elementary abelian q -group. Thus, G is of type (2) .
Case (ii). G ∼ = P ⋊ Q. Since P Φ(G) ¢ G and Φ(G) ≤ P , we have P ¢ G . Therefore, |G : P | = q , i.e., m = 1 .
Thus, G is of type (3) . ■
Below are examples of each type of groups of Theorem 2.1 ( SmallGroup(n, d) is the d 'th group of order n in the GAP library [10] ): -The SmallGroup(20, 1) = Z 5 ⋊ Z 4 and the alternating group A 4 are groups of type (2) .
2m, where m = p n and p is a prime distinct from 2 are groups of type (3).
We denote the generalized quaternion group and the semidihedral group by Q 2 n and SD 2 n , respectively.
Recall that Q 2 n = ⟨x, y | x 2 n−1 = 1, y 2 = x 2 n−2 , x y = x −1 ⟩, n ≥ 3 and SD 2 n = ⟨x, a | x 2 = 1 = a 2 n−1 , a x = a 2 n−2 −1 ⟩ , n ≥ 3 . For a subgroup H of G , we denote by n(H) the number of subgroups of H which are not contained in Φ(G). Now we obtain a characterization of A 4 by its join graph (see Figure 1 ). G is isomorphic to one of the groups Q 2 n , SD 2 n , D 2 n , Z p n−1 × Z p or ⟨x, a | x p = 1 = a p n−1 , a x = a 1+p n−2 ⟩ . The number of maximal subgroups of these groups are 3 or p + 1 , contradicting to |M (G)| = 5 . Thus, G is not p -group.
Proof of Theorem
If n = 1 , then by [1, Theorem 2.5], ∆(G) is complete, which is a contradiction. If n ≥ 2 , then ∆(G) has a unique vertex P ∼ = Z p n such that N (P ) = V (∆(G)), but ∆(A 4 ) has 4 vertices with this property, which is a contradiction. Hence, G is of type (2) 
is a maximal subgroup of G and |Φ(G)| = p n−1 . Since 4 = |Syl p (G)| = |G : N G (P )| = |G : P | = q m , we conclude that p = 3 , q = 2 and m = 2 . Thus, G ∼ = Z 2 2 ⋊ Z 3 , which completes the proof. ■
In the rest of this section we obtain a classification of finite groups G with γ(∆(G)) = 2 . Proof Let S = {A, B} be a dominating set for ∆(G). We consider two following cases: 
Proof Suppose that all proper subgroups of G are cyclic. First suppose that |G| = p n , where p is prime. Put
Since all maximal subgroups of G are cyclic and
Since G is noncyclic and its Sylow subgroups are cyclic, it follows that G is not abelian. Therefore, G is minimal nonabelian, and so by [15] ,
Conversely, if G is of type (1) or (2), then it is clear that every subgroup of G is cyclic. Now suppose that G ∼ = Z p ⋊ Z q m and |Φ(G)| = q m−1 . The order of maximal subgroups of G is q m or pq m−1 . It is clear that maximal subgroups of order q m are cyclic. Let M be a maximal subgroup of order pq m−1 . Thus, Clearly the domination number of the join graph of groups of types (1)-(3) in above Lemma is 1. Thus, the domination number of the join graph of a noncyclic group whose all subgroups are cyclic is 1 .
In the following Lemma we characterize finite groups with such dominating set.
and A < M , be a dominating set for ∆(G) . Then γ(∆(G)) = 2 if and only if G is one of the following groups:
where |Φ(G)| = 2p n−1 and G has a cyclic maximal subgroup of order 2p n ,
where p, q are distinct primes.
Proof Since S is a dominating set, A is a unique proper subgroup of M , which is not contained in Φ(G) .
Thus, |M (M )| ≤ 2. We consider following cases: 
primes. Without loss of generality we may assume that |Φ(G)| = p n−1 q r and |A| = p n q r−1 . If H < A , then H < Φ(G) , and so r = 1 . Hence, |M | = p n q and |Φ(G)| = p n−1 q .
First suppose that G is nilpotent. Since π(G) = π(G/Φ(G)), |G : M | = q (see [17, Theorem 9.3.5] ).
Hence, |G| = p n q 2 . Let P ∈ Syl p (G) and Q ∈ Syl q (G) . Then G ∼ = P × Q. Since Q is normal, we conclude that Φ(Q) = 1 or q . If Φ(Q) = 1 , then Q is an elementary abelian q -group. Therefore, G ∼ = Z p n × Z 2 q , and so |Φ(G)| = p n−1 , a contradiction. Thus, Q ∼ = Z q 2 and we have G ∼ = Z p n q 2 . Thus, G is of type (2) . Now suppose that G is nonnilpotent. Note that G is solvable. Since |G : M | is a power of prime r and π(G) = π(G/Φ(G)), it follows that r = q . Thus, |G| = p n q m . We claim that all maximal subgroups of G have order p n q or p n−1 q m . Let H be a maximal subgroup of G . Since Φ(G) is contained in every maximal subgroup, p n−1 q divides |H| . Also, solvability of G implies that |G : H| = p or power of q . Hence,
All maximal subgroups of G are of orders p or q m−1 , and so are nilpotent. Therefore, G is minimal nonnilpotent. Let P ∈ Syl p (G) and Q ∈ Syl q (G) . By Schmidt's Theorem [17, Theorem 9.1.9], we have the following cases:
Hence, G has a maximal subgroup N of order p n q m−1 such that H ≤ N . Since Φ(G) ≤ N , it follows that ⟨b⟩ ≤ N , and so N = G , a contradiction.
Therefore, this case cannot happen.
All maximal subgroups of G have orders p n q or p n−1 q 2 . By hypothesis all maximal subgroups of order p n q are cyclic. Also since Φ(G) is cyclic of order p n−1 q , maximal subgroup of order p n−1 q 2 is cyclic.
Thus, all maximal subgroups of G are cyclic, contradicting to Lemma 2.4.
Hence, Q is noncyclic. Note that |Q| = q m and |Φ(Q)| = q . It is easy to see that Φ(Q) is the unique Subcase (ii-b). G = P ⋊ Q. As in the Subcase (ii-a), we have P ¢ G . Thus, G ∼ = Z p n ⋊ Q. Note that |Q| = q m and G has a maximal subgroup of order p n q m−1 . Hence, m = 2 , and so |Q| = q 2 . Since Z p n ¢ G and |Φ(G)| = p n−1 q , we conclude that G has a unique subgroup of order q . Thus, Q is cyclic, and so G ∼ = Z p n ⋊Z q 2 . If n = 1 , then it is easy to see that G is a group of type (2) of Theorem 2.1. Hence, n ≥ 2 , and so by Theorem 2.1, γ(∆(G)) ̸ = 1 . Thus, G is of type (4) .
Conversely, if G is a group of types (1)-(3), then it is easy to see that γ(∆(G)) = 2 . Now suppose that G is a group of type (4). Thus, G ∼ = Z p n ⋊ Z q 2 , n ̸ = 1 and q | |Φ(G)| . Since Z p n ¢ G , p n−1 | |Φ(G)| . Therefore, |Φ(G)| = p n−1 q and clearly Φ(G) is cyclic. Let M be a maximal subgroup of order p n q . Hence, M ∼ = Z p n ×Z q , and so M is cyclic. Therefore, {M, A} is a dominating set, where A is a subgroup of order p n of M . Since n ̸ = 1 , by Theorem 2.1, γ(∆(G)) ̸ = 1 . Thus, γ(∆(G)) = 2 . ■ Note that in type (3) of above Theorem, since |Syl p (G)| = 4 or 8 , we have p = 3 or 7.
Using Lemma 2.5, we obtain a characterization of finite groups with γ(∆(G)) = 2 :
Theorem 2.6 γ(∆(G)) = 2 if and only if G is one of the following types:
(1) Z p n q m , where p, q are distinct primes and n, m ≥ 2 , 
and |G : M 2 | = q , where p and q are primes. Hence, |M 1 | = q and |M 2 | = p . We consider two cases.
Case (i). If p ̸ = q , then G ∼ = Z pq , and so G is cyclic. By [17, Theorem 9.3.5], G ∼ = Z p n q m . Since γ(∆(G)) ̸ = 1 , by part (1) of Theorem 2.1, n, m ≥ 2 . Thus, G is of type (1) .
. Then the join graph of G is the complete (p + 1) -partite graph K n1,...,np+1 . If there exists i such that n i = 1 , then γ(∆(G)) = 1 . Hence, n i ̸ = 1 , for all 1 ≤ i ≤ p + 1 . Thus, G is of type (2) . Now suppose that G is nonnilpotent. 
Independence number and solvability
In this section we prove Theorem B and Corollaries C and D. Recall that a minimal simple group is a nonabelian simple group whose proper subgroups are solvable. Recall that SL(m, q) is the group of m × m matrices having determinant 1 whose entries lie in a field with q elements and that PSL(m, q) = SL(m, q)/H , where H = {kI | k m = 1} . For any prime q ≥ 3 , the Suzuki group is denoted by Sz(2 q ) . The classification of minimal simple groups is given by Thompson:
Theorem 3.1 ([20, Corollary 1]) A finite group is a minimal simple group if and only if it is isomorphic to one of the following groups:
(1) PSL(2, 2 p ) , where p is any prime, In order to obtain a bound for the independence number of the join graph of a nonabelian simple group, we use the following Theorem by Barry and Ward: Proof Since Φ(G) = 1 , it follows that each nontrivial subgroup of H is a vertex of ∆(G). Therefore, the set of all nontrivial subgroups of H is an independent set for ∆(G) . Thus, n(H) + 1 ≤ α(∆(G) ). ■ Let G be a finite simple group. We want to find a bound for α(∆(G)). By Theorem 3.2 and Lemma 3.3, it is enough to find a bound for the independence number of the join graphs of minimal simple groups. For this purpose, by using the following GAP program [10] , we show that α(∆(A 5 )) = 15 . Note that the package grape in GAP gives an independent set of size 15 . We show that there exists no independent set of size > 15 . First note that if there exists a maximal subgroup of A 5 in A, then |A| ≤ 9, and the result follows.
Thus, we may consider independent sets whose elements are not maximal subgroups of A 5 . Therefore, we may delete maximal subgroups of A 5 from ∆(A 5 ) and consider the induced subgraph Γ 1 of ∆(A 5 ) whose vertex set is V (∆(A 5 )) \ M (A 5 ) . We must show the size of any independent set in Γ 1 is not bigger than 15 . The subgraph Γ 1 has 36 vertices of the following types: ⟨(a 1 , a 2 , a 3 , a 4 , a 5 )⟩.
By inspection we can see that for every subgroups H and K of type (i), ⟨H, K⟩ ̸ = A 5 . Hence, the set of all vertices of type (i) form an independent set of size 15 (note that GAP also gives this set as an independent set). Using GAP we see that the degrees of vertices of types (i), (ii), (iii), and (iv) in Γ 1 are 12 , 18 , 28 , and 30 , respectively. Let A 1 be an independent set for Γ 1 . If A 1 consists of a vertex of type (iii) or (iv), then it is clear that |A 1 | ≤ 8. Now suppose that A 1 is an independent set which does not consist of vertices of types (iii) and (iv). As above, we can delete the subgroups of types (iii) and (iv) from Γ 1 and consider the subgraph respectively. Suppose that A 2 is an independent set consisting of a vertex of type (ii). Since the degree of this vertex is 9 and V (Γ 2 ) = 25 , |A 2 | ≤ 16 . We show that there exist adjacent vertices in A 2 . By inspection, each vertex of type (ii) is nonadjacent to exactly 9 vertices of type (i). Suppose that |A 2 | = 16 , then A 2 consists of at most 9 vertices of type (i) and at least 7 vertices of type (ii). Let H be a vertex of type (i) such that
Then H is nonadjacent to all elements of A 2 . Hence, H is nonadjacent to at least 7 vertices of type (ii), so adjacent to less than 3 vertices of type (ii). Since all adjacent vertices to H are of type (ii), it follows that the degree of H is less than 3 , which is a contradiction. Hence, H is adjacent to at least one vertex in 
(2) D 2(q−1) , 
(3) D q+1 , for q ̸ = 7, 9 , (4) PGL(2, q 0 ) , for q = q 2 0 , (5) PSL(2, q 0 ) , for q = q r 0 , where r is an odd prime, (6) A 5 , for q ≡ ±1 (mod 10) , where either q = p or q = p 2 and p ≡ ±3 (mod 10) , (7) A 4 , for q = p ≡ ±3 (mod 8) and q ̸ ≡ ±1 (mod 10) ,
Theorem 3.7 If G is a finite nonabelian simple group, then α(∆(G)) ≥ 15 .
Proof It is enough to consider minimal simple groups.
(1) PSL(2, 2 p ) , p a prime. If p = 2 , then PSL(2, 4) ∼ = A 5 . By Theorem 3.4, α(∆(A 5 )) = 15 . If p = 3 , then Z 3 2 ⋊ Z 7 is a maximal subgroup of PSL (2, 8) . This maximal subgroup has 24 nontrivial subgroups. Thus, α(∆ (PSL(2, 8) )) ≥ 24 . If p ≥ 5, then D 2(2 p +1) is a maximal subgroup of PSL(2, 2 p ). Since 2 p + 1 ≥ 33 , it is clear that the number of nontrivial subgroups of D 2(2 p +1) is at least 35 . Thus, α(∆ (PSL(2, 2 p ) )) > 15 , where p ≥ 3 .
(2) PSL(2, 3 p ), p an odd prime. If p = 3 , then D 28 is a maximal subgroup of PSL (2, 27) . Since D 28
has 27 nontrivial subgroups, α(∆ (PSL(2, 27) )) ≥ 27 . If p ≥ 5, then D 3 p +1 = D 2n is a maximal subgroup which n ≥ 122. So α(∆ (PSL(2, 3 p ) )) > 15 for all odd prime p .
(3) PSL (3, 3) . This group has a maximal subgroup of order 432 which has 645 nontrivial subgroups.
Thus, α(∆ (PSL(3, 3) )) ≥ 645 > 15 .
(4) PSL(2, p), p a prime with p > 3 and p 2 + 1 ≡ 0 (mod 5) . If p = 7, 17, 23 , then S 4 is a maximal subgroup of PSL(2, p). Since n(S 4 ) = 28 , α(∆ (PSL(2, p) )) ≥ 29 . If p = 13 , then Z 13 ⋊ Z 6 is a maximal subgroup of PSL(2, 13) with 43 nontrivial subgroups, so α(∆ (PSL(2, 13) 
is a maximal subgroup of PSL(2, p) . We have n ≥ 14 , so n(D 2n ) ≥ 27 . Thus, α(∆ (PSL(2, p) )) > 15 .
(5) Sz(2 p ), p an odd prime. If p = 3 , then by [7] , Sz(8) has a maximal subgroup M of order 2 6 × 7
which n(M ) > 15 . Thus, α(∆ (Sz(8) )) > 15 . If p ≥ 5 , then by [14, Theorem 4.12] , D 2(2 p −1) is a subgroup of Sz(2 p ). Therefore, α(∆(Sz(2 p ))) ≥ n(D 2(2 p −1) ) ≥ 33 . ■
As an immediate corollary of Theorem 3.7, we obtain a characterization of A 5 by its join graph. The following Lemma plays a fundamental rule in the proof of Theorem B.
Lemma 3.9
If G is a finite group with n(G) ≤ 7 , then G is supersolvable.
Proof We may assume that G is nonnilpotent. Therefore, |M (G)| Now we recall some well-known facts which are needed to prove Theorem B. A minimal nonsolvable group is a group which is nonsolvable but all of whose proper subgroups are solvable. If G is minimal nonsolvable, then G/Φ(G) is minimal simple. To see this, suppose that G/Φ(G) is not simple and let N/Φ(G) be a minimal normal subgroup of G/Φ(G). By [11, Theorem 4.1] , G/Φ(G) is nonsolvable and it is clear that G/Φ(G) is minimal nonsolvable (see [11, Theorem 4.1] ). Since N ≰ Φ(G) , it follows that there exists a maximal subgroup M of G such that N ≰ M . Therefore, G = M N , so G is solvable, a contradiction (see [11, Theorem 4.1] ). Hence, G/Φ(G) is minimal simple.
Recall that if G is a group and N is a normal subgroup of G such that N ≤ Φ(G), then α(∆(G/N )) ≤ α(∆(G)) (see [1, Lemma 2.6] ). 
Finite Groups with independence number less than three
In this section we classify finite groups whose join graphs have an independence number less than or equal to 3 . Since the independence number of a complete graph is 1 , it follows that the independence number of the join graphs of groups Z p × Z p and Q 8 is 1 . In the following Lemma we obtain the independence number of the join graph of a noncyclic group which is not of prime power order and all its maximal subgroups are cyclic.
where p, q are distinct primes and |Φ(G)| = q n−1 , then α(∆(G)) = n . 
For all maximal subgroups M of order q n , n(M ) = 1 , and for maximal subgroup N of order pq n−1 , n(N ) = n .
Thus, α(∆(G)) = n . ■ (1) Z pq ,
Proposition 4.4 α(∆(G)) = 2 if and only if G is isomorphic to one of the following groups:
where p, q, p 1 and p 2 are distinct primes.
Proof If G is one of the types (1)-(3), then according to the Figure 2 and Lemma 4.1, α(∆(G)) = 2 (In all figures, we denoted the vertices by the orders of relative subgroups). |Φ(G)| = q . Thus, G is of type (1) . Now suppose that G is cyclic of order p n1 1 p n2 2 . . . p n k k . Let k ≥ 3 . Then for every maximal subgroup M of G , we have n(M ) > 2 , which is a contradiction. Thus, k ≤ 2 . Recall that all groups in the paper are distinct from a cyclic group of prime power order, so k ̸ = 1 . Hence, we have k = 2 and G has two maximal subgroups M 1 and M 2 of orders p n1−1 1 p n2 2 and p n1 1 p n2−1 2 , respectively. Since n(M ) ≤ 2 , it is easy to see that n 1 , n 2 ≤ 2 . If n 1 = n 2 = 1 , then G ∼ = Z p1p2 and by Proposition 4.3, α(∆(G)) = 1 .
Without loss of generality we can assume that n 1 ≤ n 2 . Therefore, (n 1 , n 2 ) ∈ {(1, 2), (2, 2)} , so G ∼ = Z p i 1 p 2 2 , where i = 1, 2 . Thus, ∆(G) is the graph shown in Figure 2 , and clearly α(∆(G)) = 2 . ■ Note that if ∆(G) = K n1,n2,...,n k , then α(∆(G)) = max{n 1 , n 2 , . . . , n k }.
Proposition 4.5 α(∆(G)) = 3 if and only if G is one of the following groups:
(1) G ∼ = Z p ⋊ Z q 3 with |Φ(G)| = q 2 , where p, q are distinct primes,
(2) G is a 2 -group whose join graph is K 3,3,3 , is a prime distinct from 2. We distinguish two subcases:
Subcase (i-a). |G| = 2 n p m . Let P ∈ Syl p (G) and M 1 be a maximal subgroup of G such that P ≤ M 1 . Since |Φ(G)| = 2 n−1 , |M 1 | = 2 n−1 p m . Also since |G : M 1 | = 2 , M 1 ¢ G . If m ≥ 2, then it is clear that n(M 1 ) > 3 , a contradiction. Therefore, |G| = 2 n p . We have M 1 ¢ G and by hypothesis M 1 is cyclic, so P ¢ G . If G is nilpotent, then Φ(G) = Φ(M ) × Φ(P ) = Φ(M ) , so |Φ(G)| = 2 n−2 , a contradiction. Note that all maximal subgroups of G are nilpotent, so G is minimal nonnilpotent. Since P ¢ G , by Schmidt's Theorem [17, Theorem 9.1.9], we have G = P ⋊ M such that M is cyclic, which is a contradiction. Thus, this case cannot happen.
