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Abstrat
We investigate a stationary model for turbulent ows, in whih the Navier-Stokes
system is oupled to an equation for the density of turbulent kineti energy through
a bounded oeient of eddy visosity. We extend the results of [Lew97b℄ by proving
the existene of weak solutions for this model.
We use the method developed in [Nau05℄, in order to prove the higher integrabil-
ity of the gradients of weak solutions. Finally, we show that the model is well posed
in the two dimensional ase, provided that the external foring remains suiently
small.
AMS Subjet Classiation: 35D05, 35J60, 76D05, 76F60.
Keywords and Phrases: Coupled Navier-Stokes system with turbulent kineti energy,
bounded eddy visosity, k-epsilon modeling.
1 Introdution
In this paper we would like to study some mathematial aspets of the turbulene model
given by the following system of equations
∂u
∂t
+ (u · ∇)u = −∇p + div
(
(ν + νt(k))Du
)
+ f , (1)
div u = 0 , (2)
∂k
∂t
+ u · ∇k = div
(
(ν + νt(k))∇k
)
+ νt(k)D(u, u)− k 32 in Ω , (3)
where Ω is a bounded domain in Rn (n = 2, 3), and ν > 0 is the dynamial visosity of
the uid multiplied by two.
The model (1), (2), (3) belongs to the lass of so-alled RANS models (Reynolds Aver-
aged Navier-Stokes). The basi idea of Reynolds's Ansatz is to understand the turbulene
of a ow as the result of random utuations around a (time)-averaged mean ow. A-
ording to this hypothesis, eah quantity that appears in the ustomary Navier-Stokes
equations splits into a mean value part and a utuation part, i. e.
u = u+ u′, p = p+ p′, et. ,
3
with dierent possible hoies for the averaging operator f 7→ f (see [MP94℄). Applying
suh a 'lter' to the Navier-Stokes equations, one derives the new relations
∂u
∂t
+ (u · ∇)u = −∇p + div (ν Du)+ div (R)+ f , (4)
div u = 0 .
The symbol R denotes the so-alled Reynolds stress tensor. It is given by the formula
Ri,j = −u′i u′j (i, j = 1, . . . , n) .
Rigorous onstitutive relations for determining the new variables u′i u
′
j are at this time
not availaible: this is the problem of the losure of turbulene models. The most ommon
losure assumption in urrent models is to onsider that the Reynolds stress tensor is
proportional to the sum of the deformation tensor of the mean ow and of some pressure
term (see, for instane, [MP01℄), i. e.
R = νtDu+ α I ,
with a proportionality fator νt, whih is alled, for dimensional reasons, the eddy visosity.
The eddy visosity must also be modeled. To this purpose, our model (1) introdues
the new variable k, the (averaged)-density of turbulent kineti energy. We set
e :=
1
2
|u′|2, k := e ,
and we suppose that the turbulent visosity depends only on the turbulent kineti energy k
and on the harateristi length l of the turbulene (here assumed to be a given onstant),
by the relation
νt = νt(k) = C k
1
2 l , (5)
with a dimensionless, empirial onstant C.
Now, in order to lose the model, one derives an equation for the variable k. Sub-
trating equation (4) to the averaged Navier-Stokes equations, one obtains an evolution
equation for the utuation part of the veloity u′. Multiplying this equation by u′, one
gets, after averaging again, an evolution equation for k
∂k
∂t
= . . . .
The terms on the right-hand side involve u′, u and produts of these variables and their
derivatives. Again, those terms will have to be modeled. This makes the derivation of
the equation for k highly heuristial (one nds a list of the assumptions under whih
the derivation is valid in [MP94℄, [MP01℄). In [Lew97a℄, one an follow the derivation of
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the equation for k in the frame of a onrete model used in oeanography (see also the
referenes therein).
In this paper we fous on the following stationary problem (P ):
(u · ∇)u = −∇p + div
(
(ν + νt(k))Du
)
+ f ,
div u = 0 ,
u · ∇k = div
(
(ν + νt(k)) k
)
+ νt(k)D(u, u)− g(k) k 12 in Ω ,
with the boundary onditions
u = 0, k = 0 on ∂Ω . (6)
Here and troughout the remainder of the paper, we write again u, f instead of u, f .
We will onsider a bounded eddy visosity νt, i. e.
0 ≤ νt(s) ≤ M for all s ∈ R , (7)
with a positive onstant M .
We wrote the term k
3
2
of (1), whih represents the dissipation of kineti energy by the
smaller eddies, in the somewhat more general form g(k) k
1
2
, with a positive funtion g.
The requirement (7) has to be understood as a mathematial assumption whih will
simplify the analysis. As a matter of fat, the hypothesis (7) exludes the real-life ase (5).
However, the remarks of [Lew97b℄ show that the problem simplied in this way remains
signiant for the numerial pratie in onrete appliations.
The boundary onditions (6) represent also an idealization. They are onsistent with
the usual no-slip boundary ondition, at least in the ase of a time averaging lter (observe
that k = |u′|2/2 = |u− u|2/2). However, the no-slip assumption usually leads to neglet
the turbulene near the boundary. As in [Lew97b℄ and [Lew97a℄, we will assume, though,
that the approximation (6) is reasonably good.
Note that one of the main mathematial diulties of RANS-models, whih onsists
in dealing with the L1-term D(u, u), is present in our model.
In the paper [Lew97b℄, an existene result was stated for (P ). In the rst part of the
present paper, we are going to give a detailed proof of this result. The diulties of the
existene proof arise from the term D(u, u), whih, in the natural
[
W 1,2(Ω)
]n
-ontext of
the Navier-Stokes theory, belongs only to the spae L1(Ω).
In a seond setion, we disuss the regularity of the solution. Note that beause of the
dependene of νt on k, regularity is a diult issue in this ontext. We will show, though,
the higher integrability of ∇u, i. e. ∇u ∈ [Lσ(Ω)]n2 for some σ > 2. This property leads to
an appreiable improvement in the two dimensional ase, whih will permit us to disuss
the uniqueness issue in the last setion.
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2 Weak formulation
We begin by introduing some notations.
We will need the funtional spaes,
D1,p0 (Ω) :=
{
w ∈ [W 1,p0 (Ω)]n : div w = 0
}
, for 1 ≤ p ≤ ∞ .
We set
Du = Di,j(u) :=
1
2
(
∂ui
∂xj
+
∂uj
∂ui
)
, D(u, v) := Du : Dv , µ(k) := ν + νt(k) ,
Through the paper, we make the following assumptions on the growth of the data:
0 ≤ νt(z) ≤M for all z ∈ R , (8)
f ∈ [Ls(Ω)]n


1 < s <∞ if n = 2 ,
s = 6
5
if n = 3 ,
(9)
0 ≤ g(z) ≤ C0 (1 + |z|α)


0 ≤ α <∞ if n = 2 ,
0 ≤ α < 5
2
if n = 3 ,
(10)
where M, C0 are given positive onstants.
Denition 2.1. A weak solution of (P ) is a pair
{u, k} ∈ D1,20 (Ω)×
⋂
p0≤p<p1
W 1,p0 (Ω),


p0 = 1 and p1 = 2 for n = 2 ,
p0 =
6
5
and p1 =
3
2
for n = 3 ,
suh that for all pairs {v, φ} ∈ D1,20 (Ω) ×W 1,q0 (Ω) (q > n), the three following relations
are satised:∫
Ω
uj
∂ui
∂uj
vi +
∫
Ω
µ(k)D(u, v) =
∫
Ω
f · v , (11)
∫
Ω
uj
∂k
∂xj
φ+
∫
Ω
µ(k)∇k · ∇φ =
∫
Ω
νt(k)D(u, u)φ−
∫
Ω
g(k) k
1
2 φ , (12)
k ≥ 0 a. e. in Ω . (13)
One easily veries that under the assumptions (8), (9) and (10), this denition is well-
posed.
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3 An existene result.
In this setion we prove the following theorem:
Theorem 3.1. If the assumptions (8), (9) and (10) are satised, then (P ) has at least
one weak solution.
First, we will prove the existene of suitable approximate solutions.
To this purpose, we an somewhat relax the hypothesis (10). We assume in this setion
that
0 ≤ g(z) ≤ C0 (1 + |z|α)


0 ≤ α <∞ for n = 2 ,
0 ≤ α < 9
2
for n = 3 ,
(14)
where C0 is a given onstant.
We introdue the spae
H := D1,20 (Ω)×W 1,20 (Ω) .
Beause of Korn's inequality, we see that H is a Hilbert spae with respet to the salar-
produt
(
{u, ψ}, {v, φ}
)
:=
∫
Ω
D(u, v) +∇ψ · ∇φ .
We have the natural identity
H∗ =
(
D1,20 (Ω)
)∗
×
(
W 1,20 (Ω)
)∗
.
For {v∗, φ∗} ∈ H∗, we dene a duality produt
〈{v∗, φ∗}, {v, φ}〉
H
:=
〈
v∗, v
〉
D1,20 (Ω)
+
〈
φ∗, φ
〉
W 1,20 (Ω)
. (15)
Proposition 3.2. Under the hypothesis (8), (9) and (14), there exists for all ǫ > 0 a pair
{uǫ, kǫ} ∈ H suh that the relations
∫
Ω
uǫj
∂uǫi
∂xj
vi +
∫
Ω
µ(kǫ)D(uǫ, v) =
∫
Ω
f · v , (16)
∫
Ω
uǫj
∂kǫ
∂xj
φ+
∫
Ω
µ(kǫ)∇kǫ · ∇φ =
∫
Ω
νt(k
ǫ)
D(uǫ, uǫ)
1 + ǫD(uǫ, uǫ)
φ−
∫
Ω
g(kǫ)
√
kǫ φ , (17)
kǫ ≥ 0 a. e. in Ω , (18)
are satised for all {v, φ} ∈ H .
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Proof. Consider the operator
〈
A
({u, k}), {v, φ}〉 :=
∫
Ω
uj
∂ui
∂xj
vi +
∫
Ω
µ(k)D(u, v) +
∫
Ω
uj
∂k
∂xj
φ
+
∫
Ω
µ(k)∇k · ∇φ−
∫
Ω
νt(k)
D(u, u)
1 + ǫD(u, u)
φ+
∫
Ω
g(k)
√
k+ φ .
Then, by representation (15), we easily see that A is ontinuous and bounded from H
into H∗.
We now prove that A is oerive and pseudomonotone.
Thanks to the bound (8) and Young's inequality, we have the estimate
∣∣∣∣
∫
Ω
νt(k)
D(u, u)
1 + ǫD(u, u)
k
∣∣∣∣ ≤ M 1ǫ ‖ k ‖L1(Ω)≤
ν
2
‖ k ‖2
W 1,20 (Ω)
+C .
On the other hand, sine u is divergene free and vanishes on the boundary, we an write
that ∫
Ω
uj
∂ui
∂xj
ui =
∫
Ω
uj
1
2
∂u2i
∂xj
= 0,
∫
Ω
uj
∂k
∂xj
k =
∫
Ω
uj
1
2
∂k2
∂xj
= 0 .
Finally, we have
∫
Ω
g(k)
√
k+ k =
∫
Ω
g(k)
√
k+
3 ≥ 0 ,
suh that one diretly obtains the bound
〈
A
({u, k}), {u, k}〉 ≥ ν
2
‖ {u, k} ‖2H −C ,
with a xed positive onstant C. This proves the oerivity of A.
In order to prove that A is pseudomonotone, we onsider an arbitrary sequene {um, km} ⊂
H suh that
{um, km}⇀ {u, k} in H , lim sup
m→∞
〈
A
({um, km}), {um − u, km − k}〉 ≤ 0 .
We solve the problem of the lower semiontinuity of the term
νt(km)
D(um, um)
1 + ǫD(um, um)
,
by proving the existene of a subsequene {um, km} that onverges strongly in H .
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We an write∫
Ω
µ(km)
[
D(um − u, um − u) + |∇(km − k)|2
]
=
〈
A
({um, km}), {um − u, km − k}〉−
∫
Ω
µ(km)
[
D(u, um − u) +∇km · ∇(km − k)
]
−
∫
Ω
um,j
∂um,i
∂xj
(um,i − ui)−
∫
Ω
um,j
∂km
∂xj
(km − k) +
∫
Ω
νt(km)
D(um, um)
1 + ǫD(um, um)
(km − k)
−
∫
Ω
g(km)
√
k+m (km − k) . (19)
Aording to (14), if p is suh that p (α + 1
2
) = 6, then we see that p′ := p/(p− 1) < 6.
Thus, by well-known ompatness results, we will be able to nd a subsequene {um, km},
that we not relabel, suh that
um → u in [L4(Ω)]n , km → k in Lp′(Ω) , km(x)→ k(x) for almost all x ∈ Ω .
(20)
We then have for i, j = 1, . . . , n that
µ(km)Di,j(u)→ µ(k)Di,j(u) in L2(Ω), µ(km)∇k → µ(k)∇k in [L2(Ω)]n .
Considering that
∥∥∥νt(km) D(um, um)
1 + ǫD(um, um)
∥∥∥
L∞(Ω)
≤ M
ǫ
, ‖ g(km)
√
k+m ‖Lp(Ω)≤ C ,
we an pass to the limit in (19) in order to obtain
ν lim sup
m→∞
∫
Ω
[
D(um − u, um − u) + |∇(km − k)|2
]
≤ 0 .
This implies for a subsequene that
{um, km} → {u, k} in H, D(um, um)→ D(u, u) a. e. in Ω .
Now, for this subsequene, it learly follows that
µ(km)Di,j(um)→ µ(k)Di,j(u) in L2(Ω) , µ(km)∇km → µ(k)∇k in [L2(Ω)]n ,
νt(km)
D(um, um)
1 + ǫD(um, um)
→ νt(k) D(u, u)
1 + ǫD(u, u)
in Lq(Ω) (q <∞ arbitrary) . (21)
With the help of (21), we easily an show that for eah pair {v, φ} ∈ H , we now have
lim inf
m→∞
〈
A
({um, km}), {um − v, km − φ}〉 = 〈A({u, k}), {u− v, k − φ}〉 ,
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whih proves the pseudomonotoniity of A.
By the theorem 2.7 of [Lio69℄, we nd that A is surjetive, and we obtain the existene
of a pair {uǫ, kǫ} ∈ H suh that (16) and (17) are satised. It remains to prove that kǫ is
positive.
Testing in (17) , with kǫ−, we obtain the relation
∫
Ω
uǫj
∂kǫ
∂xj
kǫ− +
∫
Ω
µ(kǫ)
∣∣∣∇kǫ−∣∣∣2 =
∫
Ω
(
νt(k
ǫ)
D(uǫ, uǫ)
1 + ǫD(uǫ, uǫ)
− g(kǫ)
√
kǫ+
)
kǫ− .
Considering that
∫
Ω
uǫj
∂kǫ
∂xj
kǫ− =
1
2
∫
Ω
uǫj
∂
∂xj
(kǫ)−
2
= 0 ,
∫
Ω
g(kǫ)
√
kǫ+ kǫ− = 0 ,
we get the inequality
∫
Ω
µ(kǫ)
∣∣∣∇kǫ−
∣∣∣2 ≤ 0 ,
whih leads to (18) and nishes the proof of the proposition.
Now the seond step onsists in nding some a priori estimates for the sequene of aprox-
imate solutions.
Proposition 3.3. For the sequene {uǫ, kǫ} onstruted in Proposition 3.2, there exists
positive onstants C1, C2, that do not depend on ǫ, suh that
‖ uǫ ‖D1,20 (Ω)≤ C1 ‖ f ‖[Ls(Ω)]n , (22)
‖ kǫ ‖W 1,p0 (Ω)≤ C2
(
‖ f ‖[Ls(Ω)]n + ‖ f ‖
2
1−δ
[Ls(Ω)]n
)
, (23)
Here, we hoose s aording to (9), whereas p and δ satisfy


p ∈]1, 2[, δ ∈]0, 1[ for n = 2 ,
p ∈ ]1, 3
2
[
, δ = 3−2p
3−p
for n = 3 .
(24)
Proof. We test the equation (16) with uǫ, and observing as usual that the onvetive term
vanishes, we get the estimate
ν
∫
Ω
D(uǫ, uǫ) ≤
∫
Ω
|f | |uǫ| .
Using Korn's inequality and standard embedding arguments, we prove the estimate (22).
10
In order to prove the seond estimate, we use the test funtion
φ = 1− 1
(1 + kǫ)δ
,
where δ is given by (24). If we set Ψ(s) :=
∫ s
0
(
1− 1
(1 + τ)δ
)
dτ , then we an write
∂φ
∂xi
=
δ
(1 + kǫ)1+δ
∂kǫ
∂xi
,
∂kǫ
∂xi
φ =
∂
∂xi
Ψ(kǫ) ,
∫
Ω
g(kǫ)
√
kǫ φ ≥ 0 .
Considering that the onvetive term in relation (17) will again vanish, we an write
δ
∫
Ω
µ(kǫ)
|∇kǫ|2
(1 + kǫ)1+δ
≤
∫
Ω
νt(k
ǫ)
D(uǫ, uǫ)
1 + ǫD(uǫ, uǫ)
φ ≤ M
∫
Ω
D(uǫ, uǫ) .
With the help of estimate (22), we obtain that
∫
Ω
µ(kǫ)
|∇kǫ|2
(1 + kǫ)1+δ
≤ CM
δ ν
‖ f ‖2[Ls(Ω)]n .
Arguing as in [Nau05℄, we an further estimate
∫
Ω
|∇kǫ|p =
∫
Ω
|∇kǫ|p
(1 + kǫ)(1+δ) p/2
(1 + kǫ)(1+δ) p/2
≤
(∫
Ω
|∇kǫ|2
(1 + kǫ)1+δ
)p/2 (∫
Ω
(1 + kǫ)
(1+δ) p
(2−p)
)(2−p)/2
≤
(
CM
δ ν2
‖ f ‖2[Ls(Ω)]n
)p/2 (
|Ω| 2−p2 + ‖ kǫ ‖p (1+δ)/2
L
(1+δ) p
(2−p) (Ω)
)
.
With the help of Young's inequality, we now obtain for an arbitrary γ > 0 that
∫
Ω
|∇kǫ|p ≤ C˜δ
(
‖ f ‖p[Ls(Ω)]n +cγ ‖ f ‖
2p
1−δ
[Ls(Ω)]n +γ ‖ kǫ ‖p
L
(1+δ) p
(2−p) (Ω)
)
,
with a positive onstant cγ that depends on γ.
Now, onsidering our hoie of δ aording to (24), we have (1 + δ) p/(2− p) ≤ p∗, where
p∗ denotes the number
p∗ :=
n p
n− p .
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In view of Sobolev's embedding theorems, we an nd a positive onstant c∗ independent
of ǫ suh that
‖ kǫ ‖p
L
(1+δ) p
(2−p) (Ω)
≤ c∗
∫
Ω
|∇kǫ|p .
At this point, we just have to hoose γ suiently small in order to nish the proof of
the proposition.
Remark 3.4. We introdue the funtion
K0(t) := (C1 + C2) t+ C2 t
2
1−δ
for t ∈ R+ , (25)
where C1, C2 and δ are given by Proposition 3.3. The result of Proposition 3.3 allows us
to write that
‖ uǫ ‖D1,20 (Ω) + ‖ k
ǫ ‖W 1,p0 (Ω)≤ K0(‖ f ‖[Ls(Ω)]n) .
We now give the proof of the main result.
Proof of theorem 3.1. Taking (10) into aount, we onsider a number p in the range xed
by Proposition 3.3, suh that α + 1
2
< p∗. As above, p∗ denotes the number n p/(n− p).
Using the estimates of Proposition 3.3, and standard ompatness results, we obtain the
existene of a subsequene {uǫ, kǫ} ⊂ H suh that
uǫ ⇀ u in D1,20 (Ω), k
ǫ ⇀ k in W 1,p0 (Ω) ,
uǫ → u in [L4(Ω)]n, kǫ → k in Lp(Ω) ,
kǫ(x)→ k(x) for almost all x ∈ Ω . (26)
We test in (16) with v = uǫ − u, we rearrange the terms, and we write
∫
Ω
µ(kǫ)D(uǫ − u, uǫ − u) =
∫
Ω
f · (uǫ − u)−
∫
Ω
uǫj
∂uǫi
∂xj
(uǫi − ui)−
∫
Ω
µ(kǫ)D(u, uǫ − u) .
Sine
µ(kǫ)Di,j(u)→ µ(k)Di,j(u), uǫj uǫi → uj ui , in L2(Ω) ,
we see that
ν lim
∫
Ω
D(uǫ − u, uǫ − u) ≤ 0 .
This implies that uǫ → u in D1,20 (Ω). We nd a subsequene suh that
D(uǫ, uǫ)→ D(u, u) in L1(Ω) . (27)
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Now, the properties (26) imply, rst, that for any v ∈ D1,20 (Ω) we have
µ(kǫ)Di,j(v)→ µ(k)Di,j(v), uǫj vi → uj vi , in L2(Ω) .
Thus, passing to the limit ǫ→ 0 in (16), we nd the relation∫
Ω
uj
∂ui
∂xj
vi +
∫
Ω
µ(k)D(u, v) =
∫
Ω
f · v .
In order to pass to the limit in (17), we rst note that for any φ ∈ W 1,q0 (Ω) (q > p′), it
holds that
uǫ φ→ u φ, µ(kǫ)∇φ→ µ(k)∇φ , in [Lp′(Ω)]n . (28)
Setting r := p
∗
α+1/2
> 1, we an again pass to subsequenes, and obtain that
g(kǫ)
√
kǫ ⇀ g(k)
√
k in Lr(Ω) . (29)
Finally we observe that∣∣∣D(uǫ, uǫ)−D(u, u)
∣∣∣ =
∣∣∣Di,j(uǫ − u)Di,j(uǫ) +Di,j(u)Di,j(uǫ − u)
∣∣∣
≤
∣∣∣Di,j(uǫ − u)
∣∣∣
∣∣∣Di,j(uǫ)
∣∣∣ +
∣∣∣Di,j(u)
∣∣∣
∣∣∣Di,j(uǫ − u)
∣∣∣
=
∣∣∣Di,j(uǫ − u)
∣∣∣ (
∣∣∣Di,j(uǫ)
∣∣∣+
∣∣∣Di,j(u)
∣∣∣) . (30)
Consider∫
Ω
∣∣∣∣νt(kǫ) D(u
ǫ, uǫ)
1 + ǫD(uǫ, uǫ)
− νt(k)D(u, u)
∣∣∣∣
≤
∫
Ω
νt(k
ǫ)
∣∣∣∣D(u
ǫ, uǫ)−D(u, u)− ǫD(uǫ, uǫ)D(u, u)
1 + ǫD(uǫ, uǫ)
∣∣∣∣+
∫
Ω
|νt(kǫ)− νt(k)|D(u, u)
≤
∫
Ω
νt(k
ǫ) |D(uǫ, uǫ)−D(u, u)|+
∫
Ω
M ǫ
D(uǫ, uǫ)D(u, u)
1 + ǫD(uǫ, uǫ)
+
∫
Ω
|νt(kǫ)− νt(k)|D(u, u) .
The two last integrals onverge to zero by the dominated onvergene theorem. In view
of (30), we an estimate the rst term by
M ‖ uǫ − u ‖D1,20 (Ω) (‖ u
ǫ ‖D1,20 (Ω) + ‖ u ‖D1,20 (Ω))→ 0 .
We obtain that
νt(k
ǫ)
D(uǫ, uǫ)
1 + ǫD(uǫ, uǫ)
→ νt(k)D(u, u) in L1(Ω) .
This last result ombined with (28), (29) allow us to pass to the limit in relation (17),
nishing the proof of the theorem.
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4 Higher integrability of the gradient of the mean ow.
In this setion we make the stronger hypothesis that
f ∈ [L2(Ω)]n . (31)
Identifying f with an element of
(
[W
1, 2n
n+2
0 (Ω)]
n
)∗
, we an nd some
g ∈ [Ls(Ω)]n2


s <∞ for n = 2 ,
s = 6 for n = 3 ,
suh that for all v ∈ [W 1,
2n
n+2
0 (Ω)]
n
, the representation
∫
Ω
f · v =
∫
Ω
g : ∇v , (32)
is valid.
Proposition 4.1. Let {u, k} be a weak solution of (P ), and let the regularity (31) for f
be satised.
Then there exists σ > 2 suh that
∇u ∈ [Lσ
lo
(Ω)]n
2
.
In order to prove this theorem, we rst note two lemmas.
Lemma 4.2. If {u, k} is a weak solution of (P ), there exists p ∈ L2(Ω)/R suh that
∫
Ω
uj
∂ui
∂xj
vi +
∫
Ω
µ(k)D(u, v) =
∫
Ω
f · v +
∫
Ω
p˜ div v , (33)
for all v ∈ [W 1,20 (Ω)]n and p˜ ∈ p.
Proof. This is a standard result. See for example [Gal94℄.
In the following we use the notation
hR :=
1
BR(x0)
∫
BR(x0)
h ,
whenever BR(x0) ⊆ Ω and h : Ω −→ R.
Lemma 4.3. Let x0 ∈ Ω and R > 0 be suh that B2R(x0) ⊂ Ω. Then there exits a
onstant c > 0, whih does not depend on B2R(x0), suh that∫
B2R(x0)
|p− p2R|2 ≤ c
∫
B2R(x0)
{
|∇u|2 + |u− u2R|2 |u|2 + |g|2
}
. (34)
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Proof. Consider the oordinate transformation:
Φ : B1(0) −→ B2R(x0)
z 7−→ x0 + 2Rz .
We have
det
(∇Φ) ≡ (2R)n in B1(0) .
With the transformation formula for the Lebesgue integral, we easily verify that
p2R =
1
B1(0)
∫
B1(0)
p(Φ(z)) dz =: [p(Φ)]B1 .
Therefore, still using the transformation formula, we an write that∫
B2R(x0)
|p− p2R|2 dx = (2R)n
∫
B1(0)
∣∣p(Φ(z))− [p(Φ)]B1∣∣2 dz .
Now exploiting the results of part III.3 in [Gal94℄, we an hoose a w ∈ [W 1,20 (B1(0))]n
suh that
div w = p(Φ(z))− [p(Φ)]B1 in B1(0) ,
‖ w ‖[W 1,20 (B1(0))]n≤ c
∗ ‖ p(Φ(z))− [p(Φ)]B1 ‖L2(B1(0)) , (35)
with a onstant c∗ > 0 that does not depend on p, Φ. Dene
w˜(x) := 2Rw(Φ−1(x)) for x ∈ B2R(x0) .
We see that
∂w˜i
∂xj
= 2R
n∑
l=1
∂wi
∂zl
(
Φ−1(x)
) ∂Φ−1l
∂xj
(x) =
∂wi
∂zj
(
Φ−1(x)
)
.
It follows that
(
div w˜
)
(x) =
(
div w
)
(Φ−1(x)) = p(x)− p2R .
By a straightforward omputation, where we use only the transformation formula, we nd
that ∫
B2R(x0)
|∇w˜|2 ≤ c∗2
∫
B2R(x0)
|p− p2R|2 dx .
with the onstant c∗ from (35).
The last estimate ensures that w˜ ∈ [W 1,20 (B2R(x0))]n. Extending w˜ by zero into Ω \
B2R(x0), we see that we an use it as a test funtion in (33).
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Choosing in partiular p˜ = p− p2R, we see that∫
B2R(x0)
|p− p2R|2 =
∫
B2R(x0)
(p− p2R) div w˜
=
∫
B2R(x0)
uj
∂ui
∂xj
w˜i +
∫
Ω
µ(k)D(u, w˜)−
∫
Ω
g : ∇w˜ .
Using the identity ∫
B2R(x0)
uj
∂ui
∂xj
w˜i = −
∫
Ω
uj (ui − ui,2R) ∂w˜i
∂xj
,
and the bound (35), we an now dedue the assertion with the help of Hölder's inequality.
Proof of Propostion 4.1. We prove the laim by reverse Hölder inequality (see [Gia83℄).
For BR(x0) ⊂ B2R(x0) ⊆ Ω onsider a funtion ζ ∈ C∞c (B2R(x0)) suh that

ζ ≡ 1 in BR(x0) ,
0 ≤ ζ ≤ 1 in B2R(x0) \BR(x0) ,
|∇ζ | ≤ c
R
in Ω .
We dene v := (u− u2R) ζ2. From straightforward omputations, we get
div v = 2 (ui − ui,2R) ζ ∂ζ
∂xi
,
Di,j(u) ζ
2 =
1
2
(
∂vi
∂xj
− 2 (ui − ui,2R) ζ ∂ζ
∂xj
+
∂vj
∂xi
− 2 (uj − uj,2R) ζ ∂ζ
∂xi
)
.
We an therefore write that∫
Ω
µ(k)D(u, u) ζ2
=
∫
Ω
µ(k)Di,j(u)
1
2
(
∂vi
∂xj
− 2 (ui − ui,2R) ζ ∂ζ
∂xj
+
∂vj
∂xi
− 2 (uj − uj,2R) ζ ∂ζ
∂xi
)
= −
∫
Ω
µ(k)Di,j(u)
(
(ui − ui,2R) ζ ∂ζ
∂xj
+ (uj − uj,2R) ζ ∂ζ
∂xi
)
+
∫
Ω
µ(k)D(u, v) .
(36)
Our goal is now to prove the existene of a positive onstant c, and of numbers R0 > 0
and θ˜ ∈]0, 1
2n
[ suh that for all R < R0 we have∫
BR(x0)
|∇u|2 ≤ c
(
1
R2
∫
B2R(x0)
|u− u2R|2 +
∫
B2R(x0)
|f | 65 + |g|2
)
+ θ˜
∫
B2R(x0)
|∇u|2 ,
(37)
16
provided that B2R(x0) ⊂ Ω. If (37) is satised, then we an multiply this relation by
|BR(x0)|−1, and the laim follows from Proposition 1.1 in part V of [Gia83℄.
In order to prove (37), we onsider in turn eah term on the right-hand side of (36).
Using Young's inequality, we rst obtain∣∣∣∣
∫
Ω
µ(k)Di,j(u)
(
(ui − ui,2R) ζ ∂ζ
∂xj
+ (uj − uj,2R) ζ ∂ζ
∂xi
)∣∣∣∣
≤ 2
√
M + ν
∫
Ω
√
µ(k)D(u, u) |u− u2R| ζ |∇ζ |
≤ δ
∫
Ω
µ(k)D(u, u) ζ2 +
cδ
R2
∫
Ω
|u− u2R|2 , (38)
where δ > 0 is arbitrary and cδ is a positive onstant depending on δ.
On the other hand, we have from (33) that∫
Ω
µ(k)D(u, v) =
∫
Ω
f · (u− u2R) ζ2 + 2
∫
Ω
(p− p2R) (u− u2R) · ∇ζ ζ
−
∫
Ω
(u · ∇)u · (u− u2R) ζ2 . (39)
Again, we want to estimate eah term of the right-hand side in order to prove the assertion
(37). We apply Young's inequality and rst nd that∣∣∣∣
∫
Ω
f · (u− u2R) ζ2
∣∣∣∣ ≤ δ
∫
B2R(x0)
|u− u2R|6 + cδ
∫
B2R(x0)
|f | 65
≤ c δ R6
[
n( 1
6
− 1
2
)+1
] (∫
B2R(x0)
|∇u|2
)3
+ cδ
∫
B2R(x0)
|f | 65 ,
with an arbitrary parameter δ > 0. We observe that
β := 6
[
n
(
1
6
− 1
2
)
+ 1
]
≥ 0 .
For all R ≤ R0 we nd the estimate∣∣∣∣
∫
Ω
f · (u− u2R) ζ2
∣∣∣∣ ≤ cRβ0 K20 δ
∫
B2R(x0)
|∇u|2 + cδ
∫
B2R(x0)
|f | 65 , (40)
where K0 is given by (25).
Now, we onsider the seond term on the right-hand side of (39). Using again Young's
inequality and the estimate of lemma 4.3, we an write that∣∣∣∣
∫
Ω
(p− p2R) (u− u2R) · ∇ζ ζ | ≤ δ
∫
B2R(x0)
|p− p2R|2 + cδ
R2
∫
B2R(x0)
|u− u2R|2
≤ δ c
∫
B2R(x0)
{
|∇u|2 + |u− u2R|2 |u|2 + |g|2
}
+
cδ
R2
∫
B2R(x0)
|u− u2R|2 .
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Now, using the ontinuity of the embedding W 1,20 (Ω) →֒ L4(Ω), we an write that
∫
B2R(x0)
|u− u2R|2 |u|2 ≤
(∫
B2R(x0)
|u− u2R|4
) 1
2
(∫
B2R(x0)
|u|4
) 1
2
≤ cK20 R2
[
n( 1
4
− 1
2
)+1
] ∫
B2R(x0)
|∇u|2 . (41)
Again observing that
βˆ := 2
[
n
(
1
4
− 1
2
)
+ 1
]
≥ 1
2
,
we nd that∣∣∣∣
∫
Ω
(p− p2R) (u− u2R) · ∇ζ ζ
∣∣∣∣ ≤ c δ (1 +K20 Rβˆ0)
∫
B2R(x0)
|∇u|2
+
cδ
R2
∫
B2R(x0)
|u− u2R|2 + c δ
∫
B2R(x0)
|g|2 , (42)
where we an hoose δ > 0 arbitrary small.
We now onsider the third term in (39). Using Young's inequality and (41), we nd that
∣∣∣∣
∫
Ω
(u · ∇)u · (u− u2R) ζ2
∣∣∣∣ ≤ δ
∫
B2R(x0)
|∇u|2 + cδ
∫
B2R(x0)
|u− u2R|2 |u|2
≤ δ
∫
B2R(x0)
|∇u|2 + cδRβˆ
∫
B2R(x0)
|∇u|2 . (43)
By estimates (36), (38), (39), (40), (42), (43), we get
ν
2
∫
Ω
D(u, u) ζ2
≤ cδ
R2
∫
B2R(x0)
|u− u2R|2 + c
∫
B2R(x0)
|f | 65 + |g|2 + C
(
δ +
1
δ
Rβˆ
) ∫
B2R(x0)
|∇u|2 .
The onstants c, C > 0 do not depend on BR(x0).
Now, for eah given θ˜ ∈]0, 1
2n
[, we an ahieve by suitable hoies of δ and R0 that for all
R ≤ R0∫
BR(x0)
|∇u|2 ≤ cK
∫
BR(x0)
D(u, u) ≤ cK
∫
Ω
D(u, u) ζ2
≤ C
R2
∫
B2R(x0)
|u− u2R|2 + C
∫
B2R(x0)
|f | 65 + |g|2 + θ˜
∫
B2R(x0)
|∇u|2 .
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Note that by using the same oordinate transformation as in lemma 4.3, we an show easily
that the onstant cK > 0 that appears in the rst inequality an be hosen independently
of BR(x0). Thus, the onstant C depends only on the data. This proves (37) and the
theorem.
The proof of Proposition 4.1 motivates the following more general result.
Theorem 4.4. If {u, k} is a weak solution of (P ), then there exists σ > 2 and τ > n
n−1
suh that
∇u ∈ [Lσ(Ω)]n2 , ∇k ∈ [Lτ (Ω)]n .
In addition, there exists a positive onstant c¯ suh that
‖∇u‖[Lσ(Ω)]n2 + ‖∇k‖[Lτ (Ω)]3 ≤ c¯ K0(‖f‖[Ls(Ω)]n) .
Proof. By the arguments of [Nau05℄ and a reasoning similar to the proof of Propostion
4.1, one will get the global higher integrability of ∇u. The higher integrability of ∇k
follows also as in [Nau05℄.
5 Uniqueness in the two dimensional ase under a small-
ness assumptions on the data
Through this setion, we assume that n = 2.
We reall the notation (25). We make the assumptions
∃ Lν > 0 : ∀ t1, t2 ∈ R+ : |νt(t1)− νt(t2)| ≤ Lν |t1 − t2| , (44)
∃ cg > 0 , β ≥ 0 : ∀ t1, t2 ∈ R+ : |g(t1)
√
t1 − g(t2)
√
t2| ≤ cg |t1 + t2|β |t1 − t2| . (45)
Then we have the following qualitative result:
Theorem 5.1. Let n = 2. If the number ‖f‖[L2(Ω)]3 is suiently small, then there exists
at most one weak solution of (P ).
Proof. In this proof, we denote by cp,q > 0 the embedding onstant of
W 1,q(Ω) →֒ Lp(Ω) ,
whenever this embedding is ontinuous. Realling the notation (25), we write Kˆ0 instead
of K0(‖f‖[L2(Ω)]3).
We suppose that {u, k} and {u˜, k˜} are two weak solutions of (P ). We write (11) for both
u and u˜, and we use the test funtion v = u − u˜. Substrating the respetive integral
identities, we obtain after straightforward rearrangements of terms that∫
Ω
µ(k)D(u− u˜, u− u˜) = −
∫
Ω
(
(u · ∇)u− (u˜ · ∇)u˜
)
· (u− u˜)
−
∫
Ω
[µ(k)− µ(k˜)]D(u˜, u− u˜) . (46)
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Sine as usual ∫
Ω
(u · ∇)(u− u˜) · (u− u˜) = 0 ,
we obtain the estimate∣∣∣∣
∫
Ω
(
(u · ∇)u− (u˜ · ∇)u˜
)
· (u− u˜)
∣∣∣∣ ≤ ‖∇u˜‖[L2(Ω)]4 ‖u− u˜‖2[L4(Ω)]2
≤ Kˆ0 c24,2 ‖∇(u− u˜)‖2[L2(Ω)]4 .
On the other hand, we have∣∣∣∣
∫
Ω
[µ(k)− µ(k˜)]D(u˜, u− u˜)
∣∣∣∣ ≤ Lν
∫
Ω
|k − k˜| |∇u˜| |∇(u− u˜)|
≤ Lν ‖∇u˜‖[Lσ(Ω)]4 ‖∇(u− u˜)‖[L2(Ω)]4 ‖k − k˜‖
L
2σ
σ−2 (Ω)
≤ Lν c¯ Kˆ0 c 2σ
σ−2
,2 ‖∇(u− u˜)‖[L2(Ω)]4 ‖∇(k − k˜)‖[L2(Ω)]3 ,
where we made use of Theorem 4.4.
Using Korn's inequality, we an therefore write
ν c−2
Korn
‖∇(u− u˜)‖[L2(Ω)]4 ≤ Kˆ0 c24,2 ‖∇(u− u˜)‖[L2(Ω)]4 + Lν c¯ Kˆ0 c 2σ
σ−2
,2 ‖∇(k − k˜)‖[L2(Ω)]3 .
Now, by hypothesis, we an hoose Kˆ0 suh that
ν c−2
Korn
− Kˆ0 c24,2 > 0 .
We an onlude that
‖∇(u− u˜)‖[L2(Ω)]4 ≤
Lν c¯ Kˆ0 c 2σ
σ−2
,2
ν c−2
Korn
− Kˆ0 c24,2
‖∇(k − k˜)‖[L2(Ω)]3 . (47)
We turn our attention to relation (12), whih we write for both k and k˜. In view of
Theorem 4.4, we an use the test funtion φ = k − k˜. Rearranging the terms, we get∫
Ω
µ(k) |∇(k − k˜)|2 = −
∫
Ω
[µ(k)− µ(k˜)]∇k˜ · ∇(k − k˜)−
∫
Ω
(
u · ∇k − u˜ · ∇k˜
)
(k − k˜)
+
∫
Ω
(
νt(k)D(u, u)− νt(k˜ D(u˜, u˜)
)
(k − k˜)−
∫
Ω
(
g(k)
√
k − g(k˜)
√
k˜
)
(k − k˜) . (48)
By Theorem 4.4, we have the estimate∣∣∣∣
∫
Ω
[µ(k)− µ(k˜)]∇k · ∇(k − k˜)
∣∣∣∣ ≤ Lν ‖∇k˜‖[Lτ (Ω)]3 ‖∇(k − k˜)‖[L2(Ω)]3 ‖k − k˜‖L 2τ2−τ (Ω)
≤ Lν c¯ Kˆ0 c 2τ
2−τ
,2 ‖∇(k − k˜)‖2[L2(Ω)]3 .
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On the other hand, sine
∫
Ω
u · ∇(k − k˜) (k − k˜) = 0 ,
we have∣∣∣∣
∫
Ω
(
u · ∇k − u˜ · ∇k˜
)
(k − k˜)
∣∣∣∣ ≤ ‖∇k˜‖[L2(Ω)]3 ‖u− u˜‖[L4(Ω)]3 ‖k − k˜‖L4(Ω)
≤ c¯ Kˆ0 c24,2
Lν c¯ Kˆ0 c 2σ
σ−2
,2
ν c−2
Korn
− Kˆ0 c24,2
‖∇(k − k˜)‖2[L2(Ω)]3 ,
where we made use also of estimate (47).
We an write∫
Ω
(
νt(k)D(u, u)− νt(k˜ D(u˜, u˜)
)
(k − k˜) =
∫
Ω
[νt(k)− νt(k˜)]D(u, u) (k − k˜)
+
∫
Ω
νt(k˜)
(
D(u, u)−D(u˜, u˜)
)
(k − k˜) .
We have, on the one hand
∣∣∣∣
∫
Ω
[νt(k)− νt(k˜)]D(u, u) (k − k˜)
∣∣∣∣ ≤ Lν ‖∇u‖2[Lσ(Ω)]4 ‖k − k˜‖2L 2σσ−2 (Ω)
≤ Lν c¯2 Kˆ20 c22σ
σ−2
,2
‖∇(k − k˜)‖2[L2(Ω)]3 .
On the other hand, we an use again the estimate (47) in order to obtain
∣∣∣∣
∫
Ω
νt(k˜)
(
D(u, u)−D(u˜, u˜)
)
(k − k˜)
∣∣∣∣
≤M ‖∇(u+ u˜)‖[Lσ(Ω)]4 ‖∇(u− u˜)‖[L2(Ω)]4 ‖k − k˜‖
L
2σ
σ−2 (Ω)
≤M c¯ Kˆ0
Lν c¯ Kˆ0 c
2
2σ
σ−2
,2
ν c−2
Korn
− Kˆ0 c24,2
‖∇(k − k˜)‖2[L2(Ω)]3 .
Finally, using (45), we an write
∣∣∣∣
∫
Ω
(
g(k)
√
k − g(k˜)
√
k˜
)
(k − k˜)
∣∣∣∣ ≤ cg
∫
Ω
|k + k˜|β |k − k˜|2 ≤ ‖k + k˜‖β
L2β(Ω)
‖k − k˜‖2L4(Ω)
≤ cg cβ2β,2 c¯β Kˆβ0 c24,2 ‖∇(k − k˜)‖2[L2(Ω)]3 .
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With this last result, we have estimated all terms on the right-hand side of (48). We see
that under the ondition
ν − Lν c¯ Kˆ0 c 2τ
2−τ
,2 + c¯ Kˆ0 c
2
4,2
Lν c¯ Kˆ0 c 2σ
σ−2
,2
ν c−2
Korn
− Kˆ0 c24,2
+ Lν c¯
2 Kˆ20 c
2
2σ
σ−2
,2
+M c¯ Kˆ0
Lν c¯ Kˆ0 c
2
2σ
σ−2
,2
ν c−2
Korn
− Kˆ0 c24,2
+ cg c
β
2β,2 c¯
β Kˆβ0 c
2
4,2 > 0 ,
the laim of the theorem holds true.
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