High-finesse optical cavity allows the establishment of long-range interactions between bosons in an optical lattice when most cold atoms experiments are restricted to short-range interactions. Supersolid phases have recently been experimentally observed in such systems. Using both exact quantum Monte Carlo simulations and Gutzwiller approximation, we study the ground state phase diagrams of a two-dimensional Bose-Hubbard model with infinite-range interactions which describes such experiments. In addition to superfluid and insulating Mott phases, the infinite-range checkerboard interactions introduce charge density waves and supersolid phases. We study here the system at various particle densities, elucidate the nature of the phases and quantum phase transitions, and discuss the stability of the phases with respect to phase separation. In particular we confirm the existence and stability of a supersolid phase detected experimentally.
I. INTRODUCTION
In the past fifteen years, cold atoms and Bose Einstein condensates have proven invaluable tools to study the physics of interacting quantum systems 1 . Optical lattices 1, 2 and Feshbach resonances 3 have been used to drive these systems into strongly interacting regimes. Recently, it has been shown that coupling between cold atoms and an electromagnetic field, for example by putting a condensate in a cavity, leads to interesting collective phases of light and matter 4 . For example, the Dicke transition 5 , superradiant Mott phases 6 , self structuration of atoms and light 7 , and crystallization 8 have been observed in such systems. Many theoretical predictions have also been made such as the possibility to observe Bose glasses 9 , localization 10 , or synchronization of quantum dipoles 11 . Here we are especially interested in a recent experiment by the ETH-Zurich group 12 where a cloud of cold atoms is placed in an optical lattice and inside an optical cavity. The field of the cavity mediates an effective infinite range interaction between the atoms which favours a density difference between neighbouring sites of the optical lattice. This experiment attracted a strong interest as it provides one of the first observations of the elusive supersolid phase 13, 14 . This exotic phase is characterized by both long range phase coherence and spatial ordering, i.e. simultaneous diagonal and off-diagonal long range orders. In a recent experiment, the same group observed a supersolid phase with a symmetry breaking of a continuous space invariance 15 . The experimental system is well described by a conventional Bose-Hubbard model with an additional infinite range interaction 12 , which takes into account the effect of the cavity field. This model and similar ones have been mostly studied within the (static and dynamic) meanfield theory [16] [17] [18] [19] [20] ; only one study has employed an exact quantum Monte Carlo method in the hard-core limit 21 . In the current state of the literature, exact studies in the strong (but finite) interacting regime are still missing.
In this work, we use exact quantum Monte Carlo simulations to determine the phase diagram of this model for several particle fillings, and elucidate the nature of the observed quantum phase transitions. We also compare our results with mean-field results, obtained with an approach based on the Gutzwiller ansatz and classical Monte Carlo simulations 22, 23 . The paper is organized as follows: The Hamiltonian and the methods used are presented in Sec. II. Section III is devoted to the discussion of the mean field phase diagrams whereas the exact ground-state phase diagrams, obtained by using quantum Monte Carlo simulations, are discussed in Sec. IV. Finally, conclusions and outlook are provided in Sec. V.
II. HAMILTONIAN AND METHODS

A. Bose-Hubbard model with infinite-range checkerboard interactions
We consider spinless bosons in a two-dimensional square optical lattice inside a high-finesse optical cavity. The particles can hop between nearest neighbouring arXiv:1701.01624v3 [cond-mat.quant-gas] 4 Apr 2017 sites of the lattice and interact repulsively on site. An additional effect due to the external cavity field generates an effective infinite-range interaction between particles 12 . Integrating out the effect of the field, the system is then shown to be governed by a Bose-Hubbard model with Hamiltonian 12 :
The bosonic operator b † r (b r ) creates (annihilates) an atom at site r and n r = b † r b r is the corresponding number operator. The indices e and o denote respectively even and odd lattice sites. The first term of the Hamiltonian is the kinetic term describing tunnelling with amplitude t between nearest neighbour sites r and s defined on a square lattice of L × L sites with periodic boundary conditions. The second term represents the on-site repulsive interactions between the atoms with strength U s > 0. The third term describes the infinite-range interaction with amplitude U l > 0 and favours imbalanced populations between even and odd sites. µ will denote the chemical potential for simulations performed in the grand canonical ensemble (GCE).
The Hamiltonian has a U (1)×Z 2 symmetry, associated with the mass conservation (U (1) symmetry), times the Ising Z 2 symmetry between the even and odd checkerboard sublattices.
B. Methods
The approximate Gutzwiller Monte Carlo (GMC) 22, 23 approach is a numerical method built on the combination of both the Gutzwiller ansatz and the classical Monte Carlo method with Metropolis algorithm 24 . This results in a semi-classical lattice field theory which preserves the U (1) symmetry, which is an advantage compared to some of the mean-field approaches conventionally used. This method also allows the reconstruction of correlation functions on a finite lattice cluster. The Gutzwiller mean-field state takes the form
where |n r is the state with n r particles on site r and where we introduced a cut-off n max on the number of particles per site. The ensemble f = {f
nr coefficients is then sampled with the Monte Carlo method 22, 23 which is especially useful at finite temperature but can also be used in the low temperature regime.
The Hamiltonian is also simulated by using the stochastic Green function algorithm (SGF) 25, 26 , an exact quantum Monte Carlo (QMC) technique that allows simulations in the canonical (CE) or grand canonical (GCE) ensembles of the system at finite temperatures, as well as measurements of many-particle Green functions. We treat L × L lattices with sizes up to L = 14 and fix t = 1 to set the energy scale. Large enough inverse temperatures allow to eliminate thermal effects from the QMC and GMC results (we used inverse temperatures βt = 2L for the QMC simulations and up to βt = 10 4 for the GMC simulations).
In particular we focus mainly on simulations at fixed density ρ = r n r /L 2 . N = ρL 2 is the total number of particles. The phase coherence is captured by the one body Green function,
and its Fourier transform n(k) is the density of particles occupying the wave vector k. The condensate fraction, i.e. the fraction of particles occupying the k = 0 mode, is given by n(k = 0) = R G(R)/N . We also calculate the superfluid density ρ s given, in the QMC algorithm, by fluctuations of the winding number 27 W ,
Finally, we also calculate the densitydensity correlation
and its Fourier transform, the structure factor
We particularly focus on S(π, π) as we expect checkerboard phases to appear.
III. GUTZWILLER PHASE DIAGRAMS
Since competing terms are involved in the Hamiltonian, Eq. (1), we expect four different phases at zero temperature. For U l = 0, i.e. the standard Bose-Hubbard model, it is well known that the competition between the kinetic and interacting terms leads to two phases. Most of the phase diagram consists of a Bose condensed (BEC) superfluid phase (SF) which exhibits phase coherence indicated by n(k = 0) = 0 and ρ s = 0. For integer particle densities, ρ, and strong repulsion, U s , there are also Mott insulating (MI) phases with n(k = 0) = 0 and ρ s = 0. Adding the checkerboard interaction U l = 0 offers the possibility to stabilize spatial ordering, i.e. oscillations in the density signalled by S(π, π) = 0. In addition to the SF and MI phases -for which S(π, π) = 0 as the populations are balanced in these phases -there is, therefore, the possibility of two other phases: a charge density wave (CDW) solid with vanishing coherence (for integer or half-integer densities) and a supersolid (SS) phase exhibiting both spatial ordering S(π, π) = 0 and phase coherence. In Fig. 1 , we show ρ, n(k = 0), and S(π, π) as functions of the chemical potential, µ. We observe the four previously mentioned phases. The truncation n max (up to n max = 8) is chosen large enough for the results not to depend on it and the temperature is chosen low enough to be in the ground state limit. Using cuts such as Fig. 1 , we determined the phase diagrams in the (t/U s , µ/U s ) plane for given values of U l /U s (see Fig. 2 for U l /U s = 0.4). The four phases, SF, MI, CDW, and SS, are clearly seen in this phase diagram. In the zero hopping limit t = 0, the CDW phases appear between the Mott insulator phases, reducing the energy gap of the MI phases to ∆ = U s − U l for 0 < U l < U s /2. At large hopping amplitude t the system is in the SF phase. In the intermediate regime, for moderate hopping, we systematically observe SS phases at the tip of the CDW lobes. Note that this phase diagram is in a good agreement with previous mean field studies 17, 18 . The SS-SF phase transition at the tip of the lobes is found to be continuous, as observed in Ref. 17 , and not first-order as observed in Ref.
18 . As reported in Refs. 17, 18 , beyond U l = U s /2, the nature of the phases change, as phases that show a density modulation are favoured (Fig. 3) . The Mott phases are thus replaced with CDW phases. In the small t limit, the Mott phase at ρ = 1 is replaced with a phase where, depending on the way the symmetry breaks, even (odd) sites are occupied by 2 bosons while odd (even) sites are empty. This is what we call a CDW (2,0) phase. The CDW phases at half-integer fillings are also affected. For example, the CDW (2,1) phase, i.e. having alternately doubly and singly occupied sites, observed at ρ = 3/2 below U l /U s = 1/2 is replaced with a (3,0) phase. The supersolid region is also much larger as it surrounds completely the CDW lobes for ρ > 1/2. The bosons are expected to collapse for U l > U s in t = 0 limit 18 . We now focus on the phase diagrams in the (U s /t, U l /U s ) plane maintaining the density fixed by adjusting the chemical potential. The GMC mean field phase diagrams for densities ρ = 0.5, ρ = 1, and ρ = 1.5 are plotted in Fig. 3 . Our results are similar to the phase diagrams of Ref. 17 . We observe that the supersolid phase surrounds CDW phases, which means that it only appears for U l /U s > 1/2 for integer densities (as ρ = 1) while it is present for smaller U l at half-integer densities. At ρ = 1/2, what appears at first sight to be a supersolid phase, where n(k = 0) and S(π, π) are both non zero, is not a stable phase but a region of the phase diagram where we observe a phase separation between a superfluid with ρ < 1/2 and a supersolid with ρ > 1/2 (SF-SS PS region). We will discuss this point later when we will study the stability of the different phases (Sec. IV C).
IV. QUANTUM MONTE CARLO PHASE DIAGRAMS
Using QMC simulations in the canonical ensemble, we determine exactly the properties of the ground state. We will detail our observations in the following but we first compare the phase diagrams at fixed fillings that we obtained with QMC (Fig. 4) and GMC (Fig. 3) . We observe the same features for all phase diagrams, with mostly quantitative differences between the QMC and the GMC predictions. The main difference is that the GMC technique generally overestimates the size of supersolid or phase separation regions. For example, at ρ = 1/2 the PS region is difficult to observe below U l /U s = 0.6 as the transition lines marking the onset of density ordering and the disappearance of condensation appear superimposed in the limits of our simulations (Fig. 4 (a) ). For ρ = 1, the GMC and QMC phase diagrams are essentially the same but we observe a region Fig. 10 (b) . In Sec. IV C, we will discuss the stability of these phases and show that there is a region of phase separation between a superfluid and a supersolid (SF-SS PS) at ρ = 1/2 instead of a SS phase. Fig. 10 (a) . In Sec. IV C, we will discuss the stability of these phases and show that, while the ρ = 1 and ρ = 3/2 SS phases are stable, at ρ = 1/2 there is, instead, phase separation between a superfluid and a supersolid (SF-SS PS).
where there seems to be a direct transition, without passing via an intermediate SS phase, between the SF and CDW (2,0) region (Fig. 4 (b) ). Finally, for ρ = 3/2, we observe that the SS phase does not surround the two CDW phases completely but exists for U l /U s 0.3 ( Fig.  4 (c) ).
A. Phases
We first analyse the different properties of the phases using the behaviour of the density-density correlation and Green functions (Fig. 5) in the case where ρ = 1. In the BEC or superfluid phase, we observe long range coherence of the phase as evidenced by the saturation at long distance in the Green function G(R) value. The saturation value of G(R) corresponds to the condensate fraction which is not equal to one because of quantum depletion due to the interaction. On the contrary, there is no diagonal order as the density correlation D(R) tends to a plateau with a value equal to the square of the density, ρ 2 = 1 in that case. The CDW phase shows strong oscillation around ρ 2 at long distance in D(R) while G(R) decays exponentially to zero, which is characteristic of a solid phase. Finally, the supersolid phase shows simultaneously oscillations around plateaux in both D(R) and in G(R), which shows that both diagonal and off-diagonal long range orders are present at the same time. In the Mott phase (not shown here) G(R) decays exponentially to zero while D(R) simply tends to a plateau with a value ρ 2 .
To confirm the presence of these phases, we performed finite size scaling analyses of the structure factor, S(π, π), and of the condensate fraction, n(k = 0). In Fig. 6, we show that both quantities extrapolate to non zero values in the thermodynamic limit for values of parameters that are chosen in the supersolid region at ρ = 1. As mentioned earlier, the phases observed change drastically depending on whether U l is smaller or larger than U s /2. In Fig. 7 (a) , we show a cut in the phase diagram, varying ρ for U l = 0.45 U s where we observe all four phases. For small ρ, the system is superfluid; for 0.25 ρ 0.75, the system shows non zero S(π, π), which means that it is supersolid (since the condensate is still non zero) except at ρ = 0.5 where we find a CDW (1,0) phase. This is somewhat surprising because supersolid phases generally do not appear in large regions of parameter space for ρ < 1/2 28 . This effect is due to the infinite range interaction in the system. For 0.75 ρ 1.25, S(π, π) is zero and the system is superfluid except at ρ = 1 where it adopts a Mott phase. ρ < 1.5, we once again have a supersolid and a CDW (2,1) phase at ρ = 1.5. On the contrary for U l = 0.8 U s (Fig. 7(b) ), we observe that, for ρ ≥ 1/2, there are only CDW or supersolid phases, as S(π, π) is always non zero. There is no Mott phase and the superfluid phase is limited to the region where ρ 0.25. We remark that these results have been obtained at fixed densities (canonical ensemble). The stability of these phases with regard to density fluctuations, i.e. the behaviour of the system in the grand canonical ensemble, will be discussed below (see Sec. IV C).
B. Quantum Phase Transitions at fixed densities
We show here how the phase diagrams (Fig. 4) were obtained. To this end, we analyse the quantum phase transitions between the different phases, focusing on the ρ = 1 case, and using finite size scaling analysis. We summarize in Table. I the different types of phase transition that we observed. When a spatial modulation develops, as in the CDW or SS phases, the discrete Z 2 translation symmetry is broken. When the superfluidity or condensate appears, the continuous U (1) phase symmetry is broken. For the successive transitions between the superfluid, supersolid and CDW phases, these Z 2 and U (1) symmetries are then broken separately or simultaneously. When they are broken together, we expect a first order transition. When they are broken separately, we expect 3D Ising and 3D XY universality classes and our QMC results confirm this. We rescaled n(k = 0) by L 2β XY /ν XY and S(π, π) by L 2βIsing/νIsing . β XY and ν XY here denote the critical exponents of the 3D XY model and β Ising and ν Ising those of the 3D Ising model. With this rescaling, we expect the curves obtained for different sizes to cross at a single point corresponding to the transition. Increasing U s /t for a given value of U l /U s , we observe such crossings for the SF-SS transition where S(π, π) becomes non zero and for the SS-CDW transition where n(k = 0) becomes zero (see Fig. 8 ). We do not obtain such crossings if we use mean field scaling exponents.
The transitions between different solid phases are found to be of first order, as suggested by 12 for ρ = 1. To confirm this, we did QMC simulations with different starting states (CDW or MI), for a large enough system. In the region where both the MI and CDW (2,0) phases coexist, the system remains in the local energy minima corresponding to the phase with which we started the simulation. An hysteresis effect is then observed for S(π, π) as U l /U s is varied (Fig. 9(a) ). In the coexistence region around the transition we obtain two different val- Fig. 4 , determined using quantum Monte Carlo simulations. ues of S(π, π) while the two initial conditions yield the same values when we are far away from the transition point and no longer have coexistence of metastable and stable states. Examining the ground state energy, i.e. the free energy, measured with both initial states, the transition point is located where the two energy curves cross. Below this crossing point, the CDW state is metastable and the Mott state is stable (Fig. 9(b) ), while the opposite is true above this point.
We observe the same hysteresis effects at ρ = 1 in the small region (13 < U s /t < 17 in Fig. 4) between the SF and CDW phases. This confirms the presence of a direct first order transition from the SF to the CDW (2,0) in this region and the absence of a supersolid which then only exists for U s /t < 13.
As the interaction U s /t grows, for ρ = 1/2 and ρ = 3/2, the PS and SS regions becomes narrower and eventually disappears. There is then a direct transition between SF and CDW (1,0) at ρ = 1/2 and between SF and CDW (2,1) at ρ = 3/2. We were not able to obtain a definite conclusion concerning the nature of these transitions, due to the difficulty of the QMC simulations in this large interaction regime.
For ρ = 3/2, we also observe a first order transition between the CDW (2,1) and the CDW (3,0) phases. This is somewhat surprising since the same spatial symmetry is broken in both phases and one might have expected a crossover. The proximity of this first order transition to the narrowing of the ρ = 3/2 SS phase (see Fig. 4(c) ) raises the question of a possible transition between two different SS phases. Cutting along a line through the SS phase (see Fig. 4 (c)), we do not find a transition but a crossover between two different regimes ( Fig. 10(a) ).
Close to the CDW (3,0) phase (U s /t < 12), the oscillations of density are much larger in the SS phase, which is marked by larger value of S(π, π). S(π, π) becomes much smaller close to the CDW (2,1) phase (U s /t > 12). Such a large change is expected as, in the large interaction limit, S(π, π) goes from 9/4 down to 1/4 between the CDW (3,0) and (2,1) phases. While n(k = 0) generally decreases with increasing U s /t, it increases slightly in the crossover region (U s /t 12). We also observe this behaviour with the GMC approach ( Fig. 10(b) ).
C. Stability of phases
So far, we mainly discussed the phases and transitions that appear at a constant particle number and mentioned that, in some cases, Hubbard systems can be unstable to phase separation as the density is allowed to fluctuate. In particular, it was shown that such a phase separation can occur between superfluid and solid phases and be mistaken for a stable supersolid phase 29 . This is especially important in the present case as long range attractive interactions, if strong enough, tend to destabilize the system and lead to a collapse of the particles (for example for U l /U s > 1 in the MF description) or to the presence of metastable states 30 . . In both cases, we observe a crossover between two different regimes. As Us/t grows (U l /Us diminishes) the SS goes from a regime where S(π, π) is large, due to the proximity with the CDW (3,0) phase, to a regime where it is much smaller, when the SS is close to the CDW (2,1). As the crossover between these two SS regimes happens (around Us/t = 12), the condensate fraction n(k = 0) increases.
We, therefore, analyse the stability of phases by studying the evolution of the density, ρ, as a function of the chemical potential µ. In the grand canonical ensemble ρ is calculated directly as an average for a given value of µ. In the canonical ensemble, ρ is fixed and µ can be calculated, for kT 0, as µ(N ) = E(N + 1) − E(N ) where E(N ) is the ground state energy of the system with N particles. In the GCE, an unstable region is characterized by a jump in the density as µ is varied. The intermediate densities do not correspond to a stable phase. Using CE, one can choose a filling corresponding to these intermediate densities but then the region is signalled by a curve ρ(µ) with a negative slope 29 . We found that some regions of the phase diagrams are unstable. For example doping around ρ = 0.5 for U s /t = 5.5 and U l /U s = 1 ( Fig. 11(a) ), we observe a large unstable region which encompasses ρ = 0.5 and leads directly from a superfluid phase for ρ 0.39 to a supersolid phase for ρ 0.60. This is attested by the behavior of ρ(µ): a jump is observed in the GCE simulations and a corresponding negative slope region is observed in CE simulations. This means that what appears to be a supersolid phase with the canonical simulations for ρ = 0.5 in the phase diagram Fig. 4(a) is, as mentioned earlier, not a stable phase but corresponds to a region of separation between SF and SS phases (SF-SS PS region in Fig. 4(a) ).
On the other hand, cutting through the phase diagram at U s /t = 6.5 and U l /U s = 0.8 ( Fig. 11(b) ), i.e. going through the SS regions at ρ = 1 and ρ = 1.5 (see There is, therefore, a discontinuous transition from a superfluid for ρ 0.39 to a supersolid for ρ 0.60 which is also signalled by a jump in ρ(µ) when using the GCE. There is no stable phase at ρ = 0.5 for these parameters. (b) For a different set of parameters, we do not observe jumps in the ρ(µ) curve (QMC GCE simulations) which shows that the supersolid phases at ρ = 1 and ρ = 1.5 are stable. n(k = 0) is always non zero (not shown). (c) Similar behavior is observed using the Gutzwiller approximation. In the case presented here we observe a direct transition from SF at ρ 0.44 to SS for ρ 0.58 and a discontinuous transition from SS for ρ 1.29 to solid phase for ρ = 1.5. We then have two density regions where the system is unstable. In (b) and (c) S(π, π) has been multiplied by 0.5 to improve visibility.
4(b) and (c))
, we do not observe jumps in ρ(µ) using GCE simulation (Fig. 11(b) ) and conclude that the supersolid phases are in fact stable for these densities, with these parameters. Finally, we performed some simulations (not shown here) for large values of the interactions (U s /t = 30, U l /U s = 0.8) where we observed that the only stable phases are the solid phases obtained for integer or half-integer densities: there is no stable superfluid or supersolid phases for intermediate densities.
This question of stability can also be addressed within the Gutzwiller approximation. In Fig. 11(c) , we observe jumps in ρ(µ) that mark the presence of unstable regions. In particular, again observe that the system is not stable for ρ = 0.5 and that there is a SF-SS discontinuous tran- (Fig. 4 (b) ) for ρ = 1 rescaled for a direct comparison with experimental data (figure 2 of extended data 12 ). Compared to the experiment, the superfluid and supersolid regions are found to be smaller.
sition around that density. The parameters used for Fig.  11 (b) and (c) are the same but, as the phase diagrams Fig. 3 and Fig. 4 are slightly different, the phases that are present in these two cuts are different. For example, at ρ = 1.5, we find a SS phase in the QMC simulations while we have a solid phase in the GMC simulations.
V. CONCLUSIONS
Using exact quantum Monte Carlo and approximate mean field calculations, we studied the phase diagram of a bosonic Hubbard model with infinite range interactions which has been proposed to describe recent experimental results of the ETH-Zurich group 12 . Our results confirm that the model correctly captures the essential physics of the experiments. In particular, we confirm the existence of a supersolid phase and also the nature of the phase transitions, especially the first order transition between the MI and CDW at ρ = 1. We observe a small region where there is, at ρ = 1, a direct first order SF to CDW transition that was not experimentally observed.
There remains, however, quantitative differences in the extent of the different phases. This is easier to discuss by comparing the phase diagram Fig. 12 , represented in the plane (U s /t, U l /t), with the one provided as Figure  2 of extended data in Ref. 12 . In the experimental data, the SF phase is observed up to U s /t 25 whereas we observe a transition around U s /t 17. The SS region is also much larger in the experimental figure extending up to U s /t 30 and U l /t 25 whereas we observe it in the region where U s /t and U l /t are smaller than 10. We believe these discrepancies to be due to the fact that we performed bulk simulations (i.e. with no trap) whereas the experiment takes place in a harmonic trap. However, the main point is that the existence of the supersolid phase observed in the experiment is confirmed. It is a true thermodynamically stable phase and not a simple mixture of superfluid and solid phases.
We also extended the phase diagram to other densities and confirmed predictions that were made using meanfield calculations 17, 18 . We also discussed the stability of the observed phases with respect to phase separation and found that the ρ = 1 and ρ = 1.5 supersolid phases are stable whereas there is phase separation between a SF and a SS for ρ = 1/2.
