Motivation: Statistical evaluation of the confidence of peptide and protein identifications made by tandem mass spectrometry is a critical component for appropriately interpreting the experimental data and conducting downstream analysis. Although many approaches have been developed to assign confidence measure from different perspectives, a unified statistical framework that integrates the uncertainty of peptides and proteins is still missing. Results: We developed a hierarchical statistical model (HSM) that jointly models the uncertainty of the identified peptides and proteins and can be applied to any scoring system. With data sets of a standard mixture and the yeast proteome, we demonstrate that the HSM offers a reliable or at least conservative false discovery rate (FDR) estimate for peptide and protein identifications. The probability measure of HSM also offers a powerful discriminating score for peptide identification.
INTRODUCTION
Recent development in mass spectrometry (MS) techniques has substantially improved the scale of analysis of complex protein mixtures (Colinge et al., 2003; Craig et al., 2004; Matthiesen et al., 2005; Perkins et al., 1999) . In particular, the 'shotgun' or 'bottom-up' approach that integrates liquid chromatography (LC), tandem mass spectrometry (MS/MS) and database search allows high-throughput identification of proteins and has been used to profile the proteome of various biological samples including cell lines, tissues and serum/plasma (McCormack et al., 1997; Peng et al., 2003; Qian et al., 2005; Washburn et al., 2001) . In a typical LC-MS/MS experiment, proteins in a sample are first digested into peptides, separated in LC system and then subject to mass spectrometry analysis. During the MS analysis, each peptide is first ionized and the mass-to-charge ratio (m/z) of the ionized peptide is measured by the first MS. Certain peptide ions are then selected for fragmentation to generate their m/z signatures that are collected by a second MS scan (MS/MS). The observed signature is compared with the theoretical signature of each candidate sequence in a database (e.g. sequences whose mass matches that measured in the first MS) using a score that characterizes the similarity of the two spectra, and the one with the best score is assigned as the identification. The identified peptides are then assembled to identify the proteins. The overall experimental design is illustrated in Figure 1 .
As powerful as the shotgun approach is, protein identifications are subject to errors. Particularly, variation and noises can be introduced to the observed spectra through experimental steps such as sample preparation, injection, fragmentation and mass analysis. In addition, there is uncertainty in prediction model used to generate the theoretical spectra. Both factors contribute to false assignment-peptide sequence assigned to a spectrum is not the peptide that generates the spectrum. In Figure 1 , peptides p x and p y are the false assignments that lead to two false proteins P x and P y . The situation is further complicated by the so called degenerate peptides-peptides that can originate from more than one protein species due to multifamily members, alternative spliced forms and other processes, which makes it difficult to assign these peptides to their precursor proteins in a deterministic manner. In Figure 1 , peptide p 3 could be generated by both P 2 and P x and it cannot be inferred with certainty which of the two proteins is/are present even if we know p 3 is present.
Obviously, accurate peptide identification is critical for protein identification. Many efforts have been devoted along this direction by constructing powerful scoring systems such as those based on the number of shared peaks (Eng et al., 1994) , the stochastic modeling of the fragmentation process (Bafna and Edwards, 2001) , the peak intensity (Havilio et al., 2003) , Bayesian approach (Zhang et al., 2002) , Mowse scores (Perkins et al., 1999) , Hypergeometric distributions (Sadygov and Yates, 2003; Tabb et al., 2007) , Poisson distributions (Geer et al., 2004; Xue et al., 2006) and regression model (Feng et al., 2007) . Peptide and protein identifications, however, are still not perfect, which highlight the value of statistical evaluation of their confidence for appropriately interpreting the data. Typical metrics include the P-value or E-value (Fenyo and Beavis, 2003; Geer et al., 2004; Perkins et al., 1999; Sadygov and Yates, 2003; Tabb et al., 2007) , or false discovery rate (FDR) (Benjamini and Hochberg, 1995; Elias and Gygi, 2007; Higgs et al., 2007; Keller et al., 2002; Nesvizhskii et al., 2003; Qian et al., 2005) . The overall strategy is a two-step procedure with peptide confidence evaluated first followed by protein confidence. These studies approach statistical significance of peptide/protein identification from a number of angles and yield substantial insight to the nature of the problem and guidance on data interpretation.
In this article, we focus on two issues that have not been adequately addressed regarding the confidence of peptide and protein identifications. First, due to the fact that a protein can generate multiple peptides and a peptide can be generated by multiple proteins, the knowledge of the presence/absence of a peptide/protein might have implication(s) of the likelihood of the presence/absence of other peptide(s)/protein(s). For example, in Figure 1 , if we know peptide p 5 is present, then we know protein P 3 is present, which will increase the likelihood of the presence of peptide p 6 . Therefore, the uncertainty of peptides and proteins should be integrated in a unified model framework to assess their confidence. The two-step procedure adopted by many methods in its essence does not offer an integrated model and might not be optimal in terms of the reliability of confidence measure. In addition, such an integrated model can provide extra power to discriminate true from false peptides/proteins by accounting for the network among peptides and proteins. Second, how to interpret scores of a peptide that is assigned to multiple spectra. A commonplace in the literature is to take the maximum score. However, such a simplification can be over-optimistic by ignoring the lower scores since it is possible that a false peptide will by chance yield some high scores under certain scenarios if it is assigned multiple times.
We propose a hierarchical statistical model (HSM) to tackle the two issues described above. The HSM offers a unified framework that integrates the uncertainty of peptides and proteins so that the confidence of peptides and proteins is estimated simultaneously. Furthermore, the HSM has the following advantages: (a) straight forward FDR estimate/ control; (b) the framework can be applied to any scoring system and (c) confidence measure in the form of probability can potentially provide a better discriminating power than the original score. With data sets of a standard mixture and the yeast proteome, we demonstrate that our model can provide reliable or at least conservative confidence measure for peptides and proteins. In addition, the probability measure from HSM also offers a powerful discriminating score for peptide identifications.
METHODS

Overview
For the peptide/protein identification problem outlined in Figure 1 , we construct a model that reflects the process of generating the score of each peptide assignment to an MS/MS spectrum. The model is composed of four connected layers (marginal/conditional distributions) as shown in Figure 2 . In this framework, we start with the identified proteins and peptides and consider three types of unobserved binary variables: presence/absence status for proteins and peptides, and the correctness of each peptide assignment. We derive their probability distribution using the scores of each assignment and the structure of the connections among peptides and proteins (dashed arrows connecting peptides and proteins in Figure 1 ). The rationale is that the score value suggests some likelihood of a correct assignment, and such likelihood can be translated into the likelihood of the presence/absence of peptides and proteins according to their connections. In doing so, we effectively take into account the correlation among peptides and proteins. In addition, since scores of the same peptide are connected through the unobserved presence/absence status of the peptide, their correlations are also accounted for.
Model
In this section, we describe our model by following the structure in Figure 2 . Our model is built on an empirical Bayes framework, where the probability of the unobserved variables and model parameter values is inferred from each data set by the maximum-likelihood (ML) principle.
We first introduce some notations. Let N be the number of proteins with at least one peptide hit and M be the number of peptides assigned Fig. 1 . Schematic representation of the LC-MS/MS experiment. Solid arrows refer to experimental steps and dashed arrows refer to interpretation steps. P 1 , P 2 and P 3 are the proteins in the sample that generate peptides p 1 and p 2 , p 3 and p 4 , and p 5 and p 6 , respectively. The MS/MS of p 1 and p 4 are falsely interpreted as the signature of p x and p y that do not exist in the digested sample, which leads to two false proteins P x and P y . Peptide p 3 could also have been generated by P x had P x been in the original sample.
Layer 1: Probability that proteins P 1 , P 2 , P 3 , P x , and P y are present Layer 2: Probability that peptides p 5 , p x , p 6 , p 3 , p y , and p 2 are present in the digested sample, given the knowledge of proteins Layer 3: Probability that an assignment is correct, given the knowledge of the assigned peptide
Layer 4: Probability density of the score of an assignment, given the knowledge of the correctness of the assignment Fig. 2 . Four layers of the HSM. Except layer 1, which is a marginal distribution, each layer represents a conditional distribution.
to at least one spectrum. Let Y i be a binary indicator such that Y i ¼ 1 if protein i is in the sample and 0 otherwise. Let Z j be the binary indicator such that Z j ¼ 1 if peptide j is present in the digested sample and 0 otherwise. Define W jk to be a binary indicator such that W jk ¼ 1 if the kth assignment of peptide j to a spectrum is correct and 0 otherwise, with corresponding matching score S jk (k ¼ 1,2,. . .T j ). Let C j be the set of proteins that could potentially generate peptide j. In other words, proteins in set C j have a subsequence that matches peptide j. Finally, Y ¼ {Y i }and similar notation applies to other variables.
Model for Y (marginal probability for proteins)
The marginal model of Y i is described by independent Bernoulli distributions:
Hence, is the proportion of the identified proteins that are true positive.
Model for Z|Y (conditional probability for
peptides) The probability that peptide j is present in the digested sample is equal to the probability that at least one protein in
where ij is a function that depends on relevant characteristics of protein i and peptide j and is a parameter vector. Therefore, given Y, we have
The stochastic nature of the cleavage at an amide bond can depend on many physico-chemical properties at the local or global level. Since a cleavage event can be categorized as either specific (occurs at the protease's preferred location) or non-specific, we consider five types of mechanisms that a peptide can be generated by a protein:
ij ðÞ ¼ n : one non-specific cleavage s : one specific cleavage nn : two non-specific cleavages ns : one non-specific and one specific cleavages ss : two specific cleavages:
Note that peptides locate at the two ends of a protein can be generated by one cleavage. For typsin digestion, we define a specific cleavage to be at the C-terminal of Arginine (R) or Lysine (K), except when either is followed by Proline (P).
Model for W|Z (conditional probability for assignments)
We consider W|Z since W does not depend on Y given Z. Although most of the time Z j ¼ 1 implies W jk ¼ 1, it is possible that a peptide ion does not generate the spectrum it is assigned to, even though the peptide is indeed in the digested sample. In other words, the assignment of a peptide that exists to a spectrum does not always mean the assignment is correct. This is more likely to happen for complex samples where many peptides can generate similar spectra. To describe the stochastic nature of this process, we consider the following model:
Hence, the chance that the assignment of a present peptide to a spectrum is correct is described by the parameter . The W|Z component is particularly useful for peptides assigned to multiple spectra since it allows flexible interpretation of the assignment without the constrain that assignments of the same peptide are either all correct or incorrect.
Model for S|W (conditional probability density for scores)
We consider a mixture distribution framework based on the rationale that the population of scores can be divided into two sub-populations, those of the correct assignments and those of the incorrect assignments. The idea is that those correct assignments should have on average higher scores than those of the incorrect assignments. The less overlap between the two distributions, the more discriminating power the score is. Since the distribution of a score could also depend on factors other than the correctness of the assignment, such a mixture framework can be constructed at each level of a factor or each combination of levels of multiple factors. For a single factor Q, denote by q jk the value of Q for the kth assignment of peptide j, we have
where f q,0 and f q,1 are the probability density functions for the scores of incorrect and correct assignments with value q, and q,0 and q,1 are the corresponding parameter vectors.
Number of peptide hits
It is well known that the number of peptide hits provides substantial information on the likelihood of the presence of proteins. To account for this, we construct a binary variable V i for protein i that indicates whether or not the number of peptide hits is beyond a threshold h (see Supplementary Material S4). Specifically, denote by X i the number of peptides identified for protein i (not necessarily unique peptides) and define V i ¼ 1 if X i 4h and 0 otherwise. Then we consider the following model:
where 1 and 0 are the probabilities of observing more than h hits for present and absent proteins, respectively. By integrating Equations (1-5), the joint distribution of the variables involved can be written as:
By treating Y, Z and W as the unobserved variables and ¼ (,,,,) as the parameter vector, we use the Expectation-Maximization (EM) algorithm (Dempster et al., 1977) to estimate using R software. The EM iteratively updates the value of and the expectation of the loglikelihood (conditional on S and V ) until convergence, where the parameter estimate is obtained (see Supplementary Material S1). Then the confidence of peptides and proteins is
and
Correlations among peptides/proteins and among multiple scores of the same peptide are accounted for in (6) and (7) by conditioning only on the observed values.
RESULTS
A standard mixture
Standard mixtures allow one to examine the performance of confidence measures since the protein species in the sample are known. We first apply our model to the MS/MS data of a simple sample composed of 23 stand-alone peptides and a trypsin digest of 12 proteins (see Supplementary Material S3).
The experimental details are described previously (Purvine et al., 2004) . SEQUEST (Eng et al., 1994) was used to search a database composed of the 35 peptides/proteins coupled to the protein set from Shewanella oneidensis and typical sample contaminants (4256 entries totally), where nontryptic peptides are allowed. With three replicates, there are totally 8535 MS/MS spectra assigned to 7128 unique peptides (417 true positive). We used the score developed in PeptideProphet (Keller et al., 2002) as the score S in our model to discriminate true from false assignments. This score, which is called fval, is a linear combination of a number of parameters output from SEQUEST (e.g. Xcorr and deltaCn). In Figure 3 , we show the histograms of fval for each of the three replicates and all three replicates together. It is clear that correct assignments tend to have higher scores than incorrect assignments and the shapes of the distributions are very consistent across replicates. We fit our model to the data from all three replicates. We exclude the V|Y component because the 23 peptides will have at most one hit (they are not further digested) and therefore the rationale of 'more hits implies more confidence' does not apply. In addition, the chance that a spectrum assigned to a peptide that exists is actually generated by some other peptide is very small ( % 1) due to the simplicity of the mixture. Hence, we assume W jk ¼ Z j . Based on the distributions in Figure 3 , we fit a two-component mixture model, where the distributions of fval for correct and incorrect assignments are described by gamma and normal distributions, respectively.
We first examine the reliability of the confidence for peptide identification as measured by the probability in (6). One minus such a probability provides an estimate of the local FDR (Efron et al., 2001) , which can be used to estimate FDR for a set of claimed positives by simply taking the average of their local FDR (Newton et al., 2004) . In Figure 4 , we compare the FDR estimated by the PeptideProphet, ProteinProphet (Nesvizhskii et al., 2003) and HSM model with the empirical FDR (see Supplementary Material S2). It is clear that PeptideProphet tends to underestimate the FDR by over 50% most of the time. ProteinProphet provides the best estimate at higher FDR end, though it is still over-optimistic at low FDR end. The HSM has less under-estimate at low FDR end and tends to be conservative at the high FDR end. Moreover, probability measures have more discriminating power than fval itself and the HSM performs the best ( Figure 5 ). In summary, the probability in (6) can be used as both a reliable or at least conservative confidence measure for peptide identifications and a powerful discriminating score.
At the protein level, all 12 proteins have close to 1 probability based on ProteinProphet and the HSM. Two and one false proteins are identified with probability higher than 0.8 for ProteinProphet and the HSM, respectively. Fig. 3 . Histograms of the distributions of fval for each one of the three replicates and combined data (Purvine et al., 2004) . Due to the simplicity of the mixture, assignments that hit the 23 peptides or 12 proteins in the mixture are assumed to be correct. The rest are incorrect. 
A yeast data set
Due to the lack of a complex standard sample with a decent number of known proteins, it is rather difficult to evaluate a confidence measure at the protein level. A commonplace in the literature is to search an MS/MS data set of species A against a database composed of sequences in the proteomes of A and another species B, where protein hits of A and B are deemed as true and false, respectively. We analyzed a yeast MS/MS data set, which was collected on a QSTAR mass spectrometer for three replicates of each of the five gel regions (Elias et al., 2005) . SEQUEST was used to conduct a non-constrained search against a sequence database composed of 6473 entries of Saccharomyces cerevisiae and 22 437 entries of Caenorhabditis elegans. All sequences are downloaded from UniprotKB (http://beta.uniprot.org/uniprot/). In total, 9272 MS/MS spectra were assigned to 4148 unique peptides. We excluded 13 singly charged (þ1) peptides, which lead to 6869 doubly charged (þ2) and 2363 triply charged (þ3) peptides in our analysis. Again, we use the fval as the score in the HSM. We fit distinct gamma-gamma mixture models for þ2 and þ3 peptides because both the correct and incorrect assignments have a skewed distribution and they tend to be different between þ2 and þ3 peptides. One of the common practices in protein identification is to select proteins with at least two peptide hits to improve identification accuracy. Hence, we set h ¼ 1 for the definition of V i [see Equation (5)].
In Table 1 , we show the number of Yeast/C.elegans proteins selected by the HSM and ProteinProphet by applying various cutoff to the probability measure. It is clear that at any given threshold, ProteinProphet selects more proteins (mostly from yeast) than HSM. In other words, ProteinProphet on average tends to assign higher confidence than HSM.
There are two major factors that lead to higher confidence by ProteinProphet. First, protein confidence is evaluated in ProteinProphet as
where P i is the probability of presence for protein i, p j is the probability of presence for peptide j and w i j is a weight factor. Equation (8) essentially says that the probability of protein i being present is equal to the probability that at least one of its peptides is present. A key underlying assumption of (8) is that the presence/absence of peptides is independent, which in general is not true. For example, suppose there are two peptides j and k that could be generated by protein i only (w
Given the knowledge that peptide j is absent, the likelihood that peptide k is absent will, in most scenarios, be higher than its marginal probability of being absent since the knowledge suggests it is likely that protein i is absent and therefore so is peptide j. The consequence is that many terms in the product of Equation (8) are lower than they should be and leads to overestimation of the confidence for proteins with multiple peptide-hits. This phenomenon is particularly observable at low FDR values and has been reported previously (Feng et al., 2007; Xue et al., 2006) . In Table 2 , we show an example in the yeast data set.
The second reason is related to peptides assigned to multiple spectra. ProteinProphet selects the assignment with the maximum score and ignores the rest. If the rest are substantially lower than the maximum, it tends to result in higher confidence measure than HSM that accounts for the lower scores. For þ2/ þ3 ions, the difference between the maximum and minimum scores of the same peptide is on average 77%/57% of the distance between the means of the distributions of the correct and incorrect assignments. Hence, inclusion of the maximum score only could have profound impact in the confidence estimate. This effect is shown in Table 3 , where the probabilities for two unique peptides of a yeast protein are compared The proteins selected are categorized by the number of peptide hits. For example, the number 26/1 in row 5 and column 5 means that 26 and 1 three-peptide-hit proteins from yeast and C.elegans have a confidence inferred by the HSM that is higher than 0.9. The probabilities of a protein and its two unique peptides from ProteinProphet are related by 0.97 ¼ 1À(1À0.83)*(1À0.82). However, in a more rigorous formulation where the presence/absence status of the two peptides are correlated, the term 1À0.82 should be replaced by the probability that the second peptide is absent given the first one is absent. Assuming this conditional probability is 0.8, then protein probability is 1À(1À0.83)*0.8 ¼ 0.86.
between HSM and ProteinProphet. It is possible that the difference seen in Table 3 is partially due to different parametric distribution (e.g. gamma versus normal) forms and the overall model structure. Nevertheless, we feel that the major driving force lies in the treatment of the lower scores. Therefore, ProteinProphet tends to be more optimistic in the calculation of the confidence of certain peptides and proteins through a series of model simplification. The HSM incorporates various types of correlations through a more rigorous model scheme. In Figure 6 , empirical FDR is plotted against estimated FDR for protein identifications. It can be seen that ProteinProphet tends to underestimate the FDR at low FDR end and then becomes conservative as the FDR goes higher. The HSM is more close to the perfect line at low FDR end and is always conservative. Overall, HSM and ProteinProhet perform similarly at high FDR end and HSM seems to be more reliable, or at least conservative at low FDR end. Note that the empirical FDR is actually a lower bound of the real empirical FDR since it is possible that some of the yeast proteins are also false positives. Thus, the real empirical FDR versus estimated FDR curves are likely to be above those seen in Figure 6 . Table 1 suggests a better discriminating power of the ProteinProphet than the HSM-more true positives corresponding to the same/similar number of false positives. As just explained, ProteinProphet tends to be more optimistic than HSM for proteins with multiple peptide-hits or proteins whose peptide hit(s) are assigned multiple times. For the yeast data set, 57.3% and 9.6% of the identified yeast and C.elegans proteins have multiple peptide-hits. Similarly, 59.3% of the peptides that match to the subsequence of some yeast proteins are assigned to multiple spectra, as compared with 6.8% for peptides that only match to C.elegans proteins. Therefore, the 'optimistic' effect of ProteinProphet (compared with HSM) is much more serious for yeast proteins than for C.elegans proteins, which is the major cause of the difference between ProteinProphet and HSM shown in Table 1 . However, it is possible that some of the yeast proteins are also false positive. Hence, Table 1 is still an approximation of the true sensitivity and specificity. A more accurate assessment will rely on a complex bench mark sample composed of a decent number of known proteins, which are not yet available.
DISCUSSION
In this article, we propose a hierarchical statistical model to assess the confidence of peptides and proteins inferred by tandem mass spectrometry. The HSM incorporates correlations among multiple scores of the same peptide and correlations among the uncertainty of peptides and proteins. Through data sets of a standard mixture and the yeast proteome, it was demonstrated that HSM offers a reliable or at least conservative confidence measure for peptide and protein identifications, and a powerful probabilistic discriminating score for inferred peptides.
Degenerate peptides in some scenarios will result in degenerate proteins-proteins that do not have unique peptides (e.g. they share all its identified peptides with some other protein(s)).ProeinProphet employs the principle of 'minimum set of proteins to explain the peptides' to interpret the data. For example, in Figure 1 , ProteinProphet will assign non-zero probability to P x and assign zero probability to P 2 since P x itself can explain the two observed peptides p x and p 3 . The minimal set is conceptually simple that makes data interpretation straight forward. The down side is that it might be over confident. In the example above, it increases the certainty of P 2 (zero probability means it is absent for sure) and P x (all confidence of p 3 is 'spent' on P x only and therefore more confidence on the presence of P x ).
The HSM offers some flexibility in dealing with degenerate proteins with two options. First, all candidate proteins are treated as distinct elements and will be assigned a confidence measure, which is the method employed in this study. This option 'spends' the confidence in peptides on all candidate proteins by assuming that every protein could be present. It is useful when one needs a quantitative measure of the likelihood of various family members or alternative spliced forms of the same protein. In contrast, the second option employs the minimal protein set concept by spending the confidence in peptides on proteins in the minimal set only.
One potential solution to the degenerate peptides/proteins problem is to consider peptides that are not identified since the fact that some peptides are not observed has implication on the likelihood of the presence of their precursor proteins (Tang et al., 2006) . It can be used to discern proteins confounded by degenerate peptides. We plan to extend the HSM along this direction and account for mis-cleavage process as well.
