A procedure is outlined to determine high-frequency spectra of classical liquids interacting via Lennard-Jones and similar potentials and applied to the problem of vibrational energy relaxation. The theory is based on analytical expressions derived for spherical particles in gases ͓Paper I, D. Schwarzer and M. Teubner, J. Chem. Phys. 116, 5680 ͑2002͔͒ and is extended to the dense liquid phase by considering binary collisions in the potential of mean force. The calculated spectra are in good agreement with those derived from classical trajectory and molecular dynamics simulations.
I. INTRODUCTION
Vibrational energy relaxation ͑VER͒ of excited molecules plays a key role in chemical dynamics because very often the outcome of a chemical reaction is determined by the competition between reactive steps and vibrational energy transfer. Therefore, over the last decades great experimental and theoretical efforts have been expended to ascertain the main factors affecting VER processes in the gas and the liquid phase.
1-9
The simplest energy relaxation mechanism involves the transfer of vibrational energy into translational degrees of freedom of the bath. The theoretical description of this process is usually based on first-order perturbation theory. One finds that the classical VER rate of a harmonic oscillator with frequency 0 in a thermal environment is given by [10] [11] [12] [13] [14] 
where is the reduced mass of the oscillator and k B and T are the Boltzmann constant and the temperature, respectively. S F () is the power spectrum of the fluctuating solvent force F(t) exerted on the solute vibrational coordinate while its bond is held rigid,
In principle, the force-force time-correlation function appearing in Eq. ͑2͒ should be evaluated at a quantum level. 15 Reliable and tractable methods to derive this quantity, however, are not available for interacting many-body systems. Thus, just the classical correlation function is usually used and certain corrections factors are introduced to account for quantum effects. 16 -19 A widely used method to derive the classical spectrum is to calculate S F () directly from an equilibrium molecular dynamics simulation. However, in the case of high-frequency oscillators this is a challenging problem for several reasons. 20 First, the dynamic range of the Fourier transform of the force-force time-correlation function is usually limited by the numerical accuracy to 16 orders of magnitude, such that the high-frequency spectral range often is not accessible. Second, spectra at high frequency are determined by rare high-energy collisions. To properly sample these collisions, the simulation time can become prohibitively large. And, finally, computer simulations are usually done in finite ensembles with fixed total energy underestimating the probability of high-energy collisions with respect to a Boltzmann distribution. Accordingly, the calculated spectral density at high frequency is lower than expected from a canonical ensemble, even for an infinitely long simulation time.
Therefore, a theory to calculate S F () at high frequencies, at least for simple cases, is desirable. Employing the breathing sphere model we have developed such a theory for the gas phase 20 ͑Paper I͒, i.e., at conditions where only binary interactions between colliders have to be considered. For particles interacting via Lennard-Jones and similar potentials expressions for the spectra were derived which are asymptotically exact and of the form S F ()ϰexp͓Ϫ() ͔, where exponent and time constant depend only on the interaction potential. Since the exponent was shown to be р2/3, the spectra decay always slower than exponentially in contrast to the popular exponential energy gap law. [21] [22] [23] The result, however, is in agreement with the more qualitative theory of Landau and Teller 24 which, for the special case of a repulsive exponential potential, found ϭ2/3.
In this paper we will extend our theory to derive highfrequency spectra for liquids. As in Paper I the theory is applied to the vibrational energy relaxation of a breathing sphere in an atomic environment. Our approach takes advantage of the fact that at high frequencies all collective motion of the solvent is frozen. The only processes which contribute to the spectra in this frequency domain are rare high-energy binary collisions as in the gas phase. This is the basis of the independent binary collision ͑IBC͒ model. 1, 6, [25] [26] [27] [28] Within this approach the complicated many-body dynamics reduces to the two-body problem of binary collisions in a static poten- tial. In the gas-phase the trajectory associated with a collision is determined simply by the binary potential between the molecules. In the liquid the static potential of the frozen environment has to be added. In principle, the static potential of the environment changes between collisions. In our theory, however, we take the average and approximate it by the potential of mean force. With respect to the binary interactions the potential of mean force is treated as a small perturbation. The paper is organized as follows: In the next section we briefly summarize the analytical results of Paper I 20 and Ref. 29 obtained for spectra of spherical particles in dilute gases. In Sec. III the theory is extended to the liquid phase and approximate expressions for corresponding high-frequency spectra are derived. We apply the theory to the problem of vibrational energy relaxation by introducing the breathing sphere model in Sec. IV. In Sec. V a Monte Carlo method is presented to sample g(r) at short distances relevant for highenergy collisions. Finally, the theory is compared with trajectory and molecular dynamics simulations.
II. SPECTRA IN DILUTE GASES
In this section we briefly review the general theory 20, 29 which studies the high-frequency spectra of binary observables in dilute classical gases.
Consider a dilute gas of density . A relative binary observable AϭA(t) associated with a tagged particle i is a sum of local observables,
where each A loc ϭA loc (t) depends only on the relative trajectory r i j ϭr i Ϫr j of a pair of particles at time t. We also require that A loc tends to zero for large separation. Examples for functions A loc are the potential V"r i j (t)… or the force ϪVЈ"r i j (t)… between the particles. We are interested in the spectrum
In a dilute gas of density and in the high-frequency range the spectrum can be written in the form
where
is the number density of collisions with energy E and angular momentum l per unit time. Here ϭm/2 is the reduced mass, ␤ϭ(k B T) Ϫ1 , and
is the Fourier transform of A loc (t)ϭA loc "r(t)….
In the following we often take as local observable A loc an inverse power of the distance of the colliding pair The numerical constants c 0 and ␣ are
with ϭ 2n 3nϩ2
. ͑18͒
For special potentials more explicit results can be obtained. In the simplest situation the potential has the form Eq. ͑9͒ everywhere. Then
the minimum can be performed, and Eq. ͑10͒ becomes
.
͑20͒
The main contribution to the spectra comes from energies near
For the Lennard-Jones potential,
͑22͒
Eq. ͑10͒ becomes in the high-frequency limit, 
III. SPECTRA IN LIQUIDS

A. General remarks
We now turn to our main subject, high-frequency spectra in dense fluids.
At very low-frequency, spectra in fluids are simple and have universal features. They are determined by the collective motion of many particles and can be described by macroscopic hydrodynamics involving a few phenomenological constants. 31 In the intermediate range, where the inverse frequency is comparable to the collision time, the problem seems complicated because hydrodynamics becomes unreliable while multibody correlations must still be taken into account. At high frequency, however, the situation drastically simplifies again.
͑1͒ As in gases, at high frequency the spectra are dominated by rare binary collisions with high energy. ͑2͒ The high-frequency spectra are dominated by a small region near the turning point where the particle spends only a very short time. During this time the configuration of the environment is practically unchanged. Therefore we again have scattering in a time-independent potential. ͑3͒ Davis and Oppenheim 26 have argued that high-energy collisions are not independent but occur in groups. While this is true, it has been shown previously 29 that the collisions dominating the high-frequency spectra are almost central. In fact, the higher the frequency, the less noncentral collisions contribute to the spectra. 29 Consider now an almost central collision. Even if the colliding particles retain most of their energy, the probability that one of the particles makes a second central collision is overwhelmingly small. It it this stringent condition on centrality, that guarantees that the collisions seen in the high-frequency spectra are independent, even in a dense liquid.
We conclude that the high-frequency spectra in fluids, as in gases, are determined by independent binary collisions in a static potential. The situation differs form a gas only insofar as the potential is different in every collision.
The potential is a sum of the direct pair potential V(r) and a perturbation ␦V(r) which is due to the environment. In general, the perturbing potential ␦V(r) is noncentral, but it is analytic and bounded near rϭ0 ͑it is, however, singular at the positions of the neighbors͒. At any given moment, the environment essentially has three different effects on a colliding pair: A force accelerates the pair, a torque rotates it, and a compression or dilation along the radius vector r acts like a radial potential. The first two effects are small and we expect them to be completely negligible at high frequencies. Furthermore, they do not affect observables like r Ϫp that depend only on the distance. The third effect, however, does modify the spectra somewhat and is equivalent to a spherically symmetric perturbation ␦V(r). Using Eq. ͑10͒, this suggests that the spectra in a dense liquid in the highfrequency domain can be written in the form
where the average is over the different ␦V generated by the environment and
͑26͒
Now it is important to note that ␦V(r) is bounded and analytic at rϭ0. Since a, , and depend only on the asymptotic features of the potential near rϭ0, these quantities have the same values as in the gas phase. Therefore, the ratio of the spectra in the liquid and the gas phase is given by gas liq
The right hand side can be evaluate using Monte Carlo or molecular dynamics with moderate effort. We prefer, however, to proceed in a semianalytic way which better illuminates the physical issues involved and permits us to introduce some approximations.
B. Approximations
In the spirit of mean field theory we assume that the fluctuations of the potential ␦V in different environments are of minor importance, and that it is sufficient to study scattering in some effective or average potential. We will argue below that a good candidate for this potential is the potential of mean force V mf (r)ϭϪk B T ln g(r).
Let us write
where r 0 is the turning point. Replace ␦V(r) by ␦V(r 0 ) ϩ␦V (r) in t Vϩ␦V * . Then
and we may write Eq. ͑27͒ in the form gas liq
͑30͒
It has been stated below that the high-frequency spectra are determined by the potential in the vicinity of the turning point. Since ␦V (r 0 )ϭ0, the potentials V and Vϩ␦V have the same values at the turning point. Their effect only differs by the force Ϫ␦V Ј from the environment which is very small compared to the direct force at close separation.
IBC and improved IBC approximation
As our first approximation, let us neglect the force from the environment altogether. Then we obtain gas liq
͑31͒
In order to relate ␦V to known quantities note that in this approximation the particles experience precisely the same force during their collision in the liquid as in the gas. This implies that the ratio of the spectra depends on static quantities only and
where N(r 0 ) is the number density of pairs with a turning point at r 0 . The right-hand side is equal to the ratio of the equilibrium pair distribution functions, gas liq
where V mf is the potential of mean force. Comparing, we find that in this approximation the effective potential in a fluid is the potential of mean force. Equation ͑33͒ is essentially the IBC approximation of Oppenheim and Davis. 26 However, while it is not obvious from the previous work what values should be taken for the turning point, this follows easily from our results.
Indeed, r 0 is defined by V(r 0 )ϩ␦V(r 0 )ϭE liq (), where E liq () is the energy minimizing ␤Eϩ2t Vϩ␦V * (E). According to Eq. ͑29͒, t Vϩ␦V * (E)ϭt V *"EϪ␦V(r 0 )… where we have neglected ␦V in the spirit of the IBC approximation.
This implies E liq ͑ ͒ϭE gas ͑ ͒ϩ␦V͑ r 0 ͒, ͑35͒
and therefore the turning point can be obtained from
The dominant energies E gas () in the gas phase for the potential Ar Ϫn and the Lennard-Jones potential are given by Eqs. ͑21͒ and ͑24͒, respectively. Approximation ͑33͒ in conjunction with ͑36͒ is our improved IBC approximation which we test below.
Mean field theory
The IBC approximation rests on the assumption that the only effect of the environment is a redefinition of the energy level by the potential of the mean force at the turning point. Now we try to improve upon this approximation. We retain the assumption that the relevant potential for the high-energy collisions is the potential of mean force, but we no longer neglect the force from the environment.
As a first step we must estimate t Vϩ␦V * (E) for large E.
Since ␦V (r) is finite while V(r) diverges for r→0, we have for small r,
and may expand as
For potentials satisfying Eq. ͑9͒ it is easy to see that the neglected terms are of order t V *(E)(␤E) Ϫ2 . With
ds, ͑39͒
we write Eq. ͑38͒ in the form
(r 0 ) is of order 1 for potentials satisfying Eq. ͑9͒. The next step is to minimize ␤Eϩ2t Vϩ␦V * (E) with respect to E. To first order ͑i.e., for sufficiently large ␤E) this minimum is given by the value at E V ϭE V () which minimizes ␤Eϩ2t V *(E). Denoting Min͕␤Eϩ2t Vϩ␦V * (E)͖ by
Min Vϩ␦V , etc. we find in the high-energy region,
Comparing with Eqs. ͑20͒ and ͑21͒ we find, that in the highfrequency region,
and therefore we obtain finally gas liq
where ͑r 0 ͒ϭ
This differs from the Davis-Oppenheim result by the factor e (r 0 ) . If V(r) varies much stronger near the turning point than ␦V(r), we can approximate
For the homogeneous potential Ar Ϫn the integrals can be evaluated with the result
In particular for nϭ12, ͑r 0 ͒ϳϪ0.045 69r 0 ␤␦VЈ͑r 0 ͒.
͑47͒
IV. VIBRATIONAL ENERGY RELAXATION OF A BREATHING SPHERE
In order to calculate vibrational energy relaxation rates and corresponding spectral densities S F () by means of our theory, the oscillator and its vibrational coordinate have to be spherically symmetric. Such a ''breathing sphere'' model has been used in numerous studies to predict the density dependence of VER rates of diatomic 22 or even more complex molecules. 32 According to Egorov and Skinner, 22 the diameter of the breathing sphere is BS ϭ 0 ϩq, where q describes deviations from the equilibrium value 0 . When the breathing sphere collides with a bath particle of diameter s the interaction is determined by the effective diameter ( s ϩ 0 ϩq)/2. The perturbing force acting on the vibrational coordinate is given by
where f (r) is the binary force and the summation is over all the bath particles. Considering the repulsive V 12 and the Lennard-Jones potential,
͑50͒
the binary forces are
respectively. The effective interaction parameters are given by ϭ( s ϩ 0 )/2 and ϭͱ s 0 , where s and 0 are the well depths of solvent and solute, respectively.
Note that for the repulsive potential the binary breathing sphere force is proportional to the potential energy. In the case of the Lennard-Jones potential the same is true for the leading repulsive terms which dominate the high-frequency spectrum. Therefore, the potential energy spectra of Eqs. ͑20͒ and ͑23͒ have to be multiplied by (6/) 2 to get the corresponding force spectra. A comparison of Eqs. ͑49͒ and ͑50͒ with ͑9͒ and ͑13͒ implies r th ϭ 12 ͱ/(k B T) for the repulsive potential, whereas for the Lennard-Jones potential r th ϭ 12 ͱ4/(k B T) holds.
For our simulations we simplify the model by considering the special case of a neat liquid corresponding to ϭ s ϭ 0 , ϭ s ϭ 0 , and mϭm s ϭm 0 ϭ2. This procedure improves the statistics of the molecular dynamics simulations considerably, because each particle can be treated as a solute. To present our data we use reduced spatial and time units: rϭr/ and tϭtͱ/2 2 . Accordingly, dimensionless forces and force power spectra are defined as F ϭF/ and S F ϭS F ͱ1/2 3 . Reduced temperature and density are T ϭk B T/ and ϭ 3 , respectively.
V. SIMULATION METHODS
The theory is compared with two types of numerical methods, namely classical molecular dynamics simulations in an NVE ensemble and classical trajectory simulations of single collisions in a potential of mean force. For all calculations the temperature was T ϭ1.0.
A. Molecular dynamics simulations
Molecular dynamics ͑MD͒ simulations were performed in a cubic simulation box with periodic boundary conditions containing 108 -1372 particles. The density was adjusted to ϭ0.85Ϫ0.90. Equations of motions were integrated with a time step of ⌬ tϭ0.001 applying the leap-frog algorithm. ''Shifted-force potentials'' of the form 23, 33 
were used to prevent high-frequency artefacts in the spectra ͓(x) is the Heaviside step function͔. This method keeps forces ͑in particular, breathing sphere forces͒ continues at the cutoff distance R c by adding a small linear term to the potential. For all simulations R c was set equal to half the box length.
After equilibration the breathing sphere force F i (t) acting on each particle i was recorded for up to 2 24 time steps. The power spectrum was calculated by first dividing the time series into overlapping segments of 2 14 steps length ͑neigh-boring segments overlap over 3/4 of their length͒, multiplying each segment with a Hanning window function, 34 performing the Fourier transform by applying the WienerKhintchine theorem, and averaging over all the segments and particles. These numerical calculations were performed with double precision.
B. Classical trajectory simulations
In order to numerically demonstrate the validity of the mean field approximation for high-frequency spectra, the phase space integral Eq. ͑5͒ is calculated by repetitively simulating binary collisions of two particles moving in the relevant potential of mean force. The impact parameter is varied between bϭ0 and a maximum b max beyond which interactions between colliders are negligible. The initial kinetic energy is varied between 0 and E max with E max being in the range (40-50)k B T. For each trajectory consisting of 2 19 time steps ͑step width ⌬ tϭ0.001) the power spectrum was calculated, and weighted and averaged according to Eq. ͑5͒. For the final spectrum typically 40 000 trajectories were recorded. Since these kinds of calculations are relatively cheap we chose a numerical accuracy of 1:10 32 . Note that the trajectory calculations only consider collisions which start and end at large distances where forces practically vanish. As a consequence, bound states of particles in potential wells are not sampled by this method. As we have already shown in Paper I and is also confirmed below this effect is of no importance for the high-frequency spectra.
C. Evaluation of g"r… at short distances
Our theory requires the knowledge of the potential of mean force. The corresponding radial distribution function g(r) can in principle be derived from a classical molecular dynamics simulation. High-frequency spectra, however, are determined by rare high-energy collisions and, therefore, g(r) has to be known at short distances which usually are not sampled properly by conventional molecular dynamics simulations. This problem is discussed extensively in Paper I. In order to evaluate the radial distribution function at short distances we applied a Monte Carlo ͑MC͒ method which relies on the following formalism.
The is the total potential energy with the exception of the direct potential between particles 1 and 2. In order to evaluate g(r) at small distances, we define the cavity correlation function y(r) by writing g͑r ͒ϭe Ϫ␤V(r) y͑r ͒. ͑56͒
While g(r) strongly vanishes for small distances, the function y(r) stays finite at the origin and can therefore be sampled much more easily by Monte Carlo methods. 35, 36 Indeed, since
y(r) can be interpreted as the radial distribution function of a fluid where all pairs of particles interact with potential V(r), with the single exception of the pair 1 and 2. Because in this system particles 1 and 2 no longer repel each other, there are no sampling problems near rϭ0. To the contrary, in dense fluids the pressure from the other particles so often drives this pair to close distances, that it is difficult to sample the region of large distances which is needed to guarantee that y(r) tends to 1 for large distances. In order to cope with this problem, we consider yet another system where all pairs of particles interact with potential V(r) with the single exception of the pair 1 and 2 which interact with some mildly repulsive potential Ṽ (r). We adjust Ṽ (r) in such a way that the corresponding g (r) can be sampled for the whole range of distances ͑umbrella sampling 37 ͒. The precise form of Ṽ is unimportant since y(r) is independent of Ṽ . y(r) is obtained from y͑r ͒ϭg ͑ r ͒ e ␤Ṽ (r) . ͑58͒
In order to determine g (r), MC calculations were performed with a canonical ensemble in a cubic simulation box with periodic boundary conditions. The thermodynamic conditions were similar to the MD simulations. For the interaction between particles 1 and 2 we chose a potential of the form
͑59͒
with A 0 ϳ8k B T and a which is the same as for the potentials of Eqs. ͑49͒ and ͑50͒ describing all the other pair interactions. After equilibration, up to 10 8 trials for each particle were taken to sample the configurational phase space. At every MC step the pair distribution between particle 1 and 2 was determined and averaged. This method yields g (r) and by means of Eqs. ͑56͒ and ͑58͒ we obtain g(r) apart from a constant factor. The scaling factor was obtained by comparing the MC result with the radial distribution function derived from the corresponding MD simulation at large distances were the latter method gives reliable results.
VI. COMPARISON BETWEEN THEORY AND COMPUTER SIMULATIONS
A. Repulsive potential V 12
Radial distribution functions play a key role in highfrequency spectra in liquids. In the upper panel of Fig. 1 the radial distribution function from a MD simulation of 500 particles interacting via the purely repulsive V 12 potential at density ϭ0.9 and temperature T ϭ1.0 is shown by black dots. For comparison, the low density limit g 0 (r) ϭexp͓ϪV(r)/k B T͔ is also plotted by a thin line.
As expected, the MD result strongly deviates from the gas phase distribution due to the formation of a structured liquid. As is apparent from the lower panel of Fig. 1 where ratios g(r)/g 0 (r) are plotted, the MD curve ends at a certain distance r min ϭ0.778 which corresponds to the most energetic collision during the simulation. At shorter distances we obtained g(r) by the Monte Carlo method described in the preceding section. The result is shown in the lower panel of Fig. 1 by a solid line. At large distances this curve is in complete agreement with the MD result. At short distances, however, it is well defined even for r→0 where y(r) ϭg(r)/g 0 (r) reaches a maximum of ϳ7ϫ10 4 . The MC radial distribution function is used to obtain the potential of mean force via V mf (r)ϭϪk B T ln g(r). As discussed previously, to calculate the spectra we approximate the liquid interacting with potential V(r) by a hypothetical gas interacting with potential V mf (r) ͑''mean field gas''͒. By definition, the liquid and the mean field gas then have the same radial distribution function. Since V mf (r) is no longer purely repulsive, the trajectory calculations in the mean field gas do reproduce g(r) only in the high-energy and small r region where the bound states become irrelevant. This is thoroughly discussed in Paper I. The open circles in Fig. 1 display the so determined radial distribution function in the mean field gas. Only in the very limited region rϽ0.92, the calculations of g(r) by trajectory and MC simulations do coincide. This, however, is the range relevant for the highfrequency spectra. For the trajectory simulations the maximum collision energy used was 50k B T. Via V 12 (r min ) ϭE max , this corresponds to r min ϭ0.722 in accord with Fig. 1 . Figure 2 displays the spectral densities S F of the breath- The inset enlarges the low-frequency spectrum, whereas in the lower panel ratios of simulated to gas phase spectra are shown ͑see the text͒.
ing sphere force f 12 of the repulsive potential V 12 . The thick dotted curve is from the MD simulation, the thick dashed curve represents the trajectory result, and the thin solid line is the theoretical spectrum as derived from Eqs. ͑43͒ and ͑47͒. The frequency is given in units of Ϫ1 where is calculated from Eq. ͑14͒. For typical values of ϭ50 g mol Ϫ1 , ϭ0.4 nm, and /k B ϭ100 K, the value of ϭ1 corresponds to ϭ/2cϭ1.812 cm Ϫ1 . The insert in the upper panel of Fig. 2 enlarges the low-frequency spectra, whereas in the lower panel ratios of the liquid phase spectra to the theoretical gas phase spectrum, normalized to the respective densities (S liq gas )/(S gas liq ) are plotted. This representation shows directly how the many-body effects change the spectrum when going from the gas to the liquid phase.
In principle, the MD calculation should give the most reliable spectrum. However, due to the limited numerical accuracy of 16 orders of magnitude, only the frequency range up to ϳ400 is accessible. But even below this, complications can occur due to finite simulation time ͑see Paper I͒. In order to demonstrate that the MD spectrum is actually accurate for Ͻ400, return to the radial distribution function of Fig. 1 . There we found agreement between MD and MC simulation down to r min ϭ0.778. This corresponds to a maximum collision energy of E max ϭ20.3 k B T. According to Eq. ͑21͒ this energy corresponds to ϳ570 which is clearly above 400 and indicates that the MD spectrum is reliable in this region.
The trajectory spectrum covers 32 orders of magnitude since these calculations were performed with fourfold precision. As a result, the spectrum extends up to ϳ1100. A comparison between trajectory and MD result in 30Ͻ Ͻ400 shows that the trajectory spectrum underestimates the true spectrum by about 10%. We attribute this difference to the mean field approximation, i.e., to the fact that fluctuations of the perturbing potential ␦V of the environment were neglected and only the potential of mean force was considered for the trajectory calculations. Nevertheless, the close agreement between both spectra indicates that the physical picture and theory developed in Sec. III are essentially correct.
The theoretical curve ͑thin solid line͒ is in perfect agreement with the trajectory calculation apart from the very lowfrequency spectral region (Ͻ20), where the theory is not applicable. This shows that within the mean field approximation the theory is asymptotically exact at high frequencies. In particular, the theory can be used to predict high-frequency spectral densities in regions which are not accessible by numerical methods.
Also shown in the lower panel of Fig. 2 is the improved IBC approximation of Eqs. ͑33͒ and ͑36͒ ͑dashed-dotted line͒. This spectrum overestimates the MD result by 20% and indicates that the main contribution of the environment to the spectra stems from the static quantity g liq (r 0 )/g gas (r 0 ). The force near the turning point is less important.
B. Lennard-Jones potential
In Fig. 3 radial distribution functions for the LennardJones liquid at T ϭ1.0 and ϭ0.85 are presented.
In the upper panel the MD result ͑black dots͒ was obtained from a simulation with 1372 particles. The low density limit g 0 (r) is shown for comparison. In the lower panel the ratio of both curves is plotted. The inset shows that the MD curve becomes noisy at short distances and ends at r min ϭ0.85 corresponding to a maximum collision energy of E max ϭ17.5k B T during the simulation. At shorter distances g(r) can be explored only by the Monte Carlo method ͑full line͒. Also plotted in the inset is the result of a MD simulation with an ensemble of only 108 Lennard-Jones particles ͑open triangles͒. In this case the curve systematically goes below the MC result already at rϽ0.89 and ends at r min ϭ0.86. In agreement with the analysis of finite particle numbers in the MD ensemble at gas phase conditions ͑see our previous paper 20 ͒ we attribute the decrease of g(r)/g 0 (r) at rϽ0.89 to a finite-size effect. The consequences on the spectrum will be discussed below.
The radial distribution function defines the potential of mean force V mf (r). As previously, we approximate the liquid spectra by the spectra of a hypothetical gas where the particles interact with this potential. Since bound states are omitted in the trajectory calculations, the g(r) of the trajectory and MC calculations again coincide only for high energies or small distances, but this is all we need for the asymptotic spectra. The maximum collision energies for these trajectory simulations were E max ϭ40k B T. This corresponds to turning points at r min ϭ0.804 in accord with Fig. 3 .
In Fig. 4 we have plotted spectral densities S F of the breathing sphere force for the Lennard-Jones liquid at T ϭ1.0 and ϭ0.85. Bold dotted and dashed lines show the MD and trajectory results, respectively. The theoretical spectrum ͓Eqs. ͑43͒ and ͑45͔͒ is the thin solid line. In the lower panel, where ratios of (S liq gas )/(S gas liq ) are plotted, we have included the MD results for 108 particles. Using Eq. ͑24͒ the cutoff of g(r) at r min ϭ0.85 in Fig. 3 indicates that the spectrum is reliable up to ϳ750 which is well above the limit of Ͻ450 set by the numerical accuracy of the MD calculations. The MD spectral density obtained from the ensemble of 108 particles at Ͼ200 starts to fall below the spectrum with 1372 particles. This is in accord with the corresponding radial distribution function shown in Fig. 3 which at rϽ0.89 is smaller than expected. Central collisions with turning points at rϭ0.89 correspond to collision energies of Eϭ8.1k B T. According to Eq. ͑24͒ these events contribute to the spectrum at ϳ300. At higher frequency the spectral density is smaller than for the larger ensemble since strong collisions are under-represented. As mentioned previously, this is probably a finite-size effect. At high frequencies the spectrum from the trajectories underestimates the true spectrum by 15%. This indicates that the mean field approximation is appropriate to describe the influence of the liquid environment on binary collisions. The theoretical spectrum of Eq. ͑43͒ is about 10% below the true spectrum and slowly converges to the trajectory spectrum ͑thin solid line͒. Figure 4 shows that the improved IBC approach of Eqs. ͑33͒ and ͑36͒ also gives satisfactory results. The corresponding spectrum overestimates the MD calculation by about 10%.
VII. CONCLUSIONS
In this paper, we have applied a theory of high-frequency spectra in dense classical liquids to the phenomenon of vibrational energy relaxation employing the breathing sphere model. The theory is based on analytical expressions which represent exact asymptotic forms of spectra in classical gases at high frequency. In order to derive the corresponding spectra for the dense liquid, we note that high-frequency spectra are dominated by rare binary collisions, and that during these collisions the environment is practically frozen. In this way the environment influences the binary interaction by an perturbing potential. Assuming that the fluctuations of the environment are of minor importance, the perturbing potential is identified with the potential of mean force. The final expressions require knowledge of the radial distribution function at short distances. The latter is obtained by an importance sampling Monte Carlo calculation.
For the repulsive V 12 and the Lennard-Jones potential the theoretical spectra are compared with conventional molecular dynamics and trajectory simulations of binary collisions in the relevant potential of mean force. The general agreement between all the spectra at high frequency is good. Deviation are of the order of 10-15 % indicating that the theory can be used to accurately predict spectral densities at regions which are not accessible by numerical methods. As in the gas phase, the spectra are of stretched exponential form which is in contrast to the popular exponential energy gap law. Our results are of general relevance and not limited to the breathing sphere model. FIG. 4 . Spectral densities of the breathing sphere force for a Lennard-Jones liquid at T ϭ1.0 and ϭ0.85. The inset enlarges the low-frequency spectrum, whereas in the lower panel ratios of simulated to gas phase spectra are shown ͑see the text͒.
