Abstract: Quality is the fitness for use, conformance to requirements, predictable degree of uniformity and dependability, at low cost and suited to market. Cost of quality is an essential element of the total cost of any construction project. The main objective of this paper is to develop a neural network model that will enable the construction firms to access cost of quality for any future building project. The different sequences of the model development will be investigated. Moreover, the validity of the proposed model will be evaluated using case study applications. The main 29 factors affecting the expected cost of quality were identified. A questionnaire survey was carried out which was conducted among 60 expert in the construction domain to determine the importance of these twenty nine factors. By using Microsoft Excel, relative importance index of the factors are obtained and the factors with important index more than 70% was selected for a second stage questionnaire survey. Second stage questionnaire survey was conducted among construction experts from different construction industries and the result obtained was used as the input parameters of the proposed cost of quality model.
III. OBJECTIVES OF THE STUDY
 To identify the factors affecting cost of quality of a construction project.  To develop an Artificial Neural Network model that can help cost estimator to arrive at a more reliable assessment for the expected cost of quality of any building construction project.
IV. MATERIALS AND METHODS
In this study, to identify the significance factors affecting cost of quality in construction firm the research methodology adopted is given as follows:
Data Collection Method
Data collection is divided into two stages; first stage is to perform a questionnaire survey using identified factors affecting COQ from the literature study. The second stage was to collect data for 60 projects from several construction companies that represent the several construction industries.
On the basis of previous studies on factors influencing quality performance 29 factors are identified. These factors were identified through several literature surveys and suggestions from experienced persons. A questionnaire is prepared using these factors. The questionnaire is distributed among experts of construction industry to identify the most important factors among these to be used as the input parameters of the proposed cost of quality model.
Data Analysis Method
In order to measure the importance of the factors Relative Importance Index (RII) was measured for each factor. RII calculation was used to determine relative significance and for ranking the factors affecting project performance. RII is given as; 100 * * a R II n A   a= weighting given to each factor by respondent and it ranges from 1 to 5 A= highest response N= total number of participants All factors are ranked in a descending order according to their importance index. Such factors represent the input parameters of the proposed cost of quality model. In Table I the investigated factors and their RII scores are represented. Based on the important index analysis, the COQ factors which has an importance index greater than 70% is considered for the second stage questionnaire.
In this survey the respondents were given a checklist in which he/she was required to rate each factor according to the status of the organization in terms of project execution. The response was fed in as input data for artificial neural network modeling.
V. MODEL DEVELOPMENT
The main purpose of this study is to develop a neural network model to predict the percentage of cost of quality for building construction projects.
Neural network and overview
In this paper, Artificial Neural Networks were used as a modeling tool that can enhance current automation efforts in the construction industry. The structure of the neural network model includes an input layer that receive input from the outside world, hidden layers that serve the purpose of creating an internal representation of the problem, and an output layer, or the solution of the problem. Before solving a problem, neural networks must be ''trained''. Networks are trained as they examine a smaller portion of the dataset just as they would a normal-sized dataset. Through this training, a network learns the relationships between the variables and establishes the weights between the nodes. Once this learning occurs, a new case can be entered into the network resulting in solutions that offer more accurate prediction or classification of the case.
The steps for the design of ANN model will be illustrated to predict the percentage of the expected cost of quality for building construction projects. All factors that have an effect on the expected cost of quality of the building construction projects in Egypt were identified. These factors were considered as the input variables for the proposed neural network model, while the expected cost of quality as a percentage from the total projects contract value is considered as the output variable of this model.
Neural network models are generally developed through the following six basic steps: Identify the problem, decide what information to be used and what will the network do; come to a decision of how to gather the information and symbolize it; define the network, select network inputs and identify the expected outputs; structure the network; train the network; and analyze the trained network. This engages addressing novel inputs to the network and evaluates the network's results with the authentic life results.
Training the network
All trial models experimented in this research was trained in supervised mode by a back propagation learning algorithm. Inputs were fed to the proposed network model and the outputs were calculated. The differences between the calculated outputs and the actual outputs (data taken from project documents) were then evaluated. The back propagation algorithm develops the input to output mapping by minimizing a root mean square error [RMS] which is expressed by the following equation [7] :
Where n is the number of samples to be evaluated in the training phase. Oi is the actual output related to the sample. Pi is the predicted output. The training process stopped when the value mean square error is the minimum.
Development of ANN model using MATLAB
The data analysis of the study includes the development of an ANN model for predicting the contingent cost of construction due to lack of quality using Matlab. The Matlab R 2015 b version is used for the same. The inputs were already prepared in the excel spread sheet.
1. First step in the model analysis is to import the data. MATLAB has got the command for calling the data. While clicking the command "Import Data" a window will appear asking to select the file where the input data, which has been previously been prepared, is selected. Then a window as in Fig.1 , will appear. From the window we can upload the required data and save as matrix data. The input data and target data are imported to the MATLAB. Then click "Next" to proceed. Window will appear as in Fig.3 below the datasets which were imported earlier can be loaded. Fig.5 . The standard network that is used for function fitting is a two-layer feed forward network, with a sigmoid transfer function in the hidden layer and a linear transfer function in the output layer. The default number of hidden neurons is set to 10. If the network training performance is poor, the number of hidden neurons can be increased or decreased.
Then click Next to view the Network Architecture as in

Fig.5 Fixing the number of neurons
6. Once the numbers of neurons are fixed then click "Next". The window appeared is as shown in Fig.  6 . Select a training algorithm, and then click Train. Levenberg-Marquardt (trainlm) is recommended here to obtain a better solution. The training continued until the validation error failed to decrease for six iterations (validation stop). Click the "Plot Error Histogram" button to view the error in training data as in Fig. 7 . Adjust the number of neurons and repeat the iteration until minimum error is obtained. 
Fig.7 Error Histogram
The blue bars represent training data, the green bars represent validation data, and the red bars represent testing data. The histogram can give you an indication of outliers, which are data points where the fit is significantly worse than the majority of data.
7. Click "Plot Regression". This is used to validate the network performance. The following regression plots display the network outputs with respect to targets for training, validation, and test sets. For a perfect fit, the data should fall along a 45 degree line, where the network outputs are equal to the targets. If even more accurate results were required, we could retrain the network by clicking "Retrain" in nftool. The obtained plot is shown in the Fig.8 . Train it again. Increase the number of neurons. Get a larger training data set.
If the performance on the training set is good, but the test set performance is significantly worse, which could indicate over-fitting, then reducing the number of neurons can improve the results. If training performance is poor, increase the number of neurons. 11. Use the buttons on the as in Fig. 11 to generate scripts or to save results.
Fig. 11 Saving the results
Simple Script or Advanced Script can be clicked to create MATLAB code that can be used to reproduce all of the previous steps from the command line. Creating MATLAB code can be helpful to learn how to use the command-line functionality of the toolbox to customize the training process. In Using Command-Line Functions, the generated scripts will be investigated in more detail. The network can be saved as net in the workspace. Additional tests can be performed on it or put it to work on new inputs. When we have created the MATLAB code and saved the results, click Finish. 12. After the network is trained and validated, the network object can be used to calculate the network response to any input.
Testing the validity of the model
To assess the prognostic recital of the network, the five projects that were previously arbitrarily chosen and reticent for testing from the total collected projects are introduced to the best model. Percentage of the model will forecast the expected cost of quality. The calculated percentage will be evaluated to the real life projects percentage (stored outside the program) and the disparity between them will be premeditated if it is equal or under the value of the designed model's Absolute Difference. Then it is considered to be a correct calculation. If it exceeds the value of the designed model's Absolute Difference then it is considered to be an incorrect prediction attempt. 
VI. CONCLUSIONS
The survey results illustrated that cost of quality are greatly affected by many aspects. Among these aspects come Suppliers, Supervision team experience, Planned COQ for the project, Awareness of quality for the project team, Labor skills, Design errors, Defected material. All of these factors make the detailed estimation of such cost of quality amore difficult task. Hence, it is expected that an ANN's model would be a suitable tool for assessment of cost of quality in construction projects. The following conclusions may be deduced from this study:  All the way through the literature review, potential factors that control the percentage of cost of quality for building construction projects were recognized. Twenty nine factors were identified.  The analysis of the composed data gathered from a questionnaire survey among the construction experts illustrated that Suppliers, Supervision team experience, Planned COQ for the project, Awareness of quality for the project team, Labor skills, Design errors, Defected material, Execution errors, Project duration, Project type, Class of contractors, Weather conditions, Equipment downtime, Project size, Client type are the top 15 factors affecting the percentage of cost of quality for building construction projects.  A satisfactory neural network model was obtained for predicting the percentage of cost of quality for building construction projects for the future projects. This model consists of one input layer with 15 neurons (nodes), one hidden layer having twenty eight hidden nodes with a tangent transfer function and one output layer. The learning rate of this model is set automatically by the N-Connection while the training and testing tolerance are set to 0.1.  Testing the validity of the proposed model was carried out on five (5) facts that were still unseen by the network. The results of the testing indicated an accuracy of 100%.
