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1. Introduction
R.E. Greene and S.G. Krantz conjectured in [2] that there would not exist any noncompact sequence of holomorphic au-
tomorphisms of a pseudoconvex domain which accumulate to a boundary point of inﬁnite type in the sense of D’Angelo [1],
if the domain has smooth boundary. This conjecture turned out to be true in some cases (cf. [3–5], etc.). K.-T. Kim proved
that there are no automorphism orbits accumulating at Levi-ﬂat boundary points. He also assume that global regularity of
the boundary. But a proof for the non-Levi-ﬂat case seems still far to be achieved.
Since the boundary of a domain or more generally a CR manifold has local characters, it is also reasonable to consider
a local version of the Greene–Krantz conjecture: Let M be a real hypersurface in Cn and let p ∈ M . Suppose that p is a
non-Levi-ﬂat point of inﬁnite type. Let U be a neighborhood of p in Cn . Does there exist a sequence of CR diffeomorphisms
f j deﬁned on U ∩ M or a that of injective holomorphic automorphisms deﬁned on U satisfying f j(p) = p, f j(U ∩ M) ⊂ M ,
and f j(q) converges to p for some point q ∈ M \ {p}?
With regard to this question, K.-T. Kim and J.-C. Yoccoz give a partial answer in [6] that there cannot exist a sequence of
local CR – in fact, holomorphic – automorphisms generated by a single contracting automorphism.
In this paper, we focus upon an inﬁnitesimal version of the local question. We conjecture that there would exist no local
CR or holomorphic vector ﬁelds which are tangent to M vanishing at p except vector ﬁelds generating compact orbits of
automorphisms obtained by symmetries of M , if M and p are as above. The aim of this paper is to prove this conjecture for
a class of real hypersurfaces in C2 with rotational symmetry by elementary computation. Note that there are vector ﬁelds
generating noncompact CR automorphism of the bi-disc. We only consider non-Levi-ﬂat boundary point.
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Let M be a C∞-smooth real hypersurface in C2. Since all the computations will be completely local, we may assume
without loss of generality that
M = {(z,w) ∈ C2: ρ(z,w) = Rew + ψ(z, Imw) = 0}
for a C∞-smooth function ψ , where ψ(0,0) = 0 and
(i) ∂/∂u is the normal direction of M at the origin. Equivalently,
∂ψ/∂v(0,0) = 0
where w = u + iv .
Assume that the origin is a point of inﬁnite type in D’Angelo’s sense. It means that
(ii) the function ψ(·,0) vanishes at z = 0 up to inﬁnite order, that is,
∂k+lψ
∂zk∂ z¯l
(0,0) = 0
for every non-negative integer k and l.
Now suppose that M is not Levi-ﬂat. Then in particular, the function ψ(·,0) does not vanish identically. In our proof of
Theorem 2.1 below, we need a stronger condition that
(iii) ψ(z,0) = 0 if z = 0.
We say that M or ψ are radially symmetric in z if
(iv) ψ(·, v) depends only on the modulus of z for each v ∈ R.
Then obviously, {Φt : Φt(z,w) = (eiαt z,w), t ∈ R} deﬁnes a 1-parameter family of holomorphic automorphism of M for
every α ∈ R. Differentiating Φt with respect to t , we obtain a holomorphic vector ﬁeld
Hα(z,w) := (iαz,0) = iαz ∂
∂z
tangent to M which vanishes at the origin. The main theorem of this paper is to prove that there are no other holomorphic
vector ﬁelds vanishing at the origin than Hα ’s in the radially symmetric case.
Theorem 2.1. Suppose thatψ satisﬁes the conditions (i)–(iv). Then a holomorphic vector ﬁeld H on a neighborhood of the origin which
is tangent to M = {(z,w) ∈ C2: ρ(z,w) = Rew + ψ(z, Imw) = 0} and vanishes at 0 coincides with Hα for some real number α.
3. Classes of inﬁnite type points
Here and in the sequel, we assume that ψ is a C∞-smooth function satisfying (i)–(iv). We start from an interpretation
of the condition of inﬁnite type which is essential for the proof of Theorem 2.1. For the sake of simplicity, we denote
derivatives of a function by adding subscripts, that is, ψz = ∂ψ/∂z, ψr = ∂ψ/∂r and so on.
Lemma 3.1.
limsup
z→0
∣∣∣∣Re
(
zψz
ψ
(z,0)
)∣∣∣∣= ∞.
Moreover, Im(zψz) ≡ 0.
Proof. Fix Imw = 0, and let (r, θ) be the polar coordinates of the z-plane. Since z = reiθ ,
2 Re(zψz) = zψz + z¯ψz¯ = reiθψz + re−iθψz¯ = rψr .
From the assumptions (iii) and (iv), we may assume that ψ(z,0) > 0 for any z = 0, by taking −ψ if necessary. Suppose that
there exists a positive constant C such that∣∣∣∣ rψr
∣∣∣∣< C < ∞ψ
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∣∣(logψ)r∣∣< C
r
.
Integrating both sides,
1∫
r
∣∣(logψ)r∣∣dr <
1∫
r
C
r
dr = −C log r.
On the other hand, the left-hand side is
1∫
r
∣∣(logψ)r∣∣dr 
∣∣∣∣∣
1∫
r
(logψ)r dr
∣∣∣∣∣=
∣∣logψ(1,0) − logψ(r,0)∣∣ logψ(1,0) − logψ(r,0)
as r → 0. Hence,
logψ(r,0) > C ′ + C log r
for a constant C ′ . Therefore, we have that
ψ
(|z|,0)> C1|z|C
as z → 0 for a positive constant C1. This contradicts the condition (ii).
The second assertion follows from the simple identity that
−2 Im(zψz) = i(zψz − z¯ψz¯) = i
(
ψzre
iθ − ψz¯re−iθ
)= ψθ .
Since ψ is radially symmetric, this vanishes identically. 
Lemma 3.1 shows that |ψr/ψ | explodes at least faster than 1/r along a sequence (z j,0) tending to the origin. However,
we do not know how fast it diverges in general. Up to the speed of growth, we deﬁne two classes of inﬁnite type points as
follows.
Deﬁnition 3.2. Let M := {(z,w) | Rew + ψ(z, Imw) = 0}, where ψ is a function satisfying (i)–(iv). We say that M or ψ are
strongly ﬂat at the origin if for every non-negative integer k
limsup
z→0
∣∣∣∣ r
k+1ψr
ψ
(z,0)
∣∣∣∣= ∞. (3.1)
If not, we say that M and ψ are weakly ﬂat at the origin.
Example 1. Let
ψ(z, Imw) = exp
(
−exp
(
1
|z|2
))
= exp
(
−exp
(
1
r2
))
.
Then
ψr
ψ
= 2
r3
exp
(
1
r2
)
.
Therefore, the hypersurface M := {(z,w) ∈ C2 | Rew + ψ(z, Imw) = 0} is strongly ﬂat at the origin.
Example 2. Let
ψ(z, Imw) = exp
(
− 1|z|2
)
= exp
(
− 1
r2
)
.
Then
r3ψr
ψ
= 2.
Hence, the hypersurface M := {(z,w) ∈ C2 | Rew + ψ(z, Imw)} is weakly ﬂat at the origin.
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Let
H = (H1, H2) = H1 ∂
∂z
+ H2 ∂
∂w
be a holomorphic vector ﬁeld on a neighborhood of the origin. Assume that H is tangent to M . Then we have
Re
(
H1
∂ψ
∂z
+ H2 ∂ψ
∂w
)
= −1
2
Re H2 (4.1)
on M . We assume also that H(0,0) = 0.
For simplicity, we let ϕ(z, Imw) = −ψ(z, Imw). Then we have
Re(H1ϕz + H2ϕw) = 1
2
Re H2
on M . Since
ϕw = ϕv
2i
,
we have
Re(H1ϕz) = Re(H2η), (4.2)
where
η(z, v) = 1
2
− 1
2i
ϕv(z, v) (4.3)
on M . Note that
η(0,0) = 1/2
by the condition (i).
Let
H1(z,w) =
∞∑
j,k=0
a jkz
jwk and H2(z,w) =
∞∑
j,k=0
b jkz
jwk
be the power series of H1 and H2 at the origin, where a00 = b00 = 0. Let f1 and f2 be holomorphic functions in z deﬁned
by
f1(z) = H1(z,0) and f2(z) = H2(z,0).
Deﬁne holomorphic functions h1 and h2 by
H1(z,w) = f1(z) + wh1(z,w), (4.4)
H2(z,w) = f2(z) + wh2(z,w). (4.5)
Then
f1(z) =
∑
a j0z
j and f2(z) =
∑
b j0z
j
are the power series representations at z = 0. Plug (4.4) and (4.5) into (4.2). Since w = ϕ + iv on M , we have
Re
{
f1(z)ϕz(z, v) +
(
ϕ(z, v) + iv)h1(z,ϕ(z, v) + iv)ϕz(z, v)}
= Re{ f2(z)η(z, v) + (ϕ(z, v) + iv)h2(z,ϕ(z, v) + iv)η(z, v)}. (4.6)
Since v is arbitrary, if we consider formal expansions of both sides in v , then the coeﬃcients of same power of v must
coincide.
We ﬁrst compare the zeroth power terms. To do this, it only suﬃces to put v = 0 in (4.6). Then we have
Re{ f1ϕz + ϕh1ϕz} = Re{ f2η + ϕh2η} (4.7)
at (z,w) = (z,ϕ(z,0)). Note that only the term involving f2 vanishes in ﬁnite order at z = 0 unless it vanishes identically.
In other words,
Re
(
f2(z)η(z,0)
)≡ 0.
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Re
(
f2(z)
)= Im( f2(z)ϕv(z,0)),
or
f2 + f2 = −i( f2ϕv − f2ϕv) (4.8)
for v = 0.
Differentiating (4.8) in z and putting z = 0,
b10 = ( f2)z(0) = 0,
since f2(0) = ϕv(0,0) = 0. Differentiating in z once more and using b10 = 0, we deduce b20 = 0 and so on. Therefore, we
see that
f2 ≡ 0. (4.9)
Dividing both sides of (4.7) by ϕ ,
Re
{
f1(z)
ϕz(z,0)
ϕ(z,0)
+ h1
(
z,ϕ(z,0)
)
ϕz(z,0)
}
= Re(h2(z,ϕ(z,0))η(z,0)). (4.10)
First notice that
lim
z→0h1
(
z,ϕ(z,0)
)
ϕz(z,0) = 0 and lim
z→0h2
(
z,ϕ(z,0)
)= b01. (4.11)
Therefore,
lim
z→0Re
{
f1(z)
ϕz(z,0)
ϕ(z,0)
}
= Reb01/2, (4.12)
since η(0,0) = 1/2.
lim
z→0Re
{
f1(z)
ϕz(z,0)
ϕ(z,0)
}
= lim
z→0Re
{
f1(z)
z
zϕz(z,0)
ϕ(z,0)
}
= lim
z→0Re
{
f1(z)
z
}
Re
{
zϕz(z,0)
ϕ(z,0)
}
by Lemma 3.1. Since we also have
limsup
z→0
∣∣∣∣Re
(
zϕz(z,0)
ϕ(z,0)
)∣∣∣∣= ∞
from Lemma 3.1 and f1(z)/z → a10 as z → 0, we conclude that
Rea10 = 0 (4.13)
from (4.12). Then
Re
(
f1ϕz
ϕ
)
= Re(a20z) rϕr
ϕ
+ Re
(
g1ϕz
ϕ
)
where g1(z) = f1(z) − a10z − a20z2.
4.1. Strongly ﬂat case
First assume that the given function ϕ is strongly ﬂat at the origin. Suppose that a20 = 0. Choose θ such that
a20eiθ = |a20|. Then for z = reiθ ,
Re(a20z)
rϕr
ϕ
= |a20| r
2ϕr
ϕ
.
Since g1/z = O (|z|2) as z → 0, we have that∣∣∣∣Re
(
g1ϕz
ϕ
)∣∣∣∣=
∣∣∣∣Re
(
g1
z
)
rϕr
ϕ
∣∣∣∣ C
∣∣∣∣ r
3ϕr
ϕ
∣∣∣∣
for some constant C as r → 0. Therefore,∣∣∣∣Re
(
f1ϕz
)∣∣∣∣ |a20|
∣∣∣∣ r
2ϕr
∣∣∣∣− C
∣∣∣∣ r
3ϕr
∣∣∣∣ 1 |a20|
∣∣∣∣ r
2ϕr
∣∣∣∣ϕ ϕ ϕ 2 ϕ
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a20 = 0.
Repeating this argument successively, we deduce that
ak0 = 0
for every k > 1. Combining with (4.13), we see that
f1(z) = iαz (4.14)
for a real number α and
Reb01 = 0 (4.15)
from (4.12).
Put v = 0 after differentiating (4.6) in v . Then, since Re( f1ϕz) = Re(iαzϕz) = Re(iα)Re(zϕz) ≡ 0,
Re
{
(ϕv + i)h1(z,ϕ)ϕz + ϕ(ϕv + i) ∂h1
∂w
(z,ϕ)ϕz + ϕh1(z,ϕ)ϕzv
}
= Re
{
(ϕv + i)h2(z,ϕ)η + ϕ(ϕv + i) ∂h2
∂w
(z,ϕ)η + ϕh2(z,ϕ)ηv
}
. (4.16)
As z → 0, the left-hand side of (4.16) tends to 0 and the right-hand side goes to Re(ih2(0,0))/2 = − Imb01/2, since
ϕv(0,0) = 0. From this and (4.15), we conclude that
b01 = 0. (4.17)
Now we complete the proof by an induction argument. The conclusion will follow if we prove that there exist holomor-
phic functions h(ν)1 and h
(ν)
2 such that
H1(z,w) = iαz + wν+1h(ν)1 (z,w), H2(z,w) = wν+1h(ν)2 (z,w) (4.18)
and that
b01 = · · · = b0(ν+1) = 0 (4.19)
for every ν = 0,1, . . . . The case that ν = 0 has been already veriﬁed. (h(0)1 = h1 and h(0)2 = h2.) Assume that we have proved
(4.18) and (4.19) up to ν-th step. Plug (4.18) into (4.2), put v = 0 and divide both side by ϕν+1. Then we have
Re
{
h(ν)1 ϕz
}= Re{h(ν)2 η} (4.20)
on M when v = 0. Decompose h(ν)1 and h(ν)2 by
h(ν)1 (z,w) = f (ν+1)1 (z) + wh(ν+1)1 (z,w)
and
h(ν)2 (z,w) = f (ν+1)2 (z) + wh(ν+1)2 (z,w).
Applying these decompositions to (4.20) and imitating all the arguments from (4.7) to (4.15), we see that
f (ν+1)1 ≡ iβz, f (ν+1)2 ≡ 0 and Reb0(ν+2) = 0 (4.21)
for some β ∈ R. Then from (4.2), (4.18) and (4.21), we have
Re
{
(ϕ + iv)ν+1(iβz + (ϕ + iv)h(ν+1)1 )ϕz}= Re{(ϕ + iv)ν+2h(ν+1)2 η}. (4.22)
Put v = 0 after differentiating (4.22) with respect to v and divide both side by ϕν+1. Thanks to the identities
Im(zϕz) ≡ 0 and Im(zϕzv) =
(
Im(zϕz)
)
v ≡ 0,
then we have
Re
{
−(ν + 1)β zϕz
ϕ
+ (ν + 2)(ϕv + i)h(ν+1)1 ϕz + ϕ(ϕv + i)
∂h(ν+1)1
∂w
ϕz + ϕh(ν+1)1 ϕzv
}
= Re
{
(ν + 2)(ϕv + i)h(ν+1)2 η + ϕ(ϕv + i)
∂h(ν+1)2 η + ϕh(ν+1)2 ηv
}∂w
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the other hand, the ﬁrst term on the left side goes to inﬁnity along a sequence tending to 0 unless β = 0 by Lemma 3.1.
Therefore, β = 0 to avoid a contradiction. Then the left-hand side tends to 0 as z → 0, while the right-hand side tends to
ν + 2
2
Re
(
ih(ν+1)2 (0,0)
)= −ν + 2
2
Imb0(ν+2).
Combining this with (4.21), we also have
b0(ν+2) = 0.
This completes the induction argument and yields the conclusion that
H1 = iαz and H2 ≡ 0
in the strongly ﬂat case.
4.2. Weakly ﬂat case
Now suppose that the given function ϕ is weakly ﬂat at the origin. Let k0 be the smallest integer satisfying
limsup
z→0
∣∣∣∣ r
k0+1ϕr
ϕ
(z,0)
∣∣∣∣< ∞. (4.23)
Notice that from Lemma 3.1, k0 > 0. By the choice of k0, we see that
limsup
z→0
∣∣∣∣ r
ϕr
ϕ
∣∣∣∣=
⎧⎨
⎩
∞ if  < k0 + 1,
K if  = k0 + 1,
0 if  > k0 + 1
(4.24)
for some non-negative real number K . From (4.24) and the argument of the strongly ﬂat case, we see that
a20 = · · · = ak00 = 0, Rea10 = 0 (4.25)
still holds.
Let f1(z) = iαz + a(k0+1)0zk0+1 + g(z), where α is a real number and g = O (|z|k0+2).
Case 1. Suppose that K = 0, that is
limsup
r→0
∣∣∣∣ r
k0+1ϕr
ϕ
∣∣∣∣= 0.
Since |g(z)| < C |z|k0+2 as z → 0,∣∣∣∣Re gϕzϕ
∣∣∣∣
∣∣∣∣Re gz
∣∣∣∣
∣∣∣∣ rϕrϕ
∣∣∣∣ C
∣∣∣∣ r
k0+2ϕr
ϕ
∣∣∣∣→ 0
as r → 0 by (4.24). Choose θ such that a(k0+1)0eik0θ = |a(k0+1)0| and let z = reiθ . Then
limsup
z=reiθ→0
∣∣∣∣Re
(
a(k0+1)0zk0+1ϕz
ϕ
)∣∣∣∣= |a(k0+1)0| limsup
r→0
∣∣∣∣ r
k0+1ϕr
ϕ
∣∣∣∣= 0
by the hypothesis. Since limz→0 Re( f1ϕz/ϕ) exists and equals to Reb01/2 by (4.12), and since∣∣∣∣Re
(
f1ϕz
ϕ
)∣∣∣∣
∣∣∣∣Re
(
a(k0+1)0zk0+1ϕz
ϕ
)∣∣∣∣+
∣∣∣∣Re
(
gϕz
ϕ
)∣∣∣∣
tends to 0 along the line z = reiθ as r → 0, we see that (4.15) also holds in this case.
Case 2. Now suppose that
limsup
z→0
∣∣∣∣ r
k0+1ϕr
ϕ
∣∣∣∣= K = 0.
By the same computation as in Case 1, we see that
|Reb01| = lim
∣∣∣∣Re
(
f1ϕz
)∣∣∣∣= lim ∣∣{Re(a(k0+1)0zk0)}∣∣
∣∣∣∣ rϕr
∣∣∣∣. (4.26)z→0 ϕ z→0 ϕ
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a(k0+1)0e
ik0θ = |a(k0+1)0|.
Since ϕ is radially symmetric, we can choose a sequence {r j} → 0 of positive real numbers such that
lim
j→∞
∣∣∣∣
rk0+1j ϕr(r je
iθ ,0)
ϕ(r jeiθ ,0)
∣∣∣∣= K (4.27)
for every θ . Let z j = r jeiθ1 . Then
limsup
j→∞
∣∣∣∣Re
(a(k0+1)0zk0+1j ϕz
ϕ
)∣∣∣∣= limsup
j→∞
Re
∣∣a(k0+1)0zk0j ∣∣
∣∣∣∣ r jϕrϕ
∣∣∣∣= |a(k0+1)0| limj→∞
∣∣∣∣
rk0+1j ϕr
ϕ
∣∣∣∣
= |a(k0+1)0|K = 0,
if a(k0+1)0 = 0. On the other hand, if we choose θ2 so that
a(k0+1)0e
ik0θ2 = i|a(k0+1)0|,
then ∣∣∣∣Re
(
a(k0+1)0zk0+1ϕz
ϕ
)∣∣∣∣= Re
∣∣∣∣(a(k0+1)0zk0) r jϕrϕ
∣∣∣∣= 0
along the line z = reiθ2 . Therefore, by (4.12) again, a(k0+1)0 must be zero to avoid a contradiction. Consequently, (4.15) still
holds, that is, Reb01 = 0 even in this case.
Now write
f1(z) = iαz + G(z) (4.28)
for some real α and a holomorphic function G which is of the order of O (|z|k0+1). (Indeed, in Case 2, G = O (|z|k0+2).) Plug
(4.9) and (4.28) into (4.6) and put v = 0 after differentiating with respect to v . Then
Re
{
Gϕzv + (ϕv + i)h1ϕz + ϕ(ϕv + i) ∂h1
∂w
ϕz + ϕh1ϕzv
}
= Re
{
(ϕv + i)h2η + ϕ(ϕv + i) ∂h2
∂w
η + ϕh2ηv
}
, (4.29)
at w = ϕ(z,0). Since the left-hand side of (4.29) tends to 0 as z → 0 and the right-hand side goes to − Imb01, we see that
b01 = 0. (4.30)
In order to see G ≡ 0, consider the decomposition h2 = f ′2+wh′2, where f ′2(z) = h2(z,0). Plug (4.9) and (4.28) into (4.10).
Then we have
Re
(
Gϕz
ϕ
+ h1ϕz
)
= Re( f ′2η + h′2ηϕ)
at w = ϕ(z,0). Since h1ϕz and h′2ηϕ vanishes up to inﬁnite order at 0, if G = 0, let l, m be the smallest positive integers
such that al0 = 0 and bm1 = 0. In other words,
G(z) = al0zl + O
(|z|l+1) and f ′2(z) = bm1zm + O (|z|m+1)
by (4.30). Taking an automorphism (z,w) → (eiθ z,w) for a suitable θ if necessary, we may assume that al0 = |al0| > 0.
Then the functions Re(al0zlϕz/ϕ) and Re(bm1zm) must show same limit behavior at z = 0, since η(0,0) = 1/2 = 0. Note that
l k0 + 1 by (4.25). We ﬁrst claim that indeed l > k0 + 1. Suppose the contrary that l = k0 + 1. Put z = r. Then
Re
(
a(k0+1)0zk0+1ϕz
rϕ
)
= Re(a(k0+1)0)
rk0ϕr
ϕ
is unbounded by the choice of k0, while
Re
(
bm1zm
r
)
= Rebm1rm−1
is bounded as r → 0, which yields a contradiction. This proves the claim. Next we claim that m = l − k0 − 1. Otherwise,
either m l − k0 or m l − k0 − 2. Assume ﬁrst that m l − k0. Put still z = r. Then
Re
(
al0zlϕz
l−k0
)
= Re(al0) r
k0ϕrr ϕ ϕ
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Re
(
bm1zm
rl−k0
)
= Rebm1rm−l+k0
is bounded as r → 0, which yields a contradiction. Assume next m l − k0 − 2. Then
Re
(
al0zlϕz
rl−k0−1ϕ
)
= Re(al0) r
k0+1ϕr
ϕ
is bounded by the deﬁnition of k0. On the other hand,
Re
(
bm1zm
rl−k0−1
)
= Rebm1rm−l+k0+1
is unbounded as r converges to 0, which is a contradiction. This proves the claim.
Consider Case 1. Choose θ1 such that bm1eimθ1 = |bm1| and let z = reiθ1 . Then
Re
bm1zm
rl−k0−1
= |bm1|.
On the other hand,∣∣∣∣Re al0z
lϕz
rl−k0−1ϕ
∣∣∣∣ al0
∣∣∣∣ r
k0+1ϕr
ϕ
∣∣∣∣→ 0
as r → 0 by the hypothesis of Case 1. Therefore, bm1 = 0, which is a contradiction to the choice of m. Therefore, in this case,
we see that f ′2 ≡ 0. Then the conclusion that G ≡ 0 follows.
Now consider Case 2. Along the straight line z = reiθ for an arbitrarily given θ ,
Re
(
bm1zm
rl−k0−1
)
= Re(bm1eimθ ).
On the other hand,
Re
(
al0zlϕz
rl−k0−1ϕ
)
= Re
(
a10zl−1
rl−k0−1
)
Re
(
zϕz
ϕ
)
= Re(al0ei(l−1)θ ) r
k0+1ϕr
ϕ
. (4.31)
Consider the sequence {r j} satisfying (4.27) again. Extracting a subsequence if necessary, we may assume that
lim
j→∞
rk0+1j ϕr(r je
iθ ,0)
ϕ(r jeiθ ,0)
= ±K
for every θ . Therefore, along the sequence z j = r jeiθ , the right-hand side of (4.31) tends to ±K Re(al0ei(l−1)θ ). Since θ is arbi-
trary, as functions in θ , Re(bm1eimθ ) and ±K Re(al0ei(l−1)θ ) must coincide with each other. However it is not possible unless
al0 = bm1 = 0, since m = l − k0 − 1 = l − 1. (Recall that k0 > 0.) From the choice of l and m, we ﬁnally meet a contradiction.
Altogether, we have
f1(z) = iαz (4.32)
and
f ′2 ≡ 0. (4.33)
Applying an induction argument as the strongly ﬂat case, the conclusion can be achieved. We omit details.
Remark 4.1. In the proof of Theorem 2.1, we differentiate in v only once. This fact may look strange, since it seems natural
to compare each term according to the every power of v to get the conclusion. But it is not very abnormal since we divide
equations by ϕ successively instead of carrying out the higher order differentiations in v . Note that ϕ and v are related by
w = ϕ + iv on M . That is why this computation is working.
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