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Consider a long term study, where a series of dependent and possibly censored
failure times is observed. Suppose that the failure times have a common marginal
distribution function, but they exhibit a mode of time series structure such as :-mixing.
The inference on the marginal distribution function is of interest to us. The main results
of this article show that, under some regularity conditions, the KaplanMeier
estimator enjoys uniform consistency with rates, and a stochastic process generated by
the KaplanMeier estimator converges weakly to a certain Gaussian process with
a specified covariance structure. Finally, an estimator of the limiting variance of the
KaplanMeier estimator is proposed and its consistency is established.  2001
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1. INTRODUCTION
Public health is of great concern in the monitoring of levels of various
substances in the environment for possible classification as toxic air con-
taminants, because of the possible carcinogenic effects that such substances
may have on humans. In general, dosage is considered to be the best
measure of carcinogenicity, and the distribution of the concentration of a
given substance can be used as a direct estimator of the dose. The true
distribution of the given substance is not known and must be estimated
from a sample of observations collected hourly or daily from some environ-
mental area of concern. The sample forms a time series. A complication is
introduced by the fact that laboratory determinations can only be measured
above the detection limit; making it impossible to know the exact sample
values of observations collected that have apparent concentrations below
this limit. Even if the data are normally distributed, this censoring makes
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it impossible to calculate the conventional sample distribution such as the
empirical distribution. For more detailed discussions and references on this
aspect, we refer the reader to the article by Shumway et al. [27].
The foregoing example motivates us to consider a more general setting
for censoring time series data. We proceed as follows: Let T1 , ..., Tn be a
sequence of true survival times for n individuals in a life table. It is assumed
that the random variables (r.v.s) [Tj ; 1 jn] are not mutually inde-
pendent (see Assumption A1 for the kind of dependence stipulated), but
they do have a common unknown continuous marginal distribution func-
tion (d.f.) F(x)=P(Tjx). Let the survival time Tj be censored on the
right by the censoring time Yj , so that one observes only
Zj=Tj 7 Yj and $j=I(TjYj),
where 7 denotes the minimum and I( } ) is the indicator r.v. of the event
specified in the parentheses. In this random censorship model, we assume
that the censoring times [Yj] are not mutually independent (see Assump-
tion A2 for the kind of dependence stipulated), having a common unknown
continuous marginal d.f. G( y)=P(Yj y), and that they are independent
of the survival times [Tj]. Following the convention in the survival
literature, we assume that F(0)=0 and G(0)=0. It would be interesting
to make a nonparametric inference about F( } ), based on the censored
observations [(Zj , $j)]nj=1 . For this purpose, we define three stochastic
processes on [0, ),
Nn(t)= :
n
j=1
I(Zjt, $j=1)= :
n
j=1
I(Tjt 7 Yj)
(the number of uncensored observations less than or equal to t),
Yn(t)= :
n
j=1
I(Zjt)
(the number of censored or uncensored observations greater than or equal
to t), and
Mn(t)=Yn(&)&Yn(t+)&Nn(t)= :
n
j=1
I(Zjt, $j=0)
(the number of censored observations less than or equal to t). Then, the
KaplanMeier (K-M) estimator F n(t) of F(t), based on the censored data
[(Zj , $j)]nj=1 , is given by
1&F n(t)= ‘
st \1&
dNn(s)
Yn(s) + ,
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where dNn(s)=Nn(s)&Nn(s&); see Kaplan and Meier (1958). As is known
(see, e.g., Gill, 1980), for a d.f. F( } ) on [0, ), the cumulative hazard function
2(t) is defined by
2(t)=|
t
0
dF(s)
1&F(s&)
.
Clearly, 2(t)=&log(1&F(t)) for the continuous F( } ). The empirical
cumulative hazard function 2 n(t) is given by
2 n(t)=|
t
0
dNn(s)
Yn(s)
,
which is referred to as the Nelson estimator of 2(t) in the literature.
For the case that the failure times and censoring times are two independent
mutually independent sequences, the K-M estimator F n( } ) has been studied
extensively in the literature by many investigators during the past few decades.
To name just a few, uniform consistency, weak convergence and other
asymptotic properties were obtained by Breslow and Crowley [4], Peterson
[24], Gill [11, 13], Wang [31], and Stute and Wang [28], among others.
There has been increasing attention paid during recent years to the study
of the case in which both the failure times and the censoring times exhibit
some kind of dependence, because this has various important applications
in environmental science, medicine, and agriculture as well as in other
fields. For example, Voelkel and Crowley [30] used an approach, called
the semi-Markov process, to establish a reasonable model in cancer
research clinical trials that assumes that each patient may remain in their
initial state, progress, or respond and then possibly relapse. Ying and Wei
[34] explored the consistency and asymptotic normality of F n( } ) in a
,-mixing context. An application of the right censoring model was given
for a special dependent case in which survival times are highly stratified.
For more details on the applications of the K-M estimate for dependent
data in medicine and agriculture, we refer the reader to the articles by Wei
et al. [32], Koehler [19], Koehler and Symanowski [20], Cai and Prentice
[6], and Kang and Koehler [17]. Under an :-mixing framework, Cai [5]
established the strong representation and asymptotic normality of the K-M
estimator. Cai and Roussas [8] studied the asymptotic properties of the K-M
estimator under a different type of dependence, called positive or negative
association, and they also proposed a consistent estimator for the asymptotic
variance of F n( } ). Finally, the K-M estimator for the long-range dependent
structure was studied recently by Leonenko and Sakhno [21].
In this article, we investigate the large sample properties of the K-M
estimator F n( } ) for the case that the failure times and censoring times are
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two independent time series, each satisfying the :-mixing condition. More
precisely, the main results obtained in this work are as follows. The K-M
estimator F n( } ) is shown to be uniformly consistent in Theorem 1 in both
the weak and strong senses, and rates of strong convergence are also
provided in Theorem 2. Next, we consider the stochastic process generated
by the estimator F n( } ). It is then shown that this process converges weakly
to a suitable Gaussian process with a specified covariance structure in
Theorem 3. Finally, a valid estimate is constructed for the variance of the
Gaussian process just mentioned, which is the content of Theorem 4. The
theorems are stated in Section 2 and their proofs are presented in Section 3,
based on some lemmas and propositions which are proved in the Appendix.
2. MAIN RESULTS
Although our interest in estimating the distribution function for censored
data is motivated by the construction of the confidence intervals from time
series data, we introduce our methods in a more general setting (:-mixing),
including time series modeling as a special case. Our theoretical results are
derived under the :-mixing assumption.
For easy reference, we introduce the mixing coefficient. For this purpose,
let Fki (X) denote the _-field of events generated by [Xj ; i jk] and let
[Xj]j=& be a stationary sequence of r.v.s. Given a positive integer n, set
:(n)=sup[ |P(A & B)&P(A) P(B)|; A # Fk1(X), B # F

k+n(X)].
The stationary sequence is said to be :-mixing (strongly mixing) if :(n)  0
as n  .
Among various mixing conditions used in the literature, :-mixing is
reasonably weak and is known to be fulfilled for many stochastic processes
including many time series models. Gorodetskii [14] and Withers [33]
derived the conditions under which a linear process is :-mixing. In fact, under
very mild assumptions linear autoregressive and more generally bilinear time
series models are strongly mixing with mixing coefficients decaying exponen-
tially. Auestad and Tjo% stheim [2] provided illuminating discussions on the
role of :-mixing (including geometric ergodicity) for model identification in
nonlinear time series analysis. Chen and Tsay [9] showed that the functional
autoregressive process is geometrically ergodic under certain conditions.
Furthermore, Masry and Tjo% stheim [22, 23] showed that, under some
mild conditions, both autoregressive conditional heteroscedastic processes
and nonlinear additive autoregressive processes with exogenous variables
are stationary and :-mixing.
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For the sake of simplicity, the assumptions used in this article are listed
subsequently. At this point, it is mentioned that all limits are taken as
n  , unless otherwise specified.
Assumptions. A1. Suppose that [Tj ; j1] is a sequence of stationary
:-mixing r.v.s with continuous d.f. F( } ) and the mixing coefficient :1( } ).
A2. Suppose that the censoring times [Yj ; j1] are a sequence of
stationary :-mixing r.v.s with continuous d.f. G( } ) and the mixing coef-
ficient :2( } ) and that the censoring times are independent of [Tj ; j1].
A3. n=3(log n)(log log n)
1+$ :(n)n< for some $>0, where :(n)
=max[:1(n), :2(n)].
A4. :(n)=O(n&&) for some &>3, where :(n)=max[:1(n), :2(n)].
Remark 1. Clearly, Assumption A3 is satisfied if :(n)=O((log n)&2&$)
for some $>0, so that it is a weak assumption. Assumption A4 imposed
for the strong consistency with rate in Theorem 2 implies Assumption A3
imposed just for the strong consistency in Theorem 1. Note that we do not
impose the assumption that the censoring times [Yj] are mutually inde-
pendent, which is required by Cai [5] and Cai and Roussas [8].
For the d.f.s F( } ) and G( } ), define the (possibly infinite) times {F=
inf[ y: F( y)=1] and {G=inf[ y: G( y)=1]. Then, for the marginal d.f.
H( } ) of Zj , it follows that {H={F 7 {G (see, e.g., Stute and Wang [28]).
We now proceed with the statement of the main results of this article.
Theorem 1. (i) Under Assumptions A1 and A2, we have
sup
0t{H
|F n(t)&F(t)| w
p
0 and sup
0tZn : n
|F n(t)&F(t)| w
p
0, (1)
where Zn : n=maxin Zi .
(ii) Under Assumptions A1A3, (1) holds almost surely.
Theorem 2. Under Assumptions A1, A2, and A4, we have, for any
0<{<{H ,
sup
0t{
|F n(t)&F(t)|=O(an)
almost surely, where an=(log log nn)12.
We now define a stochastic process Z n(t) generated by F n(t) as
Z n(t)=
- n[F n(t)&F(t)]
1&F(t)
.
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Let W( } ) be a mean zero Gaussian process in D[0, {] for some { satisfying
{<{H and F({)<1 such that W(0)=0 and the covariance structure of
W( } ) is given by
_2(s, t)=|
s
0
|
t
0
dM(u, v)
H (u) H (v)
, (2)
where H (u)=1&H(u) and M(s, t) is defined by
M(s, t)=M11(s, t)&|
s
0
M12(t, v) d2(v)&|
t
0
M12(s, u) d2(u)
+|
s
0
|
t
0
M22(u, v) d2(u) d2(v) (3)
with
M11(s, t)=cov(I(T1s 7 Y1), I(T1t 7 Y1))
+ :

j=2
[cov(I(T1s 7 Y1), I(Tjt 7 Yj))
+cov(I(T1t 7 Y1), I(Tjs 7 Yj))], (4)
M12(s, t)=cov(I(T1 7 Y1s), I(T1t 7 Y1))
+ :

j=2
[cov(I(T1s 7 Y1), I(Tj 7 Yjt))
+cov(I(T1t 7 Y1), I(Tj 7 Yjs))], (5)
and
M22(s, t)=cov(I(T1 7 Y1s), I(T1 7 Y1t))
+ :

j=2
[cov(I(T1 7 Y1s), I(Tj 7 Yjt))
+cov(I(T1 7 Y1t), I(Tj 7 Yjs))]. (6)
Then, we have the following weakly convergent result.
Theorem 3. Let W( } ) be the mean zero Gaussian process with covariance
function defined by (2). Then, under Assumptions A1, A2 and A4, the process
Z n( } ) converges weakly W( } ) in D[0, {] for any {<{H such that F({)<1. This
implies that - n [F n( } )&F( } )] converges weakly to [1&F( } )] W( } ).
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If the survival times [Tj] are mutually independent and the censoring
times [Yj] are mutually independent, then for each study time point t the
Greenwood formula (see, e.g., Cox and Oakes [10, p. 50]) provides a valid
estimate for the asymptotic variance of the K-M estimator at t. However,
as Ying and Wei [34] pointed out, the Greenwood formula may not be
valid for dependent situations. The modified versions of Greenwood’s
formula were studied by Ying and Wei [34] and Kang and Koehler [17],
respectively. To be attentive to the structure of time series data, we here
propose a valid estimate for the asymptotic variance based on the blockwise
bootstrap idea for dependent data. The basic idea is described as follows.
From Theorem 3, the limiting variance of - n F n(t) is _2(t, t). By (2),
one way to construct the estimate of _2(t, t) is to estimate M(u, v) first. For
this purpose, we propose the estimator of M(u, v) to be
M n(u, v)=
1
n&l+1
:
n&l
j=0
S j (l, u) S j (l, v), (7)
where, for 0 jn&l,
S j (l, u)=
1
- l
:
j+l
k= j+1 _$k I(Zku)&|
u
0
I(Zkz) d2 n(z)& (8)
and l is chosen such that
l=ln   and ln an  0. (9)
Therefore, the proposed estimator of the asymptotic variance of - n F n(t)
is n V (t), where
V (t)=n[1&F n(t)]2 |
t
0
|
t
0
dM n(u, v)
Yn(u) Yn(v)
. (10)
Substituting (7) and (8) into (10) and simplifying, we have
V (t)=
n[1&F n(t)]2
n&l+1
:
n&l
j=0 \
Dj (l, t)
- l +
2
,
where, for 0 jn&l,
Dj (l, t)= :
j+l
i= j+1 _
$iI(Zit)
Yn(Zi)
& :
n
k=1
$kI(ZkZi 7 t)
Y 2n(Zk) & .
We show that this variance estimator is consistent as in the following
theorem.
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Theorem 4. Suppose Assumptions A1, A2, and A4 hold. Then, the quantity
nV n(t) converges to _2(t, t) in L2 .
3. DERIVATIONS
First, two lemmas are presented here to be employed subsequently in the
proofs of the theorems, and their proofs are relegated to the Appendix.
Note that they are of their own right.
Lemma 1. Let [Xj ; j1] be a sequence of mean zero :-mixing r.v.s
bounded by some positive constant C, then n&1 nj=1 Xj converges to 0 in
probability.
Lemma 2. Let [Xj ; j1] and [Yj ; j1] be two sequences of :-mixing
r.v.s with mixing coefficient :1( } ) and :2( } ), respectively, then [(Xj , Yj);
j1] is a sequence of :-mixing r.v.s with mixing coefficient 4:(n), where
:(n)=max[:1(n), :2(n)], and in particular, so is [Xj 7 Yj ; j1].
Recall that F( } ) and G( } ) are the d.f.s of Tj and Yj , respectively and set
F
*
(t)=P(Zjt, $j=1)=P(Tjt 7 Yj). We then have
F
*
(t)=|

0
F(t 7 z) dG(z)=|
t
0
[1&G(z)] dF(z)=|
t
0
[1&G(z)] dF(z).
Next, let
:0=:0(F, G)=P(TjYj)=|

0
F(z) dG(z)=|

0
[1&G(z)] dF(z)
and assume that :0>0. Clearly, F*(t):0 is the conditional d.f. of Zj , given$j=1. Define {F
*
=inf[t; F
*
(t)=:0]. Then it is easily seen that {F
*
={F 7 {G ,
so that {H={F
*
. Finally, define N n(t)=Nn(t)n and Y n(t)=Yn(t)n. Then, we
have the following proposition, but its proof is relegated to the Appendix.
Proposition 1. (i) Suppose that Assumptions A1 and A2 hold; it there-
fore holds that
sup
0t{H
|Y n(t)&H (t)| w
p
0 and sup
0t{H
|N n(t)&F*(t)| w
p
0.
(11)
(ii) Assume that Assumptions A1A3 are fulfilled ; then (11) holds
almost surely.
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Suppose that G1( } ) is a bounded, nondecreasing, and right continuous
function on R such that G1(&)=0. Define the space of all such func-
tions [G1( } )] as G. For any function pair (G1 , G2) # G, define (see, e.g.,
relation (6) of Gill [12])
8(G1 , G2)(t)= ‘
st \1&
dG1(s)
G (s) + exp {&|
t
&
dG1c(s)
G (s) = ,
where G(t)=G1(t)+G2(t), G (t)=G 1(t)+G 2(t)=G1()&G1(t)+G2()
&G2(t), and G1c( } ) is the continuous part of G1( } ). Note that 8(G1 , G2)( } )
is a right continuous, nonnegative, nonincreasing function on R with
8(G1 , G2)(&)=1. Let L1(t)=P(Zjt, $ j=1), L 1(t)=P(Zj>t, $j=1),
L0(t)=P(Zjt, $j=0), and L 0(t)=P(Zj>t, $j=0). Then, H (t)=L 1(t)+
L 0(t) and L1(t)=F*(t). Clearly, (L1 , L0) # G and
8(L1 , L0)(t)= ‘
st \1&
dL1(s)
H (s) + exp {&|
t
0
dL1c(s)
H (s) = .
For continuous F
*
( } ), 8(L1 , L0)(t) becomes 1&F(t). Because (Nn , Mn) # G,
it follows by relation (7) of Gill [12] that 8(N n , Mn n)(t)=1&F n(t). By
Proposition 1, we have
sup
0t{H
|Mn(t)n&L0(t)| w
p
0 and sup
0t{H
|Mn(t)n&L0(t)| ww
a.s.
0.
Now apply Lemma 2 of Gill [12] to obtain
sup
0t{
|F n(t)&F(t)| w
p
0 and sup
0t{
|F n(t)&F(t)| ww
a.s.
0 (12)
for any {{H such that H({)<1. We now embark on the proof of
Theorem 1.
Proof of Theorem 1. To prove the first relation in (1), by means of the
first relation in (12), it suffices to consider the case that F({H)=1. For an
arbitrary 0<=<1, choose {<{H such that 1&=<F({)<1. Then, for
t # [{, {H], F n({&)F n(t)1 and 1&=<F({&)=F({)F(t)<1. There-
fore, sup{  t  {H |F n(t) & F(t)| < max[=, 1&F n({&)]. Combining this
inequality with the first relation in (12) and the fact that = is arbitrary, it
follows that the first relation in (1) holds. Because H({H)=1, then Zn : n<{H .
Hence, the second relation in (1) is a consequence of the first one in (1).
Similarly, one can prove the second part of the theorem by employing the
second relation in (12). K
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Proof of Theorem 2. For any 0<{<{H , because H(Zn : n) w
a.s.
1 by
Theorem 1(ii) 0<{<Zn : n for sufficiently large n. Therefore, Lemma 1 of
Breslow and Crowley [4] applies and gives that 0<&log[1&F n(t)]&
2 n(t)<(n&Yn(t))(nYn(t)), which implies that
\{[&log(1&F n), 2 n](n&Yn({))(n Yn({))C({)n (13)
for sufficiently large n, where 0<C({)< independent of n. Using the
Taylor expansion, we obtain
F n(t)&F(t)=e&2(t)&e&log(1&F n (t))
=e&2 n*(t)[2 n(t)&2(t)]+e&2
 n**(t)[&log(1&F n(t))&2 n(t)],
(14)
where \{(2 n*, 2)\{(2 n , 2), and, from (13),
\{(2 n**, 2 n)\{(&log(1&F n), 2 n)C({)n.
By Lemma 2 and Theorem 3.2 of Cai and Roussas [7], one has
sup
t
|Y n(t)&H (t)| =
a.s. O(an) and sup
t
|N n(t)&F*(t)| =
def O(an),
so that
sup
0t{
|2 n(t)&2(t)| =
a.s. O(an), (15)
which, coupled with (13) and (14), implies that
\{(F n , F )O(n&1)+O(\{(2 n , 2)) =
a.s. O(an).
The theorem follows.
Next, we show that the process Z n(t) converges weakly to a suitable
process. To this end, for any t0, define a stochastic process M n(t) by
M n(t)=N n(t)&|
t
0
Y n(u) d2(u), (16)
where
N n(t)=n&12 [Nn(t)&nF*(t)] and Y n(t)=n
&12[Yn(t)&nH (t)].
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By (3.2.13) of Gill [11], we have
F n(t)&F(t)
1&F(t)
=|
t
0
1&F n(s&)
1&F(s)
dM n(s)
n&12 Yn(s)
.
Then,
Z n(t)=|
t
0
1&F n(s&)
1&F(s)
dM n(s)
Y n(s)
.
To show that Z n( } ) converges weakly to a mean zero Gaussian process
W( } ) in D[0, {] with W(0)=0 for some { satisfying {<{H and F({)<1,
it suffices to show that M n( } ) converges weakly to a Gaussian process
W1( } ) in D[0, {] such that W1(0)=0, E[W1(t)]=0, and its covariance
has the following structure
E[W1(s) W1(t)]=M(s, t), (17)
where M(s, t) is as defined in (3). By (16) and the continuous mapping
Theorem (see, e.g., Billingsley [3, p. 30], it suffices to show that (N n( } ), Y n( } ))
converges weakly to (B1( } ), B2( } )) for suitable Gaussian processes B1( } )
and B2( } ). This follows by establishing the following two premises: First,
that all finite-dimensional distributions of (N n( } ), Y n( } )) converge weakly
to the appropriate multi-dimensional normal distribution and, second, that
the processes are tight. The first premise is stated here as Proposition 2 and
its proof is given in the Appendix. The rest of this section revolves around
the justification of the second premise. As is explained subsequently, this
effort amounts to obtaining a suitable bound for the moment E[Y n(s)&
Y n(t)]4, for any s, t # [0, {]. The relevant result is stated here as Proposi-
tion 3 and its proof is given in the Appendix.
Proposition 2. For any integers k1, l1, and any s1 , ..., sl ,
t1 , ..., tk # [0, {], we have
(N n(t1), ..., N n(tk), Y n(s1), ..., Y n(sl)) w
D
(B1(t1), ..., B1(tk), B2(s1), ..., B2(sl)),
where B1( } ) and B2( } ) are two mean zero Gaussian processes with the
following covariance structures
E[B1(s) B1(t)]=M11(s, t), E[B1(s) B2(t)]=M12(s, t), (18)
and
E[B2(s) B2(t)]=M22(s, t), (19)
where M11( } , } ), M12( } , } ) and M22( } , } ) are defined in (4)(6), respectively.
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Proposition 3. The stochastic processes [N n(t); 0t{] and [Y n(t);
0t{] are tight.
Suppose temporarily that these propositions have been established and
we now proceed with the proof of Theorem 3 by the technique used in the
proof of Theorem 2 of Ying and Wei [34].
Proof of Theorem 3. By Propositions 2 and 3, (N n( } ), Y n( } )) w
D
(B1( } ), B2( } )) in D[0, {]. Let ,(N n , Y n)(t)=N n(t)& t0 Y n(u) d2(u). Then,
by the continuous mapping theorem (see Theorem 5.1 of Billingsley
[3, p. 30], we have
M n( } )=,(N n , Y n)( } ) w
D W1( } ) in D[0, {], (20)
where
W1(t)=,(B1 , B2)(t)=B1(t)&|
t
0
B2(u) d2(u).
A simple computation yields that E[W1(s) W1(t)]=M(s, t), which is (17). By
Theorem 1 and relation (20), it follows from Theorem 4.4 of Billingsley [3]
that
(F n( } ), Y n( } ), M n( } )) w
D
(F( } ), H ( } ), W1( } )) in D[0, {].
Therefore, by the SkorokhodDudleyWichura Theorem (see Shorack and
Wellner [26, p. 47], there exists a special construction (F n*( } ), Y n*( } ),
M n*( } )) such that it has the same distribution as (F n( } ), Y n( } ), M n( } )) and
it converges to (F( } ), H ( } ), W1*( } )) almost surely, where W 1*( } ) has the
same probability distribution as W1( } ). From this point on, a repetition of
the arguments in Ying and Wei [34] leads to
sup
0t{ } |
t
0
1&F n*(s&)
1&F(s)
dM n*(s)
Y n*(s)
&|
t
0
dW 1*(s)
H (s) } wwa.s. 0,
which implies that
sup
0t{ }Z n*(t)&|
t
0
dW1*(s)
H (s) } wwa.s. 0. (21)
Let W(t)=t0 H
&1(u) dW1(u). Then, a simple computation yields that the
covariance structure of W( } ) is E[W(s) W(t)]=_2(s, t) for any s, t # [0, {],
where _2(s, t) is defined in (2). Therefore, (21) gives that Z n( } ) converges
weakly to W( } ) in D[0, {], and the theorem is proved. K
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Proof of Theorem 4. To show that nV (t) is a consistent estimate of
_2(t, t), it suffices to show by Theorem 1 and Proposition 1 that, for any
u, v # [0, {], M n(u, v) is a consistent estimate of M(u, v). To this end, for
0 jn&l, let
Sj (l, u)=
1
- l
:
j+l
k= j+1 _$k I(Zku)&|
u
0
I(Zkz) d2(z)&
and
Mn(u, v)=
1
n&l+1
:
n&l
j=0
Sj (l, u) S j (l, v). (22)
Then, it follows from (8) and (15) that, for all 0 jn&l and u # [0, {],
|Sj (l, u)&S j (l, u)|
1
- l
:
j+l
k= j+1
|2 n(u 7 Zk)&2(u 7 Zk)| =
a.s. O(an - ln ).
(23)
We now show that Mn(u, v) converges to M(u, v) in L2 , and so does
M n(u, v). To this end, set
!k(u)=$k I(Zku)&|
u
0
I(Zkz) d2(z),
then !k(u) is bounded, E(!k(u))=0, and Sj (l, u)=(1- l)  j+lk= j+1 !k(u).
Therefore, by stationarity, we have
(n&l+1)2 var(Mn(u, v))
=var \ :
n&l
j=0
S j (l, u) Sj (l, v)+
=(n&l+1) var(S0(l, u) S0(l, v))
+2 :
n&l&1
i=0
:
n&l
j=i+1
cov(S i (l, u) Si (l, v), S j (l, u) Sj (l, v))
=(n&l+1) var(S0(l, u) S0(l, v))
+2 :
n&l
i=1
(n&l&i+1) cov(S0(l, u) S0(l, v), Si (l, u) Si (l, v))
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=(n&l+1) var(S0(l, u) S0(l, v))
+2 :
2l
i=1
(n&l&i+1) cov(S0(l, u) S0(l, v), Si (l, u) S i (l, v))
+2 :
n&l+1
i=2l+1
(n&l&i+1) cov(S0(l, u) S0(l, v), Si (l, u) Si (l, v))
#I1+I2+I3 . (24)
Now, Assumption A4 and Theorem 4.1 of Shao and Yu [25] imply that
E[S j (l, u)]4C for all j and u. This, in conjunction with the Cauchy
Schwarz’s inequality, leads to
I1+I2=O(n)+O(n ln)=O(n ln). (25)
To estimate I3 , the well-known Davydov inequality (see, e.g., Corollary A.2
in Hall and Heyde [15, p. 278]) is applied to obtain
|I3 |C :
n&l+1
i=2l+1
(n&l&i+1) :23(l)(E |S0(l, u) S0(l, v)|3)23=O(n2:23(l) ln).
(26)
Substituting (25) and (26) into (24), we have
var(Mn(u, v))=O(ln n)+O(:23(ln) ln)=o(1) (27)
by (9) and Assumption A4. It is easy to see that E[Mn(u, v)]  M(u, v).
This, therefore, together with (27), implies that Mn(u, v) converges to
M(u, v) in L2 . Observe from (7), (22), and (23) that
M n(u, v)&Mn(u, v)=
1
n&l+1 _ :
n&l
j=0
(S j (l, u)&S j (l, u))(S j (l, v)&Sj (l, v))
+ :
n&l
j=0
(S j (l, u)&Sj (l, u)) Sj (l, v)
+ :
n&l
j=0
(S j (l, v)&Sj (l, v)) Sj (l, u)&
=O(a2n ln)+
1
n&l+1 _ :
n&l
j=0
(S j (l, u)&Sj (l, u)) Sj (l, v)
+ :
n&l
j=0
(S j (l, v)&Sj (l, v)) S j (l, u)& .
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An application of the Cr -inequality together with an argument similar to
the proof of (27) concludes that
E[M n(u, v)&Mn(u, v)]2=O(a2n ln) _1+E \ 1n&l+1 :
n&l
j=0
|Sj (l, u)|+
2
&
=O(a2n ln)[1+O(lnn)+O(:
23(ln))+O(ln)]
=O(a2n l
2
n)=o(1)
by (9). This implies that M n(u, v) converges to M(u, v) in L2 . K
APPENDIX
To show Lemma 1, we need the concept of Lr-mixingale (r1), due to
Andrews [1]: The sequence [Xn ; Fn] is said to be Lr-mixingale, if there
exist two sequences of nonnegative constants [cn ; n1] and [m ; m0]
such that, m a 0 as m   and for all n1 and m0, we have
(a) &E(Xn | Fn&m)&rcn m
and
(b) &Xn&E(Xn | Fn+m)&rcn m+1 .
Proof of Lemma 1. Set Fki (X)=_(X j ; i jk) and Fi=F
i
1(X),
if i1, and [0, ,], otherwise. Then, E |E(Xn | Fn&m)|=0 for mn
and E |E(Xn | Fn&m)|=E(’n&m Xn) for 0mn&1, where ’n&m=
sgn(E(Xn | Fn&m)). Clearly, ’n&m is Fn&m1 (X)-measurable and Xn is
Fn (X)-measurable. Therefore, it follows by Theorem 17.2.1 of Ibragimov
and Linnik [16, p. 306] that
&E(Xn | Fn&m)&14C:(m).
Hence, [Xn , Fn] is an L1-mixingale with m=:(m) and cn=4C. An
application of Theorem 1 of Andrews [1] concludes the proof of the
lemma. K
Proof of Lemma 2. We use the same technique as that used in the proof
of Lemma 1 of Cai [5]. For any sets A # Fk1(X, Y)=_(Xj , Yj ; 1 jk) and
B # Fn+k(X, Y)=_(Xj , Yj ; jk+n), we have
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|P(A & B)&P(A) P(B)|=|E[E[I(A) I(B) | Fk1(X, Y)]]&EI(A) EI(B)|
=|E[I(A)[E(I(B) | Fk1(X, Y))&EI(B)]]|
E |E[I(B) | Fk1(X, Y)]&EI(B)|
=E |E[E[I(B) | Fk1(X)] | F
k
1(X, Y)]&EI(B)|.
Therefore,
|P(A & B)&P(A) P(B)|E |E[I(B) | Fk1(X)]&EI(B)|.
Because [Xj] are independent of [Yj], we then have
E[I(B) | Fk1(X)]=E[,(Xj ; jk+n) | X1 , ..., Xk],
where
,(Xj ; jk+n)=E[I(B) | Xj ; jk+n].
Let
’=sgn[E[I(B) | Fk1(X)]&EI(B)]
=sgn[E[,(Xj ; jk+n) | Fk1(X)]&EI(B)],
then ’ is measurable w.r.t. Fk1(X) and |’|1 because of |,|1. Therefore, by
Theorem 17.2.1 of Ibragimov and Linnik [16, p. 306] and the fact that
,(Xj ; jk+n) is measurable w.r.t. Fk+n(X), one has
|P(A & B)&P(A) P(B)|cov[’, ,(Xj ; jk+n)]4:1(n).
Similarly,
|P(A & B)&P(A) P(B)|4:2(n),
so that
|P(A & B)&P(A) P(B)|4:(n).
This completes the proof of the lemma. K
Proof of Proposition 1. By Lemma 2, one has that [(Tj , Yj); j1] is an
:-mixing sequence. It follows from Lemma 1 that, for any t>0,
Y n(t) w
p H (t) and N n(t) w
p F
*
(t). (28)
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By employing the same arguments as those used in the proof of the Glivenko
Cantelli Theorem (see, e.g., Tucker [29, pp. 127128]), we then have
sup
0t{H
|Y n(t)&H (t)| w
p
0, (29)
which is what the first relation in (11) asserts. Similar to (29), the second rela-
tion in (11) holds from the second relation in (28). This completes the proof
of part (i). By employing Theorem 2.3 of Cai and Roussas [7], an argument
similar to that used in the proof of part (i) concludes the proof of part (ii). K
Proof of Proposition 2. Without loss of generality, it suffices to show that
(N n(t1), N n(t2), Y n(s1), Y n(s2)) w
D
(B1(t1), B1(t2), B2(s1), B2(s2))
for any s1 , s2 , t1 , t2 # [0, {]. By the Crame rWold device, it suffices to show
that, for any a1 , a2 , b1 , b2 # R,
a1N n(t1)+a2N n(t2)+b1Y n(s1)+b2Y n(s2)=
1
- n
:
n
j=1
!j w
D N(0, a$ 7a),
where a=(a1 , a2 , b1 , b2)$,
!j =a1I(Tjt1 7Yj)+a2I(Tjt2 7 Yj)
+b1I(Tj 7 Yjs1)+b2I(Tj 7Yjs2)
&[a1F*(t1)+a2F*(t2)+b1 H (s1)+b2H (s2)],
and
7=\
M11(t1 , t1)
M11(t2 , t1)
M12(s1 , t1)
M12(s2 , t1)
M11(t1 , t2)
M22(t2 , t2)
M12(s1 , t2)
M12(s2 , t2)
M12(t1 , s1)
M12(t2 , s1)
M22(s1 , s1)
M22(s2 , s1)
M12(t1 , s1)
M12(t2 , s2)
M22(s1 , s2)
M22(s2 , s2)+ ,
with the functions M11( } , } ), M12( } , } ), and M22( } , } ) defined in (4)(6), respec-
tively. For fixed s1 , s2 , t1 , and t2 , it is easy to see from Lemma 2 that [!j] is
a mean zero :-mixing sequence. It follows from Theorem 18.5.4 of Ibragimov
and Linnik [16] that
1
- n
:
n
j=1
!j w
D N(0, a$7a).
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Hence, there exist two mean zero Gaussian processes B1( } ) and B2( } ) with
covariance structures as specified in (18) and (19), B1(0)=0, and B2(0)=0,
such that
(N n(t1), N n(t2), Y n(s1), Y n(s2)) w
D
(B1(t1), B1(t2), B2(s1), B2(s2)).
This completes the proof of the proposition. K
Proof of Proposition 3. For any s<t, let !( j)=I(sZj<t)&
E[I(sZj<t)], clearly, E[!( j)]=0 and, for any r2, E |!( j)| r{0 ,
where {0=H(t)&H(s). Then, an application of Theorem 4.1 of Shao and
Yu [25] with p=4, v=3, and r=12(&&3)+4, where & is given in
Assumption A4, leads, for any 0<=<1, there being a constant C>0
independent of n such that
E \ :
n
j=1
!( j)+
4
C[n1+={4r0 +n
2{430 ],
which implies that
E[Y n(t)&Y n(s)]4C[n=&1[H(t)&H(s)]4r+[H(t)&H(s)]43].
From this point on, a repetition of the arguments in Yu [35, pp. 363364]
leads to the following inequality. For any =>0 and ’>0, there is a $>0
such that, for all sufficiently large n,
P[sup |Y n(t)&Y n(s)|4=; sts+$]’$. (30)
However, the inequality (34) ensures the tightness of the process [Y n(t);
0t{] by (15.22) and Theorem 15.6 of Billingsley [3, pp. 128129]. By
the same token, the process [N n(t); t # [0, {]] is also tight. This concludes
the proposition. K
ACKNOWLEDGMENT
The author is indebted to the editor, an associate editor and one referee for their constructive
suggestions and comments which helped to improve an earlier version of this article.
REFERENCES
1. D. W. K. Andrews, Laws of large numbers for dependent nonidentically distributed random
variables, Econ. Theory 4 (1988), 458467.
2. B. Auestad and D. Tjo% stheim, Identification of nonlinear time series: First order characteriza-
tion and order determination, Biometrika 77 (1990), 669687.
316 ZONGWU CAI
3. P. Billingsley, ‘‘Convergence of Probability Measures,’’ Wiley, New York, 1968.
4. N. Breslow and J. Crowley, A large sample study of the life table and product limit
estimators under random censorship, Ann. Statist. 2 (1974), 437453.
5. Z. Cai, Asymptotic properties of KaplanMeier estimator for censored dependent data,
Statist. Probab. Lett. 37 (1998), 381389.
6. J. Cai and R. L. Prentice, Estimating equations for hazard ratio parameters based on
correlated failure time data, Biometrika 82 (1995), 151164.
7. Z. Cai and G. G. Roussas, Uniform strong estimation under :-mixing, with rates, Statist.
Probab. Lett. 15 (1992), 4755.
8. Z. Cai and G. G. Roussas, KaplanMeier estimator under association, J. Multivariate
Anal. 67 (1998), 318348.
9. R. Chen and R. Tsay, Functional coefficient autoregressive models, J. Amer. Statist. Assoc.
88 (1993), 298308.
10. R. D. Cox and D. Oakes, ‘‘Analysis of Survival Data,’’ Chapman and Hall, London, 1984.
11. R. D. Gill, ‘‘Censoring and Stochastic Integrals,’’ Mathematical Centre Tracts, Vol. 124,
Mathematisch Centrum, Amsterdam, 1980.
12. R. D. Gill, Testing with replacement and the product limit estimator, Ann. Statist. 9
(1981), 853860.
13. R. D. Gill, Large sample behavior of the product limit estimator on the whole line, Ann.
Statist. 11 (1983), 4956.
14. V. V. Gorodetskii, On the strong mixing property for linear sequences, Theory Probab.
Appl. 22 (1977), 411413.
15. P. Hall and C. C. Heyde, ‘‘Martingale Limit Theory and Its Applications,’’ Academic
Press, New York, 1980.
16. I. A. Ibragimov and Yu. V. Linnik, ‘‘Independent and Stationary Sequences of Random
Variables,’’ WaltersNoordhoff, Amsterdam, 1971.
17. S. Kang and K. J. Koehler, Modification of the Greenwood formula for correlated
response times, Biometrics 53 (1997), 885899.
18. E. L. Kaplan and P. Meier, Nonparametric estimation from incomplete observations,
J. Amer. Statist. Assoc. 53 (1958), 457481.
19. K. J. Koehler, An analysis of temperature effects on bean leaf egg hatch times, in ‘‘Proceedings
of the 1994 KSU Conference on Applied Statistics in Agriculture,’’ Vol. 6, pp. 215229,
Kansas State Univ. Press, 1995.
20. K. J. Koehler and J. Symanowski, Constructing multivariate distributions with specific
marginal distributions, J. Multivariate Anal. 55 (1995), 261282.
21. N. N. Leonenko and L. M. Sakhno, On the KaplanMeier estimator of long-range
dependent sequences, unpublished manuscript, 2000.
22. E. Masry and D. Tjo% stheim, Nonparametric estimation and identification of nonlinear
ARCH time series: Strong convergence and asymptotic normality, Econ. Theory 11
(1995), 258289.
23. E. Masry and D. Tjo% stheim, Additive nonlinear ARX time series and projection estimates,
Econ. Theory 13 (1997), 214252.
24. A. V. Peterson, Expressing the KaplanMeier estimator as a function of empirical subsur-
vival functions, J. Amer. Statist. Assoc. 72 (1977), 854858.
25. Q.-M. Shao and H. Yu, Weak convergence for weighted empirical processes of dependent
sequences, Ann. Probab. 24 (1996), 20982127.
26. G. R. Shorack and J. A. Wellner, ‘‘Empirical Processes with Applications to Statistics,’’
Wiley, New York, 1986.
27. R. H. Shumway, A. S. Azari, and P. Johnson, Estimating mean concentrations under
transformation for environmental data with detection limits, Technometrics 31 (1988),
347356.
317TIME SERIES DISTRIBUTION FUNCTION
28. W. Stute and J. L. Wang, A strong law under random censorship, Ann. Statist. 21 (1993),
15911607.
29. H. Tucker, ‘‘A Graduate Course in Probability,’’ Academic Press, New York, 1967.
30. J. Voelkel and J. Crowley, Nonparametric inference for a class of semi-Markov process
with censored observation, Ann. Statist. 12 (1984), 142160.
31. J. G. Wang, A note on the uniform consistency of the KaplanMeier estimator, Ann.
Statist. 15 (1987), 13131316.
32. L. J. Wei, D. Y. Lin, and L. Weissfeld, Regression analysis of multivariate incomplete
failure times data by modeling marginal distributions, J. Amer. Statist. Assoc. 84 (1989),
10641072.
33. C. S. Withers, Conditions for linear processes to be strong mixing, Z. Wahrsch. verw.
Gebiete 57 (1981), 477480.
34. Z. Ying and L. J. Wei, The KaplanMeier estimate for dependent failure time observations,
J. Multivariate Anal. 50 (1994), 1729.
35. H. Yu, A GlivenkoCantelli Lemma and weak convergence for empirical processes of
associated sequences, Probab. Theory Related Fields 95 (1993), 357370.
318 ZONGWU CAI
