Abstract-Physical activity is strongly linked with mental and physical health in the elderly population and accurate monitoring of activities of daily living (ADLs) can help improve quality of life and well-being. This study presents and validates an inertial sensors-based physical activity classification system developed with older adults as the target population. The dataset was collected in free-living conditions without placing constraints on the way and order of performing ADLs. Four sensor locations (chest, lower back, wrist, and thigh) were explored to obtain the optimal number and combination of sensors by finding the best tradeoff between the system's performance and wearability. Several feature selection techniques were implemented on the feature set obtained from acceleration and angular velocity signals to classify four major ADLs (sitting, standing, walking, and lying). A support vector machine was used for the classification of the ADLs. The findings show the potential of different solutions (single sensor or multisensor) to correctly classify the ADLs of older people in free-living conditions. Considering a minimal set-up of a single sensor, the sensor worn at the L5 achieved the best performance. A two-sensor solution (L5 + thigh) achieved a better performance with respect to a single-sensor solution. By contrast, considering more than two sensors did not provide further improvements. Finally, we evaluated the computational cost of different solutions and it was shown that a feature selection step can reduce the computational cost of the system and increase the system performance in most cases. This can be helpful for real-time applications.
I. INTRODUCTION
P HYSICAL activity has a strong influence on physical and mental health. Physical inactivity in older adults (above 65 years) is associated with a higher risk of falling, mobility disorders, low muscle strength and loss of independence [1] . An active lifestyle can minimize the development of many disabling conditions and chronic diseases [2] and can help to achieve healthy ageing and well-being. A report by the World Health Organization (WHO) shows that physically active older adults possess a higher level of muscular fitness and functional health, a lower risk of falling and better cognitive function [3] . WHO recommends older people to perform moderate-to-intense physical activity for at least 30 minutes, five times per week in bouts no shorter than 10 minutes to achieve health benefits [3] . Hence, profiling activities of daily living (ADLs) over an extended time period can provide better knowledge about active and sedentary periods in order to improve quality of life.
Monitoring ADLs has achieved major advancements in recent years due to the technological progressions in wearable devices in terms of processing power, battery life, miniaturization, and cost effectiveness. A substantial amount of work has been done during the past years to classify the ADLs using inertial sensors (accelerometers and, in some cases, gyroscopes) [4] - [16] . However, most of the existing systems are developed and validated on datasets acquired from young adults [4] , [7] , [8] , [10] , [12] , [13] , [15] - [20] and few systems have included older adults in their development process [6] , [11] , [21] - [23] . Rosario et al. [11] trained the PAC system on younger adults and tested it on the older adults in the laboratory based conditions. Their findings showed that the performance of the system decreased significantly when trained on younger adults and tested on older adults as compared to system's performance when trained and tested on older adults. From this, we can infer that younger adults based trained system are not able to effectively classify the ADLs. Furthermore, the scope of the physical activity classification (PAC) systems developed in the literatures is often limited to laboratory-based environments and very little is known about the validity of such systems in free-living conditions [24] . The ADLs performed in controlled laboratory environments are supervised and predefined while, in real-life conditions, ADLs are of course performed in an unsupervised and more natural way.
Our earlier work [25] focused on this issue by highlighting the gaps and limitations imposed by free living conditions on existing PAC systems which have been developed in laboratory-based environments. To provide an unbiased and fair comparison we worked to have full control over the nature of the dataset (set of ADLs, studied population), sampling frequency, window size and cross validation procedure. Our findings suggested that the performance of laboratory-based systems is degraded when exposed to real-life conditions, emphasizing the need to design and develop PAC systems that are natively fed by real-life data [25] .
Therefore, the current study is in continuity with earlier works to propose a PAC system that can classify the ADLs of older adults in free-living conditions. The main objectives of this work are as follows.
1) To develop an inertial sensors-based PAC system trained and tested in free-living conditions for elderly people; 2) To analyze the impact of feature selection on system performance (F-measure and computational complexity); 3) To analyze multi-sensor versus single-sensor solutions, in order to highlight the optimal number of sensors that can achieve an acceptable level of performance. The rest of the article is organized as follows. Section II describes the dataset and processing steps used for the development of the PAC system. In Section III, results are presented with a detailed discussion on the findings. Finally, Section IV concludes the study.
II. MATERIALS AND METHODS

A. Data Collection in Free Living Conditions
The dataset used in this study is a subset of a larger dataset collected by the Department of Neuromedicine and Movement Science, Faculty of Medicine and Health Sciences at the Norwegian University of Science and Technology (NTNU) under the ADAPT project (A Personalized Fall Risk Assessment System for promoting independent living). The ADAPT dataset was collected in free-living conditions, where the subjects were free to perform ADLs in an unsupervised way. The ways of performing activities were natural and unstructured. A total of 20 older adults (76.4 ± 5.6 years) participated in the protocol, performing a variety of ADLs. The subjects were instrumented in the lab and then they went home afterwards to perform the ADLs in free-living conditions. Performing the free-living protocol at home environment obtains more natural pattern and distributions of ADLs. Subjects were instructed to do their usual ADLs in a natural way, but in addition include defined activities as a part of free-living protocol (see Table A1 ) without any instruction or supervision on how to perform them. Therefore, they could choose whether to perform these tasks (Table A1) or not and chose how and when they wished to perform the activities. Predetermined categories of ADLs were; sitting (48.1%), standing (22.2%), walking (14.2%), transitions (5.1%), shuffling (4.7%), leaning (2.32%), lying (1.3%), ascending stairs (0.87%), descending stairs (0.65), picking (0.56%), kneeling (0.02). The values inside the parenthesis shows the percentage distribution of the respected ADL in the dataset. The total length of recording were 28.7 hours for the 20 subjects [26] . Data from the wrist sensor was missing for four subjects due to technical issues during recording, and these subjects were excluded from analysis. Consequently, the analyses have been performed on the remaining 16 subjects. The ADLs analyzed in this particular study were; sitting, standing, walking and lying, and the detailed summary of these ADLs is provided in Table I . Various parameters were computed i.e., quantity (how many times a single ADL occurred in all subjects), mean (average duration of each ADL in sec), STD (standard deviation of each ADL in sec), min (minimum bout duration of each ADL in sec) and max (maximum bout duration of each ADL in sec). The mean length of the analyzed data was 1.5 hours per subject. A total of nine inertial sensors were part of the ADAPT project [26] and a subset of these sensors were used in our analysis: chest (C), wrist (W), lower back (L5), and thigh (T) as shown in Fig. 1 . The detailed description of the sensors used for data analysis is presented in Table II . The synchronization between the sensors and the camera unit (GoPro worn on the chest, pointing downwards) was accomplished by performing a series of static and dynamic movements of the sensors in view of the camera unit, before attaching the sensors to the subjects. These movements were evident in the root-sum-of-squares of acceleration signal and in the video recording. By associating these movements, the synchronization between the camera and sensors was achieved. The wrist sensor from Shimmer was down sampled [26] to 100 Hz to keep the same frequency for all sensing units. The detailed description of the ADAPT dataset is presented in the study protocol by Bourke et al. [26] .
B. Ground Truth for ADLs
The ground truth information was captured using the video recordings of GoPro camera unit (Fig. 1) . The original sampling frequency (25 Hz) of the camera was up-sampled to 100 Hz to maintain the uniformity in the sampling frequencies of all sensors. Furthermore, a majority voting scheme was implemented to assign the window labels, i.e., if a window of 5 s (500 samples) contains 400 samples of standing and 100 samples of walking then the assigned label to this window would be standing [11] . The video recordings were annotated by five raters, which were instructed about the marking procedures and activity definitions. The overall agreement of video labelling assessed with Cohen's kappa was 90.05%. The inter-rater reliability statistics are provided in Table A2 .
It should be noted that there were spurious bouts in the labelled data. For instance, the minimum duration of a walking bout was 0.28 s (see Table I ). Such short bouts are not clinically relevant. However, the impact of these short bouts in the final labelling was limited since they provided only small percentages in the majority voting i.e., a bout of 0.28 s would correspond to less than 6% of a window of 5 seconds.
C. Features
Several features were extracted from acceleration and angular velocity (Table III) which are described in detail in the following subsections. Each of the features listed in Table III were computed across a time window of N samples (N = 500, i.e., 5 s of data) with a 50% overlap. The letters x, y, and z in Table III represent the mediolateral, anteroposterior, and vertical axes, respectively. However, it is important to note that the sensor frame is moving, so the axes of the sensors are approximately aligned with this body-centric axes.
1) Features Extracted From Acceleration:
The mean, variance, and correlation between axes were computed from the raw acceleration (Table III; features # 1-9). The gravitational acceleration (GA) components were obtained by low-pass filtering the signal with a third-order low-pass elliptic filter of infinite impulse response with a cutoff frequency at 0.25 Hz [27] . The mean of all three GA components [8] were used as separate features. The GA component was also used to compute the tilt angle [5] , [27] from the expression below:
where z represents the gravitational component along the vertical axis computed by taking the mean of N samples, resulting into a single value for the tilt angle obtained from each window of N samples.
The bodily motion components of acceleration (BA) were extracted by subtracting the raw acceleration from the GA component. The BA components were used to extract the signal magnitude area (SMA) [27] , [28] , energy [7] , and the magnitude vector (MV) [9] from the expressions (2)-(4) and in Table III (features # 10-20):
where the energy of the signal was computed by the sum of the time series samples squared.
where x,y, z in (2)- (4) are from BA components. The mean, variance, and energy were then computed from the MV. Note: The sqrt is monotonic and do not add any extra information. Thus, MV was computed without sqrt operation to reduce the computational time.
The jerk signal was derived by low-pass filtering the raw acceleration (4th order Butterworth infinite impulse response low-pass filter with a cutoff frequency at 20 Hz) and then taking the first derivative of acceleration. Features extracted from the jerk signal include the mean, variance, correlation between the axes, energy, and SMA (Table III; features # 21-33). Furthermore, the mean, variance, and energy were also computed (Table III: features #: 34-36) from the MV (4) of the jerk signal from acceleration.
2) Features Extracted From Angular Velocity: The mean, variance, correlation between axes, SMA, and energy (Table III; features # 37-49) were extracted from angular velocity and jerk signal of angular velocity (Table III; features # 53-65). The mean, variance, and energy of the MV from angular velocity (Table III; features # 50-52) and MV from the jerk signal (Table III, features #: 66-68) were also derived. The jerk signal was obtained by low-pass filtering (4th order Butterworth lowpass filter with a cutoff frequency at 20 Hz) the angular velocity and then taking its second derivative.
3) Features Extracted From the Sensor Combinations:
Apart from features extracted from signals of a specific sensor, there are features derived from sensor combinations (i.e., acceleration attenuation constant and correlation across each sensor combination). Both of these features were computed by filtering the raw acceleration with 4th order Butterworth lowpass filter with a cutoff frequency at 20 Hz [29] . The ability to attenuate the acceleration from the lower body segments (i) to the upper body segments (j) was described by the acceleration attenuation constant [29] :
Therefore, a total of 6 sensor combinations (
were formed from the four sensor locations (T, W, C and L5) resulting in 18 features (6 × 3). The correlation between each sensor combination was also analyzed resulting in 36 features (18 from acceleration, 18 from 18 from angular velocity) obtained from 6 sensor combinations
. These features were considered only if a combination of sensors (see Table III ) was available in the chosen sensor solution. For example, if the performance of the single sensor on L5 was analyzed then none of the across sensor features were considered. Then, if the performance of a sensor combination is being analyzed (e.g., thigh and L5), then 3 features are obtained from attenuation constant and 6 features from correlation (3 form acceleration, 3 from angular velocity) resulting into 9 additional features (Table III; features # 69-77). Therefore, the total number of features in a sensor combination will be 145 (i.e., 68 features from the thigh sensor, 68 features from L5 sensor, 3 features from attenuation constant C T L , and 6 features from correlation ρ T C ). Similar comparisons were done for other multi-sensor solutions (231 features from three sensors, 326 features from four sensors).
D. Class Distribution in the Dataset
The dataset [26] originally contains eleven ADLs. We considered only four ADLs (standing, walking, sitting, and lying) for analysis. The choice behind the selection of 4 classes is motivated by the fact that these are the most commonly performed activities in the elderly population and to keep consistency with our previous work [25] . The pie chart in Fig. 2 shows the percentage distribution of the four ADLs of the 16 subjects. The values inside the legend show the number of instances belonging to each class (an individual instance corresponds to 5 s or 500 samples of data).
E. Feature Selection
The selection of a subset of features is an important step as the feature vector may contain redundant features. This procedure not only reduces the computational complexity of the system but also reduces the feature extraction time and classification time of the machine learning algorithm. Therefore, in order to eliminate redundant and irrelevant features, we implemented and compared the following feature selection methods: correlation-based feature selection (CFS), fast correlation based filter (FCBF), and ReliefF.
In CFS, correlation between features and class labels are computed along with inter-correlation between features to find the redundancy between them. The final feature subset consists of features exhibiting high correlation with the classes and very low intercorrelation between features. A feature subset is determined by computing linear correlation [30] .
The FCBF method computes the predominant correlation among features and classes, and selects predominant features by eliminating redundant features. Predominant correlation uses the concept of symmetrical uncertainty to select the feature subset. This method effectively handles the feature redundancy resulting in fast selection of a small subset of features [31] .
The third method used for feature selection is ReliefF [32] . This algorithm statistically assigns weights to each feature by estimating its relevance in terms of how well it can differentiate the data points of same and different classes. The features with higher weights are more important than others. Since this method only ranks the features according to their weights and does not select a subset of features, a user-defined threshold is necessary to produce the final subset. The threshold in our case was calculated by averaging all of the positive weights in the feature-ranked list and selecting only the features with weights equal to or higher than the average threshold value [14] .
F. Classification and Cross Validation
A support vector machine (SVM) classifier was implemented to analyze the performance of the PAC system using the Lib-SVM library with RBF kernel [33] . To overcome any bias in the training process, the leave-one-subject-out cross validation procedure was used to split the training and testing datasets. In this way, features from all but one subject were used in the training process while the remaining subject was tested. This process was repeated until all subjects had been tested. The effect of class imbalance was compensated by using the weighted SVM. The classifier weighting was implemented using the process described by Huang et al. [34] by setting the weights of the different classes to the inverse ratio of the training classes sizes. In this way, the class with largest samples size will have the lowest weight and the class with lowest data samples will have the highest weight. The weights were calculated using the training samples and the calculation was repeated for each fold. The training and testing samples were normalized using the z-score normalization process. The z-score parameters (mean, standard deviation) obtained from the normalization of the training data were used to normalize the testing data. The z-score normalization was followed by the feature selection process where the feature selection techniques were implemented only using the training data. This process was repeated across all the iterations (folds) of the cross-validation procedure.
The accuracy measure is not the best metric to evaluate the performance in our dataset because of the unbalanced class sizes. Thus, F-measure was analyzed and is interchangeably used with the term "performance" throughout the remainder of this paper. The expressions to compute the performance metrics are described in Appendix B.
The standard error (SE) is also computed for F-measure and accuracy across each sensor combination as shown in (6) . where SD is the standard deviation across 16 folds (i.e., the total number of subjects analyzed).
G. Single-Sensor vs Multi-Sensor Solution
One of the objectives of this study was to identify the optimal number of sensors by analyzing the performance of all possible sensors combinations. Therefore, performance of 15 sensor combinations listed in Table IV were analyzed and compared.
H. Computational Complexity Analysis
Computational complexity was also evaluated consisting of two measures; 1) feature extraction time -the total time required to extract (compute or calculate) the features; and, 2) classifier testing time -the total time it takes to test the classifier. This process was completed for both categories: the whole feature set (without feature selection) and the subsets obtained from all feature selection approaches. Our earlier work [25] reported the total classification time by computing the classifier training time and testing time. However, the current work presents only the classifier testing time (excluding the classifier training time) as this can give a better idea of how much time is needed by the system to classify an instance in real-life conditions. All feature selection methods were implemented in MATLAB (Release 2014b, The Math Works, Inc., Natick, MA, USA) using the feature selection repository [35] . The SVM classifier was implemented using the LibSVM library [33] for MAT-LAB. The analysis was performed on a Dell laptop (Model # M3800, Intel Core i7-4712HQ, CPU @2.30Gz, 16GB RAM, 64-bit operating system).
III. RESULTS AND DISCUSSION
A. Performance Analysis of Single-Sensor vs Multi Sensor Solution Using All Features
The results obtained from the performance analysis of all 15 sensor combinations are presented in Table B1 for the F-measure and for accuracy. The F-measure for all single-sensor solutions and the best multi-sensor solutions (with 2, 3, and 4 sensors) are presented in Fig. 3 .
For every sensing solution, each of the four columns in Fig. 3 presents the respective performance measure obtained from a given feature selection approach (i.e., column 1: All features without using any feature selection method, column 2: using CFS, column 3: using FCBF, column 4: using ReliefF) and the values above each column show the associated standard error, as computed in (6) .
Among all single-sensor solutions, the best performance was accomplished by the sensor at the lower back (L5), with an Fmeasure of above 80% using the subset selected by CFS (Fig. 3) . Sensors at the chest and the thigh also performed considerably well (above 75%) as compared to the sensor on the wrist, which performed worst among all single-sensors with performance below 60%.
Comparing the best solutions in Fig. 3 , we observed a noticeable improvement in the performance of 7.3% from single sensor solution (L5) to two-sensor solution (T+L5). Furthermore, improvement in the performance is almost negligible by increasing number of sensors from two to four. These results are relevant as this suggests that a plateau is reached at a two-sensor solution, beyond which the performance cannot be improved further even by increasing the number of sensors.
B. Comparison With State-of-the-Art Systems
The performance of three representative systems for PAC tested in our earlier work [25] is also presented in Fig. 3 (solid lines) to provide a direct comparison with the newly proposed system. All the three systems by Bao et al. [17] , Cleland et al. [7] and Leutheuser et al. [8] were implemented using the same dataset, type of ADLs, windowing approach, and cross validation procedure. The performances (F-measure, Fig. 3 The performance of our single-sensor based solution at L5 was better (increase of 2.4%) than the system by Bao et al. Furthermore, its performance is also comparable with the systems by Cleland and Leutheuseur with a slight decrease (less than 2%) in the performance. Therefore, these findings show the potential of using our single-sensor-based solution in real-life conditions instead of such multi-sensor solution. Additionally, the performance of our two-sensor system (T+L5) was much better than the state of art systems and still uses less number of sensors than these systems (3 or more).
C. Effect of Feature Selection on System Performance
Three feature selection methods were implemented on the whole feature set and the respective performances obtained from each method have been shown in Fig. 3 . The number of features obtained through all single sensor based systems and from the best (in terms of performance) multi-sensor based systems are presented in Table V . These results were computed across 16 folds and the corresponding mean and standard deviation reported for each of the seven systems. The highlighted text in Table V corresponds to the best feature selection method. The type of features selected by the best feature selection method are listed in Appendix (Table B2) . The performance of the single-sensor systems using L5 or chest increased using the CFS method as compared to the performance obtained without using feature selection. This improvement was larger (7.4%) in chest based PAC system and smaller (1%) in L5 based PAC system. For wrist and thigh based singlesensor systems, the feature subset of ReliefF performed better than other feature selection approaches but the performance was much lower than the one obtained using all feature set.
On the contrary, the performance using FCBF was the poorest within this dataset using single-sensor solutions. This might be due to the fact that FCBF is an aggressive method of selecting features and selected less features (Table V) as compared to other methods and resulted in losing important features. These findings are in line with the work in [36] , where the subset of features chosen by FCBF was smaller than the subset chosen by CFS using single-sensor based system. For multi-sensors based systems, the feature subset selected by ReliefF performed better than the whole feature set (without feature selection) for two out of three systems (Fig. 3) . The improvement in the performance was between 2-3%. The performances of all three feature selection approaches were quite close to each other in multi-sensors based systems (Fig. 3) . It is worth noting that there is not a single feature selection method that performed better, both for single-sensor based solutions and multi-sensor solutions.
In addition to the improvement in performance, a substantial decrease in the number of features (above 70%) was observed in both systems i.e., single-sensor and multi-sensor. Reduction in the feature set is quite important since it is directly related to the computational complexity of the system.
In this study, we focused on filter-based methods to select the feature subset by looking at the general characteristics of the data, without involving a specific classifier. In this way, the selected feature subset will be more generalized and can be used to compute and analyze the performance of different classifiers. It is possible that other features selection approaches (wrapper methods, embedded methods) may lead to different results. However, these approaches involve a specific classifier to find the feature subset, which may not be useful to compute the performances of other classifiers. 
D. Computational Complexity of the System
Computational complexity of the best single-sensor solution was analyzed for a subject (all window instances) and a single window instance (consisting of 5 s or 500 samples) of the same subject. The subject was chosen in such a way that it contained enough instances of each class (standing: 449 instances; walking: 237 instances; sitting: 1001 instances; lying: 54 instances; resulting into 1741 instances). Computational costs obtained from a single window instance and from all 1741 instances are shown in Figs. 4 and 5 respectively. Such computational costs were estimated as the mean and standard deviation of 10 runs in order to account for computer performance variability.
As expected, the feature extraction (computation) time for single window instance (Fig. 4(a) ) was low in the selected feature subsets compared to the time taken to compute the whole feature set.
The total number of features for the L5 sensor for the chosen subject are: 68 (no feature selection), 19 (CFS subset), 6 (FCBF subset) and 23 (ReliefF subset). Among the three feature selection methods, the feature subset selected by FCBF took shorter time to extract (compute), a possible reason being the smaller subset of features chosen by FCBF than the other two subsets. Moreover, the feature extraction time taken by the subset of CFS was smaller than the time taken by the subset of ReliefF. The reason behind this behavior is the lower number of features selected by CFS as compared to ReliefF.
The analysis of classifier testing time shows that the feature selection approaches have improved the time consumption by taking less time to classify the single instance with respect to the whole feature set (Fig. 4(b) , Table B3 ). Among the three feature subsets, the feature subset of FCBF took less time to classify the instance than the feature subsets of CFS and ReliefF. These results are also coherent showing that larger subset of features takes more time to classify the data instance as compared to the subset with small number of features.
The time taken by the PAC system in real-life conditions is the sum of the feature extraction time and the classifier testing time. Therefore, feature selection can play an important role in reducing the time required to classify any window instance. The overall behavior of computational complexity analysis of a single subject (Fig. 5, Table B4 ) was quite similar to the one obtained from single window instance. Also in this case feature selection reduces the computational cost of the system. The single subject analysis gives a broader picture of computational complexity which can be helpful in building a personalized (subjectdependent) PAC system for older adults in real-life conditions.
E. Single-Sensor vs Multi-Sensor Solution, What to Choose?
There is no a priori definite rule to select a single sensor or multi-sensor solution as it depends on many factors. For instance, the aim of a certain PAC system might not be to achieve an acceptable level of performance for all classes (ADLs) but to obtain high performances for certain ADLs at the expense of others. However, it is important to note that selection of sensor solutions not only depends on the ADLs of interest but also on the environmental conditions. In applications intended for home environments or monitoring of outdoor activities, wearability (in terms of comfort and number of sensors) and battery life can play a different role and raise different concerns than in clinical and laboratory-based settings.
To get more insight, let us consider, as an example, the performances obtained by three sensing solutions: a) chest, b) L5, c) thigh and L5. The respective confusion matrices are presented in Table VI along-with F-measure for each case. In the first solution, a sensor at the chest successfully classified walking and sitting but did not performed well in classifying standing and lying (Fig. 6) . The true positives of lying class are quite high but the large number of false positives (432) has reduced the performance. Still, if we are interested in improving the classification of the standing and sitting class, the single-sensor CHEST ( system using L5 is the appropriate choice with an additional improvement in the overall performance (80.8%). Furthermore, the overall performance and the performance of certain classes can be improved by adapting a multi-sensor based solution, i.e., combining the thigh and L5 sensors with performance of 87.2% and a significant improvement in the performance of walking, sitting and standing class (Fig. 6 ).
The performance of lying was not good both for the singlesensor based system and the two-sensor based system, suggesting that the number of samples in the lying class are probably too small for an effective learning by the classifier (even though a weighted version was implemented). Further improvements could be made by combining the classifier with simple algorithms specific to the lying class. For example, to avoid misclassifications between the lying and the sitting classes, simple algorithms using the chest or L5 sensor and a threshold on the tilt angle could further improve performance. These findings have shown the potential of using various modalities (singlesensor or multi-sensor based solutions) to classify the ADLs of elderly people in free-living conditions. Certainly, there is not a one-fits-all solution that offers a global optimum, regardless specific objectives. Considering the comfort level of the user, sensor at the L5 is the best option to achieve the highest performance among all single-sensor solutions. Moreover, a multi-sensor PAC system may be the desired option to obtain better overall performance as well as performance by class, while compromising the comfort level of user as well as the computational cost of the system.
It must be noted that the obtained results depend on the available data that is used for training the classifiers and the ADLs chosen. The dataset analyzed in this study was collected in free-living conditions. Participants were unsupervised and able to perform their tasks freely thus resulting in unbalanced data samples of ADLs, where certain ADLs (lying) were less frequent than others (sitting, standing). This unbalanced class distribution also creates classification bias when PAC systems are developed using machine learning approach (e.g., if there are few instances of lying it is difficult for the classifier to learn the lying pattern). However, the unbalanced data samples are a true reflection of real world conditions where frequency and act of performing ADLs cannot be controlled and supervised.
To the best of our knowledge, none of the existing activity classification systems developed for older adults using inertial sensors have been fully validated in free-living conditions. The study outcomes suggest the potential benefits of incorporating inertial sensors to monitor the mobility patterns of elderly people in home environments, which can be helpful in determining quality of life and promoting healthy ageing.
IV. CONCLUSION
This study presents a new PAC system that can accurately classify the ADLs of elderly people performed in free-living conditions. The analysis shows very encouraging results, where a single sensor's overall performance is close to that obtained by multiple sensors based state of the art systems, disclosing the potential of using a single sensor for activity classification. In addition, our proposed two-sensor based system improved the system's performance further while still using less sensors than start of the art systems.
Based on presented results a single sensor-based PAC system is highly recommended for real-life conditions when the objective is to have a good overall performance. Some classes may have lower performance than others, but the system would be less computationally complex and more comfortable to wear. On the other hand, the multi-sensor solutions may be recommended when, e.g., designing a surveillance system for fragile older adults, higher performance are desired, even at the cost of reducing the wearability of the system. The use of feature selection approaches can not only enhance the system's performance but also reduce the computational cost of the system, with the payoff of reducing power consumption and lengthening battery life in real-life conditions.
The main limitation of the current study is the small number of subjects involved. However, the dataset analyzed is among the largest of its kind so far being collected in free-living conditions for elderly people and annotated manually with a very high frequency of 25 Hz (annotation every 0.04 s) [26] .
APPENDIX
A. Dataset Characteristics
The Table A1 describes the characteristics of the unsupervised free-living protocol. Table A2 represents the inter-rater statistics of video labelling procedure. 
B. Computation of the Performance Metrics
This section provides the details regarding the computation of the performance metrics used in this study. The expressions to calculate the accuracy and F-measure are described below: The F-measures and accuracy values obtained from 15 sensor combinations are presented in Table B1 with and without feature selection approaches. The F-score and accuracy are computed from the confusion matrix as presented in Table VI . The standard error is computed from the metrics obtained through all the 16 folds.
The number and type of features selected by the best feature selection method are listed in Table A2. Tables B3 and B4 present the computational complexity analysis of single window instance and single subject, respectively. 
