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Abstract
In a synchronous optical network ring, assignment of source-to-destination circuits to wave-
lengths must respect tra8c requirements and minimize both the number of wavelengths and the
amount of terminal conversion equipment. When tra8c requirements are approximately equal on
all source–destination circuits, the assignment can be modeled as a graph decomposition problem.
In this setting, techniques from combinatorial design theory can be applied. These techniques
are introduced in a simpler form when every source–destination circuit requires one quarter of
a wavelength. More sophisticated design-theoretic methods are then developed to produce the
required decompositions for all su8ciently large ring sizes, when each source–destination circuit
requires one eighth of a wavelength. c© 2002 Elsevier Science B.V. All rights reserved.
1. Background
A synchronous optical network (SONET) ring on n sites is an optical interconnection
device. Sites are arranged circularly. A clockwise or right ring connects the ith site to
the (i+ 1)st, and a counterclockwise or left ring connects the ith site to the (i− 1)st.
This provides two directions in which tra8c can be delivered between any two sites.
Each optical connection can carry multiple signals on di>erent wavelengths. How-
ever, the number of wavelengths is limited, and the bandwidth on each wavelength is
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also limited. Typically, one goal is to minimize the number of wavelengths used. An
equally important goal is to ensure that each wavelength has su8cient bandwidth for
the tra8c it is to carry.
Source and destination sites convert between the electrical and optical domains, while
intermediate sites are all-optical forwarding devices. To start or terminate a connection
is more expensive. Wavelength add-drop multiplex (WADM) permits a wavelength
to bypass a node without the costly termination when no tra8c on the wavelength
originates or terminates at the node (see [12,16,18,19]). Hence costs of a SONET ring
con5guration using WADM can often be lowered by reducing the number of di>erent
source and destination sites on each wavelength.
Simmons, Goldstein, and Saleh [18] examine the cost reduction resulting from us-
ing add-drop multiplexing in a SONET network with wavelength-division multiplexing
(WDM). They observe that in an n-node SONET network in which every node must
communicate with every other node, a direction, clockwise or counterclockwise, must
be chosen for each source–destination pair of nodes. Then, each pair assigned to the
clockwise direction must be assigned to a wavelength, and a similar assignment must
be made for the counterclockwise direction. They treat the situation in which every
source–destination pair requires at most 1=g of the capacity on a single wavelength;
among the pairs assigned to the same direction and the same wavelength, no more
than g of the connections on the ring travel along any portion of the SONET ring
concurrently. An assignment of pairs to directions and wavelengths is g-feasible if it
does not violate this condition. To quantify the bene5t of employing add-drop mul-
tiplex, the number of add-drop multiplexors (ADMs) required can be computed as
follows. For each wavelength, determine the number of nodes at which tra8c either
originates or terminates on that wavelength; this is the number of ADMs required for
that wavelength. To obtain the total number of ADMs, sum over all wavelengths.
2. A combinatorial formulation
Let n be a positive integer. Let Zn denote the set {0; : : : ; n − 1}; when arith-
metic is done on elements of Zn, it is carried out modulo n. Let Pn be the set
{(i; j): i; j∈Zn; i = j}. Partition the sets of Pn into two sets, L and R. Then as-
sociate with each pair P=(i; j)∈Pn the set S(P)={i; i + 1; : : : ; j − 1} if P∈R, or the
set S(P)={j + 1; : : : ; i − 1; i} if P∈L.
Partition Pn into s classes, C1; : : : ; Cs. Compute the multiset union Mi =
⋃
P∈R∩Ci
S(P) and the multiset union Ni =
⋃
P∈L∩Ci S(P). Let g be an integer. If, for every
16i6s, the multisets Mi and Ni do not contain any symbol of Zn more than g times,
then C1; : : : ; Cs is an (s; g)-assignment for the partition L;R of Pn.
Since we choose the partition of Pn into L and R, we de5ne an (n; s; g)-assignment
to be the partition together with the (s; g)-assignment for that partition. We are con-
cerned with those (n; s; g)-assignments that minimize s for particular values of n and
g. Among these assignments, we prefer certain ones realizing a minimality condition.
Consider a particular (n; s; g)-assignment. Let Vi = {x; y: (x; y)∈Ci}. The drop cost
of the assignment is de5ned to be
∑s
i=1 |Vi|. For speci5c choices of n and g, what is the
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smallest value of s that we can achieve? For (n; s; g)-assignments, what is the smallest
drop cost that we can achieve? To address these two questions, we describe an approach
that uses techniques from combinatorial design theory and graph decompositions.
SONET rings can be modeled in this combinatorial setting. The sites of the SONET
ring are the elements in Zn; Pn indicates the pairs of sources and destinations for
communication. The choice of left or right ring on which tra8c is to be routed is
given by the partition into L and R. Then for P∈Pn, the set S(P) is the originating
site together with all of the intermediate sites through which the tra8c Kows for the
pair P. The number of wavelengths used is s; the partition into classes C1; : : : ; Cs
speci5es the chosen wavelengths.
Suppose that the pairs P1; : : : ; Pt have all been assigned to the same direction and
the same wavelength. Suppose further that some site h∈Zn has the property that
h∈ ⋂ti=1 S(Pi). Then all tra8c involving these source–destination pairs must be routed
through site h. If the tra8c requirement for these t pairs exceeds the bandwidth, then
site h would be unable to handle the tra8c. In the absence of speci5c information about
the tra8c requirements, we suppose that no pair has a tra8c requirement exceeding
1=g times the bandwidth. Then the condition on Mi and Ni ensures that su8cient band-
width is available on each wavelength in each direction. The drop cost of the assign-
ment is the number of SONET ADMs employed, and our interest is to minimize this
number.
In the optical communications environment, tra8c from a particular source to a
particular destination remains on a single wavelength. We cannot guarantee to partition
each wavelength into g channels so that each source–destination pair remains on a
single channel, for an arbitrary assignment. However, implementation is substantially
simpli5ed when we can do so. If an (s; g)-assignment can be partitioned into channels
in this way, then it arises from an (sg; 1)-assignment by forming s unions of g classes
each. This special type of assignment is a grooming. We require that the assignments
produced are groomings.
3. Primitive rings
The case when g=1 arises when each communication requires the entire bandwidth
available on a wavelength. Two pairs P and P′ can nonetheless share the bandwidth
if they are on opposite (left and right) rings, or if they are on the same ring and
S(P)∩ S(P′)=∅. Our task is then to partition the set Pn into s wavelengths and two
directions, so that within each we 5nd each site at most once. Any such partition of
the pairs Pn must also partition the multiset M=
⋃
P∈Pn S(P) into s classes and two
directions, each containing every symbol in Zn at most once. Now S(P) depends upon
the direction chosen for P, but let us suppose for the moment that S(P) contains at
most n=2 elements. This can be guaranteed if we choose the shorter direction around
the ring. Then M, by an easy counting argument, has (n3 − n)=4 elements when n is
odd, and n3=4 when n is even. Since each wavelength accounts for at most 2n of the
entries in M, we require that s¿	(n2−1)=8
 wavelengths be available when n is odd,
and s¿	n2=8
 when n is even. See, for example, [3,18].
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Wan [19] describes a very useful set of ‘primitive rings’ which provide the wave-
length assignment. First suppose that n=2m is even. De5ne the rings Qnij = {(i; j);
(j; i+m); (i+m; j+m); (j+m; i)}; when these rings are routed clockwise and i¡j¡i+m,
the pairs of each ring can be placed on a single wavelength. Next de5ne the rings
Ri={(i; i + m); (i + m; i)}.
We place the pairs in the rings Qnij in R when 06i¡j¡m. Then, for 06i¡	n=4
,
we place the ring Ri in R. All other pairs are placed in L. Indeed, when Qnij is placed




ji involve the same
sites and can be placed on the same wavelengths in opposite directions.
Such a set of primitive rings minimizes the number of wavelengths (indeed, every
wavelength is used at every single site). When n=2m+1 is odd, a modi5cation can be
used. Begin with the primitive rings described for the even order n−1. Introduce a new
symbol ∞ between n− 1 and 0. Rings Qn−1ij are placed as before. However, the rings
Ri are removed, and each is replaced by two rings, Tni ={(∞; i); (i; i+m); (i+m;∞)}
in R and Tni+m={(∞; i + m); (i + m; i); (i;∞)} in L.
When g¿1, we can combine up to g primitive rings, while minimizing number of
wavelengths and drop costs. The most natural case is when g is a power of two as a
consequence of the bandwidth hierarchy available in SONET rings.
4. Wan’s transformation to graph decomposition
Wan [19] solves the cases when g=2 and g=4, and develops some general tech-
niques. We examine the general framework here. First, let n=2m+ 1 be odd. Form a
graph LKm, a complete graph with a loop on each vertex. Associate with edge {i; j},
i¡j, the primitive ring Qn−1ij , and with each loop {i} the primitive ring Tni . Now
choose a subgraph of LKm having q edges and p vertices of nonzero degree. If we
place the primitive rings corresponding to these edges in the clockwise direction on
the same wavelength, the bandwidth su8ces exactly when g¿q. Indeed, this simply
restates the requirement that every site be involved as a sender or intermediate site in
at most g primitive rings on the same wavelength and same direction. What about the
drop cost? Each edge {i; j} with i¡j corresponds to a primitive ring involving four
sites, while each loop corresponds to a primitive ring involving three. When a vertex
appears in more than one edge, a savings results. When no loops are chosen, the cost
for this wavelength (or subgraph) is easily calculated to be 2p; when at least one loop
is chosen, it is 2p+ 1.
When n is even, the situation is fundamentally the same, but some details di>er.
While for odd n, the primitive rings fall naturally into pairs, the primitive rings Ri
do not ‘naturally’ pair when n is even. Indeed, if we select a graph in the decom-
position whose number of nonloop edges plus half the number of loops does not
exceed eight, then we can make a valid assignment to wavelengths as follows. On
the clockwise ring, we place a primitive ring of size four, placing its reversal on
the counterclockwise ring. However, for primitive rings of size two, we place half
on the clockwise ring and half on the counterclockwise ring. Hence in the even case
we treat loops di>erently than when the ring size is odd. In this case, the cost of
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a subgraph is always simply twice the number of vertices of nonzero degree in the
subgraph.
In both cases, our task has been reduced to a graph decomposition problem: Partition
the edges of LKm into subgraphs, each containing at most g edges (counting loops as
edges when the ring size is odd, and as half-edges when the ring size is even) so that
the number of subgraphs is minimized and so that the total cost of all chosen subgraphs
is minimized. See [7,17] for results on graph decompositions in general and for further
references. The use of combinatorial design theory in computer science applications
has been extensive; see [8,9] for some examples, and see [5,7,10] for introductions to
combinatorial designs.
5. Grooming with g=4
Wan [19] determines the best grooming of these primitive rings when g=4. An
alternate development is given here to introduce the techniques from combinatorial
design theory. First we treat the cases when the ring size n is even. We require some
notation. The complete graph on vertex set a1; : : : ; an is denoted by 〈a1; : : : ; an〉. The
4-cycle, the graph with edges {w; x}; {x; y}; {y; z}; {w; z}, is denoted by (w; x; y; z). The
graph with edges {w; x}; {x; y}; {w; y}; {w; z} is denoted by [w; x; y : z]. When x is a
vertex, we denote by xˆ the presence of a loop on the vertex x.
5.1. Even ring size
We suppose that the ring size n is even, and write n=2m. When m is odd, write
m=2t+1, and partition LKm on vertex set {0; : : : ; 2t−1}∪{∞} by using the following
graphs:
• (i; j; i + t; j + t) for 06i¡j¡t;
• 〈∞; iˆ; î + t〉 for 06i¡t; and 〈∞̂〉.
Next, when n=2m is even and m is even, we write m=8t+2 for 2 ∈{0; 2; 12; 6},
provided that m =4. We form a decomposition on vertex set {0; : : : ; 8t − 1}∪
{x0; : : : ; x2 −1} as follows. We always include:
• (8h+ i; 8j + k; 8h+ i + 4; 8j + k + 4) for 06h¡j¡t, 06i; k¡4;
• (8h+ i; xj; 8h+ i + 4; xj+ ) for 06h¡t, 06i¡4, 06j¡ ;
• 〈 [8i + 2j; [8i + 2j + 1; 8i + (2j + 3mod 8)〉 for 06i¡t, 06j¡4; and
• [8i+(2j+1mod 8); 8i+(2j+2mod 8); 8i+(2j+4mod 8) : 8i+(2j+5mod 8)] for
06i¡t, 06j¡4.
Once these graphs are included, all edges appear in subgraphs except those of the
form {xi; xj}. It remains then to place the last set of graphs on the vertices x0; : : : ; x2 −1.
When  =0, no such vertices are present and we are done. When 2 ∈{2; 6; 12}, we
employ:
2: 〈x̂0; x̂1〉.
6: [x2; x1; x5 : x3], [x4; x3; x1 : x5], 〈x0; x̂2; x̂4〉, 〈x0; x̂3; x̂5〉, 〈x̂0; x̂1〉.
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12: 〈x̂0; x̂1; x4〉, 〈x̂2; x̂3; x6〉, 〈x̂4; x̂5; x8〉, 〈x̂6; x̂7; x10〉, 〈x̂8; x̂11; x7〉, 〈x̂9; x̂10; x0〉,
[x2; x1; x5 : x11], [x3; x4; x7 : x0], [x5; x6; x9 : x10], [x1; x11; x10 : x7],
[x0; x2; x8 : x6], [x4; x2; x10 : x6], [x3; x5; x11 : x9], [x0; x5; x7 : x11],
[x1; x6; x8 : x9], [x9; x7; x2 : x8], [x3; x8; x10 : x1], [x11; x9; x4 : x6]
This treats all cases except when m=4 (i.e., the ring size n is 8).
5.2. Odd ring size
We now turn to the cases when the ring size n is odd. We write n=2m + 1,
and m=8t +  where  ∈ {16; 1; 2; 11; 4; 13; 14; 7} provided that m =3; 5; 6; 8. This can
always be done uniquely, since every congruence class modulo 8 is represented exactly
once in the choices for  . We use the vertex set {0; : : : ; 8t − 1}∪{x0; : : : ; x −1}. We
always include the graphs:
• (8h+ i; 8j + k; 8h+ i + 4; 8j + k + 4) for 06h¡j¡t, 06i; k¡4.
Now write  =2s+ 1 when  is odd, and write  =2s+ 2 when  is even. Always
include the graphs:
• (8h+ i; xj; 8h+ i + 4; x8h+j+s) for 06h¡t, 06i¡4, 06j¡s.
When  is odd, include:
• 〈 [8h+ 3; 8h+ 4; 8h+ 6〉, 〈 [8h+ 4; 8h+ 5; 8h+ 7〉, 〈 [8h+ 1; 8h+ 7; 8h+ 6〉,
〈 [8h+ 2; 8h; 8h+ 7〉, 〈8̂h; x −1; 8h+ 4〉, 〈 [8h+ 5; x −1; 8h+ 1〉,
〈 [8h+ 6; x −1; 8h+ 2〉, 〈 [8h+ 7; x −1; 8h+ 3〉, [8h; 8h+ 5; 8h+ 6 : 8h+ 1],
[8h+ 3; 8h+ 2; 8h+ 5 : 8h], [8h+ 1; 8h+ 2; 8h+ 4 : 8h+ 3], for 06h¡t.
When  is even, instead include:
• 〈 [8h+ 6; 8h+ 1; 8h+ 4〉, 〈 [8h+ 2; 8h+ 3; 8h+ 6〉, 〈 [8h+ 1; 8h+ 7; 8h+ 5〉,
〈 [8h+ 7; 8h; 8h+ 2〉, 〈 [8h+ 5; 8h+ 2; x −2〉, 〈 [8h+ 3; 8h+ 1; x −2〉,
〈8̂h; 8h+ 4; x −2〉, 〈 [8h+ 4; 8h+ 2; x −1〉, [8h+ 5; 8h; 8h+ 6 : 8h+ 4],
[8h+ 6; 8h+ 7; x −2 : x −1], [x −1; 8h+ 3; 8h+ 5 : 8h+ 7],
[8h+ 3; 8h+ 4; 8h+ 7 : 8h], [8h+ 1; 8h; x −1 : 8h+ 2] for 06h¡t.
Now we have handled all of the edges except those on the vertices x0; : : : ; x −1. The
graphs chosen to complete the construction in each case are given in [19]; these are
used to partition the edges on the {xi}’s.
6. Grooming with g=8
Colbourn and Wan [11] examine the problem of grooming when g=8. If a subgraph
on eight edges is chosen, we must minimize the number of vertices. Evidently three
or fewer vertices do not su8ce to support eight edges. However, with four vertices, if
we choose 2, 3, or 4 loops, we can place 4, 5, or 6 other edges to form a subgraph.
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Fig. 1. The two graphs.
When loops only contribute a half count, including all four loops permits us to select
all six nonloop edges. Hence it appears that our ‘favorite’ subgraphs are those with
four vertices. However, each such subgraph uses loops and there is a small supply of
loops. Hence, we also require some subgraphs on 5ve vertices and eight edges. In the
absence of loops, there are two such subgraphs, as shown in Fig. 1. The names G20
and G21 follow the numbering in [4].
The existence problem for decompositions into either of these graphs is open,
although substantial partial results are known [11,17].
Theorem 6.1. 1. A decomposition of Kn into G20 exists if and only if n≡ 0; 1 (mod 16)
except possibly when n∈{32; 48; 64}.
2. A decomposition of Kn into G21 exists only if n≡ 0; 1 (mod 16). A decomposition
of Kn into G21 exists if n≡ 1 (mod 16) or if n=64; no decomposition exists when
n=16.
Proof. This result is improved from [17] as follows. Using the design on 16 elements in
Table 1, and the known existence result for ‘skew Room frames’ [6], the construction
in [17] for G20-designs establishes their existence with the stated exceptions.
Using techniques from combinatorial design theory, we are able to establish recursive
constructions that enable us to employ such graph decompositions for small values of m
to produce decompositions for larger values of m. Indeed these constructions establish
that if the graph decomposition problems can be solved in a small 5nite number of
cases, it can then be solved for every m. This necessitates the generation of graph
decompositions for ‘small’ orders. To illustrate the type of problem encountered, we
display in Table 1 a decomposition of K16 into isomorphic copies of G20 of Fig. 1.
In general, a decomposition of Km (or LKm) contains m2=16 + O(m) subgraphs, so
5nding and presenting decompositions can be lengthy even for relatively small values
of m, if no additional structure is assumed. Indeed, the decomposition of Table 1 was
found only after an extensive backtrack search by computer [11,13]. Fortunately, many
decompositions do exhibit additional structure. To illustrate this, we show a set of four
graphs in Fig. 2.
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Table 1
Partition of K16 into G20
{0,4} {0,5} {0,6} {0,7} {4,5} {4,6} {4,7} {5,6}
{0,8} {0,9} {0,10} {0,11} {8,9} {8,10} {8,11} {9,10}
{0,12} {0,13} {0,14} {0,15} {12,13} {12,14} {12,15} {13,14}
{1,2} {1,0} {1,3} {1,4} {2,0} {2,3} {2,4} {0,3}
{1,5} {1,7} {1,8} {1,9} {5,7} {5,8} {5,9} {7,8}
{1,6} {1,10} {1,12} {1,13} {6,10} {6,12} {6,13} {10,12}
{14,15} {14,1} {14,11} {14,4} {15,1} {15,11} {15,4} {1,11}
{2,5} {2,11} {2,12} {2,13} {5,11} {5,12} {5,13} {11,12}
{2,14} {2,7} {2,10} {2,9} {14,7} {14,10} {14,9} {7,10}
{6,8} {6,2} {6,15} {6,14} {8,2} {8,15} {8,14} {2,15}
{3,5} {3,10} {3,15} {3,14} {5,10} {5,15} {5,14} {10,15}
{3,6} {3,7} {3,11} {3,9} {6,7} {6,11} {6,9} {7,11}
{3,8} {3,4} {3,12} {3,13} {8,4} {8,12} {8,13} {4,12}
{4,11} {4,10} {4,13} {4,9} {11,10} {11,13} {11,9} {10,13}
{7,9} {7,13} {7,15} {7,12} {9,13} {9,15} {9,12} {13,15}
Fig. 2. Partition of K65 into G20.
We interpret the vertex labels in each of these graphs as elements of Zm, where
m=65. Let us denote a copy of G20 as [a; b; c; d|e], where all edges are present except
for {c; e} and {d; e}. We use the notation (a; b; c; d)e to denote the graph isomorphic to
G21 missing the edges {{a; c}; {b; d}}. For example, the 5rst graph of Fig. 2 is denoted
by [0; 1; 22; 29|18]. To form the decomposition of Km, which has 260=4m graphs in it,
we produce for each graph [a; b; c; d|e] in Fig. 2 the m graphs [a+i; b+i; c+i; d+i|e+i]
for i∈Zm. Vertex labels are reduced modulo m whenever needed. Each edge appears
in exactly one of the 260 graphs that result, as follows. To check that the pair {k; ‘}
is in exactly one of these graphs, observe that {k; ‘} and {k+ i; ‘+ i} are in the same
number of graphs; in other words, every two edges whose endpoints have the same
di;erence modulo m are in the same number of graphs. Thus it su8ces to check that,
among the (m− 1)=2 edges of the four graphs of Fig. 2, every di>erence modulo m is
represented once (an edge {k; ‘} accounts for two di>erences, namely k−‘modm and
‘ − k modm). Since each of the graphs shown is used to generate further graphs (in
this case, m graphs for each), we call each of the graphs shown a base graph (under
the action of Zm, i.e. addition modulo m). This simpli5es our task dramatically, since
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we can 5nd and present just the base graphs. In fact, the decomposition of Fig. 2 was
easily found by a hand computation. Colbourn and Wan [11] use similar techniques
for numerous small cases.
7. G-Group divisible designs
We need not only employ decompositions of complete graphs, but also complete
graphs with speci5ed ‘missing’ complete subgraphs. To make this precise, for a given
number m of vertices, when m=
∑s
i=1 giui, we write the partition of a set of size m
into ui classes of size gi for 16i6s by the exponential notation g
u1
1 · · · guss . We call
the partition sizes the group type. Now let T=gu11 · · · guss be a group type for order
m. Then we denote by G(T ) the graph on m vertices obtained by 5rst identifying a
partition of the vertices of type T , calling the equivalence classes of the partition the
groups. Then G(T ) contains precisely those edges whose endpoints are in di>erent
groups.
Let G be a class of graphs. A G-group divisible design (GDD for short) of type
T is a partition of all edges of G(T ) into graphs, so that each graph of the partition
is isomorphic to a graph in the class G. Our interest is in {G20; G21}-GDDs, so we
assume that G={G20; G21} unless explicitly stated otherwise. We permit group sizes
to equal 0, and also the number ui of groups of size gi to be 0. We also permit that
gi=gj for i = j, so that 45 is the same as 4441, for example.
Let us consider an example. Let m=20, s=1, g1=4, and u1=5, so that the group
type T is 45. On the vertex set Z20, de5ne a set of 5ve groups of size four as
{i; i + 5; i + 10; i + 15} for 06i64. Now use the graph of Fig. 3 as the base graph
under addition modulo 20, to form a set of 20 graphs. These 20 graphs partition G(T ),
using the groups de5ned. (This is also easily checked. Edges whose endpoints have a
di>erence which is a multiple of 5 are inside the groups; all other di>erences modulo
20 appear exactly once among the edges of the graph in Fig. 3.) A solution of a similar
type is given for type 49 via the base graphs of Fig. 3. Here the groups are formed
by edges having di>erences which are the multiples of 9.
This method does not work for general G-GDDs of type 4n. To see this, calculate the
number of base graphs needed. Since G(4n) contains ( n2 ) 4
2 edges, the number of graphs
required is n(n−1). If addition modulo 4n is to generate these graphs from base graphs,
then (n− 1)=4 base graphs are needed so that this variety of decomposition can exist
Fig. 3. Type 45 on Z20 and type 49 on Z36.
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only when n≡ 1 (mod 4). Nevertheless, using similar techniques, Colbourn and Wan
[11] establish the existence of G-GDDs of type 4n for n=7; 8; 10; 11; 12; 14; 15; 19; 26;
and 30.
We now describe a di>erent type of construction for G-GDDs. Let G be a graph
which is regular of degree d, i.e. so that every vertex is in exactly d edges of
G. A 1-factor of G is a spanning subgraph of G which is regular of degree 1. A
1-factorization of G is a partition F1; : : : ; Fd of the edges of G into 1-factors. When-
ever gu is even, G(gu) has a 1-factorization [14]. We use this to establish:
Lemma 7.1. Let g¿1 and u¿2 be integers. If gu is even, then there is a {G21}-GDD
of type (2g)u(g(u− 1))1.
Proof. Let F1; : : : ; Fg(u−1) be a 1-factorization of G(gu) on vertex set X with groups
G1; : : : ; Gu. We form the GDD on vertex set (X ×{0; 1}) ∪ {+1; : : : ; +n} as follows.
Whenever {a; b} is an edge of the 1-factor Fc, form the graph (a0; b0; a1; b1)+c in the
GDD. Edges of the form {+c; +d} do not appear in any such graph, so use such elements
to form the group of size g(u−1). Similarly, if x; y∈Gz, we 5nd no edges of the form
{xi; yj} in the graphs, so let Gi×{0; 1} be groups for 16i6u. Edges inside groups
appear in none of the chosen graphs, but every other edge appears in exactly one.
Corollary 7.2. There is a G-GDD of type 44.
Proof. Apply Lemma 7.1 with g=2 and u=3 to produce a G-GDD of type 4341,
i.e. 44.
No G-GDD of type 42 or 43 exists, but we have produced a number of other
G-GDDs of type 4n. However, we need a recursive technique to handle general values
of n. To do this, we employ another class of combinatorial designs. A pairwise balanced
design of order v and blocksizes K , denoted (v; K)-PBD, is a pair (X;B). X is a set
of v vertices, and B is a set of complete subgraphs (blocks) of X for which each
subgraph has its number of vertices in K . Each edge on X appears in precisely one of
the subgraphs in B. See [2,15] for more information on PBDs. We employ PBDs as
follows.
Lemma 7.3. If a (n; K)-PBD exists, and for each k∈K there exists a G-GDD of type
4k , then there exists a G-GDD of type 4n.
Proof. Let (X;B) be the PBD. We construct the GDD on X ×{0; 1; 2; 3} with
groups {x}×{0; 1; 2; 3} for x∈X as follows. For each block B∈B, place on the ver-
tices in B×{0; 1; 2; 3} a copy of the G-GDD of type 4|B|, aligning its groups on
{x}×{0; 1; 2; 3} for x∈B. The veri5cation is routine.
Let K={4; 5; 7; 8; 9; 10; 11; 12}; we have discussed G-GDDs of type 4k for each
k∈K already. An (n; K)-PBD exists for all positive integers n except when n is 2; 3; 6;
14; 15; 18; 19; 23; 26; 27; or 30; see [2]. We have seen G-GDDs of type 4n for n=14;
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15; 19; 26; and 30; solutions for 18, 23, and 27 appear in [11]. Applying Lemma 7.3,
we establish:
Theorem 7.4. A G-GDD of type 4n exists when n is a positive integer except when
n is 2 or 3, and possibly when n=6.
Let us return to the SONET=WDM application, and examine the consequences of
Theorem 7.4. A G-GDD of type 4n contains n(n−1) graphs on 5ve vertices and eight
edges each. These account in the SONET ring of size 8n for n(n− 1) wavelengths at
a drop cost of 10 each. On the vertices of each group, we place an LK4 to handle the
remaining edges and loops. This yields n further graphs (wavelengths), each having
drop cost 8. We conclude:
Theorem 7.5. Let n be a positive integer, n ∈{2; 3; 6}. Then there is an (8n; n2; 8)-
assignment obtained from grooming primitive rings, which has a total drop cost of
10n2 − 2n.
Theorem 7.5 represents a savings, for ring sizes a multiple of eight, of 22n2 − 14n
over the worst possible grooming having a drop cost of 32n2− 16n. This worst cost is
obtained by choosing graphs in which no two edges share a vertex. The improved drop
cost represents the best savings when groomings are restricted to the same primitive
rings. This can be veri5ed by an exhaustive search to establish that on nine or fewer
points, cyclically ordered, there is no way to place eight edge-disjoint primitive rings
each of length four. In addition, there is no way to place eight primitive rings of any
kind on fewer than eight points. It follows that the best savings is obtained by choosing
n unions consisting of six 4-cycles and two 2-cycles, and the remainder consisting of
eight 4-cycles. This corresponds to the savings obtained.
Groomings of other primitive rings might yield a better savings. However, in the
unions of eight primitive rings to be formed, the average number of pairs to be con-
nected directly is 32(n − 1)=n, and so approaches 32 as n increases. An exhaustive
search establishes that if the union of eight primitive rings, each of arbitrary length at
least three, employs nine or fewer points, then the number of pairs directly connected
is at most 31. Hence the unions employed above, having 10 points and 32 pairs directly
connected, yield good groomings.
8. Even ring size
In this section, we address the remaining cases when the SONET ring has size which
is a multiple of two but not eight. Our task is to partition LKm.
First suppose that m≡ 2 (mod 4). The number of edges plus half the number of loops
in LKm is m2=2. If we write m=4t + 2, this number is (2t + 1)(4t + 2)=8t2 + 8t + 2.
We therefore need t2 + t + 1 graphs in total. We can employ a partition of m into t
parts of size 4 and one part of size 2, and place LK4 on each of the 5rst t parts and
LK2 on the last. This accounts for t + 1 graphs using 8t + 2 from the edge total, and
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contributing 10t + 4 to the drop cost. More importantly, to complete the grooming,
we now need only produce a G-GDD of type 4t21, aligning the groups on the parts
chosen earlier.
Colbourn and Wan [11] prove:
Theorem 8.1. There exists a G-GDD of type 4n21 for all n¿0 except when n=1,
n=3, and possibly n=5.
Now we return to the SONET=WDM application. We can calculate the drop cost of
the groomings corresponding to the graph decompositions of Theorem 8.1 to obtain:
Corollary 8.2. When n ∈{1; 3; 5}, there exists an (8n + 4; n2 + n + 1; 8)-grooming of
primitive rings with total drop cost 10n2 + 8n+ 4.
This appears to be the best drop cost that can be obtained from groomings of these
primitive rings, when the ring size is a multiple of four but not eight. The techniques
developed here using combinatorial design theory are somewhat involved, but provide
a general method for prescribing a grooming which realizes low drop cost.
Next we suppose that m is odd. Here we do not attempt to produce as complete
a result. Instead we establish the existence of a decomposition of LKm for all but a
5nite number of values for m. To do this, we employ a well studied class of designs.
A transversal design of order n and blocksize k, denoted TD(k; n), is a {Kk}-GDD of
type nk .
Lemma 8.3. There exists a G-GDD of type 28 and one of type 29.
Proof. A G-GDD of type 28 is constructed on V =Z14∪{a; b} with groups {i; 7 + i}
and {a; b} for i=0; 1; : : : ; 6. The graphs are [2i; 2i + 13; 8 + 2i; 10 + 2i|a] and
[2i + 1; 2i; 2i + 9; 2i + 11|b] where i=0; 1; : : : ; 6. The arithmetic is done modulo 14.
A G-GDD of type 29 is constructed on V =Z18 with groups {i; i+9} for i=0; 1; : : : ; 8.
The graphs are (i; i + 2; i + 10; i + 4)i+17 for i=0; : : : ; 17.
Lemma 8.4. There exists a G-GDD of type 22n11 for all positive integers n =2; 3; 6.
Proof. A single copy of G21 forms a G-GDD of type 2211. For all n¿4 and n =6,
form a G-GDD of type 4n using Theorem 7.5. Add a single additional element ∞. For
each group G of the G-GDD, place a copy of the G-GDD of type 2211 on G∪{∞},
aligning the singleton group of the smaller GDD on the element ∞.
Lemma 8.5. There exists a G-GDD of type 168x1 and 169x1 for 06x616.
Proof. There exists a {K9}-GDD of type 8n for n=9; 10 [1]. Let its groups be G1; : : : ;
Gn. Partition Gn into three classes A, B, C so that 2|A| + |B|=x. We form the new
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∪ (A× {0; 1}) ∪ (B× {0}):
Now consider a graph / in the {K9}-GDD. / has a vertex gi in group Gi for
each i=1; : : : ; n. Corresponding to these vertices in the smaller GDD, we identify
groups of elements in the larger by including {(gi; 0); (gi; 1)} for i=1; : : : ; n − 1, and
{(gn; 0); (gn; 1)} if gn∈A, {(gn; 0)} if gn∈B, or ∅ if gn∈C. Now using Lemmas 8.3
and 8.4, we can place a G-GDD on these groups. This substitution for each graph
yields the required G-GDD.
Often we give a very abbreviated presentation of this construction as follows: Give
weight two to the points in all but one group. Give weight 0,1 or 2 to the points in the
last group and apply Wilson’s Fundamental Construction (WFC) [15] using G-GDDs
of type 2801, 2811, and 2821.
The bound on x in this lemma could be extended, since a G-GDD of type 2871 is
produced by Lemma 7.1; however, we do not require the stronger statement of the
lemma.
Lemma 8.6. Let n be a positive integer for which a TD(10; n) exists. There is a
G-GDD of type 432n+4ry1 for 06r6n and 06y616n.
Proof. Take a TD(10; n) and give weight 16 to the points in eight groups. Give weight
0 or 16 to the points in the ninth group and any weight between 0 and 16 to the points
in the last group. Apply WFC using the ingredients from Lemma 8.5 to obtain a G-GDD
of type (16n)8(16r)1y1 where 06r6n and 06y616n. Fill in the hole of size 16n with
a G-GDD of type 44n and the hole of size 16r with a G-GDD of type 44r to obtain a
G-GDD of type 432n+4ry1 for 06r6n and 06y616n.
Theorem 8.7. Let m be an odd integer, m¿88797, and m=4t +  with  615
and t≡ 0 (mod 4). Then there is a G-decomposition of LKm with drop cost (10)(4t)
(4t − 4)=16 + (10)(4t) =8 + 8t + ” where ” is the drop cost of a decomposition of
LK .
Proof. A TD(10; n) exists for all n¿2774 [1]. Write m=32n + 4r +  with  615,
76r6n, and n¿2774; apply Lemma 8.6 to produce a G-GDD of type 4t 1. This has
(4t)(4t−4)=16+(4t) =8 graphs isomorphic to G20 or G21, and hence each contributing
10 to the drop cost. Then 5lling each of the t holes with LK4 adds t graphs each
having drop cost 8. Finally place a decomposition of LK on the last hole.
The bound on m in this theorem can be improved substantially by using current
knowledge about the existence of TD(10; n)s [1]; however, even the crude bound of
2774 is su8cient to establish useful results on the drop cost for all large values of m.
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9. Odd ring size
Recalling the discussion in Section 4, when the SONET ring size is odd, we en-
counter a similar graph decomposition problem. Loops are treated di>erently, so that
our extensive use of groups of size four 5lled with copies of LK4 does not carry over
to the odd case. Instead, most of the loops are contained in copies of K4 with two
loops. We employ an auxiliary type of GDD. Consider a G-GDD of type gu11 g
u2
2 : : : g
us
s .
If there exists a vertex v in a group of size gi such that every graph containing v
is G20 and the degree of v is 2 in each graph, then we denote this as a G-GDD
of type gu11 g
u2
2 : : : g
ui−1




i . The reason for this de5nition is that we can delete
the vertex in the group of size gi, and put a loop on the graph G20 at the vertex to
which v is attached. This produces a set of graphs which are copies of K4 with two
loops; each vertex not remaining in the group of size gi has precisely one loop on it.
Lemma 9.1. There exists a G-GDD of type 442∗.
Proof. We give the 16 graphs of the GDD, with groups {0; 1; 2; 3}, {4; 5; 6; 7}, {8; 9; 10;
11}, {12; 13; 14; 15}, and {a; b}. They are: [0; 5; 10; 15|a], [1; 4; 11; 14|a], [2; 7; 8; 13
|a], [3; 6; 9; 12|a], [11; 13; 0; 6|a], [10; 12; 1; 7|a], [9; 15; 2; 4|a], [8; 14; 3; 5|a], [0; 7; 9; 14|b],
[1; 6; 8; 15|b], [2; 5; 11; 12|b], [3; 4; 10; 13|b], [8; 12; 0; 4|b], [9; 13; 1; 5|b], [10; 14; 2; 6|b],
[11; 15; 3; 7|b].
Lemma 9.2. For n a positive integer, there is a G-GDD of type (16n)4(4k + 2m)∗
whenever k¿0, m¿1, and k + m64n.
Proof. A TD(5; 4n) exists for all integer values of n [1]. Give weight 4 to all points
in the 5rst four groups. Give weight 4 to k points, weight 2 to m points, and weight
0 to the remaining 4n− k −m points in the last group. Using G-GDDs of types 4401,
442∗, and 4441, apply WFC to obtain a G-GDD of type (16n)4(4k + 2m)∗.
Now form a G-GDD of type (16n)4(22)1 for n ∈{2; 3} and 22¡16n. Proceed as
follows. Let z be an element in the group of size 22 which appears only in copies of
G20, and then only as a vertex of degree two. Whenever z appears in a graph with
neighbors x and y, remove the edges incident with z and place loops on x and y. After
this is completed for all graphs containing z, remove z. Next, for each group G of size
16n, place a G20-decomposition of K16n (or a G21-decomposition when n=4), from
Theorem 6.1, on G. Denote by LKn\LKm the graph obtained from LKn by removing
all edges including loops whose endpoints are on a speci5ed set of m elements. We
have established:
Lemma 9.3. When n¿4, x is odd, and 16x616n, the graph LK64n+x\Lx can be
partitioned into 8n copies of K4 with two loops, and 4n(64n − 1) + 8nx graphs iso-
morphic to G20 or G21.
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The only 8-edge graphs with drop cost less than 10 when the ring size is odd have
four vertices and drop cost 9; hence we must maximize the number of these. The fewest
loops such a graph can have is two, and we have maximized the number of these. We
obtain the following: When n¿4, x is odd, and 16x¡16n, there is a decomposition
of LK64n+x with drop cost 72n+40n(64n− 1) + 80nx+ ”, where ” is the drop cost of
a decomposition of LKx.
When x∈{1; 3}, this is optimal for groomings of Wan’s primitive rings. For other
values of x, the optimality depends upon the quality of the best decomposition of LKx,
and these appear not to have been explored. Nevertheless, the decomposition obtained
always has a drop cost that is within an additive constant of the optimum.
10. Concluding remarks
Starting with a problem on wavelength assignment in SONET networks, Wan de-
veloped a transformation to a challenging set of problems on graph decompositions.
These remain poorly understood except for decompositions into the simplest graphs.
However, techniques such as di>erence methods and WFC from combinatorial design
theory provide one means to settle existence questions for graph decompositions. The
use of these techniques in easier cases has earlier been explored [11,19]. Our purpose
has been to demonstrate that, with a relatively small number of easily obtained decom-
positions, the existence questions can be settled for all su8ciently large orders. We
do not expect that an exact result for the smaller orders can be obtained using these
methods without employing a much larger set of small decompositions. Fortunately, if
the objective is to develop constructions that settle the general existence questions, this
large labor can be avoided for the most part.
In practical terms, few network design problems exhibit the type of uniform tra8c
requirements that we have explored here. These decompositions do give a starting point
when tra8c requirements are nearly uniform. In particular, an intriguing possibility is
to decompose G20 and G21 into graphs isomorphic to the 4-cycle or the 3-cycle with
a pendant edge. Then we can obtain decompositions in which some pairs receive one-
quarter of a wavelength while others receive one-eighth.
Finally, it is natural to ask whether Wan’s primitive rings are good ones from which
to form groomings. We expect the answer to be a8rmative, although we do not expect
that they can produce optimum drop costs in general.
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