Abstract. Testing for structural stability has attracted a lot of attention in theoretical and applied research. Oftentimes the test is based on the supremum of, for example, the Wald statistic when the break is assumed to be in the interval [ n] < s < n [ n] for some > 0 and where n denotes the sample size. More recently there has been some work to allow the possibility that the break lies at the end of the sample, i.e. when s 2 (n s; n) for some …nite number s. However, the previous setups do not include the important intermediate case when
INTRODUCTION
Since the work of Chow (1960) and Quandt (1960) , testing for structural stability has been a very active topic of theoretical and applied research. The bulk of the research has focused on the situation when the exact time of the break s is not known but the researcher assumes that s lies in the "middle" of the sample. That is, s 2 ([n ] ; n [n ]) for some trimming quantity > 0, and where herewith n denotes the sample size. See Andrews (1993) or the latest review article by Perron (2006) . In this scenario, the location of the break is often parameterized as the fraction = s=n 2 ( ; 1 ), and it has been shown that the supremum of, for instance, the Wald (W) or Lagrange Multiplier (LM) statistics (denoted herewith as conventional statistics) converge to the supremum of a Gaussian process. More recently, there has been some interest in the case where the break occurs at the "end" of the sample. For example, Andrews (2003) or Andrews and Kim (2006) , and references therein, examined the case when s 2 (n s; n) for some …nite value s. In this situation, we know that, although the tests are not consistent and their distributions depend on s, it is still possible to make inferences as it was shown by Andrews (2003) . What has not been studied is the case when s 2 ( s; [n ]) or (n [n ] ; n s), or more importantly, when we do not wish to impose any prior knowledge on the location of the break, avoiding the need to choose or s:
The paper thus considers the problem of testing for structural stability over the whole sample span s = 1; :::; n. That is, when no previous information about the location of the break is available. The test does not involve a trimming quantity and it can be applied to models useful in economics, such as nonlinear simultaneous equations and transformation models under general conditions on the dependence structure of the variables of the model. In particular, we do not need to assume that the data, for instance the regressors and error term in a regression model, are covariance stationary. In this way, we substantially extend Horvath's (1993) results who only examines this problem for the mean of otherwise independent and normally distributed random variables.
In our setup, Andrews (1993) showed that the conventional tests diverge to in…nity without trimming, signalling that the trimming was not only imposed for technical convenience but it was also crucial to obtain a proper asymptotic distribution. We show that the reason for his …nding is because the normalization that we require for the statistic is di¤erent to that for the conventional tests. We also show that the asymptotic distribution of our tests is di¤erent to that of the conventional test. More speci…cally, we show that, after appropriate normalization, which is only a simple function of the sample size n and the number of parameters subject to break, the sup s=1;:::;n W (s) and sup s=1;:::;n LM (s) test statistics converge to the Type I Extreme Value Distribution or Gumbel distribution.
It is also worth mentioning that as Andrews and Ploberger (1994) discussed, to obtain their optimality results, we need to be away from (or not too close to) the beginning or the end of the sample. Indeed, the Monte-Carlo experiment in Section 4 suggests that when we compare the power of the conventional tests against the power of our tests in Sections 2 and 3, the assumptions made in Andrews and Ploberger (1994) were not innocuous. More speci…cally, as Section 2.3 shows, the conventional tests are not consistent when the break occurs at time s n 1=2 or n n 1=2 < s, whereas our tests are always consistent irrespective of the location of the break. In addition, we show that when the break falls in the region s 2 n 1=2 ; n= (log log n) 1=2 , the conventional tests have zero asymptotic relative e¢ ciency compared to ours, in the sense that our tests are able to detect local alternatives that, for instance, the "optimal conventional tests"would not do. It is worth mentioning that our tests are similar as that of Brown, Durbin and Evans (1975) , in the sense that they do not trim. However, the latter work su¤ers from the same lack of power just described for the conventional tests. We …nish this section discussing some theoretical and practical issues regarding our tests in Sections 2 or 3 below when they are compared with conventional tests. From a practical point of view, our tests have the bene…t that the practitioner does not need to choose the rather arti…cial quantities or s when performing the test. Moreover, we avoid the rather undesirable outcome that, even when using the same data set, two practitioners may lead to contradictory conclusions by choosing two di¤erent values of . This is con…rmed in the small Monte-Carlo experiment described in Section 4, which suggests that the choice of is not irrelevant by observing that the size and power of the test vary with the choice of . In fact, if we followed the recommendation given by some authors of taking = :15, see for instance Andrews (1993) , the power of the conventional test is much lower when it is compared to our test or when we choose = :05, although when the break is towards the end of the sample our test is preferable.
The remainder of the paper is organized as follows. For exposition purposes, next section describes and establishes the asymptotic distribution of the tests in a linear regression model, whereas Section 3 extends the results to more general models useful in econometrics such as nonlinear simultaneous equation systems and transformation models. Section 4 describes a Monte-Carlo experiment to examine the …nite sample performance of our tests and how they compare with the conventional tests for some values of . Finally, Section 5 gives the proofs of our main results in Sections 2 and 3.
TESTS FOR BREAKS
This section examines, for exposition purposes, tests for breaks in the linear regression model (2.1) y t = + 0 x t + 0 z t (s) + u t , t = 1; :::; n where, denoting 1 ( ) as the indicator function, (2.2) z t (s) = x t1 1 (t s) being x t1 a p 1 subvector of the p-dimensional vector x t = (x 0 t1 ; x 0 t2 ) 0 and where fu t g t2Z is a zero mean sequence of errors. Our null hypothesis H 0 of interest is that the parameter is zero for all s. That is,
where p = p + p 1 + 1, being the alternative hypothesis H 1 the negation of the null, that is
Notice that when p 1 = p (and z t also includes the intercept), we have that (2:3) corresponds to the so-called pure structural break hypothesis testing. We consider the situation under the alternative of a one-time structural break, although as we will see in Section 2.3 below, the tests have non-trivial power when the break is gradual and it takes some periods for the model or parameters to reach its new regime. In addition, we have assumed for simplicity that the intercept is constant. It goes without saying that our results follow if we allow the intercept to be subject to a possible break. The only di¤erence lies in the computation of the test and more speci…cally on the estimation of the asymptotic covariance matrix of the estimator of the intercept. The same comments would apply if the regression model had a time trend subject to a possible break.
We now describe the estimators and present some notation to be used throughout the paper. Herewith C denotes a generic …nite positive constant. For a generic sequence fw t g n t=1 , we write f e w t g n t=1 =: fw t wg n t=1 , where w = n 1 P n t=1 w t . Also, (2.4) W n = ( e w 1 ; :::; e w n ) 0 , which may have a partition
indicates that e w t is obtained from w t 1 (t s) and we denote the least squares estimator of 0 ; 0 0 in (2:1) by
We should mention that if, for example, the matrix Z 0 n (s) Z n (s) were singular, in the computation of our estimates and/or tests, we would use the generalized inverse instead of the inverse. This will not a¤ect any of the conclusions of the paper. Similar comments apply elsewhere below.
We now introduce the following assumptions.
A1: fx t g t2Z and fu t g t2Z are two linear processes de…ned by
for some & 3=2, where f" t g t2Z and f t g t2Z are mutually independent sequences of independently distributed zero mean random variables such that E 2 t = 2 and E (" t "
where kAk denotes the Euclidean norm of the matrix A and I p is the pdimensional identity matrix.
A1 is restrictive in the assumption of linearity, although as we shall see in the next section, we can relax this requirement to allow for more general sequences of random variables. The condition on the rate of convergence to zero of f i g i 0 and f i g i 0 is minimal and it implies that i and i are o i 3=2 . The assumption of identical second moments is not essential for the results to follow, but for expositional purposes we have assumed that the sequences fx t g t2Z and fu t g t2Z are covariance stationary. In fact, we can allow the sequences fx t g t2Z and fu t g t2Z to exhibit heterogeneity, so that we could allow for heteroscedastic errors E u 2 t jx t = 2 (x t ), and hence we do not need to assume that the sequences fx t g t2Z and fu t g t2Z are mutually independent. More explicitly, see Andrews (1993) or Bai and Perron (1998) among others, it would su¢ ce to assume that
where = lim n!1 n 1 var ( P n t=1 (x t x ) u t ). We keep nevertheless in this section Assumption A1 as it stands for pedagogical reasons to make the proof of Proposition 1 below clearer while, at the same time, keeping the main steps for more general type of data and models examined in Section 3. We shall nevertheless emphasize that we do not assume anywhere that the sequences fx t g t2Z or fu t g t2Z are stationary.
Before we present the test for the null hypothesis H 0 in (2:3), we put forward a proposition which plays a key role in the proof of Theorem 1 below. Proposition 1. Under A1 and A2 , we can construct on a probability space a p-dimensional Wiener process B (k) with independent components such that
for some 1 < < 2, and where
Proposition 1 extends previous results by Einmahl (1989) who considered partial sums of a vector sequence of independent identically distributed random variables or those in Götze and Zaitsev (2007) for nonidentically distributed sequences of independent random variables. The latter work is an extension to vector sequences of results due to Sakhanenko, see for instance Shao (1995) . Observe that the rate of the approximation in (2:7) is worse than the "standard"n 1=4 for linear sequences of random variables or scalar nonlinear sequences of random variables, as shown respectively by Wang, Lin and Gulati (2003) and Wu (2007) . It is worth indicating that if the sequence fx t g t2Z were deterministic, we would have the standard conclusion of the order of approximation to be n 1=4 . We now comment on the key role that Proposition 1 plays on our results. Take for example the Wald statistic in (2:10) or (2:12) below. Inspecting its formulation and using the notation S s = P s t=1 (x t x ) u t , the asymptotic distribution depends on that of (n= (n s)) 1=2 s
, which is governed by the behaviour of
where (x t x ) u t = (x n t+1 x ) u n t+1 and s = n s, we conclude that the asymptotic distribution of the Wald test in (2:12) below is a continuous functional of the asymptotic distribution of
which is much more delicate to obtain than the (asymptotic) distribution of e S n = max
One of the reasons is that S n attains its maximum for relatively small values of s and the usual crude application of the central limit theorem will not work. On the other hand, Proposition 1 suggests that the distribution of S n , and thus that of the tests, will be governed by the asymptotic distribution of
where f t g t2Z is a p 1 -dimensional vector of independent normally distributed random variables. Notice that for scalar f t g t2Z , the distribution of = was examined by Darling and Erdös (1956) . Finally, we shall draw to our attention that when we assume that the break may occur in the "middle" of the sample, the (asymptotic) distribution of the conventional tests are a functional of (Brownian) e S n .
Before we describe the tests for the null hypothesis H 0 , we discuss the estimators of the asymptotic covariance matrix := lim k!1 k of the least squares estimators in (2:5). Notice that A1 and A2 imply that is a …nite and positive de…nite matrix. An estimator of n is b n , where 
Here or elsewhere
is a sequence of residuals which depends on the estimator of the parameters that we have employed. For instance, if we employed the least squares estimator in (2:5), we would compute the residuals
. Furthermore, to simplify the notation we have deliberately suppressed the dependence on s of b u m (j). Notice that b n is the time domain formulation of Robinson's (1998) estimator of . Following Robinson (1998), we know that b n is a consistent estimator of under A1, so that we do not need any kernel spectral density estimator to obtain a consistent estimator of nor to choose a bandwidth parameter to perform the test. However, it is true that A1 is slightly stronger than we need. Indeed, Robinson (1998) showed that for the consistency of b n , it su¢ ces to assume that
where F t and G t are respectively the sigma-algebras generated by f" v : v tg and f v : v tg. However, because f" t g t2Z and f t g t2Z are sequences of independent random variables, the last displayed expressions become E (" t " 0 t jG t ) = " and E 2 t jF t = 2 , so that A1 is not much stronger than assuming the latter. If we would have allowed the intercept in (2:1) to have a break, we had that
0 . In this case, the analogue estimator of (2:9) corresponding to the component (1; 1), i.e. the asymptotic variance of the least squares estimator of , is
However, contrary to b n in (2:9), b n (1; 1) is not a consistent estimator of (1; 1). So, in this situation, we would employ e m = b u n (0) + 2
, which is a consistent estimator under Assumptions A1 and A2 as it has been shown by Andrews (1991) among others. It is worth mentioning that instead of b n given in (2:9) we might have been tempting to employ
t . However, in this case, contrary to b n , e n would not be a consistent estimator for , although it is the standard kernel spectral density estimator e m for some m = o (n) : Observe that if the errors and regressors were not mutually independent, i.e. fu t g t2Z is a heteroscedastic sequence but satisfying (2:6), the estimator (2:9) would be inconsistent for . In this case, we should employ e n to estimate consistently.
We now describe the test statistics.
The Wald statistic.
Suppose that we are …rst interested to test H 0 against the alternative hypothesis H 1 (s) de…ned, for some p < s n p , as
In this case the Wald statistic is based on whether b is signi…cantly di¤erent than zero. Recalling our notation in (2:4) and denoting Z 0 n (s) X n = AM s with
. . .0 p1 p p1 , using standard algebra we write
Thus, we write the Wald statistic for
, where e
with b s given in (2:9). We should bear in mind that in the computation of b V n (s), we have ignored an estimator of E P s t=1 e x t u t P n t=1+s e x t u t . The reason is because the latter expression is asymptotically negligible when we compare it with either s s or n n .
On the other hand, if we wish to test for a break when the time of the break "s" is unknown, we employ the standard union-intersection principle. That is, the alternative hypothesis becomes
s=p +1 H 1 (s), so that the hypothesis testing becomes (2.11)
In this case, and because the dimension of the parameter vectors and are respectively p and p 1 , we might consider the statistic f W = max p <s n p W (s). Now, if we use the same estimator of , for example b n , and we replace M s by its "limit" s , we can simplify f W as
.
The LM statistic.
We now describe the Lagrange Multiplier test. As we did with the Wald statistic, suppose that we wish to test H 0 against the alternative hypothesis H 1 (s). In this case, the test would be based on whether or not the …rst order derivatives
y t e x 0 t e are signi…cantly di¤erent than zero, where e is the least squares estimator of fe y t g n t=1
on fe
, we obtain the Lagrange Multiplier as
where we now employ the restricted least squares residuals b
to obtain b u n (j), j = 0; :::; n 1, when computing b n in (2:9). Next for the hypothesis testing (2:11), the Lagrange Multiplier statistic is
The LM statistic only requires estimation under the null hypothesis and hence we do not need to estimate the model for each point of the sample. So, in situations where the computation of estimates of the parameters of the model is computing intensive (such as the GM M estimator in the next section), it appears to be more appropriate to employ (2:13).
Let's introduce some notation. We denote log 2 x = log log x and log 3 x = log log log x and T a random variable distributed as a (double) Gumbel random variable, i.e.
(2.14)
Pr fT xg = exp 2e x .
Theorem 1. Assuming A1 and A2, under H 0 we have that
where a n = (2 log 2 n) 1=2 , b n = 2 log 2 n + p1 2 log 3 n log (p 1 =2), and where ( ) is the gamma function.
Remark 1. The proof of Theorem 1 indicates that if instead of looking for the maximum in the region p < s n p , we had considered the maximum in either n=2 s n p or p < s < n=2, the asymptotic distribution of the test would have been the Gumbel distribution T 1 , i.e.
Pr fT 1 xg = exp e x .
Power of the Test.
This section examines the behaviour of our tests (2:12) and (2:13) under …xed and local alternatives. For that purpose, we consider a sequence of models (2.15)
where the sequence fg n g n2N only depends on n, to be made more precise below.
For simplicity of arguments, we have chosen a one-time structural break model, although the conclusions in Theorems 2 and 3 hold true under more general type of breaks such as when it is a gradual one or there are more than one. We …rst examine the behaviour of our tests under …xed alternatives.
Theorem 2. Assuming A1 and A2, under model (2:15) with g n = , we have that
n , a n and b n are as in Theorem 1 and S is either the W and LM statistics in (2:12) and (2:13).
Theorem 2 shows that our tests are e¤ectively consistent irrespective of the location of the break since log 2 n < p for the typical samples sizes n that we encounter in real examples. Notice that, for instance when p = 3, log 2 n > p if n > 53 10 7 , which is a sample size that we do not encounter even with …nancial data. This implies that our tests are e¤ectively consistent in contrast with the conventional tests. Indeed, let's consider the conventional Wald statistic
W (s)
apart from a constant as seen in the proof of Theorem 2, we have that when
So, recalling that we are under …xed alternatives, i.e. g n = , (2:18) implies that W is a consistent test when the break is in the middle of the sample. On the other hand, when s 0 < [ n] or n [ n] < s 0 , this is not always the case. Indeed consider the case when s 0 < [ n]. Because s 0 < s as [ n] s n [ n], the right side of (2:17) is bounded in absolute value by
and hence if s 0 = o n 1=2 , the last expression converges to zero uniformly in
. The latter implies that, if s 0 = o n 1=2 , the conventional tests have the same asymptotic distribution as under the null hypothesis. By symmetry, it is evident that we can draw the same conclusions when n s 0 = o n 1=2 . Hence, the conventional tests are inconsistent when the time of the break s 0 is such that s 0 = o n 1=2 or n s 0 = o n 1=2 , whereas our tests W and LM in (2:12) and (2:13) are still consistent in those regions.
We now investigate the behaviour of our tests under local alternatives.
Theorem 3. Assuming A1 and A2, under model (2:15) we have that
where a n and b n are as in Theorem 1 and S is either the W and LM statistics.
We now comment on the results of Theorem 3. The theorem indicates that the tests have non-trivial power against local alternatives of the type (2.20)
That is, as long as the size of the break g n satis…es g
n , our tests (2:12) and (2:13) reject with probability 1 as n ! 1. This is in clear contrast with conventional tests. We already know by looking at (2:17) that when the break occurs in the "middle"of the sample, the conventional tests have non-trivial power against local alternatives of order O n 1=2 . However, when the break occurs at time s 0 < [n ], the latter does not follow as we now discuss. (The treatment and conclusions when s 0 > n [n ] are identical and so they are not explicitly discussed.) Indeed, when s 0 < [n ], because s 0 < s, (2:17) implies that
, when the time of the break satis…es Cn 1=2 < s 0 < [n ] (we already know that when s 0 = o n 1=2 the conventional tests are not consistent), we easily conclude that W in (2:16) has nontrivial power when g n = O n 1=2 =s 0 , see (2:19) . The latter implies that the conventional tests have zero relative e¢ ciency compared to ours when s 0 = o (n= log 2 n) as the right side of (2:20) is o s 1 0 n 1=2 . On the other hand, conventional tests are more e¢ cient when [n ] s 0 n [n ], although Theorems 2 and 3 indicate that the penalty, if at all, to pay to allow the break to be anywhere in the sample is very negligible. Indeed, as mentioned after Theorem 2, our tests are e¤ectively consistent irrespective of the location of the break. Moreover, and perhaps more importantly, there is no need to choose the value of (or s) to compute the test. The latter point is relevant for practical purposes as we avoid the undesirable property that with the same data set, two di¤erent practitioners may conclude di¤erently by choosing two di¤erent values of in the de…nition of W, as the Monte-Carlo experiment in Section 4 illustrates.
TESTING FOR BREAKS IN NONLINEAR MODELS
It is often the case that the relationship among economic variables occur in nonlinear form. When the nonlinearity decomposes into a function of the explanatory variables plus an additive disturbance error term, we have the standard nonlinear regression model. It is however common that the endogenous variables of the model are subject to nonlinearities. The latter is the case with nonlinear simultaneous equation systems and with nonlinear transformation models. To be speci…c, for t = 1; :::; n, let y t be a G 1 vector of endogenous variables, x t a N 1 vector of explanatory variables and u t a G 1 vector of disturbance terms such that
for a vector-valued function u (y; x; ; '), where and ' are a p 1 -and p 2 -dimensional vectors of unknown parameters, respectively. By (nonlinear) transformation models we mean that u (y t ; x t ; ; ') takes the form u (y t ; x t ; ; ') = u y (y t ; ; ') u x (x t ; ; ') .
One of these transformations is the well-known Box-Cox model, for which
where is a component of the vectors and '. Another transformation of interest is given in Burbidge, Magee and Robb (1988) , where now u y (y t ; ; ') = arcsinh ( y t ) = , whereas when u y (y t ; ; ') = y t we have the standard nonlinear regression model. As in Section 2, we consider the one-time structural break model, where t = 0 + 0 1 (t s) , for some s 2 (1; n). We are interested in the constancy of the parameter t , that is t = 0 for all t 1, so that the null hypothesis of interest becomes (3.2) H 0 : 0 = 0 for all s: p < s n p , where p = 2p 1 + p 2 . Again if p 2 = 0, we would have the pure structural break hypothesis. The alternative hypothesis H 1 is the negation of the null, that is
We now introduce the following regularity conditions. A3: fx t g t2Z and fu t g t2Z are two sequences of random variables such that
, where
for some & 3=2, where the sequences f" t g t2Z and f t g t2Z satisfy Assumption A1. h x ( ) and h v ( ) are di¤erentiable vector-valued functions everywhere in their domain of de…nition such that fx t g t2Z and
Assumption A3 relaxes the assumption of linearity of fx t g t2Z and fu t g t2Z in A1, allowing for very general type of dependence. Notice that A3 allows fu t g t2Z to be not only serially dependent but also heteroscedastic. A3 implies that E (u t P (x t )) = 0, where P ( ) is an M 1 column vector of known functions for M p , and " " denotes the Kronecker product. Moreover, it is also true that provided enough …nite moments on P (x t ), (2:6) holds true under standard arguments.
We now give an extension of Proposition 1.
Proposition 2. Assuming A3 , we can construct on a probability space a GMdimensional Wiener process B (k) with independent components such that
. A common procedure to obtain estimators of the parameters is to exploit the assumption that the disturbance error term u t is orthogonal to P (x t ). That is, E (u (y t ; x t ; 0 + 0 ; ' 0 ) P (x t )) = 0; t = 1; :::; s, E (u (y t ; x t ; 0 ; ' 0 ) P (x t )) = 0; t = s + 1; :::; n.
As elsewhere, see Hansen (1982) , Chamberlain (1987) or Robinson (1988) among others, we estimate the parameters by GM M for each s. To describe the estimation procedure, some notation is useful.
with the convention that g t (#) = u (y t ; x t ; ; ') P (x t ) and
We de…ne for a …xed s, the GM M estimator of , b
, as
n is a 2GM 2GM symmetric and positive de…nite matrix It is well-known how we can choose the weighting matrix (s) n optimally and then to construct the test statistics such as W ald and LM statistics for the null hypothesis. However for expositional arguments, we follow conventional methods as in e.g. Andrews (1993) to construct our tests. Indeed with the notation in (3:1), let b (s) be an estimator of the "long-run" variance of g t (# 0 ),
Then, we shall use in our analysis
where m is a bandwidth parameter such that m 1 + m=n ! 0 as n ! 1 and
where e is a consistent estimator of 0 . For instance that given in (3:5) but with
n replaced by the identity matrix. Notice that because we do not assume that E (u t u 0 t jx t ) = (x t ) = and/or EP (x t ) = 0, we cannot compute b (s) as in (2:9) to obtain a consistent estimator of .
Next, let
t ( 0 ) for = ; '; , and observe that when t s, we have that
t ( ) so that G = G . Also, for any s, consider three di¤erent estimators of G . One is given by
where # is the restrictive estimator of # 0 ,
The others are
Standard arguments yield that the asymptotic variance of b (s) can be estimated
, whose submatrix corresponding to is denoted by b V (s) . Now, we present some regularity conditions on fg t g n t=1 and thus on fu t g n t=1 . A4:
and n
is continuously di¤erentiable with probability one and
Assumption A4 is common in the literature, see for instance Andrews (1993) . This follows by A3 together with some smoothness conditions on u (y t ; x t ; + ; ') and moment conditions on P (x t ).
The Wald and LM statistics.
We begin with the Wald test. Suppose that we were …rst interested to test H 0 in (3:2) against H 1 (s) de…ned as H 1 (s) : For a given s : p < s n p 0 6 = 0.
In this case the Wald statistic is based on whether b in (3:5) is signi…cantly di¤erent than zero. We write the Wald statistic for
. Now, as in Section 2.1, for the hypothesis testing in (2:11) we employ the statistic W = max p <s n p W (s) .
We
lm (s). Now for the hypothesis testing in (2:11), we compute
We have now the following result.
where a n and b n are as de…ned in Theorem 1 and T is de…ned in (2:14).
MONTE-CARLO EXPERIMENT
This section examines the …nite sample properties of our tests as well as their relative performance when they are compared with the conventional statistics. For the Monte-Carlo experiment we have chosen the same design of Krämer and Sonnberger (1986) or Andrews (1992) . That is, the linear regression model (4.1) y t = 0 x t + 0 x t1 1 ft sg + (w t3 ) u t , t = 1; :::; n, where fu t g t2Z is a sequence of independent N (0; 1) random variables, x 0 t1 = 1; ( 1) t and x t = (x 0 t1 ; w 0 t ) 0 with fw t g t2Z a 5-dimensional vector sequence of independent N (0; I 5 ) random variables. The function ( ) is the same as that employed in Hidalgo (1992) , that is (w t3 ) = 1 + exp (a + bw t3 ). The purpose of the latter is to examine the in ‡uence of the heteroscedasticity into the …nite sample performance of the tests. The sample sizes for all models in the experiment were n = 100; 200; 300; 500; 1000. Finally, to keep the number of tables manageable, we only present the results for the Wald statistic and (a; b) = (0; 0) and (0:125; 0:4), which we will denote respectively by 0 and 1 in Tables 4.1 The results presented in Table 4 .1 indicate that the statistics W, W :05 and W :15 tend to over-reject the null hypothesis even for moderately large sample sizes. Also Table 4 .1 suggests that the choice of the trimming quantity can have the undesirable consequence that a researcher can draw di¤erent conclusions about H 0 even with the same data set. On the other hand, the CUSUM test tends to underreject the null hypothesis, whereas for the "optimal" Chow test, we observe the same type of reservations as with the conventional tests, that is, the outcome of the test appears to depend greatly on the choice of the break point when computing the statistic. For example, when the assumed time of the break is n 1=2 , the empirical size is much higher than when the break is assumed at time n=2.
Because of the poor performance of the tests using the asymptotic critical values, we decided to perform a bootstrap algorithm to compute the tests. Because we allow for heteroscedasticity in our regression model (4:1), we shall distinguish the scenarios (a; b) = (0; 0) and (a; b) = (0:125; 0:4) when computing the bootstrap. In the case of homoscedasticity, that is (a; b) = (0; 0), we compute the standard residual based Efron's bootstrap. That is, Chow test as with the original data, but using instead of (4:1),
With heteroscedastic errors, that is when (a; b) = (0:125; 0:25), we need to modify STEPS 2 to 4 as follows. STEP 2' : Obtain a random sample of size n, f t g n t=1 , from the distribution Pr f t = 1g = Pr f t = 1g = 1=2
we compute the regression model
t , t = 1; :::; n.
STEP 4' :
Compute the bootstrap statistics W , W :05 , W :15 , CUSUM and Chow test as with the original data, but using instead of (4:1)
Because the distribution of, for instance, W is not known, we approximate it using the W ARP algorithm as proposed by Giacomini, Politis and White (2007), which we now describe. For each of the k = 1; :::; K Monte-Carlo samples, we draw one bootstrap sample and compute the statistic, for instance W k , k = 1; :::; K. Then the critical value at the 5% level is obtained from the empirical distribution of T k , where T k is the statistic under consideration, for instance W k . We set K = 1000 in this Monte-Carlo study. Note that we do not need to renormalize and recenter the statistics W and W by a n and b n : The results are given in Table 4 .2. Table 4 .2 illustrates that there is a substantial improvement in the empirical size, being now much closer to the nominal one of 5%. This improvement is uniform across all the sample sizes, models and statistics employed to test the null hypothesis. Because of that, we decided to examine the power for the di¤erent statistics using the bootstrap algorithm. As in Andrews (1992) , the coe¢ cient(s) subject to change are those corresponding to the trend regressors x t1 . That is, we examine the power in the model y t = 0 x t + 0 x t1 1 ft sg + (w t3 ) u t , t = 1; :::; n, as in (4:1) but with 6 = 0. We consider three scenarios, namely = ( 1 ; 0) 0 , ( 1 ; 1 ) 0 and (0; 1 ) 0 for 1 = 1:0 and 1:5. We denote the three scenarios respectively as = 0; =4 and =2 in Tables 4.3 and 4.4 below. Moreover, to gain some light about the performance of W relative to, for example, W :05 or W :15 , we have explored two situations regarding the time of the break s. In the …rst one, the break lies in the "middle" of the sample, whereas in the second one, the break occurs towards the end of the sample. In particular, in Table 4 .3 we present the results when s = [n ] for = 1=2; 3=4; 9=10 and 19=20, whereas in Table 4 .4 the break occurs at time s = n cn 1=2 , with c = 1; 2=3; 1=2 and 1=3.
TABLE 4.2 ABOUT HERE

TABLES 4.3 AND 4.4 ABOUT HERE
We now comment on Tables 4.3 and 4.4. Both tables appear to indicate that the power function is independent of although the power seems to be a¤ected by the heteroscedasticity, being lower when (a; b) = (0:125; 0:4). Also, the tables suggest that the power increases with the size of the break as one would expect that the power should increase as the alternative hypothesis becomes far apart from the null. In particular, Table 4 .3 suggests that our test does not perform worse than the conventional ones when the break is in the "middle"and the power is very comparable to that of W :05 for all "n" and values of , although when the break is towards the end of the sample our test performs better than W :05 . On the other hand, W seems to perform better than W :15 in moderate sample sizes when 9=10, being the deterioration of the power of the latter even bigger when = 19=20. Observe that when = 9=10, the time of the break is beyond the interval at which we compute the statistic W :15 . The latter might indicate that W :15 , and in general conventional tests, is not a very useful statistic to detect a break when it occurs towards the end (beginning) of the sample.
Next, Table 4 .4 suggests that W outperforms W :15 and also W :05 when the break is at the "end"of the sample although in less degree with W :05 . Notice also that the power function is smaller with W :15 than with W :05 . But more importantly, as we can expect from the results of Section 2.3, the power function of the conventional statistics does not appear to converge to 1, but on the contrary the power seems to remain constant with the sample size. On the other hand, the power of W increases with the sample size which corroborates the consistency of W even when the break occurs towards the end (or beginning) of the sample. So, the main conclusion that we could draw from Tables 4.3 and 4.4 is that the statistic W appears to be more desirable than conventional tests, not only because its power behaviour appears to be superior but also as we do not need to choose to compute the statistic, we avoid the unpleasant feature that depending on we might obtain di¤erent conclusions with the same data set.
PROOFS OF RESULTS
Proof of Proposition 1.
Let q = 6& 3 and assuming, without loss of generality, that x = 0, we de…ne the sequences f _ x t g t2Z and f _ u t g t2Z as
where C is a large enough positive constant but …xed. Note that f _ x t g t2Z and f _ u t g t2Z behave as M A Ct 1=q sequences. So, abbreviating f _ x t _ u t g t2Z by f _ t g t2Z , _ t is independent of _ s if s < t and t s > Ct 1=q . However, contrary to fx t g t2Z or fu t g t2Z , f _ t g t2Z is not covariance stationary as E k _ t k 2 depends on t. We …rst show that
, where fx t u t g t2Z =: f t g t2Z . (5:1) implies that it su¢ ces to show (2:7) with f _ t g t2Z replacing f t g t2Z there. To that end, denote f t _ t g t2Z by f• t g t2Z , and likewise f• x t g t2Z and f• u t g t2Z . Assuming, without loss of generality, that n = 2 d , Wu's (2007) Proposition 1 implies that the left side of (5:1) is bounded by
= O n 1=3 log n as we now show. Because
by standard inequalities, it su¢ ces to show (5:2) with • t replaced by, for instance, x t • u t . Now, for t 1 t 2 , A1 implies that
and (5:2) follows because n = 2 d . Notice that V ar (• u t ) and V ar (• x t ) are O t 1=3 . To show that (2:7) holds true for f _ t g t2Z , we employ standard blocking arguments. For that purpose, consider blocks A`= t : n` 1 < t n` 1 +`1 = and B`= t : n` 1 +`1 = < t n` , where by de…nition n`= n` 1 +`1 = +`1 =q ;` 1, for some 1 < < 2, and the sequences
C. We …rst show that
By construction and A1, f `g` 1 is a sequence of independently distributed random variables with …nite 4th moments. So, by Götze and Zaitsev's (2007) Theorem 4 (Proposition 1), we can …nd a sequence of iid normal random variables f j g j 1 such that
and` Cn =( +1) . Next, because f j g j 1 is a sequence of independent random variables with …nite fourth moments, by the law of iterated logarithms (LIL),
a:s: and we conclude that (5.4) Pr
Now using the notation E P t2Aj t
, because proceeding as with the proof of (5:2),
2 for a > b > 0 and Levy's inequality, which also implies that Pr
and standard arguments imply that
However because A1 implies that E P and because n j = P j h=1 h 1= + h 1=q , we obtain that
where " d ="denotes "distributed as". This concludes the proof of (5:3), and that of (2:7), when the supremum is taken over those values of k for which there exists a k satisfying n k = k.
Hence, to …nish the proof we need to examine the approximation when n`< k < n`+ 1 . But by Csörgo and Révész's (1981) Theorem 1.2, we know that
a.s.
and because E P s t r t
4
= O (r s) 2 , the Borel Cantelli's theorem implies
a.s.. This concludes the proof.
Proof of Theorem 1.
We begin with part (a). First, recall that e
Because LIL implies that sup s 1 (s log 2 s) 1=2 P s t=1 w t = O (1) a.s., for either w t = x t or u t , and also that Next, because Proposition 1 and then LIL implies that sup p <s log n s 1=2 P s t=1 t = o p log 1=2 2 n , we obtain that (5.6) a n sup
because the expression inside the absolute value is (s (n s) =n) 1=2 P n t=s+1 t + (sn= (n s)) 1=2 P n t=1 t and by LIL with t = n t+1 , (5.8)
So, proceeding as above and recalling that Robinson (1998) 
2 n , we observe that the asymptotic distribution of a n W
1=2
b n is that of (5.9) W = a n max log n s n log n
and where A t = t1 , that is the …rst p 1 components of t and n = A n A 0 .
However, after noticing that by A1,
uniformly in log n s n log n. Thus, we conclude that the asymptotic distribution of W in (5:9), and that of a n W
b n , is governed by that of (5.10) a n max log n s n log n n (n s) s
On the other hand, by standard functional central limit theorem (FCLT) and the continuous mapping theorem, for any % > 0, a n sup
[n%]<s n log n n s n
So, abbreviating n s ns 1=2 by { n (s), (5:11) (5:12) imply that the (asymptotic) distribution of (5:10) is that of a n max
b n using (5:8) and where the sequences f t g t 1 and f t g t 1 are independent sequences of mutually independent N (0; 1) random variables. However, because f t g t 1 is a sequence of iid Gaussian random variables, we know that
which implies that W in (5:9) is a n max
But, sup log n s<n= log n n s n 1=2 1 = O log 1 n , so we can conclude that
Denoting by U (s ) the Ornstein-Uhlenbeck process, by the change of time s ! e s , we obtain that sup log n s<n= log n 1 s 1=2 s X t=1 t = sup log 2 n<s log n log 2 n U (s ) .
From here the proof follows by Lemma 2.2 of Horváth (1993). Next part (b). The proof proceeds as that of part (a) after observing that by
and b n = o p (1). This concludes the proof of the theorem.
Proof of Theorem 2.
First of all, proceeding as in the proof of Theorem 1, it su¢ ces to examine the behaviour of (5.14)
Q n = a n sup
and n (s; s 0 ) given in (2:17). Now, taking for simplicity E (e x t e x 0 t1 ) = I p A 0 , we have that (5.16)
n , because kg n k < C we can easily conclude that
which implies that a n sup p <s n p j n (s; s 0 )j b n ! 1. Similarly, when (n s 0 ) 1 = o log 1 2 n , we also have that a n sup p <s n p j n (s; s 0 )j b n ! 1. From here, the conclusion of the theorem is standard.
Before we give the proof of Theorem 3, we shall give a lemma.
Lemma 1. Under the assumptions of Theorem 3, if sup
Proof. The proof is immediate. Indeed, we have that a n sup
Now, using the inequality jaj jbj ja + bj jaj + jbj, the conclusion of the lemma is standard.
Proof of Theorem 3.
By symmetry, we can focus on the situation when the break occurs at time s 0 [n=2]. We shall prove parts (a), (b) and (c) simultaneously. Again, as in the proof of Theorem 2, it su¢ ces to examine the behaviour of Q n in (5:14) . The proof will be done in three steps. Namely, when s 0 lies in the interval (i) [n ] s 0 < [n=2], (ii) [n= log n] s 0 < [n ] and when (iii) log 2 n s 0 < [n= log n].
We begin with case (i). Because by standard arguments, 
where c 1 n = o (1). So, Q 1 n ! P 0 which implies that the test rejects with probability 1 as n increases to in…nity.
Next, proceeding as above, when g n = o log we obtain that
so that Q n ! P 1, which implies that the "max" in the de…nition of Q n is when s < [n ]. Now because s < [n ] and hence s 0 > s, we obtain that
So, a n sup [n= log n]<s<[n ] j n (s; s 0 )j = o (b n ) and proceeding as in the proof of Theorem 1, cf. (5:13), we have that the "max" of Q n is achieved when s < [n= log n]. But in this region, uniformly in s, (5:17) = o (log 2 n= log n) 1=2 = o b 1=2 n , so by Lemma 1, we conclude part (b) of the theorem. From parts (a) and (b), we easily conclude part (c) and so it is omitted. This …nishes the proof of (i).
Next we examine case (ii). By de…nition of n (s; s 0 ), we have that
2 n the last displayed inequality implies that
n , which implies that the test rejects with probability 1 as n increases to in…nity. Next, when g n = o log Finally, we examine case (iii). If s 0 s, we know that j n (s; s 0 )j = Cg n s 0 =s 1=2 .
So, we have that when g
and hence the test rejects with probability 1 as n increases to in…nity. Next, when g n = o log , the proof proceeds as in cases (i) or (ii) and so it is omitted. Part (c) as before follows from the results of parts (a) and (b).
Proof of Proposition 2.
First we notice that we can assume without loss of generality that E (u t u 0 t jx t ) = . Indeed, if E (u t u 0 t jx t ) = (x t ), it implies that by A3,
where under suitable regularity conditions on (x t ) and P (x t ), we have that e P (x t ) is also a L 4 -N ED sequence of size > 1. See for instance Davidson (1994, Sec. 17.3) . So, from now on, we assume that (x t ) = . The proof proceeds similarly to that of Proposition 1. Let g t ; :::; t Ct 1=q = E u t t ; :::; t Ct 1=q , P " t ; :::; " t Ct 1=q = E P (x t ) " t ; :::; " t Ct 1=q , f t g t2Z = fu t P (x t )g t2Z and f• t g t2Z = f t _ t g t2Z with _ t = g t ; :::; t Ct 1=q P " t ; :::; " t Ct 1=q .
So, proceeding as in Proposition 1, cf. (5:1) (5:2), we obtain that
So, it su¢ ces to consider the strong approximation of k X t=1 g u t ; :::; t Ct 1=q P " t ; :::;
But the latter follows proceeding as we did in the proof of Proposition 1 after we observe that g u t ; :::; t Ct 1=q and P " t ; :::; " t Ct 1=q are M A Ct 1=q and A3 implies that f_ t g t2Z satis…es the same conditions of f _ t g t2Z in Proposition 1.
Proof of Theorem 4.
Because the proof of parts (a) and (b) are similarly handled, we shall explicitly prove part (b). For that purpose, we …rst notice that
as we now show. (5:20) holds true because mean value theorem implies that
But A3, LIL and Proposition 2 imply that G (# 0 ) = O p (1). From here, (5:20) follows by straight arguments. We now examine the behaviour of ((n s) =n) 1=2 s 1=2 lm (s). By (5:19) and standard procedures using e # # 0 and the mean value theorem for g t e # , lm (s) = n s ns
) . Now proceeding as with the proof of Theorem 1,
because by (5:20), LIL and Proposition 2,
Next, we examine the behaviour in the region n log n < s n p . But here, (5:20) implies that a n sup n log n<s n p klm (s)k b n is governed by a n sup n log n<s n p n s ns
which diverges in probability to 1 arguing as with (5:7). Now, in the region log n s n log n the proof proceeds as in Theorem 1 because (5:20) implies that it su¢ ces to examine sup log n s n log n n s ns
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