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HOMOGENIZATION OF DEGENERATE POROUS MEDIUM TYPE EQUATIONS
IN ERGODIC ALGEBRAS
HERMANO FRID AND JEAN SILVA
Abstract. We consider the homogenization problem for general porous medium type equations of the form
ut = ∆f(x,
x
ε
, u). The pressure function f(x, y, ·) may be of two different types. In the type 1 case, f(x, y, ·)
is a general strictly increasing function; this is a mildly degenerate case. In the type 2 case, f(x, y, ·) has
the form h(x, y)F (u) + S(x, y), where F (u) is just a nondecreasing function; this is a strongly degenerate
case. We address the initial-boundary value problem for a general, bounded or unbounded, domain Ω, with
null (or, more generally, steady) pressure condition on the boundary. The homogenization is carried out
in the general context of ergodic algebras. As far as the authors know, homogenization of such degenerate
quasilinear parabolic equations is addressed here for the first time. We also review the existence and stability
theory for such equations and establish new results needed for the homogenization analysis. Further, we
include some new results on algebras with mean value, specially a new criterion establishing the null measure
of level sets of elements of the algebra, which is useful in connection with the homogenization of porous
medium type equations in the type 2 case.
1. Introduction
In this paper we consider the homogenization of a porous medium type equation of the general form
(1.1) ut = ∆f(x,
x
ε
, u),
with (x, y, t) ∈ Ω×Rn × (0,∞), and Ω ⊆ Rn is a, bounded or unbounded, open set . Here f is a continuous
function of (x, y, u) and f(x, y, ·) is locally Lipschitz continuous, uniformly in (x, y), and may be of two
different types:
• In the type 1 case, f(x, y, ·) is a general strictly increasing function; this is a mildly degenerate case.
• In the type 2 case, f(x, y, u) has the form h(x, y)F (u) + S(x, y), where F (u) is just a nondecreasing
function, which is not strictly increasing; this is a strongly degenerate case. Let us denote by G the
strictly increasing right-continuous function such that F (G(v)) = v, for all v ∈ R.
We consider the initial-boundary value problem where we prescribe an initial condition of the form
(1.2) u(x, 0) = u0(x,
x
ε
),
and a boundary condition of the form
(1.3) f(x,
x
ε
, u(x, t)) | ∂Ω× (0,∞) = 0.
Our analysis applies equally well to a more general, non-homogeneous, boundary condition of the form
f(x,
x
ε
, u(x, t)) | ∂Ω× (0,∞) = β(x),
for a function β ∈ C(Ω¯)∩H1loc(Ω¯), where CΩ¯) denotes the space of bounded continuous functions on Ω¯, and
H1loc(Ω¯) denotes the space of functions defined on Ω¯, which multiplied by any function in C
∞
c (R
n) gives a
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function in the usual Sobolev (Hilbert) space of first order H1(Ω¯). We address the homogeneous case (1.3)
just for conveniency.
For fixed (x, u) ∈ Ω×R, we will assume that f(x, ·, u) ∈ A(Rn), where A(Rn) is a general ergodic algebra,
which means an algebra with mean value that is ergodic. An algebra with mean value (algebra w.m.v.,
for short) is an algebra of bounded uniformly continuous functions on Rn, invariant by translations, each
member of which possesses a mean value. It is said to be ergodic, roughly speaking, if, for any function
ϕ ∈ A, the averages of the translates ϕ(·+ y), in balls of radius R > 0, converge as R→∞, in the norm of
the mean value of the square of the absolute value, to the mean value ϕ¯ of ϕ. The most elementary example
of an ergodic algebra is the space of continuous functions in Rn, which are periodic in each coordinate
ϕ(x+ τiei), i = 1, · · · , n, for certain constants τi ∈ R, where ei are the elements of the canonical basis of Rn.
Another well known example is the space of almost periodic functions which may be defined as the closure
in the sup norm of the space spanned by the set {eiλ·x : λ ∈ Rn}, in the complex case, or the real parts of
the functions in such space, in the real case (cf. [5, 4]). Many other examples are known such as the space
of Fourier-Stieltjes transforms, the weakly almost periodic functions, etc.; we will comment a bit on such
examples in Section 2, below. We recall that the theory of algebras w.m.v. and ergodic algebras was first
developed by Zhikov and Krivenko in [37] (see also [23]). Concerning the initial data in (1.2), we will, in
general, assume that u0 ∈ L∞(Ω;A(Rn)).
We present two main results concerning the homogenization of the initial-boundary value problem (1.1),
(1.2),(1.3).
Our first main result applies to an unbounded domain Ω and a general ergodic algebra A(Rn), but we
have to restrict ourselves to initial data that are “well-prepared”, that is, of the form
u0(x, y) = g(x, y, φ0(x)),
for some φ0 ∈ L∞(Ω), where, for all (x, y) ∈ Ω× (0,∞), g(x, y, ·) is the strictly increasing right-continuous
function satisfying f(x, y, g(x, y, v)) = v, for all v ∈ R.
Our second main result applies to a general initial data u0 ∈ L∞(Ω;A(Rn)), but we have to compromise
restricting ourselves to a bounded domain Ω and to an ergodic algebra A(Rn) which is a regular algebra
w.m.v., examples of the latter being provided by the periodic, almost periodic, and Fourier-Stieltjes transform
functions, the precise definition being left to Section 2.
Both main results (cf. Theorems 6.1 and 7.1, in Sections 6 and 7, respectively) establish, under the
mentioned assumptions, the weak star convergence in L∞(Ω × (0,∞)) of the entropy solutions uε(x, t) of
(1.1),(1.2),(1.3) (see, Definition 5.4) to the entropy solution u¯(x, t) of the problem
(1.4)
ut = ∆f¯(x, u),
u(x, 0) = u¯0(x),
f¯(x, u(x, t)) | ∂Ω× (0,∞) = 0,
where
u¯0(x) =
∫
Rn
u0(x, y) dy,
and f¯(x, u) is defined by f¯(x, g¯(x, v)) = v, with
(1.5) g¯(x, v) :=
∫
Rn
g(x, y, v) dy.
In the case where f is of type 2, g¯(x, ·), defined by (1.5), may, in general, be discontinuous, which is a bad
situation for defining precisely f¯(x, ·), only from the knowledge of g¯. In order to avoid such indetermination,
we impose the additional assumption, concerning the functions h(x, y) and S(x, y) appearing in the definition
of a pressure function of type 2:
(1.6) m ({z ∈ K : αh(x, z) + S(x, z) = v}) = 0,
HOMOGENIZATION OF DEGENERATE POROUS MEDIUM TYPE EQUATIONS 3
for all (x, v) ∈ Ω×R, with α belonging to the discontinuity set of G, where K is the compact space associated
with the algebra w.m.v. A(Rn) and m is the corresponding probability measure in K (see, Theorem 2.1 below,
established in [3]). Under the assumption (1.6) the function g¯(x, ·), defined in (1.5), turns out to be continuous
and strictly increasing, and so is its inverse f¯(x, ·), which means that the limit problem (1.4) has, in any
case, a pressure function of type 1. This has the additional advantage of making much easier to check the
uniqueness of the solution of the limit problem, since, for pressure functions of type 1, the notions of entropy
and weak solutions coincide (cf. Definition 5.4).
Moreover, both Theorems 6.1 and 7.1 also give the existence of correctors, that is, both theorems assert
that
(1.7) uε(x, t)− g(x,
x
ε
, f¯(u¯(x, t)))→ 0, as ε→ 0 in L1loc(Ω× (0,∞).
Again, to obtain (1.7) in the case where f is of type 2, we make essencial use of (1.6), which makes a study of
sufficient conditions to guarantee this null measure property of great interest, and we obtain such conditions
herein (cf. Lemma 2.3), as we will comment below.
Before giving a brief idea of the techniques used to obtain the main homogenization results, Theorems 6.1
and 7.1, we make a further brief comment about assumption 1.6. This assumption leads us to the question
about necessary conditions for the vanishing of the measure of level sets in K of an element of A(Rn), which
is the subject of a general result on algebras w.m.v. proved herein (see Lemma 2.3 below). To illustrate
this problem, we briefly exhibit here a very simple example in the periodic context. So, let us consider the
homogenization of the strongly degenerate equation
ut = ∆(F (u) + ψ0(
x
ε
)),
where
F (u) =


u+ 12 , u < −
1
2
0, − 12 ≤ u ≤
1
2 ,
u− 12 , u >
1
2 ,
and ψ0 : R→ R is the periodic function of period 4 defined for x ∈ [−2, 2] by
ψ0(x) =


−x− 2, −2 ≤ x ≤ −1,
x, −1 ≤ x ≤ 1,
−x+ 2, 1 ≤ x ≤ 2.
Such nonlinear flux function is a prototype for models of the so called Stefan problem (see, e.g., [12]).
Our homogenization analysis of such strongly degenerate equations implies in this simple case that the
homogenized equation is
ut = ∆f¯(u),
where
f¯(u) =


u+ 12 , u < −
3
2 ,
2
3u, −
3
2 ≤ u ≤
3
2 ,
u− 12 , u >
3
2 .
So, although the equations to be homogenized are strongly degenerate, the homogenized equation is nonde-
generate. The reason for this is basically the fact that the level sets of the periodic function ψ0 defined above
have Lebesgue measure zero. As remarked after the proof of Lemma 2.3 below, if A(Rn) is an algebra w.m.v.
containing the periodic function ψ0, then small perturbations of the form ψ = ψ0 + δψ1, with ψ1 ∈ A(Rn),
will satisfy the zero measure condition on the level sets in K, which yields a similar nice behavior of the
homogenized equation.
Now we make some comments on the techniques used in the proof of Theorems 6.1 and 7.1.
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For the proof of Theorem 6.1, the technique used goes back to the work of E and Serre [15], on the
periodic homogenization of the one-dimensional conservation law ut + (f(u) − V (
x
ε ))x = 0 (see [2], for a
multidimensional extension to almost periodic homogenization), which in turn is inspired in the work of
DiPerna [13] on the uniqueness of measure-valued solutions of scalar conservation laws. Although it requires
the restriction to well-prepared initial data, the technique is otherwise very powerful, since it applies to
any ergodic algebra, to unbounded domains, and it implies directly the existence of strong correctors. This
method strongly relies on the concept of two-scale Young measures first introduced, in the periodic context,
by W. E in [14], as a nonlinear extension of the concept of two-scale convergence introduced by Nguetseng in
[30] and further developed by Allaire in [1]. The extensions of two-scale Young measures to almost periodic
functions and to general algebras with mean value were established in [2] and [3], respectively.
Concerning the proof of Theorem 7.1, the method applied in this case is completely different from the
one for the proof of Theorem 7.1 and it is based on the conversion of the homogenization of the nonlinear
parabolic equation into the homogenization of a corresponding fully nonlinear parabolic equation, of a
particular simple type, by applying the inverse Laplacian operator on the equation. To homogenize the
corresponding particular fully nonlinear parabolic equation, we use ideas that go back to Evans [17] and
Ishii [22], among others. Here, the initial data do not need to be “well-prepared”. On the other hand,
because of the extensive use of the inverse Laplacian operator on the whole domain, we have to restrict
the analysis to bounded domains. We also have to restrict the homogenization analysis to regular algebras
with mean value. The latter is a concept introduced here, whose largest representative so far known is the
Fourier-Stieltjes algebra studied in [20]. As pointed out in [20], the Fourier-Stieltjes algebra strictly contains
the algebra of perturbed almost periodic functions, whose elements can be written as the sum of an almost
periodic function and a continuous function vanishing at infinity. Here, we give the easy proof of the fact
that a regular algebra w.m.v. is ergodic. We further remark that, to obtain the corrector property (1.7),
also in this case, essential use is made of the two-scale Young measures, combined with a clever argument
by Visintin in [34].
Before concluding this introduction, we would like to mention that in this paper we also make a detailed
review and provide some new results on the existence and stability theory for degenerate parabolic equations
of the type considered here. We do that because we need some specific results that are not proved elsewhere,
also just to introduce some notations used later on, as well as in order to have our work the most self-contained
possible.
This paper is organized as follows. In Section 2 we recall the concepts of algebra w.m.v., generalized
Besicovitch space and ergodic algebra. We also recall a general result established in [3] which relates such
algebras and the translation operators acting on them with the continuous functions defined on certain
compact spaces and certain groups of homeomorphisms of these compact spaces. In Section 3, we introduce
the concept of regular algebra w.m.v., prove that these are ergodic algebras, and that this concept includes
the Fourier-Stieltjes spaces FS(Rn). In Section 4, we briefly recall the general result of [3] on the existence
of two-scale Young measures associated with a given algebra w.m.v. In Section 5, we provided a self-
contained discussion about the well-posedness of the the initial-boundary value problem with null pressure
boundary condition for degenerate porous medium type equations. In Section 6, we prove Theorem 6.1 on
the homogenization of (1.1) on an unbounded domain Ω, for a general ergodic algebra, under the restriction
to well-prepared initial data. Finally, in Section 7, we prove Theorem 7.1 on the homogenization of (1.1) on
a bounded domain Ω, for regular algebras w.m.v., but for general initial data.
2. Ergodic Algebras
In this section we recall some basic facts about algebras with mean values and ergodic algebras that will
be needed for the purposes of this paper. To begin with, we recall the notion of mean value for functions
defined in Rn.
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Definition 2.1. Let g ∈ L1loc(R
n). A number M(g) is called the mean value of g if
(2.1) lim
ε→0
∫
A
g(ε−1x) dx = |A|M(g)
for any Lebesgue measurable bounded set A ⊆ Rn, where |A| stands for the Lebesgue measure of A. This is
the same as saying that g(ε−1x) converges, in the duality with L∞ and compactly supported functions, to
the constant M(g). Also, if At := {x ∈ Rn : t−1x ∈ A} for t > 0 and |A| 6= 0, (2.1) may be written as
(2.2) lim
t→∞
1
tn|A|
∫
At
g(x) dx =M(g).
We will also use the notation
∫
Rn
g dx for M(g).
As usual, we denote by BUC(Rn) the space of the bounded uniformly continuous real-valued functions in
R
n.
We recall now the definition of algebra with mean value introduced in [37].
Definition 2.2. Let A be a linear subspace of BUC(Rn). We say that A is an algebra with mean value (or
algebra w.m.v., in short), if the following conditions are satisfied:
(A) If f and g belong to A, then the product fg belongs to A.
(B) A is invariant under the translations τy : R
n → Rn, x 7→ x + y, y ∈ Rn, that is, if f ∈ A, then
τyf ∈ A, for all y ∈ Rn, where τyf := f ◦ τy, f ∈ A.
(C) Any f ∈ A possesses a mean value.
(D) A is closed in BUC(Rn) and contains the unity, i.e., the function e(x) := 1 for x ∈ Rn.
Remark 2.1. Condition (D) was not originally in [37] but its inclusion does not change matters since any
algebra satisfying (A), (B) and (C) can be extended to an algebra satisfying (A)–(D) in an unique way
modulo isomorphisms.
For the development of the homogenization theory in algebras with mean value, as it is done in [37, 23]
(see also [8, 3]), in similarity with the case of almost periodic functions, one introduces, for 1 ≤ p <∞, the
space Bp as the abstract completion of the algebra A with respect to the Besicovitch seminorm
|f |p :=
( ∫
Rn
|f |p dx
)1/p
Both the action of translations and the mean value extend by continuity to Bp, and we will keep using the
notation τyf and M(f) even when f ∈ Bp. Furthermore, for p > 1 the product in the algebra extends to a
bilinear operator from Bp × Bq into B1, with q equal to the dual exponent of p, satisfying
|fg|1 ≤ |f |p|g|q.
In particular, the operator M(fg) provides a nonnegative definite bilinear form on B2.
Since there is an obvious inclusion between elements of this family of spaces, we may define the space B∞
as follows:
B∞ = {f ∈
⋂
1≤p<∞
Bp : sup
1≤p<∞
|f |p <∞},
We endow B∞ with the (semi)norm
|f |∞ := sup
1≤p<∞
|f |p.
Obviously the corresponding quotient spaces for all these spaces (with respect to the null space of the
seminorms) are Banach spaces, and in the case p = 2 we obtain a Hilbert space. We denote by
Bp
=, the
equivalence relation given by the equality in the sense of the Bp semi-norm. We will keep the notation Bp
also for the corresponding quotient spaces.
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Remark 2.2. A classical argument going back to Besicovitch [4] (see also [23], p.239) shows that the elements
of Bp can be represented by functions in Lploc(R
n), 1 ≤ p <∞.
We next recall a result established in [3] which provides a connection between algebras with mean value
and the algebra C(K) of continuous functions on a certain compact (Hausdorff) topological space. We state
here only the parts of the corresponding result in [3] that will be used in this paper.
Theorem 2.1 (cf. [3]). For an algebra A, we have:
(i) There exist a compact space K and an isometric isomorphism i identifying A with the algebra C(K)
of continuous functions on K.
(ii) The translations τy : R
n → Rn, τyx = x + y, induce a family of homeomorphisms T (y) : K → K,
y ∈ Rn, satisfying the group properties T (0) = I, T (x + y) = T (x) ◦ T (y), such that the mapping
T : Rn ×K → K, T (y, z) := T (y)z, is continuous.
(iii) The mean value on A extends to a Radon probability measure m on K defined by∫
K
i(f) dm :=
∫
Rn
f dx, f ∈ A,
which is invariant by the group of homeomorphisms T (y) : K → K, y ∈ Rn, that is, m(T (y)E) =
m(E) for all Borel sets E ⊆ K.
(iv) For 1 ≤ p ≤ ∞, the Besicovitch space Bp
/ Bp
= is isometrically isomorphic to Lp(K,m).
A function f ∈ B2 is said to be invariant if τyf
B2
= f , for all y ∈ Rn. More clearly, f ∈ B2 is invariant if
(2.3) M
(
|τyf − f |
2
)
= 0, for all y ∈ Rn.
The concept of ergodic algebra is then introduced as follows.
Definition 2.3. An algebra w.m.v. A is called an ergodic algebra if any invariant function f belonging to
the corresponding space B2 is equivalent (in B2) to a constant.
A very useful alternative definition of ergodic algebra is also given in [23], p. 247, and shown therein to
be equivalent to Definition 2.3. We state that as the following lemma.
Lemma 2.1 (cf. [23]). Let A ⊆ BUC(Rn) be an algebra w.m.v.. Then A is ergodic if and only if
(2.4) lim
t→∞
My
(∣∣ 1
|B(0; t)|
∫
B(0;t)
f(x+ y) dx−M(f)
∣∣2) = 0 ∀f ∈ A,
where My denotes the mean with respect to the variable y.
Remark 2.3. As examples of ergodic algebras, besides the trivial one of the periodic functions, the already
mentioned example of the almost periodic functions, AP(Rn), and the larger space of the Fourier-Stieltjes
transforms, FS(Rn), which will be commented in Section 3, an even larger ergodic algebra, including all
the just mentioned ones, is the space of the weakly almost periodic functions WAP(Rn), introduced by
Eberlein, in [16]. This space is defined as the subspace of the functions in ϕ ∈ C(Rn), whose family of
translates ϕ(·+λ), λ ∈ Rn, is weakly pre-compact in C(Rn). Since weak convergence in C(Rn) is equivalent
to pointwise convergence in C(Kˆ), where Kˆ is the Cˇech compactification of Rn, generated by the algebra
C(Rn), we easily see that WAP(Rn) is, indeed, an algebra, invariant by translations. Also, the fact that
AP(Rn) ⊆WAP(Rn), follows from a well known result of Bochner (see, e.g., [5]), establishing the property of
strong pre-compactness in C(Rn) of the translates, as equivalent to the definition of almost periodic functions.
The theory developed in [16] shows, in fact, that WAP(Rn) is an ergodic algebra including FS(Rn). The
latter inclusion is strict according to a result of Rudin in [33].
The following lemma from [21] will be used subsequently, in our discussion about the measure of level sets
of the elements of an algebra w.m.v. We give an outline of its proof for the reader’s convenience.
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Lemma 2.2 (cf. [21]). Let A(Rn) be an algebra w.m.v. in Rn and ξ : Rn → Rn be a vector field such that
ξi ∈ A(Rn) ∩ Lip(Rn), for i = 1, · · · , n. Let Φ : Rn × R → Rn be the flow generated by ξ, that is, for any
(x0, t0) ∈ Rn × R, Φ(x0, t0) = x(t0;x0), where x(t;x0) is the solution of
(2.5)


dx
dt
= ξ(x),
x(0) = x0.
Then, for any g ∈ A(Rn) and t ∈ R, g ◦Φt ∈ A(Rn), with Φt(x) = Φ(x, t), Φt extends to a homeomorphism
Φt : K → K, and Φ extends to a continuous mapping Φ : K × R→ K.
Proof. The assertion is equivalent to saying that, for any ϕ ∈ A(Rn), ϕ ◦ Φ : Rn × [−T, T ] → R extends,
in a unique way, to a function ϕ ◦ Φ ∈ C(K × [−T, T ]), for any T > 0. First, we claim that, given any
ζ ∈ A(Rn;Rn), we have that ϕ(x + ζ(x)) ∈ A(Rn), or, equivalently, that ϕ(· + ζ(·)) ∈ C(K), if we view ζ
and ϕ as extended to functions in C(K;Rn) and C(K), respectively. Indeed, the claim is a direct application
of Theorem 2.1, since, viewed as a function on K, ϕ(·+ ζ(·)) = ϕ ◦ T (ζ(·), ·), where T : Rn ×K → Rn is the
continuous mapping extending the translations Rn × Rn → Rn, (y, x) 7→ x+ y.
Now, by the group property Φ(x, t+ s) = Φ(Φ(x, t), s), it suffices to prove that Φ extends to a continuous
mapping K × [−T, T ]→ K, for T > 0 as small as we wish. Thus, we begin by recalling that Φ satisfies
(2.6) Φ(x, t) = x+
∫ t
0
ξ(Φ(x, s)) ds,
and for, t ∈ [−T, T ], with T > 0 sufficiently small, we may obtain Φ using Banach fixed point theorem, as
the limit of a sequence of continuous mappings Φj : Rn × [−T, T ]→ Rn, in the metric space
E := {Ψ : Rn × [−T, T ]→ Rn : Ψ(x, t)− x ∈ BUC(Rn × [−T, T ];Rn)},
endowed with the metric
(2.7) d(Φ1,Φ2) = sup
(x,t)∈Rn×[−T,T ]
|Φ1(x, t) − Φ2(x, t)|,
where Φj is defined recursively by
(2.8) Φj+1(x, t) := x+
∫ t
0
ξ(Φj(x, s)) ds, Φ0(x, t) = x, (x, t) ∈ Rn × [−T, T ].
Therefore, all that remains is to prove by induction that each Φj extends to a continuous mapping K ×
[−T, T ] → K, for all j ∈ N. Indeed, for such mappings, convergence in the metric (2.7) clearly implies
convergence in the topology generated by the family of pseudo-metrics
(2.9) dϕ(Φ1,Φ2) = sup
(z,t)∈K×[−T,T ]
|ϕ(Φ1(z, t))− ϕ(Φ2(z, t))|, ϕ ∈ C(K),
and, so, Φ, as the limit in the topology given by (2.9), of the sequence of continuous mappings Φj : K ×
[−T, T ]→ K, will also be a continuous mapping K × [−T, T ]→ K.
Now, we have already proved that Φ1(x, t) = x+ tξ(x) extends to a continuous mapping K× [−T, T ]→ K,
since, for any ϕ ∈ A(Rn), ϕ(· + tξ(·)) ∈ A(Rn), for each fixed t ∈ [−T, T ], and the uniform continuity
of ϕ immediately implies that ϕ ◦ Φ1 ∈ C(K × [−T, T ]), where as usual, we use freely the identification
A(Rn) ∼ C(K).
Finally, we have to check that the induction hypothesis that Φj extends to a continuous mapping K ×
[−T, T ] → K, implies that Φj+1 also extends to a continuos mapping K × [−T, T ] → K. Indeed, we first
prove that, if Φj extends to a continuous mapping K × [−T, T ]→ K, then the function
(2.10) ζ(x, t) :=
∫ t
0
ξ(Φj(x, s)) ds,
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satisfies, ζ(·, t) ∈ A(Rn;Rn) for each t ∈ [−T, T ], and ζ ∈ C([−T, T ];A(Rn;Rn)). In fact, the integral from
0 to t defining ζ(·, t), may be defined as the limit of Riemann sums, each of which is clearly a function
in A(Rn;Rn), and these Riemman sums converge uniformly in Rn, by the assumption that Φj extends as
a continuous mapping K × [−T, T ] → K, which implies that ξ ◦ Φj ∈ C([−T, T ];A(Rn;Rn)). Hence, we
have, as asserted, that ζ ∈ C([−T, T ];A(Rn;Rn)). In conclusion, since ζ ∈ C([−T, T ];A(Rn;Rn)), given any
ϕ ∈ A(Rn), we have ψ(·, t) := ϕ(·+ ζ(·, t)) ∈ A(Rn), by what has already been proved, and, by the uniform
continuity of ϕ, ψ ∈ C([−T, T ];A(Rn)), which is the same to say that Φj+1 extends to a continuous mapping
K × [−T, T ]→ K, finishing the proof.

We close this section establishing a general result concerning algebras w.m.v. which will be used in our
investigation on the homogenization of porous medium type equations in the last two sections of the present
work. We first establish the following definition.
Definition 2.4. For a C1 function ψ, belonging to algebra w.m.v. A(Rn), such that ∂xiψ ∈ A(R
n), i =
1, . . . , n, we say that α ∈ R is a strongly regular value of ψ if there exists δα > 0 such |ψ(x)−α|2+ |∇ψ(x)|2 >
δα, for all x ∈ Rn, where |∇ψ(x)|2 =
∑n
i=1(∂xiψ(x))
2.
Lemma 2.3. Let A(Rn) be an algebra w.m.v. and ψ ∈ A(Rn) be such that ∂xiψ, ∂
2
xixjψ ∈ A(R
n), i, j =
1, . . . , n.
(i) If α ∈ R is a strongly regular value of ψ, then
(2.11) m ({z ∈ K : ψ(z) = α}) = 0,
where K is the compact space given by Theorem 2.1 and m is the associated invariant probability
measure on K.
(ii) If
(2.12) m ({z ∈ K : |∇ψ(z)| = 0}) = 0,
then (2.11) holds for all α ∈ R. In particular, this is the case if 0 is a strongly regular value of ∂xkψ,
for some k ∈ {1, · · · , n}.
Proof. We first prove item (i). By the hypotheses and the properties of the algebras w.m.v., we have that
|∇ψ| ∈ A(Rn) and so it extends to a function in C(K). Since α is a strongly regular value of ψ, the sets
A = {z ∈ K : ψ(z) = α} and B = {z ∈ K : |∇ψ(z)| = 0} are two disjoint compact subsets of K. Hence,
there exists δ0 > 0 such that
(2.13) A ⊆ V := {z ∈ K : |∇ψ(z)| > δ0}.
In particular, given any z ∈ A, there exists j ∈ {1, . . . , n} such that |∂xjψ(z)| > δ0/n.
We claim that
A ∩ Rn ⊆
n⋃
j=1
∞⋃
k=1
Sjk,
where each Sjk is the graph of a C
1 function defined on an open subset of the space of the n− 1 variables
(x1, . . . , xj−1, xj+1, . . . , xn).
Moreover, for each fixed j ∈ {1, . . . , n}, the sets Sjk, k ∈ Z, are separated from each other along the lines
parallel to the xj -axis by a distance greater than a positive number 2σ0, in the sense that, if x1 ∈ S
j
k1
,
x2 ∈ S
j
k2
, k1 6= k2, and x1 − x2 = sej , where ej is the j-th element of the canonical basis, then |s| > 2σ0.
Indeed, let
(2.14) Aj = {x ∈ A ∩ Rn : |∂xjψ(x)| >
δ0
n
}.
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Clearly A ∩ Rn = ∪nj=1A
j . By the Implicit Function Theorem, we have that Aj is the union of a family of
connected graphs of C1 functions. Moreover, since ∂xjψ is uniformly continuous, there exists σ0 such that
|x− y| < σ0 implies |∂xjψ(x)− ∂xjψ(y)| < δ0/2n. Therefore, by (2.14), any two points x, y ∈ Aj lying both
in one line parallel to the xj-axis must satisfy |x − y| > 2σ0. In particular, the set of connected graphs in
Aj is countable, since for each point in the hyperplane {xj = 0} with rational coordinates there corresponds
at most a countable number of graphs whose projection in {xj = 0} contains that point. Now, given a
connected graph contained in Aj , by Zorn’s lemma, we can obtain a maximal family of connected graphs
in Aj , containing the given graph, whose projections into the hyperplane {xj = 0} are disjoint from each
other. We call this maximal family Sj1 . We then consider the family of connected graphs A
j \ Sj1 and pick
up a connected graph from it. Again by Zorn’s lemma such graph belongs to a maximal family of connected
graphs in Aj \Sj1 whose projections into the hyperplane {xj = 0} are pairwise disjoint. We call this maximal
family Sj2 . We then consider the family of connected graphs A
j \ (Sj1 ∪S
j
2) and, from it, we define a maximal
family of connected graphs whose projections in the hyperplane {xj = 0} are pairwise disjoint, call this
maximal family Sj3 , and so on. In this way, relabeling if necessary, we end up decomposing A
j into a disjoint
union, ∪∞k=1S
j
k, of maximal families of connected graphs whose projections in the hyperplane {xj = 0} do
not intersect each other. Clearly, each such maximal family, Sjk, maybe be viewed as a graph of a C
1 function
defined on an open subset of the space of the variables x1, . . . , xj−1, xj+1, . . . , xn. By the proof it is clear
also the assertion concerning the separation of the Sjk, along lines parallel to ej.
Let Φ : Rn×R→ Rn be the flow generated by ∇ψ, which, by Lemma 2.2, may be extended to a continuous
mapping Φ : K × R → K. Since A is compact in K, V is open in K, and A ⊆ V , by continuity, for τ0 > 0
sufficiently small, we have V(τ) := Φ(A× [−τ, τ ]) ⊆ V , for all 0 < τ ≤ τ0. We decompose Vτ as
V(τ) =
n⋃
j=1
∞⋃
k=1
V jk (τ),
where
V jk (τ) := {x ∈ R
n : x = Φ(x′, s), x′ ∈ Sjk, s ∈ [−τ, τ ]}.
Let ε0 > 0 be such that the compact sets Aε = {z ∈ K : |ψ(z) − α| ≤ ε} satisfy Aε ⊆ V , for 0 < ε < ε0.
Such ε0 > 0 exists, by compactness arguments, since⋂
0<ε<1
Aε = A.
For 0 < ε < ε0, such that 2ε/δ
2
0 < τ0, let us define
φε(x) = min{|ψ(x)− α|, ε}, ψε(x) = 1− ε
−1φε(x).
The non-negative function ψε, so defined, is clearly an element of A(Rn), which is equal 1 on A, and whose
support is Aε. We also have that Aε ⊆ V(τ0). Indeed, given any x1 ∈ Aε, assume for concreteness that
ψ(x1) < α, and let us consider the curve Φ(x1, t), for t ≥ 0, and the function
γ(t) := ψ(Φ(x1, t)), t ≥ 0.
We have γ′(t) > δ20 , while Φ(x1, t) ∈ V . So, either γ(t0) = α, for some t0 > 0, or Φ(x1, t) leaves V before γ
achieves the value α, which is impossible since γ is increasing for 0 < t < t∗, where t∗ is the least time in
which Φ(x1, t) leaves V , and Aε ⊆ V , so Φ(x1, t) could not have left V without passing through A = {ψ = α}.
Also, if x0 ∈ A and x1 = Φ(x0, t0), then
|ψ(x1)− α| = |
∫ t0
0
|∇ψ(Φ(x0, t))|
2 dt| ≥ δ20 |t0|.
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Therefore,
Aε = suppψε ⊆ V(
2ε
δ20
) =
n⋃
j=1
∞⋃
k=1
V jk (
2ε
δ20
).
Let us denote V j,εk := V
j
k (
2ε
δ20
). We have
(2.15) m(A) ≤ m({z ∈ K : |ψε(z)| >
1
2
}) ≤ 2
∫
K
ψε(z) dm(z) = 2 lim
R→∞
1
|B(0;R)|
∫
|x|<R
ψε(x) dx.
Now, for each j ∈ {1, . . . , n}, #{V j,εk : V
j,ε
k ∩B(0;R) 6= ∅} <
R
σ0
, and clearly
1
Rn−1
Hn−1
(
B(0;R) ∩ Sjk
)
≤ C,
for some C > 0 depending only on ψ. Hence, for any R > 0, we have
1
|B(0, R)|
∫
|x|<R
ψε(x) dx ≤
n∑
j=1
∑
k∈Z
1
|B(0;R)|
∫
B(0;R)∩V j,ε
k
ψε(x) dx
≤
n∑
j=1
R
σ0|B(0;R)|
max
k
∫
B(0;R)∩V j,ε
k
ψε(x) dx
≤
n∑
j=1
R
σ0|B(0;R)|
max
k
∫
B(0;R)∩V j,ε
k
dx
< Cε,
again for some C > 0 depending only on ψ. Thus, we get that m(A) < Cε, and, since ε > 0 is arbitrary, we
arrive at the desired conclusion, ending the proof of (i).
As for the proof of (ii), by assumption (2.12), we only need to prove that
m ({z ∈ K : ψ(z) = α, |∇ψ(z)| > 0}) = 0.
But, we may write
{z ∈ K : ψ(z) = α, |∇ψ(z)| > 0} =
∞⋃
l=1
Bl, Bl = {z ∈ K : ψ(z) = α, |∇ψ(z)| ≥
1
l
}.
Now, we claim that m(Bl) = 0, l = 1, 2, . . . . Indeed, the claim follows by arguments totally similar to those
used in the proof of (i). The only nontrivial adaptation to be made, is that, instead of using the function ψε
defined above, we shall now use the function
ψ˜ε(x) = ψε(x)θl(x), θl(x) := 2l
(
max
{
1
2l
, min{ |∇ψ(x)|,
1
l
}
}
−
1
2l
)
.
We then get an inequality similar to (2.15) with A replaced by Bl and ψε replaced by ψ˜ε. We also define
the analogues of Sjk and V
j
k (τ) and the remaining of the proof follows as in the proof of (i). It is also clear
that, if 0 is a strongly regular value of ∂xkψ, for some k ∈ {1, . . . , n}, then (2.12) holds, by (i). This finishes
the proof.

Remark 2.4. In general, for any ψ in an algebra w.m.v. A(Rn), we trivially have m({z ∈ K : ψ(z) = α}) = 0,
except for a countable set of α’s. Nevertheless, in general we do not have any other information about the
set of exceptional α’s besides the fact that it is countable; in particular, it could be dense in R. However,
we can use Lemma 2.3 to provide examples where the set of exceptional α’s is empty. For instance, if ψ0 is
a C2 periodic function in Rn for which 0 is a regular value of ∇ψ0 in the usual sense, then, by the Implicit
HOMOGENIZATION OF DEGENERATE POROUS MEDIUM TYPE EQUATIONS 11
Function Theorem, we know that the set {x ∈ Rn : |∇ψ0(x)| = 0} has n-dimensional Lebesgue measure
zero, and since ∇ψ0 = 0 almost everywhere on the level sets {ψ0 = α}, we conclude that all these level sets
have n-dimensional Lebesgue measure zero. Now, if A(Rn) is an algebra w.m.v. containing such a periodic
function ψ0 and ψ1, ∂xiψ1, ∂
2
xixjψ1 ∈ A(R
n), i, j = 1, . . . , n, then, for δ > 0 sufficiently small, we have that
ψ = ψ0+ δψ1 satisfies the hypotheses of the item (ii) of Lemma 2.3, and so the conclusion of (ii) holds for ψ.
3. Regular algebras w.m.v. and the Fourier-Stieltjes space FS(Rn).
In this section we introduce the concept of regular algebra w.m.v. and recall the definition and some
basic properties of the Fourier-Stieltjes space introduced by the authors in [20], which is, to the best of our
knowledge, the largest known example of a regular algebra w.m.v..
For any f ∈ L∞(Rn), let us denote by fˆ the Fourier transform of f defined as the following distribution
〈fˆ , φ〉 :=
∫
f(x)φˆ(x) dx, for all φ ∈ C∞c (R
n),
where φˆ denotes the usual Fourier transform of φ, i.e.,
φˆ(x) =
1
(2pi)
n
2
∫
φ(y)e−iy·x dx.
Given an algebra w.m.v. A, let us denote by V (A) the subspace formed by the elements f ∈ A such that
M(f) = 0, namely,
V (A) := {f ∈ A : M(f) = 0}.
Also, let us denote by Z(A) the subset of those f ∈ A such that the distribution fˆ has compact support not
containing the origin 0, that is,
Z(A) := {f ∈ A : supp(fˆ) is compact and 0 /∈ supp(fˆ)}.
We collect in the following lemma some useful properties of the functions in Z(A), whose proof is found
in [23], p. 246.
Lemma 3.1 (cf. [23]). Let A be an algebra w.m.v. in Rn and f ∈ Z(A). Then:
(i) There exists u ∈ C∞(Rn) ∩ Z(A) such that ∆u = f , where ∆ is the usual Laplace operator in Rn;
u = f ∗ ζ for certain smooth function ζ, fast decaying together with all its derivatives, satisfying
ζˆ ∈ C∞c (R
n) and 0 /∈ supp(ζˆ).
(ii) For any Borelian Q ⊆ Rn, with |Q| > 0, we have
(3.1) lim
t→∞
1
tn|Q|
∫
Qt
f(x+ y) dx = 0, uniformly in y ∈ Rn.
In particular, Z(A) ⊆ V (A).
The fundamental result about ergodic algebras, proved by Zhikov and Krivenko [37], is the following.
Theorem 3.1 (cf. [37]). If A is an ergodic algebra, then Z(A) is dense in V (A) in the topology of the
corresponding space B2.
The following immediate corollary of Theorem 3.1, established in [3], will be used in Section 6 concerning
the homogenization of a porous medium type equation.
Lemma 3.2 (cf. [3]). Let A be an ergodic algebra in BUC(Rn) and h ∈ B2 such that M(h∆f) = 0 for all
f ∈ A such that ∆f ∈ A. Then h is B2-equivalent to a constant.
Theorem 3.1 also motivates the following definition.
Definition 3.1. An algebra w.m.v. A is said to be regular if Z(A) is dense in V (A) in the topology of the
sup-norm.
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We have the following important fact about regular algebras w.m.v..
Proposition 3.1. If A is a regular algebra w.m.v., then A is ergodic.
Proof. We are going to use the characterization of ergodic algebras provided by Lemma 2.1. Let f ∈ A.
Clearly, to prove (2.4), we may assume M(f) = 0. Now, since A is regular, given ε > 0, we may find
g ∈ Z(A) such that ‖f − g‖∞ < ε. Hence,
lim sup
t→∞
My
(∣∣ 1
|B(0; t)|
∫
B(0;t)
f(x+ y) dx
∣∣2) ≤ 2 lim
t→∞
My
(∣∣ 1
|B(0; t)|
∫
B(0;t)
g(x+ y) dx
∣∣2)+ 2ε2 = 2ε2,
where we used Lemma 3.1(ii) for the last equality. This implies (2.4). 
We next state a property of regular algebras w.m.v. which will be used in our application to homogenization
of porous medium type equations on bounded domains in the final part of this paper.
Lemma 3.3. Let A be a regular algebra w.m.v. If f ∈ V (A), then for any ε > 0 there exists a function
uε ∈ Z(A) satisfying the inequalities
f − ε ≤ ∆uε ≤ f + ε.(3.2)
Proof. This follows immediately from Lemma 3.1(i) and Definition 3.1. 
The space FS(Rn) studied in [20] provides a very encompassing example of a regular algebra w.m.v..
Definition 3.2. The Fourier-Stieltjes space, denoted by FS(Rn), is the completion relatively to the sup-norm
of the space of functions FS∗(R
n) defined by
(3.3) FS∗(R
n) :=
{
f : Rn → R : f(x) =
∫
Rn
eix·y dν(y) for some ν ∈M∗(R
n)
}
,
where byM∗(Rn) we denote the space of complex-valued measures µ with finite total variation, i.e., |µ|(Rn) <
∞.
Recall that a subalgebra B ⊆ A is called an ideal of A if for any f ∈ A and g ∈ B we have fg ∈ B. Let
C0(R
n) denote the closure of C∞c (R
n) with respect to the sup norm. The following result was established
in [20].
Proposition 3.2 (cf. [20]). FS(Rn) ⊆ BUC(Rn) and it is an algebra w.m.v. containing C0(Rn) as an
ideal. Moreover, FS(Rn) is a regular algebra w.m.v. and the space PAP(Rn) of the perturbed almost periodic
functions, defined as
PAP(Rn) := {f ∈ BUC(Rn) : f = g + ψ, g ∈ AP(Rn), ψ ∈ C0(R
n)},
is a closed strict subalgebra of FS(Rn).
4. Two-scale Young Measures
In this section we recall the theorem giving the existence of two-scale Young measures established in [3].
We begin by recalling the concept of vector-valued algebra with mean value.
Given a Banach space E and an algebra w.m.v. A, we denote by A(Rn;E) the space of functions f ∈
BUC(Rn;E) satisfying the following:
(i) Lf := 〈L, f〉 belongs to A for all L ∈ E∗;
(ii) The family {Lf : L ∈ E∗, ‖L‖ ≤ 1} is relatively compact in A.
HOMOGENIZATION OF DEGENERATE POROUS MEDIUM TYPE EQUATIONS 13
Theorem 4.1 (cf. [3]). Let E be a Banach space, A an algebra w.m.v. and K be the compact associated with
A. There is an isometric isomorphism between A(Rn;E) and C(K;E). Denoting by g 7→ g the canonical
map from A to C(K), the isomorphism associates to f ∈ A(Rn;E) the map f˜ ∈ C(K;E) satisfying
(4.1) 〈L, f〉 = 〈L, f˜〉 ∈ C(K) ∀L ∈ E∗.
In particular, for each f ∈ A(Rn;E), ‖f‖E ∈ A.
For 1 ≤ p < ∞, we define the space Lp(K;E) as the completion of C(K;E) with respect to the norm
‖ · ‖p, defined as usual,
‖f‖p :=
(∫
K
‖f‖pE dm
)1/p
.
As a standard procedure, we identify functions in Lp that coincide m-a.e. in K.
Similarly, we define the space Bp(Rn;E) as the completion of A(Rn;E) with respect to the seminorm
|f |p :=
( ∫
Rn
‖f‖pE dx
)1/p
,
identifying functions in the same equivalence class determined by the seminorm | · |p. Clearly, the isometric
isomorphism given by Theorem 4.1 extends to an isometric isomorphism between Bp(Rn;E) and Lp(K;E).
The next theorem gives the existence of two-scale Young measures associated with an algebra A. For the
proof, we again refer to [3].
Let Ω ⊆ Rn be a bounded open set and {uε(x)}ε>0 be a family of functions in L∞(Ω;K), for some
compact metric space K.
Theorem 4.2. Given any infinitesimal sequence {εi}i∈N there exist a subnet {uεi(d)}d∈D, indexed by a
certain directed set D, and a family of probability measures on K, {νz,x}z∈K,x∈Ω, weakly measurable with
respect to the product of the Borel σ-algebras in K and Rn, such that
(4.2) lim
D
∫
Ω
Φ(
x
εi(d)
, x, uεi(d)(x)) dx =
∫
Ω
∫
K
〈νz,x,Φ(z, x, ·)〉 dm(z) dx ∀Φ ∈ A (R
n;C0(Ω×K)) .
Here Φ ∈ C (K;C0(Ω×K)) denotes the unique extension of Φ. Moreover, equality (4.2) still holds for
functions Φ in the following function spaces:
(1) B1(Rn;C0(Ω×K));
(2) Bp(Rn;C(Ω¯×K)) with p > 1;
(3) L1(Ω;A(Rn;C(K))).
As in the classical theory of Young measures we have the following consequence of Theorem 4.2.
Lemma 4.1. Let Ω ⊆ Rn be a bounded open set, let {uε} ⊆ L∞(Ω;Rm) be uniformly bounded and let νz,x
be a two-scale Young measure generated by a subnet {uε(d)}d∈D, according to Theorem 4.2. Assume that U
belongs either to L1(Ω;A(Rn;Rm))) or to Bp(Rn;C(Ω¯;Rm)) for some p > 1. Then
(4.3) νz,x = δU(z,x) if and only if lim
D
‖uε(d)(x)− U(
x
ε(d)
, x)‖L1(Ω) = 0.
In Sections 6 and 7, we will need a result similar to Theorem 4.1, in which the corrector function U(z, x)
does not belong to either of the spaces in the statement. Namely, we will need the following result.
Lemma 4.2. Let Ω ⊆ Rn be a bounded open set, let {uε} ⊆ L∞(Ω) be uniformly bounded and let νz,x
be a two-scale Young measure generated by a subnet {uε(d)}d∈D, according to Theorem 4.2. Let U(z, x) =
G(θ(z, x)) where G : R→ R is a function in BVloc(R), θ ∈ L
∞(Ω;A(Rn)), and assume that
(4.4) m ({z ∈ K : θ(z, x) = α}) = 0,
14 HERMANO FRID AND JEAN SILVA
for a.e. x ∈ Ω, for all α ∈ E, where E is the set of discontinuity of G. Suppose, νz,x = δU(z,x). Then
(4.5) lim
D
‖uε(d)(x)− U(
x
ε(d)
, x)‖L1(Ω) = 0.
Proof. First, we observe that the values α ∈ R for which (4.4) does not hold, for a.e. x ∈ Ω, form a countable
set. Indeed, since Ω is bounded and m(K) = 1, for each k ∈ N, there can be only a finite number of such
values α ∈ R for which ∫
Ω
m ({z ∈ K : θ(z, x) = α}) dx >
1
k
,
and so the assertion follows.
Since G ∈ BVloc(R), the lateral limits lims→s0±G(s) exist, for all s ∈ R, and, so, by (4.4), we may assume
that G is left-continuous. Also, by the properties of functions in BVloc(R) (cf., e.g., [19]), we know that,
in any compact interval of I ⊆ R, G may be written as G = G1 − G2 where G1 and G2 are monotone
non-decreasing functions in I. We may take I such that θ(z, x) ∈ I, for all z ∈ K, for a.e. x ∈ Ω. On
the other hand, each Gi, i = 1, 2, is the uniform limit in I of a monotone increasing sequence of piecewise
constant nondecreasing functions. The discontinuities of such piecewise constant functions may be suitably
located at points α satisfying (4.4). Therefore, it suffices to prove the statement assuming that G is such a
piecewise constant nondecreasing function. We may simplify further and consider G as a piecewise constant
function with only one discontinuity point, α∗.
So, given δ > 0, let us consider a continuous function ζδ : R → R, satisfying 0 ≤ ζδ ≤ 1, ζδ(s) = 1, for
|s − α∗| < δ, and ζδ(s) = 0, for |s − α∗| ≥ 2δ. Let us denote Gδ(s) := G(s)(1 − ζδ(s)) and Uδ(z, x) :=
Gδ(θ(z, x)). We have
lim
δ→0
∫
Ω
∫
K
ζδ(θ(z, x)) dm(z) dx = 0,
by the dominated convergence theorem, because of condition (4.4). Therefore, given γ > 0, we may choose
δ0 > 0 sufficiently small such that, for δ < δ0,
lim
ε→0
∫
Ω
ζδ(θ(
x
ε
, x)) dx =
∫
Ω
∫
K
ζδ(θ(z, x)) dm(z) dx < γ.
Hence,
lim sup
ε(d)
∫
Ω
|uε(d)(x)− U(
x
ε(d)
, x)| dx ≤ lim
ε(d)
∫
Ω
|uε(d)(x) − Uδ(
x
ε(d)
, x)| dx + ‖G‖∞γ,
and, by Theorem 4.2, since νz,x = δU(z,x),
lim
ε(d)
∫
Ω
|uε(d)(x) − Uδ(
x
ε(d)
, x)| dx =
∫
Ω
∫
K
|U(z, x)− Uδ(z, x)| dm(z) dx < ‖G‖∞γ,
which gives
lim sup
ε(d)
∫
Ω
|uε(d)(x) − U(
x
ε(d)
, x)| dx ≤ 2γ‖G‖∞.
Since γ > 0 is arbitrary, we arrive at (4.5), which finishes the proof. 
5. Some results about a porous medium type equation
In this section, we review some results about an initial-boundary value problem for a porous medium type
equation which will be used later. More specifically, let Ω ⊆ Rn be an open set, possibly unbounded, with
smooth boundary we consider the following initial-boundary value problem
∂tu−∆f(x, u) = 0, (x, t) ∈ Q := Ω× (0,+∞),(5.1)
u(x, 0) = u0(x), x ∈ Ω,(5.2)
f(x, u(x, t)) = 0, (x, t) ∈ ∂Ω× (0,∞).(5.3)
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Concerning the initial data, we assume
(5.4) u0 ∈ L
∞(Ω).
For the purposes of this paper, we consider two types of functions f(x, u) according to the following
definitions.
Definition 5.1. We say that the function f(x, u) is of type 1 if the conditions below are satisfied:
(f1.1) f : Ω¯ × R → R is continuous, for each u ∈ R, f(·, u) is bounded and continuous in Ω¯, and, for
each x ∈ Ω¯, f(x, ·) : R → R is strictly increasing and locally Lipschitz continuous uniformly in x.
Moreover, limu→±∞ f(x, u) = ±∞, uniformly for x ∈ Ω¯.
(f1.2) f(x, 0) = 0 for x ∈ ∂Ω.
For the sake of example, observe that the assumptions (f1.1) and (f1.2) are trivially satisfied by functions
of the form f(x, u) = a(x)u|u|γ(x)+ b(x), with γ, a, b smooth, bounded, γ(x) > γ0 > 0,a(x) > a0 > 0, x ∈ Ω,
and b(x) = 0, for x ∈ ∂Ω .
We will also consider the problem (5.1)-(5.3) when f(x, u) is of the type described in the following
definition.
Definition 5.2. We say that the function f(x, u) is of type 2 if f(x, u) = h(x)F (u) + S(x), where:
(f2.1) F : R→ R is locally Lipschitz continuous, nondecreasing, F (0) = 0, and limu→±∞ F (u) = ±∞. For
definiteness, we assume that F is not strictly increasing.
(f2.2) S, h ∈W 2,∞(Ω), that is, they belong, together with their derivatives up to second order, to L∞(Ω),
and h(x) ≥ δ0 > 0, for all x ∈ Ω.
(f2.3) S(x) = 0, for x ∈ ∂Ω.
Observe that, for F satisfying (f2.1) we may define G(r) = min{u : F (u) = r}, and we have F (G(r)) = r,
for all r ∈ R, and G(F (u)) = u if u /∈ F−1(E), where
E := {r ∈ R : G is discontinuous at r}.
Remark 5.1. We remark that all the results obtained in what follows for f(x, u) of type 2 have identical
versions for f(x, u) of the form f(x, u) = F (h(x)u) + S(x), with F, h, S satisfying the conditions in (f2.1),
(f2.2), and (f2.3), the proofs of which are easy adaptations of the proofs given herein for f(x, u) of type 2,
after the trivial change of variables v = h(x)u.
Remark 5.2. Concerning the homogeneous boundary condition in (5.3), we remark that all discussion make
in this section about this homogeneous problem can be immediately extended, with only minor adaptations,
to apply to the corresponding non-homogeneous problem formed replacing (5.3) by f(x, u(x, t)) = β(x),
(x, t) ∈ ∂Ω× (0,∞), for any function β ∈ C(Ω¯)∩H1loc(Ω¯). Considering this more general boundary condition
would have the convenient feature of allowing us to dispense with both assumptions (f1.2) and (f2.3), which
could be achieved in general by replacing a given f(x, u) by another f˜(x, u) = f(x, u)− ϕ(x), where ϕ(x) is
a harmonic function on Ω that satisfies ϕ(x) = f(x, 0), for x ∈ ∂Ω.
In the case where f(x, u) is of type 1, since f(x, ·) is (strictly) increasing, for each x, then the equation (5.1)
is only mildly degenerate, in other words, it still belongs to the “non-degenerate” class, in the classification of
[6]. Nevertheless, it is degenerate in the sense that fu(x, ·) can vanish on a set N ⊆ R, provided N does not
contain a non-empty open interval. The simplest and prototypical example is the classical porous medium
equation, for which f(x, u) = u|u|γ , γ > 0. We remark that for the latter, due to a comparison principle,
we can always guarantee that u(x, t) ≥ 0 if u0(x) ≥ 0, which is physically desirable. For this reason, we can
view f(u) = uγ+1, u ≥ 0, as defined in R, trivially extended as u|u|γ . This motivates our choice of taking
f(x, ·) as defined in the whole R, which is a matter of convenience. On the other hand, if f(x, u) is of type
2, then the equation (5.1) falls into the degenerate class in the classification of [6].
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The study of the well-posedness of the Cauchy problem for general quasilinear degenerate parabolic
equations starts with Volpert and Hudjaev [35], for initial data in BV , where the L1-stability was achieved
completely only in the isotropic case, that is, for a diagonal viscosity matrix. The results in [35] were
extended to the initial boundary value problem in [36]. Well-posedness in the isotropic case with initial data
in L∞ was established by Carrillo [6] in the homogeneous case where the coefficients do not explicitly depend
on (x, t). A purely L1 well-posedness theory for the homogeneous anisotropic case was established by Chen
and Perthame in [10]. The latter was extended to the non-homogeneous anisotropic case in [9]. We refer to
the bibliography in the cited papers for a more complete list of references on the subject.
Equation (5.1) is a particular case of a degenerate non-homegeneous isotropic equation and, as we said
above, in the case where f(x, u) is of type 1, its degeneration is of a mild type which makes its study a bit
simpler than that of the general degenerate equation. On the other hand, in the case where f(x, u) is of
type 2, equation (5.1) is a particular case of a strongly degenerate parabolic equation. Here we will review
the analysis of such equations for f belonging to both types in order to introduce some notations and some
particular results that will be needed in our study of the homogenization of porous medium type equations
in Section 6. For the stability results, in the type 1 case, we follow closely the analysis in [6] and show which
adaptations of the results in [6] need to be made in order to handle the explicit dependence on x of f . Still
for the stability results, in the type 2 case, we borrow as well some ideas from [24], which in turn is also
based on the analysis of [6].
For the existence of solutions, which follows from the compactness of the sequence of solutions of regu-
larized (nondegenerate) problems, we introduce here a method which is motivated by Kruzkhov [26]. We
remark that recently Panov [31] has obtained a very general compactness result that, in particular, would
imply the one proved here. However the techniques used in [31] are out of the scope of the present paper
and we think it is appropriate here to provide a simple and direct proof of this compactness result.
Definition 5.3. A function u ∈ L∞(Q) is said to be a weak solution of the problem (5.1)-(5.3), if the
following hold:
(1) f(x, u(x, t)) ∈ L2loc((0,∞);H
1
0,loc(Ω¯));
(2) For any ϕ ∈ C∞c (Ω× R), we have
(5.5)
∫
Ω×(0,∞)
{u(x, t)ϕt(x, t)−∇f(x, u(x, t)) · ∇ϕ(x, t)} dx dt+
∫
Ω
u0(x)ϕ(x, 0) dx = 0.
Remark 5.3. In the case of a non-homogeneous boundary condition f(x, u(x, t)) = β(x), (x, t) ∈ ∂Ω×(0,∞),
for some β ∈ C(Ω¯) ∩ H1loc(Ω¯), we only need to replace (1) in Definition 5.3 by f(x, u(x, t)) − β(x) ∈
L2loc((0,∞);H
1
0,loc(Ω¯)).
Let u be a weak solution of (5.1)-(5.3). Denoting by 〈·, ·〉 the usual pairing between H−1(U) and H10 (U)
when U ⊆ Rn is open, we can conclude from (5.5) that
∂tu ∈ L
2
loc((0,∞);H
−1
loc (Ω¯)),
so that the equality (5.5) is equivalent to
(5.6)
∫ ∞
0
〈∂tu, ϕ〉 dt+
∫
Q
∇f(x, u) · ∇ϕdxdt −
∫
Ω
u0ϕ(x, 0) dx = 0.
for all ϕ ∈ C∞c (Ω× R).
Let Hδ : R→ R be the approximation of the function sgn given by
Hδ(s) :=


1, for s > δ,
s
δ
, for |s| ≤ δ,
−1, for s < −δ.
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Given a nondecreasing Lipschitz continuous function ϑ : R→ R and k ∈ R, we define
Bkϑ(x, λ) :=
{∫ λ
k
ϑ(f(x, r))dr, if f is of type 1,∫ λ
k ϑ(F (r))dr, if f is of type 2.
Concerning the function Bkϑ, we will make use of the following lemma which is a version of a lemma in [6],
whose proof remains essentially the same and for which, therefore, we refer to [6], lemma 4, p.324.
Lemma 5.1. Let u ∈ L∞(Q) be a weak solution of (5.1)-(5.3). Then, for a.e. t ∈ (0,+∞), we have∫ t
0
∫
Ω
Bkϑ(x, u)ϕs ds dx+
∫
Ω
Bkϑ(x, u0)ϕ(x, 0) dx −
∫
Ω
Bkϑ(x, u(t))ϕ(x, t) dx
= −
∫ t
0
〈∂su, ϑ(f(x, u))ϕ〉 ds
∀k ∈ R and ∀ 0 ≤ ϕ ∈ C∞c (Ω× R).
Let us denote
ϑ1δ(λ; y) := Hδ(λ− f(y, k)),
ϑ2δ(λ) := Hδ(λ− F (k)), and
Bkϑ1
δ
(x, λ; y) := Bkϑ1
δ
(·;y)(x, λ).
Next we state and prove a lemma which is also an adaptation of a similar result in [6], lemma 5, p.329.
Lemma 5.2 (Entropy production term: type 1 case). Let u ∈ L∞(Q) be a weak solution of the problem (5.1)-
(5.3), with u0 ∈ L∞(Ω). If f is of type 1, then∫
Q
Bkϑ1
δ
(x, u; y)ϕt −Hδ(f(x, u)− f(y, k))∇f(x, u) · ∇ϕdxdt(5.7)
=
∫
Q
|∇f(x, u)|2H ′δ(f(x, u)− f(y, k))ϕdxdt,
for all y ∈ Ω, k ∈ R and all 0 ≤ ϕ ∈ C∞c (Q).
Proof. By the Lemma 5.1, we have
−
∫ +∞
0
〈∂tu,Hδ(f(x, u)− f(y, k))ϕ〉 dt =
∫
Q
Bkϑδ (x, u;µ)ϕt dx dt.
Since u is a weak solution and Hδ(f(x, u)− f(y, k))ϕ is a test function for each fixed y and k, we get
−
∫ +∞
0
〈∂tu,Hδ(f(x, u)− f(y, k))ϕ〉 dt−
∫
Q
{∇f(x, u) · ∇(Hδ(f(x, u)− f(y, k))ϕ)} dx dt = 0.
This equality with the previous one gives∫
Q
{Bkϑ1
δ
(x, u; y)ϕt −∇f(x, u) · ∇(Hδ(f(x, u)− f(y, k))ϕ)} dx dt = 0,
and this yields (5.7). 
Now, we establish a result which is the analogue of Lemma 5.2 for the case where f is of type 2.
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Lemma 5.3 (Entropy production term: type 2 case). Let u ∈ L∞(Q) be a weak solution of (5.1)-(5.3) with
u0 ∈ L∞(Ω). If f is of type 2, then∫
Q
{
|u− k|ϕt −∇|f(x, u)− f(x, k)| · ∇ϕ− sgn(u− k)∆f(x, k)ϕ
}
dx dt(5.8)
= lim
δ→0
∫
Q
h(x)|∇F (u)|2H ′δ(F (u)− F (k))ϕdxdt,
for all k ∈ R such that F (k) /∈ E and 0 ≤ ϕ ∈ C∞c (Q).
Proof. Similarly to what was done in Lemma 5.2, we have∫
Q
{Bkϑ2
δ
(u)ϕt −∇f(x, u) · ∇(Hδ(F (u)− F (k))ϕ)} dx dt = 0,
which gives∫
Q
{
Bkϑ2
δ
(u)ϕt −Hδ(F (u)− F (k))∇ (f(x, u)− f(x, k)) · ∇ϕ+Hδ(F (u)− F (k))∆f(x, k)ϕ
}
dx dt
=
∫
Q
{
(F (u)− F (k))∇h(x) · ∇F (u) + h(x)|∇F (u)|2
}
H ′δ(F (u)− F (k))ϕdxdt.
Since F (k) /∈ E, we obtain that Hδ(F (u)−F (k))→ sgn(u− k) and B
k
ϑ2
δ
(u)→ |u− k| as δ → 0. So, in order
to obtain (5.8), it suffices to show that the first integral on the right-hand side of the expression above goes
to 0 as δ → 0. For this, define
Iδ :=
∫
Q
(F (u)− F (k))∇h(x) · ∇F (u)H ′δ(F (u)− F (k))ϕdxdt.
A simple computation shows that
Iδ :=
∫
Q
divFδ(F (u))ϕdxdt −
∫
Q
∆hGδ(F (u))ϕdxdt,
where
Fδ(z) := ∇h(x)
∫ z
F (k)
(r − F (k))H ′δ(r − F (k)) dr,
Gδ(z) :=
∫ z
F (k)
(r − F (k))H ′δ(r − F (k)) dr.
Since limδ→0 Fδ(z) = 0 and limδ→0 Gδ(z) = 0 for all z, we have limδ→0 Iδ = 0. 
Definition 5.4. (i) If f(x, u) is of type 1, a function u ∈ L∞(Q) is an entropy solution of the prob-
lem (5.1)-(5.3) if u is just a weak solution of the same problem.
(ii) If f(x, u) is of type 2, a function u ∈ L∞(Q) is an entropy solution of the problem (5.1)-(5.3) if u is
a weak solution and satisfies, for all 0 ≤ ϕ ∈ C∞c (Ω× (0,∞)) and k ∈ R,
(5.9)
∫
Q
{|u− k|ϕt −∇|f(x, u)− f(x, k)| · ∇ϕ− sgn(u− k)∆f(x, k)ϕ} dx dt ≥ 0.
The following theorem is a central tool in our analysis of the homogenization problem for porous medium
type equation in Sections 6 and 7. Its proof follows from (5.7), by using doubling of variables, and the trick of
completing the square in [6], theorem 13, p. 339. Of particular importance for our homogenization study in
Section 6 will be the formula (5.11) below, which holds in the special case when one of the entropy solutions
is stationary. We give the detailed proof here for the reader’s convenience.
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Theorem 5.1. Let u1, u2 be entropy solutions of the problem (5.1)-(5.3) with initial data u01, u02 ∈ L∞(Ω).
Then we have the following:
(i) For all 0 ≤ ϕ ∈ C∞c (Q), we have
(5.10)
∫
Q
|u1(x, t) − u2(x, t)|ϕt −∇|f(x, u1(x, t))− f(x, u2(x, t))| · ∇ϕdxdt ≥ 0.
(ii) If u2 is a stationary solution, then∫
Q
|u1(x, t) − u2(x)|ϕt −∇|f(x, u1(x, t)) − f(x, u2(x))| · ∇ϕdxdt(5.11)
= lim
δ→0
∫
Q
|∇[f(x, u1(x, t))− f(x, u2(x))]|
2H ′δ(f(x, u1(x, t))− f(x, u2(x)))ϕdxdt,
for all 0 ≤ ϕ ∈ C∞c (Q).
Proof. 1. In what follows, we use the abridged notation u1 = u1(x, t) and u2 = u2(y, s). We begin by proving
(5.10) in the case where f is of type 1. For this, we apply (5.7) to u1, to obtain∫
Q
{Bkϑ1
δ
(x, u1; y)φt −Hδ(f(x, u1)− f(y, k))∇xf(x, u1) · ∇xφ} dx dt
=
∫
Q
|∇xf(x, u1)|
2H ′δ(f(x, u1)− f(y, k))φdx dt,
for all k ∈ R and for all 0 ≤ φ ∈ C∞c (Q
2). Setting k = u2 and integrating in y, s, we obtain∫
Q2
{Bu2
ϑ1
δ
(x, u1; y)φt −Hδ(f(x, u1)− f(y, u2))∇xf(x, u1) · ∇xφdx dt dy ds
=
∫
Q2
|∇xf(x, u1)|
2H ′δ(f(x, u1)− f(y, u2))φdx dt dy ds.(5.12)
Now, applying (5.7) to u2, taking k = u1 and integrating in x, t, we obtain∫
Q2
{
Bu1
ϑ1
δ
(y, u2;x)φs +Hδ(f(x, u1)− f(y, u2))∇yf(y, u2) · ∇yφ
}
dx dt dy ds
=
∫
Q2
|∇yf(y, u2)|
2H ′δ(f(x, u1)− f(y, u2))φdx dt dy ds(5.13)
Now, we note that
0 =
∫
Q
∇yf(y, u2) · ∇x[Hδ(f(x, u1)− f(y, u2))φ] dx dt
=
∫
Q
{
∇yf(y, u2) · ∇xf(x, u1)H
′
δ(f(x, u1)− f(y, u2))φ +Hδ(f(x, u1)− f(y, u2))∇yf(y, u2) · ∇xφ
}
dx dt
and so we have ∫
Q2
Hδ(f(x, u1)− f(y, u2))∇yf(y, u2) · ∇xφdx dt dy ds
= −
∫
Q2
∇yf(y, u2) · ∇xf(x, u1)H
′
δ(f(x, u1)− f(y, u2))φdx dt dy ds(5.14)
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Analogously, ∫
Q2
Hδ(f(x, u1)− f(y, u2))∇xf(x, u1) · ∇yφdx dt dy ds
=
∫
Q2
∇yf(y, u2) · ∇xf(x, u1)H
′
δ(f(x, u1)− f(y, u2))φdx dt dy ds(5.15)
Making (5.12) minus (5.15) yields∫
Q2
{
Bu2
ϑ1
δ
(x, u1; y)φt −Hδ(f(x, u1)− f(y, u2))∇xf(x, u1) · (∇x +∇y)φ
}
dx dt dy ds
=
∫
Q2
{
|∇xf(x, u1)|
2 −∇xf(x, u1) · ∇yf(y, u2)
}
H ′δ(f(x, u1)− f(y, u2))φdx dt dy ds(5.16)
Further, adding (5.13) and (5.14) gives∫
Q2
{
Bu1
ϑ1
δ
(y, u2;x)φs +Hδ(f(x, u1)− f(y, u2))∇yf(y, u2) · (∇x +∇y)φ
}
dx dt dy ds
=
∫
Q2
{
|∇yf(y, u2)|
2 −∇xf(x, u1) · ∇yf(y, u2)
}
H ′δ(f(x, u1)− f(y, u2))φdx dt dy ds.(5.17)
Now, adding (5.16) and (5.17) we obtain∫
Q2
{
Bu2
ϑ1
δ
(x, u1; y)φt +B
u1
ϑ1
δ
(y, u2;x)φs
−Hδ(f(x, u1)− f(y, u2))(∇x +∇y)(f(x, u1)− f(y, u2)) · (∇x +∇y)φ
}
dx dt dy ds
= +
∫
Q2
|(∇x +∇y)(f(x, u1)− f(y, u2))|
2H ′δ(f(x, u1)− f(y, u2))φdx dt dy ds.(5.18)
We then use test functions as φ(x, t, y, s) := ϕ(x+y2 ,
t+s
2 )ρk(
x−y
2 )θl(
t−s
2 ), where 0 ≤ ϕ ∈ C
∞
c (Q), and ρk, θl
are classical approximations of the identity in Rn and R, respectively, as in the doubling of variables method.
Hence, letting k →∞ first, later δ → 0 and then letting l→∞, we obtain (5.10) for f of type 1.
2. Now, assume that the function f is of type 2 and define the sets
E1 := {(x, t) ∈ Q : F (u1(x, t)) ∈ E} and E2 := {(y, s) ∈ Q : F (u2(y, s)) ∈ E} .
Observe that
(5.19) sgn(u1 − u2) = sgn(F (u1)− F (u2)),
for all (x, t, y, s) ∈ {(Q \ E1)×Q} ∪ {Q× (Q \ E2)}. Moreover,
(5.20) ∇xF (u1) = 0, a.e. in E1,
(5.21) ∇yF (u2) = 0, a.e. in E2.
Let φ be as in step 1. Using the Definition 5.4, taking k = u2 and integrating over E2, we get∫
Q×E2
{
|u1 − u2|φt −∇x|f(x, u1)− f(x, u2)| · ∇xφ− sgn(u1 − u2)(∆f)(x, u2)φ
}
dx dt ≥ 0,(5.22)
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where (∆f)(x, u) :=
∑n
i=1 fxixi(x, u). Now, by applying Lemma 5.3 for u1, taking k = u2(y, s) such that
(y, s) /∈ E2, integrating over Q \ E2 and adding to (5.22), we have∫
Q2
{
|u1 − u2|φt − |F (u1)− F (u2)|(∇h)(x) · ∇xφ− h(x)∇x|F (u1)− F (u2)| · ∇xφ
− sgn(u1 − u2)(∆f)(x, u2)φ
}
dx dt dy ds
≥ lim
δ→0
∫
(Q\E1)×(Q\E2)
h(x)|∇xF (u1)|
2H ′δ(F (u1)− F (u2))φdx dt dy ds.(5.23)
By arguing in a similar way for u2 we can prove that∫
Q2
{
|u1 − u2|φs − |F (u1)− F (u2)|(∇h)(y) · ∇yφ− h(y)∇y|F (u1)− F (u2)| · ∇yφ
+ sgn(u1 − u2)(∆f)(y, u1)φ
}
dx dt dy ds
≥ lim
δ→0
∫
(Q\E1)×(Q\E2)
h(y)|∇yF (u2)|
2H ′δ(F (u1)− F (u2))φdx dt dy ds.(5.24)
3. Since
0 =
∫
Q
h(y)∇yF (u2) · ∇x (Hδ(F (u1)− F (u2))φ) dx dt,
we obtain, taking into account (5.19)–(5.21)∫
Q2
h(y)∇y|F (u1)− F (u2)| · ∇xφdx dt dy ds
= lim
δ→0
∫
(Q\E1)×(Q\E2)
h(y)∇yF (u2) · ∇xF (u2)H
′
δ(F (u1)− F (u2))φdx dt dy ds.(5.25)
Analogously,∫
Q2
h(x)∇x|F (u1)− F (u2)| · ∇yφdx dt dy ds
= lim
δ→0
∫
(Q\E1)×(Q\E2)
h(x)∇yF (u2) · ∇xF (u2)H
′
δ(F (u1)− F (u2))φdx dt dy ds.(5.26)
4. Multiplying (5.26) by −1 and adding to (5.23), we get∫
Q2
{
|u1 − u2|φt − |F (u1)− F (u2)|(∇h)(x) · ∇xφ− h(x)∇x|F (u1)− F (u2)| · (∇x +∇y)φ
− sgn(u1 − u2)(∆f)(x, u2)φ
}
dx dt dy ds
≥ lim
δ→0
∫
(Q\E1)×(Q\E2)
{
h(x)|∇xF (u1)|
2
− h(x)∇xF (u1) · ∇yF (u2)
}
H ′δ(F (u1)− F (u2))φdx dt dy ds.(5.27)
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Similarly with respect to (5.25) and (5.24),
∫
Q2
{
|u1 − u2|φs − |F (u1)− F (u2)|(∇h)(y) · ∇yφ− h(y)∇y|F (u1)− F (u2)| · (∇x +∇y)φ
+ sgn(u1 − u2)(∆f)(y, u1)φ
}
dx dt dy ds
≥ lim
δ→0
∫
(Q\E1)×(Q\E2)
{
h(y)|∇yF (u2)|
2
− h(y)∇xF (u1) · ∇yF (u2)
}
H ′δ(F (u1)− F (u2))φdx dt dy ds.(5.28)
Finally, adding the last two inequalities yields
∫
Q2
{
|u1 − u2| (φt + φs)− |F (u1)− F (u2)|
(
(∇h)(x) · ∇xφ+ (∇h)(y) · ∇yφ
)
−
(
h(x)∇x|F (u1)− F (u2)|+ h(y)∇y|F (u1)− F (u2)|
)
·
(
∇x +∇y
)
φ
− sgn(u1 − u2)
(
(∆f)(x, u2)− (∆f)(y, u1)
)
φ
}
dx dt dy ds
≥ lim
δ→0
∫
(Q\E1)×(Q\E2)
{∣∣h(x)∇xF (u1)− h(y)∇yF (u2)∣∣2
+
(
h(x)− h(y)
)2
∇xF (u1) · ∇yF (u2)
}
H ′δ(F (u1)− F (u2))φdx dt dy ds,
which is equivalent to
∫
Q2
{
|u1 − u2| (φt + φs)−
(
∇x +∇y
)
|f(y, u1)− f(y, u2)| ·
(
∇x +∇y
)
φ
− sgn(u1 − u2)
(
(∆f)(x, u2)− (∆f)(y, u1)
)
φ
}
dx dt dy ds
≥ lim
δ→0
∫
Q2
{(
h(x) − h(y)
)2
∇xF (u1) · ∇yF (u2)H
′
δ(F (u1)− F (u2))φ
−
(
h(x)− h(y)
)
∇x|F (u1)− F (u2)| ·
(
∇x +∇y
)
φ
+ |F (u1)− F (u2)|
(
(∇h)(x) − (∇h)(y)
)
· ∇xφ
}
dx dt dy ds
= lim
δ→0
(
Iδ1 + I2 + I3
)
.
(5.29)
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Now, observe that
Iδ1 =
∫
Q2
(
h(x)− h(y)
)2
∇xF (u1) · ∇yF (u2)H
′
δ(F (u1)− F (u2))φdx dt dy ds
=
∫
Q2
(
h(x) − h(y)
)2
∇yF (u2) · ∇x
(
Hδ(F (u1)− F (u2))
)
φdx dt dy ds
= −
∫
Q2
Hδ(F (u1)− F (u2))∇yF (u2) ·
(
∇xφ
(
h(x)− h(y)
)2
+ 2(∇h)(x)
(
h(x)− h(y)
)
φ
)
dx dt dy ds
≤ C
∫
Q2
|∇yF (u2)| |x− y|
(
|x− y| |∇xφ|+ 2|(∇h)(x)|φ
)
dx dt dy ds.
Taking φ(x, t, y, s) := ϕ(x+y2 ,
t+s
2 )ρk(
x−y
2 )θl(
t−s
2 ) as in the step 1, the previous inequality shows that I
δ
1 → 0
when k →∞ uniformly in δ. Similarly, we can prove that I2 → 0 as k →∞. Moreover,
I3 = −
∫
Q2
{
∇x|F (u1)− F (u2)| ·
(
(∇h)(x) − (∇h)(y)
)
φ+ |F (u1)− F (u2)| (∆h)(x)φ
}
dx dt dy ds,
where, like above, the first integral goes to 0 as k→∞ and it is easy to check that the second one goes to
−
∫
Q
sgn(u1 − u2)
(
(∆f)(x, u2(x, t))− (∆f)(x, u1(x, t))
)
ϕ(x, t) dx dt,
as k, l→∞. Finally, using this facts and taking k, l→∞ in (5.29), we obtain (5.10) for f of type 2.
5. To obtain (5.11), we observe that if u2 is stationary solution then B
u1
ϑδ
(y, u2;x) and B
u2
ϑδ
(x, u1; y) are
independent of s and so, we can write the trivial equality where both members are null∫
Q2
Bu1ϑδ (y, u2;x)φs dx dt dy ds =
∫
Q2
Bu2ϑδ (x, u1; y)φs dx dt dy ds
Combining the previous equality in (5.18), we have∫
Q2
{
Bu2ϑδ (x, u1; y)(φt + φs)
−Hδ(f(x, u1)− f(y, u2))(∇x +∇y)(f(x, u1)− f(y, u2)) · (∇x +∇y)φ
}
dx dy dt ds
=
∫
Q2
|(∇x +∇y)(f(x, u1)− f(y, u2))|
2H ′δ(f(x, u1)− f(y, u2))φdx dt dy ds.
Now, using test functions as above and letting k, l→∞, we get (5.11).

Remark 5.4. As usual, we denote (s)± := max{±s, 0}. The same arguments in the above proof lead to an
inequality similar to (5.10), with |u1−u2|, |f(x, u1)−f(x, u2)| replaced by (u1−u2)±, (f(x, u1)−f(x, u2))±,
respectively, just by using Bk(ϑδ)± , (Hδ)±, instead of B
k
ϑδ
, Hδ, respectively. We thus obtain
(5.30)
∫
Q
(u1(x, t) − u2(x, t))±ϕt −∇(f(x, u1(x, t)) − f(x, u2(x, t)))± · ∇ϕdxdt ≥ 0.
where we mean one inequality holding with (·)+ and another holding for (·)−. Moreover, to obtain (5.30)
we only need that ui ∈ L∞(Q) satisfies (5.5), if f is of type 1, or (5.9), if f is of type 2, and f(x, ui(x, t)) ∈
L2loc((0,∞);H
1
loc(Ω¯)) instead of f(x, ui(x, t)) ∈ L
2
loc((0,∞);H
1
0,loc(Ω¯)), i = 1, 2, as can be easily checked.
Given any R > 0, let ξR ∈ H
1
0 (Ω¯ ∩ B(0;R)) be the eigenfunction of −∆ associated with the eigenvalue
λ1(R) > 0 such that ξR > 0 in Ω ∩B(0;R) (see, e.g., [18]).
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Theorem 5.2 (Uniqueness). Let u1, u2 be entropy solutions of the problem (5.1)-(5.3) with initial data
u01, u02 ∈ L∞(Ω). Then, for each R > 0, there exists C > 0, such that for a.e. t > 0, we have
(5.31)
∫
Ω
|u1(t)− u2(t)|ξR(x) dx ≤ e
Ct
∫
Ω
|u01(x) − u02(x)|ξR(x) dx.
Proof. Taking ϕ(x, t) = δh(t)ξR(x), with 0 ≤ δh ∈ C
∞
c ((0,+∞)) in (i) of Theorem (5.1), we obtain∫
Q
{
− |u1 − u2|δ
′
h(t)ξR(x)− |f(x, u1)− f(x, u2)|δh(t)∆ξR(x)
}
dx dt ≤ 0.
Observe that
−
∫
Q
|u1 − u2|δ
′
h(t)ξR(x) dx dt ≤
∫
Q
{
|f(x, u1)− f(x, u2)|δh(t)|∆ξR(x)|
}
dx dt
≤ C
∫
Q
|u1 − u2|δh(t)ξR(x) dx dt,
where we use that |∆ξR| = λ1ξR and the Lipschitz condition on f(x, u). We define
β(s) :=
∫
Ω
|u1(x, s) − u2(x, s)|ξR(x) dx.
Then, using a suitable sequence of functions δh and letting h→ 0, we arrive at
β(t) ≤
∫
Ω
|u01(x) − u02(x)|ξR(x) dx + C
∫ t
0
β(s) ds.
Hence, we may apply Gronwall’s lemma to conclude the proof of (5.31). 
Remark 5.5. Noting that (f(x, u1) − f(x, u2))± ≤ C(u1 − u2)±, respectively, and using Remark 5.4 we see
that the same arguments show that
(5.32)
∫
Ω
(u1(t)− u2(t))±ξR(x) dx ≤ e
Ct
∫
Ω
(u01(x) − u02(x))±ξR(x) dx
for a.e. t > 0 for entropy solutions of the problem (5.1)-(5.3). Moreover, as a consequence of Remark 5.4, to
obtain (5.32) we only need that ui ∈ L∞(Q) satisfies (5.5) and f(x, ui(x, t)) ∈ L2loc((0,∞);H
1
loc(Ω¯)) instead
of f(x, ui(x, t)) ∈ L2loc((0,∞);H
1
0,loc(Ω¯)), i = 1, 2, provided
(5.33) (f(x, u1(x, t)) − f(x, u2(x, t)))±|∂Ω ≡ 0, a.e. t ∈ (0,∞), respectively,
the latter meaning the trace on ∂Ω for functions in H1loc(Ω¯).
The above remark immediately implies the following result.
Corollary 5.1 (Monotonicity). Let u1, u2 ∈ L∞(Q) satisfy (5.5), if f is of type 1, or (5.9), if f is of type 2,
and, in either case, f(x, ui(x, t)) ∈ L2loc((0,∞);H
1
loc
(Ω¯)), i = 1, 2. Suppose that u01(x) ≤ u02(x) for a.e.
x ∈ Ω and
(5.34) (f(x, u1(x, t))− f(x, u2(x, t)))+|∂Ω ≡ 0, a.e. t ∈ (0,∞).
Then,
u1(x, t) ≤ u2(x, t), for a.e. (x, t) ∈ Q.
Our next goal is to prove the existence of an entropy solution for (5.1)-(5.3) .
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We consider the following regularized version of (5.1)-(5.3),
∂tu−∆f
σ(x, u) = 0, (x, t) ∈ Q,(5.35)
u(x, 0) = u0,σ(x), x ∈ Ω,(5.36)
u(x, t) = 0, for (x, t) ∈ ∂Ω× (0,∞)(5.37)
where
fσ(x, u) := (ρ(n+1)σ ∗ f)(x, u)− (ρ
(n+1)
σ ∗ f)(x, 0) + f˜σ(x) + σu,
where ρ
(n+1)
σ (x, u) = ρσ(x1) · · · ρσ(xn)ρσ(u), where ρσ(s) is a standard Dirac sequence of mollifiers in R,
we assume f(x, u) extended by 0 outside Ω × R, and f˜σ(x) = [ρ
(n)
σ ∗ (χΩσ f(·, 0))](x), where ρ
(n)
σ (x) =
ρσ(x1) · · · ρσ(xn) and χΩσ is the characteristic function of the set Ωσ := {x ∈ Ω : dist(x; ∂Ω) > σ}. We also
prescribe a regularized initial data
(5.38) u0,σ := ρ
(n)
σ ∗ (χΩσ u0).
The existence and uniqueness of a classical solution of (5.35),(5.36),(5.37), for σ > 0, with u0,σ defined
by (5.38), is proved, for example, in [29].
Following Kruzhkov’s ideas in [26], we now establish the following result, which gives the pre-compactness
in L1loc(Q) of the classical solutions uσ, when f is of type 2. It will be convenient to use again ξR, defined
just before Theorem 5.2.
Theorem 5.3. Assume f(x, u) be of type 2 and u0 ∈ W 1,∞(Ω). Let uσ be the solution of the regularized
problem (5.35),(5.36),(5.37). Then,
(5.39) ‖uσ(t)‖L∞(Ω) ≤M0, t ≥ 0,
with M0 independent of σ, and, for any R > 0, T > 0, and |y| < δ, with δ sufficiently small,
(5.40)
∫
Ω
|uσ(x+ y, t)− uσ(x, t)|ξR(x) dx ≤ c1δ, 0 ≤ t ≤ T,
where the constant c1 = c1(R, T, ‖∇u0‖∞,
∑n
i=1 ‖fxixi‖L∞(Ω×I)) is independent of σ, with I = [−M0,M0].
Moreover, for some constant M > 0 independent of σ, for any R > 0, 0 ≤ t < T , we have
(5.41)
∫
Ω
|uσ(x, t+ s)− uσ(x, t)|ξR(x) dx ≤ min
0<δ<1
{
(2c1 + ‖∇ξR‖1)δ + sM
(
1
δ2
+
2
δ
+ 1
)
‖ξR‖1
}
s→0
−→ 0.
Proof. The uniform boundedness stated in (5.39) is obtained by direct application of Corollary 5.1, and
Remark 5.5, by comparing uσ with the stationary solutions gσ(x,±M), where gσ(x, fσ(x, α)) = α, since
we may take M > 0 large enough so that gσ(x,−M) ≤ u0(x) ≤ gσ(x,M), ‖gσ(x,±M)‖∞ ≤ M0, for some
M0 > 0 independent of σ, and gσ(x,−M) ≤ 0 ≤ gσ(x,M), for x ∈ ∂Ω.
1. To prove (5.40), for each k = 1, · · · , n define vk := ∂xkuσ and observe that
(5.42) ∂tv
k −∆(fσu (x, u)v
k)−∇ · (fσxku(x, u)∇u)−
(
∇fσxku
)
(x, u) · ∇u = −
(
∆fσ
)
(x, u),
where, for simplicity of notation, we denote uσ by u,
(
fσx1xku(x, u), · · · , f
σ
xnxku(x, u)
)
by
(
∇fσxku
)
(x, u) and∑n
i=1 f
σ
xixi(x, u) by
(
∆fσ
)
(x, u).
We fix a number T > 0 and let gk ∈ C∞(Ω× [0, T ]) be such that gk(t) ∈ C∞c (Ω) for all t ∈ [0, T ]. Now,
taking 0 < t0 ≤ T , multiplying the equation (5.42) by g
k, integrating by parts and summing over k from 1
to n, we get
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∫ t0
0
∫
Ω
−
n∑
k=1
{
∂tg
k + fσu (x, u)∆g
k −
n∑
i=1
(
fσxiu(x, u)g
i
xk
− fσxixku(x, u)g
i
)}
vk dx dt
+
∫
Ω
n∑
k=1
vk(t0)g
k(t0) dx =
∫
Ω
n∑
k=1
{
vk(0)gk(0)− (∆f)(x, u)gk(t0)
}
dx.(5.43)
For k = 1, · · · , n and g = (g1, · · · , gn), we define
(5.44) Lk(g) := ∂tg
k + fσu (x, u)∆g
k −
n∑
i=1
(
gixkf
σ
xiu(x, u)− f
σ
xixku(x, u)g
i
)
.
Now we define ϕkh, k = 1, · · · , n, as the solution of the (backward) initial-boundary value problem
(5.45)


Lk(ϕh) = 0, (x, t) ∈ Ω× (0, t0),
ϕkh(t0) =
(
sgn(vk(t0))χΩ2h
)
∗ ρh e−|x|, x ∈ Ω,
ϕkh(x, t) = 0, (x, t) ∈ ∂Ω× (0, t0),
where χ
A
denotes, as usual, the indicator function of the set A, and Ω2h := { x ∈ Ω : dist(x, ∂Ω) > 2h }, and
ρh = h
−nρ(h−1x), and 0 ≤ ρ ∈ Cc(Rn) is a standard symmetric mollifier satisfying supp ρ ⊆ {x : |x| ≤ 1}
and
∫
Rn
ρ dx = 1.
Now, observe that
0 = 2Lk(ϕh)ϕ
k
h = ∂t(ϕ
k
h)
2 + fσu (x, u)∆(ϕ
k
h)
2 − 2fσu (x, u)|∇ϕ
k
h|
2
− 2
n∑
i=1
fσxiu(x, u)ϕ
i
h,xk
ϕkh + 2
n∑
i=i
fσxixku(x, u)ϕ
i
hϕ
k
h
Since f is of type 2, clearly, for γ0 sufficiently small,
fσu (x, u)− γ0
n∑
i=1
|fσxiu(x, u)| ≥ 0,
for all (x, u) ∈ Ω¯× R. Therefore, using Cauchy inequality and summing over k, we arrive at
0 ≤ ∂t|ϕh|
2 + fσu (x, u)∆|ϕh|
2 + 2(−fσu (x, u) + γ0
n∑
i=1
|fσxiu(x, u)|)
n∑
k=1
|∇ϕkh|
2 + c(γ0)|ϕh|
2(5.46)
≤ ∂t|ϕh|
2 + fσu (x, u)∆|ϕh|
2 + c|ϕh|
2.
2. In this step, we prove that
|ϕh|
2 ≤ c(T ) e−
|x|
M ,
for all (x, t) ∈ Ω× [0, t0].
We begin by defining L(v) := ∂tv + f
σ
u (x, u)∆v, w := |ϕh|
2, and observing that (5.46) implies L(w) ≥ 0.
From the latter, it follows by the maximum principle that |ϕh(x, t)| ≤ 1 for all (x, t) ∈ Ω× [0, t0].
Now, set
q(x, t) := e
1
M
(
t0−t−|x|
)
,
with M > supΩ×I fu(x, u), I ⊃ [−‖uσ‖∞, ‖uσ‖∞] for 0 < σ < 1. We will use the maximum principle to
prove that w ≤ q. This is obviously true inside the cone |x| ≤ t0 − t, where q ≥ 1. We also note that
L(q) = −q
{
1
M
(
1−
fσu (x, u)
M
)
+
fσu (x, u)
M
n− 1
|x|
}
≤ 0,
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which yields L(w − q) ≥ 0. It is easily seen that
w − q|∂Ω×[0,t0] = −q|∂Ω×[0,t0] ≤ 0, w(x, t0)− q(x, t0) ≤ 0.
Then, the claim follows by the maximum principle (cf., e.g., [32]).
3. Let 0 ≤ ρ ∈ C∞c (R) with supp ρ ⊆ [−1, 1] and
∫
R
ρ dx = 1. Set
ηm(λ) := 1−
∫ λ
−∞
ρ(s−m) ds,
for m ∈ N, and take
gk(x, t) := ϕkh(x, t) ηm(|x|)
as a test function in (5.43). Hence∫
Ω
n∑
k=1
vk(t0)
(
sgn(vk(t0))χΩh
)
∗ ρh e
−|x|ηm(|x|) dx =
n∑
k=1
∫ t0
0
∫
Ω
{
2fσ(x, u)∇ϕkh · ∇ηm(|x|)
+ fσ(x, u)ϕkh∆ηm(|x|) −
n∑
i=1
fσxiu(x, u)∂xkηm(|x|)ϕ
k
h
}
dx dt
+
∫
Ω
n∑
k=1
{
vk(0)ϕkh(x, 0)− (∆f)(x, u)ϕ
k
h(x, t0)
}
ηm(|x|) dx.(5.47)
Thus, letting m→∞ first and then letting h→ 0, we obtain an estimate of the form∫
Ω
n∑
k=1
|vk(t0)| e
−|x| dx ≤ c(T, ‖∇u0‖∞,
n∑
i=1
‖fxixi‖∞) <∞,
for all t0 ∈ [0, T ], where, in particular, the right-hand side does not depend on σ. Consequently, we get∫
Ω
|uσ(x+ y, t)− uσ(x, t)|ξR(x) dx ≤ c1|y|,
for some c1 independent of σ, which gives (5.40).
4. To prove (5.41), we first note that from (5.39) and the hypotheses on f , we know that there exists
M > 0 such that |fσ(x, uσ(x, t))| ≤ M for all (x, t) ∈ Ω × [0,∞) and for all σ > 0. Now, fix t, s, σ and set
w(x) := uσ(x, t+ s)− uσ(x, t). Given φ ∈ W 2,∞(Ω), we obtain
∫
Ω
w(x)φ(x)ξR(x) dx =
∫
Ω
∫ t+s
t
∂tuσ(x, τ)φξR dτ dx =
∫
Ω
∫ t+s
t
∆fσ(x, uσ)φξR dτ dx
=
∫
Ω
∫ t+s
t
fσ(x, uσ)∆(φξR) dτ dx
=
∫
Ω
∫ t+s
t
{
fσ(x, uσ)∆φξR + 2f
σ(x, uσ)∇φ · ∇ξR + f
σ(x, uσ)φ∆ξR
}
dτ dx,
and this implies
∣∣∣∣
∫
Ω
w(x)φ(x)ξR(x) dx
∣∣∣∣ ≤M
{
‖∆φ‖∞ + 2‖∇φ‖∞ + ‖φ‖∞
}
‖ξR‖1s.(5.48)
Taking φ = (sgn w)∗ρδ, with sgnw extended by 0 outside Ω, and observing that ‖∇φ‖∞ ≤
c
δ , ‖∆φ‖∞ ≤
c
δ2
and ‖φ‖∞ ≤ 1, where c only depends on the dimension, we get
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∫
Ω
|w(x)|ξR(x) dx =
(∫
Ω
w(x) sgn(w(x)) ξR(x) dx
)∫
Rn
ρ(y) dy
=
∫
Ω×Rn
w(x − δy) sgn(w(x − δy)) ξR(x− δy)ρ(y) dx dy,
and
∫
Ω
w(x)ϕ(x)ξR(x) dx =
∫
Ω
w(x)ξR(x)
(∫
Ω
sgn(w(y)) ρδ(x− y) dy
)
dx
=
∫
Ω
w(x)ξR(x)
(∫
Rn
sgn(w(x − δy))ρ(y) dy
)
dx
=
∫
Ω×Rn
w(x) ξR(x) sgn(w(x − δy)) ρ(y) dx dy.
Hence,∫
Ω
|w(x)|ξR(x) dx −
∫
Ω
w(x)φ(x)ξR(x) dx
=
∫
Ω×Rn
{
w(x − δy) sgn(w(x − δy)) ξR(x− δy)− w(x) ξR(x) sgn(w(x − δy))
}
ρ(y) dx dy
=
∫
Ω×Rn
{[
w(x − δy)− w(x)
]
sgn(w(x − δy))ξR(x) +
[
ξR(x− δy)− ξR(x)
]
sgn(w(x − δy))w(x − δy)
}
ρ(y) dx dy.
Therefore,
(5.49)
∣∣∣∣
∫
Ω
|w(x)|ξR(x) dx −
∫
Ω
w(x)φ(x)ξR(x) dx
∣∣∣∣ ≤ (2c0 + ‖∇ξR‖1)δ.
Thus, we conclude from (5.49) and from (5.48) that∫
Ω
|w(x)|ξR(x) dx ≤ (2c0 + ‖∇ξR‖1)δ + sM
{
1
δ2
+
2
δ
+ 1
}
‖ξR‖1,
for all 0 < δ < 1, which completes the proof.

Theorem 5.4 (Existence). Let uσ be the unique solution of (5.35),(5.36),(5.37), and u0 ∈ W 1,∞(Ω). There
exists u ∈ L∞(Ω× [0,∞)) such that, passing to a suitable subsequence if necessary, uσ → u a.e. in Ω× [0,∞)
as σ → 0. Moreover, u is the unique entropy solution of (5.1)-(5.3). Consequently, using the stability in
L1
loc
(Ω) of entropy solutions, we obtain the existence of a unique entropy solution also for u0 ∈ L
∞(Ω).
Proof. 1. We first treat the case where f(x, u) is of type 1 and u0 ∈W 1,∞(Ω). Let gσ(x, v) be such that
(5.50) gσ(x, fσ(x, u)) = u, fσ(x, gσ(x, v)) = v.
We claim that gσ(x, v) converges locally uniformly in Ω × R to g(x, v) satisfying g(x, f(x, u)) = u and
f(x, g(x, v)) = v.
Indeed, by construction fσ(x, u) clearly converges locally uniformly to f(x, u). Now, given any compact
K ⊆ Ω and a bounded interval I ⊆ R, gσ(x, v) is uniformly bounded onK×I, by (5.50), and, so, gσ(x, v) ∈ J ,
for some bounded interval J , for (x, v) ∈ K × I. Now, for σ sufficiently close to 0, fσ(x, u) is arbitrarily
close to f(x, u), uniformly for (x, u) ∈ K × J . Therefore, given ε′ > 0, there exists σ0 > 0, such that,
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if 0 < σ < σ0, |fσ(x, gσ(x, v)) − f(x, gσ(x, v))| < ε′, that is |f(x, gσ(x, v)) − v| < ε′, which implies that
g(x, v − ε′) < gσ(x, v) < g(x, v + ε′) for all (x, v) ∈ K × I. Hence, given ε > 0, we choose ε′ > 0 such that
g(x, v + ε′) < g(x, v) + ε and g(x, v − ε′) > g(x, v) − ε, for all (x, v) ∈ K × I, to get |gσ(x, v) − g(x, v)| < ε,
for 0 < σ < σ0, for all (x, v) ∈ K × I, proving the assertion.
2. Now, let vσ(x, t) = f
σ(x, uσ(x, t)). We have
(5.51) gσv (x, vσ(x, t))∂tvσ −∆vσ = 0, (x, t) ∈ Ω× (0,∞).
We multiply (5.51) by e−|x|∂tvσ, integrate over Ω, and we use the fact that g
σ
v (x, v) > δ0 > 0, for some
δ0 > 0 independent of σ, for (x, v) ∈ Ω × [−M,M ], with M > 0 sufficiently large so that ‖vσ‖∞ < M , to
obtain
(5.52)
δ0
2
∫
Ω
(∂tvσ(x, t))
2e−|x| dx+
1
2
d
dt
∫
Ω
|∇vσ(x, t)|
2e−|x| dt ≤ C(δ0)
∫
Ω
|∇vσ|
2e−|x| dx.
By Gronwall inequality we then obtain
(5.53)
∫ T
0
∫
Ω
(
(∂tvσ(x, t))
2 + |∇vσ(x, t)|
2
)
e−|x| dx dt ≤ C(T ),
for 0 ≤ t ≤ T , for some C(T ) > 0 independent of σ, for all T > 0. Inequality (5.53), indicates that
vσ is uniformly bounded in W
1,2
loc (Ω¯ × (0,∞)). Therefore, by the well known Sobolev embedding, we may
extract a subsequence of vσ(x, t), still denoted by vσ(x, t), converging, in L
1
loc(Ω× (0,∞)), to some v(x, t) ∈
W 1,2loc (Ω¯× (0,∞). Since uσ(x, t) = g
σ(x, vσ(x, t)), we have that uσ(x, t) converges to u(x, t) = g(x, v(x, t)) in
L1loc(Ω× (0,∞)).
3. Now, we assume f(x, u) is of type 2 and u0 ∈ W 1,∞(Ω). By Theorem 5.3, for each t > 0, {uσ(t)}σ>0 is a
sequence uniformly bounded in BVloc(Ω), and it is an equicontinuous family in C([0, T ];L
1
loc(Ω)). Therefore,
by the well known compactness of the embedding BVloc(Ω) ⊆ L1loc(Ω) (see, e.g., [19]), there exists u ∈
L∞(Ω× (0,∞)) such that, passing to a subsequence if necessary, uσ → u in L1loc(Ω× (0,∞)).
4. In this step we prove that, for any R > 0, fσ(x, uσ(x, t)) is uniformly bounded in L
2([0, T ];H10 (Ω ∩
B(0;R))) by a constant C(R, T, ‖u0‖∞), depending only on R, T, ‖u0‖∞, in particular, not depending on
‖∇u0‖∞.
For this, we multiply (5.35) by fσ(x, uσ(x, t))e
−|x| and integrate in Ω× (0, T ), using iteration by parts to
get ∫ T
0
∫
Ω
{
∂tuσf
σ(x, uσ)e
−|x| +∇fσ(x, uσ) · ∇(f
σ(x, uσ)e
−|x|)
}
dx dt = 0,
which yields∫ T
0
∫
Ω
e−|x| ∂t
[ ∫ uσ
0
fσ(x, s)ds
]
dx dt+
∫ T
0
∫
Ω
|∇fσ(x, uσ)|
2e−|x| + fσ(x, uσ)∇f
σ(x, uσ) · ∇e
−|x|
}
dx dt = 0,
and so∫ T
0
∫
Ω
|∇fσ(x, uσ)|
2e−|x| dx dt ≤ C
{∫ T
0
∫
Ω
|fσ(x, uσ)|
2e−|x| dx dt+
∫
Ω
e−|x|
∣∣∣∣
∫ uσ(T )
u0
fσ(x, s) ds
∣∣∣∣ dx
}
.
Therefore, ∫ T
0
∫
Ω∩B(0;R)
|∇fσ(x, uσ)|
2 dx dt ≤ c(T,R, ‖u0‖∞)
for all 0 < σ < 1, as claimed. In particular, fσ(x, uσ(x, t)) is uniformly bounded in L
2
loc((0,∞);H
1
0,loc(Ω¯)),
and so f(x, u(x, t)) ∈ L2loc((0,∞);H
1
0,loc(Ω¯)). That u(x, t) is an entropy solution of (5.1)-(5.3) follows from
the latter and the convergence of uσ(x, t) in L
1
loc(Ω× (0,∞)).
5. Finally, when u0 ∈ L
∞(Ω), we may approximate u0 in L
1
loc(Ω) by a sequence u0k ∈W
1,∞(Ω) obtaining
a sequence uk of entropy solutions of (5.1)-(5.3), with initial data u0 = u0k, and then use the stability
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Theorem 5.2 to deduce that uk is a Cauchy sequence in L
1
loc(Ω× (0,∞)). We then easily conclude that the
limit u ∈ L∞(Ω× (0,∞)) of the sequence uk is an entropy solution of (5.1)-(5.3).

We close this section by establishing an elementary result which will be needed in the following sections.
Lemma 5.4. Let f(x, u) be either of type 1 or type 2, and let g(x, v) be the function left-continuous on v
determined by the relation f(x, g(x, v)) = v, for all x ∈ Ω, v ∈ R. Then, limv→±∞ g(x, v) = ±∞, uniformly
in x.
Proof. Let us prove that limv→+∞ g(x, v) = +∞ uniformly in x. From (f1.1), when f of type 1, or (f2.1),
when f is of type 2, there exist u1 < 0 < u2 such that f(x, u1) ≤ 0 ≤ f(x, u2), for all x. Now, given anyM >
0, if M ′ := max{|u1|, u2,M}, then, for M ′ ≤ u ≤ 2M ′, we have 0 ≤ f(x, u) ≤ f(x, u) − f(x, u2) ≤ 3CM ′,
where C > 0 is the uniform in x Lipschitz constant of f(x, ·) on [−M ′, 2M ′]. Hence, g(x, 3CM ′) ≥ u ≥M ,
for all x, and, since g(x, ·) is increasing, we have g(x, v) > M for all v > 3CM ′, uniformly in x. This
concludes the proof that limv→+∞ g(x, v) = +∞ uniformly in x; the proof that limv→−∞ g(x, v) = −∞,
uniformly in x, is completely similar. 
6. Homogenization of Porous Medium Type Equations:
Unbounded domains, general ergodic algebras and well-prepared initial data
In this and the next sections, we consider the following homogenization problem
(6.1)


∂tu = ∆f(x,
x
ε , u), (x, t) ∈ Ω× (0,∞),
u(x, 0) = u0(x,
x
ε ), x ∈ Ω,
f(x, xε , u(x, t)) = 0, (x, t) ∈ ∂Ω× (0,∞),
where f : Ω × Rn × R → R is a continuous function such that, for each (x, z) ∈ Ω× Rn, f(x, z, ·) is locally
Lipschitz, uniformly with respect to (x, z), and, for each (x, u) ∈ Ω× R, f(x, ·, u) ∈ A(Rn), where A(Rn) is
some given ergodic algebra. Here, as in the previous section, Ω ⊆ Rn is an open set, possibly unbounded,
with smooth boundary.
In this section we will be concerned with the case where A(Rn) may be a general ergodic algebra, but
we will need to restrict our initial data to the class of well-prepared ones, which we will define subsequently.
Following the discussion in the previous section, we consider two different situations, according to whether,
for all ε > 0, fε(x, u) := f(x,
x
ε , u) is of type 1 or of type 2, as defined in the previous section.
For the first situation, we have the following assumption.
(h1.1) In the case where fε(x, u) is of type 1, for all ε > 0, we assume that f(·, z, ·) satisfies (f1.1) uniformly
with respect to z ∈ Rn, and f(x, z, 0) = 0, for all (x, z) ∈ ∂Ω× Rn. Also, let g(x, z, v) be such that
g(x, z, f(x, z, u)) = u and f(x, z, g(x, z, v)) = v, so that g : Ω¯×Rn×R→ R is a continuous function.
We assume that, for each (x, v) ∈ Ω¯× R, g(x, ·, v) ∈ A(Rn).
We define the function g¯ : Ω¯× R→ R by
(6.2) g¯(x, v) =
∫
K
g(x, z, v) dm(z),
where K,m are the compact space and the invariant measure associated with the ergodic algebra A(Rn),
and f¯ : Ω¯× → R by
(6.3) g¯(x, f¯(x, u)) = u.
We have the following lemma.
Lemma 6.1. If fε(x, u) is of type 1 for all ε > 0 and (h1.1) holds, then f¯ : Ω¯ × R → R, defined by (6.3),
is of type 1.
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Proof. We first observe that the function g¯ : Ω¯ × R → R, defined in (6.2) is continuous on Ω¯ × R, which
follows directly from the continuity of g. Clearly, from the fact that g is strictly increasing in v, it follows
that g¯ is strictly increasing in v, and so, f¯ is well defined by (6.3), and, from the continuity of g¯, we deduce
the continuity of f¯ on Ω¯ × R. Indeed, since (f1.1) holds for f(·, z, ·), uniformly in z ∈ Rn, the assertion of
Lemma 5.4 also holds for g(·, z, ·) uniformly in z ∈ Rn, and, hence, also for g¯(x, v). In particular, g¯(x, v)
remains bounded if, and only if, v remains confined on a bounded subset of R, uniformly for x ∈ Ω¯. Thence,
from (6.3), if ((xk, uk))k∈N is a sequence in Ω¯ × R, converging to (x∗, u∗), then (f¯(xk, uk))k∈N remains
bounded, and, passing to any converging subsequence, still denoted (f¯(xk, uk)), we conclude that f¯(xk, uk)
must converge to f¯(x∗, u∗), which means that the whole sequence f¯(xk, uk) converges to f¯(x∗, u∗), proving
the continuity of f¯ in Ω¯× R. We also see that
lim
u→±∞
f¯(x, u) = ±∞,
uniformly with respect to x ∈ Ω¯, since this is true for g¯, as we have just seen, and we may apply the same
reasoning as in the proof of Lemma 5.4.
As for the local Lipschitz continuity of f¯(x, ·), uniformly with respect to x ∈ Ω¯, we have the following.
Given any M > 0, let K > 0 be such that f(x, z,−K) ≤ f¯(x,−M) and f(x, z,K) ≥ f¯(x,M), for all
(x, z) ∈ Ω¯×K, and let C > 0 be the uniform Lipschitz constant of f(x, z, ·) on the interval [−K,K], for all
(x, z) ∈ Ω¯×K. We have
|g(x, z, v1)− g(x, z, v2)| ≥ C
−1|v1 − v2|, for v1, v2 ∈ [f¯(x,−M), f¯(x,M)].
Therefore, for u1, u2 ∈ [−M,M ], using the monotonicity of g(x, z, ·), we get
(6.4) |u1 − u2| =
∫
K
|g(x, z, f¯(x, u1))− g(x, z, f¯(x, u2))| dm(z) ≥ C
−1|f¯(x, u1)− f¯(x, u2)|,
for all x ∈ Ω¯, which concludes the proof. 
Let us now analyze the case where fε is of type 2, for all ε > 0.
(h2.1) In the case where fε is of type 2, for all ε > 0, we assume that f(x, z, u) = h(x, z)F (u) + S(x, z),
with F satisfying (f2.1), hε, Sε satisfying (f2.2), (f2.3), for each ε > 0, where hε(x) := h(x,
x
ε ),
Sε(x) := S(x,
x
ε ), and we assume further that h, S : Ω¯× R
n → R are bounded continuous functions,
with h(x, z) > δ0 > 0 for all (x, z) ∈ Ω¯×Rn, and S(x, z) = 0 for all (x, z) ∈ ∂Ω×Rn. Moreover, for
each x ∈ Ω¯, h(x, ·), S(x, ·) belong to a given ergodic algebra A(Rn).
We define g(x, z, v) := G
(
v−S(x,z)
h(x,z)
)
, where G : R → R is the right-continuous function satisfying
F (G(v)) = v, as in Definition 5.2, and we let E be the (countable) set of discontinuities of G.
We assume further that, for all α ∈ E, setting ψα(x, z) := αh(x, z) + S(x, z), we have
(6.5) m ({z ∈ K : ψα(x, z) = v}) = 0, for all (x, v) ∈ Ω¯× R.
We remark that Lemma 2.3 gives sufficient conditions in order for ψα to satisfy (6.5). More specifically,
the item (ii) in the statement of Lemma 2.3, for example, asserts that the condition is satisfied if, for each
x ∈ Ω¯, ψα(x, ·),∇zψα(x, ·),∇2zψα(x, ·) ∈ A(R
n) and |∇zψα(x, z)|2 + |∇2zψα(x, z)|
2 > δx > 0, for all z ∈ Rn.
We recall also that E is countable and may be viewed also as a bounded set, since we will be dealing with
sequences of functions assuming values in a fixed bounded interval of R.
Assumption (6.5), in (h2.1), makes it possible to define g¯ again by (6.2), and we have the following.
Lemma 6.2. In the case where fε is of type 2, for all ε > 0, and (h2.1) holds, g¯(x, ·) : R → R is strictly
increasing and continuous, for any x ∈ Ω¯, with limv→±∞ g¯(x, v) = ±∞, uniformly with respect to x ∈ Ω¯.
Moreover, f¯ : Ω¯× R→ R, defined by (6.3), is of type 1.
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Proof. The fact that g¯(x, ·) is strictly increasing follows directly from the definition, since g(x, z, ·) is strictly
increasing, while the fact that it is continuous follows from an easy application of the dominated convergence
theorem, as a consequence of (6.5). The proofs of the facts that f¯(x, ·) is locally Lipschitz continuous,
uniformly with respect to x ∈ Ω¯, and that limu→±∞ f¯(x, u) = ±∞, uniformly with respect to x ∈ Ω¯, are
similar to the proofs of the corresponding assertions for the case where fε(x, u) is of type 1, for all ε > 0. 
Concerning the initial data, in the case where fε is of type 1, for all ε > 0, we assume
(h1.2) u0(z, x) = g(z, φ0(x)) with φ0 ∈ L∞(Ω),
while, in the case where fε is of type 2, for all ε > 0, we assume
(h2.2) u0(z, x) = G ((φ0(x)− S(x, z))/h(x, z)), with φ0 ∈ L∞(Ω).
The particular form of the initial data prescribed in (h1.2) and (h2.2) is sometimes summarized by
saying that the initial data are well-prepared.
We define
(6.6) u¯0(x) =
∫
u0(x, z) dz.
Observe that, by the hypotheses (h1.2), when f is of type 1, or (h2.2), when f is of type 2, (6.6) is
equivalent to u¯0(x) = g¯(φ0(x)).
For each α ∈ R, we define
(6.7) Φα(x, z) := g(x, z, α), (x, z) ∈ Ω¯× R
n.
In the proof of Theorem 6.1 below, we will use the fact that Φα(x,
x
ε ) trivially satisfies (5.5), with f
replaced by fε, if fε is of type 1, for all ε > 0, or (5.9), with f replaced by fε, if fε is of type 2, for all
ε > 0, and, obviously, α = fε(x,Φα(x,
x
ε )) ∈ L
2
loc((0,∞);H
1
loc(Ω)). Therefore, it satisfies the assumptions
in Remark 5.4. In particular, given any entropy solution of (6.1), uε(x, t), we may apply Corollary 5.1, for
u1(x, t) = uε(x, t) and u2(x, t) = Φα(x,
x
ε ), as long as (5.34) is verified.
Theorem 6.1. Let uε(x, t) be the entropy solution of (6.1). For fε of type 1, assume that (h1.1), (h1.2)
hold; for fε of type 2, assume that (h2.1) and (h2.2) hold. Then uε weak star converge in L
∞(Q) to u¯(x, t),
where the latter is the entropy solution to the problem
(6.8)


∂tu¯ = ∆f¯(x, u¯), (x, t) ∈ Q = Ω× (0,∞),
u¯(x, 0) = u¯0(x), x ∈ Ω,
u¯(x, t) = 0, (x, t) ∈ ∂Ω× (0,∞).
Moreover, we have
(6.9) uε(x, t) − g
(
x,
x
ε
, f¯(x, u¯(x, t))
)
→ 0, as ε→ 0 in L1
loc
(Q).
Proof. Since the proof is similar to that of theorem 7.1 in [3] with slight modifications, we will only outline the
main steps of it, although we believe the sketch presented here will be enough for a complete understanding,
in a self-contained way. In any case, for details omitted here, we refer the reader to [3]. The case where fε
is of type 2 will demand some specific considerations which are fully provided here.
1. First, we observe that the weak solutions uε, ε > 0, of (6.1) are bounded uniformly with respect to ε
in L∞(Q). Indeed, we note that if α1, α2 are such that α1 ≤ φ0(x) ≤ α2 for x ∈ R, we have
(6.10) Φα1(x,
x
ε
) ≤ u0(x,
x
ε
) ≤ Φα2(x,
x
ε
) for all x ∈ Ω.
So, choosing adequately α1, α2 ∈ R in (6.10), by the comments made just before the statement, we may
apply Corollary 5.1 to get
Φα1(x,
x
ε
) ≤ uε(x, t) ≤ Φα2(x,
x
ε
) for a.e. (x, t) ∈ Q.
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Choosing A1, A2 ∈ R such that f(x, z, A1) ≤ α1 and f(x, z, A2) ≥ α2 for all (x, z) ∈ Ω × Rn, since then
A1 ≤ Φα1(x,
x
ε ) and A2 ≥ Φα2(x,
x
ε ), for all x ∈ Ω, we obtain a compact interval K = [A1, A2] in which
uε(x, t) assumes its values for a.e. (x, t) ∈ Ω× (0,∞).
Let νz,x,t ∈M(K), with (z, x, t) ∈ K×Q, be the two-scale space-time Young measures associated with a
subnet of {uε}ε>0 with test functions oscillating only on the space variable. Following [15], [2] and [3], the
theorem is proved by adapting DiPerna’s method in [13], that is, by showing that νz,x,t is a Dirac measure
for almost all (z, x, t) ∈ K×Q. Since we are going to show that νz,x,t does not depend on the chosen subnet
(so that, a posteriori, a full limit as ε→ 0 occurs), in order to simplify our notation we will use the notation
limε→0, with no reference to the subnet.
Observe that, for every α ∈ R, the entropy solutions uε and Φα(
x
ε ) := g(
x
ε , α) satisfy (see Theorem 5.1)
(6.11)
∫
Q
|uε(x, t)− Φα(x,
x
ε
)|φt + |f(x,
x
ε
, uε(x, t)) − f(x,
x
ε
,Φα(x,
x
ε
))|∆φdx dt
+
∫
Ω
|u0(x,
x
ε
)− Φα(x,
x
ε
)|φ(x, 0) dx ≥ 0,
for all 0 ≤ φ ∈ C∞c (Ω × R). In (6.11), we take φ(x, t) = ε
2ϕ(xε )ψ(x, t) with 0 ≤ ψ ∈ C
∞
c (R
n+1
+ ), ϕ, ∆ϕ ∈
A(Rn) and ϕ ≥ 0. Observe that
∆φ = ∆ϕ(
x
ε
)ψ(x, t) + 2ε∇ϕ(
x
ε
) · ∇ψ(x, t) + ε2ϕ(
x
ε
)∆ψ(x, t).
Letting ε→ 0 and using Theorem 4.2, we get∫
Q
∫
K
ψ(x, t)〈νz,x,t, |f(x, z, ·)− f(x, z,Φα(x, z))|〉∆ϕ(z) dm(z) dx dt ≥ 0.
Now apply the inequality above to ‖ϕ‖∞ ± ϕ to obtain
(6.12)
∫
Q
∫
K
ψ(x, t)〈νz,x,t, |f(x, z, ·)− α|〉∆ϕ(z) dm(z) dx dt = 0,
for all ϕ such that ϕ,∆ϕ ∈ A(Rn) and all 0 ≤ ψ ∈ C∞c (Q). Moreover, equality (6.12) also holds if we
replace |f(x, z, ·) − α| by f(x, z, ·)− α, which is achieved in the same way by using the integral equality in
the definition of weak solution instead of the entropy inequality. Therefore, we obtain
(6.13)
∫
Q
∫
K
ψ(x, t)〈νz,x,t, θ(f(x, z, ·))〉∆ϕ(z) dm(z) dx dt = 0,
for any affine function θ, and, by approximation, we get that (6.13) holds for any θ ∈ C(K ′), where K ′ is a
compact interval such that f(x, z,K) ⊆ K ′, for all (x, z) ∈ Ω¯× Rn.
2. Define a new family of parametrized measures µz,x,t given by
(6.14) 〈µz,x,t, θ〉 := 〈νz,x,t, θ(f(x, z, ·))〉, θ ∈ C(K
′).
By (6.13), we have
(6.15) ∆z〈µz,x,t, θ〉 = 0, in the sense of B
2.
Therefore, by the ergodicity of A(Rn), using Lemma 3.2, we have that (6.15) implies that µz,x,t does not
depend on z, that is, for m-a.e. z ∈ K, 〈µz,x,t, θ(·)〉 = 〈µx,t, θ(·)〉 :=
∫
K
〈µz,x,t, θ(·)〉 dm(z), for any θ ∈ C(K ′),
a.e. (x, t) ∈ ×Ω× (0,∞).
3. The central strategy of the proof is then to show that µx,t = δξ(x,t), with ξ(x, t) := f¯(x, u¯(x, t)), where
u¯(x, t) is the entropy solution of (6.8). In order to achieve this, a major step is to obtain the inequality
(6.16)
∫
Q
〈µx,t, I
(
·, f¯(x, u¯(x, t))
)
〉ϕt + 〈µx,t, G
(
·, f¯(x, u¯(x, t))
)
〉∆ϕdxdt ≥ 0,
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for all 0 ≤ ϕ ∈ C∞c (Q), where
I(x, ρ, α) :=
∫
K
|g(x, z, ρ)− g(x, z, α)| dm(z),(6.17)
G(ρ, α) := |ρ− α|.(6.18)
The inequality (6.16) is obtained as follows. We first use (5.11), in item (ii) of Theorem 5.1, making
u1(x, t) = uε(x, t) and u2(x) = Φα(x,
x
ε ). Then, we set α = f¯(y, u¯(y, s)), integrate in (y, s) ∈ Q, and make
ε→ 0 to obtain, after some manipulations,∫
Q2
〈µx,t, I(x, ·, ξ(y, s))〉φt + 〈µx,t, G(·, ξ(y, s))〉
(
∆xφ+ div y∇xφ
)
dx dt dy ds(6.19)
= lim
ε→0
lim
δ→0
∫
Q2
{
|∇x[f(x,
x
ε
, uε)− f(x,
x
ε
,Φξ(x,
x
ε
))]|2
+∇y[f(x,
x
ε
, uε)− f(x,
x
ε
,Φξ(x,
x
ε
))] · ∇x[f(x,
x
ε
, uε)− f(x,
x
ε
,Φξ(x,
x
ε
))]
}
×H ′δ(f(x,
x
ε
, uε)− f(x,
x
ε
,Φξ(x,
x
ε
)))φdx dt dy ds,
where uε = uε(x, t), ξ = ξ(y, s).
Next we use again (5.11), in item (ii) of Theorem 5.1, in variables (y, s) ∈ Q, making u1(y, s) = u¯(y, s)
and u2(y) = g¯(y, k), where k ∈ R, and g¯ is defined in (6.2), to obtain∫
Q
|g¯(y, k)− u¯(y, s)|φs + sgn(k − f¯(y, u¯(y, s)))∇y f¯(y, u¯) · ∇yφdy ds(6.20)
= lim
δ→0
∫
Q
|∇y f¯(y, u¯)|
2H ′δ(k − f¯(y, u¯(y, s)))φdy ds, for all k ∈ R.
Precisely at this point we will need the additional restriction in (6.5), in the case where fε is of type 2.
Namely, we need the validity of the formula
(6.21) u¯(y, s) =
∫
K
g(y, z, ξ(y, s)) dm(z),
which is guaranteed by (6.5), as proved in Lemma 6.2. Thus, using the definition of I and G, the fact that,
since ∇yξ(y, s) = ∇y[f(x,
x
ε ,Φξ(y,s)(x,
x
ε ))], we have∫
Q
|∇y f¯(y, u¯)|
2H ′δ(k − f¯(y, u¯(y, s)))φdy ds =
∫
Q
|∇yξ(y, s)|
2H ′δ(k − ξ(y, s))φdy ds
=
∫
Q
|∇yf(x,
x
ε
,Φξ(y,s)(x,
x
ε
))|2H ′δ(k − ξ(y, s))φdy ds,
we arrive at∫
Q
I(y, k, ξ(y, s))φs +G(k, ξ(y, s))∆yφdy ds = lim
δ→0
∫
Q
|∇yf(x,
x
ε
,Φξ(y,s)(x,
x
ε
))|2H ′δ(k − ξ(y, s))φdy ds.
for all k ∈ R and all 0 ≤ φ ∈ C∞c (Q
2).
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We then take k = f(x, xε , uε(x, t)), integrate in (x, t), make ε → 0, using Theorem 4.2, use the definition
of µ, and after some manipulations we obtain∫
Q2
〈µx,t, I(y, ·, ξ(y, s))〉φs + 〈µx,t, G(·, ξ(y, s))〉
(
∆yφ+ div x∇yφ
)
dx dt dy ds(6.22)
= lim
ε→0
lim
δ→0
∫
Q2
{
|∇y[f(x,
x
ε
, uε)− f(x,
x
ε
,Φξ(x,
x
ε
))]|2
+∇y[f(x,
x
ε
, uε)− f(x,
x
ε
,Φξ(x,
x
ε
))] · ∇x[f(x,
x
ε
, uε)− f(x,
x
ε
,Φξ(
x
ε
))]
}
×H ′δ(f(x,
x
ε
, uε)− f(x,
x
ε
,Φξ(x,
x
ε
))φdx dt dy ds.
Finally we add (6.19) with (6.22), use suitable test functions as in Kruzkov’s doubling variables method
(cf. [26]), as in the proof of Theorem 5.1, to conclude the proof of (6.16).
4. From (6.16) it follows that µx,t = δξ(x,t), with ξ(x, t) = f¯(x, u¯(x, t)), as asserted. This is achieved in a
standard way, where an essential point is to show that
(6.23) lim
τ→0
1
τ
∫ τ
0
∫
BR
〈µx,t, I(x, ·, f¯(x, u¯0(x)))〉 dx dt = 0, for all R > 0,
where BR is the open ball centered at the origin with radius R. It is in the proof of (6.23) that we need
to use the fact that u0(z, x) has the for u0(z, x) = g(x, z, φ0(x)) in hypotheses (h1.2), if fε is of type 1, or
(h2.2), if fε is of type 2. Indeed, (6.23) follows from the relation∫
Q
∫
K
〈νz,x,t, | · −Φα(x, z)|〉ϕt + 〈νz,x,t, |f(x, z, ·)− f(x, z,Φα(x, z))|〉∆ϕ(x, z) dm(z) dx dt(6.24)
+
∫
Ω
∫
K
|u0(x, z)− Φα(x, z)|ϕ(x, 0) dm(z) dx ≥ 0
for all α ∈ R and for all 0 ≤ ϕ ∈ C∞c (Q), obtained from (6.11) by sending ε → 0 and using Theorem 4.2.
From (6.24), using the definition of µx,t, we obtain∫
Q
〈µx,t, I(x, ·, α)〉ϕt + 〈µx,t, G(·, α)〉∆ϕdxdt(6.25)
+
∫
Ω
∫
K
|u0(x, z)− Φα(x, z)|ϕ(x, 0) dm(z) dx ≥ 0,
for all 0 ≤ ϕ ∈ C∞c (Q) and all α ∈ R. Now, from (6.25) in a standard way, we obtain
(6.26) lim
h→0
1
h
∫ h
0
∫
Ω
〈µx,t, I(x, ·, α)〉φ(x) dx dt ≤
∫
Ω
∫
K
|u0(z, x)− Φα(x, z)|φ(x) dm(z) dx,
for all 0 ≤ φ ∈ C∞0 (Ω). Using the flexibility provided by the presence of the test function φ in (6.26), we get
to replace α by φ0(x) in (6.26), then getting (6.23).
5. Therefore, using the definition of µx,t, we deduce that νz,x,t = δg(x,z,f¯(x,u¯(x,t))), and so by Theorem 4.2
lim
ε→0
∫
Q
uε(x, t)φ(x, t) dx dt =
∫
Q
∫
K
g(x, z, f¯(x, u¯(x, t)))φ(x, t) dm(z) dx dt =
∫
Q
u¯(x, t)φ(x, t) dx dt.
Finally, in the case where fε is of type 1, for all ε > 0, using Lemma 4.1, or, in the case where fε is of type 2,
for all ε > 0, using Lemma 4.2, we obtain (6.9), which finishes the proof.

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7. Homogenization of Porous medium type equations:
Bounded domains, regular algebras w.m.v. and general initial data
In this section we address the same homogenization problem as in the last section, but here we drop the
restriction that the initial data should be well-prepared, allowing a general initial data. However, we have
to compromise and restrict ourselves to bounded domains. Besides, the method used in the homogenization
analysis here, which completely differs from the technique used in the last section, only allows us to consider
ergodic algebras which are regular algebras w.m.v. We will also need a further mild restriction on the
pressure function f in order to obtain the corresponding corrector property. Namely, we will need to assume
the strict convexity of G¯(x, ·), for all x ∈ Ω, where G¯ is defined in (7.17) below.
So, in this section we only assume the following on the initial data:
(7.1) u0(x, z) ∈ L
∞(Ω;A(Rn)).
We will use the concept and some basic facts about viscosity solutions of fully nonlinear parabolic equa-
tions. We refer to [11] for a general exposition of the theory of viscosity solutions of fully-nonlinear elliptic
and parabolic equations.
Before stating the theorem, let us introduce the following notations. Given a function h ∈ L∞(Ω), we
denote by ∆−1h the solution of the boundary value problem
(7.2)
{
∆v(x) = h(x), x ∈ Ω,
v(x) = 0, x ∈ ∂Ω.
Theorem 7.1. Consider the problem (6.1). Assume that, for each fixed ε > 0, fε(x, u) is either of type 1
and satisfies (h1.1) or it is of type 2 and satisfies (h2.1), where A(Rn) is a regular algebra w.m.v., while
u0(x, z) satisfies (7.1). Let uε(x, t) be the entropy solution of (6.1). Then, as ε→ 0, uε weak star converges
in L∞(Ω× [0,∞)) to the entropy solution, u¯(x, t), of the problem (6.8). Moreover, we have
(7.3) uε(x, t)− g
(
x,
x
ε
, f¯(x, u¯(x, t))
)
→ 0 as ε→ 0 in L1loc(Ω× [0,∞)).
Proof. 1. The fact that the solutions of (6.1) form a uniformly bounded sequence in L∞(Q), was established
in the proof of Theorem 6.1.
2. Now, let us make a general observation concerning problem (5.1)-(5.3), under assumptions (f1.1)-
(f1.2), or (f2.1)-(f2.3), for f of type 1 or type 2, respectively. So, let u be the entropy solution of (5.1)–(5.3)
and, for each t ∈ [0,∞), let U(·, t) := ∆−1u(·, t). We claim that U is the viscosity solution of
(7.4)


∂tU − f(x,∆U) = 0, (x, t) ∈ Q,
U(x, 0) = U0(x), x ∈ Ω,
U(x, t) = 0, (x, t) ∈ ∂Ω× (0,∞),
where U0 = ∆
−1u0. Indeed, let uσ be the smooth solution of the corresponding regularized problem (5.35)–
(5.37). For each t ∈ [0,∞), let Uσ(·, t) := ∆−1uσ(·, t). Since uσ and Uσ are smooth, it is clear that the latter
is the (viscosity) solution of
(7.5)


∂tU − f
σ(x,∆U) = 0, (x, t) ∈ Q,
U(x, 0) = U0,σ(x), x ∈ Ω,
U(x, t) = 0, (x, t) ∈ ∂Ω× (0,∞),
where U0,σ = ∆
−1u0,σ. Since {uσ(x, t)}0<σ<1 is uniformly bounded in L∞(Ω × [0,∞)), we easily see that
the Uσ(x, t) form a uniformly bounded sequence in L
∞([0,∞);W 2,p(Ω)) for all p ∈ (1,∞). On the other
hand, from (7.5), we easily deduce that |Uσ(x, t) − Uσ(x, s)| ≤ C|t − s| for all x ∈ Ω for some constant
C > 0, independent of σ. Hence, we see that Uσ is uniformly bounded in W
1,∞(Q¯). In particular, there
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is a subsequence Uσi of Uσ converging locally uniformly in Q¯ to a function U ∈ W
1,∞(Q¯) which satisfies
U = ∆−1u.
It follows in a standard way that U is the viscosity solution of (7.4). Indeed, given any (x0, t0) ∈ Q, we
consider ϕ ∈ C2(Q) such that U − ϕ has a strict local maximum at (x0, t0). Since Uσi − ϕ converges locally
uniformly in Q¯ to the function U − ϕ, we may obtain a sequence (xi, ti) ∈ Q such that (xi, ti) is a point of
local maximum of Uσi − ϕ and (xi, ti)→ (x0, t0) as i→∞. Thus, we have
∂tϕ(xi, ti)− f
σi(xi,∆ϕ(xi, ti)) ≤ 0,
from which it follows, as i→∞,
(7.6) ∂tϕ(x0, t0)− f(x0,∆ϕ(x0, t0)) ≤ 0.
To relax the assumption of a strict local maximum to just a local maximum we proceed as usual replacing
ϕ by, say, ϕ˜(x, t) := ϕ(x, t) + δ(|x − x0|2 + (t − t0)2) obtaining (7.6) with ϕ˜ instead of ϕ and from that we
obtain again (7.6) for ϕ passing to the limit when δ → 0. In an entirely similar way we prove the reverse
inequality when U − ϕ has a local minimum at (x0, t0), so proving that U is a viscosity solution of (7.4).
3. In this and the next step we shall study the homogenization of (7.7) using a method motivated by [22].
As we will see, the ε-Laplacian property in Lemma 3.3 plays a decisive role at this point, and this explains
our assumption that A(Rn) is a regular algebra w.m.v. We define Uε(x, t) in Ω × [0,∞) by Uε := ∆−1uε
where uε is the entropy solution of (6.1). By step 2, we have that Uε is the viscosity solution of
(7.7)


∂tUε − f(x,
x
ε ,∆Uε) = 0, (x, t) ∈ Q,
Uε(x, 0) = U0,ε(x), x ∈ Ω,
Uε(x, t) = 0, (x, t) ∈ ∂Ω× (0,∞).
where U0,ε = ∆
−1u0,ε, with u0,ε(x) = u0(x,
x
ε ). The same argument used in the previous step shows that
Uε ∈ L
∞((0,∞);W 2,p(Ω))
⋂
Lip((0,∞);L∞(Ω)),
and so there is a subsequence Uεi of Uε converging locally uniformly in Q¯ to a function
U¯ ∈ L∞((0,∞);W 2,p(Ω))
⋂
Lip((0,∞);L∞(Ω)),
in particular, U¯ ∈W 1,∞(Q¯).
4. We claim that U¯(x, t) is the viscosity solution of the initial-boundary value problem
(7.8)


∂tU − f¯(x,∆U) = 0, (x, t) ∈ Q,
U(x, 0) = U¯0(x), x ∈ Ω,
U(x, t) = 0, (x, t) ∈ ∂Ω× (0,∞).
where
U¯0 := ∆
−1
∫
u0(z, x) dz.
Indeed, let (xˆ, tˆ) ∈ Q and let ϕ ∈ C2(Q) be such U¯ − ϕ has a local maximum at (xˆ, tˆ). Also, let
vσ,δ ∈ A(R
n) be a smooth function satisfying
(7.9) gσ
(
xˆ, z, f¯σ(xˆ, p)
)
− p− δ ≤ ∆zvσ,δ ≤ gσ
(
xˆ, z, f¯σ(xˆ, p)
)
− p+ δ,
with p = ∆ϕ(xˆ, tˆ), whose existence is asserted by Lemma 3.3, where gσ(x, y, ·) is the inverse of fσ(x, y, ·) =
f(x, y, ·) + σ·, and f¯σ is given by (6.2), (6.3) with gσ replacing g. In particular, given any δ′ > 0 we can find
δ > 0 sufficiently small such that
f¯σ(xˆ,∆ϕ(xˆ, tˆ))− δ
′ ≤ fσ
(
xˆ, z,∆ϕ(xˆ, tˆ) + ∆vσ,δ(z)
)
≤ f¯σ(xˆ,∆ϕ(xˆ, tˆ)) + δ
′,
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from which it follows
f¯(xˆ,∆ϕ(xˆ, tˆ))− 2δ′ ≤ f
(
xˆ, z,∆ϕ(xˆ, tˆ) + ∆vδ(z)
)
≤ f¯(xˆ,∆ϕ(xˆ, tˆ)) + 2δ′,
for σ > 0 sufficiently small, since f¯σ converges pointwise to f¯ , where we set vδ := vσ,δ. Here we use (h2.4),
in case f is of type 2, which implies that f¯ is strictly increasing in Ω¯× I and u¯(x, t) assumes values in I, so
that we may assume that f¯(x, ·) is strictly increasing in R, and so f¯σ converges everywhere to f¯ .
Take ρ > 0 be small enough, and let (xj , tj) ∈ Q, be a point of maximum of
Uj(x, t)− ϕ(x, t) − ε
2
jvδ(
x
εj
)− ρ(|x− xˆ|2 + (tˆ− t)2),
where we denote Uj = Uεj , such that (xj , tj) → (xˆ, tˆ), as j → ∞. Such sequence (xj , tj) exists since Uj
converges locally uniformly to U¯ and vδ is bounded. We have
ϕt(xj , tj)− f
(
xj ,
xj
εj
,∆ϕ(xj , tj) + ∆vδ(
xj
εj
) + ρ
)
≤ 2ρ|tˆ− tj |,
and
f
(
xˆ,
xj
εj
,∆ϕ(xˆ, tˆ) + ∆vδ(
xj
εj
)
)
≤ f¯(xˆ,∆ϕ(xˆ, tˆ)) + 2δ′,
which, after addition, gives
ϕt(xˆ, tˆ)− f¯(xˆ,∆ϕ(xˆ, tˆ)) ≤ O(|xj − xˆ|+ |tˆ− tj |) +O(ρ) + 2δ
′.
Hence, letting j →∞ first, and then letting ρ, δ′ → 0, we obtain
ϕt(xˆ, tˆ)− f¯(xˆ,∆ϕ(xˆ, tˆ)) ≤ 0.
The reverse inequality, when U¯ − ϕ has a local minimum at (xˆ, tˆ), follows in an entirely similar way, which
concludes the proof of the claim.
5. By the uniqueness of the viscosity solution of (7.8) (see for instance [11], Theorem 8.2), we conclude
that the whole sequence Uε(x, t) converges locally uniformly to U¯(x, t). Let u¯ := ∆U¯ . Given any ϕ ∈ C∞c (Q),
we have ∫
Q
uε(x, t)ϕ(x, t) dx dt =
∫
Q
∆Uεϕdxdt =
∫
Q
Uε∆ϕdxdt
ε→0
−→∫
Q
U¯∆ϕdxdt =
∫
Q
u¯ϕ dx dt.
Consequently, uε(x, t) converges in the weak star topology of L
∞(Q) to u¯ = ∆U¯(x, t). Now, let u˜ be the
entropy solution of (6.8). Let U˜ := ∆−1u˜. As it was done above, we easily prove that U˜ is the viscosity
solution of (7.8). Therefore, U˜ ≡ U¯ , and so u˜ = u¯. This proves the first assertion in the statement of the
theorem.
6. Now, we observe that, for each ε > 0, the identity
(7.10) ∂tUε − f(x,
x
ε
,∆Uε) = 0,
holds in the sense of distributions in Q. Indeed, for any ϕ ∈ C∞0 ((0,∞);H
1
0 (Ω)), we have
(7.11)
∫
Q
uεϕt −∇f(x,
x
ε
, uε) · ∇ϕdxdt = 0.
Given φ ∈ C∞0 (Q), we take ϕ = ∆
−1φ in (7.11), use uε = ∆Uε and integration by parts, to obtain that
(7.12)
∫
Q
Uεφt + f(x,
x
ε
,∆Uε)φdx dt = 0,
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holds for any φ ∈ C∞0 (Q). Similarly, since u¯ is the entropy solution of (6.8), we have
(7.13)
∫
Q
U¯φt + f¯(x,∆U¯)φdx dt = 0,
for any φ ∈ C∞0 (Q). In particular, for any φ ∈ C
∞
0 (Q), we have
(7.14)
lim
ε→0
∫
Q
f(x,
x
ε
, uε(x, t))φ(x, t) dx dt = − lim
ε→0
∫
Q
Uε(x, t)φt(x, t) dx dt
= −
∫
Q
U¯(x, t)φt(x, t) dx dt
= −
∫
Q
f¯(x, u¯(x, t))φ(x, t) dx dt,
so that vε(x, t) := f(x,
x
ε , uε(x, t)) weak star converges in L
∞(Q) to v¯(x, t) := f¯(x, u¯(x, t)).
7. By applying Theorem 4.1, we may obtain a subnet of uε, which we will still denote by uε, and a (weakly
measurable) parameterized family of probability measures on a compact interval of R, {νx,z,t}, (x, z, t) ∈
Ω× K × (0,∞), which form a so called family of two-scale Young measures. As in the previous section, let
us consider the following parametrized family of probability measures {µx,z,t}, (x, z, t) ∈ Ω × K × (0,∞),
defined by
(7.15) 〈µx,z,t, ζ(·)〉 = 〈νx,z.t, ζ(f(x, z, ·))〉, ζ ∈ C(R).
We claim that µx,z,t = δf¯(x,u¯(x,t)) for a.e. (x, t) ∈ Q and m-a.e. z ∈ K.
Indeed, let us introduce the function G∗ : Ω¯× Rn × R→ R defined by
(7.16) G∗(x, z, v) :=
∫ v
0
g(x, z, s) ds,
where g is defined in (h1.1), in the case where fε is of type 1, for all ε > 0, or in (h2.1), when fε is of
type 2. We can easily verify that G(x, v, ·) ∈ A(Rn). We also define G¯ : Ω¯× R→ R by
(7.17) G¯∗(x, v) :=
∫
Rn
G∗(x, z, v) dz.
The function G∗(x, z, v) satisfies an uniform strict convexity condition, in the sense that, for 0 < θ < 1 and
v1 < v2, we have
(7.18) (1− θ)G∗(x, z, v1) + θG∗(x, z, v2)−G∗(x, z, (1− θ)v1 + θv2) ≥ Cθ(1− θ)(v2 − v1)
2,
where C > 0 is such that
g(x, z, v2)− g(x, z, v1) ≥ C(v2 − v1),
uniformly with respect to (x, z) ∈ Ω¯× Rn, which can be easily verified.
We now begin by using an argument by Visintin in theorem 2.1 of [34]. So, we first observe that, for
any ε > 0, uε(x, t) ∈ ∂G∗(x,
x
ε , vε(x, t)), where ∂G∗(x, z, ·) denotes the subdifferential of the convex function
G∗(x, z, ·) defined by (7.16), which easily follows form the definition of vε(x, t). We also observe that vε
is uniformly bounded in L2((0, T );H10 (Ω)), for all T > 0 (see the estimate in step 3 of Theorem 5.4).
On the other hand, since Ω is bounded, from (6.1), uε is uniformly bounded in L
2((0, T );L2(Ω)) and in
H1((0, T );H−1(Ω)), for all T > 0, and so, by Aubin lemma (see, e.g., [27]), uε strongly converges to u¯ in
L2((0, T );H−1(Ω)). Hence, from the relation
(7.19) G∗(x,
x
ε
, vε(x, t)) −G∗(x,
x
ε
, v¯(x, t)) ≤ uε(x, t)(vε(x, t) − v¯(x, t)),
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which follows from the convexity of G∗(x, z, ·) and the fact that uε(x, t) ∈ ∂G∗(x,
x
ε , vε(x, t)), it follows by
Theorem 4.1 that, for all φ ∈ C∞0 (Q), we have
(7.20)
∫
Q
∫
K
〈µx,z,t, G∗(x, z, ·)〉φ(x, t) dm(z) dx dt ≤
∫
Q
G¯∗(x, v¯(x, t))φ(x, t) dx dt.
Now, since vε(x, t) is uniformly bounded in L
2((0, T );H10 (Ω)), for all T > 0, for any ζ ∈ C
1(R), φ ∈
C∞0 (Q), and ϕ ∈ A(R
n), such that ∂ziϕ, ∂
2
zizjϕ ∈ A(R
n), i, j = 1, · · · , n, we have
(7.21)
0 = lim
ε→0
ε2
∫
Q
∇xζ(vε(x, t)) · ∇x(φ(x, t)ϕ(
x
ε
)) dx dt
=
∫
Q
∫
K
〈µx,z,t, ζ(·)〉∆zϕ(z)φ(x, t) dm(z) dx dt.
Hence, as in the proof of Theorem 6.1, using Lemma 3.2, we conclude that µx,z,t = µ¯x,t :=
∫
K µx,z,t dm(z),
for a.e. (x, t) ∈ Q and m-a.e. z ∈ K. But then, by (7.20), we have
(7.22)
∫
Q
〈µ¯x,t, G¯∗(x, ·)〉φ(x, t) dx dt ≤
∫
Q
G¯∗(x, v¯(x, t))φ(x, t) dx dt.
But, since v¯(x, t) =
∫
R
λdµ¯x,t(λ), for a.e. (x, t) ∈ Q, from Jensen inequality it follows that
(7.23)
∫
Q
〈µ¯x,t, G¯∗(x, ·)〉φ(x, t) dx dt ≥
∫
Q
G¯∗(x, v¯(x, t))φ(x, t) dx dt,
and so we have the equality
(7.24)
∫
Q
〈µ¯x,t, G¯∗(x, ·)〉φ(x, t) dx dt =
∫
Q
G¯∗(x, v¯(x, t))φ(x, t) dx dt,
which, from the strict convexity of G¯∗(x, ·) (see (7.18)), for x ∈ Q, implies that
(7.25) µx,z,t = δv¯(x,t), for a.e. (x, t) ∈ Q and m-a.e. z ∈ K.
8. Now, using the definition of µx,z,t, and the fact that, for m-a.e. z ∈ K and a.e. x ∈ Ω, g(x, z, f(x, z, u)) =
u, for all u, where for fε of type 2 we use (6.5) in (h2.1), we arrive at
(7.26) νx,z,t = δg(x,z,f¯(x,u(x,t))), for m-a.e. z ∈ K, and a.e. (x, t) ∈ Q.
Finally, in the case where fε is of type 1, for all ε > 0, using Lemma 4.1, or, in the case where fε is of
type 2, for all ε > 0, using Lemma 4.2, we obtain (7.3), which finishes the proof.
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