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Abstract
We demonstrate theoretically the possibility of optimal control of light propagation in arrays con-
structed of sub-nanometer sized noble metal clusters by using phase-shaped laser pulses and analyze
the mechanism underlying this process. The theoretical approach for simulation of light propaga-
tion in the arrays is based on the numerical solution of the coupled time-dependent Schrödinger
equation and the classical electric field propagation in an iterative self-consistent manner. The
electronic eigenstates of individual clusters and the dipole couplings are obtained from ab initio
TDDFT calculations. The total electric field is propagated along the array by coupling an external
excitation electric field with the electric fields produced by all clusters. A genetic algorithm is used
to determine optimal pulse shapes which drive the excitation in a desired direction. The described
theoretical approach is applied to control of the light propagation in a T-shaped structure built of
seven Ag8 clusters. We demonstrate that a selective switching of light localization is possible in
∼ 5 nm sized cluster arrays which might serve as building block for novel plasmonic devices with
ultrafast operation regime.
∗Electronic address: roland.mitric@uni-wuerzburg.de
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I. INTRODUCTION
Since decades noble metal nanoclusters have been attracting scientists by imposing new
interesting questions for fundamental research as well as by promising novel opportunities
for applications in nanotechnology [1–9]. The possible fields of applications of noble metal
nanoclusters and their assemblies being developed nowadays range from single-molecule
probing [10, 11] and medical diagnostics [12–14] to nonlinear light sources [5, 15–17] and
energy transport [18–21]. A great deal of attention of the researchers working in this field
is paid to noble metal nanoparticles with sizes ranging form tens to several hundreds of
nanometers. These particles exhibit strong absorption of light mainly in the visible region
due to collective excitation of conduction electrons, known as plasmons [22, 23], which
is absent in the corresponding bulk materials. The energy of plasmon excitation strongly
depends on shape, size and dielectric surrounding of nanoparticles or their aggregates [24, 25],
which opens up a fascinating opportunity to tune the light absorption by adjusting these
parameters. Along with that, the strong near-field of the nanoparticle can enhance the
optical response of a molecule at its vicinity [26, 27] or excite neighboring nanoparticles,
leading to energy transport [19].
The challenging problem of delivering excitation to a desired spatial point at a desired
instant of time using noble metal nanoparticles and their aggregates has been recently ad-
dressed both experimentally and theoretically, providing impressive and promising results.
Using phase modulation of the exciting laser pulse, the possibility of coherent control of
ultrafast energy localization in nanostructures has been theoretically demonstrated [28].
Optical near field manipulation on a sub-diffraction length scale and on a sub-picosecond
time scale has been experimentally achieved in specifically designed aggregates constructed
of silver nanoparticles via excitation by polarization-shaped laser pulses designed using adap-
tive control techniques [29, 30]. Along with localization of excitation, possibilities of control
of light propagation in nanoparticle arrays has been demonstrated both by theory [31–33]
and experiment [34].
Aiming to further reduce the size of possible nanooptical devices one ultimately reaches
the size regime where each atom of a nanoparticle counts. In this size range the plasmonic
absorption band transforms into molecular-like discrete energy levels which strongly depend
on the number of atoms in the cluster and their geometric structure [5, 35]. Such small
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particles possess properties which do not scale with the cluster’s size and are considerably
different from conventional nanoparticles as well as from corresponding bulk materials [3, 36–
39]. This makes the molecular-like noble metal clusters promising building blocks for ultra-
small optical devices.
Energy localization and light propagation processes in aggregates of the sub-nanometer
noble metal clusters are, at the moment, not studied so intensively as in case of their bigger
counterparts. The theoretical methods such as the finite-difference time-domain method
(FDTD) [20, 31], the extended Mie theory [40–44], the discrete-dipole approximation (DDA)
[45], the boundary elements method (BEM) [29], and the quasi-static approximation to
Maxwell’s equations [46] which are successful in describing 10-100 nm sized nanoparticles,
cannot be straightforwardly applied to sub-nanometer clusters due to the small sizes and
the intrinsic quantum nature of the latter. Coupling of these methods to the Bloch [47, 48],
Schrödinger [49], and Liouville [50] equations allowed for inclusion of quantum effects and
description of atomic systems interacting with light. Within these approaches atoms are
usually treated as two-, three-, or four-level quantum systems with degenerate excited states.
Unfortunately, these methods are not sufficient to describe the electronic structure of a noble
metal nanocluster realistically and to simulate the interaction of cluster aggregates with light,
which is essential for interpretation of experimental results and design of novel nanosystems.
Recently, we have proposed a method to describe light propagation in arrays consisting of
small noble metal clusters [51]. The method is based on numerical integration of the time-
dependent Schrödinger equations (TDSE) in the manifold of electronic eigenstates of each
separate cluster under the action of an external laser field as well as the electric field produced
by the other clusters in the array. The TDSE is solved in a self-consistent iterative manner
until the convergence of time-dependent dipole moments of all clusters is reached. The
results provided by this method have been tested against quantum-mechanical calculations
and good agreement has been demonstrated provided the distance between the clusters in
the array is large enough.
In the current contribution, we combine the previously introduced theoretical approach
[51] with the optimal control employing a genetic algorithm to design phase-shaped laser
pulses which drive selectively the excitation to a selected branch of a model T-shaped struc-
ture constructed of atomic silver clusters. We simulate the spatio-temporal distribution of
the electric field produced by the structure under the action of optimal laser pulses. Analysis
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of single cluster electron population dynamics allows for describing the mechanism which
governs the excitation transfer in the selected direction.
The paper is structured as follows: In Sec. II the theoretical approach is briefly outlined.
The results are presented and discussed in Sec. III, and in Sec. IV the conclusions and
outlook are given.
II. THEORY
A. Simulation of light propagation
We consider here arrays consisting of N metal clusters with their charge centers placed at
positions RI . We assume that the distance between the clusters is large enough to use the
dipole-dipole approximation for modeling the cluster-cluster interaction and to neglect the
possibility of charge transfer between the clusters. These approximations have been critically
examined and justified in our previous work [51] (additionally, see the Supplemental Material
[52]). Within this approach, the Hamiltonian operator of the I-th cluster can be written in
the following way:
HI = H
0
I − µI ·
(∑
J 6=I
εJ (r, t) + εext (r, t)
)
. (1)
Here, H0I is the field-free electronic Hamiltonian of the I-th cluster, µI is the electronic dipole
moment operator of the cluster, εext (r, t) is the external electric field strength and εJ (r, t) is
the electric field produced by the electromagnetic response of the J-th cluster in the array.
In this Hamiltonian, the term −µI ·
∑
J 6=I
εJ (r, t) represents the cluster-cluster interaction,
which in our approach is assumed to be purely electromagnetic. The term −µI · εext (r, t)
describes the interaction with an external laser field.
In the described approach, we consider metal clusters of arbitrary shape and size, with
the only restriction that the individual components are much smaller than the wavelength
of the light used for excitation, typically in a low nanometer size range. This allows us to
consider the external field to be uniform over the extent of a single cluster and to represent
each individual component as a dipole emitter. Thus the terms in the Hamiltonian (1)
can be further reduced to −µI · εext (RI , t) for the interaction with the external field and
−µI · εJ(RI , t) for the cluster-cluster interaction.
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Employing these ingredients, the Hamiltonian of the whole cluster array can be con-
structed, and the electromagnetic response can be accurately simulated [51]. The major
obstacle is the size of the Hamiltonian matrix of the whole array, which grows exponentially
with the number of clusters, thus making the calculations cumbersome if a sufficient number
of electronic states needs to be included. To overcome this difficulty, an iterative approach to
describe electron dynamics in such systems has been developed, which allows one to perform
simulations for relatively large arrays with many electronic states per cluster included. The
applicability of this approach to the systems constructed of Ag8 clusters placed at relatively
large distances, as we deal with in the current work, has been demonstrated previously [51].
Here, we briefly outline the major steps of this method.
Instead of dealing with the time-dependent wave function describing the time evolution of
the whole array, time-dependent wave functions for each single cluster |ΦI(t)〉 are determined
separately by solving numerically the TDSE’s with single-cluster Hamiltonian HI (1). The
single-cluster wave function is expanded in the basis spanned by the eigenfunctions
∣∣∣Ψ(I)i 〉
of the field-free Hamiltonian H0I
|ΦI(t)〉 =
∑
i
C
(I)
i (t)e
−iE(I)i t
∣∣∣Ψ(I)i 〉 , (2)
where E(I)i is the i-th electronic state energy of the I-th cluster and C
(I)
i (t) is the time-
dependent expansion coefficient. The final set of coupled differential equations for the time-
dependent expansion coefficients C(I)i (t) for numerical integration reads:
C˙
(I)
i (t) = iεext (RI , t) ·
∑
j
C
(I)
j (t)e
−i
(
E
(I)
j −E(I)i
)
t
µ
(I)
ij +
i
∑
j
C
(I)
j (t)e
−i
(
E
(I)
j −E(I)i
)
t
µ
(I)
ij ·
∑
J 6=I
εJ(RI , t). (3)
The essential quantities needed for solving the set of equations 3 are the electronic state
energies E(I)i and the transition dipole moments µ
(I)
ij between all electronic states included in
the simulations. In principle, for molecular-sized clusters, these quantities can be obtained
using any ab initio or semiempirical electronic structure method. In the current work we
have used the linear response time-dependent density functional theory (TDDFT) due to its
efficiency and applicability to relatively large complex systems. While the electronic state
energies and transition dipole moments between the ground and excited electronic states can
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be obtained employing standard TDDFT routines, the construction of full dipole coupling
matrix requires an additional approximate procedure presented in detail elsewhere [53].
Notably, Eq. (3) contains the electric field εJ(RI , t) produced by the J-th cluster, which
can be calculated on the basis of the time-dependent dipole moment of that cluster [54],
while the latter can be determined as the expectation value of the respective dipole moment
operator.
Thus Eqs. 3 are coupled not only by the explicit presence of the expansion coefficients
C
(J)
i (t), but also by the implicit dependence of the electric field εJ(RI , t) on these coefficients.
Therefore the system of equations (3) has to be solved for all subunits simultaneously in the
self-consistent manner.
Consequently, our approach involves the following steps:
(i) In the first step, we determine the initial guess for the expansion coefficients
{
C
(I)
i (t)
}
0
by solving the set of Eqs. (3) taking into account interaction with the external electric field
only (εJ(RI , t) = 0).
(ii) The first approximation to the time-dependent dipole moments {pJ(t)}0 of all clusters
in the array is obtained.
(iii) The response of all clusters is determined by calculating {εJ(RI , t)}0 and used in
the set of Eqs. (3) to find the next approximation to the expansion coefficients
{
C
(I)
k (t)
}
1
.
Steps (ii)-(iii) are repeated until convergence is reached. Since in the simulations the
essential quantities are the time-dependent dipole moments, the criterion for convergence is
that the difference between the dipole moments obtained in subsequent iterations i and i+1
integrated over the whole simulation time T is less than a certain threshold:
δ =
1
T
∑
J
Tˆ
0
∣∣pi+1J (t)− piJ(t)∣∣ dt < . (4)
The convergence of the method is usually reached due to the fact that the main contribution
to the coupling between the electronic states of a single cluster comes from the external laser
field, and the interaction with the electric field produced by other clusters brings only small
perturbation. Thus the initial guess obtained in the step (i) is already a good approximation
to the final results, which is further corrected by the inclusion of cluster-cluster interactions.
When the calculation converges, the single-cluster time-dependent dipole moments are
determined using the expansion coefficients found and the spatial-temporal electric field
distribution is calculated according to [54]
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E (r, t) =
N∑
I
{−1
r3I
[
pI (t
′) +
rI
c
p˙I (t
′)− 3rI
r2I
(
rI ·
(
pI (t
′) +
rI
c
p˙I (t
′)
))
+
1
c2
rI × (p¨I (t′)× rI)
]
t′=t− rI
c
}
, (5)
where the summation runs over all clusters in the array, rI = r−RI and rI is its absolute
value.
B. Optimal control of light propagation
The aim of the control simulations is to localize the electric field in a specified time
interval around a particular spatial part of the nanostructure. In the present contribution,
we wish to control the light propagation and localization in a T-shaped metal cluster array
consisting of seven identical Ag8 clusters placed at 20 a0 distance between closest neighbors
and irradiated by a phase-shaped short laser pulse (see Fig. 1).
Figure 1: A T-shaped structure consisting of seven Ag8 clusters placed at 20 a0 separation irradiated
by an external laser pulse εext (r, t) with the wave vector kω.
Thus, as a measure of the spatio-temporal electric field localization we define the following
function for each member of the cluster array:
WI =
1
τ
Tˆ
T−τ
Rsˆ
0
¨
4pi
|E (r′ +RI , t)|2 dr′dΩdt, (6)
where T is the simulation time and τ is the temporal localization interval. The spatial
integration is performed within a sphere with the radius Rs centered at the specified cluster.
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In the optimal control simulations we minimize the ratio of the W -functions for specified
cluster pairs.
A time-dependent phase-shaped external laser pulse is introduced in our model as:
εext (r, t) =
1
2
∑
ω
S (ω)
(
ei(ωt−kω ·r+ϕ(ω)) + c.c.
)
sin2
(
pit
Tp
)
, (7)
where S (ω) is the spectrum of the pulse, modeled by a Gaussian function with the mean
frequency ωc and standard deviation σω
S (ω) =
1√
2piσω
e
− (ω−ωc)2
2σ2ω , (8)
kω is the wave vector, ϕ (ω) is the spectral phase, and the sin2-mask ensures that the pulse
fits into the pulse duration period Tp ≤ T . The laser pulse propagates along the long side of
the array and is polarized in the plane of the array, as it is shown in Fig. 1. The dependence
of the spectral phase on the frequency ω is determined as follows:
ϕ (ω) = A sin
(
B (ω − ωc) + C (ω − ωc)2
)
. (9)
Varying the coefficients A, B, and C one can obtain different temporal profiles of the
external laser pulse. In our simulations, we use a genetic algorithm [55] to find the proper
values Aopt, Bopt, and Copt which generate such external pulses that drive the excitation
“up” (meaning W7 > W5) or “straight” (W5 > W7) after the pulse ceases. Thus the target
functions we seek to minimize by means of the genetic algorithm are f1 = W5/W7 and
f2 = W7/W5. We used population size of 30 “species” and ran the optimization for 30
generations to determine the optimal set of parameters A1opt, B1opt, and C1opt which minimize
f1. Afterwards, in the same manner the set of parameters A2opt, B2opt, and C2opt minimizing
f2 has been determined.
III. RESULTS AND DISCUSSION
First the equilibrium structure of Ag8 cluster has been determined by the full geome-
try optimization in the ground electronic state employing DFT with the gradient corrected
Becke-Lee-Yang-Parr (BLYP) exchange-correlation functional [56, 57], combined with the
triple zeta valence plus polarization Gaussian atomic basis set (TZVP) [58] and a relativis-
tic 19-electron effective core potential for silver [59]. Subsequently, a number of excited
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electronic state energies E(I)i has been calculated employing linear response TDDFT (LR-
TDDFT). All calculations have been performed using the TURBOMOLE V.6.3 package
[60, 61]. Then, the transition dipole moments µ(I)ij between all the electronic states were
determined according to Ref. [53]. The most intense transition in the visible and near-UV
range has an excitation energy of 3.8 eV. Therefore the central frequency of the external laser
pulse is set to ωc=3.8 eV to be resonant with this intense cluster transition. The parameters
σω and Tp of the external laser pulse as well as other computational details are given in the
Supplemental Material [52].
We have performed optimal control simulations with the goal to steer the electric field
in two different directions along the T-shaped cluster array shown in Fig. 1. In Fig. 2
we present the dependence of the target function on the generation number showing the
convergence of the optimization algorithm. Each point corresponds to the values of the
target functions f1 and f2 defined in Sec. II B and averaged over all “species” within this
generation. The minimal value of 〈f1〉 of 0.57 was obtained in the last generation, while the
minimal value of 〈f2〉 being equal to 0.63 was obtained in the one-to-last generation. The
optimal laser pulse P1 was reconstructed in time domain using Eqs. (7)-(9) with the set of
parameters giving rise to the minimal value of f1 over all “species” (A1opt=6.15, B1opt=-16.19
eV−1, and C1opt=-101.79 eV−2), and for the optimal laser pulse P2 the set of parameters
corresponding to the minimal value of f2 over all “species” is used (A2opt=5.95, B2opt=-16.14
eV−1, and C2opt=-18.35 eV−2).
Figure 2: Values of the target functions f1 and f2 at each generation, averaged over all “species”
within this generation.
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The electronic state population dynamics of each cluster in the array under the action of
the external laser pulse P1 is presented in Fig. 3. The subplots with population dynamics
are arranged in order to reproduce the location of the cluster in the array and numbered
according to the array scheme shown in the inset (a) for convenience. The temporal profile
ε (t) of the laser pulse P1 is presented in the inset (b). The ground state population
∣∣∣C(I)0 ∣∣∣2
of each single cluster is plotted with the black lines and the populations of the dominantly
excited states
∣∣∣C(I)17 ∣∣∣2 and ∣∣∣C(I)18 ∣∣∣2 is shown with blue and red lines, respectively. Since the
latter two states are degenerate and both have nonzero projections of transition dipole
moments on the laser pulse polarization vector, both states are populated during the pulse
action. It is seen, that at the end of the pulse duration time mainly the ground state of
all the clusters is populated, but the last small peak of the laser pulse at ∼90 fs (cf. Fig.
3 (b)) causes population transfer to the excited states of the clusters 2, 4, and 6. This
increase of population is annotated on Fig. 3 (2,4,6) with black arrows. After the external
pulse ceases the electromagnetic interaction between clusters starts to play a decisive role
in the population dynamics. The electric field produced by the clusters 2, 4, and 6 is the
strongest at the position of the cluster 3, causing the excitation transfer to that cluster. The
increase in the excited state population of the cluster 3 is denoted in Fig. 3 (3) with the red
arrow. Due to the configuration of the array and the chosen orientation of the clusters, the
dipole-dipole interaction between the cluster pair 3-6 is approximately 5 times higher than
that between cluster pairs 2-3 and 3-4 in the excited state S18. Therefore, the excitation is
propagated “up” along the side chain of the array involving clusters 6 and 7. These steps are
denoted in Fig. 3 (6) and (7) with blue and green arrows, respectively. After the excitation
reaches the last cluster in the side chain, it is “reflected” back since in our simulations the
array is considered to be a closed system.
The process of the excitation transfer can be better visualized by simulations of the electric
field distribution in the area around the silver cluster array. The electric field strength is
determined employing Eq. (5), and the electric field energy density is proportional to the
|E (r, t)|2. In Fig. 4 the distribution of the electric field |E (r, t)|2 at selected instants of
time is presented. During the external laser pulse action the electric field varies strongly
with time but does not differ much from cluster to cluster, as it is seen for instance at 45
fs of simulation time. When the laser pulse is about to vanish, the electric field around the
central clusters of the array is noticeably stronger than around the side clusters. At 100
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Figure 3: Electron population dynamics of single clusters in the array under the action of the laser
pulse P1. Population of the ground state
∣∣∣C(I)0 ∣∣∣2 is shown with black lines, of the S17 excited state∣∣∣C(I)17 ∣∣∣2 with blue lines, and of the S18 excited state ∣∣∣C(I)18 ∣∣∣2 with red lines. The subplots are arranged
and numbered according to the array scheme which is presented in the inset (a). The temporal
profile of the external laser pulse P1 is shown in the inset (b). The vertical arrows denote different
steps of the excitation propagation “up” along the side chain of the array.
and 115 fs of the simulation time it is clearly seen how the excitation is transferred from
the clusters 2, 4 and 6 to the cluster 3, and afterwards propagates “up” to clusters 6 and
7. At later instants of time the electric field is localized mainly around the top of the array
(cluster 7).
In the following, we discuss the electron population dynamics of the silver cluster array
and the spatio-temporal distribution of the electric field under the action of the second
external laser pulse P2, which was optimized to drive the excitation straight along the long
side of the array. The electronic state population dynamics of each cluster is presented in
Fig. 5. This Figure is arranged in the same way as Fig. 3. The subplots presenting the
electron population of the single clusters are placed to resemble the spatial configuration
of the silver clusters in the array and the two insets show the array scheme (inset (a))
and the temporal profile of the external pulse (inset (b)). In general, the dipole coupling
between the clusters 1-2-3-4-5 forming the horizontal part of the array in the ground and
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Figure 4: Spatial distribution of the electric field (|E (r, t)|2) at selected instants of the simulation
time. The snapshots are taken in the plane of the array (XY -plane) at the time moments which
are specified in the subplots. The magnitude of the electric field |E (r, t)|2 is denoted with the color
code from blue (the lowest) to red (the highest).
the excited state S18 is considerably smaller than that between clusters 3-6-7 in the side
chain, but for the coupling in the excited state S17 the situation is the opposite. Thus to
propagate the excitation “straight” along the horizontal side of the array it is required to
selectively populate the excited state S17, which is not strongly populated by the external
laser pulse due to the small projection of the corresponding transition dipole moment on the
polarization direction of the pulse. Consequently, in the optimization procedure, the pulse
P2 has been designed, which leads to more complicated electron dynamics as compared to
the pulse P1. The action of P2 results in a decrease of the ground state population of the
central clusters of the array (2,3,4 and 6) down to 0.5-0.6 (shown in Fig. 5 (3), (6), and (7)
with black arrows). After the pulse ceases, due to the strong coupling between the clusters
3 and 6 the excitation is rapidly transferred to the cluster 6, and then some part is further
propagated “up” to the cluster 7. However, due to the high electron population in the excited
state S18 of the cluster 6, the interaction between clusters 2-6 and 4-6 starts to play a role
12
for transferring the population to the excited states S18 of the cluster 2 as well as S17 and
S18 of the cluster 4. This step is marked in Fig. 5 (2), (4), and (7) with red arrows. Finally,
part of the excitation mainly from the state S17 of the cluster 4 is propagated “straight”
along the long side of the array to the cluster 5 leading to monotonic increase of the electron
population of the S18 state . The rest of the excitation is redistributed among the other
clusters in this part of the array. This step is annotated in Fig. 5 (2)-(5) with blue arrows.
Figure 5: Electron population dynamics of single clusters in the array under the action of the laser
pulse P2. Population of the ground state
∣∣∣C(I)0 ∣∣∣2 is shown with black lines, of the S17 excited state∣∣∣C(I)17 ∣∣∣2 with blue lines, and of the S18 excited state ∣∣∣C(I)18 ∣∣∣2 with red lines. The subplots are arranged
and numbered according to the array scheme which is presented in the inset (a). The temporal
profile of the external laser pulse P2 is shown in the inset (b). The vertical arrows denote different
steps of the excitation propagation “straight” along the horizontal side of the array.
The spatio-temporal variation of the electric field produced by the array is illustrated in
Fig. 6. As in the case of P1 excitation, during the pulse action the electric field does not
differ much for different clusters. At the end of the excitation time (∼90 fs) the electric field
is noticeably stronger in the central part of the array. After the external pulse ceases, the
electric field is redistributed around the clusters that form the long side of the array (see
Fig. 6 130-230 fs).
Finally, we compare the electric field energy around the clusters 5 and 7 along the sim-
13
Figure 6: Spatial distribution of the electric field (|E (r, t)|2) at selected instants of the simulation
time. The snapshots are taken in the plane of the array (XY -plane) at the time moments which
are specified in the subplots. The magnitude of the electric field |E (r, t)|2 is denoted with the color
code from blue (the lowest) to red (the highest).
ulation under the action of pulses P1 and P2. As a measure of the electric field energy we
use the functions W5 (t) and W7 (t) calculated using Eq. (6) without integration over time.
The results are presented in Fig. 7 (a) for the pulse P1 and (b) for the pulse P2. The
time interval τ within which the energy has been integrated to obtain the target functions
f1 and f2 is shaded on the figures. It is clearly seen in Fig. 7 (a) that within the interval
of interest the electric field energy propagated to the “top” of the array (to the cluster 7)
significantly exceeds its counterpart localized around cluster 5. In other words, most of the
electric field energy is propagated “up” along the side chain of the array. On the other hand,
after the action of the pulse P2 the electric field is much stronger around cluster 5 than
around cluster 7, i.e. the electric field is propagated “straight” along the long side of the
array. This demonstrates that selective switching of the light localization can be achieved
by analytically parametrized optimal laser fields, which is of interest for the development of
plasmonic nanoelectronic devices with ultrafast optical response.
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Figure 7: Electric field energies WI (t) calculated using Eq. (6) for cluster 5 (W5) and cluster 7
(W7). The results are obtained for the silver cluster array excitation with (a) the laser pulse P1,
and (b) the laser pulse P2. The time interval of optimization of the ratio between these energies is
shaded in both pictures.
IV. CONCLUSION
We have demonstrated the possibility to optimally control the light propagation in a
T-shaped nanostructure built up of small atomic silver clusters. For this purpose we have
combined our recently developed iterative method for the simulation of light propagation in
metal cluster arrays with the optimal control using a genetic algorithm. The driving field was
analytically parametrized in the frequency domain. The ground and excited state energies
of individual clusters as well as the transition dipole moments required for the electron
dynamics simulation are determined based on ab initio TDDFT calculations, which allowed
for a realistic description of the electronic structure of the clusters. We have demonstrated
that laser pulses can be designed which selectively drive the electric field either along the
main axis of the array or along the side chain. This allows to achieve spatio-temporal electric
field localization in different parts of the nanostructure over time intervals of ~ 100 fs. Thus
our “proof of principle” simulations demonstrate that nanoelectronic devices build from small
noble metal clusters can operate selectively in an ultrafast regime and thus may serve as
building blocks for the next generation of nanoplasmonic devices.
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