In many real life situations, including job and loan applications, gatekeepers must make justified, real-time decisions about a person's fitness for a particular opportunity using only a partial data set. People on both sides of such decisions have understandable concerns about their fairness, especially when they occur online or algorithmically. In this paper, we try to accomplish approximate group fairness in an online decision-making process where examples are sampled i.i.d from an underlying distribution. The fairness metric we consider is equalized odds, which requires that the decision making process achieve approximately equalized false positive and false negative rates across demographic groups. Our work follows from the classical learning-from-experts scheme, extending the multiplicative weights algorithm by maintaining an estimation for label distribution and by keeping separate weights for label classes as well as groups. Our theoretical results show that approximately equalized odds can be achieved without sacrificing much regret for some distributions. We also demonstrate the performance of the algorithm on real data sets commonly used by the fairness community.
Introduction
Recently, there have been growing concerns about potential bias and discrimination in machine learning models. In many situations, machine learning may accentuate preexisting human biases, affecting decision making in various arenas including policing, college admissions, and loan approvals. Ideally, ensuring fairness via a mathematical framework would not only prevent prejudice within algorithms and models, but also help quantitatively overcome human biases. This possibility has motivated researchers in the machine learning community to develop numerous methods for making models fair.
Perhaps the biggest factor in guaranteeing fairness is the amount and type of data available to learn models with. As mentioned in the White House "Big Data" report [12] , selection bias -where data input to the model does not represent the actual population -is a main source of discrimination. This could be mitigated by collecting more data on under-represented groups, but the quality and accuracy of this data is often difficult to verify because of historical biases. For instance, if certain jobs historically employ more males than females, those positions might attract more males to apply, further reinforcing the existing bias. One way to mitigate selection bias is to intentionally balance the collected data set through over-sampling. However, it is hard to do so if the data arrives in sequential, since the data collected so far at a given point might not represent the whole population.
In this paper, we consider a setting where individuals arrive in a sequential and stochastic manner from an underlying distribution, and the goal is to make real-time decisions fair with respect to different groups without sacrificing accuracy. This setting could be useful for implementing new policies in many areas, including improving the fairness of online loan or credit card applications.
The three main contributions in this paper are: (1) An algorithm that achieves approximate equalized odds in a stochastic setting without sacrificing too much regret. (2) A theoretical upper and lower bound for the proposed algorithm, as well as a demonstration of its performance in experiments. (3) A method to trade off between fairness and regret based on label estimation.
The paper is organized as follows: Section 2 presents some commonly used definitions for fairness and summarizes related work around satisfying fairness in an online setting. Section 3 presents the online binary classification setting and the original Multiplicative Weights (MW) algorithm. In section 4, we theoretically show that a modification of the MW algorithm can be used to achieve fairness, and discuss the trade-off between fairness and regret in the algorithm. In section 5, we demonstrate the performance of the algorithm on real data sets.
Related Work
Fairness can be considered individually or collectively. At the individual level, fairness can be defined as "similar individuals should be treated similarly" [6] . As discussed in Cynthia Dwork [6] , one challenge of working with individual fairness is that the distance metric is difficult to specify.
At the group level, fairness can be defined as balancing some statistical metrics approximately across different demographic groups (such as gender groups, racial groups, etc.). Equalized odds [13] , or "disparate mistreatment," requires that no error type is disproportionate for any one or more groups. This could be achieved by equalizing false positive rates, commonly referred as equal opportunity [7] , or equalizing classification errors. Zafar et al. [13] incorporates equalized odds as a constraint while solving optimization problems, while Hardt [7] removes discrimination at post-processing steps. However, recent work shows that it is impossible to simultaneously achieve equalized odds [4, 9] with other notions of fairness such as calibration, which requires that outcomes are independent of protected attributes conditional on estimates. Thus in this paper we only consider equalized odds as a fairness metric. It is also generally accepted that there is often a trade-off between predictive accuracy and fairness [5] .
A predictor exhibits equalized odds if it achieves both an equalized false-positive rate (FPR) and an equalized false-negative rate (FNR). For binary predictors, such rates are defined as follows: Definition 2.1 (Equalized FPR and Equalized FNR) LetŶ be the estimated outcome from a binary predictor when it receives an instance with protected attributes Z and ground truth Y . The predictor is said to satisfy Equalized FPR and Equalized FNR respectively if
In other words, equalized odds implies thatŶ is independent of the protected attributes given Y .
At the same time, there has been recent interest in studying fairness in an online setting, and particularly the bandit setting. [11] considers a bandit setting that learns from the feedback of a fairness oracle and returns all pairs of individuals for which the individual fairness constraint is violated. Joseph et al. [8] studies fair online classification in the contextual bandit setting. Liu et al. [10] considers satisfying calibrated fairness in a bandit setting. One of the studies most related to our project, [2] , considers the problem of enforcing the equalized opportunity constraint at every round under a partial feedback stochastic setting where only true labels of positively classified instances are observed. Another, Blum et al. [3] , specifically shows that it is impossible to achieve equalized odds under an adversarial setting when an adaptive adversary can choose the label for an instance. Our paper considers a more realistic stochastic setting, and shows that a simple modification of a multiplicative weights algorithm can help to achieve approximate equalized odds without sacrificing too much regret.
Model and Preliminaries

Online Classification with Sensitive Attribute
We consider a binary classification problem where Y = {0, 1}, and we assume that there is a finite set of classifiers F to choose from, where F = {f 1 , ..., f d }. As is typical in an online learning setting, the algorithms run through rounds t = 1, .., T . During training, at each round t, the classifier receives a joint example vector (x t , z t ) ∈ R n , where x t are the unprotected attributes and z t are the protected or sensitive attributes. We also assume that, if the sensitive attributes are simply Z = {a, b}, with a generic element denoted as z, then these two sensitive groups have inherently different base rates for outcomes, in the sense that µ A,+ = P(Y = 1|Z = a) = P(Y = 1|Z = b) = µ B,+ . This assumption is extendable to any number of groups.
An important metric of online learning is regret, which compares the performance of the algorithm with the best expert in hindsight. At each time step t, the classifier first producesŷ t = f t (x t , z t ), an predicted label for the input example. Then, at the end of the round and always after having produced its prediction, it observes the true label y t and suffers a loss (ŷ t , y t ). After T rounds, regret is formally expressed as
where the first term is the cumulative loss of the algorithm, and the second term is the cumulative loss of the best fixed classifier in hindsight.
The typical goal of online learning is to design an algorithm that achieves sub-linear regret compared with the best hindsight over the T rounds; i.e. lim
In this paper, we add in a fairness constraint, which requires the online learning algorithm to satisfy an approximate -fairness on average.
Definition 3.1 ( -fairness)
A randomized algorithm satisfies -fairness if:
Randomized Multiplicative Weights Algorithm
The Multiplicative Weights (MW) [1] method is a frequently used meta-algorithm for achieving no-regret by following the experts. In the MW algorithm, a decision maker has a choice of d experts.
After each round of decisions, the decision maker maintains weights on the experts based on their performances so far. In this section, we present the original version of the MW algorithm in the context of online classification with a sensitive attribute. Suppose we are selecting a classifier from a finite set F = {f 1 , ..., f d }.
Initialize the weights associated to each classifier as w
Each classifier producesŷ
Select each classifier i according to probability π
Obtain loss . Then after T rounds, for any classifier i among the d classifiers we have:
This powerful theorem shows that the expected cumulative loss achieved by the MW algorithm is upper bounded by the cumulative loss of the best fixed expert in hindsight asymptotically. In other words, the MW algorithm achieves sub-linear regret.
Randomized Multiplicative Weights Algorithm With Fairness
Blum et al. [3] proposed a group-aware version of the MW algorithm to achieve equalized error rates in an adversarial setting. Their idea was to run separate instances of the original MW algorithm on each group, and they demonstrated that this is necessary to achieve equalized error rates across groups. One potential drawback of the group-aware algorithm is that it only bounds the performance of the overall algorithm errors for each group, without a guarantee of how the errors will distribute across the label classes. In order to satisfy equalized odds, we also need a provable bound on the number of false positives and false negatives made by the algorithm on each group.
We extend this idea by keeping independent copies of weights for both groups z ∈ {A, B} and label classes k ∈ {−, +}. Thus, the weight of classifier f for group z and positive label examples is denoted as w f ,z,+ , and the weight of classifier f for group z and negative label examples is denoted as w f ,z,− .
While we can further split the weights, it is not possible for the decision maker to select a weight when computing the probability π t , since, in real settings the decision maker will not know the label until the end of the round.
Since we are dealing with the stochastic setting, the labeled examples are i.i.d, one way to get around the aforementioned issue is to maintain an estimator for the label probability under each group, denoted by q z,+ and q z,− for + and − classes respectively. We then modify the MW algorithm to choose the corresponding weights required for classifier selection, based on these probabilities.
Thus we propose the following variant of the MW algorithm:
we have:
In the algorithm 2, because the learner only knows the group but not the label when it makes a decision, it selects by sampling from the estimated label estimation. Therefore, at each round, the losses the learner obtains can be decomposed to the base losses of original MW algorithm and the losses from choosing the wrong copy of weights when selecting classifiers. Thus the constant c is an upper bound for the ratio of expected loss due to selecting the wrong copy of weights and expected loss due to MW algorithm itself (when selecting the right copy of weights). If c is larger, the algorithm suffers more regret from selecting the wrong weights.
Notice that if we don't differentiate between positive label class and negative label class, we would have |z, +| = |z| and q z,+ = 1, c = 1 and therefore q
and the expected total errors on group z is: }} for z ∈ {A, B}, the overall loss of algorithm 2 is:
This overall regret follows from summing 4.1 across all labels and all groups, and is at most a β factor of the regret of the original MW algorithm. In order to show the bound for differences in FPR, we also provide a lower bound on the loss of algorithm 2. 
and γ(η) is defined as
For the bound on fairness loss, we assume that each individual classifier satisfies expected ( )-fairness with respect to data distribution (X, Y , Z) ∼ P, i.e., for all f , 
The fairness bound shows that the absolute difference of equalized odds can be bounded by a budget δ for some specifically chosen q max A , η.
Swapping Mechanism for Imbalanced Dataset
In terms of a highly imbalanced data set, it is worth considering the alternative of swapping q z t ,+ and q z t ,− in the algorithm. To motivate this swapping mechanism, we can think of an imbalanced setting in which q A,+ = 0.8 and q B,+ = 0.2. For group A, the weights associated with positive labels will be selected more often (80% of the time), which leads to a higher chance of selecting classifier that performs better on positive label classes. On the other hand, the weights for more frequent labels will also be updated more often, which leads to a faster convergence of regret for that label class. The combining effects of these will lead the algorithm to perform much better for positive classes than for negative classes for one group but not the other, which goes against our goal of achieving equalized odds.
Swapping allows us to counter balance this effect without making assumptions about the underlying distribution. A more precise trade-off between fairness and regret might be obtained by re-weighting q z,+ and q z,− by a factor that depends on the fairness budget. For the case in which labels are imbalanced for one sensitive group -for example, if there are far more negative examples than positive examples (q A,+ q A,− ) for group A -we might want be balance the performance by boosting q A,+ , giving it better fairness at the cost of regret. We motivate and describe the effects of doing this in experiments.
Estimation For Label Distribution
Because we are dealing with a stochastic setting where the input arrives i.i.d according to the distribution, it would be useful to estimate the label distributions of each group. There are two ways we can estimate the label distribution, Frequentist or Bayesian -i.e. with the aid of a prior.
Frequentist Label Estimation
The Frequentist label estimation consists of averaging the count of the different combinations of group and label up to the current time t (assuming that the time steps all equal one), and using that average as estimation of the labels at time t + 1.
for z ∈ {A, B} and k ∈ {−, +}
Bayesian Label Estimation With Dirichlet Prior
An alternative is to set a Dirichlet prior. It is well known that the Dirichlet is conjugate prior to the Categorical distribution. This means that the posterior will also be Dirichlet, with parameters updated according to the data observed. Let us then model the prior over the parameter vector as
. After t rounds we will have seen all the labels in set Y = {y 1 , . . . , y t }. Assuming they are i.i.d, the probability of set Y is then
1{z τ = z}1{y τ = k} is the number of examples in the last t rounds with label y t = k and group z t = z, for z ∈ {A, B} and k ∈ {−, +}. The posterior over the parameter vector [q k ] k=0:1 given all the classes seen after T rounds is
The posterior distribution of a new label y t+1 given all the labels up to time t is:
The effect of label estimation It is easy to see that the Frequentist label estimation is not defined for t = 0; thus q t z,k must be initialized to an arbitrary value. In fact, if we set α k = 0 in equation 3, we recover the frequenct estimator. The effect of setting a large α smooths out the estimations when we have very few labels. More complex priors can be used instead of the proposed Dirichlet prior, however, based on our experiments, a good estimation of q z,k can be achieved by setting low values for α k .
Experiments
We test our algorithms on the Adult, German Credit and COMPAS datasets, all of which are commonly used by the fairness community. "Adult" consists of individuals' annual income measurements based on different factors. In the "German Credit" dataset, people applying for credit from a bank have been classified as "good" or "bad" credit risks based on their attributes. "COMPAS" (Correctional Offender Management Profiling for Alternative Sanctions) provides a likelihood of recidivism based on a criminal defendant's history and other aspects.
# of rounds fraction of group A (p) µ A,+ µ B,+ Disparate Impact( The set of classifiers F in our hypothesis sets are as follows: Logistic Regression (LR), Linear SVM (L SVM), RBF SVM, Decision Tree (DT), Multi-Layer Perceptron (MLP), and Gaussian Naive Bayes (GNB). We pre-trained each classifier for each trial by splitting the data set, with 70% for training and 30% for testing. During the simulations, the examples in the testing set arrived one by one. We repeated the experiments 100 times for German Credit and COMPAS, as well as 10 times for Adult, by randomizing the arrival sequence of examples.
We compare our algorithm using both label estimation methods with the group-aware MW in terms of regret and fairness. For each data set, the plot on the left shows the discrepancy of averaged regret between the algorithm and the best classifiers in hindsight, and the plot on the right shows the absolute differences of FPR between the groups. We obtain the following key insights:
• Results depicted in Figures 2 and 3 show a general improvement in fairness over Blum's, along with an increase in regret. This verifies the assumption that better fairness can be achieved at the cost of some regret, which confirms the theoretical results and is usually the case in offline learning as well.
• Swapping provides greater improvements in fairness on datasets with a lower Disparate Impact, i.e., when µ A,+ and µ B,+ are quite different.
• Comparing the Frequentist and Bayesian label estimation, the former depicts a sightly faster convergence behavior than the latter due to the subjective prior introduced by α k , yet the stationary behaviors of both approaches are similar.
Fairness of base experts
In the experiment, we did not explicitly require that each individual classifier satisfies -fairness, because we were interested in observing the effects of relaxing this constraint. We report the level of fairness of base classifiers for each data set in 1. Our algorithm is more powerful in the case that some base classifiers are biased. As shown in the table, for the adult data set where all base classifiers are decently fair to start with, the benefit of our algorithm is less obvious. On the other hand, the base classifiers for German have a relatively high -fairness, yet the final fairness achieved by the algorithm is bounded to 0.38.
Discussion
In this paper, we introduce an algorithm based on multiplicative weights to achieve approximate equalized odds in an i.i.d stochastic setting without sacrificing regret. Our algorithm also gives a provable bound for the number of false positives and negatives it makes in an online stochastic setting, which could be potentially useful beyond the intended application of achieving fairness. Since our algorithm makes a decision at each round before it sees the true feedback, its performance also depends on the accuracy of label estimation, which we provided two ways to estimate: Frequentist and Bayesian. Based on this estimation, we show that the selection of each probability group distribution π t f ,z t can be modified to create a trade-off between regret and fairness. One possibility we proposed for achieving balance in this trade-off is to swap their estimated probabilities.
Future research could take on the more realistic case in which feedback is delayed for some number of rounds. For example, during the college admissions process, the performance of a student is generally evaluated at the end of each term, while colleges typically offer admission decisions in mid-year. Similarly, when an individual applies for a loan, the bank often needs to wait for some time to know whether the applicant will default or not. Our algorithm uses estimation for label distribution, and could be useful in cases where instantaneous feedback is not available.
Appendixes
If we know µ z , we have:
znd the expected total errors on group z is:
Proof of Lemma 2
Using the same process for the upper bound, we have:
Fairness Bound
Proof We assume group z arrives with probability p, group B arrives with probability 1-p, that is, P(Z = z) = p. The expected mean label of group A is defined as µ A,+ = P(Y = +|Z = A) and mean label of group B is defined as µ B = P(Y = +|Z = B). We assume each individual classifier is fair individually, thus:
The absolute difference of FPR between group z and group B is: 
Without loss of generality we assume that f * makes the smallest average loss on group B. Thus by individual fairness, we have: 
