Optimization of an air conditioning system is critical in terms of the transient and steady state behavior of the air distribution along the room and the temperature of the equipment themselves. In this paper, three computational techniques, namely, the standard − , RNG − , and the − model, are used to numerically simulate and determine the air distribution in an air-conditioned room. The simulation results for all three methods are verified via a comparison with an experiment involving a room that contains a computer server which generates up to 6 kW of heat. In doing so and by additionally performing an error analysis, it is determined that the − model produces the most accurate results. The results also indicated that the direction of air supply from the air conditioners has a strong impact on the velocity field and temperature distribution along the room and on the computer server. Hence, many candidate directions of air supply options were selected for study and by conducting a performance evaluation in terms of air temperature around the server, the optimal solution was obtained.
Introduction
The design of air-conditioning (AC) system is strongly dependent on the dynamics of the air flow in a room. Traditional measurement methods such as trial and error experiments is often time-consuming and expensive [1] . This is because modifying an existing AC system is generally a difficult and labor-intensive task and it is generally preferred that the optimal design be initially obtained in simulation. Therefore, computational fluid dynamics (CFD) are frequently adopted to design AC systems where the key benefits include reduced time and cost while retaining accurate and valuable results [2, 3] . Moreover, CFD methods also have the advantages of enabling interactive visualization and repeatability [4] . Hence, CFD techniques are currently widely used in air distribution research and subsequently the design of AC systems [5] [6] [7] .
With reference to other cases, literature studies show that the CFD simulations could be conveniently applied to analyze and predict the indoor air distribution [4, 8, 9] , to optimize the heating and cooling performances of the AC system [10, 11] , to evaluate the indoor thermal comfort [12] or to take into account ammonia concentration for livestock [13] . In [14] , air conditioning in a museum was studied with a coupled numerical approach of energy and fluid-dynamic analysis. Fariborz H and Chérif MA [15] comprehensively analyzed the validation of two models: COMIS and CONTAM. Furthermore, Li Y and Nielsen PV [16] discussed the major challenges of CFD and finally suggested that CFD technology has not become a replacement for experiment and theoretical analysis in ventilation research and rather it has become an increasingly important partner.
Indeed, because indoor airflow typically involves turbulent dynamics, a turbulence model will be required in the associated CFD simulation. A comparison of various types of − models including standard, renormalization group (RNG), low Reynolds number, and other types was conducted in [17] for analyzing natural and forced convection of indoor air flows. It was concluded that none of the models could accurately simulate anisotropic turbulence or secondary recirculation air dynamics. Alternatively, [18, 19] performed a literature survey on various existing turbulence models (including the various − models 2 Mathematical Problems in Engineering aforementioned) and concluded that there is no model that is universally optimal for any scenario and that the appropriate model is often application specific. More recently, [20] conducted another research on comparing 11 different turbulence models including Reynolds averaged numerical simulation (RANS) models for the wind tunnel application with comparisons to experimental results. They showed that the S-A model and the RNG − were the most suitable candidates for predicting surface pressure distributions but emphasized that they were unable to evaluate the most appropriate model for predicting turbulence length scales. Indeed, CFD techniques and turbulence model are well established for simulation air flow distributions in various applications. However, although a comparison of adopting different turbulence models for analyzing natural and forced convective air flow or flow through test samples in wind tunnels currently exists in literature, this is not the case for an air-conditioned room that has a large heat source, a scenario that is commonly encountered in a computer server room. Therefore, this paper analyzes the air distribution of an air-conditioned room that specifically contains an operating computer server that generates up to 6kW of heat. The temperature of air leaving the air conditioner is set to a reference value and the resulting air temperature and pressure dynamics are calculated via the CFD simulation. Three different turbulence models, the standard − , RNG − , and the − model, are used to analyze the scenario and their accuracy is determined by an experiment involving a real computer server room with temperature measurements. Moreover, the effects of the different air supply directions on air distribution were analyzed in this work and the optimal configuration was determined based on evaluating the AC system's cooling rate and energy efficiency.
Method and Governing Equations
Several methods are available for studying the indoor air distribution, such as the traditional measurement and the method of numerical simulation based on the computational dynamics fluid (CFD). In this paper, we adopted the Fluent as the research tool and chose UDF to impose the boundary conditions. The standard wall function was adopted in this work to simulate the flow in the near-wall region, and the SIMPLE algorithm is used to couple the pressure and velocity. To simplify the problem, assumptions are made as follows [4, 21] :
The air is steady turbulent flow;
(ii) Indoor air is incompressible and conforms to Boussinesq hypotheses; namely, changes of fluid density have an influence on buoyancy lift only;
(iii) Considering the room simulated is with good air tightness, so air leakage effect is out of consideration;
(iv) Indoor air is the Newton fluid, and its viscosity is isotropic;
(v) Ignore the energy dissipation caused by the viscous effect in the energy equation;
(vi) Due to the adjacent houses, all equipped with air conditioning, interior wall and floor can be regarded as adiabatic boundary condition without temperature difference.
Reynolds time-averaged control equations with Boussinesq approximation are adopted in this work. By the assumptions above, the governing equations are as follows:
where is Reynolds mean velocity in direction; is fluctuation velocity; − is Reynolds stress; is fluid density; is kinematic viscosity; is pressure; and is unit mass force.
To compare and find a suitable simulation to this model, the numerical results of standard − , RNG − and − turbulence models are compared in this work, where for standard − , the equation, and equation are
where is defined as
and the turbulent viscosity is expressed as
where is turbulent kinetic energy product; is turbulent kinetic energy caused by buoyancy; is influence of fluctuating expansion of compressible turbulence on total dissipation rate; and are source terms depending on the conditions; ( = 1, 2, 3) is an empirical constant.
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For the RNG − , the equation and equation are
where = + (6) and is the same as in (4). 1/ is effective Prandtl number of turbulent kinetic energy; is effective Prandtl number of dissipation rate; for the high Reynolds number problem = 0.00845.
For the − turbulence model, the equation and equation are
where is the kinetic energy produced by equation; Γ and Γ are the diffusion rates of C and D, respectively; and are the effect of turbulence caused by diffusion; and are the source terms depending on the conditions and select the − model when setting up the boundary conditions.
Modeling and Experimental Setup
An air-conditioned room involving a small computer center in the Sun Yat-sen University is selected as the research subject for this paper. The airflow parameter distributions throughout this room will be analyzed. The computer room consists of three tables, a locker, a computer server, and its uninterruptable power supply (UPS). In this room, the air conditioning system consists of two separate air conditioners with 30
∘ placed at the back of the room, as shown in Figure 1 
The Model and Mesh Generation.
The software of ANSYS ICEM CFD is adopted in this study to generate the model and its grid. In order to improve grid quality, local mesh refinement for special boundaries and smoothing are performed. Different mesh sizes have been used to check the grid in dependency. And after considering both accuracy and economics, the computational domain was meshed into around 9,090,502 cells as illustrated in Figure 2 .
And in this paper, the treatment of the near wall boundary is to make y + ∼1, where y+ is the dimensionless distance to the wall. For the turbulent flow in the fully developed area of the solid wall, it can be divided into the near wall area and the turbulent core area. In this research we pay more attention to the flow in the near wall area. And the near wall area can be further divided into an adhesive bottom layer, a transition layer, and a logarithmic layer, and these layers are the relationship between the dimensionless velocity u+ and y+. Generally, y+ of the viscous underlayer should approach 1.
Boundary Condition Settings.
Before the numerical calculation, we classified the boundaries and measured the necessary parameters as follows:
(a) Inlet Air Temperature. To get the temperature variation curve, nine temperature sensors are uniformly distributed in the air inlet of air conditioner (see Figure 3) . The functions of the average temperature curves are as follows:
Right Air-Conditioning 
Left Air-Conditioning
where 2 ( ) is air temperature supplied from left air conditioner; is time; is angular frequency, A 0 =300. The simulation is based on the preset operation conditions. And these conditions are set according to the measurement data. As is shown in Figure 1 , the air supply outlets of air conditioners and server are set as the speed inlets. The return air inlets are set as the opening-outlet boundaries with the temperature of 298 K. And the front plane of the server is set as the speed outlet. The other boundaries are set to nonslip wall, wall insulation. Table 1 shows detail values of boundary conditions. In order to study the influence of different air supply direction on indoor airflow, we consider nine different combinations of air flow supply directions from the two separated air conditioners and, for the sake of brevity, these shall be called air supply combinations. The configuration of each combination is shown in Table 2 . In this table, 0 degree means parallel with respect to the ground. Also, positive values are facing upwards towards the ceiling and negative values are facing downwards towards the ground. The other parameters such as the supply air wind velocity are unchanged. 
Result and Discussion

Indoor Air Temperature Measurement.
In order to analyze the accuracy of the results calculated by three turbulence models, we measured the temperature in the room. In this case study, the main way of the server cooling is that controlling the air temperature of the environment around the server. Therefore, after fully considering the influence of the air conditioning and the location of the main working zone (the server area), two rows of measuring sensors were set up at different height (172 cm and 70 cm) between the air conditioning and the server in the back of the room as shown in Figure 4 (a). The area, in which the measuring sensors are located, is part of the working zone and close to the air conditioning with complicated airflow, and it has a certain representativeness. Figure 4(b) shows the detail distribution of the measuring points: the upper (172 cm) and lower (70 cm) rows each contains five sensors.
Validation and Error Analysis.
In this part, we presented the simulation results calculated by different turbulence models and discussed their accuracy by comparing the measurement data. This investigation used absolute calculation error and uniformity of errors to evaluate the accuracy with different turbulence models [1, 14] . The absolute calculation error is the difference between the simulation values with the turbulence models and the actual values, i.e.,
where represents the absolute error between the simulation temperature value and the actual value at sensor ;V is the numerical simulation temperature value; V is the actual value.
The uniformity of errors evaluates whether or not different turbulence models would lead to an uneven simulation error distribution
where U is the uniformity of errors for air temperature; N is the number of sensors, indicates the simulation error of the air temperature at point ; and is the averaged simulation error of the air temperature. Table 3 lists the average simulation errors and the uniformity of errors for the flow domain, the working zone, calculated by (10) and (11), respectively. For the three turbulence models, with the same computational conditions, the − model yielded a smaller average calculated error and higher uniformity than the others [1, 14] . For the − , RNG − , and − models the maximum relative calculated errors of the air temperature were 0.98%, 1.39%, and 0.96%, respectively.
9 (10) 7(8) 5(6) 3(4) The errors of the three models are all in reasonable limits and the − model performed best. As shown in Figure 5 , the errors between simulated values and measured values are different at different points. At the points 1, 2, 4, 5, 6, 8, and 10, the simulated values of all the three turbulence models are well in agreement with the measured ones, whereas at the points 3, 4, and 9, the errors are bigger. It might result from the certain error between simulation results by the turbulence models and the real physical air distributions or the experimental instrument is not that precise. Generally, the simulation result of the − model shows good agreement with the experimental findings with the error range from 0.006K to 0.910K. And the RNG − and standard − models have similar performance. It should be noted that the biggest error appears at the point 3 and the calculation errors of the lower row measurement points (70cm) were smaller. This difference arose because the airflow in the upper area (172cm) is more complex and chaotic, so that it is more difficult to numerically calculate this area accurately.
In summary, it can be concluded that the − turbulence model has the better reliability than that of the others in this study, and the simulation result can predict the real physic process. It must be pointed out that because of the grid generation, simplification of the physical model, computational method, and other factors, the deviation between the simulated values and the measurement data is large (> 1.0 K) at some measuring points. But on the whole, the numerically calculated results are reasonable and reliable.
Analysis of the Air Supply Direction.
Based on the conclusion of last section, the − model was used to simulate the air distribution for analyzing the influence of air supply direction. In this case study, the server heat dissipation is controlled by ambient temperature; that is, the environmental temperature affects the server cooling directly. Therefore, the streamline pictures and temperature field cloud pictures of typical cross section near the cooling windward side of server (at X=3.6) were analyzed.
The parallel air supply direction of both air conditioners (condition 5 in Table 2 ) is applying now in this air-conditioned room. Therefore, in the following discussion we chose it as a reference. Figures 6 and 7 show the pictures of streamlines and temperature fields cloud from condition 1 to condition 9, respectively. It could be observed that, different combinations of different air supply directions of two air conditioners have a significant influence on the fluid field and temperature distribution.
Due to the existence of a single the heat source (server) the original symmetrical the AC system is no longer symmetrical in the aspect of layout. That is why the obvious difference arose between the conditions, for instance, condition2 and condition 4. As is shown in Figure 7 , there are different situations of local higher temperature areas distribution and temperature stratification in the corner regions (mainly upper left) under all combination conditions. The main reason of this phenomenon is that, the high temperature air supplied from the server lifting and accumulating at the ceiling, and the exhausted air cannot be discharged in time. These partial hot spots could induce indoor heat island effect, which have adverse effects on indoor air organization and cooling efficiency [22, 23] . In Figures 7(f) and 7(h), the local high temperature areas under condition 6 and 8 are evidently larger than that under other conditions, and these areas even extend directly to the main working zone where the server located, namely, the area we concerned in this study (red circle in the figure). Meanwhile the phenomena of temperature stratification are more obvious under these conditions. Comparatively speaking, the temperature distribution of the main working zone is more uniform and there are fewer partial hot spots under the conditions 1, 4, and 7 [24, 25] .
In order to optimize the air supply direction, we further analyzed the streamlines of conditions 1, 4, and 7. As represented in Figure 6 (a), there was no wide range recirculation and the air velocity distribution is also relatively uniform in the main working zone under the condition 1. But there were two small vortices near the server, which would increase the velocity gradient between the upper and lower regions. In Figure 6 (d), it was found that the whole area is divided into different parts by the vortices, the streamlines were very messy, and there was a recirculation containing two vortices controlled the air organization near the server. And in Figure 6 (g), air motion of the whole area was controlled by two large recirculation (upper and lower) containing two and four vortices, respectively. The recirculation moves along the surface of the enclosure structure and almost the entire working area is controlled by the bottom swing vortex. The velocity distribution, gradient, and the streamlines of the condition 7 perform better than that of the others. Table 4 illustrates the different average cooling rates of the all conditions. The difference between all cooling rates is very small. We found that the maximum appearing in condition 4 is 0.032 K/s, the minimum is 0.022 K/s for the condition 9, and the cooling rate of condition 5 is 0.030 K/s.
In order to analyze the energy efficiency in the main working zone under different conditions, the energy utilization coefficient (EUC) that was adopted in [26, 27] is adopted here and is presented in
where is the energy utilization coefficient, is the temperature of air supplied from the air conditioning, represents the temperature of the air returns to the air conditioners, and is the average temperature of the air in working zone. As regards this analysis, all the supply combinations have good performance on the energy utilization coefficient (>1) [21, 26, 27] except for the condition 9 (see Table 5 ). The best performance rose in the case of combination 2 (1.243) and the coefficient of condition 5 is 1.231. Furthermore, the difference among all conditions is quite small; namely, the air supply directions have a little influence on the energy utilization.
To sum up, in terms of the cooling rate, energy utilization coefficient, and the distributions of velocity and temperature, we discussed the influence of different combinations of air supply direction. The result shows that the AC system has defects. After a comprehensive analysis, we found that combination 7 has the best performance, so it is recommended that the air supply direction should be adjusted to the combination 7 (-35 ∘ and +35 ∘ ) without changing the other settings.
Conclusion
In this paper, three turbulence models, namely, the standard − , RNG − , and the − model, were used to simulate air distributions for a conditioning room containing a high-powered computer server in CFD simulations. Several configurations of the air supply directions were studied and the results were all compared with that of a real experiment.
After performing a detailed evaluation of the obtained results, the following conclusions are obtained:
(1) By comparing the three studied turbulence models with that of the experimental results, it is found that the − method produced the most accurate results. While the results of the standard − and RNG − were found to be similar, they were also found to have a larger relative error with respect to the experiment than that of the − method where the relative errors are calculated to, be respectively, 0.983%, 1.393%, and 0.96%.
(2) By studying different air supply directions configurations, it is found that there is indeed a unique air supply directions combination that would provide the most stable velocity field and temperature distribution. In the scenario of this paper, it is found that combinations 7 and 8 (of Table 2 ) involved less vortices and turbulent flows, while in combinations 3 and 4 there are more chaotic and complex airflows. With regards to temperature distribution, combinations 4 and 7 were found to have much smoother temperature gradients than that of conditions 8 and 9. Overall, it can be Mathematical Problems in Engineering 9 concluded that there is certainly a unique combination of the air supply directions that provides the optimal velocity and temperature field distributions and this is found to be condition 7 (Table 2) for the scenario studied in this paper.
(3) In addition, the analysis in this paper also indicated that the air supply directions have little influence on the cooling rate and energy utilization coefficient. The maximum cooling rate is found to be 0.032 K/s for combination 4 and the minimum one is 0.022 K/s for the combination 9. In the meantime, the energy utilization coefficients ranged from 0.998 (for combination 9) to 1.243 (for combination 2).
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