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I. INTRODUCTION 
Let {P,(X)} be a sequence of real orthogonal polynomials whose zeros have a 
finite lower bound. If the associated Hamburger moment problem is indeter- 
minate, then there exist constants K, such that {K,P,&)} converges uniformly 
on bounded sets to an entire function with real, simple zeros. The converse 
is not in general true and it seems natural to ask what implications there are 
in the convergence of {k,P,(z)). 
In this paper we will consider this question of the convergence of a sequence 
of orthogonal polynomials restricting our work to the case where the true 
interval of orthogonality is a half line. Our main interest will be in relating 
the convergence of the sequence of orthogonal polynomials to the behavior 
of the coefficients in the three term recurrence relation satisfied by these 
polynomials. Except for the “symmetric case,” P,(--X) = (- 1)” P%(x), 
when conclusions can be obtained as more or less routine corollaries to results 
concerning the case where the interval of orthogonality is a subset of 
(0, CO), the situation where the true interval of orthogonality is (-co, CO) is 
left completely open. 
Specifically, then, we consider a sequence {P,(X)) of manic polynomials 
defined by a recurrence: 
P,(x) = (x - c,) P,&) - &P,-,(.r) 
e,(x) = 0, PO(X) = 1, c, real, A,,, > 0 (n > 1). 
(1.1) 
By Favard’s Theorem [9], there is a distribution function 4 (= bounded, non- 
decreasing function) with an infinite spectrum, G;(4) (= support of d+(x)), 
such that 
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where 
If the associated Hamburger moment problem is determined, then (1.2) 
uniquely determines # up to an additive constant at all points of continuity. 
Now let xnl < x;lz < ... < x,, denote the zeros of P,(x). By the well- 
known separation property of the zeros of orthogonal polynomials, {xni}z+ 
is a decreasing sequence and we put 
and we note that 
LJi I= lim x ncc nz (i = 1, 2, 3 )... ), 
We consider throughout this paper the case f1 > -co. That is, we assume 
equivalently that there exists a real c such that c, > c (rz >, 1) and 
&+l/k - 4 (%+I - 4lL is a chain sequence (and & is the largest value 
of c for which this holds) (See [5]; f or chain sequences, see Wall [15]). 
II. PRELIMINARY RESULTS 
We write 
x = {X,j / i = l,..., n; n = 1, 2, 3 ,... }, 
9 = {& ( i = 1, 2, 3 ,... ), 
2 = x’ U {x 1 P,(x) = 0 for infinitely many n}, 
(2.1) 
(where x’ denotes the derived set). 
Then we clearly have that 
BCZ 
and that t1 is the least member of both E and Z. Also, according to a theorem 
of Stone [13, Theorem 10.421, 
W) c z 
whenever the Hamburger moment problem is determined. 
LEMMA 1. (fl , &+1) n Z = D’ (i > 1). 
Proof. If (ti , [i+l) is not an empty interval, let ti < OL < fl < &+1 . 
Since x,~ 4 & (n -+ to), it follows that x,,~ E (CX, /3) for at most finitely many 
7t andj. Thus (a,p)nZ= 0. 
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THEOREM 1. (i) If limn+03 5;, = + co, then 2 = E. 
(9 If E, = 4,+1f or somep, then the associated Hamburger moment problem 
is determined, t?, is a limit point of G(4), and 5,+k = 5, (k = 1,2, 3,...). 
Proof. (i) By Lemma 1 and the fact that t1 is the least member of 2, 
3” n 2 = (j (& , [,,I) n 2 = 0 (&I = - co). 
i=O 
Thus 2 C 8. Since always EC 2, (i) follows. 
(ii) For 7t >p, G(#) n (xn,, , xn,& # ,8 [14, Theorem 3.41.21. There- 
fore, if L1 = i$ , 4, must be a limit point of G(I,!J) (where $ is any solution 
of the moment problem). Now if this moment problem is indeterminate, then 
according to Stone [13, Theorem IO.421 there exist solutions of the moment 
problem whose spectra do not have tr, as a limit point. Thus the moment 
problem must be determined, hence G(#) C 2. In particular, t9 is a limit 
point of Z. 
Now suppose there is a least integer q > 1 such that tD < &,, . According 
to Lemma 1, (eD , 4*,) n Z = o while (fi , CD,) n Z is finite. That is, 4, 
would not be a limit point of Z. This contradiction shows that [D+k = tp 
for all k > 0. 
We now turn our attention to the polynomials themselves. 
LEMMA 2. If 0 < x < 5, , then {P,(x)/P,(O)}~=~ is a decreasing sequence 
and 
g+fi(l-$20. 
n 
(2.2) 
Proof. Since 0 < x < x,,,,~ < x~,~, 
g$f=ii(l-$)di(l--$--)>+J. 11 i=l : 
Thus V’nW-‘n(O)~ is decreasing and (2.2) follows from 0 < & < Q. 
LEMMA 3. IfO<x<&, then 
P&> E(x) = ;+2 p,o > 0 
;f and only ;f 
409/38/2-f-5 
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Proof. Because of (2.2), it is clear that C &’ < co implies 
E(m) 3 fi (1 - $1 > 0, 0 < .Y < 5,. 
i=l 1 
Conversely, for arbitrary E > 0 and positive integer i, there exists 
Ni == N;(e) such that 
%i < Ei + E for n >, Ni . 
Hence for any integer K > 0, 0 < .Y < & , 
fj ( 1 - +) < jj (1 - -g&-) , 
i=l 
n > !V = max(ni; ,..., Nk). 
Thus 
whence 
O<E(X)i:ji(l-e-). 
i=l St< 
Thus if E(s) ; 0, then JJi (I - .Y/[~) converges; hence xi t;’ < cc. 
Henceforth, we will use the convention that xk ai1 denotes the series 
obtained after omitting from (a,} any terms that vanish. 
THEOREM 2. Let tI > - CD. Then zj &I converges if and only if for 
any a < E1 , {P,(sz)/P,,(u)>~=~ converges uniformly on bounded sets to an entire 
function whose zeros are simple and are precisely the points fi (i > 1). 
Proof. Since we can consider, if necessary, On(z) = P,,(.z + a), there is no 
loss of generality if we assume a = 0 < E1 . 
Suppose therefore that 5, > 0 and 1 &’ < co. Then by Theorem 1, 
ti <: 5i+l * For j .Z 1 < R, 
so (P,(.z)!P,(O)} is uniformly bounded on 1 z 1 5; R. In view of Lemma 3, 
the Stieltjes-Vitali theorem shows that (P,(z)/P,(O)} converges uniformly on 
j z / < R to an entire function E(z) that is not identically zero. 
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Since xfli + ti, it follows from the uniform convergence that E(.$J = 0. 
On the other hand, P,(x) has only simple zeros and ti < ti+l . Hence by 
Hurwicz’ Theorem, E(z) has only simple zeros and no zeros other than the fi . 
The converse is contained in Lemma 3. 
III. THE RECURRENCE RELATION AND CONVERGENCE 
We next investigate the connection between the convergence of 
{P?MPnW d h an t e coefficients in (l.l), still maintaining our hypothesis, 
&>-co. 
Let us now put 
%Jx) = (& - *;“(;;+, - &.) (n 3 11, 
and note the identity 
a,Jx) = [l - m,-,(x)] m,(x) (n 3 l), (3.2) 
where 
m,(x) = 1 + P9&+1(4 
(Gl+1 - -4 P&) (n 2 0). (3.3) 
We then have that x < [I if and only if x < c, (n 3 1) and {a,(~)},“,~ 
is a chain sequence whose minimal parameter sequence is {m.Jx)},“=,, (see [7, 
p. 3641). 
From (3.3) we have the identities 
P?k(x) P,(x) pn-1w Pn-l(x) -=----- 
Pd4 P,-l(4 P&4 Pn-l(4 
= [l - %&)I (x - 4 . ~n-dd 
[l - %-,(~>I 62 - 4 pn-1w (n 2 l), 
(3.4) 
THEOREM 3. Let 5, > - m. Then xi &’ converges ifund o&y if x: c;l 
converges and nyzP=, m,(x)/mJu) converges for some (hence all) a < x < fl . 
Proof. For any a < x < f1 , a,(u) < or,(x), hence 0 < m,(u) < m,(x) < 1 
(n > 1) [15, Theorem 19.61. Further, 0 < c, - x < c, - a since c, > fl. 
It follows that both products on the right side of (3.4) are positive and decreas- 
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ing functions of n. Thus (P,(x)/P,(u)} converges to a positive limit if and 
only if the infinite products 
and (ii) fi F 
I?=1 -a 
both converge. 
Writing 
m,(a)= 1 - mk-44 oIk(.l’) = l - mk-l(a) hk - u, @k+l - a) 
mk(a) l - mk--l(x) ak(u) 1 - mk-l(x) @k - x, (ck+l - x) 
we see that (i) and (ii) both converge if and only if n mk(x)/mk(u) and (ii) 
converge. Finally, we note that (ii) converges if and only if C’ c;’ converges. 
Reference to Theorem 2 now completes the proof. 
COROLLARY. If t, > - co and zh c;l = CO, the associated Hamburger 
moment problem is determined. 
Proof. If the Hamburger moment problem is indeterminate there exist 
constants K, such that {k,P,(z)} converges uniformly on bounded sets to an 
entire function whose zeros are real and simple (see for example [S, p. 4791). 
The criterion in the above corollary is less general than the well-known 
condition for determinacy due to Carleman, viz., x X;1’2 = $- co, in the 
sense that Carleman’s criterion does not require that [r be finite. On the 
other hand, it is not contained in Carleman’s criterion as the following example 
shows. 
Let 
cpr, = % C.zn+l = n 2 , h nt1 = t wnt~l (n 3 1). 
Then Carleman’s criterion yields no conclusion about the determinacy of the 
moment problem. However, 01,(o) = &; so {G(O)} is a chain sequence. Thus 
5, > 0 and the corollary shows the moment problem is determined. 
The condition that l-J mk(x)/mk(a) converge is difficult to apply in specific 
cases so we next obtain less general but more readily applicable criteria. 
For fixed a < x < El , set 
Then 
6, = m&4 - m&4, A,, = a,(x) - a,(a). 
hence 
A, = S, - m,(x) 6,-, - m,-,(a) 6,; 
4 
‘~3 = 1 - m,-,(a) + 
m,(x) 
1 - m,-,(a) L1 ’ 
6 n 
f%(a) 
=A-+ m&) w-d4 Ll 
%s4 %(4 xzi’ 
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(3.5) 
B, =A 
ffki(4 
(1 d k < n), B, is immaterial 
b,, = m,-k(a) 
-a- m,-l(u) m,-k+,(x) m*. m,(x) - 
%-k,&) .-- %(4 
(1 d k d 4, 
b,, = 1. 
Then we also have 
m,-k(a) sk+dx) '. . w&x) m&> 
bnk = [l - m,-,(u)] a.- [I - m,-,(a)] m,(u) . 
Since m,(u) < mi(x) for a < x < [I , 
*. . m,-,(x) md-4 
O G bnk 9 [I - c-$i a.. [I - m,-,(.y)] * - m&4 
(3.6) 
THEOREM 4. Let & > - co and xh c;’ converge. If there exists x < fl 
such that 
m,(x) < r < 6 (n 3 0); (3.7) 
then x: 5;’ converges. 
Proof. Since c, ---f + 00, then a,(x)/ar,(u) -+ 1 (n -+ co). Hence if 
a < x < [I and (3.7) holds, then {[l - mnpl(x)]/[l - m,-,(u)]} is bounded 
away from 0, hence {m,(x)/m,(u)) is b ounded. Then (3.6) and (3.7) imply 
0 < b,, < AIR”, O<k<n, 
where M > 0 and 0 < R = r(1 - r)-1 < 1. Hence by (3.5), 
6 n 
-da) 
< M i R”B,-, , a<x<5‘1p 
k=O 
Moreover, 
Bi=-$=$&l 
3 3 
(Ci - 4 (Ci+1 - 4 _ 1. 
= (c, - x) (Cjfl - x) 
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Now the convergence of z’ c;r implies the convergence of 
n (Cj - a)/(cj - x), hence x B, converges. Therefore we conclude 
Since m,(x)/m,(a) = 1 + &/m,(a), it now follows that n m,(x)/m,(a) con- 
verges. From Theorem 3 we conclude that C &’ converges. 
Specializing Theorem 4 yields the following simple criterion: 
THEOREM 5. Let 
Then 
lim c, = + So, lim sup 
x 
n+m ,,+-x 
AL<+. 
wn+1 
while xj 6;’ < co if and only if x: c;’ < co 
Proof. The hypotheses assure us of the existence of an x and an 7 such that 
Thus (oLJx)} is a chain sequence and tr is finite. 
Now I = (1 - g,-,)g, , where 
hence m,(x) <g < 4 (n 3 0). Th us if x:’ c;’ < co, then according to 
Theorem 4, 2’ 5;’ < co while if C’ c,, = co, then C s;’ = + co. But in 
the latter case, the associated Hamburger moment problem is determined 
(Corollary to Theorem 3). It then follows from [5, Theorem 81 that 4, --f + cc 
and hence from Theorem 1 that ti < ,$i.i.l .
We next note that it is possible to have xi 6;’ < co when 
lim sup own = f-in fact, when lim a,(O) = 2. (An example of this happen- 
ing when lim sup an(O) > $ will be given in the next section.) 
THEOREM 6. If 0 < s < a,(x) < i for some x(n 3 1) and if 
limr2-,m c,, = + co, xk n2/c,, < ‘;o, then E, > - 00 and xi 5a-l < ~3. 
Proof. The minimal parameters of the chain sequence ($} are 
g, = n/(2n + 2) while for 0 < r < $, the minimal parameters of (Y] increase 
monotonically to P(Y) = [I - (1 - 4~)~/~]/2 [15, (19.12)]. 
CONVERGENT ORTHOGONAL POLYNOMIALS 343 
Now the hypotheses assure us that 5, is finite and also that if a < x < [r , 
then there is a t such that 
Thus 
0 < t < a&z) < a,(x) < $ . 
0 < P(t) d wz(4 -=l w&9 ,< 2(nIf- 1) (n 3 1). 
Referring to (3.5) and (3.6), we find that 
hence that 
1 (n - k) (n - k + I) 
bnk d 244 (n + 1)s ; 
O<A 
m,(a) d (n + 1y k=l 
[2&)l-1 i k(k + 1) B, . 
But 
O<B$$+l 
n 
= (br - 4 I& + Cn+ll- x + 
X+U 
(cn - x) (&+I - s) 1 . 
Therefore, if x:’ n2/c, < co, then C k(k + l)B, < CO; hence 
C Vd4 < ~0. Thus I-I mn( x m a converges and Theorem 3 now shows )I .( ) 
that C; 6;’ converges. 
As mentioned in the introduction, our methods yield no information 
concerning the case [i = - co, limn+m zc,, =: + co except in the symmetric 
case-that is, except for a sequence {J&(x)), satisfying a recurrence of the 
form 
R,(x) = d-t,-&) - y,lp,-2(x), 
R-,(.x) = 0, &(4 = 1, Yn+1 > 0 (n > 1). 
(3.8) 
In such a case, the preceding theory can be applied to the related sequence 
{Pn(x)}, where P,(x”) = R2,Jx), which satisfies (1.1) with 
Gl = Yaw-1 + Y2n > h n+1 = Y2nY2n+1 (n 2 1; Yl =O) (3.9) 
(see [5]). Without going into details, we cite one simple result concerning 
the zeros of{&(x)} derived from Theorem 5. 
Denote the positive zeros of R,(x) by 
x,1 < z,2 < ‘se < znz), P = [;I 9 
and put & = limn+m s2n,i , &’ = lim,i+r, s2n+l.i . Then 0 < ci < &’ < I;i+1. 
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Now let limn&an-r + ysn) = cc and let G = lime+ ~~~~~~~~~ exist 
(possibly a). Application of Theorem 5 to (1.1) as determined by (3.9) then 
shows that if G f 1, then limn-tor, 5, = CO; so li < [i+I and the set 2 (see 
(2.1)) for M x )> consists of 0, & li , f c*’ (i 3 1). Moreover, x 2;;;l < CD 
if and only if C (~s+~ + ya,$l < co. 
It can also be shown using results from [S] that if the Hamburger moment 
problem associated with (P,(X)> is determined, then for G < 1, I$ > 0 and 
& = ci , while for G > 1, [r = 0, and & = &+r . 
IV. EXAMPLES AND REMARKS 
Carlitz [4] has studied four sets of orthogonal polynomials which illustrate 
Theorem 5. The first of these satisfies the recurrence 
Fn+l(x) = [x - a(2n + l)“] F,(X) - k2(2n - 1) (2?2)2 (2n + l)F,&), 
where u = k2 + 1 and 0 < P < 1. Carlitz shows the F,(x) are orthogonal 
with respect to a distribution function whose spectrum consists of the points 
Sk = C(2k + 1)s (k = 0, 1, 2,...) 
(C being a certain positive constant whose value he gives). 
Since here 
lim 
x n+1 -=-- 
n-5, cncn+l (k2 “; 1)” 
cn+1 lim __ = 
n-rfi c, 
where p = [1 - (1 - 41?,)~/~]/2, it follows from [6, Theorem 4.31 that the 
associated Hamburger moment problem is determined. Therefore we can 
conclude that tk = sk and C tcl < cc as predicted. 
The remaining three examples are very similar and we will not discuss 
them. However, a second example worth noting is provided by the “q-poly- 
nomials” of Al-Salam and Carlitz [l] for which 
c,+1 = (1 + a) q-n, A,,+1 = .q’-2”(l - 4”), a > 0, O<q<l. 
These polynomials are shown to be orthogonal with respect to a distribution 
function whose spectrum consists of 
t, = q-‘c (k = 0, 1, 2,...) 
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(at least when uq < 1 j. The Hamburger, moment problem associated with 
these polynomials is determined if and only if 0 < a < q < I or 1 < 4-l < a 
[8, p. 4831. Thus, at least for a < q, we must have Sk: = t, (it can be shown 
that & = t, when q < a < 1 also-see [8, p. 4841). 
Comparison of c, with [,, in these examples suggests that the relationship 
between (cJ and {&J is much closer than that predicted by Theorem 5. 
We confess to having no insight into this matter at present. 
Still another example where En c;r and x:i Eyl both converge is furnished 
by the Stieltjes-Wigert polynomials (see [5, p. 321) which are known to be 
associated with an indeterminate moment problem. For these polynomials, 
however, the ti appear to be unknown, 
We know of no examples in the literature in which xh c;’ < CO but 
2; &’ = + co, but we can construct some from existing examples. The 
polynomials satisfying 
Mt+&> = [iv - P(2n + 41 w&(x) - (1 + B”) n(n + a - 1) W-1(4 
18 real, Or>0 
were first studied by Meixner [9] and later independently by Pollaczek [lo]. 
These polynomials are orthogonal over (- co, co) with respect to a weight 
function w which is everywhere positive. Carleman’s criterion shows that the 
associated moment problem is determined. 
If we take /3 = 0, we obtain the symmetric case (see Carlitz [3] for addi- 
tional properties in this case when OL is an integer). Thus if P,(x”) = J&(X), 
then {P,(X)} satisfies (1.1) with coefficients given by (3.9) where 
yn+r = n(rr + 01- l), and are orthogonal with respect to the weight 
function ~-l!~w(xl/~) over (0, co). Thus for {P,(X)}, we have Cc;’ < co. 
However, since the Hamburger moment problem associated with (Mn(x)} 
is determined, then at least the Stieltjes moment problem corresponding to 
{~Jx)} must be determined. Thus ti = 0 (i > 1). 
A second example of this type can be constructed using, essentially, the 
polynomials Q:)(X) considered by Carlitz [3] (and briefly by Stieltjes [12]). 
In the above example, we have lim a,(O) = a. An example for which 
lim sup a,(O) > $ and x [;l < 03 can be artificially constructed by con- 
sidering ,!I,, = (1 - g,-r) g, , where 
go = 0, 
1 
.!?,?I = n + 3 * g2n+1 = I, f<Y<& 
Now choose c, > 0 such that x,, c;r < co and take h,,+r = /3,,c,,c,+r . Then 
oln(x)~18,forx~O;so4,~Oandm,(x)<g,~rforx<O,n31.Then 
by Theorem 4, z’ 6’ < CO although ar,,+,(O) --f Y > 2. 
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In this last example, lirnn+= (Y,(O) does not exist. But in practically all 
specific examples studied in the literature, the limits 
c = lim c, , A = lim A, , 
h L == lim nil. 
n-05, n-m *-= cnc7l+1 
exist (possibly cci). If c and A are both finite, then Blumenthal [2] has shown 
that the set S of zeros is dense in [a, T], o = c - 2W, 7 = c + 2X*/*. 
If c = + 00, then Theorem 5 gives information about the case L < i. 
When L = $, various possibilities arise as the preceding examples and Theo- 
rem 6 show. More examples, not to mention theorems, are needed here. 
If c,, = O(n2), t1 finite (and L -= $), is it the case that (T = lim ti is always 
finite (so that X is dense in (a, CD) [7, Theorem 21) ? The examples and our 
unsuccessful attempts at counter examples lead us to make a half-hearted 
conjecture to this effect. 
Finally, if L > 1 or c is finite and X = co then the true interval of ortho- 
gonality is (- ccj, co) (this can also occur when L I= $ as (M,(x)) shows when 
/3 f 0). In this case, we have no results and we hope someone will devise a 
new method of attack to get information for this situation. 
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