Abstract. We develop a new method for deriving a geometric separator for a set of grid points. Our separator has a linear structure, which can effectively partition a grid graph. For example, we prove that for a grid graph G with a set of n points P in a two-dimensional grid, there is a separator with at most 1.129 √ n points in P that partitions G into two disconnected grid graphs each with at most 2n 3 points. Our separator theorem for grid graphs has a significantly smaller upper bound than that was obtained for the general planar graphs in [H. N. Djidjev and S. M. Venkatesan, Acta Inform., 34 (1997), pp. 231-234]. The protein folding problem in the HP-model is to put a sequence, consisting of two characters H and P, in a d-dimensional grid to have maximal number of HH-contacts, where an HH-contact is a pair of non-consecutive H letters that are put at two grid points of distance 1. Our separator is then applied to develop an exact algorithm for the protein-folding problem in the HP-model, which is NP-hard both in both two and three dimensions [B. Berger and T. Leighton, J. Comput. Biol., 5 (1998), pp. 27-40; P. Crescenzi et al., J. Comput. Biol., 5 (1998), pp. 423-465].
Fig. 1. The sequence PHPPHHPH is put on the 2D grid. There are two H-H contacts marked by the dotted lines.
Some other forms of the geometric separators were studied by Miller, Teng, and Vavasis [26] , Miller and Thurston [27] and Smith and Wormald [37] . For a set of regular geometric objects such as circles, rectangles, etc., if every point on the plane is covered by at most k objects, the set of the objects is called a k-thick system. Some O( √ k · n) size separators for k-thick systems and the algorithms for finding them were derived in [27, 26, 37] . Smith and Wormald [37] applied their separators to develop algorithms for some geometric problems such as the planar travelling salesman and the Steiner tree problems (e.g., see [37] ). Those problems usually have input points with fixed geometric positions in space.
Finding a minimal size separator, which maintains a similar balance partition condition like one of those mentioned above (e.g., each side of the separator has at most 2n 3 points), for a grid graph is also an interesting combinatorial problem. Using special geometric properties of grid points, we develop a method for obtaining a separator with a smaller size for grid points via controlling the distances from the grid points to the separator line.
A set of grid points on the plane forms a grid graph by adding edges to every two grid points with distance 1. A grid graph is also a planar graph. In the protein folding of the HP-model, the 20 letter alphabet of amino acids is reduced to a two letter alphabet, namely H and P. H represents hydrophobic amino acids, whereas P represents polar or hydrophilic amino acids. Two monomers form a contact in some specific conformation if they are not consecutive, but occupy neighboring positions in the conformation (i.e., the distance vector between their positions in the conformation is a unit vector). A conformation with minimal energy is just a conformation with the maximal number of contacts between nonconsecutive H-monomers (see Figure 1) . The protein folding problem in the HP-model is to find the conformation for any HP-sequence with minimal energy. The protein folding problem in the HP-model is an interesting and challenging problem that deals with a puzzle in the grids. The problem is to put a sequence, consisting of two characters H and P, in a d-dimensional grid to have the the maximal number of HH-contacts. As the input of the protein folding problem is only a sequence of letters, the locations of those letters in space are unknown and will be determined by the algorithm. For this reason, we do not know whether the separator theorems, such as Theorem 1, can be applied to the protein folding problem. We derive a separator theorem for the grid graph with a significantly smaller upper bound on the number of points on the separator than that obtained for planar graphs. Our result is stated as the following theorem. Furthermore, we also provide O(n 2 ) possible locations to find such a line based on the folding region within a fixed n × n square. This makes it possible to use the separator theorem in the algorithm for the protein folding problem, even though the locations of the letters are not known. The approximation method in searching for the separator region highly depends on the linear structure of the separator. We derive a similar separator for three-dimensional (3D) grid points, which is also applied to the 3D protein folding problem.
Theorem 2. For a set P of n grid points on the two-dimensional (2D) plane, there is a line on the plane and a subset
The lower bounds of 1.555 √ n and 1.581 √ n for the 2 3 -separator like that in Theorem 2 for the planar graph were proved by Djidev and Venkatesan [10] and Smith and Wormald [37] , respectively. However, we develop a new approach and obtain an upper bound on the separator for a grid graph with a size smaller than their lower bounds. This shows that our smaller-sized separator for grid graphs cannot be directly obtained from that for planar graphs.
Our development of the separator technology is motivated by finding fast exact algorithms for the protein folding problem. A protein can be folded into a specific 3D structure, which is uniquely determined by the sequence of amino acids. Its 3D structure determines its function. Protein structure prediction with computational technology is one of the most significant problems in bioinformatics.
A simplified representation of proteins is a lattice conformation, which is a selfavoiding sequence in Z
3 . An important representative of lattice models is the HPmodel, which was introduced in [20, 21] . This problem was proven to be NP-hard both on two and three dimensions [6, 8] .
Some algorithms for this problem have been developed based on heuristic, genetic, Monte Carlo, branch, and bound methods (e.g., [39, 40, 41, 36, 30, 33, 18, 19, 31, 22, 34, 5, 4] ). Although many experimental results were reported for testing sequences of small lengths, we have not seen any theoretical analysis about upper bounds on the computational time of the algorithms. Another approach is to develop polynomial time approximation algorithms for protein folding in the HP-model, [17, 1, 28] . Hart and Istrail [17] showed a polynomial time -approximation algorithm in [17] .
If the first letter of an HP-sequence is fixed at a position of a 2D plane (or 3D space), we have at least 2 n−1 (3 n−1 ) ways and at most 3 n−1 (5 n−1 ) ways to put the rest of the letters on the plane (in the space, resp.). The computational time of our algorithm is bounded by 2
log n) ) in two dimensions (in three dimensions, resp.). As the average number of amino acids of proteins is between 400 and 600, if an algorithm could solve the protein structure prediction problem with ≤ 1000 amino acids, it would be able to satisfy most of the application demands. Our effort is a theoretical step toward this target. Our algorithm is a divide-and-conquer approach, which is based on our geometric separator for separating the points in a d-dimensional grid.
The paper is organized as follows. In sections 2 and 3, we develop the separator theory. In sections 4 and 5, we apply the separators to the protein folding problem in the HP-model. In section 2, we show a class of easy separators on a set of d-dimensional grid points. This kind of separator is used in section 4 to obtain a 2 O(n 1−1/d log n) -time algorithm for the d-dimensional protein folding problem in the HP-model. In section 3, we develop sharp separators in both two and three dimen-sions. Those separators are used to obtain faster algorithms for the protein folding problem in section 5. Precisely, those separators help us reduce the constant factor in the exponents of the computational complexity of the protein folding problem.
In this paper, we only apply the separators for grid points to the protein folding problem in the HP-model. When developing algorithms for some geometric problems with the input of a set of points in the Euclidean space, we can select a set of grid points to characterize the distribution of the input points. This brings more applications of separators for grid points. A series of advances [11, 7, 13, 12] has been made along this line of the separator technology, which starts from the earlier version [14] of this paper. The method of this paper was extended and applied to a class of other NPhard geometric problems by Fu [11] , improving their exact algorithms to 2
Those problems include the problems of disk covering, maximum independent set, minimum vertex cover, and minimum dominating set on disk graphs. An efficient sublinear time randomized algorithm was developed in [12] for finding separators. The method was also applied to derive an approximation algorithm for a geometric problem [7] that has application in digital image half-toning.
2. An easy separator for grid points. Given a set of n grid points P , we will show that there is a hyperplane (denoted by P r,a for some r with 1 ≤ r ≤ d and an integer a in the definition below), which contains O(n 1− Definition 3.
• For a set A, |A| denotes the number of elements in A.
• The integer set is represented by 
and x r > a}.
• P r,≤a = P r r,<a ∪ P r,a , and P r,≥a = P r,>a ∪ P r,a .
• For a set of points S in the d-dimensional space and Proof. We will construct a series of sets 
is the set of all the integers a such that P r,a is a 
If a is fixed, every p ∈ P r,a has the rth component equal to a. Therefore, {x r |x r is the rth component of some p ∈ P r,a for some P r,a ∈ Q r } has ≤ n
One of them has at most
For a d-dimensional cube that contains n grid points, its edge length is n grid points with the cube. This shows that it is impossible to improve the upper bound on the number of points on the separator to o(n
In the next section, we shows that we can improve the separator by a constant factor. Theorem 4 indicates that the balanced separator can be found among O(dn) axis-parallel hyperplanes.
Sharp separators for grid points.
We will improve the quality of the separator obtained in the previous section. The following lemma is a well-known fact (see [29] ) that will be used for deriving our new separator. Our reduced upper bound on the number of points on the separator is from the following fact: For a set P of 2D grid points with the centerpoint o (see Lemma 5) , a random line through o has the largest expected number of points of P with distance ≤ a to the line when the points in P are tightly arranged in the grid points inside a circle with the least radius. This is also true in the higher dimensional space.
Lemma 
2D separators.

Lemma 7. (1) A circle of radius r contains at most π(r +
2 ) 2 grid points.
(2) A circle of radius r on the 2D plane has at least πr 2 − 4 √ 2πr grid points inside it.
(3) A circle of radius
has at least n grid points in it. (4) For every line segment L of length m, the number of grid points with distance
Proof.
(1) If a grid point p is inside a circle C of radius r at center o, the 1 × 1 grid square with center at p is inside a circle C of radius r + √ 2 2 at the same center o. The number of those 1 × 1 grid squares for the grid points inside C is no more than the area size of the circle C .
(2) Let C 1 , C, and C 2 be three circles on the plane with the same center. Their radii are r − √ 2, r, and r + √ 2, respectively. Every 1 × 1 grid square intersecting C's boundary is outside C 1 and inside C 2 . The number of grid squares intersecting C's boundary is no more than π(r
It is straightforward to verify that πr
(4) If a point p has ≤ a distance to L, every point in the 1 × 1 grid square with center at p has distance ≤ a + √ 2 2 to L. The number of those 1 × 1 squares with centers at points of distance ≤ a to L is no more than 2(a + Proof. Assume that p = (x, y) is a point of P and that L is a random line passing through the center o = (x 0 , y 0 ). Let C be the circle of radius r at center o such that C covers all the points in P . Let C be the circle of radius r = r + √ 2 2 at the same center o. It is easy to see that every unit square with center at a point in P is inside C . The probability that a point p has distance ≤ a to L is 2 arcsin
Let > 0 be a small constant which will be determined later. Select r 0 to be large
For every point πdist(o,p) . The expected number of points in P with distance ≤ a to a random line through the point o is
< 4ar + δr for all large r by selecting small enough. (11) We use the transformation x = ρ cos θ + x 0 , y = ρ sin θ + y 0 to convert the integral at (8) to that at (9) above.
Theorem 10. Let a > 0 be a constant and > 0 be a small constant. For a set P of n grid points in a 2D grid, there is a line L such that P has at most (
Proof. Assume that the centerpoint of P is at the point o (see Lemma 5) . We are going to estimate the upper bound for the expected number of points in P that have ≤ a distances to a random line L through o.
By Lemma 7, the circle C at center o with radius r contains at least n grid points. Let f be a one-to-one mapping from P to the set of grid points inside C such that f (p) = p for every p ∈ P with dist(o, p) ≤ r. Therefore, f moves those points of P outside the circle C to the inside. It is easy to see that if a, o, p 2 ) . The expected number of points in P with ≤ a distance to L is p∈P P r 2 (a, o, p) .
3D separators.
The technology used in the previous section can be easily extended to the 3D grid. We give a brief proof for the case in the 3D space. P r 3 (a, p 0 , p) to be the probability that the point p has ≤ a perpendicular distance to a random plane L through the point p 0 in the 3D space.
Assume that both a and p 0 are fixed. We want to compute P r 3 (a, p 0 , p), which depends on the parameter a and the distance between p 0 and p. Without loss of generality, we assume that p 0 is the origin point (0, 0, 0) and p = (x, 0, 0), where x = dist(p 0 , p). A random plane through the origin point is uniquely determined by its normal vector (u, v, w) with u ≥ 0. The distance between p to the plane with normal vector (u, v, w) is equal to xu. If the distance is at most a,
x } contains all the normal vectors of those planes (through the origin) such that p has distance at most a to each of them. The set G p,a is a subarea of the half-sphere H 1 = {(u, v, w)|u 2 + v 2 + w 2 = 1 and 0 ≤ u} with center at the origin point and radius 1. If a is fixed and x is large, the area size of G p,a can be computed by the formula
Since the area size of a half-sphere of radius 1 is 2π, the probability that p has distance at most a to a random plane through the origin is P r 3 (a, p 0 , p) = the area size of G p,a the area size of
The above formula for computing P r 3 (a, p 0 , p) corrects a mistake that we made in the extended abstract of this paper [14] . It also gives a slightly different upper bound for the exact algorithm for the folding problem in the 3D space reported in [14] .
Lemma 13. Let a > 0 be a constant and let δ > 0 be a small constant. Let P be a set of points in a 3D grid. Assume that all the points of P are inside a sphere of radius r with center at point o. For a random plane passing through o, the expected number of points in P with distance at most a to L is bounded by 2πar 2 + δr 2 for all large r.
Proof. The proof is very similar to that of Lemma 9. Let S be the sphere with radius r at center o = (x 0 , y 0 , z 0 ) such that it contains all the points in P . Let S be the sphere of radius r = r + √ 3 2 at the same center of S. All unit cubes with center at points in P are inside S .
The expected number of points in P with distance ≤ a to a random plane through o is p=(x,y,z)∈P P r 3 (a, o, p), which has the main part 
√
3 contains at least n grid points. Moving points of P into the sphere, which has center at the centerpoint of P (see Lemma 5) , from the outside increases the probability to have distance ≤ a to a random plane through the sphere center. By Lemma 13, the expected number of points in P with distance ≤ a to a random plane is (2πa (   3   4π ) 2/3 ) · n 2/3 + n 2/3 for all large n via selecting small δ.
An application of the easy separators to the protein folding problem.
We apply the easy separators to the protein folding problem in the HP-model, and obtain the first subexponential time algorithm for it. We have already shown that there is a small set of letters with size O(n • 
letters, a Σ-sequence is a sequence of letters from Σ. For example, P HP P HHP H is an {H, P }-sequence. For a sequence S of length n and 1 ≤ i ≤ n, S[i] is the ith letter of S and S[i, j] denotes the subsequence S[i]S[i
. As we are going to describe our algorithm recursively, we use the following term to characterize the problem. A d-dimensional multisequence folding problem F is formulated as follows.
The inputs are 1. a list of disjoint subsequences 3. a series of k pairs of points in R:
in which points
p t ∈ R and q t ∈ R are the positions for putting the first and the last letters of S t , respectively, 4. a set of available points to put the letters from the k sequences, and 5. a set of {H, P } points, which already have letters H and 1, 2, . . . , k) and has the maximal number of H-H contacts, where f (i) is an available point for each i ∈ ∪ k t=1 [i t , j t ]. H-H contacts may happen between two available neighbor positions or between an available position and a nonavailable position after the arrangement.
A hyperplane P r,a partitions a multisequence folding problem F into two multisequence folding problems F 1 and F 2 in regions R ∩ P r,≤a and R ∩ P r,≥a , respectively, by fixing some letters on P r,a (see Figure 2) . Furthermore, the available points of F 1 (F 2 , resp.) are the intersection of F 's available points with P r,<a (P r,>a , resp.). 
S k on the hyper plane P r,a and partition them into three groups of subsequences of S 0 which are in R ∩ P r,<a , R ∩ P r,=a , and R ∩ P r,>a , respectively (see Figure 2 ). For each subsequence from R ∩ P r,<a or R ∩ P r,>a , we fix the positions for its two endpoints under all possible cases. The subsequences in R ∩ P r,<a will not affect those in R ∩ P r,>a . We have at most 2 t+1 ways to fix the endpoints of those sequences in R ∩ P r,<a and R ∩ P r,>a . Therefore, the loop (e)-(h) is repeated ≤ 2 t+1 times. Let T (m, n) be the computational time of our algorithm, where n is the length of S 0 and m is defined as in the lemma. We have the following recursive relationship for the total time of the algorithm: 
Proof. Assume E 1 , E 2 , E 3 , and E 4 are the four edges of the m × m square. Assume L 1 intersects two of them inside the square at two points p i and p j of edges E i and E j (i = j), respectively. Select the -regular point q i closest to p i from the edge E i , and q j closest to p j from E j . The -regular line segment L 2 results from connecting q i and
Lemma 19. Let a and be positive constants. Let P be a set of n points in a 2D grid. There is an -regular line L such that there are ≤ ( , and each side of L has at most 2 3 n points in P . By Lemma 18, there is a line L close to L such that every point in L has another point in L with distance ≤ δ and every point in L has another point in L with distance ≤ δ. Every point with distance ≤ a to the line L has distance ≤ a + δ to L. Therefore, the number of points in P with distance ≤ a to L is bounded by 4(a + )
, and each half-plane divided by L has at most ( , where δ > 0 is a small constant which will be fixed later. We assume m > 1 and n is large. Let P be an optimal arrangement for the problem F . By Lemma 19, there is a line L such that P has at most d √ n points with distance ≤ 1/2 to L, and each half-plane has at most cn points from P . The letters that stay at those positions with ≤ 1 2 distance to L form a separator for P . For every two letters at different sides of L that have a contact (their distance is 1), at least one of them has distance ≤ 1 2 to L. The algorithm is based on such a separator and is similar to that used in the previous section to find such an optimal solution P .
The number of δ-regular points at every edge of the m×m square is bounded by 2 . By Stirling's formula, Proof. Fix the two middle letters at the two central neighbor positions of an n × n square. Let the folding be inside the n × n square, and apply Lemma 20.
3D folding algorithm.
The technology used in the previous section can be easily extended to a 3D grid. We give a brief proof for the case in the 3D space.
Put some regular points on each side of the six faces of an m × m × m cube (the folding region) so that every point on each face has ≤ distance to one regular point. Recall that these points are called -regular points. Every three -regular points determine a plane, called an -regular plane.
Lemma 22. Let a and be positive constants. Let P be a set of n points in a 3D grid. There is an -regular plane such that there are ≤ ( Proof. Fix the two middle letters at the two central neighbor positions of an n × n × n cube. Let the folding be inside the n × n × n cube, and apply Lemma 23.
Conclusions.
We develop an efficient method to obtain an effective separator for a set of grid points. For a set of 2D (3D) grid points, the separator is controlled by a line (plane, resp.) L and a distance a to L. The region of the separator consists of those points with distance at most a to L. The distance parameter a provides us with a flexible way to control the width of the separator region. The separators are used in obtaining a subexponential time algorithm for the protein folding problem in the HP-model. Using the linear structure of the separator, we can find the approximate separator region by checking O(n 2 ) (O(n 6 )) possible locations in developing the algorithm for the 2D (3D, resp.) protein folding problem in the HP-model. These algorithms for the protein folding problem have a nontrivial upper bound, but they are not practical enough for implementation. The separators developed in this paper have been found to have more applications in a series of recent papers [11, 7, 13, 12] .
