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Abstract
Motion of ions under the influence of electric field has been a subject of scientific interest for many decades.
Capillary electrophoresis in particular benefited greatly from this research and mathematical models of
electromigration applicable to capillary electrophoresis have been developed. As the sophistication of
the models grew, so did the computational demands to evaluate them. In order to fully exploit the
possibilities of advanced mathematical models a computer implementation capable of solving non-trivial
problems at sufficient speed is necessary.
This dissertation thesis explores applications of computer implementations of mathematical models re-
lated to electromigration in two different areas. The main focus of this thesis is on the topic of linear
theory of electromigration. We discuss the extension of the linear theory of electromigration beyond of
just acid-base equilibria and computer implementation of this extented theory which is specialized to
include complex-forming equilibria in order to be able to deal with affinity capillary electrophoresis prob-
lems. Some technical aspects of the computer implementation are also discussed. This is followed upon
by investigating certain selected affinity capillary electrophoresis systems. The purpose of this investi-
gation is to re-derive some of the already known laws and rules valid in affinity capillary electrophoresis
systems directly from the extended mathematical model and to provide insight into phenomena that were
previously unknown or not sufficiently understood. We investigate some of the systems purely symbol-
ically. However, in order to do that, these systems had to be considerably simplified. Although these
simplifications do not compromise the insight gained by the symbolical investigation, numerical computer
model was still necessary to design comparable “real-world” counterparts of these systems. We use these
“real-world” systems to verify the validity of the used simplifications and for experimental verifications.
Some of the phenomena we discuss are impossible to investigate at all without an appropriate computer
model.
Later we focus on ionic effects with respect to how they affect effective mobility of an analyte in capillary
zone electrophoresis experiments. Analysis of the effective mobility of a chemical compound in appro-
priately chosen set of background electrolytes can be used to determine pKA and µlim constants of the
compound. However, due to the ionic effects, pKA and µlim constants determined in this way will not
represent the true thermodynamic constants but rather some apparent constants valid only under the
conditions where they were measured. This problem can be largely eliminated with proper treatment of
the experimental data. We discuss the application of nonlinear fit and Debye-Hückel and Onsager-Fuoss
laws to calculate true thermodynamic pKA and µlim constants from effective mobility values measured
in different background electrolytes. The procedure we describe has to evaluate a lengthy series of cal-
culations. A specialized computer program is, therefore, required for the procedure to be fully effective.
We introduce such a computer program.
Finally, we demonstrate the use of the data evaluation method described earlier to calculate pKA and




Pohyb iontů v elektrickém poli je předmětem vědeckého výzkumu po mnoho desetiletí. Přínos tohoto
výzkumu byl zvlášť významný pro kapilární elektroforézu, pro kterou byly vyvinuty matematické modely
elektromigrace. S rostoucí sofistikovaností modelů rostla i náročnost výpočtů nutných k jejich vyřešení.
Aby bylo možné plně využít možnosti pokročilých matematických modelů, je zapotřebí příslušná počí-
tačová implementace schopná vyřešit netriviální problémy dostatečně rychle.
Tato disertační práce se zabývá aplikací počítačových implementací matematických modelů vztahujících
se k elektromigraci ve dvou oblastech. Hlavním tématem této práce je lineární teorie elektromigrace.
Je diskutována rozšířená teorie elektromigrace uvažující více rovnováh než pouze rovnováhy acidobaz-
ické a počítačová implementace této teorie, která je specializována pro rovnováhy komplexační, aby
bylo možné řešit problémy afinitní kapilární elektroforézy. Jsou zmíněny i některé technické aspekty
počítačové implementace. Dále jsou rozebrány vybrané systémy afinitní kapilární elektroforézy. Cílem
tohoto rozboru bylo odvodit již dříve známé zákony platné v systémech afinitní kapilární elektroforézy
pomocí rozšířené lineární teorie elektromigrace a objasnit tak jevy, které byly dříve nepozorované či ne-
dostatečně vysvětlené. Některé systémy jsou rozebrány čistě symbolicky. To je však možné pouze v
případě, že jsou příslušné systémy značně zjednodušeny. Ačkoliv použitá zjednodušení nedevalvují přínos
objevů získaných symbolickým rozborem, numerický počítačový model je nutný k návrhu odpovídajících
nezjednodušených systémů. Nezjednodušené systémy jsou použity k ověření oprávněnosti provedených
zjednodušení a k praktickým experimentům. Některé námi studované systémy není možné bez vhodného
počítačového modelu analyzovat vůbec.
Dále se zabýváme iontovými efekty a jejich vlivem na efektivní mobilitu analytů v kapilární zónové elek-
troforéze. Analýza efektivní mobility chemické látky ve vhodně zvolené sérii pracovních elektrolytů může
být použita ke stanovení pKA a µlim konstant této látky. Takto stanovené konstanty kvůli vlivu iontových
efektů nepřestavují skutečné termodynamické konstanty ale pouze konstanty aparentní, platné pouze v
podmínkách, ve kterých byly stanoveny. Tento problém lze do značné míry odstranit vhodným postu-
pem při vyhodnocení experimentálních dat. Diskutujeme použití nelineárního fitu spolu s Debyeovým-
Hückelovým a Onsagerovým-Fuossovým zákonem pro výpočet pravých termodynamických pKA a µlim z
efektivních mobilit změřených v různých pracovních elektrolytech. Postup, který popisujeme se sestává
z náročné série výpočtů. Aby byl tento postup skutečně efektivní, je nutné jej implementovat ve formě
počítačového programu. Tento program je představen.
Na závěr demonstrujeme použití výše popsané metody vyhodnocení dat k určení pKA a µlim konstant
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List of used abbreviations and symbols
ACE Affinity capillary electrophoresis
ALU Arithmetic logic unit
BGE Background electrolyte
CE Capillary electrophoresis
CZE Capillary zone electrophoresis
EMD Electromigration dispersion
FPU Floating point unit
HVL Harrhoff-van der Linde
ICIEF Imaging capillary isoelectric focusing
KRF Kohlrausch regulating function
LTEM Linear theory of electromigration
NLTEM Nonlinear theory of electromigration
PDE Partial differential equation
a0 Area of HVL peak
a1 Center of Gaussian component of HVL peak
a2 Standard deviation of Gaussian component of HVL
peak
a3δ Measure of triangularity of HVL peak
[Az] Concentration of ionic form of constituent A and
charge z
ci Total concentration of i-th constituent
c̃ c̃(x, t), function of temporospatial concentration dis-
turbances
c⃗̃ Column vector of c̃ functions
cS Selector concentration
Ci Total concentration of i-th constituent
Di,z Diffusion coefficient of z-th ion of i-th constituent
D Diffusion matrix
E Electric field intensity
F Faraday constant
[H+] Concentration of H+ ion
j Current density
Ji Total mass flux of i-th constituent
J(g) Mass flux of form g
J(g)em Electromigration contribution to mass flux of form g
J(g)D Diffusion contribution to mass flux of form g
J(g)emdiff Diffusion current contribution to mass flux of form g
KA Thermodynamic consecutive acid-base dissociation
constant
K ′A Apparent consecutive acid-base dissociation constant
KS Thermodynamic complexation stability (affinity)
constant
KW Water dissociation constant
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Li,z Thermodynamic total acid-base dissociation con-
stant for z-th charge transition of i-th species
L′i,z Apparent total acid-base dissociation constant for z-
th charge transition of i-th species
M Matrix form of the system of continuity equations
M0 Mobility matrix of the linearized model of electro-
migration evaluated at BGE composition (absolute
Taylor term)
M1 Electromigration properties matrix (Štědrý’s nota-
tion)
M2 Acid-base equilibria matrix
M1,k k-th term of the total first Taylor expansion term
(Hruška’s notation)
ni Lowest charge of i-th constituent
pi Highest charge of i-th constituent
pI Isoelectric point
pKA − log10 KA
pK ′A − log10 K ′A
t Time
x Spatial coordinate
αh,A Molar fraction of form h with respect to total con-
centration of analyte A
α0h,A Molar fraction of form h at lim cA → 0
γX Activity coefficient of form X
κ Specific conductivity
κBGE Specific conductivity of the BGE
µA,free Limiting ionic mobility of free analyte
µ′A,free Apparent ionic mobility of free analyte
µAS Limiting ionic mobility of analyte-selector complex
µ′AS Apparent mobility of analyte-selector complex
µ′X Apparent ionic mobility of form X
µlim(A, z) Limiting mobility of constituent A at charge z
ν(g)i Number of particles of i-th constituent in form g
ωA Set of all forms that contain constituent A
Ω Set of all forms in a system
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Main goals
1. Develop a computer implementation of chemical equilibrium solver capable of considering both
acid-base and complex-forming equilibria. (Publication I)
2. Use the new insight provided by the ACE-capable NLTEM to investigate behavior of model ACE
systems. (Publication II)
3. Implement nonlinear fit of effective electrophoretic mobility dependence that also considers Debye-
Hückel and Onsager-Fuoss for ionic effects corrections. (publication III)




Capillary electrophoresis (CE) is a separation technique that separates analytes by taking advantage of
their different mobilities under the influence of electric field. A capillary electrophoresis experimental
setup consists of a narrow capillary, usually tens of micrometers in diameter, filled with a solution of
electrolytes. A solution consists of constituents where a constituent refers to a chemical compound such
as sodium, acetic acid, β-cyclodextrin etc. Chemical interactions that take place in a solution give rise to
individual forms of each constituent such as CH3COO-1 and CH3COOH0 in case of acetic acid. Overall
mobility of a constituent is a weighted sum of mobilities of all forms in which the constituent is present.
Capillary zone electrophoresis (CZE) is one of various modes of CE which achieved large adoption in
analytical practice. In a CZE setup the entire capillary is uniformly filled with a solution of background
electrolyte (BGE). A short plug of sample is injected at the inlet end of the capillary. When the sample is
injected, voltage is applied, allowing the analytes in the sample to separate. Once the analytes separate
from each other they form individual zones inside the separation space and travel independently of each
other. A detector is placed near the outlet end of the capillary to observe concentration changes and
detect the analytes as they pass through it. One peculiarity of CZE is the presence of so-called system
zones. Unlike analyte zones, system zones are disturbances of the BGE concentration that do not contain
any analyte. The total number of zones that form in a CZE system is the sum of number of analytes and
BGE constituents.
1.1 Ionic effects in solutions of electrolytes
Ions in an electrolyte solution interact with each other via coulombic forces. Debye and Hückel [1, 2]
introduced the theory of ionic atmosphere where an ion in a solution is surrounded by ions of opposite
charge. Before two ions can initiate a chemical interaction, they have to break through the ionic atmo-
sphere barrier. Thermodynamic equilibrium of most chemical reactions is a function of concentration of
all participating constituents. Mathematical models that describe the equilibrium are usually derived for
so-called ideal solutions. An ideal solution is a solution where any secondary effects affecting its chemical
behavior, such as electrostatic interactions, may be neglected. Debye and Hückel worked out a mathe-
matical model that expresses activity as a function of ionic strength of the solution. Activity, in general,
can be perceived as an effective concentration of a constituent. Using activities instead of concentrations
to calculate equilibrium in non-ideal solutions yields more accurate results.
Mobility of ions is also affected by electrostatic interactions. An extension of the Debye-Hückel theory
proposed by Onsager and Fuoss [3] describes how the ionic atmosphere retards the electrophoretic motion
of ions. Debye-Hückel and Onsager-Fuoss theories and their practical application are discussed further
in chapter 5.
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1.2 Affinity capillary electrophoresis
Affinity capillary electrophoresis (ACE) is a modification of CZE which uses chemical interaction to alter
analyte mobility. This can help to achieve separation in cases where multiple analytes have mobilities very
close to each other. The idea behind ACE is to have the analytes interact with a background constituent
usually referred to as the selector. Separation can be achieved if mobility of at least one analyte-selector
complex is sufficiently different from that of free analyte or if the affinity constants of the complexes are
sufficiently different (or both of the above) and if the affinity constants of the complex-forming interactions
are sufficiently large. ACE finds numerous applications in chiral separations of drugs and other natural
compounds [4–6].
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2 Conservation laws and continuity equations in elec-
tromigration
2.1 Brief historical overview
Description of motion of ions in solutions of electrolytes has been a subject of large scientific interest for
over 100 years. Given the relative simplicity of this phenomenon, first basic set of continuity equations
for one-dimensional channels were defined as early as in the late 19th century. One of the first works
that derived some sort of conservation law was published by Kohlrausch [7] in 1897. This law became to
be known as the Kohlrausch regulating function (KRF). The KRF had a limited scope of applicability
and was not suitable for practical modeling of electromigration systems. Nevertheless, Kohlrausch’s work
demonstrated the possibilities of modeling of electromigration processes even though it was limited to
very simple systems at that time. Some notable works on the topic of theory of electromigation came from
Tiselius [8], Beckers [9, 10], Mikkers [11–13], Boček and Gebauer [14–17], Mosher and Thormann [18–21],
Hirokawa [22–24] and Gaš [25, 26]. This eventually lead to development of sophisticated mathematical
models which enabled in-depth investigations of electromigration processes.
2.2 Continuity equation
The continuity equation that describes the motion of an electrically charged particle under the influence
of electric field is a nonlinear partial differential equation which includes an electromigration and diffusion


















In equation 2.1 ci is total concentration of i-th constituent, t is time, x is spatial coordinate, ni and pi
are the most negative and positive charges attainable by the i-th constituent, respectively, z is charge,
Di,z is diffusion coefficient of the i-th form with charge z, ci,z is concentration of ionic form of the i-th
constituent with charge z, µ′i,z is apparent electrophoretic mobility of the ionic form of the i-th constituent
with charge z, E is electric field intensity and vEOF is velocity of advective flow.
Complete description of an electrophoretic system consists of a system of equations 2.1, one for each
constituent. There is no known analytical solution of this system of equations and it has to be solved
numerically. Numerical solutions are, however, rather time consuming even for simple systems. Fur-
thermore, deducing any laws of broader applicability from numerical models alone is problematic, if not
impossible. While the numerical models of electromigration have proven to be invaluable for understand-
ing of the dynamics of electromigration, simplified solutions for the problem were sought for.
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2.3 Linearization of the continuity equation
Poppe [27, 28] was the first to suggest that the system of equations 2.1 could be linearized. A linearized
solution may be solved analytically which is beneficial in multiple ways. An analytical formulation of
a problem enables us to find rules of general applicability by investigating the mathematical model,
providing the true insight into the problem. Analytical solutions are also much faster to compute than
numerical ones. Poppe showed that a linearized solution specific to CZE experimental setups leads to
a matrix eigenvalue problem. The simplification is specific to CZE because the system is represented
as uniformly distributed BGE whose concentration is disturbed at one point in space by the injection












The M matrix is referred to as mobility matrix, κBGE is specific conductivity of the BGE. c̃ = c̃(x, t),
meaning that c̃ is a function of concentration disturbances propagating in time and space. The term
disturbance here refers to the concentration difference between the undisturbed BGE and the actual
concentrations at the given point in time in space in the capillary. c⃗̃ is a column vector of these functions,
one for each constituent. The initial condition (c̃(x, 0)) assumes “reasonably small” disturbances at the
point of the injection and no disturbances elsewhere. This implies that concentrations of analytes is zero
in the entire separation space except for the sample plug. This is again in accordance with the CZE
experimental setup. Eigenvalues of the matrix M are mobilities of all zones that can be observed in a
given system, both analyte and system zones. The M matrix is a square matrix that can can be obtained
as a product of two matrices referred to as M1 and M2 in Štědrý’s original papers. Matrix M1 encodes
electromigration properties of all ionic forms and matrix M2 encodes the equilibrium relationships that
govern the system.
Each row in matrix M1 corresponds to one constituent and each column to one ionic form in the system.
A general formula for each element is given by equation 2.3












where i is the index of i-th constiuent and the row of the element, k is the index of the k-th constituent
and z a charge of one of its forms. F is the Faraday constant and δik the Kroenecker delta. Column of




(pl + nl) + z + nk (2.4)
Values of ci,z represent concentrations of the z-th ionic form of the i-th constituent. Important step that
allows linearization of the continuity equation is setting concentrations of constituents that are analytes
to zero.
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Elements of matrix M2 are given by equation 2.5.




ck,z is the concentration of the z-th ion of k-th constituent and ci the analytical concentration of i-th
constituent. Indexation is similar to that of matrix M1 but transposed. Row of the element is now
calculated by formula 2.4 and the column of the element is i. Since the model used by Štědrý considered
acid-base equilibria only, Štědrý’s papers present the derivatives that make up the matrix M2 directly
in their analytical forms. Štědrý’s matrices omit species with zero charge because they have no effect on
the overall behavior of the system.
Hruška [33] later extended Štědrý’s model by including the first nonlinear term into the linearized conti-

















where the sum of M1,k is the first term of Taylor expansion. Unlike Štědrý, Hruška does not split the M
matrix into two submatrices in his papers and reuses the M1 notation to denote the first term of Taylor
expansion.





Hruška’s extension came to be known as the nonlinear theory of electromigration (NLTEM) [34], although
the name could be seen as misleading because it is still just and extension of the linearized model and
applicable to the CZE experimental setups only. The great advantage of NLTEM is its ability to predict
not only positions and compositions of all zones but also the expected shapes of detector responses. The
NLTEM provided solid mathematical proof that peaks observed in CZE experiments follow the profile























where a0 is the total area of the peak, a1 is center of symmetry of the gaussian component of the peak,
a2 the standard deviation of the gaussian component of the peak and a3δ the degree of peak asymmetry.
Depending on the value of the a3δ parameter, the HVL function profile can be either a strictly gaussian
peak (lim a3δ → 0) or a peak of asymmetric triangular shape. The triangularity of the peak increases
with the absolute value of the a3δ parameter, the orientation of the triangle (either a fronting or tailing
peak) depends of the sign of a3δ. Peaks of such a shape occur very commonly in CZE as a result of
electromigration dispersion (EMD) [34].
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2.4 Addition of complex-forming equilibria
The possibility of extending the NLTEM to include complex-forming equilibria was investigated by
Hruška [36] and Beneš [37]. Although the authors acknowledged the possibility that the NLTEM [36]
could be extended with a general complex-forming model they opted for a simpler approach. Their work
focused solely on how complexation affects behavior of the analyte. In their work only the analyte and
one BGE component are allowed to interact. Moreover, one complexation partner must be fully charged
and the other strictly neutral. While these limitations seem restrictive, they describe a very common
ACE setup where a fully charged analyte interacts with a neutral selector in the BGE. Common examples
of selectors that possess no electric charge are various cyclodextrins or crown-ethers. The authors use













µA,eff is effective mobility of analyte, µ′A,free is apparent mobility of free (uncomplexed) analyte, µ′AS
apparent mobility of the analyte-selector complex, KS is the affinity (stability, complexation) constant,
cS is concentration of the selector in BGE and γA, γS and γAS are activity coefficients of the respective
forms.
Hruška’s and Beneš’s work use equation 2.9 directly instead of deriving it from NLTEM. Their work first
explored the effect of complexation on analyte EMD by expressing each contributing factor in analytical
form.
Despite the invaluable insights into analyte behavior in ACE provided by Hruška and Beneš, their work
left a lot to be desired for in terms of complete description of ACE systems within the framework of the
NLTEM theory.
2.5 The PeakMaster software
Linearized model of electromigration was implemented in a computer program PeakMaster. The original
PeakMaster was not based on the LTEM but rather on a moving boundary theory [39, 40]. Later
improvement known as PeakMaster 5 used LTEM for all electromigration calculations. PeakMaster 5
was later improved to include the NLTEM model [33] and simple complex-forming model [36]. Latest
revision of the PeakMaster 5-series software at the time of writing of this thesis is PeakMaster 5.4.
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3 Generalization of the NLTEM, its application to
ACE and the PeakMaster 6 software (publication
I)
The original NLTEM was developed only with the acid-base equilibria in mind. The question that needed
answering was whether it is possible to extend the interactions that occur in the system beyond just acid-
base equilibria and still keep the mathematical model in its linearized form. This question was thoroughly
investigated in publication I [41].
One of the conditions that must be met in a system that we seek to solve with the linearized continuity
equation is that all chemical interactions that take place in the system must happen “instantaneously”.
From the perspective of electromigration this means that the chemical equilibrium in the system must
be reestablished much faster than the electrophoretic motion of particles in the system disturbs it. In
other words the system must be in thermodynamic equilibrium at any point in time and space. Acid-
base equilibria are an example of a chemical interaction that is fast enough to be used by NLTEM.
Complex-forming equilibria are in principle also fast enough to be solvable by the linearized model. Other
interactions that were previously studied by CZE such as enantiomer interconversion [42, 43] cannot be
considered as “instantaneous” and therefore cannot be described by the linearized model.
The first step on the way to introduce chemical interactions other that acid-base equilibria is modification
of the fundamental continuity equation (2.1). This has to be done because even the original continuity
equation upon which (N)LTEM is based considers only acid-base equilibria. A general continuity equation
that covers mass transport of arbitrary chemical species governed by arbitrary chemical equilibrium is













Notice that the concrete term that describes the mass flux in equation 2.1 is now replaced by a generic
mass flux term ν(g)i
∂J(g)i
∂x which covers all processes that cause constituents in a system to move, including
advection. The double summation over all charge states of all constituents is now replaced by a single
summation over all elements of Ω set. The Ω contains all forms present in the system. Another notable
difference is that the mass flux term is now multiplied by the ν(g)i term to account for the fact that an
individual chemical specie may transport more than one particle of a given constituent. For instance, a
specie AB2 would have the ν(g)i set to 1 for the mass flux of A and to 2 for the mass flux of B. If a form
g does not contain constituent i in any form, value of ν(g)i is zero. For practical purposes the generic
mass flux term has to be expressed in specific terms which describe the mass transport phenomena in the
system we seek to investigate.
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For the purposes of expanding the NLTEM, another notation update was desirable.
The electromigration matrix is now referred to as Mµ and the equilibrium (or communication) matrix is
























If we assume that all ionic mobilities do not depend on concentration of any constituent, we can simplify




The assumption of no concentration dependence of ionic mobilities is applicable if the ionic effects are
neglected. In such a case, in addition to simplifying the r(g)(h) term we can replace all apparent mobilities
with limiting ionic mobilities.
Substituting equation 3.3 into equation 3.2 effectively yields equation 2.3.
The overall layout of the matrix is equivalent to matrix M1 in Štědrý’s notation. The matrix has N ×|Ω|
dimension where N is the number of constituents and |Ω| the number of all forms in the system. Its i-th
row can be thought of as referring to the i-th constituent and its h-th column referring to the h-th ionic





which is merely a restatement of the original M2 matrix definition using different indexation to accom-
modate the fact that the individual ionic forms are now referred to by their position in the Ω set instead
of their charge.
3.1 Application to ACE
As was already stated, the generalization above may be applied to any CZE system that is governed by
“fast enough” equilibria. The task of applying this generalized model to a specific class of systems mostly
lies in expressing the terms of the M∂ matrix explicitly and solving the respective equations. In case
of ACE, mobility of every constituent in the system is, in general, governed by two interactions. First
interaction is the acid-base equilibrium. Acid-base equilibrium controls the number of protons which a







where [H+] is concentration of protons, [Az−1] is concentration of the dissociated acid (or conjugated base)
that released the proton and [Az] is concentration of the acid (or conjugated base) that did not release the
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proton in this step of dissociation and γH+ , γAz−1 and γAz are activity coefficients of the respective forms.
Dissociation of species that can exchange more than one proton is described by a system of equations 3.5.
A solution of constituents that undergo acid-base equilibria must be in equilibrium on the macroscopic
scale. Therefore, the overall electric charge of the solution must add up to zero. This electroneutrality





































L′i,z is the apparent total dissociation constant for the respective dissociation step (the KA constants are
consecutive) and γH+ , γOH− , γAz′+1 and γAz′ are activity coefficients of the respective forms. Equation 3.6
is universal and valid for arbitrarily complex aqueous solution that contains chemical species which
undergo only acid-base equilibria. It can be shown that equation 3.6 is monotonic for positive values
of [H+]. This allows us solve the equation for [H+] by various numerical methods such as bisection or
Newton-Raphson method. A model that considers acid-base equilibria only can use equation 3.6 and its
derivatives, which are available in analytical form, to calculate the elements of matrices Mµ and M∂ ,
construct the M0 matrix and find its eigenvalues. This exact approach is used by the PeakMaster 5-series
software.
Inclusion of complex-forming equilibria complicates the situation. The general equation that describes a





where KS is the affinity constant and [A], [S] and [AS] are concentrations of the respective forms and γA,
γS and γAS are activity coefficients of the respective forms. Equation 3.7 is equivalent to equation 3.5 for
acid-base equilibria. An acid-base equilibrium can be, at least from the point of view of thermodynamics,
seen as a special case of complex-forming equilibrium with the [H+] as the ligand and the completely
deprotonated form of the other chemical specie as the second complexation partner [44]. To illustrate the
increase of complexity, let us consider two simple systems. First system contains just a weak monovalent









cA = [HA] + [A
−]
0 = [H+]− [OH−]− [A−]
(3.8)
where the terms in square brackets represent concentrations of there respective forms and γH+ , γOH− ,























This equation is a function of just one variable, [H+], and its solution can be found analytically. Now let
us consider a second system which, in addition to a weak monovalent acid also contains a complex-forming
substance. For the sake of simplicity, let us assume that the complex-forming substance interacts only
with the [A−] form of the acid and that it does not participate in acid-base equilibria. The complete
set of equations that describes such a system is now given by 3.10. For the sake of readability, activity











cS = [S] + [A
−S]
0 = [H+]− [OH−]− [A−]− [A−S]
(3.10)
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Addition of just two more equations to the system (mass balance of the selector and its complex-forming
equilibrium) leads to a polynomial of 5th degree. This demonstrates that inclusion of another kind of
interaction that acts orthogonally to acid-base equilibria greatly complicates the solution of the overall
equilibrium even if we limit ourselves to very simple cases.
3.2 PeakMaster 6 software
Equation 3.6 is particularly useful because its terms are straightforward to formulate. Formulation of
an equivalent equation for complex-forming systems is far more complicated because its terms depend
not only on the constituents’ dissociation states but also the complex-forming interactions. While it
is possible to construct a “complex-forming-aware” equivalent of equation 3.6, practicality of such an
approach had to be considered as well because one of the main goals of this work was to create a computer
implementation of the theoretical model. The final implementation expresses the total equilibrium as a
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system of equations where each equation describes one particular equilibrium. Additional equations
include the mass balances of all constituents and the water ionic product. Such a system of equations
can be solved efficiently by means of Newton-Raphson method. Because the Newton-Raphson method
is a numerical method, additional steps had to have been taken to maximize the chance that the solver
will converge to the correct solution. All equilibrium equations have been rewritten as their logarithmic
forms where equation 3.5 becomes equation 3.12.
pKA = pH + pA
− − log γA− − pHA+ log γHA (3.12)
The same transformation applies for complex-forming equilibria as well. Working with negative logarithms
of concentrations and the respective stability constants has multiple advantages. Since the logarithm of
a real number is defined only in the positive domain, using logarithms of concentrations instead of the
actual values prevents the solver from straying towards solutions with negative concentrations. Such
solutions, while mathematically valid, have no physical meaning. Another advantage is of purely tech-
nical nature. Since logarithmic forms of equations replace multiplication and division with addition and
subtraction, respectively, computer implementation of the logarithmic system may provide better perfor-
mance because addition and subtraction are usually evaluated faster than multiplication and especially
division on common computer microprocessors.
The Newton-Raphson solver requires an initial estimate that has to be sufficiently close to the correct
solution in order to converge. This estimate is calculated by treating the system as if it involved only
acid-base equilibria at first, calculating the equilibrium concentrations using equation 3.6 and using these
concentrations to calculate initial estimates of concentration of complexes.
One drawback of the aforementioned approach involves the construction of the matrix M∂ . Because we
describe the concentration equilibrium of the system as a system of equations, we can no longer express
the derivatives that make up the matrix M∂ in analytical form. The obvious alternative is to calculate
these derivatives numerically using the well-known equation 3.13.
∆ =
f(x+ h)− f(x− h)
2h
(3.13)
and for the second derivative equation 3.14
∆2 =
f(x+ h)− 2f(x) + f(x− h)
h2
(3.14)
In order for the equations 3.13 and 3.14 to provide sufficiently accurate results the value of h has to
be small. When we seek to implement a numerical derivatives solver in a computer, some aspects
of computer floating-point arithmetic must be considered. The IEEE 754 standard defines a series of
binary representations of decimal numbers. The commonly used single and double representations use a
fixed number of bits to represent a decimal number. This limits both the range of numbers that can be
represented and the number of digits of precision. In the case of the double format, 53 bits are used to store
the fractional part of the number, giving approximately 16 digits of precision. This precision turned out to
be insufficient to calculate the derivatives in the matrix M∂ and matrices M1,k reliably. To overcome the
problem, the computer implementation uses arbitrary-precision arithmetic to calculate the derivatives.
This comes at the expense of considerably degraded performance. Most computer microprocessors contain
a dedicated circuitry (commonly referred to as the FPU) that performs operations on decimal numbers
stored in the single or double precision representation. Arbitrary-precision arithmetic relies entirely on
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software implementation and has to be processed by the general-purpose ALU unit of the microprocessor.
To alleviate the performance impact of the arbitrary-precision arithmetic, the computer implementation
takes advantage of parallel processing. More importantly, computation power of current microprocessors
is more than sufficient to compensate for the additional overhead of the arbitrary-precision arithmetic.
The goal of this work was not only to extend the capabilities of PeakMaster with general complex-forming
equilibria but also to provide a set of libraries with implementations of algorithms that solve common
problems related to theory of electrolyte solutions and capillary electrophoresis. A set of libraries called
ECHMETCoreLibs [45] was devised to solve the following problems
• Define a chemical system in terms of its constituents, their physico-chemical parameters, complex-
forming interactions and concentrations.
• Calculate equilibrium composition of a chemical system and the derivatives required by the NLTEM
model.
• Implement Debye-Hückel and Onsager-Fuoss laws to calculate activities and actual ionic mobilities.
The generalized NLTEM model was implemented in a separate library called LEMNG [46]. The LEMNG
library is responsible for
• Constructing the respective matrices.
• Calculating the eigenvalues and eigenvectors needed to construct the predicted electrophoregrams.
• Representing the predicted electrophoregrams as arrays of X,Y values.
ECHMETCoreLibs and LEMNG are available as reusable open-source libraries.
The PeakMaster 6 software itself is the graphical user interface for data entry and display. The general
layout remained similar to PeakMaster 5 with some adjustments to accommodate the addition of complex-
forming equilibria and the fact that the NLTEM instead of LTEM is now used by default to draw peak
shapes.
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4 Investigation of ACE systems with the NLTEM
(publication II)
The NLTEM model even in its extended form can be solved symbolically for simple systems. While the
simplifications required to obtain solutions in symbolic form are quite restrictive, the insight provided
by examining the symbolical expressions is extremely valuable. This analysis was done thoroughly in
publication II [47].
4.1 Proof of the Wren-Rowe equation
The Wren-Rowe equation (2.9) has been a matter of debate amongst scientists for years. The Wren-
Rowe equation is based upon equation 3.7 which works with actual concentrations of free analyte [A] and
selector [S]. The Wren-Rowe equation, on the other hand, works with the total (analytical) concentration
of the selector cS . The assumption is that since concentration of the analyte is usually very small the
consumption of the selector through complexation is negligible, allowing to set [S] = cS . The scope of
applicability of this assumption was being questioned and various attempts to fix the Wren-Rowe equation
have been made [48–50]. With the extended NLTEM we may attempt to obtain the effective mobility of
the analyte as eigenvalue of the mobility matrix and confront the result with the Wren-Rowe equation.
Let us consider a simple system with two strong BGE components X and Y, analyte A and selector S which
is also present in the BGE. In order to be able to obtain the analyte eigenmobility in a symbolic form,
acid-base equilibria have to be neglected. Neglecting the acid-base equilibria is equivalent to considering
a system composed only of strong electrolytes or non-electrolytes. In this case, we assume X, Y and A
to be strong monovalent electrolytes and S to be a non-electrolyte. The respective matrices then look as
follows (4.1 and 4.2). For the sake of simplicity, concentrations of constituents X, Y and S are considered
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0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(4.2)
The M0 matrix is then given by 4.3
M0 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 m13 0












0 0 m43 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(4.3)
Elementsm13, m23 andm43 are generally non-zero but their values do not have to be expressed specifically

















Set 4.4 tells us that our example system shall have three stationary system zones and an analyte zone
whose mobility is given by the only non-zero term of the set 4.4. This term corresponds exactly to
the Wren-Rowe equation 2.9, conclusively proving that the original formulation by Wren and Rowe is
correct. Further investigation can show that the actual concentration profiles of analyte and selector inside
the analyte zone (and the corresponding deviation from cA → 0) contributes only to electromigration
dispersion of the zone. The zone, however, always contains a point whose mobility corresponds exactly
to that predicted by the Wren-Rowe equation. This point represents the true effective analyte mobility.
4.2 Analyte mobility in interacting BGE
A situation where the selector interacts both with the analyte and some BGE component is usually
avoided in practice. The problem is, however, still interesting from a theoretical point of view and the
solution has a practical application [51]. Let us consider a system similar to the one above but at this time
the selector is allowed to form a complex with the analyte and one of the BGE components. The structure
of the matrix is too complicated for a purely symbolical evaluation, therefore, a roundabout approach
was devised. Taking advantage of the fact that (N)LTEM requires that concentrations of all analytes be
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cX = [X] + [XS]
cS = [S] + [XS]
(4.5)
Solving the system 4.5 for [S] and substituting cS for [S] in the original Wren-Rowe equation 2.9 yields





















− cX + cS
⎞⎠
(4.6)
The actual shape of equation 4.6 depends on the values of KXS , cS and cX . Evidence obtained from
evaluating equation 4.6 with sensible affinity constants indicates that in common cases the curve keeps
the hyperbolic shape, making it difficult to discover that there is a parasitic interaction between the
selector and a BGE component. This can lead to error in determination of complexation affinity constant
of the analyte as the publication II also discusses.
In order to confirm that the guessed equation 4.6 is actually valid, effective mobilities predicted by
equation 4.6 were compared against those calculated by the extended NLTEM model. Effective mobility
predicted by equation 4.6 and the extended NLTEM are in perfect agreement.
4.3 The Tiselius’ equation





where ωA is the set of all forms that contain the analyte A, αh,A molar fraction of form h with respect to
total concentration of analyte A and µh mobility of the form h. It turns out that the Tiselius’ equation
can be derived from the NLTEM model. Assuming the extended NLTEM model, one can derive the
Tiselius equation using the following steps.1
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(4.8)










Note that concentrations of forms are expressed via molar fraction with respect to total concentration of
the given analyte where Ci is the total concentration. When evaluated at the BGE concentrations, row
vector of Mµ matrix for each analyte has a general form
Mµ(A, ∗) = (0 . . . 0, µ1,A . . . µN,A, 0 . . . 0) (4.10)
where µ1,A . . . µN,A are mobilities of all forms that contain the analyte A.
Similarly, we evaluate the M∂ matrix at the BGE concentration.




⎧⎨⎩i = A,α0h,Ai ̸= A, 0 (4.11)
α0h,A is the molar fraction of form h at lim cA → 0
The entire matrix M∂ is then
M∂ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝






h | 0 0 α0h,A 0
h+ 1 | 0 0 α0h+1,A 0
h+ . | 0 0 α0h+.,A 0








where all elements, except those explicitly stated, may be nonzero.
The product of A-th row of matrix Mµ and matrix M∂ yields the A-th row of matrix M0. Zero elements
in the A-th row of Mµ matrix cancel out all non-zero elements in rows of matrix M∂ . Conversely, zero
elements in columns of M∂ matrix cancel out nonzero elements of the A-th row of Mµ matrix. The only





This diagonal element is one of the eigenvalues of the M0 matrix and according to the NLTEM theory
it represents the true analyte mobility. The Tiselius’ equation derived in this way holds only for cases
where the complex-forming equilibrium stoichiometry is 1:1. More general complex forming stoichiometry
would require further adjustments to the derivation procedure sketched above but the general principle
would remain the same. This further demonstrates the validity of the Wren-Rowe equation in its original
formulation.
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4.4 The selector package
Past experimental evidence revealed that the total concentration of the selector in the analyte zone can
be different than that in the BGE. It was suggested that this happens as a result of the analyte move-
ment through the BGE. While these effects have been observed experimentally [52, 53], no systematic
investigation of the nature of this phenomenon had been done. The extended NLTEM model provides
all the necessary tools to explore this phenomenon by predicting the experimental results and verifying
them experimentally.
Intuitive insight into the principles of ACE suggests that in the case of a neutral selector interacting with
a charged analyte, the selector concentration in the analyte zone will always increase as the selector is
dragged along with the analyte in the form of its complex. This intuitive prediction was corroborated
by numerical simulations in Simul 5 Complex [54] and conclusively verified by the extended NLTEM.
An experiment where MAPH-β-cyclodextrin was used as the selector was conducted to gather data for
experimental verification. This particular cyclodextrin was used because it is visible on the UV detector.
UV detection is necessary to convert the observed signal trace to concentration scale. The shape of the
analyte peak observed in the experiment and the shape of the analyte zone predicted by the extended
NLTEM are in very good agreement.
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5 Addressing the issue of ionic effects (publication III)
Theoretical predictions of CE experiments require input parameters which describe the physico-chemical
nature of the system and its composition. In the case of CE, two parameters that describe a chemical
compound are of particular interest, the acid-base dissociation constant KA and limiting mobility of the
compound at a given charge µlim(A, z). Both of these parameters are thermodynamic constants and can
be measured experimentally. Experimentally obtained values are, however, affected by the environment
in which the measurements are conducted. The effects in question are commonly known as ionic effects.
The nature of ionic effects stems from the fact that ions in an electrolyte solution interact with each
other via coulombic forces. Coulombic forces affect molecules’ ability to dissociate and ions’ ability to
move through the solution under the influence of electric field. True thermodynamic pKAs and limiting
mobilities are defined to infinitely diluted solutions where the coulombic interactions are not present. True
thermodynamic values of these constants are therefore experimentally unavailable and some mathematical
correction of the experimentally obtained apparent values must be used.
Models describing the ionic effects in a quantitative way have been a matter of scientific interest for a
long time. As was discussed in the introdution, Deybe and Hückel proposed a theory of ionic atmosphere
and activity coefficients [1, 2]. Their theory uses ionic strength as the measure of magnitude of coulombic









where N is the total number of ions in the system. Ionic strength has the dimension of concentration.
The Debye-Hückel model uses only the value of ionic strength and certain parameters of the solvent to
calculate activity coefficients. Activity coefficients can be used to calculate the apparent dissociation
constant from true thermodynamic constant or vice versa.
Dependence of ionic mobility on the environment surrounding the ion is more complicated. The solution
has to consider the dynamics of the formation of the ionic atmosphere and its deformation when the
reference ion is in motion. Onsager and Fuoss [3] devised a theory that considers this dynamics and
it can be used to calculate the apparent mobilities of all ions in a solution. Input parameters for the
Onsager-Fuoss model consist of concentrations of all ions in the system and their limiting mobilities.
A common CZE-based method for determination of pKAs and limiting mobilities relies on taking a series
of measurements at different pH and constructing a pH vs. effective mobility dependence [55–57]. This
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where n and p are the lowest and highest charge of the analyte, respectively, and pK ′A,n = 0. This
theoretical equation can be used to fit the experimental data to obtain both pKA and ionic mobilities.
This approach was first suggested by Cai [55] and used to determine pKAs of many compounds [56, 57].
pKA and mobility values obtained directly from the fit are only apparent (pK ′A and µ′ rather than pKA
and µlim) and therefore valid only under conditions sufficiently similar to those where they were measured.
Some mathematical treatment must be used to calculate the true thermodynamic values. Correcting pKA
values for ionic strength with the Debye-Hückel model is quite straightforward [57] and commonly used.
Because the fit uses pH vs. mobility dependence and the correction is done after the fit, it is necessary
to perform all experiments at the same ionic strength for the correction to yield meaningful results.
Since the dependence of apparent ionic mobility on buffer composition is more complicated, only a few
attempts to correct fitted ionic mobilities were made [58–60], first proposed by Šlampová. This approach
used a rather simple equation from the classical physical chemistry textbook by Robinson and Stokes [61].
This equation is valid only for weak monovalent compounds and does not consider the actual composition
of the buffer in which the measurements were conducted. As useful as this method is, its inability to
work with anything else but monovalent analytes is rather limiting because the higher the charge, the
more pronounced is the difference between apparent and limiting mobility and therefore the need to apply
some form of correction. This method also requires to perform all measurements in buffers of the same
ionic strength.
The aim of publication III [62] was to devise an improvement upon the aforementioned method. The
principal idea was to replace the commonly used pH vs. effective mobility dependence with buffer com-
position vs. effective mobility dependence. This approach has two major advantages. Using the entire
buffer composition as the independent variable enables the use of the original Onsager-Fuoss equation
which is far less restrictive and approximative than the formula suggested by Robinson and Stokes. Using
the buffer composition as input also lifts the limitation to perform all measurements at the same ionic
strength because ionic strength is merely a property of the buffer.
While the less sophisticated method can be processed by general-purpose tools such as MATLAB or
Origin, the complex nature of the approach proposed in publication III requires a specialized computer
program to be fully effective. Primary goal of publication III was to devise such a program. The program
named AnglerFish reuses the infrastructure provided by ECHMETCoreLibs and user interface elements
of PeakMaster 6. Use of common building blocks enables easy data exchange between AnglerFish and
PeakMaster 6 and provides mutually consistent results. The user enters composition of all buffers that
were used to measure the effective mobility dependence curve, effective mobilities measured in each
buffer, dissociation states and estimated pKAs and limiting mobilities as input. A Levenberg-Marquardt
algorithm is then used to fit the experimental data points. The overall logic is shown in diagram 5.1. The
most noteworthy feature of the algorithm is that it internally always works with true thermodynamic
values of the fitted parameters. While it may seem unnecessary to recreate the buffer + analyte system
in every step of the calculation, the ECHMETCoreLibs data model does not allow modifications of
physico-chemical parameters of constituents once the ChemicalSystem object has been initialized.
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AnglerFish was validated against the classical Cai’s procedure which was programmed into Origin. pKAs
from the classical fit were corrected for ionic strength with the Debye-Hückel formula. Additionally, ionic
mobilities were corrected for ionic effects by hand with assistance of the PeakMaster software. This
procedure is described in detail in publication III. Both procedures yield comparable results in terms of
precision and accuracy. The procedure performed by AnglerFish is considerably less time consuming and
error prone because it is completely automated. In principle it is also more accurate because the ex-post
limiting mobilities correction of classically fitted data can be done only for one conveniently chosen data
point1.
1The “one-point correction” procedure is outlined in more detail in publication III
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Figure 5.1: AnglerFish fit logic diagram




bufferi + analyte system
Calculate activity coefficients
and apparent ionic mobilities
Calculate analyte effective mobility
from apparent pKAs and ionic mobilities
i = N
Increment i







N - number of buffers used
Marquardt-Levenberg fit convergence condition
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6 Determination of pKA and limiting mobilities of pI
markers for accurate pH gradient characterization
(publication IV)
The isoelectric point (pI) is an important characteristic of complex chemical compounds such as proteins
and other biomolecules. Methods based on electrophoresis are excellent tools for determination of the
pI. When a CZE-based method is used a pH gradient can be established in the capillary. Position of the
analyte along the pH gradient represents its pI value. For this to work, the slope of the pH gradient must
be known. pI markers are chemical compounds with convenient electromigration properties that allow
them to be used to characterize pH gradients. Initial research of pH gradients in capillary electrophoresis
was done by Rilbe [63, 64]. Rilbe formed some elementary rules that have to be met for a stable pH
gradient to form inside the separation space. In publication IV [65] a set of 14 compounds was identified
as potential candidates for pI markers. A viable candidate has to be an ampholyte with at most two
weakly acidic and basic groups, its structure must be well known and they are either readily commercially
available or are easy to prepare in the laboratory with adequate purity.
Values of pI marker candidates pKAs were first estimated from their chemical structures to assess whether
a given compound can be a viable pI marker. Estimates were calculated with SPARC and ChemSketch
software. The actual values of pKAs and limiting mobilities were measured by means of CZE. Data was
evaluated with the AnglerFish software to obtain true thermodynamic values of pKAs and limiting ionic
mobilities.
Out of the 14 candidate pI markers only 12 absorb UV light at 280 nm wavelength. Actual behavior of
these 12 selected pI markers was investigated experimentally by means of imaging capillary isoelectric
focusing (ICIEF). In ICIEF the entire separation space is scanned by a UV/VIS detector. Therefore,
exact positions of analytes in the capillary can be observed at any point in time. The separation space
was filled with a commercial mixture of carrier ampholytes (SH AES) with pH range 3–10 and the 12
selected pI markers. Precise composition of the SH AES mixture is not declared by the manufacturer.
Since the pI values of all used markers was known, it was possible to determine the actual shape of the
pH gradient that formed inside the separation space. Contrary to common expectations, the gradient
showed considerable deformation both at the anodic and cathodic end.
To complement the practical experiment a numerical simulation was run in Simul 5 Complex computer
program [54]. The simulation used an artificial set of 181 ampholytes with −1 to +1 charge span and pKAs
ranging from 3.5 to 10.8. The pKA step between two consecutive ampholytes was 0.0406. The simulation
showed trends very similar to those that were observed experimentally. Deformation of the pH gradient
was less pronounced because artificial set of carrier ampholytes that were used for the simulation is closer
to ideal carrier ampholyte mixture than the real SH AES ampholyte mixture. Additionally, the simulation
does not consider any additional disruptive effects such as local heating, electroosmotic flow etc.
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7 Conclusion and future outlook
This dissertation thesis discussed the utility of advanced mathematical models that deal with electro-
migration problems when they are backed with a computer implementation. Computer implementation
of specialization of the extended NLTEM allowing to solve affinity capillary electrophoresis problems
was developed and implemented into PeakMaster 6 computer program. Various affinity capillary elec-
trophoresis systems were investigated. The Wren-Rowe and Tiselius’ equation were re-derived directly
from the extended NLTEM model. Behavior of analytes in systems where the analyte and a BGE com-
ponent compete for a selector was investigated. A previously observed but insufficiently described change
of selector concentration in the analyte zone was successfully predicted by the extended NLTEM and
verified experimentally.
Nonlinear Marquardt-Levenberg fit coupled with Debye-Hückel and Onsager-Fuoss laws was successfully
used for accurate determination of true thermodynamic pKA and µlim constants of various compounds
by measuring their effective mobilities in series of BGEs. Compounds characterized in this way were then
used for pH gradient characterization in ICIEF experiments.
We expect that PeakMaster 6 will find practical applications in design and optimizations of ACE methods
because of its unique ability to accurately calculate positions of all zones in ACE systems, regardless of
their complexity. Its advanced equilibrium model opens the possibilities to study systems where the
complex-forming interaction goes beyond 1:1 stoichiometry. The underlying engine is generic enough
that it can be used as a basis of other software.
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