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Abstract 
We suggest that bubbles are the bistable hydrophobic gates responsible for the on-off 
transitions of single channel currents. In this view, many types of channels gate by the same 
physical mechanism — dewetting by capillary evaporation — but different types of channels 
use different sensors to modulate hydrophobic properties of the channel wall and thereby 
trigger and control bubbles and gating. Spontaneous emptying of channels has been seen in 
many simulations. Because of the physics involved, such phase transitions are inherently 
sensitive,  unstable  threshold  phenomena  difficult  to  simulate  reproducibly  and  thus 
convincingly. We present a thermodynamic analysis of a bubble gate using morphometric 
density functional theory of classical (not quantum) mechanics. Thermodynamic analysis of 
phase  transitions  is  generally  more  reproducible  and  less  sensitive  to  details  than 
simulations.  Anesthetic  actions  of  inert  gases — and  their  interactions  with  hydrostatic 
pressure  (e.g.,  nitrogen  narcosis) — can  be  easily  understood  by  actions  on  bubbles.  A 
general theory of gas anesthesia may involve bubbles in channels. Only experiments can 
show  whether,  or  when,  or  which  channels  actually  use  bubbles  as  hydrophobic  gates: 
direct observation of bubbles in channels is needed. Existing experiments show thin gas 
layers on hydrophobic surfaces in water and suggest that bubbles nearly exist in bulk water.  Bubble Gating  Roth et al 
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Introduction 
We  suggest  that  many  channels  open  and  close  by  filling  or  forming  bubbles. 
Bubbles in channels are unlikely to permit the flow of ions. Indeed, bubbles are likely to 
completely block the flow of matter — including ions — because a bubble is ‘the ultimate’ 
form of the hydrophobic gate proposed by (1-3), seen in the calculations of many others (4-
20).  
Single channel currents of a wide variety of types of channels (21) follow a single 
pattern of opening and closing (22-25). We propose that a single mechanism produces this 
pattern. In this view, channels open and close using the same physical mechanism, but 
different  channels  use  different  structures  and  mechanisms  to  trigger  and  modulate  the 
opening and closing. In this view, single channel currents are ‘random telegraph’ signals 
that switch between a nonconducting and conducting value as bubbles form and fill with 
water and ions.  
The phenomenon of bubble formation is more properly called capillary evaporation. 
Capillary  evaporation  and  condensation  are  well  known  on  the  macroscopic  scale  as  a 
special  case  of  dewetting  and  wetting  at  interfaces.  Capillary  effects  have  fascinated 
scientists  for  centuries — e.g.,  Newton,  Young,  Laplace,  Maxwell,  Raleigh,  and  von 
Neumann  (26,27) — perhaps  because  simple  systems  show  curious  effects,  movements 
without obvious sources of force or energy — for example, water lifted against gravity in a 
vertical capillary without an obvious source of an uplifting force. These effects arise (we 
now know) from the often unstable balance between strong cohesive volume forces and 
nearly as strong surface effects (28,29). 
We  suppose  that  hydrophobic  regions  of  the  channel  wall  help  control  bubble 
formation  much  as  hydrophobic  surfaces  control  wetting  and  dewetting:  a  hydrophobic 
surface allows the cohesive forces of water to pull the fluid away from the wall. Bubbles are 
localized and controlled by the rings of nonpolar amino acids of the Ach channel (30,31); 
the hydrophobic intracellular pore of the KcsA channel (32), among others (33-37); and 
gating structures in general (1,3-5,7-9,11,13,14,16-19,38). Perhaps, the spherical regions of 
channel structures (32,39) have important roles in bubble formation and breaking.  
The  wetting  behavior  that  fills  channels  reflects  the  competition  between  the 
cohesive (volume) forces in a fluid and the adhesive forces between the fluid and a surface 
and can have dramatic effects — unexpected by scientists who think of only bulk properties 
of liquids. Bubbles in capillaries are a serious nuisance in the laboratory, whether chemical 
or biological. ‘Everyone’ who works in a lab knows how hard it is to break bubbles and fill 
capillaries. Hydrophobic surfaces are often covered with a vacuum layer a few Angstroms 
thick (40-44). 
The ideas of wetting and dewetting used in this paper are not new or novel, nor is 
their  context:  much  work  has  been  done  on  wetting  transitions  in  general  and  in 
nanostructures and the possibility of a hydrophobic gate has been suggested before (1-3), 
and seen in the calculations of others (4-20). Experiments have suggested the existence of Bubble Gating  Roth et al 
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gating  phenomena  without  conformation  changes  of  proteins  (7,13,33,45)  involving 
substantial  volume  changes  (46,47).  What  is  new  is  the  suggestion  that  dewetting 
transitions create the characteristic current signal that defines ‘a healthy channel’ (22-25). 
We suggest that a pore in a channel becomes a conducting column when its bubbles break 
and ions and water suddenly fill the channel, along with the side chains of the channel 
protein (48). What is also new is the suggestion that noble gas anesthetics act by modifying 
the energetics of bubble formation and filling (see Discussion) and that the well known 
effects  of  hydrostatic  pressure  on  anesthesia  involve  anesthetic  effects  on  bubbles  in 
channels. 
In our view, ion channel proteins contain a variety of sensors connected to special 
structures that modulate the energetics of bubbles in the channel and thus produce or relieve 
‘channel  block’  (25)  by  bubbles.  Wetting  is  very  sensitive  to  the  local  chemical  and 
electrical environment (Ch. 4 & 7 of de Gennes, et al, (28)) and could be easily modulated 
by the surrounding channel protein because the pores of channels (and bubbles within them) 
have tiny volumes and large surface to volume ratios.  
Several  examples  come  to  mind.  An  ion  gated  channel — e.g.,  Ca
2+  activated  K 
channel (49,50) — would use ion binding to a specific site to modulate the unstable balance 
of cohesive and disruptive energies in the pore of the channel, perhaps by slightly changing 
the electric field, or diameter of the pore. An agonist gated channel (e.g., the nicotinic 
acetylcholine channel (3,17,39,51)) would use agonist binding to upset the balance. Voltage 
gated channels (like the Na and K channels that control the action potential of nerve cells 
(25,52-55)) might use a special charged group as a voltage sensor that detects changes in 
the  electric  field  and  moves  slightly  to  change  the  diameter  of  the  channel,  sterically 
upsetting  the  unstable  balance  between  cohesive  and  disruptive  forces  to  make  and  fill 
bubbles. Or the forces exerted by the electric field might themselves break the balance of 
cohesive and disruptive forces, filling or forming a bubble that would interrupt current flow 
((1,2); p. 282 of reference (28)). In this view, gating depends on the balance of steric and 
electrostatic forces, just as selectivity (56-64) and wetting/dewetting phenomena depend on 
that balance. 
Bubbles in channels can be modified because adhesive (surface) forces between the 
wall of the channel and water in the channel (often misleadingly called hydrophobic) are in 
balance with the cohesive (volume) forces that keep bulk water in a liquid state. Water in a 
bulk condensed phase usually is without bubbles because cohesive forces dominate when 
surfaces  are  not  present.  However,  bubbles  easily  form  in  water:  “  …  under  standard 
conditions,  liquid  water  and  vapor  nearly  coexist …  ”  (65)  because  their  “free  energy 
difference is small compared to thermal energy” (66). If a capillary or channel is introduced 
into water, and the surface forces holding the water to the wall of the channel are not as 
strong as the volume forces holding water together, bubbles will form.  
Bubbles  can  form  when  water  touches  a  hydrophobic  surface,  for  example,  the 
hydrophobic parts of the channel protein. The interaction of the hydrophobic surface and 
water is much weaker than the interaction of water with itself. Atomic size channels are Bubble Gating  Roth et al 
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particularly likely to contain bubbles because their surface is so large compared to their tiny 
volume (15,67-69). If the hydrophobic surface attracts water sufficiently weakly, part of the 
water column in the channel changes phase and becomes a gas bubble, nearly a vacuum. 
The water phase inside the channel is no longer condensed. Bubble formation is a pseudo-
phase  change  produced  by  an  imbalance  between  surface  and  volume  forces,  between 
wetting and dewetting (26-28,66). 
We  show  how  gating  transitions  can  be  explained  by  a  general  thermodynamic 
analysis of confined fluids. We use thermodynamic scaling laws of confined fluids that 
show  how  the  macroscopic  phenomena  of  capillary  evaporation  would  behave  on  the 
atomic length scale of channels (4,58). We use a morphometric form of Density Functional 
Theory of fluids (not quantum mechanics) to reach from macroscopic to atomic scales and 
show that bubbles are likely to occur in the pores of channel proteins. The morphometric 
form of density functional theory separates thermodynamic and morphological effects, as 
explained in (70-74) and so is particularly well suited to our purposes. Density functional 
theory is reviewed in (75) in the context of the properties of inhomogeneous fluids (76). 
Bubble filling and formation are also likely to have an important role in the action of 
anesthetic gases as shown by our calculations of the effects of xenon (under atmospheric or 
hydrostatic pressure) on bubbles in channels. The actions of anesthetic gases have resisted 
analysis for many years because they do not seem to conform to the paradigm of receptor 
mediated  action  that  underlies  most  of  pharmacology.  The  possibility  of  a  physical 
explanation  of  anesthetic  action  has  always  been  considered  and  receptor  mediated 
explanations  have  seemed  more  and  more  remote  as  knowledge  of  the  ionic  and  then 
molecular basis of nerve activity increased (77-86). These papers are a few examples from a 
very large literature. The discussion of (87) seems convincing to outsiders like us. They 
show that simple thermodynamic scaling called the Meyer-Overton law relates the partition 
coefficient (i.e., lipid solubility) and anesthetic action of a range of agents with different 
chemical properties (87, and references cited there). It seems clear that lipid solubility is 
likely to scale monotonically, nearly linearly, with the parameters of our bubble model, 
suggesting a simple explanation of anesthetic action on both the atomic and protein length 
scales. It is easy to understand the marked effect of small excess hydrostatic pressures (~ 1 
atm) in the presence of gas anesthetics compared to the negligible effect of such pressures 
in the absence of gas anesthetics (79,88). 
 Bubble Gating  Roth et al 
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Theory and Methods 
 
Confined fluids in general. Any fluid, like water, or an ionic solution, can exist in two 
states below a certain temperature if its solvent particles repel each other at short distances 
but attract each other sufficiently at long and intermediate distances. For example, water 
can exist as both a high density liquid and low density gas below its critical temperature Tc 
of 647 K. Particles in a high density liquid phase, gain much potential energy because they 
are close together and are located in the attractive parts of the interparticle potential (89). 
The entropy of the high density liquid is low because particles do not have much space to 
move in. High density liquids are a condensed phase with essentially no space between 
molecules. The situation is reversed in the low density gas phase, where particles are far 
apart and so interact weakly. Particles in low density gas phases have more entropy because 
they have a great deal of free space to move in.  
At  the  liquid-gas  phase  transition — where  both  a  high  density  liquid  and  a  low 
density gas can coexist — the loss of energy (in the liquid compared to gas) is precisely 
compensated by the gain of entropy (in the gas compared to liquid). Liquid and gas coexist 
at mechanical and chemical equilibrium when the pressure and the chemical potentials are 
equal in both the liquid and gas phase. As the density of the liquid is increased above its 
value at coexistence, the liquid phase becomes the only phase that is stable in an unconfined 
bulk system. Confinement changes the situation, as we shall soon see. 
Fluid  systems  that  can  undergo  a  phase  transition  are  best  described  as  a  grand 
canonical ensemble in which the system volume V, the temperature T and the chemical 
potential µ are fixed (90). The corresponding grand canonical  free energy is called the 
grand potential Ω. In an unconfined bulk system, the grand potential equals the volume 
term,  which  is  the  negative  of  the  pressure  p  times  the  volume  V,  i.e.    . bulk pV Ω = −  
Confinement adds extra terms to the grand potential that produce phenomena not seen in 
bulk, e.g., capillary evaporation. The grand potential is discussed in (75) in the context of 
the properties of inhomogeneous fluids in general (76). Detailed discussion of our theory of 
the grand potential, the model and role of water, and the effect of surfaces and capillaries 
can be found in reference (4). 
For  a  long  time  (26,27),  it  has  been  known  that  a  hydrophobic  confining 
environment, such as a capillary, can change a stable liquid into a gas even though that gas 
could not exist in the bulk (at that temperature and pressure). The change from liquid to gas 
is called capillary evaporation and is closely related to the reverse phenomenon, capillary 
condensation.  Capillary  condensation  occurs  when  a  stable  gas  phase  confined  by  a 
hydrophilic  surface — for  example,  a  capillary — condenses  into  a  liquid.  The  capillary 
introduces a surface term at the confining wall that modifies the grand potential Ω and thus 
produces the phenomena of capillary condensation and evaporation.  
When a fluid is brought into contact with a single wall, the molecules of the fluid are 
usually  found  in  different  ‘concentration’  (number  density)  close  to  the  wall.  The Bubble Gating  Roth et al 
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inhomogeneous distribution is produced because the neighbors of particles in the bulk are 
other fluid particles but the neighbors of particles at the wall are the molecules of the wall. 
Interactions are different at the wall compared to the bulk because (1) the wall is chemically 
different from the bulk and (2) the wall does not move (on the average) even when a fluid 
particle collides into it. The wall can be described as an external potential acting on the 
fluid that depends on the chemical nature of the wall and fluid, and on the geometry. If the 
(integrated)  wall-fluid  interaction  is  more  attractive  than  the  (integrated)  fluid-fluid 
interaction, the wall is called hydrophilic and the contact angle is less than 90 degrees. If 
the  (integrated)  wall-fluid  interaction  is  less  attractive  than  the  (integrated)  fluid-fluid 
interaction, the wall is called hydrophobic and the contact angle is larger than 90 degrees 
(28,29).  
The energy gain or loss of bringing a liquid or a gas into contact with a wall is 
measured by the wall surface tension. The grand potential of a fluid in contact with a wall is 
given by      wall pV A σ Ω = − + , where A is the area of the wall. The (second) surface term 
defines the wall surface tension  σ . If the wall is hydrophilic, then the value of the wall 
surface tension for the liquid phase is lower than for the gas phase,  liquid gas σ σ < . In the case 
of a hydrophobic wall, the relation is reversed,  liquid gas σ σ > .  
While a single hydrophilic or hydrophobic wall can change the local concentration 
close to the wall, the overall effect on the fluid is often small, even if a monatomic layer of 
gas is formed (42,43). The stable bulk phase remains stable at macroscopic distances from a 
single wall.  
If the fluid is confined in a narrow slit of two parallel walls, surface effects are much 
larger and gas phases can form more easily because the fluid inside a slit is in contact with 
two walls (Fig. 1), see Fig. 2 and 3 of reference (4). Each wall contributes a surface term of 
the form  A σ  to the grand potential so that the resulting grand potential for a fluid inside a 
slit is given by  
  Ω of Slit:      2 slit pV A σ Ω = − + .  (1) 
Since  the  volume  inside  the  slit  is  V AL =   where  L  is  the  slit  width,  the  grand 
potential can be divided by the surface area and takes the form      2 slit A pL σ Ω = − + . The 
grand potential depends linearly on the slit width L. The slope of the grand potential (per 
area) is the negative of the pressure and the offset is given by twice the wall surface tension. 
The hydrophilic slit has a wall surface tension for liquid more negative than for a 
gas:  ( ) ( ) hydrophilic hydrophilic liquid gas σ σ < . Furthermore, it follows from the form of the 
grand potential in the bulk,  pV − = Ω  that the pressure in a stable bulk liquid is larger than 
in the gas phase at the same chemical potential, i.e.,  liquid gas p p > , because the stable bulk 
phase corresponds to the lowest grand potential at a given chemical potential. The grand 
potential (per area) for a hydrophilic slit is schematically plotted as a function of the slit 
width L in Fig. 2. The full line shows the grand potential (per area) for the liquid phase. The Bubble Gating  Roth et al 
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dashed  line  shows  the  grand  potential  (per  area)  for  the  gas  phase.  One  finds  that, 
independent of the slit width L, the grand potential (per area) for the liquid phase is more 
negative than that the grand potential (per area) for the gas phase because the pressure in 
the liquid is larger than in the gas and the surface tension of the liquid is smaller than for the 
gas. The liquid phase in the hydrophilic slit is thermodynamically stable for all values of L
 : 
its grand potential is more negative than the grand potential of the gas phase. A bubble of 
gas  will  not  form  in  a  hydrophilic  slit.  The  presence  of  two  hydrophilic  walls  cannot 
destabilize the liquid phase, under these conditions.  
In Fig. 3 we plot schematically the grand potential (per area) of a fluid inside a 
hydrophobic slit. The offset of the two lines for liquid and gas phases in a hydrophobic slit 
are reversed compared to Fig. 1 because now  ( ) ( ) hydrophobic hydrophobic liquid gas σ σ > . In 
the hydrophobic case the curve describing the grand potential (per area) in the liquid and 
the curve describing the grand potential in the gas phase can intersect and cross each other. 
The intersection point, at which the grand potential for the liquid phase equals precisely that 
for the gas phase, is called the phase transition point for capillary evaporation.  
In  the  hydrophobic  case  of  Fig.  3  the  transition  depends  on  slit  width  L.  For 
sufficiently large slit width L, the grand potential (per area) for the liquid phase is more 
negative than that for the gas phase and the liquid phase is the stable phase. For small 
values of L, however, the grand potential (per area) of the gas phase (in the hydrophobic 
case) is more negative than that for the liquid phase. Then the gas phase becomes the stable 
phase. If L changes for some reason or other — because of an external intervention, for 
example — the system contents can switch phase, from gas to liquid or vice versa.  
We propose that channel proteins are built to change L (or something equivalent), 
thereby creating a pseudo-phase change in the channel, which is blocked by a bubble when 
the channel is filled with a bubble of gas, and open when the channel is filled with a liquid. 
In this view, the bubble is the gate that controls the conductance of the channel, switching it 
stochastically from nearly zero to a single open value, see eq. (6) 
Morphometric approach. Biological and engineering systems use complex geometries to 
make devices and machines utilizing thermodynamic driving forces and so it is useful to 
cast theory and simulations in a form that displays the separate effects of structure and 
physics. To study bubbles in a complex geometry like that shown in Fig. 4 we use the 
morphometric  approach  (70-74)  to  separate  the  role  of  geometrical  confinement  and 
thermodynamics in capillary evaporation for ‘capillaries’ of different size, ranging from 
atomic to mesoscopic. Density functional theory (4,58,91,92) is explained in (75) in the 
context of the properties of inhomogeneous fluids (76) and the morphometric approach is 
developed in detail with extensive discussion in (70-74).  
The morphometric form of the grand potential of a fluid confined by a complexly 
shaped wall is given by  
  Ω of Confined Fluid:   pV A C X σ κ κ Ω = − + + +   (2) Bubble Gating  Roth et al 
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where the first two terms are the volume and surface terms, described earlier. The new 
terms describe the effect of curvature on the grand potential (see (93) for further curvature 
effects). The geometrical measures C and X are the integrated (over the surface area) mean 
and  Gaussian  curvatures  of  the  wall  (70-74)  and  the  corresponding  thermodynamic 
coefficients κ  and κ  are bending rigidities. Morphometric theory (70-74) is an accurate 
theory that separates geometry and thermodynamics and so thermodynamic coefficients are 
independent  of  geometry  and  scale  (e.g.,  the  size  of  the  capillary)  and  can  be  applied 
universally in many geometries; changing the geometry will only change the geometric 
coefficients,  not  the  thermodynamic  coefficients,  as  illustrated  for  example  in  Roth’s 
physical analysis of capillary evaporation, reference (4). As the pore becomes more narrow 
the terms proportional to C and X in eq. (2) become more important and describe accurately 
this highly confined fluid. 
Channel Gate: Grand Potential. In the following we employ the morphometric approach 
to describe the thermodynamic state of the fluid inside a hydrophobic gate. We focus only 
on the gate, assuming (for simplicity) that other parts of the channel are not affected by the 
presence or absence of a bubble. When we explicitly describe the gating of a channel, the 
geometry of the channel is represented as an idealized K channel (Fig. 4). In other cases we 
use a simple regular cylinder to illustrate our ideas. The previous discussion motivates a 
model  in  which  a  gate  can  either  be  filled  with  fluid  that  allows  ion  flux  through  the 
channel, or be blocked by a bubble and thereby stop ion flux.  
Our model — specified in detail in reference (4) — represents gating as the transition 
between a pair of equilibrium states with grand potential either  open Ω  or  closed Ω , the more 
negative grand potential being the more probable, ignoring nonequilibrium effects. 
Ω of open gate:  open l gate l gate l gate pV A C σ κ Ω = − + +   (3) 
where  the  thermodynamic  coefficients  l p ,  l σ ,  and  l κ   describe  the  pressure,  the  wall 
surface  tension,  and  the  bending  rigidity  of  the  liquid  in  the  gate.  The  corresponding 
geometrical measures are  gate V , the volume inside the gate,  gate A , the surface area accessible 
to  the  liquid,  and  gate C   the  integrated  mean  curvature  of  the  accessible  surface  area, 
describe  the  structure,  the  geometrical  configuration  of  the  gate.  Note  that  in  all  the 
geometries used here the integrated Gaussian curvature X vanishes and so Eq. (3) has only 
three terms. 
The grand potential of the gate in the closed state is more complicated because the 
gate  is  partially  filled  by  the  liquid  and  partially  filled  by  the  gas  with  two  liquid-gas 
interfaces bounding the bubble. From eq. (2) & (3) and following reference (4), the grand 
potential for the closed state is given by  Bubble Gating  Roth et al 
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  Ω of Closed Gate: 
( )
1 2
l l l
closed l gate l gate l gate
g g g
g gate g gate l gate
lg lg lg
pV A C
p V A C
A A
σ κ
σ κ
σ
 Ω = − + +
  − + + 

+ +  
  (4) 
In Eq. (4), the thermodynamic coefficients marked with subscript l ( l p ,  l σ , and  l κ ) 
describe the liquid part filling the gate, while  g p ,  g σ , and  g κ  describe the gas bubble in the 
gate. The term  ( )
1 2
lg lg lg A A σ +  accounts for the two liquid-gas interfaces forming at the top 
and  at  the  bottom  of  the  bubble  with  surface  area 
1 2
lg lg A A +   and  the  liquid-gas  surface 
tension  lg σ . The geometrical measures in eqs. (3) and (4) are related. The total volume  gate V  
of the gate is the volume filled by liquid plus the volume filled by gas 
g l
gate gate gate V V V = +  
with  corresponding  area 
g l
gate gate gate A A A = +   with  total  (i.e.,  integrated)  mean  curvature 
g l
gate gate gate C C C = + .  
The difference in grand potential ∆Ω between open and closed states determines the 
probability of opening and so this is the quantity of interest in our model. The difference 
∆Ω is the driving force for gating: 
∆Ω, the Driving Force For Gating:   
( )
1 2
closed open
g
gate
g
gate
g
gate
lg lg lg
p V
A
C
A A
σ
κ
σ
 ∆Ω = Ω −Ω

 = −∆ ⋅
  +∆ ⋅ 

+∆ ⋅ 
 + ⋅ +  
  (5) 
If ∆Ω is positive then the gate is most probably in the open state, because the open state is 
thermodynamically favorable over the close state. If ∆Ω is negative, the closed state is most 
probable.  Here,  g l p p p ∆ = − ,  g l σ σ σ ∆ = − ,  and  g l κ κ κ ∆ = − .  ∆Ω  is  a  macroscopic 
measure  of  atomic  scaled  quantities.  The  morphometric  version  (70-74)  of  density 
functional  theory  shows  that  atomically  narrow  pores — in  which  the  size  of  water 
molecules  and  natural  grain  of  protruding  sidechains  are  significant — are  accurately 
described by variables of this type, as illustrated by Roth’s theory of capillary evaporation, 
reference (4).  
The  physical  interpretation  of  eq.  (5)  is  important.  The  first  term  in  eq.  (5),  the 
volume term 
g
gate p V −∆ ⋅ , always favors the stable bulk phase in the gate, which is the liquid 
phase,  although  it  is  often  small  in  tiny  channels.  Therefore  the  volume  term  helps  to 
stabilize the open state of the gate.  Bubble Gating  Roth et al 
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Making  the  liquid-gas  interface  of  a  bubble  costs  the  energy  of  two  liquid-gas 
interfaces  ( )
1 2
lg lg lg A A σ ⋅ +  and so this term also works in favor of the open state of the gate. 
The curvature term 
g
gate C κ ∆ ⋅  is also positive in a cylinder, favoring an open state and so the 
only term that can make the gating driving force ∆Ω favorable for bubble formation (i.e., 
make  0 ∆Ω < ) is the surface term 
g
gate A σ ∆ ⋅ . (The gate is hydrophobic in our model, with 
0 σ ∆ < . Note that more realistic models of channel structure would have regions where 
g
gate C κ ∆ ⋅  might have different values (93), and even be negative. Those regions might have 
specific roles in channel gating.) Only the interaction between the fluid in the gate and the 
hydrophobic  wall  can  overcome  the  attractive  inter-particle  interaction  between  fluid 
particles, destabilize the liquid phase, and create a gas bubble. Bubbles can form only if the 
wall-fluid interaction is sufficiently hydrophobic and the gate is sufficiently narrow. Only 
then can the surface term 
g
gate A σ ∆ ⋅  overcome the sum of the other terms.  
Influence of hydrophobic gases: Dissolved gases are known to have striking effects on 
channel  gating  (even  at  small  excess  pressures — ~ 1-2  atm — that  themselves  have  no 
effect on gating (79,88)) and so it is interesting to study the effects of a small concentration 
of hydrophobic gas dissolved in the liquid on bubble formation in the gate of our model. 
We compute a small concentration of dissolved gas modeled as spheres with a square-well 
water-gas interaction with the diameter of xenon. If the interaction of the gas with water is 
weaker than the interaction of water with water, the gas is hydrophobic. Here we fix the 
water-gas interaction so the solubility of the gas is similar to that of xenon in water. 
The behavior of the liquid with dissolved gas is nearly the same as that of the pure 
liquid  because  the  small  concentration  of  gas  hardly  changes  the  pressure  pl ,  the  wall 
surface tension  l σ , or the bending rigidity  l κ  only slightly. The effects of the dissolved 
gases  can  still  be  dramatic  because  the  bistable  process  of  bubble  formation  depends 
sensitively on the differences  , p σ ∆ ∆ , and  κ ∆  that appear in eq. (5). 
If the bubble is mainly filled by particles of the hydrophobic gas then it is clear that 
the difference of the thermodynamic coefficients  , p σ ∆ ∆ , and  κ ∆  that appear in eq. (5) 
change  significantly  from  their  corresponding  values  without  dissolved  gas.  Hence  the 
gating mechanism we propose here will depend sensitively on concentration of a dissolved 
hydrophobic gas and on the hydrostatic pressure, (only) when dissolved gases are present.  
Open and Closed Probability. The ratio of the probability of finding the gate in the open 
state to the probability of finding it closed is written in traditional form (94) as the ratio of 
the corresponding Boltzmann factors 
Probability:  ( )
( )
( )
exp
exp
exp
closed closed
open open
P
P
β
β
β
− Ω
= = − ∆Ω
− Ω
  (6) 
where  ( ) 1 B k T β =  and, as usual,  1 closed open P P + = , so the open and closed probabilities are  Bubble Gating  Roth et al 
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  Probabilities:  ( )
( )
( )
exp 1 ;
1 exp 1 exp
open closed P P
β
β β
− ∆Ω
= =
+ − ∆Ω + − ∆Ω
  (7) 
Note  that  the  grand  potential  of  the  closed  state  used  for  the  computation  of 
probabilities corresponds to the minimum of the grand potential with respect to (a measure 
of the) size of the bubble. (The grand potential of the closed state  closed Ω  in eq. (6) should 
really be called  { } closed Ω min .) This minimum was found analytically from eq. 4 with the 
geometric measures expressed as functions of bubble axial length. The minimum of grand 
potential corresponds to a bubble length substantially greater than zero because states with 
shorter bubble lengths have a larger grand potential and thus are not stable. 
Computational Details. Phenomena such as capillary condensation, capillary evaporation 
or bubble formation, are generic for fluids below their critical temperature but whether they 
are  actually  used  by  biological  channels  remains  to  be  seen,  and  is  fundamentally  an 
experimental question. Until that is settled, i.e., until measurements are made of fluid, gas, 
ions and side chains inside a protein channel, we feel it appropriate (and judicious) to use 
the simple models described in detail in reference (4).  
We use, for example, a simple square well model of fluids to describe our solvent 
following reference (4) and other users of Density Functional Theory reviewed in (75), see 
also (74,92,95-97). 
Square Well Fluid  ( )
2
2 2
0 otherwise
HS
sw HS sw
r R
V r R r R ε
∞ < 
 = − ≤ < 


    (8) 
with the hard core radius  HS R ; depth of the attractive potential  ε − ; and the range (i.e., 
width) of the square well given by  sw R . 
As described by Eqs.(1)-(3) in reference (4), the full interaction potential is split into 
a hard-core reference  part and a square well attraction part. The  resulting functional is 
minimized in an infinitely long cylindrical pore with diameter  cyl d . As output we obtain the 
density profile  ) (r ρ of the fluid in the cylindrical pore (see Fig.2 of reference (4)) and the 
grand potential  )] ( [ r ρ Ω  of the system — shown by the symbols in Fig. 3 of reference (4) —
 as function of  cyl d . Having calculated both the density profile and the corresponding grand 
potential for various values of  cyl d  we can separate the results into a liquid branch, with 
liquid-like  density  distributions  in  the  pore,  and  a  gas  branch,  with  gas-like  density 
distributions in the pore. We determine the value of the morphometric coefficients  l p ,  l σ , 
and  l κ  by least-squares fitting the morphometric form of the grand potential in cylindrical 
geometry to our numerical results for the liquid branch of the grand potential (see full line 
in Fig. 3 of reference (4)). Similarly we determine the value of  g p ,  g σ , and  g κ  by a fit to 
our results for the gas branch of the grand potential (see dashed line in Fig. 3 of reference Bubble Gating  Roth et al 
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(4)). In order to calculate the grand potential in our model gate geometry we make use of 
the separation of the morphometric form into geometrical measures and thermodynamic 
coefficients (70-74). This separation means that the thermodynamic coefficients, which we 
determined in a cylindrical geometry, are independent of the geometry and can be applied 
universally in all geometries, including our model of the geometry of the channel gate.  
When we consider a mixture of water and xenon inside the pore we obtain—as a 
result of the minimization of the functional—the inhomogeneous density distributions of 
both water and xenon, and the corresponding grand potential. From these data we determine 
the thermodynamic coefficients for the mixture. Since xenon is a hydrophobic gas, it tends 
to accumulate at the protein wall and thereby influences the interaction of the water and 
xenon mixture with the protein, which is measured in the surface tension and the bending 
rigidity. The concentration of xenon in the liquid phase is too small to have a noticeable 
effect  on  the  coefficients  l p ,  l σ ,  and  l κ .  However,  in  the  gas  phase  the  xenon 
concentration is sufficient to significantly influence the values of  g p ,  g σ , and  g κ , thereby 
changing the balance between the open and the closed state of the gate. 
Note  that  the  precise  numerical  values  of  the  thermodynamic  coefficients  are 
determined by the fluid interaction potential, with the calculations outlined in this section 
and shown in detail in reference (4). Clearly, a more realistic model of water including 
directional water-water bonds would change these values. But values of parameters of the 
models would have to be measured in the atomic scaled confines of a protein channel. 
Parameters of water in the bulk cannot be assumed to describe water confined on the atomic 
scale inside a specialized protein, an ion channel.  
The phenomenon of bubble formation and breaking, described here, depends on a 
balance between volume and surface terms rather than on the absolute value of certain 
quantities. With our choice of parameters we try to create a reasonably general model of 
this balance in water near a hydrophobic surface. 
Equilibrium assumptions. Our model represents gating as the transition between a pair of 
equilibrium states, ignoring nonequilibrium effects in the open channel or in the transition 
between states. This approach has ample precedent in channel biology (25), ranging back to 
Hodgkin and Huxley (94,98,99). In essence we assume that all additional contributions to 
the grand potential of the whole system (including nonequilibrium effects of flow) remain 
the same as the state of the gate changes. Dissipation of energy (e.g., generation of heat) as 
the bubble forms or breaks is ignored. 
Phenomena  such  as  capillary  condensation,  capillary  evaporation  or  bubble 
formation, described above are generic for fluids below their critical temperature. Since 
water-water interactions are very complicated and water-protein interactions are not well 
established, we perform here model calculations with a simple fluid and with idealized 
protein-fluid interactions. However, it is important to keep in mind that the phenomena 
described here are commonly observed in the most realistic atomic simulations available, 
for example, in (5-10,12-14,16-20), as well as in coarse-grained lattice models of confined Bubble Gating  Roth et al 
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water (6,8,10) and density functional models, see reference (4). By using a simple fluid and 
idealized protein-fluid interaction, it is possible to study the phenomena related to bubble 
formation in a hydrophobic gate systematically and also to add a hydrophobic gas in order 
to  study  the  influence  of  a  small  concentration  of  a  general  anesthesia.  More  realistic 
models of bulk fluids are not likely to be helpful because they cannot be safely assumed to 
be realistic models of fluids in atomic sized channels. Direct measurements of fluids in tiny 
channels  are  needed  to  establish  realistic  models  of  fluids  in  that  environment,  in  our 
opinion.  
Parameters of the model. The parameters for water used in our model calculations are 
1.2 B k T ε = ,  1.4Å HS R = , and  2.1Å sw R = . These parameters ensure that the square-well 
fluid at room temperature is significantly below the critical temperature while the liquid is 
relatively close to phase separation at 55 M, both important characteristics of water at room 
temperature.  
The channel protein is represented in our calculations as an external potential acting 
on the fluid inside the channel. Following the approach explained in (58), we represent the 
channel as a fluid of  hard spheres confined with a  hard wall potential that defines  the 
channel radius. The hydrophobicity of the wall is controlled by adding an additional short-
ranged  attractive  potential  well  close  to  the  protein  wall,  with  well  depth  attr U .  Two 
examples of the resulting protein-fluid interaction are shown in Fig. 6. 
We  take  advantage  of  the  separation  between  geometrical  measures  and 
thermodynamic coefficients to compute the thermodynamic coefficients. Density functional 
calculations are performed inside an infinitely long cylindrical channel of various diameters 
d as described in detail in reference (4). From the values of the grand potential  ( ) d Ω , as a 
function of the pore diameter d, we can extract the numerical values of the thermodynamic 
coefficients pl,  l σ , and  l κ  for the liquid phase. Calculations of the gas phase give us the 
values of the thermodynamic coefficients pg,  g σ , and  g κ  for the gas phase as described in 
detail  in  reference  (4).  Because  morphometric  analysis  separates  geometry  and 
thermodynamics (70-74), the thermodynamic coefficients computed this way are directly 
transferable to a more complex channel geometry. 
Parameters of hydrophobic gases. Hydrophobic gases are modeled by adding a second 
component to our fluid. The gases are hydrophobic because the (integrated) interaction of 
the  gas  with  the  water  particles  (described  by  a  square  well  potential  with 
SW 2.1Å,  5.6Å, HS R R = =  and  0.63 ε = ) is weaker than the interaction of one water particle 
with another. We repeat our density function theory calculations for a liquid and a gas 
inside an infinitely long cylindrical channel and extract the corresponding thermodynamic 
coefficients.  
The  influence  of  hydrostatic  pressure  at  a  fixed  temperature,  which  produces  a 
change in the fluid density, can be described by the isothermal compressibility  T c  that is 
defined as Bubble Gating  Roth et al 
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  1
T
T
V c
V p
∂   = −   ∂  
  (9) 
The bulk density of the fluid defined by  0 N V ρ =  changes when the hydrostatic pressure 
changes according to 
  ( ) ( ) ( ) 0 0 0 0 1 … T p p c p p ρ ρ = ⋅ + − +      (10) 
At room temperature,  ( )
1 2 0.44  10 GPa , T c
− − = ×  implying that the number density of water 
changes 0.44 % when a pressure of 10 MPa is applied. This seemingly small change is 
enough to modify both the solubility of xenon and also the balance of volume and surface 
forces  that  governs  bubble  formation  and  filling.  Bubble  formation  is  a  threshold 
phenomena sensitive enough that we must include effects on the density of bulk water. 
Comparison  with  SPC  water.  Understanding  the  physics  of  bubble  formation  and 
breaking requires a model of water that accounts for the balance between the cohesive 
volume forces (that come from water-water interactions) and surface forces (that come from 
protein-water interactions). In this section, we compare bubble formation computed with 
our morphometric treatment of a simple model of water eq. (8) with the computations of  
bubble formation of (100) who used the simple point charge ‘SPC’ model of water (101) 
and both molecular dynamics simulations and a reduced model. We adopt the geometry of 
(100) and their value of the hydrophobic interaction between water and wall (i.e., contact 
angle of 140°) and use our morphometric approach and our model of water to compute 
curves comparable (and in fact quite similar) to their Fig. 2A. 
Following (100), we consider the geometry depicted in their Fig. 1, which is given 
by  two  parallel  biaxial  oblate  ellipsoids  with  half-axes  σ σ ⊥ > ￿  and  a  center-to-center 
separation D. Assuming, like (100), that any bubble present fills the whole space between 
the two hydrophobic ellipsoids, we can specify the geometrical measures of the bubble as 
follows. The volume of the bubble is  
 
2 2 4
3 V D π πσ σ σ ⊥ ⊥ = − ￿  (11) 
The area of one hydrophobic surface is (100,102) 
  ( )
2
2
2 2
arccosh
w A
σ σ σ σ
π σ
σ σ
⊥ ⊥
⊥
⊥
 
  = +
  −  
￿ ￿
￿
  (12) 
with a mean curvature (integrated over the surface area) of (102) 
  ( )
2
2 2
1
4
arccos
. w C
σ σ σ
σ
σ σ
⊥ ⊥
⊥
 
  = +
  −  
￿
￿
￿
  (13) Bubble Gating  Roth et al 
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The surface area of the liquid/gas interface is (100) 
  2 . lg A D πσ⊥ =   (14) 
The ‘driving force’ for bubble formation is the difference in the grand potential eq. (5) 
between the two ellipsoids, one with a gas bubble and the other with liquid in between, ref. 
(100) 
  2 2 . w w lg lg p V A C A σ κ σ ∆Ω = −∆ ⋅ + ∆ ⋅ + ∆ ⋅ +   (15) 
For two ellipsoids, ∆Ω is a function of the center-to-center separation D and one can 
calculate the critical distance  c D  for which  0 ∆Ω = . This separation is 
  ( )
2
2
4 3 2 2
2
w w
c
lg
p A C
D
p
π σ σ σ κ
π σ πσ σ
⊥
⊥ ⊥
∆ ⋅ + ∆ ⋅ + ∆ ⋅
=
∆ ⋅ −
￿   (16)f 
We compare our estimates of  c D  with those of (100) in Fig. 5. The critical distance 
c D  was calculated in (100) with an equation similar to eq. (16) and compared to molecular 
dynamics simulations. In their computer simulations, σ￿ was fixed at 3.1 Å, while the value 
of σ⊥  was varied between 5 and 16 Å. Huang et al., (100) set the interaction between the 
hydrophobic ellipsoids and the SPC water so the contact angle was 140°. Fig. 5 shows the 
results of (100) for  c D  as a dashed line, together with the error bars of their molecular 
dynamics simulations, that estimate upper and lower bounds of simulations, as described in 
their paper. 
To compare against these results using the present morphometric approach, we use 
our model of water to calculate the differences in the thermodynamic coefficients  , p ∆   , σ ∆  
and  , κ ∆  as well as the surface tension of the liquid-gas interface  lg σ . Of these coefficients, 
p ∆  and  lg σ  are independent of the interaction of the hydrophobic ellipsoids with the water, 
while  σ ∆  and  κ ∆  depend on this interaction. To compute the results in Fig. 5, we chose 
the wall/water interaction in our model so that the contact angle was 140°, the same contact 
angle used in (100). Only the wall/water interaction (i.e., the hydrophobicity of the wall) 
was adjusted in our model to reproduce the system of Huang, et al., (100); the water/water 
interaction was not changed in any way and is the same as used in the rest of our paper. 
If  the  curvature  of  the  wall  is  neglected  (following  (100)),  the  morphometric 
approach  applied  to  our  simple  model  of  water  gives  the  dotted  line  in  Fig.  5.  The 
agreement  between  their  results  and  our  morphometric  approach  is  quite  good.  The 
agreement of our approach and the results of (100) improves even further if we take the 
curvature term (the term proportional to Cw) into account—see the solid line in Fig. 5. Both 
the  different  models  of  water  and  the  different  computational  methods  give  mutually 
consistent results, particularly when bubbles are small as in ionic channels. Bubble Gating  Roth et al 
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Results 
 
We first study the behavior of our model water eq. (8) in a reduced model, a simple 
cylindrical pore 12 Å in diameter and 24 Å long. This simple geometry surrounds a column 
of liquid water or a bubble of water vapor, depending on conditions and parameters that can 
change and modulate the physiological operation of an ion channel.  
The hydrophobicity of the pore wall changes the state of the water in the pore (see 
Methods: Fig. 2,3). The interaction between the pore wall and water is described in our 
model by the potential profile shown in Fig. 6. When the strength of the attractive part of 
this potential  attr U  is varied over a small range, the cylinder empties, i.e., the probability of 
finding liquid water in the pore is changed from a value close to one to a value close to zero 
(Fig. 7, solid line). A small change in  attr U  — just a fraction of  B k T  — changes the grand 
potential (eq. (5)) enough to dramatically change the probability of the ‘open’ (liquid-filled) 
state of the pore (eq. (7)). An ion channel  can ‘gate’ (i.e., open  or close, by filling or 
making a bubble) by  changing the hydrophobicity of  the wall just a small amount, for 
example by moving or exposing a hydrophobic side chain of the channel protein (13,103). 
The hydrophobicity of the wall would be a sensitive control parameter of gating in this 
case.  Allosteric  binding  sites  remote  from  the  channel  itself  could  produce  small 
conformational changes in the protein wall, changing its hydrophobicity thereby modulating 
or controlling gating. 
The transition between liquid and a vapor bubble in the channel pore has many of the 
properties  of  a  phase  transition,  but  strictly  speaking  the  transition  is  a  pseudo-phase 
transition because only a small number of molecules are involved. The effect of the number 
of cooperating molecules is shown by increasing the size of the cylinder tenfold (Fig. 7, 
dashed line). The larger cylinder shows a much sharper transition than the channel-sized 
system.  Systems  smaller  than  the  channel  pore  shown  here  will  produce  less  crisp 
transitions than shown in Fig. 7, other things being equal. 
In many ion channels, mechanical changes that narrow or widen a pore section have 
been observed and are thought to be important in gating (39,104-110). Our model shows 
how a small geometrical change might produce a very steep nearly ‘all-or-none’ behavior of 
the  current  through  a  single  channel  protein.  The  pseudo  phase  transition  of  bubble 
produces a sudden change of current, the opening and closing of a single channel. The 
pseudo phase transition makes the small change in pore size a highly effective controller of 
channel conductance, both in a single channel and in the ensemble of channels that makes 
its ionic conductance. The sensitivity of gating to diameter depends on the hydrophobicity 
of the wall.  
Figure 8 shows the dependence on diameter explicitly. A reduction of pore diameter 
by only 2 Å in the geometry of the small cylinder can produce much of the change in open 
probability (Fig. 8A). The vapor bubble of the pore switches off (‘blocks’) conduction in a 
pore much wider than a water molecule. The bubble stops ionic conduction and the pore Bubble Gating  Roth et al 
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does not have to be pinched off to a diameter less than that of the conducted particles to 
block conduction. Fig. 8B shows the open probability in a mesoscopic pore 10× larger than 
the channel pore. The transition between liquid and vapor bubble is much sharper in this 
larger  (now  mesoscopic)  pore  because  of  the  larger  number  of  water  molecules.  The 
transitions between open and closed occur at similar ratios of pore diameter to pore length, 
(‘aspect ratios’) in the small (nearly atomic, Fig. 8A) and the large (mesoscopic) pore (Fig. 
8B).  
These computations with a simple pore geometry are consistent with the idea that 
bubble filling and forming are the long-sought gating mechanism of ion channels (94,111-
113) — sometimes  seen  in  the  absence  of  channels  (33,45) — as  illustrated  in  the 
hydrophobic  gates  postulated  from  molecular  dynamics  simulations  (1-3,5-11,13,14,16-
20,114-122). Or in more formal language, our calculations show that a liquid/vapor bubble 
transition in a hydrophobic pore could produce the sudden change of conductance that is the 
defining characteristic of single ionic channels (22,23). This transition is a pseudo-phase 
transition  that  retains  steep  dependencies  on  pore  parameters  even  in  tiny  channels 
containing water columns only a few molecules in diameter. 
Gating in a KcsA-like channel geometry. The morphometric approach used to compute 
the thermodynamics of the confined water (70-74) allows easy calculation of the effects of 
geometry on gating, i.e., bubble formation. For example, channels that share the KcsA pore 
structure  have  been  proposed  to  gate  in  response  to  a  small  conformation  change. 
Specifically,  the  swinging  helical  protein  segments  about  a  ‘hinge’  (formed  by  glycine 
residues located near the central cavity (123,124)), is thought to narrow a pore section near 
the central cavity, on the intracellular side. Figure 4 shows a model in which the protein 
controls the diameter (on the intracellular side) of a conical pore section while the other 
diameter of the cone (on the extracellular side) is fixed equal to the diameter of the central 
cavity. Our computations show the effects of a specific movement in a specific model. We 
find that variation of the intracellular pore diameter sketched in Fig. 4 is enough to control 
the formation of a vapor bubble in this KcsA-like pore.  
Figure 9 shows a graph of the ‘open probability’ versus the controlling diameter. In 
our  view,  a  small  conformational  change  in  any  hydrophobic  channel-like  geometry  is 
likely to dramatically change bubble formation and filling (Fig. 7 and eqs. (5)-(7)). Here, 
bubble formation (i.e., gating) is controlled only by the diameter of the conical pore on the 
intracellular side (see Fig. 4). The relation between open probability and this diameter is 
less steep than that between open probability and the diameter of a cylinder, shown in 
Fig 8A. The difference is solely due to geometry. All other parameters of the model are 
fixed.  Specifically,  the  thermodynamic  coefficients  in  the  (change  in)  grand  potential 
(eq. (5))  are  the  same  in  both  computations,  so  that  only  the  geometrical  variables —
 volume, surface area, and integrated curvature — determine the (change in) grand potential. 
The  calculations  used  here  involve  only  a  small  amount  of  algebra  but  they  allow 
predictions of gating of pores of different shape or type. Simulations on the atomic scale 
involve  huge  computational  cost  and  must  be  redone  for  each  geometry.  The  small 
computational burden of our model allows bubble gating to be incorporated into complex Bubble Gating  Roth et al 
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schemes  of  gating  used  to  describe  activation,  deactivation,  inactivation  and  slow 
inactivation (53,125). The power of the morphometric approach (70-74) is that it separates 
geometry from thermodynamics and so allows easy understanding of changes in shape and 
size. A simple geometrical scaling rule depending on the aspect ratio seems to govern the 
transition, see reference (4). The aspect ratio of the pore cylinder determines the surface to 
volume ratio regardless of absolute pore dimensions. 
Bubble gating and general anesthesia. The mechanism of action of anesthetic gases and 
vapors  is  presently  unknown  (see  Discussion).  Various  kinds  of  ion  channels,  of  the 
transmitter-gated and potassium channel families, have been discussed as potential targets 
of general anesthetics (83,85,126) and references cited in discussion. These anesthetics are 
chemically diverse but their efficiency is correlated with their solubility in oil (127,128). 
Specific receptor sites of such anesthetics have not been found. The anesthetics rather are 
thought to act through an essentially non-specific ‘physical’ mechanism (87). We consider 
how a gaseous molecular species might modulate the  energy of the formation of a gas 
bubble in an atomic pore and in this way might control the open probability of a bubble-
gated ion channel. 
We model the simplest variety of general anesthetic, a noble gas species that has the 
hard-core diameter of xenon (83,85,126) and is attracted to water by a weak potential. We 
choose xenon because it is hard to imagine chemically specific reactions between this inert 
element and protein receptors.  Our  model  noble gas  dissolves in bulk water  much like 
xenon does (some millimoles at atmospheric pressure). Our ‘xenon’ is dissolved in a bulk 
water phase (at the equilibrium concentration of 10 mM), and the water/gas solution is 
equilibrated with a pore. Bubble formation in a (KcsA like) pore is changed substantially 
(Fig. 8). A gas bubble that closes the channel can more easily arise in wider pores when 
xenon is present than when xenon is absent. The curve relating open probability to pore 
diameter  2 d  (solid line in Fig. 8) is shifted toward larger  2 d , indicating that the presence of 
xenon shifts the equilibrium between open and closed states toward the closed state. Most 
of the effect of the general anesthetic is in the gas phase, i.e., in the bubble, not in the liquid 
phase. Indeed, some of the xenon will actually become a vapor in the bubble. 
The general anesthetic effect is known to be reversed by elevated pressure (a few 
atmospheres,  see  (79,88)  and  other  references  in  Discussion).  Indeed,  when  hydrostatic 
pressure  is  increased  in  our  model,  the  probability  of  the  open  channel  is  shifted  back 
approximately to the curve observed at atmospheric pressure without xenon (compare the 
dashed and dotted curves in Fig. 9). The effect of pressure on open probability is larger 
when xenon is present than when xenon is absent (compare the offsets between the high- 
and low-pressure curves computed with or without presence of xenon in Fig. 9). Thus, the 
open probability of the channel without anesthetic is much less sensitive to pressure than 
that  of  the  anesthetized  channel  as  shown  in  measurements  of  biological  channels  see 
(79,88) and other references in Discussion).  
These  computations  involving  xenon  suggest  a  specific  physical  mechanism  of 
general anesthetic gases, namely its action on bubble formation and filling. The atomic Bubble Gating  Roth et al 
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resolution details of the action of anesthetic gases and pressure are beyond the resolution of 
our methods and models. It is not clear that such details are needed to explain the action of 
general  anesthetic  gases  and  such  details  will  be  very  hard  to  determine.  Reliable 
simulations must be calibrated in an environment like that inside an (atomic scale) channel 
and performed on a biological time scale. Both calibration and time scale are challenging 
goals. Measurements of the atomic scale interactions of gas, water, ions, and side chains of 
the channel protein inside a channel are also likely to be difficult. 
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Discussion  
 
Bi-stable currents have been recorded by electrophysiologists from single channel 
proteins for nearly 30 years (22,23,129,130) and clearly (53) produce cellular phenomena of 
extraordinary  importance.  The  physical  basis  for  the  binary  nature  of  single  channel 
currents  is  not  clear,  however,  despite  the  best  efforts  of  a  large  community  of 
electrophysiologists. Here we propose that current flow through an open channel is blocked 
when  a  bubble  forms  ‘spontaneously’  in  a  hydrophobic  region  of  the  channel.  Many 
experiments in electrophysiology are terminated by air bubbles forming in the wet tubes of 
an  electrophysiology  ‘rig’;  the  bubbles  interrupt  the  flow  of  current  making  recording 
impossible. We suggest here that the very ion channels studied by these rigs could use an 
air bubble in their pore to control single-channel current in a switch-like manner. 
The thermodynamic analysis presented in this paper shows how microcapillaries like 
the pores of ion channels — that are nano, nearly pico-capillaries — can reversibly switch 
between  a  water-filled  (and  potentially  conductive)  state  and  a  vapor-locked  (non-
conductive) state. This kind of ‘gate’ is not among the mechanisms that appear in classical 
discussions of voltage or ligand gated ion channels ((25) chapter 19). The idea of a gas 
bubble forming inside a gated ion channel itself was not found in the channel literature 
before computational studies suggested the possibility (1-5,7,11,13) although it probably 
had occurred to workers who had seen gating in systems without channels (33,45).  
Simulations  of  dewetting.  Spontaneous  emptying  (and  re-filling)  of  channels  has  been 
seen  in  many  simulations  and  calculations  of  channels  and  narrow  spaces  (1-
3,5,7,11,13,15,45,114,116,118,121,131-148)  as  well  other  references  cited  previously  in 
this paper. Indeed, it has been seen so widely that we certainly have left important works 
uncited inadvertently.  
Simulations  and  calculations  show  that  spontaneous  emptying  and  refilling  is 
sensitive to many parameters and assumptions. By their very nature, wetting phenomena are 
sensitive to perturbations. The balance of cohesive and disruptive forces that produce a 
phase change is easy to disturb. Any perturbation — in nature or in calculation — is likely to 
cross a threshold and have a large effect on wetting or dewetting. 
Unstable threshold phenomena and phase changes are inherently (and necessarily) 
difficult to simulate reproducibly and convincingly because they depend on the difference 
of large forces. The sensitivity comes from the inherent physical properties of the system, 
and the concomitant properties of the mathematics describing the system, and not from any 
particular sensitivity or proclivity to error in one calculation, laboratory, or model. Small 
changes (or errors) in the simulation of forces will have large effects on their difference and 
this has been clearly described by many authors, much to their credit, in our view (see for 
example the extensive discussions of sensitivity (and thus reliability of results) in (7,8,149); 
in the abstract of (145); p. 153 of (3); and on p. 2892 of (13)). Thus, simulations of bubble 
forming  and  filling  are  sensitive  to  details  of  methods,  to  assumptions  and  artifacts  of Bubble Gating  Roth et al 
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calculation,  and  are  hard  to  reproduce  because  of  the  physics  involved  in  a  threshold 
process.  
It is difficult to persuade other scientists of the general significance of a simulation 
that  depends  on  the  special  details  of  calculations  and  assumptions.  Simulations  of 
molecular  dynamics  cannot  provide  convincing  evidence  for  a  general  mechanism  for 
gating  if  they  involve  large  extrapolations  in  time  (from  nsec  of  the  longest  duration 
simulations to biological time scales of µsec) and depend sensitively on interatomic forces 
hard to parameterize or use in more than one set of conditions, i.e., hard to transfer from 
one computation to another.  
Here, we use a unifying thermodynamic approach to show how gating transitions 
from closed to open can be explained by a general thermodynamic analysis of confined 
fluids. The analysis also explains why the simulation results are so sensitive to force field 
parameters (Fig. 7). We try to show that bubble forming and breaking are part of a general 
widely known phenomena of wetting and dewetting by liquids, including the spontaneous 
evaporation of fluid in confined fluids, i.e., capillary evaporation. We use thermodynamic 
scaling laws of confined fluids and the morphometric approach of density functional theory 
(70-74) that show how the macroscopic phenomena of capillary evaporation would behave 
on the atomic length scale of channels (4,58,92). We show how the effects of anesthetic 
gases and the effect of small hydrostatic pressures on anesthesia (79,88) can be understood 
naturally by their effects on bubbles in channels. 
Weaknesses in our analysis. Our model is limited by its lack of structural detail. The 
channel  structure  is  flexible  and  this  flexibility  may  enter  into  phenomena  like 
subconductance states and flickers in channel current. Obviously, some of the atomic detail 
of  channel  structure,  its  flexibility,  and  its  response  to  anesthetics  must  be  involved  in 
gating and our model will not resolve that. This flaw, however, is also a strength.  
The calculations of this paper show how bubbles can form, independent of detail, 
hopefully  motivating  the  experimental  measurements  needed  to  determine  if  channels 
actually use bubbles as their bistable hydrophobic gates. Simulations have been in a way 
too  sensitive  to  motivate  such  experiments.  Our  more  general  thermodynamic  analysis 
complements  the  simulations,  as  do  the  papers  of  (6,8,10).  Our  analysis  of  anesthesia 
supplements  the  simulations.  We  hope  both  will  help  motivate  the  needed  difficult 
experiments. Only experiments can show whether bubble formation and breaking contribute 
the instability needed to explain single channel records and are modulated by the channel 
protein to form the gating process so important in channel function.  
Proposed experiments. Our idea of bubble gating suggests specific experiments.  
(1)  Experiments  can  look  directly  for  bubbles  in  channels,  using  the  most  modern 
methods of molecular biology (150).  
Indeed, bubbles may already have been observed as volume changes associated with 
gating  (46,47)  although  this  view  was  not  universally  accepted  when  published 
(151,152)  Bubble Gating  Roth et al 
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(2) Biophysical experiments can check for the “… very remarkable … interactions of 
high pressure with anesthetic gases” (153) known from studies of high pressure and 
anesthetic gases on animals and man (87). Biophysical experiments can compare the 
effects of hydrostatic pressure and anesthetics (with and without pressure)  
(a) on channel gating and  
(b) on bubbles and their filling. For example, inert gases might anesthetize or 
create ‘rapture of the deep’ (nitrogen narcosis (77,79,154)) by filling ‘natural’ 
bubbles  normally  found  in  closed  channels,  thereby  changing  gating  (83-
85,126,155):  when  anesthetics  are  present,  hydrostatic  pressure  would  be 
expected to have substantial effects on bubbles in  channels (78,79,83-85,155-
158) as we find (Fig. 8 & 9). Pressure would modify the number of (previously 
dissolved) gas or anesthetic molecules in the bubble (and on its surface). Pressure 
in this case would alter the unstable balance between cohesive and disruptive 
forces and make the system cross a threshold between closed and open.  
On the other hand, pressure would have a relatively small effect on bubble 
gating  in  the  absence  of  dissolved  (e.g.,  anesthetic)  gases  (46,47,88,159-167) 
even if a substantial volume change occurs during gating because of a bubble 
formation or filling (46,47). Pressure might have a small effect on open channels 
or crevices in the protein because pressure might hardly change the diameter of 
an incompressible column of water. Pressure also would have a small effect on 
closed channels because changes in diameter would have little effect on a channel 
containing a bubble, until the bubble fills. Pressure would have a large effect on a 
channel containing a bubble only if anesthetic gases or molecules are dissolved in 
the  bulk  solution  and  so  can  fill  and  modify  ‘empty’  bubbles  in  channels  or 
crevices.  Indeed,  we  find  that  the  open  probability  of  the  channel  without 
anesthetic  is  less  sensitive  to  pressure  than  that  of  the  anesthetized  channel 
(compare the offsets between the high- and low-pressure curves computed with 
or without presence of xenon in Fig. 9). 
Our model of anesthesia fits with the “completely unspecific” (87, p. 3159) property of 
anesthetics, which do not follow the general receptor model of drug action. Anesthesia 
rather follows a general thermodynamic law (more or less) independent of the particular 
chemical nature of the anesthetic, the Meyer-Overton law relating partition coefficient and 
anesthetic action (87, and references cited there). 
More direct tests of bubble gating should be possible as biophysicists think through 
the  mechanism  suggested  here.  A  bubble  is  a  vacuum  phase  very  different  from  a 
condensed phase: the phase difference should have physical signatures. For example, the 
location and optical properties of chemical groups in the wall of the channel will change 
when a bubble forms or fills. The diameter of the channel is likely to change as well. 
Implications. The idea of capillary evaporation/condensation in channels being responsible 
for gating may also be a starting point for understanding other important phenomena. The Bubble Gating  Roth et al 
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large  spherical  structures  seen  in  the  structure  of  some  channel  proteins  (32,39)  may 
prevent bubbles from forming in those locations, or rather may make bubble formation 
much harder in the spheres, because of their small surface-to-volume ratio. If somehow 
bubbles did form in such spherical structures, they would be very stable, hard to fill, and 
thus would inactivate or desensitize channels and prevent current flow for long times. The 
amino  acids  that  form  the  surface  of  these  spherical  cavities  need  not  be  particularly 
hydrophobic to prevent bubble formation. The geometry will do that (mostly) and thus the 
amino acids in the wall might have permanently charged (i.e., acid or basic) or polar side 
chains in (for example) an α-helix. A spherical structure connected in series between two 
pores might be constructed to isolate bubbles in one pore from the other, leading to (more 
or less) independent gating processes, described by two probabilities multiplied together, as 
probabilities  are  multiplied  in  the  Hodgkin  Huxley  model  of  voltage  activation  and 
inactivation in Na channels (94,168).  
Transporters  seem  to  be  permanently  closed  ion  channels  that  open  reciprocally, 
only one end at a time. Many properties of transporters can be easily explained by the 
gating  phenomena  of  channels  called  activation,  inactivation,  and  slow  inactivation 
(25,52,54)  if  the  activation  and  inactivation  processes  (‘gates’)  are  in  series  and  if  the 
opening and closing of these processes are correlated so that one gate or the other is always 
closed (169-171). The closed gate can block the passive flux of gases, protons, or ions, with 
remarkably  little  leakage  (12,120,172-174).  Many  properties  of  transporters  could  arise 
from  correlated  bubble  filling  (and  formation)  in  straight  or  branched  channels  (175). 
Correlations of this sort are known to extend long distances (10 nm) in physical systems 
involving wetting and dewetting, p. 88 of (28). A single bubble could also produce sensitive 
correlated behavior in a Y shaped structure of a channel (175) or transporter (120,176), 
working  much  as  the  extraordinarily  voltage  sensitive  Y-branch  switches  work  in 
semiconductors (177-180).  
Bubble formation in our model pores is found to be very sensitive to pore geometry 
and  wall  hydrophobicity.  This  sensitivity  of  bubbles  involves  the  interplay  of  many 
contributions to the grand potential of the system and thus is difficult to predict in even 
simple  scenarios  without  numerical  analysis.  We  have  found  interesting  behaviors  of 
bubbles even in the few simple cases that we have studied and so a wealth of surprising 
bubble phenomena might be expected to occur and be used in real channel and transporter 
proteins, beyond those we have imagined. 
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Historical Appendix 
Instability in neurons, membranes, and channels 
 
 
A central phenomena studied by neurobiologists for a century (181) is the action 
potential, the electrical signal, the traveling wave, that carries digital information (“all or 
nothing”)  along  the  wires  of  the  nervous  system,  the  axons  of  nerve  cells.  The  action 
potential is a propagating wave, one of the original solitons. Action potentials are binary 
signals, bistable phenomena with thresholds: nerves respond qualitatively differently for 
small changes in input signals. An input slightly below threshold produces no output (far 
away). An input slightly above threshold produces a full output, namely an action potential 
that propagates indefinitely far away.  
The  sensitive  response  to  input  led  early  workers  to  propose  instability  “in  the 
membrane”  as  a  mechanism  of  the  action  potential.  The  ‘two  factor’  theory  (182)  of 
conduction  computed  the  action  potential  from  Rashevsky’s  and  A.V.  Hill’s  theory  of 
excitation  (183).  However,  direct  measurement  of  ionic  conductances  (the  summed 
properties of many ion channels) showed that the macroscopic system was stable when 
voltage  was  controlled  (184,185).  The  action  potential  arose  from  electrical  coupling 
(“positive electrical feedback”) between the current carried by channels and the number of 
channels  that  were  open,  mediated  by  the  voltage  change  accompanying  the  channel 
current.  Inward  channel  current  produced  a  positive  voltage  change  that  opened  more 
channels. If the voltage is clamped and so does not change (because the inward current is 
balanced by an outward current supplied by an amplifier), the system is unconditionally 
stable:  instability  in  macroscopic  conductances  does  not  cause  the  action  potential 
(54,94,186-188).  
Measurement of properties of a single channel protein shows instability, however, 
even  when  the  voltage  is  controlled  (22,129).  A  single  channel  opens  and  closes 
stochastically in a random telegraph signal. The probability of opening is a steep function of 
potential, but a single channel itself is unpredictable. The opening process has been (almost 
always) explained as a conformational change (25), but this idea has been too vague to be 
tested  clearly,  and  has  led  to  more  complex  models,  some  involving  hundreds  of  rate 
constants,  rather  than  more  specific  or  physical  explanations.  The  idea  that  the 
conformation change is (mostly) a change in the shape of the electric field — and not mostly 
a change in the location of atoms of the protein — is more promising (175,189) but also has 
not led to specific or testable models or predictions for gating. So far, the instability of 
single channels has been described much more than explained.  
Here we propose that bubble formation and breaking are the physical mechanisms of 
single  channel  instability.  We  replace  and  downsize  “instability  in  the  membrane”. 
Instability is now in bubbles in the channel. We suggest that the sensitivity of channels on 
the atomic scale arise (in large measure) from the instability of bubble formation and filling. 
The sensitivity of macroscopic systems of channels thus arises from instability as originally Bubble Gating  Roth et al 
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postulated by (then) Mr. Hodgkin (190), but in our model the instability is produced by a 
bubble within a channel protein, not by a nerve membrane. Thermal noise is too small to 
create instability in a nerve cells or endings, as was shown some time ago (191) because 
those are macroscopic systems. Even the open channel is too large to show biologically 
significant noise (192-194). Thermal noise acting on the unstable balance of cohesive and 
surface forces in an atomic size channel may be enough to cause biologically significant 
effects — by modulating bubbles and thus gating — thereby producing the fluctuations that 
the young Hodgkin sought so long ago, and are now seen in single channels (22,129) of 
hundreds of types of proteins (21). The mathematics of the time dependence of bubble 
formation might turn out to resemble the mathematics of excitation proposed by Rashevsky 
and Hill (182,183).  
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Figure 1. Schematic drawing of a fluid inside a slit of two parallel walls. The slit width is 
L and the area of the wall is A. The volume in the slit is V A L = ⋅  . In the 
thermodynamic limit,  , A→ ∞  so the total volume is infinite. 
 
Figure 2. Schematic plot of the grand potential per area  A βΩ  of a liquid and a gas in a 
hydrophilic slit as a function of the slit width L. The properties of the liquid 
define the solid line; the pressure in the liquid sets the slope of the solid line. 
The properties of the gas are define the dashed line; the pressure in the gas 
sets the slope of the dashed line. The pressure in the liquid phase is larger 
than the pressure in the gas phase. The wall surface tension for the liquid 
defines the vertical oﬀset of the lines and is more negative than for the gas. 
Thus, the grand potential for the liquid is always more negative than for the 
gas. As a result the liquid in a hydrophilic slit remains stable (independent of 
the slit width ) and no gas bubble forms.  
 
Figure 3. Schematic plot of the grand potential Ω of a liquid and a gas in a hydrophobic 
slit as a function of the slit width L. In this hydrophobic case, the grand 
potential (per area) of the liquid (full line) and the gas (dashed line) phase 
can intersect. The intersection point marks the capillary evaporation phase 
transition. To the right, liquid fills the slit; to the left a bubble of gas will 
form and fill the slit. Note the comparison to the hydrophilic case of Fig. 2, 
where bubbles cannot form because the offsets are interchanged compared to 
the hydrophobic case shown here. The offsets are given by twice the wall 
surface tensions.  
 
Figure 4. A simplified model of the KcsA channel. In our model, bubbles form on the 
hydrophobic side of the channel below the semi-spherical cavity. The 
hydrophilic selectivity filter is on the extracellular side. The hydrophobic 
gate is shown in two possible conformations, starting from a diameter of 
2 12Å d =  and closing to diameter  2 4Å d = . We consider bubble formation 
as d2 changes. Confinement by a hydrophobic region is likely to be required 
to make bubbles persist long enough to observe them or their biological 
effects, e.g., to make bubbles ‘stable’. 
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Figure 5. Comparison with other calculations that used SPC water. The critical separation 
c D  at which bubbles form between two hydrophobic ellipsoids. The dashed 
line and the error bars are taken from (100) and represent results from their 
molecular dynamics simulations with SPC water. The dotted line is the result 
of our morphometric approach when the curvature of the wall is neglected, 
as in the thermodynamic treatment of (100). The solid line is the result of our 
morphometric approach, but taking the curvature of the ellipsoids into 
account. The agreement between our approach using a simple water model 
(8) and the computer simulations of SPC water is very good. Indeed, it is 
nearly quantitative at small values of σ⊥  of interest in ion channels. 
 
Figure 6. The protein-fluid interaction potential  ( ) ext U u  of our model as function of the 
normal distance u from the protein. The case  0 attr U β =  (red curve) labels the 
most hydrophobic case in which the protein-fluid interaction is purely 
repulsive. The potential well (of depth  attr U ) is short ranged and makes the 
protein-fluid interaction less hydrophobic. The specific case illustrated by the 
blue curve has  1 attr U β = −  and is significantly less hydrophobic than the 
case illustrated by the red curve where  0 attr U β = .  
 
Figure 7. Probability Popen of a conducting channel, in tiny ‘atomistic scale’ and 
‘mesocopic’ scale channels. Popen on the atomistic scale (solid curve) is the 
probability of finding liquid in a cylindrical pore of diameter  12Å cyl d =  and 
height  2 24Å cyl H d = = . Popen on the mesoscopic scale (dashed/blue curve) 
is the probability of finding liquid in a cylindrical pore of diameter 
14nm cyl d =  and height  2 28nm cyl H d = = . The abcissa is the 
hydrophobicity defined here by  attr U . Hydrophobicity of  1 attr B U k T = −  
means the wall is very hydrophobic and  0 open P ￿ . Hydrophobicity of 
2 attr B U k T = −  means the wall is very hydrophilic and  1 open P ￿ . 
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Figure 8. Probability Popen of a channel with atomistic or with mesoscopic dimesions. The 
left panel (A) shows the probability Popen of finding liquid in a cylindrical 
pore of diameter  12Å cyl d =  and height  2 24Å cyl H d = =  as a function of the 
pore diameter  cyl d . A wide channel with  14Å cyl d =  is conducting, i.e., filled 
with liquid and  1 open P ￿ . A narrow channel with  8Å cyl d =  is nonconducting, 
blocked by a bubble with  0 open P ￿ . The right panel (B: note different units) 
describes a mesoscoic channel  12nm. cyl d =  The transition between a 
conducting (open) and a nonconducting (closed) cylinder is much steeper in 
the larger mesoscopic scale pore, because more particles are involved in the 
transition. In the case of a macroscopic pore, the transition would be even 
steeper. 
 
Figure 9. Anesthetic action on open probability. Probability Popen of a conducting 
channel, i.e., probability of finding liquid in the pore shown in Fig. 4 as a 
function of the diameter of the intracellular gate  2 d . The solid line is without 
anesthetic. The dashed curve is computed for xenon (as defined in the text) 
and shows a large anesthetic effect, i.e., the probability of opening is 
dramatically decreased at an diameter  2 d . Xenon is computed at 
concentration 10
-2
 M. 
 
Figure 10 Anesthetic and hydrostatic pressure effects on open probability. The figure is 
similar to Figure 8 but here xenon is appplied with and without hydrostatic 
pressure. We apply enough xenon so that a given amount is dissolved in the 
bulk water. The hydrostatic pressure is then varied while keeping the 
concentration of xenon in the bulk water fixed. (We do not apply a higher 
pressure of Xe.) The solid line is the solid line of Figure 9, namely no 
hydrostatic pressure and no anesthetic. The dashed line is the dashed line of 
Figure 9, namely xenon without hydrostatic pressure. The dotted line is 
xenon plus hydrostatic pressure, showing that pressure reverses the effect of 
the anesthetic gas. The dashed dot line shows the effect of hydrostatic 
pressure without gas and when 10 MPa of hydrostatic pressure is applied.  
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Figure 3 
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Fig. 4 
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Figure 5 
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Figure 6 
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Figure 7 
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Figure 8A 
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Figure 8B 
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Figure 9 
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Figure 10 
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