Abstract. We study the problem of encoding the positions the top-k elements of an array A[1.
Introduction
We consider the problem of encoding range top-k queries over an array of distinct values A[1..n]. Given an integer 1 ≤ k ≤ n, we wish to preprocess A and create a data structure that can answer top-k-pos queries: given two indices i and j, return the positions where the largest k values in A[i..j] occur.
The encoding version of the problem requires this query to be answered without accessing A: this is useful when the values in A are intrinsically uninteresting and only the indices where the top-k values occur are of interest. An example is auto-completion search in databases and search engines [13, 15] . Here, as the user types in a query, the system presents the user with the k most popular completions, chosen from a lexicon of phrases, based on the text entered so far. Viewing the lexicon as a sorted sequence of strings with popularity scores stored in A, the indices i and j can specify the range of phrases prefixed by the text typed in so far. Similarly, in document search engines, A could contain the (virtual) sequence of PageRank values of the pages in an inverted list sorted by URL. Then we could efficiently retrieve the k most highly ranked documents that contain a query term, restricted to a range of page identifiers (which can model a domain of any granularity). An encoding data structure for top-k queries will allow us to reduce the amount of space needed to perform these searches in main memory.
One can always use a non-encoding data structure (i.e., one that accesses A during the execution of queries) for top-k-pos, such as that of Brodal et al. [4] , on an array A that contains the sorted permutation of the elements in A, and thus trivially avoid access to A at query time. This yields an encoding that uses O(n) words, or O(n lg n) bits, of memory and answers top-k-pos queries in optimal O(k) time. We aim to find non-trivial encodings of size o(n lg n) bits (from which, of course, it is not possible to recover the sorted permutation, but one can still answer any top-k-pos query). As we prove a lower bound of Ω(n lg k) bits on the space of any top-k encoding, non-trivial encodings can exist only if lg k = o(lg n). This is a reasonable assumption for the aforementioned applications.
Related work. The encoding top-k problem is closely related to the problem of encoding range maximum query (RMQ), which is the particular case with k = 1: RMQ A (i, j) = argmax i≤p≤j A [p] . The RMQ problem has a long history and many applications [2, 3, 12] , and the problem of encoding RMQs has been studied in [8, 19] . In particular, Fischer and Heun [8] gave an encoding of A that uses 2n + o(n) bits and answers RMQ in O(1) time; their space bound is asymptotically optimal to within lower-order terms. We are not aware of any work on top-k encoding for k > 1.
Our work is also related to range selection, which is to preprocess A to find the kth largest element in a range A[i..j], with i, j, k given at query time. This problem has recently been studied intensively in its non-encoding version [5, 6, 9, 10, 14] . Jørgensen and Larsen [14] obtained a query time of O(lg k/ lg lg n+ lg lg n), very recently improved to O(lg k/ lg lg n) by Chan and Wilkinson [6] , both using Θ(n) words, i.e., Ω(n lg n) bits. Jørgensen and Larsen [14] introduced the κ-capped range selection problem, where a parameter κ is given at preprocessing time, and the data structure only supports selection for ranks k ≤ κ. They showed that even the one-sided κ-capped range selection problem requires query time Ω(lg k/ lg lg n) for structures using O(n polylog n) words, and the result of Chan and Wilkinson is therefore the best possible. Although the problems we consider are different in essential ways, we borrow some techniques, most notably that of shallow cuttings [6, 14] , in some of our results.
Contributions. We present new lower and upper bounds shown in Table 1 , where we assume that the word RAM model has word size of w = Ω(lg n) bits, for the following operations on encoding data structures for one-and two-sided range selection and range top-k queries and for any 1 ≤ i ≤ j ≤ n. We make heavy use of rank and select operations on bitmaps. Given a bitmap B[1..n], operation rank b (B, i) is the number of occurrences of bit b in the prefix
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Lower bounds
For queries kth-pos(i) and top-k-pos(i), we give a lower bound of Ω(n lg k) bits on the size of the encoding. Assume for simplicity that n = k, for some integer . Consider an array A of length n, with A[i] initialized to i, for 1 ≤ i ≤ n, and re-order its elements as follows: take − 1 permutations π j of size k, 0 ≤ j < − 1, and permute the elements in the subarray A[jk + 1.
for any x ≤ jk and y > jk. We now show how to reconstruct the − 1 permutations by performing several kth-pos queries on the array A. By the above property of A, the position of the k-th value in the prefix A[1..jk + i − 1] is the position of value (j − 1)k + i, for any 1 ≤ j < and 1 ≤ i ≤ k. This position is (j − 1)k + π −1 j−1 (i). Then, any π j−1 can be easily computed with the k queries, kth-pos(jk
Similar arguments apply to top-k-pos(i) as well, even if it gives the results not in order: using the array A above, kth-pos(i) is precisely the element that disappears from the answer when we move from top-k-pos(i) and top-k-pos(i+1). Encoding of an array A of length n to support kth-pos and top-k-pos queries, for k = 3. The encoding consists of a bitmap P of length n = 18 with n = 13 ones, and a string X of length n over the alphabet [1. .k].
Upper bounds and encodings
We first consider query kth-pos(i). We scan the array from left to right, and keep track of the top-k values in the prefix seen so far. At any position i > k, if we insert A[i] into the top-k values, then we have to remove the k-th largest value of the prefix A[1..i − 1]. The idea to solve these queries is to record the position of that leaving k-th largest value, so that to solve kth-pos(i) we find the next i > i where the top-k list changes, and then find the value leaving the list when A[i ] enters it. This one was the k-th largest value in A[1..i]. We wish to store this data using O(n lg k) bits.
We store a bit vector P of length n, where P [i] = 1 iff a new element is inserted into the top-k values at position i (or equivalently, the k-th largest value of A[1..i − 1] is deleted at position i). Let n ≤ n be the number of ones in P . The first k bits of P are set to 1. We encode P using n + o(n) bits, while supporting constant-time rank and select operations on it [7, 16] .
Further, we store string X of length n , such that X[j] = j for 1 ≤ j ≤ k, and Note that X is a string of length n over the alphabet [k] . Hence, X can be encoded using (1 + (k))n lg k bits, so that select is supported in O(1) time and access in O(1/ (k)) time [11] , for any (k) = O(1) (including functions in o (1)). On top of this we add O(n lg lg k) bits. to support in constant time partial rank queries, of the form rank X[i] (X, i). This is obtained by storing one monotone minimum perfect hash function (mmphf) [1] per distinct symbol c appearing n c > 0 times in X. The space for each c is O(n c lg lg(n /n c )) bits, which adds up to O(n lg lg k) by Jensen's inequality.
By the discussion above, for i < n we compute j = rank 1 (P, i) + 1, and α = X[j]. Then it holds kth-pos(i) = select 1 (P, select α (X, rank α (X, j) − 1)). This is correct because the top-k list changes when A[i] enters the list, and we find the next time X[j] = α is mentioned, which is where A[i] is finally displaced from the top-k list. Thus, this operation can be supported in O(1/ (k)) time, where the time to access X dominates. Theorem 2 follows.
Theorem 2.
Given an array A[1.
.n] and a value k, there is an encoding of A and k on a RAM machine of w = Ω(lg n) bits that uses n lg k +O( (k)n lg k) bits and support kth-pos(i) queries in O(1/ (k)) time, for any function (k) ∈ O(1) and (k) ∈ Ω(lg lg k/ lg k).
For supporting top-k-pos(i) queries we need a different query on X: Given a position j, find the rightmost occurrence preceding j of every symbol in [k] . This can be done in O(k) time using our representation of X [11] : The string is cut into chunks of size k. We can traverse the chunk of j in time O(k) to find all the last occurrences, preceding j, of distinct symbols 6 . For each symbol not found in the chunk, we use constant-time rank and select on bitmaps already present in the representation to find the previous chunk where it appears, and finally find in constant time its last occurrence in that previous chunk (as we have already chosen, for our purposes, constant-time select inside the chunks).
By the discussion above on the meaning of X, it is clear that the rightmost occurrences, up to position j = rank 1 (P, i) + 1, of the distinct symbols in [k], form precisely the answer to top-k-pos(i). Thus we find all those positions p in time O(k) and remap them to the original array using select 1 (P, p). Since we need only select queries on X, we need only n lg k + O(n) bits for it [11] .
Note the top-k positions do not come sorted by largest value. By the same properties of X, if the first occurrence of α after X[j] precedes the first occurrence of β after X[j], then the value associated to α in our answer is smaller than that associated to β, as it is replaced earlier. Thus we find the first occurrence, after j, of all the symbols in [k], analogously as before, and sort the results according to the positions found to the right, in O(k lg k) time. Thus Theorem 3 follows.
Theorem 3.
.n] and a value k, there is an encoding of A and k that uses n lg k + O(n) bits and supports top-k-pos(i) queries in O(k) time on a RAM machine of w = Ω(lg n) bits. The result can be sorted from largest to lowest value in O(k lg k) time. The encoding is a subset of that of Theorem 2.
Two-sided range top-k queries
We now consider the problem of encoding the array A[1..n] so as to answer the query top-k-pos(i, j). We will also consider solving top-k queries for any k ≤ κ, where κ is set at construction time. Clearly, a lower bound on the encoding size of Ω(n lg κ) bits follows from Section 2.1.
Corollary 1. Any encoding of an array
We give now two upper bounds for query top-k-pos(i, j). The first is weaker, but it is used to obtain the second.
Using O(kn) bits and O(k 2 ) time
Let A[1.
.n] = a 1 . . . a n . We define, for each element a j , κ pointers j > P 1 [j] > . . . > P κ [j] , to the last κ elements to the left of j that are larger than a j .
Definition 1. Given a sequence a 1 , . . . , a n , we define arrays of pointers P 0 [1.
.n] to P κ [1.
.n] as P 0 [j] = j, and
These pointers allow us to answer top-k queries without accessing A. We now prove a result that is essential for their space-efficient representation.
Proof. It must hold a i1 < a i2 , since otherwise P
and a i1 > a j2 , and r 2 ≥ i 1 contradicts the hypothesis); (4) a i1 > a j1 (because
This lemma shows that if we draw, for a given k, all the arcs starting at P k−1 [j] and ending at P k [j] for all j, then no arc "crosses" another. This property enables a space-efficient implementation of the pointers.
Pointer representation. We represent each "level" k > 0 of pointers separately, as a set of arcs leading from P k−1 [j] to P k [j]. For a level k > 0 and for any 0 ≤ i ≤ n, let p k [i] = |{j, P k [j] = i}| be the number of pointers of level k that point to position i. We store a bitmap
where we mark the number of times each position is the target of pointers from level k. Each 1 corresponds to a new position and each 0 to the target of an arc. Note that the sources of those arcs correspond to the 0s in bitmap T k−1 , that is, to arcs that go from P k−2 [j] to P k−1 [j] . Arcs that enter the same position i are sorted according to their source position, so that we associate the leftmost 0s of 0 p k [i] to the arcs with the rightmost sources. Conversely, we associate the rightmost 0s of 0 p k−1 [i] to the arcs with the leftmost targets. This rule ensures that those arcs entering, or leaving from, a same position do not cross in T k . Then we define a balanced sequence of parentheses
This sequence matches arc targets (opening parentheses) and sources (their corresponding closing parentheses). The arcs that leave from and enter at the special position 0 receive special treatment to make the sequence balanced.
Calling findopen(B k , i) the position of the opening parenthesis matching the closing parenthesis at B k [i], the following algorithm computes the position z k of the 0 of T k corresponding to P k [j], given the position z k−1 of the 0 of T k−1 corresponding to P k−1 [j].
The code works as follows. Given the position T k−1 [z k−1 ] = 0 corresponding to the target of pointer P k−1 [j], we first compute in p the number of 0s up to z k−1 in T k−1 . This position is corrected so as to (virtually) reverse the 0s that form the run where z k−1 lies (between the 1s at positions z and z ), in order to convert entering into leaving arcs. Then we find c, the p-th closing parenthesis in B k , which is the target of this arc, and find its source o, the matching opening parenthesis. Finally we compute the rank r of o among the opening parentheses to the left, and match it with the corresponding 0 in T k , z k .
We use the code as follows. Starting with P 0 [j] = j and z 0 = 2j + 1, we use the code up to κ times in order to find, consecutively, z 1 , z 2 , . . . , z κ . At any point we have that P k [j] = rank 1 (T k , z k ) − 1. Finally, since we know T 0 = 1 (10) n , we can avoid storing it, and replace lines 1-4 by p ← j + 1, when computing z 1 .
By using a representation of T k that supports constant-time rank and select operations in 2n + O(n/ lg 2 n) bits [17] , and a representation of B k that in addition supports operation findopen in constant time and the same space [20] , we have that the overall space is 4κn+o(n) bits for any κ = O(lg n). With such a representation, we can compute any P k [j], for any j and any 1 ≤ k ≤ κ, in time O(k) and, more precisely, in time O(1) after having computed P k−1 [j] using the same procedure.
Top-k algorithm. To find the k largest elements of A[i..j] we use the structure of Fischer and Heun [8] that takes 2n + o(n) bits and answers RMQs in constant time. Our algorithm reconstructs the top part of the Cartesian tree [21] of A[i..j] that contains the top-k elements, and also their children. The invariant of the algorithm is that, at any time, the internal nodes of the reconstructed tree are top-k elements already reported, whereas the next largest element is one of the current leaves. The tree that is reconstructed is of size at most 3k.
The nodes p of the tree will be associated with an interval [i p ..j p ] of [1.
.n], and with a position m p where the maximum of A[i p ..j p ] occurs. In internal nodes it will hold i p = j p = m p . Those intervals will form a cover of [i..j] (i.e., will be disjoint and their union will be [i, j]), and values i p (and j p ) will increase as we traverse the tree in inorder form.
We start taking rmq(i, j), which gives the position m of the maximum (top-1); this would be enough for k = 1. In general, we initialize a tree of just one leaf and no internal nodes. The leaf is associated to position m and interval [i..j]. This establishes the invariants.
To report the next largest element, we take the position m l of the maximum of the rightmost leaf l, and traverse the interval [i..m l ] backwards using P 1 [m l ], P 2 [m l ], and so on. Each position (larger than 0) we arrive at contains an element larger than A[m l ]. However, if those are elements we have already reported, our candidate m l is still good to be the next one to report. To determine this in constant time, we traverse the tree in reverse inorder at the same time we do the backward interval traversal. When we are at an internal node, we know that the backward traversal will stop there, as the element is larger than A[m l ]. Leaves, instead, are not yet reported and their interval may be skipped by the traversal.
If, however, the backward traversal stops at a position P r [m l ] that falls within the interval of another leaf p, then m l is not the next largest element, since
is not yet reported. Instead of continuing with the new candidate at position P r [m l ], we take the leaf position m p , which is indeed the largest of the interval. We restart the backward traversal from l ← p, using again
, and so on. When the backward traversal surpasses the left limit i, the current candidate is the next largest element to report. We split its area into two, compute rmqs to define the two new leaves of l, and restart the process.
For example, the first thing that happens when we start this algorithm for k > 1 is that Since each step can be carried out in constant time, and our backward traversal performs k to 3k steps to determine the k-th answer, it follows that the time complexity of the algorithm is O(k 2 ). We are able to run this algorithm for any k ≤ κ + 1. By renaming κ we have our final result, that with κ = 1 matches the RMQ lower bounds.
Theorem 4.
.n] and a value κ, there is an encoding of A and κ that uses (4κ − 2)n + o(n) bits and supports top-k-pos(i, j) queries for any k ≤ κ, in O(k 2 ) time on a RAM machine of w = Ω(lg n) bits. The positions are given sorted by value.
Using O(n lg k) bits and O(k) time
Our final solution achieves asymptotically optimal time and space, building on the results of Section 3.1. It uses Jørgensen and Larsen's "shallow cuttings" idea [14] , which we now outline. Imagine the values of A[1..n], already mapped to the interval [n], as a grid of points (i, A[i]). Now sweep a horizontal line from y = n to y = 1. Include all the points found along the sweep in a cell, that is, a rectangle [1, n] × [y, n]. Once we reach a point y 0 such that the cell reaches the threshold of containing 2κ+1 points, create two new cells by splitting the current cell. Let (x, y) be the point whose x-coordinate is the median in the current cell.
This will be called a split point; note it is not necessarily the point (x 0 , y 0 ) that caused the split. Then the two new cells are initialized as [1, x] × [y 0 , n] and [x, n] × [y 0 , n] (note the vertical limit is y 0 , that of the point causing the split, which now belongs to one of the two cells). Both cells now contain κ points, and the sweep continues, further splitting the new cells as we include more points. We create a binary tree of cells T C , where the new cells are the left and right children, respectively, of the current cell.
In general, at any point in time, we will have a sequence of split points already determined, x 1 , x 2 , . . ., and the cells that are leaves in the current T C cover an x-coordinate interval of the form [x i , x i+1 ] (we implicitly add split points 1 and n at the extremes). When the next split occurs at a point (x 0 , y 0 ) within the cell covering the interval [x i , x i+1 ], we will split it into two new cells covering
], respectively, and the extents [x i−1 , x i+1 ] and [x i , x i+2 ], respectively. Finally, once we have finished the sweep on the plane, we are left with a final set of split points x 1 , x 2 , . . . , x t (from now on x i will refer to this final sequence of split points). We add t further keyless cells with extents
Jørgensen and Larsen prove various interesting properties of this process: We give now an encoding of this data structure that contains two parts. The first part uses O((n/κ) lg κ) + o(n) = o(n) bits 7 and identifies in constant time the desired cell whose extent contains [l, r]. The second part uses O(n lg κ) bits and gives us the first κ elements in the extent, in O(κ) time.
Finding the cell. We mark the final split points x i in a bitmap S[1..n] with constant-time rank and select support. As there are t bits set, S can be implemented in O((n/κ) lg κ) + o(n) bits [18] . It allows us finding in constant time the range [m, M ] of split points l ≤ x m < . . . < x M ≤ r contained in [l, r] . If this range contains zero or one split point (i.e., m ≥ M ), then [l, r] is contained in the extent of the keyless cell number m and we are done for the first part.
Otherwise, the following procedure finds the desired key [14] . Find the split point x i with maximum associated y 0 -coordinate (this is the y 0 coordinate given to the two cells created by split point x i ). Find the split point x j with second maximum. If j < i (i.e., x j is to the left of x i ), then the desired key is [
We map, using rank 1 on S, the range Now the final problem is to find the extent associated to the key [x i , x j ]. For this we need to find the split points that, at the moment when the key [x i , x j ] was created, preceded x i and followed x j . Since, at the time we created split point x j , the split points that existed were precisely those with y 0 larger than that associated to x j , it follows that the split point that preceded x i is x i , where i = P 2 [j], as defined in Section 3.1 (Def. 1). Similarly, the split point that followed x j was x j , where j = N 1 [j] (N k is defined symmetrically to P k but pointing to the right, and it can be represented analogously). Those structures still require O(n/κ) bits and answer in O(1) time.
Thus, using O((n/κ) lg κ) + o(n) bits and O(1) time, we find the extent that contains query [l, r]. The actual x-coordinates of the extent, [x i , x j ], are found using select 1 on S.
Traversing the maxima. For the second structure, we represent the tree of cells T C using O(n/κ) bits, so that a number of operations are supported in constant time [20] . Since the key [x i , x j ] was created with the split point x j , the corresponding node of T C is the left child of the j-th node of T C in inorder. This node with inorder j is computed in constant time, and then we can compute the preorder of its left child also in constant time (note that leaves do not have inorder number, but all nodes have a preorder position) [20] .
Associated to the preorder index of each node of T C we store an array M [1..O(κ)] over [O(κ)], using O(κ lg κ) bits (and O(n lg κ) overall). This array stores the information necessary to find the successive maxima of the extent of the node. We use RMQ queries on A[x i , x j ]. Clearly the maximum in the extent is m 1 = rmq A (x i , x j ). The second maximum is either m 2 = rmq A (x i , m 1 − 1) or m 2 = rmq A (m 1 + 1, x j ). Which of the two is greater is stored (in some way to be specified soon) in M [1] . Assume M [1] indicates that m 2 = rmq A (x i , m 1 − 1) (the other case is symmetric). Then the third maximum is either m 3 = rmq A (x i , m 2 − 1), m 3 = rmq A (m 2 + 1, m 1 − 1), or m 3 = rmq A (m 1 + 1, x j ). Which of the three is the third maximum is indicated by M [2] , and so on. Note that we cannot store directly the maxima positions in M because we would need O(κ lg n) bits. Rather, we use M to guide the search across the Cartesian tree slice that covers the extent.
To achieve O(κ) time we will encode the values in M in the following way. the third maximum, and so on. Note the process is deterministic, so we can precompute the M values.
Therefore, we obtain in O(κ) time the O(κ) elements that belong to the extent, that is, the union of the three cells. By the properties of the shallow cutting, those contain the κ maxima of the query interval [l, r]. Therefore, in O(κ) time we obtain the successive maxima of the extent, and filter out those not belonging to [l, r] . We are guaranteed to have seen the κ maxima of [l, r], in order, after examining O(κ) maxima of the extent. Note that if we want only the top-k, for k ≤ κ, we also need O(κ) time.
Theorem 5. Given an array A[1.
.n] and a value κ, there is an encoding of A and κ that uses O(n lg κ) bits and supports top-k-pos(i, j) queries for any k ≤ κ, in O(κ) time on a RAM machine of w = Ω(lg n) bits. The positions are given sorted by value.
By building this structure for lg κ successive powers of 2, we can use one where the search cost is O(k), for any k ≤ κ.
Corollary 2.
.n] and a value κ, there is an encoding of A and κ that uses O(n lg 2 κ) bits and supports top-k-pos(i, j) queries for any k ≤ κ, in O(k) time on a RAM machine of w = Ω(lg n) bits. The positions are given sorted by value.
Conclusions
We have given lower and upper bounds to several extensions of the RMQ problem, considering the encoding scenario. Some variants of range selection and range top-k queries were considered in the simpler one-sided version, where the interval starts at the beginning of the array. For those, we have obtained optimal or nearly-optimal time, and matched the space lower bound up to lower-order terms. For the general two-sided version of the problem we have largely focused on the range top-k query, where we have obtained optimal time and asymptotically optimal space (up to constant factors). Several problems remain open, especially handling range selection queries in the two-sided case, which we have not addressed. Tightening the constant space factors is also possible. Finally, most of our results fix k at construction time (although for two-sided queries we can fix a maximum k at construction time, at the price of an O(lg k) extra space factor). Removing these restrictions is also of interest.
