A new system for the construction of highly realistic models of real free-form 3D objects is proposed, based on the integration of several techniques (automatic 3D scanning, inverse illumination, inverse texture-mapping and textured 3D graphics). Our system improves the quality of a 3D model (e.g. acquired with a range scanning device) by adding color detail and, if required, high-frequency shape detail. Detail is obtained by processing a set of digital photographs of the object. This is carried out by performing several subtasks: to compute camera calibration and position, to remove illumination effects obtaining both illumination-invariant reflectance properties and a high-resolution surface normal field, and finally to blend and stitch the acquired detail on the triangle mesh via standard texture mapping. In particular, the smooth join between different images that map on adjacent sections of the surface is obtained by applying an accurate piecewise local registration of the original images and by blending textures. For each mesh face which is on the adjacency border between different observed images, a corresponding triangular texture patch can also be resampled as a weighted blend of the corresponding adjacent image sections. Examples of the results obtained with sample works of art are presented and discussed.
Many applications require an accurate digital representation of both the shape and the surface attributes (e.g. the color) of an object of interest. An example is the representation and visualization of Cultural Heritage artifacts, which often require such high accuracy that the standard CAD modeling approach cannot be adopted (Levoy et al. 2000) . The ideal situation would be to have an automatic 3D digital reproduction system capable of quickly and inexpensively building a very accurate and high-resolution model from the real artifact (hereafter, we assume that shape is represented by a standard triangle mesh encoding). Unfortunately, this only partially applies to the current situation. Among the many automatic acquisition technologies proposed (Petrov et al. 1998 ), optical range scanners provide the accuracy required by highly demanding applications and are fortunately becoming slightly cheaper, but performing a 3D scan of a complex object is still neither simple nor fast. Models with a complex topology are generally acquired with multiple scans, which have to be integrated into a single mesh (Levoy et al. 2000) . The resolution of the acquisition device directly determines the complexity of the triangle mesh or points cloud produced. Mesh simplification tools (Garland and Heckbert 1997; Cignoni et al. 1999b ) are generally adopted to reduce the shape redundancy of the output produced, and to support simple management of the models even on a portable computer. One critical question is how to acquire the surface attributes and how to link them to the shape description (Baribeau et al. 1992 Yu and Malik 1998; Marshner 1998 ). The term "surface attributes" can be used to represent different concepts: from the color texture observed on the object surface, which very much depends on the lighting conditions, to the illumination-invariant surface reflectance properties (also called albedo), computed by removing highlights and diffuse shading or even by computing a bidirectional reflectance distribution function (BRDF). In this paper we focus mainly on the acquisition and management of surface attributes, and in particular on how we can acquire, blend and map on a standard textured mesh the detail contained in a set of images taken from different viewpoints (see Fig. 1 Some possible problems found in current 3D scanning technology, with respect to surface attributes acquisition, are the following:
• Some devices do not support surface attributes acquisition (e.g. contact scanners, some optical scanners, CAT devices).
• The insufficient accuracy or resolution of the surface attributes acquired by many commercial range scanners. Some applications may require the resolution of the color attribute to be higher than the shape resolution (consider again the acquisition of an artistic or archeological object with a very complex pattern on its surface). Moreover, controlling the lighting environment is not easy with commercial devices, and it is mandatory to obtain good-quality results. Many applications require the acquisition of the illuminationinvariant reflectance properties, and not the simple observed surface colors.
• Insufficient software support for the smooth and accurate integration of the color data contained in multiple scans. Our approach allows one to decouple, if necessary, the acquisition of shape and surface attributes. This allows the use of the most suitable 3D scanning technology available for acquiring the geometry of the target object. Our constraints and goals are as follows:
• The surface attributes acquisition should guarantee good accuracy and high resolution, especially in the case of objects with a complex shape and a highly textured surface with non-uniform reflectance properties (which cannot be acquired using most of the proposed approaches; Baribeau et al. 1992 ; Sato and Ikeuchi 1996; Lu and Little 1995).
• The hardware needed should be limited to a range scanning device and a cheap digital camera; the use of any non-standard or expensive devices should be avoided (e.g. special scanners (Baribeau et al. 1992) or robotic arms (Sato et al. 1997) ).
• The complexity of the overall pipeline (acquisition and data post-processing) should be sufficiently low to permit execution on a low performance portable computer; moreover, the processing pipeline should be as automatic as possible, with only limited user intervention. Our approach can be classified as hybrid imagebased modeling. We propose the integration of different techniques (range scanning, inverse illumination, inverse texture-mapping and surface-based 3D graphics) to extract surface attributes from images and to pass them onto a standard triangle-based mesh (see Sect. 2). The proposed system consists of four software modules, which operate in sequence. A set of images of the real object is acquired from different viewpoints (see Sect. 3). Each image is processed to obtain illumination-invariant color detail (here called unshaded color) and geometry detail (a field of surface normal vectors). Because we want to produce an output suitable for rendering with standard texture-mapped polygon-based rendering API, the surface reflectance properties we compute need not be extremely sophisticated: we assume that the target object possesses a Lambertian surface (see Sect. 4). Then, the unshaded images are roughly registered on the 3D mesh (see Sect. 5). An optimal correspondence between regions of the 3D mesh and sections of the unshaded images is built in the texture stitching and blending phase (see Sect. 6). In particular, a new approach is proposed to produce a smooth join between different images that map on adjacent sections of the surface (where it is crucial to preserve the continuity of the color attribute feature lines, e.g. the edges or lines on a painted surface or the grain of a wooden object, and the continuity of the chromatic content). 1 This is done by applying an accurate piecewise local registration of the unshaded images: an overlapping region between adjacent patches is defined on the mesh, and a local registration is computed for each vertex in this region. For each mesh face which is in the overlapping region, texture blending is operated either (i) by resampling a new texture patch, obtained as a weighted blend of the corresponding adjacent images, or (ii) by simply blending the corresponding texture sections via multiple rendering of the corresponding frontier faces. Finally, all active texture patches are packed into a single rectangular texture. An evaluation of the proposed approach is presented in Sect. 7, and concluding remarks are given in the last section.
2 Acquisition and mapping of color onto 3D shapes
Our approach de-couples shape and detail acquisition. We assume we have an accurate 3D model (a triangle mesh, M) of the object of interest. The pipeline of the processing phases which support color acquisition and stitching is as follows:
Acquisition of surface attributes. Our detail acquisition methodology requires only inexpensive hardware: a digital still camera or a high-resolution video camera. We shoot images from a set of different viewpoints and take multiple images for each viewpoint, with different lighting conditions for each viewpoint. The set of viewpoints needs to be planned such that each area of the sample object is visible at least from one viewpoint.
Unshading, or computing illumination-invariant images. We take multiple images for each view to allow easy removal of the illumination effects (light shading, highlights and shadows) from the images of the object, which may have a surface with non-uniform reflectance properties. We compute the object surface reflectance properties only partially: we do not produce the BRDF relative to the sampled object surface (Yu and Malik 1998), but only determine the diffuse reflection coefficients, i.e. the RGB albedo) for each observed surface point. The result of this phase is a set of so-called unshaded images, one for each of the initial views. Moreover, a by-product of this process is that we also compute a discrete field of normal vectors on the mesh surface.
Image registration. All the different views are registered with respect to the object shape. This is a wellknown problem, and we adopt a classical approach (Tsai 1987 ) based on the interactive selection of corresponding point pairs. The output of this phase is the definition, for each set of images taken from the same view, of the associated camera calibration and pose parameters (i.e. the inverse projection matrix).
Texture patching and stitching. In this phase all the detail images are subdivided into patches, stitched on the shape mesh and partially fused, to generate a single textured triangle mesh. Intuitively, we build an optimal patchwork such that all of the object surface is covered by image patches and the adjacent image patches join smoothly on the object surface (in terms of both color features and chromatic continuity). The texture patching process consists of four sub-phases:
1. Vertex-to-image binding. For each mesh vertex v, we detect the subset of valid images that contain a valid projection of vertex v. Among all the valid images, we initially select as the target image the one which is most orthogonal to the surface in v. 
Acquisition of surface attributes
In this phase multiple images are shot to acquire the surface attributes of the sample object from different viewpoints. Images can be acquired with any digital device. We used a high-resolution digital still camera which can be directly connected to a PC. Computerbased control of the camera is crucial to drive a set of point light sources and to synchronize the lighting and multiple camera shots for each view (see Fig. 2 ). A tripod is essential in taking multiple images of each view (to ensure pixel correspondence).
Reference color sheets can be used in the scene to run a color calibration filter on the acquired images.
The set of viewpoints has to be defined such that each portion of the sample object is visible at least from one viewpoint. If the images are post-processed on line, then the Patching&Stitching software module (see Sect. 6.1) can aid the user by highlighting those regions of the object surface that are not visible in any of the selected views, in order to guide the selection of a "complete" set of views.
Unshading, or computing illumination-invariant images
Removing illumination effects from the observed color is crucial if we want to obtain high-quality surface attribute detail: we should avoid assigning to a given point of the mesh a color which depends on the light direction at acquisition time. Therefore, we need to compute the illumination-invariant color of each surface parcel, hereafter unshaded color. The main shading effects that we want to remove are: direct shading, i.e. the color intensity variation which depends on the incidence angle between the light direction and the object surface normal; cast shadows; and specular highlights, which dramatically affect the appearance of shiny materials (e.g. all vases or surfaces finished with glossy paint or wax). We do not consider here possible inter-object reflections, which might also affect the acquired color (Yu and Malik 1998) . The approach we use is simpler than that presented in (Yu and Malik 1998), but sufficiently accurate because we can work in a more controlled laboratory setting, since our target objects are small or medium sized and are generally stored in indoor locations (e.g. museums or labs). The above three lighting effects can be removed by adopting a method based on the acquisition of multiple images ( An empirical method to remove highlights and shadows is to observe the different colors associated with the same pixel in different images. If a pixel has a much lower intensity in one image, then it might correspond to a shadow area; a pixel value which has a very different saturation than the others could correspond to a specular highlight. Therefore, for each corresponding set of pixels, we discard those values which are excessively dark or unsaturated. 2 Because the diffuse reflection of a Lambertian surface at a point p is proportional to the dot-product of the unit length normal vector n at p and the direction l of the current light source incident on p, we can reconstruct the diffuse reflection term k d of each surface point p from only three images (same view, different lighting). Let us call c 1 , c 2 , c 3 the different observed color intensities of a given pixel in these three different images and l 1 , l 2 , l 3 the associated light directions. Then, a linear system of equations k d l i · n = c i is defined with the unknown variables being the normalized vector n and the coefficient k d . If after removing highlight or shadow values we have exactly three remaining values, then we solve the linear system above. If we have more than three valid 2 Using thresholds for discarding highlight or shadow values, we apply a binary classification to the pixels in the image (where pixels weighted zero are not considered in the further unshading computations). This has the disadvantage of producing haloed images (e.g. a circular halo around any highlight spot). Conversely, we perform a smooth transition by assigning a weight w i, j to each pixel p i, j , based on the following equation:
where, as an example, t s is the shadow threshold. values, we apply the least-squares method to solve an over-constrained linear system (and the estimation is more robust). The results are values for k d and n for each surface parcel represented by an image pixel. If the color detail is acquired with a sampling resolution higher than the one used for shape acquisition, these normal displacements can be stored into a bump map that can be used at rendering time to enhance the shape representation. On the other hand, with less than three valid color values per sampled pixel we have insufficient information to compute its diffuse reflection term and normal vector. In our experiments the percentage of under-sampled pixels is low (generally less than 50 pixels in images with more than 250 000 pixels), and these pixels are estimated by interpolating the color and normal vectors of the adjacent pixels. The artifacts introduced are not easily perceptible. The result of this phase is an unshaded image for each view plus an associated bump texture. An example is shown in Fig. 3 , where one of the six images acquired from the real object is shown on the left, and the corresponding unshaded texture is on the right. The inverse illumination computation is sensitive to possible noise contained in the acquired images. To reduce the possible aliasing due to noise, we apply a smoothing filter to the images to remove noise peaks. Moreover, computation precision is higher if the initial observed intensities are defined with a dynamic range wider than 8 bits and linearly reflect the effective radiance of the observed surface. To obtain an accurate measure of the radiance, we adopted the approach in Debevec and Malik (1997) , which inverts the non-linear mapping of the camera by acquiring and processing multiple exposures at different shutter speeds. Therefore, we processed six high-dynamic-range images for each view.
Image registration
The following step registers all of the images with respect to the 3D digital model. To compute all the camera parameters that affect the current image (the roto-translation matrix, the perspective projection matrix and the radial distortion of the camera lenses) we adopted a classical approach based on the interactive selection of six corresponding non-coplanar point pairs (Tsai 1987 ). We developed a simple userassisted tool to manage matching point pair selection (see Fig. 4 ). For each image, the user must select at least six pixels, and for each of these pixels he also picks the corresponding point on the 3D mesh (ren- dered in the left-most area, see Fig. 4 ). Obviously, the more corresponding pairs we select, the more precise and stable the camera parameters computed; in reality, we selected around 10 corresponding pairs. Moreover, the selection accuracy is improved by the tool capability of zooming the image and zooming/panning/rotating the 3D mesh. Other registration methods have been proposed (Bogart 1991 Lensch et al. 2000) . One approach might be to derive camera parameters from the position in the images of some markers present in the scene (State et al. 1996) . Camera parameters can be computed completely automatically if three (or more) markers are visible in the image. There are two methods to insert markers into the scene: pasting markers onto the object surface or onto the space around the object. If the goal is to acquire the color attribute, pasting markers onto the object surface has the disadvantage of losing the detail covered by the marker (and the marker area should generally be not too small so it can be easily detected and centered). If, on the other hand, we distribute the markers in the space around the object, we do not lose detail but introduce an inconvenient constraint: we can no longer move the object, its position with respect to the markers has to remain fixed for the entire acquisition phase. For this reason we did not adopt an approach based on the intrusive introduction of markers. A pair-matching approach was also adopted in Neugebauer and Klein (1999) for computing an initial, rough registration of still images on the 3D mesh. The rough registration is then followed by a refinement based on the minimization of different objective functions, i.e. performing the registration of the silhouettes on the image and the 3D model and the registration of corresponding features detected by extracting features on the images. The approach proposed in Neugebauer and Klein (1999) therefore produces in a single process a global registration of all the images on the 3D mesh. In our approach, on the other hand, the initial per-image rough registration is then followed by a local registration step (described in Sect. 6), which is operated independently on subsections of each image (the ones where different images have to be merged) and is extremely fast. Finally, a completely automatic registration approach has been recently proposed in Lensch et al. (2000) , based on the completely automatic comparison of the silhouettes extracted from the textured image and from a rendered image of the 3D mesh. The advantage of this approach is that registration becomes completely automatic, but it introduces a constraint: to allow the method to converge without any user intervention, every image has to contain a complete view of the object. Because the image-to-geometry registration is the only user-assisted phase in our overall pipeline, an automatic registration approach such as the one proposed in Lensch et al. (2000) could be integrated into our pipeline, to be used when the above constraint is fulfilled (e.g. for all objects of a sufficiently small size).
Texture stitching and blending
In this phase we build an optimal patchwork of image patches to be mapped onto the mesh, such that all of the object surface is covered and adjacent image patches join smoothly (in terms of both chromatic likeness and continuity of texture features). The texture stitching and blending process works on the mesh vertices and returns a textured triangle mesh. It consists of four sub-phases.
Vertex-to-image binding
The goal of this phase is to assign to each mesh vertex v both a valid image set and a target image, given the set of input images. The valid image set for a vertex v is defined as the subset of images I v = {i k } such that v is visible in i k and is a non-silhouette vertex. To verify if a vertex v is visible in a given image i k we must check that: (i) the projection of v on the image plane is contained in the image i k ; (ii) the normal vector in v is directed towards the viewpoint (i.e. the angle between the normal and the view direction has to be lower than π/2); and (iii) there are no other intersections of the mesh with the line that connects v and the viewpoint. Possible mesh intersections on the line of sight are tested in the current implementation by adopting a ray casting approach, accelerated by means of a uniform grid data structure (Franklin et al. 1988) . A hardware-accelerated z-buffer solution could also be used. Moreover, vertices are classified with respect to a given image as silhouette and non-silhouette vertices. In the first case, at least one face with an inverse orientation with respect to the viewpoint needs to exist in the fan of triangles that are incident at v (see the vertices labeled "A" in Fig. 5 ). We avoid including in the valid image set an image in which v is classified as a silhouette vertex because possible small registration errors on v will be easily noticeable. If at the end of the process we find a subset of vertices whose valid image sets are empty, then the vertex-toimage binding module will request that the user takes some more images, showing the area that has not been sampled. If, conversely, we have multiple images in the valid set of a vertex v, the target image is initially selected such that the angle between the surface normal in v and the view direction is the smallest one, that is the image showing the lowest projective distortion with respect to a small mesh area centered in v. An example of the texture distortion introduced while mapping an image to a nearly orthogonal mesh section is shown in Fig. 6 .
Patch growing
The previous vertex-to-image binding phase considers mainly vertices (geometry and normals). We now start to look at faces and topology. Mesh faces are classified and mapped to a given texture as follows:
• if the three vertices of a triangular face f are all linked to the same target image i k , then face f is mapped on image i k with texture coordinates Because some aliasing might be introduced while resampling texture chunks for the frontier faces (compositing multiple images might introduce some degradation due to possible misalignment, see Sect. 6.3), we need to minimize the percentage a b c Fig. 9a-c . Local registration phase: the section of the vase surface marked in a is represented (magnified) in b and c; an example of the ghost effect generated by a slight misalignment is given in the composite texture section shown in b, while the more precise texture mapping generated after local registration is shown in c of frontier faces. The goal is therefore to produce a mapping where contiguous sections of the mesh will be mapped, as much as possible, on contiguous patches of the same image. A greedy iterative algorithm is therefore applied that analyzes each single vertex and changes the target image association (i.e. the vertex-to-image link) if this update reduces the overall number of frontier faces. During the iterative process a vertex can change its target image many times, until we get a minimum (see Fig. 7 ). A similar approach was adopted in Sato et al. (1997) to optimize face-toimage mapping, but it is based on a simpler singlestep evaluation phase. An example of the results produced by our multi-step greedy solution is shown in Fig. 8 . The few small isolated red regions in the figure remain after patch growth because, in this particular case, they are visible only from the red-coded image. 
Patch boundary blending
The sampling point p might not be visible on one of the target images, due to a possible intersection of the mesh M with the line of sight. In this case, the color contained in this image is relative to another section of the mesh, and therefore the contribution of this image is not added (i.e. the corresponding barycentric coordinate is set to zero). Visibility is therefore checked for each sampling point and each target image, by tracing rays from p to the viewpoints. The detection of the triangular section in each target image which corresponds to a frontier face is critical, because we do not want to introduce discontinuity into the representation of detail. Insufficient accuracy of the image registration phase might therefore cause some aliasing. Image registration might not be (ii) the use of a simplified camera model that does not take into account all the possible non-radial distortions of the real camera lenses; and (iii) the use of finite numeric precision in the computations of the camera parameters. These misalignments may produce ghost effects in the resampled triangular texture patches. Ghost effects are more easily perceivable if the textures contain very thin lines or abrupt changes in color information (an example is given in Fig. 9 ). The vase used in our test is a very challenging object, because the pictorial detail consists of many thin painted lines. To drastically reduce the possible aliasing, we apply a local registration step which works on each single vertex of the frontier faces (in contrast to the image registration phase, which works on the entire image). The goal is now to locally remove those small misalignments that may be introduced during the different phases of our overall acquisition pipeline. Our solution is completely automatic and adopts an image-processing approach (see Fig. 10 ).
One common approach to reduce the possible misalignments is to select corresponding points (e.g. points in the proximity of color discontinuity) on pairs of overlapping texture images (which have to be projected onto a common plane). We can then evaluate the rigid transformation which optimizes the alignment of the selected point pairs. An example is Pulli's approach (Pulli 1997 ) to compute a global transformation between pairs of range+intensity images. A slightly more complex solution was proposed by Shum and Szelinski (1998) to manage the registration of multiple images for the construction of panoramic mosaics. They propose a local alignment solution which removes ghosting effects by dividing the images into patches, aligning the center points of corresponding patches on different images, and then warping the images. Our solution, conversely, is mesh-centered, in the sense that we start from the geometric model and limit the texture warping and blending to the texture section associated with the frontier faces alone. By definition, each frontier face is mapped to (at most) three target images. For each frontier face we compute an independent rigid transformation of the texture mapping coordinates of its vertices. These rigid transformations are evaluated by aligning, for each vertex p, the at most three corresponding small texture parcels centered on the (u p , v p ) texture coordinate of p on each target image. Let us see in detail how our approach works. For each frontier face f of the mesh we have three target images i 1 , i 2 , i 3 , associated with the three vertices v 1 , v 2 , v 3 of f , and nine texture coordinates t hk ∈ R 2 , where t hk is the texture coordinate relative to the hth vertex on the kth image. For each image i k we know the projection function P k : R 3 → R 11 12 Fig. 11 . As an example, a strip of frontier faces is marked by the thick white polyline on the left; the same mesh section is rendered on the right Fig. 12 . The combination of independent vertex translations may result in warping of the corresponding target image section which computes the texture coordinate corresponding to each mesh point p [clearly
The local registration processes the vertices of face f one at a time. It fixes the texture coordinates from the given vertex v i to its target image (e.g. vertex v 1 and texture coordinates t 11 in Fig. 10 ). Given vertex v 1 of f , it computes an optimal translation of the texture coordinates t 12 and t 13 of the same vertex on the other two images. The search range for this translation depends on a global parameter, selected by the user according to the mean size of the mesh faces, the resolution in pixels of the input texture images and in some cases the visual evaluation of intermediate results. Each translation is computed by independently comparing small corresponding sections of the texture images. For example, to compute the optimal translation of t 12 , we select a rectangular section of i 2 centered on point t 12 (see Fig. 10 ). The size of this region is around three times the size of the search range. For each texel in this rectangular region, we compute the corresponding texel in i 1 (by projecting it firstly onto mesh M using the inverse projection transformation P −1 2 associated with i 2 , and then projecting the obtained 3D point again to the plane of i 1 using the associated projective mapping P 1 ). Now we have two corresponding texture subsections, immersed in the same space as i 2 , which can be aligned by maximizing their cross-correlation (Brown 1992 ). This process is iterated for each vertex and returns six new texture mapping coordinates for the vertices of the given face. An example of the improved texture obtained after local registration is shown in Figs. 9 and 11 . Note that even though we compute a simple translation of each vertex's texture coordinates, the result of the application of several translations onto a set of nearby vertices can also correct empirically a slight rotation or scaling error introduced in the image registration phase. An example is shown in Fig. 12 . Clearly, if there are no features in the image sections considered then the local registration returns an identity transformation (but this is not a problem, because if the images have no discontinuity or features of interest, then the local registration is not needed at all). Using resampled triangular texture patches has a disadvantage: we have to pack them in a global texture map (see Sect. 6.4), and then we cannot use the standard texture mip-map approach to produce a hierarchy of textures to render the mesh according to the distances from the observer. This is because packing texture patches implies that adjacent texels do not always correspond to adjacent surface parcels. To avoid this problem, we can also manage texture reconstruction in a different way. Instead of explicitly resampling a triangular texture patch for each frontier face, we can duplicate (or triplicate) the corresponding face in the mesh, assigning to each of these instances one of the corresponding texture images and blending these textures at rendering time by setting vertex opacities according to Eq. (1). To assign different texture mapping coordinates and opac- Fig. 13 . On the left are shown (rendered wire frame) the faces of M which are linked to a particular input image; in this case the corresponding texture section has an elongated shape, which can lead to some space overheads in the final texture T M (right) ities to the vertices of the replicated boundary faces, we need to duplicate the vertices as well. The opacity of a boundary vertex is set to completely opaque if this instance of the vertex is mapped to the vertex's target image; it is completely transparent otherwise. Explicit texture resampling is thus avoided, with slight overheads in rendering time and some restructuring of the mesh topology needed. All frontier faces have to be rendered many times, but these faces are generally a small fraction of the total (around 7% in the case of the vase mesh) and therefore the overheads can be considered negligible. In this case the output mesh structure slightly changes with respect to the input one because we introduce some topologically open boundaries in the mesh, and some overlapped components which are perfectly identical from the perspective of the geometry but are topologically distinct. If the main use of the attributeenhanced mesh is not pure visualization, this could be a problem.
Texture-patches packing
Let us consider first the resampling-based approach described in the previous section to manage frontier faces. In this last sub-phase, all the target image sub-sections (i.e. the areas of the initial images that have faces mapped onto them) and the set of resampled triangular texture patches are packed into a standard texture map T M (or a few if the amount of texture data is larger than the maximal texture size of the current rendering architecture). Texture coordinates in the triangle mesh are consequently updated. The first step is to extract from each target image the polygonal sections which have been linked to some faces of M. To simplify texture packing, we extract from each target image the minimal rectangular texture area that contains each needed section (for an example see Fig. 13, left) . If two rectangular areas on the same target image have a non-empty intersection, then we decide to store in T M the bounding rectangle of their union iff the area of the union is smaller than the sum of the two areas. Triangular texture patches are managed by joining pairs of patches to form rectangular areas (obviously, by joining pairs of faces which have an identical or similar size). Then all the rectangular texture sections are packed in a single texture, T M (see Fig. 13 ), by using a cutting-stock algorithm (Beasley 1985) . Although more sophisticated solutions exist in the literature regarding the polygonal area packing problem, this packing solution has been chosen because it is simple to implement and reasonably efficient (at least when the number of rectangular texture sections is not huge, as is the case of the meshes used in our experiments). Once packed, a triangular texture clearly has adjacent patches in the packed texture which are probably different from the ones assigned to the geotopologically adjacent faces. A packed texture therefore might not correctly filter across edges which are shared among all those triangle pairs that are now disjoint in the packed texture. But this problem can be simply overcome by an opportune sampling of each frontier face f : the associated triangular texture patch t f can be resampled a few pixels larger than the required minimal size (Cignoni et al. 1999b) . At rendering time the texture coordinates for each scanconverted pixel p i ∈ f are thus always inside the associated discrete texture area t f . On PC platforms, texture size has an upper bound of 1024 × 1024 texels (and each texture side has to be of size 2 n · 2 n ). A large texture map (which could be rendered as it is on SGI platforms) thus needs to be split into chunks which satisfy the maximal size limit. A straightforward way to solve this problem is to produce multiple textures which contain all the data originally in T M . This requires a simple modification of the packing algorithm (which now has to fill k textures in a pseudo-optimal manner). The texture reconstruction and packing is slightly different if we choose to avoid texture resampling, and implement texture blending at rendering time (see Sect. 6.3) to support easy mip-mapping of the final texture produced. In this case, we do not have resampled triangular textures, and packing is applied to the selected rectangular subregions of the input textures. We add one more constraint, to allow easy and correct filtering of k levels of lower resolution textures from the packed one: the active subregions cropped from the initial textures should have side length multiple of 2 k texels; active regions are therefore slightly enlarged to fulfill the above constraint. Obviously, the technique used to produce the resulting RGB texture is also used to build a bump texture from the initial normal maps produced by the unshading phase. A potential problem that can arise when mapping images taken from reality on a 3D geometry is the perspective texture distortion that may arise. This is because we have a non-linear perspective transformation and a corresponding bi-linear texture interpolation (according to most hardware and software texture mapping systems). This means that without image rectification of the texture (taking into account the respective Z coordinates), textures mapped on a rendered face in general appear to be distorted. The need to rectify textures to remove distortion also makes it difficult to build a merged texture from multiple images, as pointed out in other papers. In our case, not performing rectification has a limited impact on visual quality because: (i) distortion decreases as the image viewpoint is closer to being orthogonal to the triangle face, and we generally choose one of the most orthogonal images for each triangle; and (ii) if the mesh is described by small triangles (in texel units) then the distortion is really small. Moreover, note that some recent hardware and APIs allow the use of perspective texture coordinates (u, v, w) . These could be used to remove all the inherent distortion in an image-based texture map, using the camera distance to the vertex as the third w coordinate.
Evaluation of results
Here we report the results obtained for two target objects. The first one was a ceramic vase of Albissola, with a height of around 40 cm and a very complex painted surface (mostly thin painted lines). The vase geometry was acquired with a Cyberware 3030 range scanner. The mesh obtained originally consisted of 2M faces, and it was simplified down to 20 000 faces using the Jade 2.0 simplification code (Ciampalini et al. 1997 ) with an accuracy of 0.17 mm. The second object was a small Capodimonte statuette (around 25 cm tall), acquired using a CT scanner. The geometry, reconstructed via iso-surface fitting on the volume model, was around 1.5M faces and was simplified down to 10 000 faces. In both cases, surface attributes registration and stitching were performed on the simplified models. Texture images were acquired using a KODAK DC290, a commercial digital still camera which can be driven by software and supports a sufficiently high acquisition resolution (up to 1792 × 1200) in true color. The detail of the statuette, which has a rather complex shape, was acquired by taking 14 different views, with six different lighting conditions per view. Conversely, only eight views were sufficient for the vase. All images were processed on a 450 MHz Pentium II PC. Data processing times of the initial image registration were obviously user-dependent. Each view was registered in less than 3 min (approximately). The unshading phase took 32 s for each view (i.e. for each set of six images taken from the same view). After registration and unshading of the input images, the automatic texture integration and patching process running time depends on the number of total images and on the complexity of the object shape (i.e. the number of faces and, to a lesser extent, the complexity of the mesh topology). The running times needed to process the two test objects were 89 s for the vase and 62 s for the statuette. The detail texture produced for the vase, using the texture-resampling approach for the frontier faces, is shown in Fig. 13 . Three synthetic images of the vase mesh are in Fig. 14, top; these images have been produced by using an interactive renderer supporting a basic local illumination model. A more sophisticated rendering is shown in the same figure (bottom), obtained using a commercial photo-realistic rendering system; the subtle differences in color hue are due to the very different lighting models used in the two different rendering tools. A visual comparison between a synthetic rendering and a photographic image of the statuette object is given in Fig. 15 . The approach presented produces some good results, though not completely free from aliasing. The overall accuracy of our image-to-geometry mapping depends on multiple variables: the accuracy of the digital 3D model used (in our case, a simplified 3D scanned mesh); the accuracy of the initial image registration (i.e. the camera calibration procedure (Tsai 1987) ); the accuracy of the local registration step performed on selected vertices of the 3D mesh; and finally, the visual accuracy produced by the texture blending approach. Tsai's registration method is very precise, but due to local inaccuracies of the 3D model or to some insufficiently accurate inputs given by the user (see the user-assisted selection of corresponding pairs described in Sect. 5), the result of the initial registration could be slightly imprecise at selected locations. This is exactly why there needs to be a second registration step, the local one (see Sect. 6.3), which allows the local correction of these potential small misalignment errors.
Conclusions
In this paper we have proposed a system for the semi-automatic acquisition of the surface attributes of 3D free-form objects, and its integration with the 3D shape through standard texture mapping. In particular, surface attribute detail observed in a small set of photographic images is registered and patched onto the input mesh (acquired with any type of automatic acquisition methodology). The observed images are processed to remove lighting effects (shading, highlights and shadows), and the resulting unshaded textures are then smoothly joined onto a standard texture map. The advantages of this process are the low user intervention required (limited to the selection of the view Fig. 15 . Three different views of the resulting vase mesh (rendered without shading using a standard OpenGL-based interactive renderer). The image on the bottom is a re-lighted image, obtained with a photo-realistic rendering software set and to the initial rough registration) and the high-quality results obtained, due to the innovative texture patching process proposed. In particular, the global texture is produced as a patchwork of unshaded-texture (or bump-texture) sections and gives a very precise representation of the observed detail due to the limited texture resampling (performed only on frontier faces) and the image-based local registration (which removes possible discontinuities). Some of the methods proposed are now being adopted in the design and implementation of a lowcost 3D scanner based on structured light projection and distorted pattern processing. Below some possible extensions are given. Given the high resolution of the current off-the-shelf digital cameras, packing all the texture detail into a single texture leads to huge textures. A better option is to divide the texture data into multiple images. In our case the problem has a rather simple, though non-optimal, solution. In the more general case the "skinning" problem (given a topologically complex mesh, produce a mapping of its faces to multiple planar textures which [hopefully] preserves topological adjacency) is a rather complex task (Marshner 1998, Piponi and Borshukov 2000) which deserves further research. In our approach, slight registration error or chromatic variations between different images are smoothed by cross-fading the texture images associated with each border face. Obviously, image fading depends on the relative size of the frontier faces with respect to the overall mesh size, and it may be insufficient in the case of high-resolution meshes. The width of the frontier strip might be widened to produce a smoother join. Strip optimal width may depend on mesh characteristics (e.g. never smaller than a percentage of the mesh bounding box diameter) or on the characteristics of the corresponding adjacent target images (e.g. strip width may depend on the chromatic difference between the adjacent target images). The interpolation factor used to fade different adjacent images should be proportional to the geodesic distance (Lanthier et al. 1997 ) from the medial axis of the initial frontier strip. A more complete evaluation of the object's reflectance properties should be performed, with the aim of acquiring a more accurate approximation of the surface BRDF. But this was not the aim of this paper. Although some more sophisticated techniques exist (Sato et al. 1997 , Lafortune et al. 1997 , Yu et al. 1999 , acquiring the reflectance properties of a complex object can be still considered an open issue.
