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Earth Science Instruments on ISS:
RapidScat, CATS,




12 Discipline Oriented DAACs
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EOSDIS Archive Growth Estimate
(Prime + Extended)
2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025
Cumulative Archive Size (PB) 13.8 20.0 27.0 34.8 42.7 65.0 118.0 170.5 223.1 275.6 328.2












Archive Growth Rate (PB) Cumulative Archive Size (PB)
Lots of assumptions in this chart. Subject to change... 
Cloud Evolution (ExCEL) Project
7
ExCEL Efforts and Project Prototypes
NASA Compliant General Application 
Platform (NGAP), an operational, dev-ops, 
and sandbox AWS cloud based operating 
environment.
NGAP
AWS/NGAP Web Object Storage (WSO) prototyping large volumes of mission data 
dynamically between AWS S3, S3-IA, and Glacier object storage.  Managed out of Alaska 
Satellite Facility
ASF WOS Prototype
NASA Earth Science data search by keyword and advanced filters such as time and 
space
Earthdata Search Client to Cloud
Prototype addressing core EOSDIS capabilities including data ingest, archive, 
management, and distribution of large volumes of EOS data.
Cumulus
Integrated prototype of science product generation and delivery from a DAAC 
system focused on coupling ASF DAAC and JPL ARIA systems.
NISAR Preparation Prototype
Easy-to-use Python tools packaged to support EOSDIS cross-DAAC science workflows 
and analytics over large volumes of EOS data in AWS.
CATEES
Earth Code Collaborative (ECC) study to determine cloud ready capabilities to migrate into 
AWS/NGAP platform.
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Migrating GIBS to the AWS/NGAP Cloud based on recommendations made in the 
“GIBS in the Cloud Study”
GIBS in the Cloud
Study to determine and recommend migrating the Earthdata Login into 
AWS/NGAP cloud environment 
Earthdata Login to Cloud Study
Migration of the Common Metadata Repository, into the AWS/NGAP platform 
based on recommendations made in the CMR to Cloud study.
CMR to Cloud
Study to determine and recommend a cloud native integration of OPeNDAP 
accessing HDF5 and netCDF4 data on AWS/NGAP platform.
OPeNDAP/HDF Cloud Studies
Prototype to accelerate end-user analysis of remote sensing data, highly parallel to 





Network prototypes to support to test security, monitoring, logging, and to perform R&D testing 









ExCEL Efforts and Project Prototypes Continued
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ExCEL Go/No-Go
(01) Full Scale Deployment (?)
Full scale enterprise deployment of EOSDIS services 
and infrastructure to the cloud
(02) Partial Deployment (?)
Select deployment of EOSDIS services 
and/or infrastructure to the cloud
(03) Cloud Stand-down (?)
No EOSDIS services or 
infrastructure operationally 
migrated to the cloud
(04) Decision Point (?)
More prototyping required, or cloud 
hybrid, or other next steps based on 







Project success is determined by viable 
outcomes of fully completed project prototypes 
and business analysis.  
- or -
Technical and business results of the ExCEL 






ENABLE CLOUD NATIVE 


































































AWS HAS VERY LOW INTERNAL 





during load testing vs 
more sporadic latencies 
in AWS.
INVOLVE SECURITY FROM 
THE VERY BEGINNING
Technical Lesson 3
Layer security thoughout the architecture
NGAP Services
(Monitoring, Logging, Security, Autoscaling, Billing, etc.)
OCIO GP-MCE* 
(AWS Reseller)
*General Purpose Managed Compute Environment
NGAP Builder



















- ESDIS “blessed” component
MODELING TOTAL COST OF 




November announcements as of 
the 7th…
This is before considering…
• User behavior
• Staff cost savings
• Development cost savings
• Inter-region costs
• Data lifecycle modeling
• Application migration costs – both in and out
• Managing “consumption” based cost model
EXPLORE ALTERNATIVE 









• Enable cloud native architectures by strongly 
preferring cloud services
• AWS has very low internal latency, but trust 
nothing.
• Involve security from the very beginning
• Modeling TCO is extremely complicated
• Explore alternative architectures for possible 
cost savings
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