The small sample properties of two types of Chow tests are investigated in the context of multiple time series systems. It is found that the tests may have substantially distorted size if the sample size is not large relative to the number of parameters in the model under study. In particular the tests reject far too often in this situation. It is shown that bootstrap versions of the tests have much better properties in this respect. In other words, the bootstrap can be used to size-adjust the tests.
Introduction
In econometric studies based on time series data, it is common practice to test for structural change during the observation period. Chow tests are standard tools for this purpose. This study serves to point out problems related to using these tests for checking the structural stability of vector autoregressive (VAR) models. It will be demonstrated by simulation that in the small sample situations where these tests are often applied, the distributions of the test statistics under the stability hypothesis 2 may be substantially different from the assumed asymptotic x distributions. In some cases the distortions are so large that the tests become useless for practical purposes. We will consider bootstrap versions of the tests which turn out to be much more reliable in small samples. 2 The observation that Chow tests may have distorted distributions relative to the asymptotic x or approximate F distributions in dynamic models is not new (see, e.g. Diebold and Chen (1992) for related results and discussions). However, in systems of equations the problem becomes so dramatic that we find it worthwhile to demonstrate and analyze it for this class of models. Because we are considering a small sample problem, the dependence on the process parameters makes it difficult to obtain general results. Therefore, to demonstrate the relevance for applied work, we consider an empirical model from the literature for which Chow tests have been applied and we demonstrate the small sample distortions within the context of this model by using simulations based on an estimated model. A bootstrap modification of the Chow tests is shown to have superior properties for the example model. In fact, the bootstrap versions of the tests have roughly correct size even in relatively small samples.
The Chow tests
Given a set of n time series variables y 5 ( y , . . . ,y )9, the basic VAR( p) model considered in the t 1t n t following has the form:
where n is a constant (n 3 1) vector, the A are (n 3 n) coefficient matrices and u 5 (u , . . . ,u )9 is i t1t n t an unobservable zero mean white noise process with time invariant positive definite covariance matrix S, i.e. u | iid(0, S). It is straightforward to introduce further deterministic terms such as seasonal t dummy variables or polynomial trend terms in the model or include further exogenous variables. We use the simple model form (1) mainly for convenience because it simplifies the presentation of the tests. Moreover, if the system contains integrated and cointegrated variables it may be preferable to analyze the model in error correction form. Again such an extension is straightforward and will not be considered here in detail. In any case, if the unrestricted levels form of the model in (1) has time varying coefficients the corresponding error correction version cannot be time invariant. Hence, a stability test may in fact be performed on the levels form. Clearly, the model (1) is in reduced form because all right-hand side variables are predetermined or deterministic and no instantaneous relations are modeled. This is sufficient for the purposes of stability tests because the structural form cannot be stable if the reduced form is unstable. Therefore stability tests may be based on the latter. We consider two versions of Chow tests, sample-split (SS) tests and break-point (BP) tests (see Doornik and Hendry (1997) ). It is assumed that a structural break may have occurred in period T .
B
The model under consideration is estimated from the full sample of T observations and from the first T and the last T observations, where T , T and T # T 2 T . The resulting residuals are denoted
by u , u and u , respectively. Moreover, define
tion, the SS test statistics can be written as follows:
where k is the number of restrictions imposed by assuming a constant coefficient model for the full sample period, that is, k is the difference between the sum of the number of coefficients estimated in the first and last subperiods and the number of coefficients in the full sample model. 
with k being the number of regressors in the restricted, stable model and: In this particular case the bootstrap can be justified by asymptotic theory if suitable regularity conditions hold, because the statistic is a continuous function of sample moments and the statistic is asymptotically pivotal (see Horowitz (2001) for details). Of course, the theoretical result does not necessarily guarantee a satisfactory performance of the bootstrap in small samples although Horowitz (2001) reports examples of related cases where the bootstrap worked very well in small samples. In the next section we will use simulations to explore the small sample properties of the tests reviewed in this section, including the bootstrap versions.
Monte Carlo simulations
To get realistic parameter values we base our simulations on a small German system of the monetary sector as considered by Juselius (1996 Juselius ( ,1998 who found a structural break using a sample-split test. The following variables are considered: m is the logarithm of M3, y denotes the trend, seasonal dummies, a step dummy for the German monetary unification which has the value 1 starting in the third quarter of 1990 and is zero elsewhere, an impulse dummy for the second quarter of 1990 and an extra set of seasonal dummies for the period after the German monetary unification. 1 Juselius uses quarterly, seasonally unadjusted data for the period 1975(3)-1994(4) and she fits a vector error correction model with two lags of the differenced variables and a cointegrating rank of 2. She diagnoses a structural break in 1983 and supports this finding with a sample-split test.
Therefore we have also simulated the stochastic part of Juselius' model obtained by fitting a constant coefficient model to the full sample including a constant but deleting the other deterministic 2 terms. For this purpose we used an unrestricted VAR(3) model. Simulation results are given in Table  1 based on 10 000 sets of simulated time series. For the bootstrap tests, 1000 replications are performed using 1000 of the generated time series with M 5 1000 bootstrap draws in each replication.
2
Massive size distortions are observed for both original tests when used with x and F critical values for l and l , respectively. Even with T 5 300 observations the SS tests have unacceptable rejection SS BP frequencies in access of 20%. Although the BP test is somewhat better for the larger sample size, its performance is clearly unacceptable for the smaller sample of T 5 76. Thus, it is clear that both original tests cannot be recommended for typical macroeconometric applications, for example. Again, the performance of the bootstrap versions is much better. Their rejection frequencies are close to the ideal 5% even for the smaller sample size. Thus, the bootstrap may be used as a possibility for size adjusting the tests. Obviously, given our simulation results it is clear that the SS test used by Juselius (1998) in checking the stability of the system may be spurious and due to the massive size distortion of the test. Therefore we have applied the bootstrap versions of the tests to the model fitted to the original data, including this time all the deterministic terms from Juselius' original study. In this exercise we also used an unrestricted VAR(3) model. Because such a model is even less restricted than the vector error correction model considered by Juselius, structural instability due to model misspecification should be less likely in this model than in the one used by Juselius. The P-values of the bootstrap versions of the tests for different break dates are presented in Fig. 1 . It turns out that the P-values of the bootstrap-SS test are below 5% in the mid 80s so that there is some indication of a break in the sampling period. It is not clear where the break has occurred, however. The P-values of the bootstrap-BP test are far away from any common significance level of a usual test. In other words, based on this test, rejection of the stability hypothesis is not possible in any period.
Conclusions
In conclusion, we have demonstrated in this study that standard Chow tests may have massive size distortions in situations where they are often applied in practice. More precisely, they reject the stability hypothesis far too often for multivariate dynamic models with many parameters relative to the number of available observations. We have illustrated the problem using a small German macroeconomic system that has been considered previously in the literature. The size distortions of the tests are so large that in our view the tests are useless for applied work unless a size adjustment is made. Of course, this also means that the original tests should not be used recursively as is sometimes done in applied work. A size adjustment may be based on the bootstrap and we have pointed out how that may be done. Although the computational burden is quite reasonable if a single hypothesis is tested, a recursive procedure may quickly become expensive in terms of computer time. Therefore, instead of performing a fully recursive check for each sample point one may want to focus on a few individual time periods throughout the sample period.
