Abstract The Internet consists of a constantly evolving complex hierarchical architecture where routers are grouped into autonomous systems (ASes) that interconnect to provide global connectivity. Routing is generally performed in a decentralized fashion, where each router determines the route to the destination based on the information gathered from neighboring routers. Consequently, the impact of a route update broadcasted by one router may affect many other routers, causing an avalanche of update messages broadcasted throughout the network. In this paper we analyze an extensive dataset with measurements on Internet routes between a set of highly stable testboxes for a period of five years. The measurements provide insight into the coherence between routing events in the Internet and we argue that the routing dynamics exhibit self-organized criticality (SOC). The SOC property provides an explanation for the power-law behavior that we observe in the operational times of routes.
Introduction
Interactive services in the Internet place strict bounds on the performance of end-toend paths. Packet delay, delay variations and packet-loss have a severe impact on the quality of the Internet service and therefore it is important that end-to-end communication is reliable and predictable. The ability to control the end-to-end performance is seriously complicated by the connectionless nature of the Internet Protocol and the lack of any widely deployed Quality-of-Service implementation. As a consequence, the packets in the Internet are exposed to erratic network performance due to traffic fluctuations and routing dynamics. Traffic fluctuations can lead to temporary congestion of the router buffers, causing delay variations between the packets and packet-loss. Although congestion occurs very frequent in the Internet, measurements indicate that the traffic fluctuations are highly transient and the impact on the service performance often remains within bounds [25] . Routing dynamics correspond to the process where routing messages are propagated between sets of routers to advertise a route change. When a network event, for example a link or node failure, causes a route change, the network temporarily resides in a transient state while the routing tables of other routers are being updated. Routing dynamics contribute to most prolonged path disruptions and can last as long as 10 minutes, leading to serious degradation of Internet services [18, 20, 25, 26, 29] .
In this work we study the dynamics of Internet paths with the use of an extensive dataset of traceroute measurements. In particular, we analyze how many routes are used between two end-hosts and how long a route remains operational. We regard the Internet as a "black box" and consider the path dynamics as the result of a collective behavior that organizes the thousands of autonomous nodes into a single complex system. Routing dynamics correspond to perturbations in the Internet and we argue that the statistical properties of the measured perturbations hint towards self-organized critical (SOC) behavior in the Internet. Self-organized criticality is often found in nature and other complex systems and arises as a collective result of the interaction between many autonomous sub-systems. When routers are considered as autonomous (sub-)systems that communicate via route-updates, the routing plane in the Internet can be considered as a SOC system. By comparing the characteristic features of SOC systems we argue that routing in the Internet also exhibits SOC. The presence of the SOC mechanism in the Internet implies that routing in the Internet is unpredictable in the sense that routes can change unexpectedly. The inter-event time between two routing events has no typical value and is widely varying. Packets associated with the same stream may follow entirely different routes, introducing a wide spread between the delivered packets and large delay variations. For the increasing number of real-time applications, such as interactive gaming, IP telephony, video and others, these variations can lead to dramatic degradation of the experienced quality. Furthermore, we find that permanent changes in the Internet cause the breakdown of existing routes and the discovery of new ones. On average, the number of discovered routes increases linearly in time at a fixed rate. This paper is organized as follows: in Section 2 we briefly introduce self-organized criticality and present some features that are typical for SOC systems. Next, the measurements are described in Section 3. Section 4 contains the observations, followed by a discussion in Section 5. Section 6 presents an overview of related work. Finally, Section 7 presents the conclusions.
Self-Organized Criticality
Self-organized criticality was introduced by Bak et al. [3] as a property of a system that, through a self-organized process, always evolves to a "critical state", regardless of the initial state of the system. A common feature observed in SOC systems is the power-law temporal or spatial correlations that can extend over several decades. SOC systems organize into clusters, with a scale-free spatial distribution, with minimally stable, critical states. A perturbation in that system in a critical state can propagate through the system at any length scale from a local change to an avalanche by upsetting the minimally stable clusters. The magnitude of the perturbations is only limited by the size of the system. The lack of a characteristic length leads directly to the lack of a characteristic time for the resulting fluctuations. Hence, a power-law distribution arises for the lifetime distribution of the fluctuations in the system. From the inter-event time of the fluctuations a time signal can be constructed, where the perturbations are modeled as a series of Dirac pulses [12] ,
where t k corresponds to the time of the k-th event. The time signal can now be transformed into the frequency domain and the power-spectrum of (1) is found as,
where T denotes the whole observation time, k min and k max are the minimal and maximal values of the index k in the interval of observation and the brackets . . . denote the averaging over realizations of the process. The averaging is necessary since we are only interested in the process that leads to the power-spectrum and not a realization of the process. From (2) it follows that the estimation of the spectrum improves as the observation time increases. It can be shown that a power-law distribution in the interevent time leads to a power-law spectral density [11] ,
where β is typically close to 1. The power-law spectrum in (3) is referred to as 1/ f noise and is widely found in nature. The 1/ f noise phenomenon is often observed in large systems that act together in some connected way and can be seen as a measure of the complexity of the system. The noise can arise as the result of the coherence between events in the system, the so-called long-range-dependence. It is also seen as a naturally emergent phenomenon of the SOC mechanism [3, 4, 28] .
Measurements

Methodology
The measurement apparatus consists of a set of testboxes that are deployed by RIPE as part of the Test Traffic Measurements service (TTM) project 1 . A testbox measures the Internet paths towards a set of pre-determined destinations by repeatedly probing the router-level path from source to destination. The path is measured by the traceroute tool, which sends probes to the destination host and infers the forwarding path by analyzing the response from the intermediate hosts. The traceroute messages are transmitted at exponentially distributed random intervals, with an average of 10 messages per hour from one source to one destination. Besides the IP path, the AS path is obtained by inspection of BGP data and matching each address in the IP path with an AS prefix 2 . In the translation from the IP route to the AS path, the duplicate AS entries are removed, which result from the multiple IP hops in one AS. Hence, the AS path consists of a list of unique AS numbers. Each source maintains its own list of destinations, which is a subset of the other testboxes deployed by RIPE. The testboxes are placed at customers' sites, typically ISPs residing in various countries, just behind their border routers. Since the enrollment of the TTM project in 1999, the number of testboxes has increased from approximately 30 up to around 150 active boxes, today. Between the roughly 160 testboxes that exist, or have existed, around 10,000 source-destination pairs have been registered, where pair (A,B) is different from (B,A). Hence, the data that is available from 1999 does not include all the testboxes available today. In addition, testboxes can be temporarily offline for managerial or other purposes and several testboxes have disappeared completely, indicating the termination of the TTM service at the customer's site. The configuration and (geo)location of the testboxes is very stable. The IP address of a testbox seldom changes and only few testboxes are discontinued. The stability of the testboxes facilitates the measurement trustworthiness in the sense that the observations indeed reflect the network state and not so much the measurement setup. The high fidelity of the measurements and the extent of the observation time make the TTM measurements an excellent set to study long-term Internet path dynamics. In fact, it is the only publicly available dataset containing router-level information for this time span with such high accuracy.
Dataset
Section 2 emphasizes the importance that the observation time is long with respect to the interval times between subsequent events. On the other hand, increasing the observation time reduces the number of usable source-destination pairs, because less testboxes were available in the early stage of the project. Furthermore, measurements between sourcedestination pairs can fail: the list of destinations of each testbox can change over time and testboxes can be temporarily offline. To decrease the influence of these dynamics in the analysis, the set of usable source-destination pairs is restricted by the maximum time a source-destination pair was inactive. Increasing the stringency on the outage restrictions will reduce the number of usable source-destination pairs. Hence, a trade-off is made between the number of usable source-destination pairs versus the observation time and outage restrictions. The resulting dataset consists of the traceroutes between all the source-destination pairs that were active the entire period from January 1, 2003 until January 1, 2008, where any outage between a source-destination pair is restricted to maximally 28 days. Source-destinations pairs of which both source and destination belong to the same AS are excluded from the dataset. The dataset, that we will denote by D, contains 64 source-destination pairs out of a set of 10 testboxes located within 8 different European countries.
Measurement artifacts
The anonymous and dynamic nature of the Internet inherently adds noise to the measurements which consequently incurs errors in the analysis. These measurement artifacts include persistent forwarding loops, transient routing loops, infrastructure fail- For a detailed discussion on these pathologies we refer to [18, 19] . We have also found several cases where the packet was not delivered at the correct destination address. This may be the result of erroneous routing or a configuration problem in the measurement setup such that the packet is delivered at an unknown IP address. Finally, we would like to mention the presence of "third-party" addresses as a source of noise in the traceroute measurements [9] . But since such occurrences are rare [9] we disregard them in our analysis. The classic traceroute tool developed by Van Jacobson and used in the TTM project is unable to detect such pathologies and different modifications have been developed to address short-comings of the classic traceroute tool [1, 7, 24] . These recent changes were not available in 1999 and are therefore not included in the TTM project. Routes which exhibit the above mentioned artifacts have been filtered from the dataset before processing. Table I presents an overview of the frequency of the measurement artifacts. From Table I , we can deduce that the pathologies contribute to slightly more than 1 percent of the measured probes. Hence, we argue that the measurements are barely affected by the pathologies.
Route fluttering
Between the successful routes, there is also a significant fraction of aliasing routes. Route aliasing can be a manifestation of load-balancing, where a group of packets that are traveling between the same source and destination traverse different routes. The packets are separated based on their packet header or simply in a round-robin fashion. As a result, the samples of the IP path in the presence of load-balancing routers will consist of rapidly alternating routes, so called fluttering routes [18] . Load-balancing is the result of a decision process inside one router, it does not involve the advertisement of any routing updates to neighboring routers and does not affect the state of the routing tables 3 . Hence, load balancing does not contribute to the routing dynamics and we will handle fluttering routes as a single route, i.e. as if the packets were sent along one route.
To identify fluttering routes, we will adopt the heuristics presented by Paxson [18] : two routes are considered the same when the paths have an equal length and differ at maximally one consecutive hop. When routes are considered the same route, the samples of all the routes are aggregated as if they were samples from one route. E.g., if route R 1 is observed 1000 times and route R 2 is observed 500 times, then the aggregated route has 1500 observations. Prior to filtering the fluttering routes, the dataset D contained 13496 routes. Afterwards 8612 routes remained.
Metrics
The routing dynamics in the Internet can be measured by means of the time intervals between subsequent route events and their coherence. A route event can affect one or more routers on the route between a source-destination pair, such that the route is changed. Hence, the time-interval between two route events corresponds to the time that a route is operational without being interrupted, which we will denote by the route duration. In the RIPE measurement setup, the path between a source-destination pair is sampled at independent, exponentially distributed random intervals with an average of 360 seconds. The exact time of the traceroute call is rounded to seconds and recorded in the database. When the same path is sampled multiple, consecutive, times, only the time of the first and last call are recorded. Hence, there is no accurate information of the exact time of each call, only the number of calls and the start and end time of the sequence of calls. The number of calls qualifies as an alternative measure for the duration of the path, hence the route duration is defined as the number of successive occurrences once it is selected. Due to the Poisson measurement times, the PASTA property applies and the sampled time averages indeed reflect the real time averages [18] . The sampling rate prevents us from detecting the typically highly transient failures at the data plane due to congestion, which are typically in the order of seconds. Yet, the average interarrival time is sufficiently small to detect the slow route dynamics, which can last many minutes. Figure 1 shows the IP routes between a typical source-destination pair, considered over a long period of five years. Only the 40 most dominant routes are displayed. Figure 1 depicts when routes are operational and demonstrates the presence of several phenomena in the Internet, which we will discuss here. First, Figure 1 exemplifies that route fluttering is a common artifact in the Internet and it is important to consider these oscillations in the analysis. Figure 1a shows several cases of route fluttering, e.g. at the end of 2006 equivalent routes appear that overlap in time. After resolving the equivalent IP paths, the fluttering routes have been merged, as illustrated in Figure 1b . The routes presented in Figure 1b are considered unique routes and a route change indeed corresponds to a change in the routing table and not to load-balancing.
Observations
Second, Figure 1 illustrates that route events occur frequently and at all time scales. Most of the time a single route prevails between a source-destination pair. The dominant route is sometimes interrupted, where the interruption can be very brief or some- times last for days. The inset in Figure 1b shows all the routes between this sourcedestination pair for the whole 2004. The inset reflects that many routes are observed only occasionally and briefly. These routes can be the result of temporal route failures or routing dynamics.
Finally, we can conclude from Figure 1 that the routes have a limited lifetime. Between a route's first and last appearance many other routes can be operational, however, in all cases the route eventually disappears and is never seen again. The restriction on these lifetimes is a consequence of the evolution taking place in the Internet, that is stimulated by changes in peering relations, the birth and death of ASes and reconfigurations at the intranet level. Figure 2 presents the measurements on the number of unique routes learned since January 1, 2003 till January 1 2008, on both the AS-and IP-level, averaged over the source-destination pairs. We consider an IP route unique when there exists no other route with the same sequence of IP addresses. Similarly, we consider an AS path unique when there exists no other AS path with the same sequence of AS numbers.
The measurements in Figure 2 exhibit a remarkable linear behavior on both the AS and IP level, which is in agreement with the findings in [17] . If R(t) represents the number of routes that are learned as a function of the time t, then according to Figure 2 we can write R(t) = αt −g(t), where g(t) = o(t) for large t. Hence, lim t→∞ R(t)/t = α− lim t→∞ g(t)/t = α, which corresponds to the "rate" at which new routes are discovered. Figure 2 shows that the discovery rate remains fairly constant for the entire observation period. A new IP route is learned approximately every 14 to 15 days, on average. Note that this is not the same as the average duration: the route that is actually used still frequently changes back to a previous route. The first few months of 2003 the discovery rate is slightly higher due to a learning phase. At the AS-level, a new route is discovered every 38 to 39 days, on average. Figure 3 shows the complementary cumulative distribution function (CCDF) of the duration of a route at the IP-and AS-level. The duration is measured as the number of successive occurrences of the same route until a new route becomes operational or the routing fails and an error message is received. We have selected five source-destination pairs that do not have any end-points in common and for which the routes show typical behavior. For each pair we have computed the route duration and plotted the CCDFs in Figure 3 . Figure 3 demonstrates that the shape of the distributions in both the IPlevel and AS-level cases, are very similar. The requirement that the source-destination pairs do not have any node in common argues that the behavior that we observe in Figure 3 is a true feature of the Internet and not an artifact of the dataset. The aggregate result of the entire dataset, which is obtained by accumulating the results for all the source-destination pairs, is presented by the solid line. In both cases, IP and AS, the aggregate distributions strongly resemble that of the individual pairs, which indicates that the mean reflects a real property and can be considered as the average behavior of any source-destination pair in D. Figure 3 illustrates that the aggregate distributions of the duration relatively closely follow a power-law for the first three decades. At approximately t = 10 3 the distribution is cutoff followed by a steep decline. The CCDF of the aggregate result has been fitted with a power-law and is presented by the straight lines. The power-law exponent of the fits are γ IP ≈ 1.46 and γ AS ≈ 1.17. Power-law distributions with an exponent γ < 2 exhibit extreme behavior and have a divergent mean [15] . When sampling a power-law with extreme behavior, the mean is determined by the sample with the highest value, which will go to infinity when the number of samples becomes large. In real-world systems the mean is finite: the distribution is cut off in the tail because the system has a limited size. The measurements on the route durations are restricted by the limited sample space of the Internet (we cannot sample the entire Internet) and possibly the limitations of the measurement architecture (e.g. the limited uptime of testboxes due to managerial purposes, etc.) Compared to the IP routes, the power-law exponent at the AS-level is smaller, yielding a fatter tail. At the AS-level there are more long-lasting routes, which can be explained by considering that a route change at the IP level does not necessarily lead to a different AS path. This observation agrees with our finding from Figure 2 . The discovery rate of AS paths is smaller than that of the IP routes, implying that multiple IP routes exists per AS path. The average duration of an AS path must therefore be greater than that of the IP routes.
Finally we will compute the spectral density of the routing dynamics and examine the existence of 1/ f noise. The time signal (1) requires the time of occurrence of the routing events, which can be constructed from the route duration measurements by,
where D i is the duration of the route after i route changes. We have computed I(t) separately for all the source-destination pairs. The power-spectrum S( f ) is then computed by averaging the transformed signal between the source-destination pairs. The result is presented in Figure 4 , which demonstrates the presence of 1/ f noise. Figure 4 . Power specrum S( f ) of the inter-event time-signal I(t) printed on log-log scale.
Discussion
The extreme power-law behavior observed in Figures 3a and 3b is often seen in real world systems [15] . When a distribution possesses such a heavy tail, the expected value and the variance tend to infinity. In practice this implies that the observed measure is highly unpredictable. In our case it means that the route is unpredictable and packets associated with the same stream may follow (many) different routes. At first glance, the unpredictable nature of the routes seems remarkable. The packets in the Internet are routed by the connectionless Internet Protocol, where each packet is routed individually without establishing a connection prior to the transmission. However, most of the lower layers, the datalink and physical layer, use connection-oriented technologies, such that the route towards the destination is known in advance. The changes of the topology are relatively sparse and slow, because it is often manually managed. Hence, one would expect more stable paths. Yet, the measurements indicate that route changes occur at all time scales. Such frequent changes can have negative impact on streaming services that rely on packets arriving on time and in the correct order [23, 26] . At the same time, the high variability demonstrates that the Internet is resilient and fastly adapts to changes.
The power-law spectral density and power-law behavior of the inter-event time can be seen as a manifestation of self-organized criticality. Bak et al. [2, 3] argue that SOC naturally arises in interactive dynamical systems with many degrees of freedom. The Internet is clearly a dynamical system with self-organizing behavior. The notion of SOC is a plausible explanation of the observed dynamics.
Related work
There has been considerable work devoted to Internet path measurement in several projects, such as Skitter 4 and Rocketfuel 5 . The Skitter project, which also measures IP path information, was initiated around the same time as the RIPE TTM project, however its goal is Internet topology research which it does by querying roughly 400,000 destinations several times per day using only 20 source nodes. The Rocketfuel project combines BGP data with traceroute measurements to infer the ISP topologies [22] . To our knowledge, the database from RIPE is the only database that actually has IP-level measurements for a prolonged period (more than 9 years) at a relatively high sample rate between fixed and stable testboxes.
Several works have been published routing dynamics in the Internet, but none of them have examined the long-term correlations between routing events. Early work by Paxson [18] studies the stability of Internet paths through traceroute measurements performed during several months. Labovitz et al. [13] studies the path stability by combining IP and AS information. Iannaccone et al. [10] and Markopoulou et al. [14] study the path properties by monitoring the route update-messages within an AS and conclude that a small fraction of the links contributes to a large fraction of the route updates. Pucha et al. [20] and Wang et al. [26] study the impact of route changes on the path performance w.r.t. packet delay and jitter. Our work differs from the previous works in that the dataset that we use extends over a period of five years, which exposes long-term effects. Furthermore, we associate the routing dynamics with self-organized criticality and argue that routing is unpredictable leading to large variations in the path performance. Several works have related the SOC mechanism and 1/ f -noise to the Internet. The self-similarity and long-range dependence of traffic patterns often reported in the Internet are considered related to the 1/ f noise phenomenon [6, 27] . Csabai [5] measured the round trip times of packets and showed that the correlation between the round-trip times produces 1/ f noise in the power spectrum. Ohira et al. [16] and Solé et al. [21] demonstrated that computer networks with self-organizing behavior show the maximum information transfer and efficiency at the critical state. In addition, Solé et al. demonstrate that near criticality, the network performance shows the highest variability in terms of packet latency. In this work we study the inter-event times of route changes in the Internet and argue that unpredictability and instability of Internet routes may be related to SOC.
Conclusions
Through analysis of traceroute measurements we have studied the lifetime of routes and the route dynamics. Based on the observations from our dataset we find that routing in the Internet is highly dynamic and results in unpredictable route durations. The actual cause of the perturbations in the Internet is hard to retrieve, since it is often related to configuration changes within and between ASes. The extreme power-law behavior suggests that the Internet exhibits self-organized criticality. The power spectrum obtained from the inter-event time of route changes confirms our conjectures. The impact of SOC at performance of applications and services on the Internet remains difficult to evaluate and requires further investigation. The unpredictability introduced by SOC may lead to quality degradation of Internet services, in particular services that heavily depend on a timely delivery of the packets. At the same time, the adaptability of the Internet paths demonstrates the resilience against failures and attacks.
