We show direct formal relationship between the Wang-Landau iteration [PRL 86, 2050[PRL 86, (2001], metadynamics [PNAS 99, 12562 (2002)] and statistical temperature molecular dynamics [PRL 97, 050601 (2006)], the major Monte Carlo and molecular dynamics work-horses for sampling from a generalized, multicanonical ensemble. We demonstrate that statistical temperature molecular dynamics (which is formally derived from the Wang-Landau method), augmented by the introduction of kernel updates of the statistical temperature, generates dynamics which are indistinguishable from a corresponding metadynamics simulation. We also show that the use of a Gaussian kernel significantly improves the performance of statistical temperature molecular dynamics, highlighting the practical benefits of this improved formal understanding.
I. INTRODUCTION
Generalized ensemble methods have become the standard techniques to explore the energy landscape of complex systems [1] . From such samplings, the free energy can be obtained, which provides various thermodynamics and kinetics insights. The idea of modifying the ensemble in Monte Carlo (MC) simulations to facilitate the estimation of the free energy goes back to Torrie and Valleau [2] , who introduced the so called Umbrella Sampling. MC simulations in the multicanonical (MUCA) ensemble, first proposed by Berg and Neuhaus [3] 15 years later, exploit this idea by generating an umbrella in a way that a random walk in energy space is obtained. Later, Hansmann et al. [4] extended multicanonical MC to molecular dynamics (MD) . In all of these methods the main technical challenge is the determination of good umbrellas (multicanonical weights) in order to achieve a diffusive behavior in energy space. To address this problem, Wang and Landau (WL) proposed a "random walk algorithm" [5] for MC applications, in which the multicanonical weights are estimated on the fly. Over the last decade, the WL method became one of the most popular ways to estimate the multicanonical weights, and hence the density of states. Shortly after, Laio and Parrinello [6] proposed an MD-based method -metadynamics -to fill up basins of the free-energy surface and enhance the exploration of configuration space. Using a different approach, and independently from metadynamics, Kim et al. [7] later combined ideas from Hansmann's multicanonical MD with the WL MC algorithm and put forward a method known as statistical temperature molecular dynamics (STMD). Other combinations of WL and MD using the weighted histogram method [8] and/or smoothing of the estimated density of states [9] have been proposed as well. * E-mail: tvogel@lanl.gov
In this paper we investigate the relationship between WL, STMD and metadynamics. While all these methods are well established in their communities, their precise formal relationships has, to the best of our knowledge, not been thoroughly analysed and, consequently, their development largely proceeds in parallel. We provide a unified formal view of these three methods and give the conditions under which they are equivalent. In particular, we show that STMD and metadynamics produce, on a timestep per timestep basis, identical dynamics when using consistent initialization and update schemes. This unified view allows for the transfer of innovation between the different methods and avoids duplication of efforts in different communities.
II. MOLECULAR DYNAMICS IN THE MULTI-CANONICAL ENSEMBLE
In the MUCA ensemble [3] , one aims at sampling from a flat potential energy (U ) distribution, i.e.,
where g(U ) is the density of states and w muca (U ) the multicanonical weights, independently of T . Obviously, for this to be realized, the weights have to take the form:
where S(U ) = k B ln g(U ) is the microcanonical entropy. The MUCA weights can be seen as canonical weights at a temperature T 0 for an effective potential
This is equivalent to the traditional formulation of MUCA MC simulations where only configurational degrees of freedom are taken into account. The interatomic forces needed to carry out MUCA MD simulations are simply obtained from the gradient of V eff (U ):
Using the definition of the microcanonical temperature
the forces become:
i.e., MUCA forces differ from the conventional forces only by an energy dependent rescaling. What makes multicanonical simulations challenging in practice is that the multicanonical weights are related to the density of states. On the other hand, this also makes them powerful: results of a single multicanonical simulation can be reweighted to obtain canonical averages at any temperature.
The key difficulty in MUCA simulations is to determine the simulation weights (i.e., the density of states), and many different approaches have been proposed to address that issue, WL being one of the most popular. In WL [5] , the density of states is approximated using a discrete histogram. At each step, the value of the bin containing the current energy is updated using a modification factor f WL via
where t is the actual MC (or later, MD) simulation time and primed symbols refer to instantaneous estimators of a certain quantity. Conventionally, ln f WL is initially set to 1 and ln g ′ (U, t = 0) = 0. Simultaneously, an histogram H(U ) of the energy bins visited during the simulation is accumulated. Once H(U ) is deemed flat enough, f WL is decreased, e.g., as f WL → √ f WL . In this paper, we are mainly concerned with the first iteration, where the dynamics are still strongly biased, but it can be shown that, as f WL tends to 1, the WL method converges to a correct multicanonical sampling [5, 10] .
Direct applications of the WL strategy to MD have been attempted [11] , however, such efforts were hampered by numerical stability issues introduced by the finite-difference differentiation of noisy histograms, requiring the introduction of rather elaborate smoothing procedures [9] . To avoid such complications, Kim et al. [7] proposed to directly update T ′ (U, t) (still represented as a discrete histogram) as the MD simulation proceeds and to begin from an initially constant temperature T ′ (U, t = 0) = T 0 > 0 instead of a constant entropy as done in WL. This approach allows for a restriction of the sampled temperature range, for example to positive values. Except for that key difference, the STMD scheme is a direct translation of the WL ideas to the statistical (microcanonical) temperature, making MUCA MD simulations feasible (cf. Eq. 6). Applying a three point stencil for numerical differences to Eq. (5), the update in Eq. (7) then translates into the following temperature update in the energy bins next to the currently occupied one:
with δ β := k B ln f WL /2∆U and ∆U being the energy bin width.
Various extensions of this single-bin-based update schemes are possible. For example, one can choose any scalable kernel function γ k(x/δ) to update the entropy estimator S ′ (U ) ∝ ln g ′ (U ). The update (which can now affect the whole energy range) then reads:
This scheme has proven to be particularly useful for Wang-Landau sampling of joint densities of states, i.e., when performing random walks in more than one dimension [12] . The above expression can be cast in terms of an entropy estimator as:
where we use the time to index the entropy-update events. Following STMD, assume the initial guess
Recalling Eq. (4), we then get for the MUCA forces:
Taking a step back, we can use this last equation to factorize V eff (U ) (cf. Eq. 3) into a sum of the original potential U and a bias potential V G : V eff (U ) = U + V G . By inspection (cf. Eqs. 4 and 12), we directly get:
i.e., with the proper initial conditions, WL/STMD updates are equivalent to the construction of an additive bias potential that takes the form of a simple sum of kernel functions. It is immediately obvious that this procedure is functionally equivalent to a metadynamics [6] approach with the potential energy as a collective variable. In metadynamics, one also aims at overcoming free energy barriers, allowing for a random walk in the collective-variable space. In order for the system to freely diffuse with respect to the potential energy, the average "metadynamics force" φ F on the collective variable must vanish, i.e., the free energy landscape F T0 (U ) = U − T 0 S(U ) must become flat. To that effect, an additive potential V G (U ) is introduced such that
Clearly, V G (U ) = −F (U ) solves Eq. (14) and (U + V G (U )) = T 0 S(U ), both up to an arbitrary additive constant. Therefore, an energy-based metadynamics simulation simply reduces to a multicanonical MD simulation (cf. Eq. 3). Indeed, starting with the initial guess V ′ G (U, t = 0) = 0 for the modifying potential (i.e., also starting the simulation in the canonical ensemble at temperature T 0 ) and gradually updating it by adding Gaussian kernel functions, V ′ G (U, t) reads:
The modified interatomic forces are obtained from the gradient of the effective potential U (q 1 , . . . ,
which is indeed identical to Eq. (12) for γ k(x/δ) being a Gauss kernel function with w = γ T 0 and using the same time sampling points t ′ and t ⋆ , respectively.
III. RESULTS AND DISCUSSION
During the last decade, there have been multiple independent algorithmic advances in the MC and MD communities that lead to significant improvement of the major generalized ensemble methods, see [14, 15] for some examples, and the introduction of STMD [7] was a major step in bridging the gap between MC and MD. Our demonstration that STMD and metadynamics can be made identical should further facilitate technological transfers between both communities.
The use of a Gauss kernel update, as done in metadynamics, in STMD is the most obvious example of such a transfer. To illustrate the potential gains of this symbiosis, we discuss thermodynamics results for a physical system consisting of 500 silver atoms at constant particle density ρ = 0.0585Å −3 , interacting via an embedded-atom potential [16] . We use the stochastic Velocity-Verlet algorithm [17] with a time step of 2 fs and a Langevin thermostat at T 0 = 3500 K and apply periodic boundary conditions. We use the original STMD method, where the statistical temperature is updated according to a single-bin update of the entropy (via Eq. 8), and compare with the Gauss-kernel version where we directly solve Eq. (5), leading to the following temperature update:
We apply Gaussian kernels of different widthsδ, which we measure in units of the energy bin width ∆U used in the original-STMD run. That is, forδ = n∆U the kernel function drops to γ/e at the centers of the nth nearest neighbor energy bins. γ takes the role of ln f WL (cp. Eq. 7) and can be chosen much smaller than for WL simulations [7] , we initially set it to γ = 3.5 × 10 −3 . We furthermore use a cutoff of 10∆U at both sides of the Gaussian in all cases, but verified that the actual choice of the cutoff does not significantly affect the results. The energy-histogram bin width is identical in all cases and the energy histogram itself is always updated by increasing single bins, i.e., the Gauss kernels are not applied for recording the histogram of visited energies. Also, the flatness criterion is identical for all runs. In Table I we show the average times needed for different runs to fulfill the histogram flatness criterion, i.e., to finish the first WL iteration. The result clearly shows that the width of the Gaussian kernel influences how fast the system is driven through energy space, and that wider kernels provide an interesting speedup. In Fig. 1 (a) , we show time series for the first iteration from two runs, applying the original STMD and a Gauss kernel run with width 3∆U , respectively. For the latter case, the system moves from the initial (I), amorphous configuration via low-energy, crystalline states exhibiting stacking faults (SF) to the perfectly ordered ground state (GS; see Fig. 1 c) in just about 20 ns. Concomitantly, extensive thermodynamic information is gathered.
Many other improvements can be considered. For example, it can be shown that the WL energy probabil- ity distribution is attracted to the vicinity of the uniform distribution [10] . By introducing a height-reduction scheme for the Gauss kernels in metadynamics, as proposed in [18] for example, a similar convergence proof should be available. Furthermore, it has been shown how a delay in the WL update reduces the systematic error during the run; such a delay was built in metadynamics from the beginning. A more recent development in the metadynamics community concerns adaptive Gaussian [19] , where the form of the addition to the bias potential depends on local properties of the underlying free-energy surface. To our best knowledge, such an approach has not been fully implemented in the Monte Carlo community, even though the idea of applying different entropy updates in Wang-Landau simulations has circulated [20] and an ad-hoc method for nonuniform binning of energy levels has been recently and independently implemented [21] . In [20] , problems were detected which might induce systematic errors in the entropy estimation when multiple parallel walkers simultaneously update the bias potential. Exactly the same approach has been published as an advancement in metadynamics [22] some years before, however, without noticing potential pitfalls. Joining insights from both studies might help in further improving the parallel implementations of both methods. Note that a generic parallel Wang-Landau scheme based on replica exchanges was recently introduced and applied [23, 24] . This scheme avoids such artificial bias and can be translated to metadynamics and STMD in a straightforward way; in fact, a similar replica-exchange scheme was already introduced and applied to the original STMD method [25] .
IV. SUMMARY
We aim at helping to consolidate the developments in the different areas of generalized ensemble MC and MD sampling by demonstrating that three popular methods, namely Wang-Landau, Statistical Temperature Molecular Dynamics, and Metadynamics, are formally equivalent upon a consistent choice of initial conditions and update rules. Specifically, we have shown that STMD, a translation of the Wang-Landau method into the MD language, augmented by the introduction of kernel updates of the statistical temperature, becomes completely identical to metadynamics on a timestep by timestep basis. That is, both methods give identical dynamics when forces are calculated from either statistical temperature or a bias potential, respectively. We believe that such a consistent view of MUCA simulations is beneficial to foster transfer of ideas between the respective communities.
