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Speaker Recognition (SR) is to recognize a speaker's identity from his or her 
voice, in which the speaker is represented by acoustic feature vectors. Human 
speech production mechanism provides much acoustic cues for distinguishing 
different speakers. Most of the current state-of-the-art SR systems use vocal 
tract related speech features. Although high recognition accuracy is obtained 
in well-controlled laboratory environments, the SR performance suffers a lot 
from the presence of background noise, which prevents its usage in real-world 
applications. In practice, the noisy environments always degrade the original 
speaker-specific information conveyed by the speech features. 
In order to increase the noise robustness of the SR systems, we propose a 
novel method to extract speaker-distinguishable features from both vocal tract 
and vocal source. The LP residual signal and speech spectrum are regarded as 
the vocal excitation and vocal tract information sources, respectively. To reduce 
the effects of noise, a noise suppression process is carried out before feature ex-
traction. In establishing the speaker reference models, mel-frequency cepstral 
coefficients (MFCCs), the most widely used acoustic feature, is adopted as the 
tract related feature set; and wavelet octave coefficients of residue (WOCORs), 
which captures the spectro-temporal characteristics of LP residual signal is 
used to provide the needed source related details. However, when scrutiniz-
iv 
ing the subband-specific temporal information contained in LP residual signal, 
we find that a subband-based feature parameterization process is more effec-
tive in demonstrating the speaker-distinguishable power of the time-frequency 
components than the original parameterization method which equally treats all 
subbands. Moreover, the influence that brought by the estimation method on 
LP residual signal is also taken into account in the source feature generation 
process. To efficiently use the complementary information of the source and 
tract features, a score-level fusion is applied. Speaker recognition results with 
the complementary source and tract feature sets shows that even with a signal-
to-noise ratio (SNR) as low as OdB, much improved recognition accuracy can be 
obtained. In specific, to better handle the trade-off between the feature vector 
dimension and the recognition results, three sets of WOCOR parameters with 
different dimensions are employed in SR experiments. It is demonstrated that 
with the increase of SNR, equally well recognition results are achieved among 




中，説話人是用其聲學特徵向量（Acoustic feature vectors)來表徵的。人類發聲 
機理（Human speech production mechanism)為辨別不同説話人提供了很多綫索。 






的方法，這個方法從聲源（Vocal source)和聲帶（Vocal tract)信息中提取識別特 
徵。我們用綫性預測殘差信號（LP residual signal)和語音頻譜（Speech spectrum) 




差信號中子帶相關的時間信息（Subband-specific temporal information)的研究， 
我們發現相對于原來的子帶均句處理的參數化方法（Parameterization method), 
採用子帶相關的特徵參數化方法會更有效地體現殘差信號中時頻成分的説話人 
識別特性。另外，在聲源特徵（Vocal source feature)的生成過程中，我們還考慮 
了殘差信號估計方法所帶來的影響。爲了更有效地使用聲源和聲帶互補信息， 
我們採用了基於打分的信息混合（Score-level information ftision)方法。使用互補 
聲源聲帶特徵的説話人識別試驗中，結果顯示，我們提出的系統即使在信躁比 
(Signal-to-noise ratio)很低的情況下，比如OdB，仍然很大地提高了系統的識別 
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1.1 Introduction to Speech and Speaker 
Recognition 
In the field of spoken language engineering, the needs for automatic recognition 
of speech content or speakers using their voices are constantly increasing. The 
growth of interest in automatic speech recognition (ASR) and speaker recogni-
tion (ASkR) arises from technological developments in computer-based systems 
and telecommunications as well as scientific progress in speech processing and 
pattern recognition methods. 
Automatic Speech Recognition 
Automatic speech recognition systems have come a long way since the first 
systems appeared in early 1970s. Much of the advances in speech signal pro-
cessing were already made in early 1970s when the linear prediction technique 
was invented by B. S. Atal [2] and several other researchers. With the advent of 
statistical techniques in the ASR systems, such as, the Hidden Markov Models 
(HMMs) [3, 4, 5’ 6, 7] and artificial neural networks (ANNs) [8, 9] in the 1990s, 
the performance of the ASR has been improved greatly, and the ASR systems 
have been advanced from the limited vocabulary isolated word ASR systems 
to large vocabulary continuous speech ASR systems. Current speech recogni-
1 
Chapter 1. Introduction 
tion systems are firmly based on the principles of statistical pattern recognition. 
Figure 1.1 illustrates the main components of an large vocabulary continuous 
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Figure 1.1: Overview of statistical speech recognition (Source: HTK book [1]) 
In the large vocabulary ASR task referred to by Figure 1.1, an unknown 
speech waveform is converted by a front-end signal processor into a sequence 
of acoustic vectors, Y = • • • ^Vt- The utterance consists of a sequence 
of words, W = ...，w;„，and it is the job of the large vocabulary ASR 
system to determine the most probable word sequence, W^ given the observed 
acoustic signal Y [10 . 
To do this, Bayes' rule is used to decompose the required probability 
P{W\Y) into two components, that is, 
- argrnaxP(H/|y) = a r g m a x ^ ® ^ ^ (1.1) 
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This equation indicates that to find the most likely word sequence W, the word 
sequence that maximizes the product of P{W) and P{Y\W) must be found. 
The first of these terms represents the a priori probability of observing W 
independent of the observed signal, and this probability is determined by a 
language model. The second term represents the probability of observing the 
vector sequence Y given some specified word sequence W, and this probability 
is determined by an acoustic model. 
Automatic Speaker Recognition 
Nowadays, in more and more areas, biometric authentication systems are re-
quired, e.g., in remote access to databases, telephony banking, and forensic 
voice sample matching, etc. Usually, biometric systems recognize a person by 
using distinguishing traits, these can be physiological characteristics such as fin-
gprints, DNA and retina, or behavioral patterns [11]. Speaker recognition is a 
performance biometric. Human voice, like other biometrics, cannot be forgotten 
or misplaced, unlike knowledge-based (e.g., password) or possession-based (e.g., 
key) access control methods; moreover, the using of speech to recognize peo-
ple presents the advantage of being cost effective and less objectionable to the 
user than other biometrical recognition methods based on physiological traits. 
Speaker recognition systems can be made somewhat robust against noise and 
channel variations [12], ordinary human changes (e.g., time-of-day voice changes 
and minor head colds), and mimicry by humans and tape recorders [13 . 
Speaker recognition has been studied as early as 1960s, the first study was 
carried out to learn how human recognize speakers and the reliability of hu-
man's recognition performance [14’ 15，16]. With the development of computer 
technology, 1970s saw the invent and arising interests in automatic speaker 
recognition by computer systems. In this stage, Fourier transform, linear predic-
tion and cepstral analysis techniques have been employed in generating speech 
features. Long-time average of these parameters were used as speaker represen-
tative models. 
Around the 1980s, Dynamic Time Warping (DTW) [17], Vector Quanti-
3 
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zation (VQ) [18] techniques have been proposed, which sped up the develop-
ment of current speaker recognition system. Cepstral features, i.e., the mel-
frequency cepstral coefficients (MFCCs) [19], linear predictive cepstral coeffi-
cients (LPCCs) [20], and also line spectrum pairs (LSPs) [21, 22] were devel-
oped and have obtained the most widely use until today. Also at this time, the 
dynamic features were suggested for use [23 . 
In the 1990s, sophisticated statistical techniques, such as, Gaussian mix-
ture model (GMM) [24], support vector machine (SVM) [25’ 26] has been used 
to train speaker models. Background score normalization techniques, i.e., co-
hort background model [24] and universal background model (UBM) [27] were 
developed for robust verification of speaker identity. 
Up to date, the state-of-the-art speaker recognition systems which consist 
the use of MFCC parameters, GMM speaker models, UBM score normalization 
method have achieved the best recognition results, and been widely adopted as 
the baseline system for many other applications. 
• Identification and Verification 
Generally speaking, any applications concerning using a person's voice for 
personal identity authentication can be referred to as speaker recognition [28, 
29，30]. Among them, speaker identification and speaker verification are the 
two applications that involve the most widely research. 
• Speaker Identification: one task that involves determining from which 
of the N registered speakers an unknown utterance comes, or it was spoken 
by an unknown speaker in an open-set task. It is to make a choice from 
N candidates in a close-set condition. 
• Speaker Verification: one task that relates to determining whether an 
unknown utterance was spoken by the claimed speaker or not. Unlike the 
identification task, it is a binary decision. 
• Text-dependent and Text-independent Speaker Recognition 
Both the tasks of speaker identification and verification require reference 
speaker models to be trained. In training the speaker models, acoustic fea-
4 
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tures that extracted from the speech utterances are used. For a text-dependent 
recognition, the spoken contents in the training and recognition phases are the 
same; while in the text-independent condition, no constraints are imposed on 
the spoken contents. Apparently, the text-dependent systems give better per-
formance, however, text-independent recognition finds more applications in real 
life [31，32]. 
Acoustic Features Commonly Used for Speech and Speaker Recogni-
tion 
Currently, most of the state-of-the-art speech and speaker recognition systems 
adopt cepstral feature extraction front-end. Mel-frequency cepstral coefficients 
(MFCCs), among others, are used broadly. First introduced by Davis and Mer-
melstein [19], mel-cepstrum exploits auditory principles, as well as the decorre-
lating property of the cepstmm. In addition, the mel-cepstrum is amenable to 
compensation for convolutional channel distortion. As such, the mel-cepstrum 
has proven to be one of the most successful feature representations in speech-
related recognition tasks. LPCCs [20], as an alternative to MFCCs, is also 
broadly used. 
Training and Testing Data 
Determined by the purposes of the recognition tasks, speech and speaker recog-
nition have different requirements on training/testing data. In speech recogni-
tion, where the target is to recognize the contents of the utterance, phonetic 
balance is desired [33]; moreover, other concerns as speaking styles [34], emotion 
35] also account. While, for speaker verification, which is always used for secu-
rity purposes, to ensure a reliable evalution, the data collection period should 
be taken into consideration when establishing a database [36]; text-dependency 
is another concern [32]. For speaker identification tests, the speaker population 
in the speaker-pool greatly affects the identification performance [37 . 
5 
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1.2 Difficulties and Challenges of Speaker Au-
thentication 
Speaker recognition in well-controlled laboratory environments can achieve high 
recognition accuracy. However, in real-world applications, it has to face the 
problem of speech variability, which are caused by many reasons. 
• Speech variation: the speech signal contains multiple sources of variabili-
ties. These variabilities arise, for example, from the physiological and psy-
chological state of the speakers and the linguistic contents of the speech 
utterances. They are often referred to as the intra-speaker variabilities 
20 . 
• Environment condition: the environments in which the speech is uttered 
may contain several types of additive background noises. These noises 
may be stationary or non-stationary. Moreover, there are another types of 
environment degradation that usually a speaker recognition system cannot 
tolerate, it is the reverberation and echo induced by the room acoustics 
38, 3 9’ 40；. 
• Microphone acquisition: for the speech utterances that collected by micro-
phone, the linear and non-linear distortions introduced by the acquisition 
process will deeply affect the recognition accuracy in the speaker recogni-
tion systems [41]. The parameters, i.e., the placement of the speaker, the 
gain and the directivity of the microphone, etc, all account for the change 
of acquired speech characteristics. 
• Transmission channel: the major effects of transmission channel on speech 
signals are bandwidth filtering and speech distortion. Digital and analog 
telephone networks introduce different sources of degradation [42] • 
Additive Background Noise 
In this thesis, the problem of background noise induced by the environment 
is addressed. Background noise is a common variability source that speaker 
6 
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recognition systems confront in practical applications. The interfering noises 
dramatically decrease the recognition performance which makes its use in real 
life situations unacceptable. 
One of the methods used to reduce the influence of additive noise on the 
performance of speech and speaker recognition systems is based on the applica-
tion of speech enhancement techniques. The objectives of speech enhancement 
techniques, such as subtractive-type algorithms, are only to reduce the noise 
effects from a broad statistical sense [43]. This drawback limits its effectiveness 
in improving the noise robustness of speech and speaker recognition systems. 
1.3 Objectives and Thesis Outline 
Research Objectives 
The aim of this thesis is to increase the noise robustness of speaker recognition 
systems by using both vocal source and vocal tract features estimated from 
noisy input speech utterances. To estimate the speaker-distinguishable speech 
properties, noise suppression techniques are first employed; followed by efficient 
feature extraction process to ensure a satisfactory recognition results in adverse 
environments. 
In this study, we made two basic assumptions: 
1. The additive noise is stationary, and there is no statistical correlation with 
the speech signal. Stationary noise implies that the statistical character-
istics of the noise signal are relatively stable within a long duration; while 
in a nonstationary condition, the noise characteristics may vary with time 
swiftly. 
2. Instead of relying on the availability of noise-free speech data for model 
training, here, we assume that the speaker models are trained under the 
same noise conditions as that in the testing phase. 
Motivation of this research is stated as follows: 
7 
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First, human speech production mechanism has been investigated for a very 
long time. In speech production process, the air flow from lungs, which works as 
the power, drives the vibration of vocal cords; and the excitation source induced 
by the vibration of vocal cords is then modulated by the vocal tract system. 
It is believed that both the vocal tract modulation system and the vocal cords 
vibration activity possess speaker-distinguishable power [44]. Through these 
decades, majority of the feature extraction front-ends attempt to capture only 
vocal tract related speech properties; on the contrary, the source information 
has long been missed from the speaker representative features. 
Actually, some previous research work have been conducted to extract 
speaker-dependent features from the vocal source [45, 46, 47]. However, these 
features capture only the /O, or pitch cycle related temporal source properties, 
with much left untouched in the vocal source. 
In our earlier work [48’ 49], the time-frequency characteristics of LP residual 
signal have been parameterized into speech feature vectors for speaker discrim-
ination purpose. We intend to continue the preceding work in this thesis. 
Besides, the complementary correlation between the vocal tract and vocal 
source features needs further exploration for a more efficient feature fusion. 
Especially in the field of robust speaker recognition, it would be desirable if 
the two feature sets compensate for each other to give an improved recognition 
results in adverse conditions. 
Based on these facts, the main goals of the thesis are: 
1. to explore the internal spectro-temporal information contained by LP 
residual signals for a robust yet efficient source feature generation method. 
2. to use both vocal tract and vocal source features for speaker recognition. 
3. to apply subtractive-type algorithm to achieve noise suppression before 
feature extraction process. 
Thesis Outline 
This thesis is organized as follows: 
8 
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• Chapter 1: we introduce research work have been conducted in the field 
of speaker recognition; our motivation, scope of this research, and the 
thesis organization. 
• Chapter 2: this chapter delivers the technical issues of speaker recog-
nition from the viewpoints of signal processing and pattern recognition. 
In which we first introduce the fundamentals of speaker recognition in-
cluding feature extraction front-end and pattern classification algorithms. 
Technical specifications of the currently used speaker recognition system 
are also stated. Furthermore, noise robustness problem encountered in 
speaker recognition applications are described. 
• Chapter 3: this chapter elaborates from a perceptual perspective which 
acoustic cues in human speech production and auditory systems contribute 
for distinguishing speaker identities. Features from vocal tract and vocal 
source are looked over, and the complementary use of vocal source-tract 
features is proposed. Finally, we address our observations and discussions 
about the noise effects on speech properties. 
• Chapter 4: this chapter deals with the problem of feature estimation 
from noisy input utterances. Concerned noise suppression methods are 
first delivered. Then, we propose a novel method to estimate and extract 
the source-tract feature sets in noisy conditions. Theoretical derivations of 
the feature generation process as well as some experimental observations 
are presented to elaborate our method. 
• Chapter 5: experimental results and performance analyses are presented 
in this chapter. 
• Chapter 6: conclusion of the this research and suggestion for the future 
work are addressed. 
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Speaker Recognition System 
2.1 Baseline Speaker Recognition System 
Overview 
One objective in automatic speaker recognition is to decide which voice model 
from a known set of voice models best characterizes a speaker; this task is 
referred to as speaker identification [30]. In the different task of speaker verifi-
cation, the goal is to decide whether a speaker corresponds to a particular known 
voice or to some other unknown voice. A speaker known to a speaker recogni-
tion system who is correctly claiming his/her identity is labeled a claimant and 
a speaker unknown to the system who is posing as a known speaker is labeled 
an imposter. A known speaker is also referred to as a target speaker, while an 
imposter is alternately called a background speaker. 
Speaker recognition, by itself, is a pattern recognition issue, and Figure 2.1 
depicts a systematic block diagram of a speaker recognition system using pattern 
recognition approach. The three basic steps in a pattern recognition model are 
(1) parameter measurement (in which a test pattern is created), (2) pattern 
comparison, and (3) decision making. The first step in a speaker recognition 
system, whether for identification or verification, is to build a model of the 
voice of each target speaker, as well as a model of a collection of background 
speakers, using speaker-dependent features extracted from the speech waveform. 
10 
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PATTERN RECOGNITION APPROACH 
REFERENCE 
PATTERNS 
TEST 1 RECOGNIZED 
SPEECH PARAMETER PATTERN PATTERN DECIS ION SPEAKER 
^ MEASUREMENT COMPAR ISON RULE ^ 
Figure 2.1: Pattern recognition approach to speaker recognition 
For example, the oral and nasal tract length and cross-section during different 
sounds, the vocal fold mass and shape, and the location and size of the false 
vocal folds, if accurately measured from the speech waveform, could be used 
as features in an anatomical speaker model. We call this the training stage 
of the recognition process, and the associated speech samples used in building 
a speaker model is called the training data. During the recognition or testing 
stage, we attempt to match (in some sense) the features measured from the 
waveform of a test utterance, i.e., the test data of a speaker, against speaker 
models obtained during training. The particular speaker models we match 
against, i.e., from target and background, depends on the recognition task. An 
overview of these components of a speaker recognition system for the verification 
and identification tasks are given in Figure 2.2 [50]. 
In practice, it is difficult to derive speech anatomy from the speech waveform. 
Rather, it is typical to use features derived from the waveform based on the 
various speech production and perception models. The most common features 
characterize the magnitude of the vocal tract frequency response as viewed by 
the front-end stage of the human auditory system, assumed to consist of a linear 
(nearly) constant-Q filter bank [44 . 
In this chapter, we discuss the fundamental issues involved in speaker recog-
nition systems and the state-of-the-art techniques used. In Subsection 2.1.1, the 
spectral characteristics of speech signal, and the spectral analysis techniques are 
discussed; and then in Subsection 2.1.2, we describe the statistical pattern recog-
nition approach which based on maximum-likelihood classification for training 
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Figure 2.2: Overview of speaker recognition system for speaker verification and 
identification. 
and testing. In Section 2.2, the evaluation metrics for different speaker recogni-
tion tasks will be defined. And lastly in Section 2.3, descriptions of the speech 
and noise databases to be used in this work together with a detail analysis on 
the robustness of speaker recognition systems under different conditions will be 
introduced. 
2.1.1 Feature Extraction 
There are a variety of voice attributes that characterize a speaker. Speech is a 
complicated signal produced as a result of several transformations occurring at 
12 
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several different levels: semantic, linguistic, articulatory, and acoustic [50]. Dif-
ferences in these transformations appear as differences in the acoustic properties 
of the speech signal. Speaker-related differences are a result of a combination 
of anatomical differences inherent in the vocal tract and the learned speaking 
habits of different individuals. In speaker recognition, all these differences can 
be used to discriminate between speakers. 
In viewing these attributes, both from the perspective of the human and 
the machine for recognition, we categorize speaker-dependent voice character-
istics as "high-lever and "low-level". High-level voice attributes include "clar-
ity, “”roughness,，，"magnitude, “ and "animation" [51，52]. Other high-level 
attributes are prosody, i.e., pitch intonation and articulation rate, and dialect. 
Voiers in [52] found that such high-level characteristics are perceptual cues in 
determining speaker identifiability. On the other hand, these attributes can be 
difficult to extract by machine for automatic speaker recognition purpose. In 
contrast, low-level attributes, being of an acoustic nature, are more measurable. 
In this thesis, we are interested in low-level attributes that contain speaker iden-
tifiability for the machine and, perhaps, as well as for the human. The attributes 
include primarily the vocal tract spectrum and, to a lesser extent, instantaneous 
pitch and glottal flow excitation. 
Human perception of speech sounds is a complex process, to measure the 
speech waveform into representative features, the consideration of the human 
auditory properties is essential, and the preprocessing techniques used will 
largely effect the feature extraction output. In this section, we will first briefly 
review the perception cues of human auditory system; then, we will outline the 
two dominant spectral analysis models used, namely, the filterbank model and 
the Linear Prediction (LP) model. Finally, a review of feature representations 
will be given. 
Signal Processing Front-end 
Since short time spectral envelope is viewed as the most important parametric 
representation of speaker's vocal tract characteristics, spectral analysis methods 
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are therefore generally considered as the core of the signal-processing front end 
in a speaker recognition system [53]. An overview of the structure in this section 
is shown in Figure 2.3. 
I I I 
j i Non-linear j 
丨 frequency scales j 
I 丨 + i 
！ I filterbank model ！ 
Speech 丨 一 fram^n^'^ / K ^ i — Parameterized 
waveform 丨 . 」 -呂 i feature vectors ！ + windowing X ！ 
： LP model 
I ： t ： 
i i LP analysis i 
Preprocessing Steps Spectral Analysis Models 
Figure 2.3: Feature extraction process - a glance 
• Preprocessing Steps in Feature Extraction 
In feature extraction, there are some common signal processing techniques that 
are essential as the preprocessing front-end of the speech signal [54 . 
The basic steps involved in the process include the following: 
1. Preemphasis 
The digitized speech signal, s(n), is put through a low-order digital system 
(typically a first-order FIR filter), to spectrally flatten the signal so as to reduce 
the dynamic range. A first-order filter is used in our work: 
H(z) = l-Q.97z-\ (2.1) 
Figure 2.4 shows the magnitude characteristics of It can be seen that 
at / = 1 (half the sampling rate) there is a 36dB boost in the magnitude over 
that at / = 0. 
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Figure 2.4: Magnitude response of the preemphasis first order highpass filter 
2. Frame Blocking 
Speech signal is quasi-periodic in voiced segment, and it can be viewed as short-
time stationary within 10 — 30 msec. Hence, the preemphasized speech signal 
should be framed into short segment before further processing. In this step, the 
signal is blocked into frames of N samples, between two adjacent frames, there 
is an overlap of M samples. Figure 2.5 illustrates the blocking into frames for 
the case in which M = (l/2)N. 
< N • 
<——M——• 
< N • 
<——M——• 
-< N ^ 
Figure 2.5: Blocking of speech into overlapping frames (N=2M) 
3. Windowing 
To minimize the signal discontinuities at the beginning and end of each frame, 
usually a windowing process is applied. A typical window used for the speech 
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front-end parameterization is the Hamming window, which has the form 
STTTI 
w{n) = 0.54 - 0 . 4 6 c o s ( — - ) , 0 < n < iV - 1. (2.2) 
TV — 1 
• Non-linear Frequency Scales 
The human ear resolves frequencies non-linearly across the audio spectrum 
and empirical evidence suggests that designing a front-end to operate in a similar 
non-linear manner improves recognition performance. There are many non-
linear frequency scales that approximate the sensitivity of the human ear [55]. 
For example: 
• Mel: Derived from perception experiments. 
• Constant Q: Q is the ratio of filter bandwidth over center frequency, 
hence this implies an exponential form. 
• Mel-scale Frequency 
In hearing the sounds, human ears map the acoustic frequency, / , to a "percep-
tual" frequency scale. A most popular approximation to this type of mapping 
in speaker recognition is known as the mel scale: 
melif) = 2 5 9 5 / 0 仍 0(1 + (2.3) 
The mel scale attempts to map the perceived frequency of a tone, or pitch, onto 
a linear scale. It is often approximated as a linear scale from 0 to lOOOHz，and 
then a logarithmic scale beyond lOOOHz. A bank of triangular bandpass filters 
that spaced along the mel scale is shown in Figure 2.6. 
• Q-constant Frequency Scale 
An alternative of the mel scale is the Q-constant scale. This stems from the fact 
that from a human auditory perception point of view, a logarithmic frequency 
scale is often justified. If implemented with a set of Q bandpass filters with 
center frequencies, / “ and bandwidths, A , 1 < i < Q, we set 
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Figure 2.6: Mel-scaled filterbank 
Bi = C, 
Bi = 2<i<Q 
h = / i + i S + i ^ i ^ ， (2.4) 
where C and j\ are the arbitrary bandwidth and center frequency of the first 
filter, and a is the logarithmic growth factor. The most commonly used values 
of a are a = 2，which gives an octave band spacing of adjacent filters. In 
an octave spaced filter bank, the ratio between the bandwidth Bi and center 
frequency fi of the i让 filter keep a constant along with i through 1 to Q, thus, 
it termed as Q-constant analysis. Figure 2.7 shows a four band, octave-spaced, 
non-overlapping filter bank. 
Octave-Spaced Filter Bank 
i L 
i=l i=2 ^ i=4 
1 - -w 
Q 
5 200 400 800 1600 
g X >< > 
0 1 
^ _ L J J _ I I 1 ^ 
200 400 800 1600 3200 
f j f4 frequency / Hz 
Figure 2.7: Octave-spaced filterbank 
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• Spectral Analysis Models 
• Bank-of-filters Model 
The overall structure of the bank-of-filters model is shown in Figure 2.8. The 
sampled speech signal, s(n), is passed through a bank of Q bandpass filters, 
giving the signals 
Si(n) = s(n) * hi{n), I <i <Q 
Mi-l 
= ^ hi(m)s(n - m), (2.5) 
m = 0 
where we have assumed that the impulse response of the i认 bandpass filter 
is hi{m) with a duration of Mi samples; hence, we use the convolution 
representation of the filtering operation to give an explicit expression for Si(n), 
the bandpass-filtered speech signal. The purpose of the filter-bank analyzer is 
to give a measurement of the energy of the speech signal in a given frequency 
band [44]. And the model output Ei, i = 1’ •. •, Q will be useful in the feature 
parameterization process in later discussion. 
• LP Analysis Model 
The basic ideal behind the LP model is that a given speech sample at time n, 
s(n), can be approximated as a linear combination of the past p speech samples, 
such that 
s(n) K ais{n - 1) + a2s{n — 2) + . . . + aps{n — p), (2.6) 
where the coefficients ai’ “2，...，a" are assumed constant over the speech anal-
ysis frame. We convert Equation 2.6 to an equality by including an excitation 
term, Gu{n), giving: 
V 
s{n) = ais{n - i) + Gu(n), (2.7) 
i=l 
where u{n) is a normalized excitation and G is the gain of the excitation. By 
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Figure 2.8: Bank-of-filter spectral analysis model 
leading to the transfer function 
H � = = 1 — E L aiZ-i 二 W Y (2.9) 
The interpretation of Equation 2.9 is given in Figure 2.9, which shows the 
normalized excitation source, u(n)’ being scaled by the gain, G, and acting as 
input to the all-pole system, H[z)=志，to produce the speech signal, s(n). 
H(z) and A(z) are named LP filter and LP inverse filter, respectively. Based on 
our knowledge that the actual excitation function for speech is essentially either 
a quasiperiodic pulse train (for voiced speech sounds) or a random noise source 
(for unvoiced sounds), the appropriate synthesis speech model, corresponding 
to the LP analysis, is as shown in Figure 2.10. Here the normalized excitation 
source is chosen by a switch whose position is controlled by the voiced/unvoiced 
character of the speech, which chooses either a quasiperiodic train of pulses 
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as the excitation for voiced sounds, or a random noise sequence for unvoiced 
sounds. The appropriate gain, G, of the source is estimated from the speech 
signal, and the scaled source is used as input to a digital filter {H{z)), which 
is controlled by the vocal tract parameters characteristic of the speech being 
produced. Thus the parameters of this model are voiced/unvoiced classification, 
pitch period for voiced sounds, the gain parameter, and the coefficients of the 
digital filter, a^ [2]. These parameters all vary slowly with time [2]. As an 
L inear predict ion mode l o f speech 
U(n) J 1/A(Z) S(n) 一 
ii 
G 




~ I M P U L S E V O C A L TRACT 
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广 SWITCH 
^ U ( n ) ^ I T I M E - V A R Y I N G I s(n) 





Figure 2.10: Speech synthesis model based on LPC model 
inverse process of the LP synthesis, the LP analysis model is illustrated by 
Figure 2.11. Since the spectra of pulse trains and random noises are both flat, 
the spectral envelope of speech signal is determined by the all-pole filter H{z). 
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Hence, the speech spectral envelope can be obtained as the magnitude response 
of H{z) = The purpose of the LP analyzer is to give a representation of 
the speech spectral envelope in a set of prediction coefficients. And the model 
output dk, k = 1,. . . will be useful in the feature parameterization process 
in later discussion. 
SPEECH • a^ 
• LP Analysis 
S(n) • prediction error 
ill 
LP order - p 
Figure 2.11: The LP analysis model 
Review of Feature Representations 
Derived from the filterbank and LP spectral analysis model, we can obtain sets 
of parameters to represent the speech spectrum, they are termed as speech fea-
tures. The features are the input of the speaker recognizer, and they are the 
fundamental components in the pattern classification issue of speaker recogni-
tion. In this section, we will briefly review the commonly used acoustic features 
in speech and speaker recognition applications. In this thesis, they are also 
adopted as the vocal tract related features. 
• Mel-frequency Cepstral Coefficient (MFCC) 
First introduced by Davis and Mermelstein [19], mel-cepstrum exploits au-
ditory principles, as well as the decorrelating property of the cepstrum. In addi-
tion, the mel-cepstrum is amenable to compensation for convolutional channel 
distortion. As such, the mel-frequency cepstral coefficients (MFCCs) has proven 
to be one of the most successful feature representations in speech-related recog-
nition tasks. The process of MFCC static coefficients extraction is illustrated 
by Figure 2.12. 
• Linear Prediction Cepstral Coefficient (LPCC) 
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Figure 2.12: MFCC - extraction process and vector composition 
Linear predictive cepstral coefficients, as an alternative to MFCCs, is derived 
from the LP coefficients. Its performance is comparable with MFCCs, but the 
computation amount required is lower. Thus, it is another widely adopted 
acoustic feature set in speech-related recognition tasks. The process of LPCC 
static coefficients extraction is illustrated by Figure 2.13. 
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Figure 2.13: LPCC - extraction process and vector composition 
• Energy, Delta and Acceleration Coefficients 
Usually, to augment the spectral parameters derived from mel-filterbank or 
LP analysis model, an energy term can be affiliated to the feature vector. The 
energy of an analysis frame is computed as the log of the frame energy, that is, 
for speech frame of samples s(n), n = Q,..., N — 1, 
N-l 
丑 = l o g 》 2 ⑷ (2.10) 
n=0 
The basic static parameters of the speech spectrum provides a good rep-
resentation of the local spectral properties of the signal for the given analysis 
frame. However,an improved representation can be obtained by extending the 
analysis to include information about the temporal cepstral derivative (both 
first and second derivatives, which are also termed as delta and acceleration 
coefficients). The delta coefficients are computed using the following regression 
formula 
丄 _ E t i — ^-e) … � 
’ （ ） 
where dt is a delta coefficient at time t computed in terms of the corresponding 
static coefficients Q_e to Q+e- © is the delta window. The acceleration coeffi-
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cients can also be obtained by applying the same equation. Since Equation 2.11 
relies on past and future speech parameter values, some modification is needed 
at the beginning and end of the speech. Usually a replica of the first or the last 
vector is used to fill the regression window in this case. 
In our system, the MFCC and LPCC statics are used in companion with 
the energy, delta and acceleration coefficients as well, they constitute a 39-
dimensional feature vector. The composition of the feature vectors are shown 
in Figure 2.12 and 2.13, respectively. 
2.1.2 Pattern Generation and Classification 
Pattern Generation 
In speaker recognition systems, speaker models are constructed from the ex-
tracted features. When enrolling a speaker into the system, a model of the 
voice, based on the extracted features, is generated and stored. Then, to iden-
tify or authenticate a speaker, the matching algorithm compares/scores the 
incoming speech signal with the model of the claimed speaker. 
There are two types of models: template models and stochastic models. 
• Template Models 
The simplest template model consists of a single template x, which is the model 
for a frame of speech. The match score between the template x for the claimed 
speaker and an input feature vector Xi from the observation (a collection of 
feature vectors from the unknown speaker) is given by d{xi,x). The model for 
the claimed speaker could be the centroid (mean) of a set of N training vectors 
1 ^ 
无 二 ] ( 2 . 1 2 ) 
i=i 
Many different distance measures between the vectors Xi and x can be expressed 
as 
d{xi, x) = {xi - xfW(xi — x) (2.13) 
where VT is a weighting matrix. If W is an identity matrix, the distance is 
Euclidean., if W is the inverse covariance matrix corresponding to mean x, then 
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this is the Mahalanobis distance. The most popular method to compensate for 
speaking-rate variability in template-based systems is known as Dynamic Time 
Warping (DTW) [17]. Another form of template model uses multiple templates 
to represent frames of speech and is referred to as Vector Quantization (VQ) 
codebook modeling [18]. And a new method combining the strengths of the 
DTW and VQ methods is called Nearest Neighbors (NN) [56 . 
• Stochastic Models 
Using a stochastic model, the pattern-matching problem can be formulated 
as measuring the likelihood of an observation given the speaker model. One 
way to represent the speaker is to model the distribution of feature vectors 
that extracted from the speaker's speech using a Gaussian mixture density, this 
is regarded as GMM-based speaker model [24]. In recent years, GMM-based 
speaker modeling have been applied widely, and it consistently produced state-
of-the-art performance. 
The basis for both the identification and verification systems is the GMM 
used to represent speakers. For a D-dimensional feature vector denoted as x, 
the mixture density for speaker s is defined as 
M 
p[x\K) = Y,V^h\{x). (2.14) 
i=l 
The density is a weighted linear combination of M component uni-modal Gaus-
sian densities, bf(x), each parameterized by a D x 1 mean vector, /nf, and a 
D X D covariance matrix, Sf; 
M i x ) = 问 z v ; 問 1/2 X — - � } . (2.15) 
The mixture weights, p^, furthermore satisfy the constraint Y^^^ pf = 1. Col-
lectively, the parameters of speaker s's density model are denoted as 入s = 
fes’"w}，i:=l,...，M. 
Maximum likelihood speaker model parameters are estimated using the iter-
ative Expectation-Maximization (EM) algorithm [57]. Generally five iterations 
are sufficient for parameter convergence. 
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The Gaussian components can be considered to be modeling the underly-
ing broad phonetic sounds which characterize a person's voice. The following 
characteristics of GMM justify its effectiveness in modeling speakers: 
1. The GMM can be viewed as a hybrid between two effective models for 
speaker recognition: a uni-modal Gaussian classifier and a vector quantizer 
codebook. The GMM combines the robustness and smoothness of the 
parametric Gaussian model with the arbitrary density modeling of the 
non-parametric VQ model. 
2. The GMM can also be viewed as a single-state HMM with a Gaussian 
mixture observation density or an ergodic Gaussian observation HMM 
with fixed, equal transition probabilities. 
Pattern Classification 
• Identification System 
The identification system is a straight-forward maximum-likelihood classifier 
.24]. For a reference group of S speakers 少 = { 1 , 2 , . . . , 5 } represented by 
models Ai, A2,. • •, A5, the objective is to find the speaker model which has the 
maximum posterior probability for the input feature vector sequence, X = 
{cc i , . . . , Xt}- The minimum error Bayes' decision rule for this problem is 
5 二 argiiJsa^x^PKA^X) = arg m^^ ^ A,). (2.16) 
Assuming equal prior probabilities of speakers, the terms Pr[\s) and p{X) are 
constant for all speakers and can be ignored in the maximum. Using logarithms 
and the assumed independence between observations, the decision rule becomes 
T 
s = arg m^^'^logpixtlXs), (2.17) 
t=i 
in which p(xt\Xs) is given in Equation 2.14. A block diagram of the speaker 
identification system is shown in Figure 2.14. 
• G M M - U B M Verification System 
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Figure 2.14: GMM-based speaker identification systems 
• Log Likelihood Ratio Detector 
Speaker verification problem requires a binary decision (detection) based on 
two hypothesis, i.e., the input voice came from the claimed speaker, hypothesis 
HQ, or not from the claimed speaker, hypothesis HI. Cast in a hypothesis 
testing framework, for a given input utterance X = {cci,. •. ’ xt} and a claimed 
identity, the choice is between Hq and Hi： 
Ho ： X is from the claimed speaker. 
Hi : X is not from the claimed speaker. 
In this hypothesis test, an implicit assumption is that X contains speech from 
only one speaker. Thus, the task can be termed single-speaker detection. The 
optimum test to decide between the two hypotheses is a likelihood ratio test 
given by 
p i X \ H o ) j > G accept Hq 
^ ^ reject i/Q， 
\ 
where p{X\Hi), i 二 0,1，is referred to as the likelihood of the hypothesis Hi 
given the utterance X, The decision threshold for accepting or rejecting Hq is 6. 
The basic goal of a speaker verification system is to compute the two likelihoods, 
and then determine a decision threshold to accept or reject the identity claim 
58]. 
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For an utterance X = {cci, . . . , Xt} and a claimed speaker identity with 
corresponding model A^, the likelihood ratio is 
Pr(X is from the claimed speaker) Pr{Xc\X) 
Pr{X is not from the claimed speaker) Pr(Xc\X)‘ ‘ 
Applying Bayes' rule and discarding the constant prior probabilities for claimant 
and imposter speakers, the likelihood ratio in the log domain becomes 
A(X) = \ogpiX\Xc) - logp(X\Xc). (2.20) 
The term p{X\Xc) is the likelihood of the utterance given it is from the claimed 
speaker and p{X\Xc) is the likelihood of the utterance given it is not from the 
claimed speaker. The likelihood ratio is compared to a threshold 9 and the 
claimed speaker is accepted if A{X) > 6 and rejected if A{X) < 9 as described 
by Equation 2.18. 
• Universal Background Model 
The GMM-UBM system use a single, speaker-independent background model to 
represent p{X\Xc), which is termed as the Universal Background Model (UBM) 
'27]. UBM is a large GMM trained to represent the speaker-independent distri-
bution of features. There is no objective measure to determine the right speaker 
population or amount of speech to use in training a UBM. But empirically, it is 
preferable to select speech that is reflective of the expected alternative speech 
to be encountered during recognition. This applies to both the type and the 
quality of speech, as well as the composition of speakers. In training the UBM, 
the GMM mixture parameters are computed from the statistic estimates of the 
training data. 
• Bayesian Adaptation of Speaker Model 
In the GMM-UBM system, we derive the target speaker model by adapting the 
parameters of the UBM using the speaker's training speech and some model 
adaptation methods. Maximum a Posteriori (MAP) [59, 60] and Maximum 
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Likelihood Linear Regression (MLLR) [61] are the two model adaptation meth-
ods that perform the best. In this thesis, we adopt the Bayesian adaptation 
approach, i.e., the MAP estimation. Unlike the standard approach of maxi-
mum likelihood training of a model for the speaker independently of the UBM, 
the basic idea in the adaptation approach is to derive the speaker's model by 
updating the well-trained parameters in the UBM via adaptation. The updating 
is achieved by combining the old statistics from the UBM mixture parameters 
with the new statistic estimates that are extracted from the target speaker's 
training data. A block diagram of the GMM-UBM speaker verification system 
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Figure 2.15: GMM-based speaker verification system 
is shown in Figure 2.15. 
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2.2 Performance Evaluation Metric for Differ-
ent Speaker Recognition Tasks 
To compare the performance of different speaker recognition system, stan-
dard evaluation metrics are indispensable. The evaluation processes are task-
oriented, and are derived from the classification mechanism of the recognition 
task. 
Speaker Identification 
Speaker identification is the task of deciding, given a sample of speech, who 
among many candidate speakers said it. This is an iV-class decision task, where 
N is the number of candidate speakers. 
It is straightforward to use the identification error rate, IDER, as the per-
formance measure of speaker identification task: 
IDER number of misidentified trials IQQ^ / (2 21) 
total number of identification trials ‘ ) 
Speaker Verification 
Speaker verification is a detection task, it can be viewed as involving a tradeoff 
between two error types: false acceptance (FA) and false rejection (FR). Gen-
erally, a decision threshold is selected such that the false acceptance rate equals 
to the false rejection rate, and this error rate is usually referred to as equal error 
rate (EER) [62；. 
2.3 Robustness of Speaker Recognition System 
2.3.1 Speech Corpus; CU2C 
In the evaluation of our speaker recognition system, a dual-condition Cantonese 
speech database called CU2C is used. It is a task-oriented database developed 
for speaker recognition research at Department of Electronic Engineering, The 
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Chinese University of Hong Kong in 2005 [63:. 
Speech data are indispensable for the research and development of speaker 
recognition system. Nowadays, the state-of-the-art speaker recognition systems 
are largely based on statistical model techniques, in which large amount of 
high-quality speech data are needed. Many speech databases for speaker recog-
nition applications in English and other western languages have been developed 
during the years, but the resources for Chinese are very few, let alone the spe-
cific Chinese dialects like Cantonese. As one of the prominent Chinese dialects, 
Cantonese is the mother tongue of more than 60 million population in Southern 
China and Hong Kong. And the increasing efforts on Chinese spoken language 
technology development required the availability of standard databases. Mo-
tivated by this, CU2C was targeted to be developed as a reliable evaluation 
reference in Cantonese speaker recognition applications, and to facilitate the 
research in this area. 
Database Design and Data Collection 
• Speakers 
Speaker population is an important consideration in the design of a speaker 
recognition database. CU2C contains a moderate size of speaker population, 
similar to other databases like YOHO [36], POLYCOST [64], and the OGI 
speaker recognition corpus [65]. Speaker data are collected from 84 enrolled 
speakers, including 50 males and 34 females. There are another 23 unregistered 
speakers (9 males and 14 females), which can be used as unseen impostors in 
verification tests or in open-set identification tests. 
• Recording Conditions 
CU2C contains parallel speech data collected under two different acoustic condi-
tions: the public fixed-line telephone channel and wideband desktop microphone 
with a quiet recording booth. Each speaker was asked to read the same mate-
rials twice under the two recording conditions, one after the other immediately. 
These two kinds of data can be used separately to develop different applications. 
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They can also be used for comparative study of the channel and environmental 
effects. 
1. The telephone speech data was saved in 8-bit //-law format. The recorded 
speech is companied with background noise generated by power systems 
(fans), keyboard typing, air conditioners and occasionally speech babbles 
when someone is talking nearby. Nevertheless, the signal-to-noise ratio 
(SNR) is generally higher than 20dB. 
2. The microphone speech data was first sampled at 48 kHz, then downsam-
pled to 8 kHz, and saved in 16-bit PCM format. The speech data are 
expected to be clean and of good qualify. 
• Speech Contents 
CU2C consists of three sub-corpora with different contents: ID numbers, digit 
strings and sentences. 
• Hong Kong ID number 
In this sub-corpus, each utterance contains a spoken HK ID number. Each ID 
number starts with an English alphabet followed by 6 digits, e.g., "R123369". 
The numbers are randomly generated. 
• Digit String 
In this sub-corpus, each utterance contains a spoken Cantonese digit string. 
Each string has 14 randomly generated digits. It is divided into segments of 
different lengths, e.g., “ 1-23-558-6389-0381", and the speakers were asked to 
pause between the segments. Thus, it would be easy for the user of the corpus 
to cut one utterance into segments of various lengths and study the impact of 
the utterance duration on the recognition performance. 
參 Sentence 
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In this sub-corpus, the utterance are specially designed Cantonese sentences. 
The sentences are selected so as to achieve rich phonetic coverage . Their 
lengths range from 4 to 25 Chinese characters. 
Figure 2.16 shows the contents of the three subcorpora of CU2C. Text-
dependent utterances refer to those that appear in all of the 18 sessions. They 
can be used for text-dependent speaker recognition. 
In this thesis, we develop a text-independent speaker recognition system, 
which operates under both speaker identification and verification tasks. 50 male 
speakers are presented in the identification tasks, and the spoken contents are 
digit strings, which all come from CU2C database. We assume that the 50-males 
speaker-pool provides a mediate amount of speakers in the identification task; 
whilst, the digit string contents make it possible to embed the verification task 
into multi-modality biometric authentication systems, since the digit strings 
may contain personal identity information. 
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# of utterances 
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Figure 2.16: CU2C corpus description 
2.3.2 Noise Database: NOISEX-92 
Research on the effect of noise on speaker recognition performance quality re-
quires a calibrated set of representative noise signals. NOISEX-92, which con-
tains a set of 24 noise signals, was developed by Institute for Perception-TNO, 
the Netherlands, in 1990 [66；. 
The noise samples of this data-base can be divided into two groups, one 
group obtained from acoustical noise recording in a number of military environ-
ments, e.g., jet-planes, helicopters, wheel carriers, tanks, and command rooms; 
and a second group obtained from a thermal noise source, such as white noise, 
pink noise, etc. Each noise signal has a duration of 4 minutes. The recordings 
were made with a wide-band omni-directional microphone, and the noise signals 
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are stored in PCM format. 
The database was targeted to use for two applications. First, the noises can 
be used to simulate an acoustical environment by play-back through a public 
address system in a diffuse acoustical environment. A second application of 
the noise database is to provide additive degraded noises to prerecorded speech 
signals. In this thesis, we chose white Gaussian noise because it typifies the 
background environments most speaker recognition systems are operating in, 
and we use them to corrupt the corresponding testing and training data. 
2.3.3 Mismatched Training and Testing Conditions 
Speaker recognition systems are usually developed in well controlled laboratory 
environments, where the systems are operating in the same or quite similar 
conditions in training and recognition stages. This is assumed as the "match-
ing" between development and recognition conditions. High performances are 
achieved in this case. However, in practical applications, it is usually impossi-
ble to predict the operation environments the system will operate in when we 
develop the system. The performance levels of most current speaker recognizers 
degrade significantly, this is mainly caused by the ”mismatch" in training and 
operating environments. 
While most current speaker recognizers give acceptable recognition accuracy 
for clean speech, their performance degrades when they are applied to real 
situations, particularly in noisy environments. The environmental noise, which 
causes the training/testing condition mismatch, has become one of the major 
obstacles to commercial use of speaker recognition techniques. 
As shown in Figure 2.17，the problem of transformation from "mismatching" 
to "matching" is to find a function which decreases the mismatch between the 
training (reference) and operating (recognition) environments and thus improves 
the recognition accuracy in the operating environment. The transformation 
can be either from the training environment to the operating environment or 
inversely. Two categories of transformations can be distinguished: 
1. Before recognition, speech data are transformed from a noisy environment 
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Figure 2.17: Transform from "mismatch" to “matching" 
into the environment in which models were trained. 
2. Speaker model parameters are transformed to match the noisy speech 
environment. 
A speech environment is characterized by a specific transmission line and/or 
noise condition. In [40], B. H. Juang made good observation of the noise's effects 
on speech properties. He pointed that additive noise contaminates the speech 
signal and changes the data vectors representing speech. For instance, white 
noise will tend to reduce the dynamic range, or variance, of cepstral coefficients 
within the frame [67 . 
Due to the great performance degradation of a speaker recognition system 
in the presence of background noise, robustness of speaker recognition systems 
has become a great concern in research on speaker recognition techniques, and 
this thesis is targeted on this problem. However, we tackle this problem from 
another perspective. 
Because of the lack of noise-free date in the development stage of a speaker 
recognition system under some conditions, speaker models have been trained 
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with noise-corrupted speech data. Due to the noise's influence on the training 
and testing data, the original highly speaker-specific speech properties will be 
degraded by the noise. Speaker models trained with the degraded features will 
be less speaker-distinguishable to give satisfactory recognition results. Thus, a 
robust feature extraction process is considered essential in reducing the noise's 
effects on the recognition results. Motivated by these facts, we intend to improve 
the noise robustness of speaker recognition systems by using robust yet ef-
ficient feature extraction front-end. Figure 2.18 illustrates our approach in brief. 
noisy ^ robust feature _ ^ ^ Reference speaker 
training data extraction front-end models J 
i L 
noisy ^ robust feature 
test data extraction front-end 
Figure 2.18: Proposed noise-robustness improving method 
2.4 Summary 
As an introduction to speaker recognition system, in this chapter, we first intro-
duce the motivation, formulation as well as the tasks in the category of speaker 
recognition. Then, we addressed the principal components needed when estab-
lishing a speaker recognition system, and an overview of the system setup was 
given. Subsequently, the feature-extraction front-end, and pattern classification 
approaches that used in speaker identification and verification tests were pre-
sented systematically. Performance evaluation metrics, as dispensable elements 
in speaker recognition tasks, are described respectively. Finally, considering the 
target of this thesis is to improve the noise robustness of a speaker recognition 
system, the noise concerned issues were delivered. 
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Chapter 3 
Speaker Recognition System 
using both Vocal Tract and 
Vocal Source Features 
In Chapter 2, we have reviewed the speaker recognition baseline system from 
a signal processing viewpoint. In this chapter, we will look into the prob-
lem of speaker recognition in a more “ perceptible" way, that is, how human, 
and more generally, machine, perceive the acoustic difference of speakers from 
speech utterances. To understand this, we will first look at the speech pro-
duction chain of acoustic cues that might affect speaker identifiability. For 
instance, physiologically, how speech organs result in source inputs and vocal 
tract configurations that contribute generally to making different speech sounds 
and speaker-dependent characteristics. We will also generalize the problem us-
ing a signal processing approach. The time- and frequency-domain properties of 
the source and its spectral shaping by the vocal tract are illustrated, and these 
result in a number of important definitions, such as the pitch and harmonics 
of a periodic source and the formants of the vocal tract. We will show how 
these characteristics of speech production can be used as perceptual cues, and 
drive the development and selection of signal processing algorithms for speaker 
recognition. 
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3.1 Speech Production Mechanism 
3.1.1 Speech Production: An Overview 
The Speaker Travel ing Sound The Listener 
- O J 、 ） " ) X . 
Pharynx _ Larynx ； ； 
( g ) liu. • , 
Figure 3.1: The speech chain 
Figure 3.1 shows the speech chain - a spoken message travels from the speaker 
to the listener [68]. One of the important links in the speech chain is speech 
production, the specialized movements of our vocal organs that generate speech 
sound waves. A simplified view of speech production is also given in the figure, 
where the speech organs are divided into three main groups: the lungs, larynx, 
and vocal tract. The lungs act as a power supply and provide airflow to the 
larynx stage of the speech production mechanism. The larynx modulates air-
flow from the lungs and provides either a periodic puff-like or a noisy airflow 
source to the third organ group, the vocal tract. The vocal tract consists of 
oral, nasal, and pharynx cavities, giving the modulated airflow its "color" by 
spectrally shaping the source. Sound sources can also be generated by constric-
tions and boundaries, not shown in the figure, that are made within the vocal 
tract itself, yielding in addition to noisy and periodic sources, an impulsive air-
flow source. We have here idealized the sources in the sense that the anatomy 
and physiology of the speech production mechanism does not generate a perfect 
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periodic, impulsive, or noise source, this idealization also assumes a flat (white) 
noise spectrum. Following the spectral coloring of the source by the vocal tract, 
the variation of air pressure at the lips results in a travelling sound wave that 
the listener perceives as speech. 
There are then three general categories of the source for speech sounds: pe-
riodic, noisy, and impulsive, although combinations of three sources are often 
present [50]. Examples of speech sounds generated with each of these source cat-
egories are seen in the word "shop", where the "sh", "o", and “p" are generated 
from a noisy, periodic, and impulsive source, respectively. Such distinguishable 
speech sounds are determined not only by the source, but by different vocal tract 
configurations, and how these shapes combine with periodic, noisy, and impul-
sive sources. Also defined in this production process are the speech properties 
that characterizes a speaker. 
3.1.2 Acoustic Properties of Human Speech 
A simplified illustration of the speech production process is shown in Figure 3.2. 
We see, that air flow from the lungs provides the energy for speech wave pro-
duction, that the vocal cords convert this energy into an audible buzz, and that 
the articulators-by altering the shape of the vocal tract-transform the buzz into 
distinguishable speech sounds. To make clear, it is general to divide the speech 
production process into two steps. First, the energy for speech is provided by 
the air stream from the lungs and the vibration of the vocal cord generates an 
audible buzz. Then, the quality of this buzz is changed by the configuration of 
the vocal tract. In this complex process, there are some acoustic properties of 
the vocal organs that can distinguish speakers. 
As a very basic fact of speech acoustics, speech sounds are classified into 
two main groups: vowels and consonants [69]. As J. Ryalls indicated, not only 
are the two groups different in the manner in which they are produced, they 
rely on different perceptual mechanisms as well. In some ways, vowels can be 
considered more basic or more prime speech sounds than consonants. These are 
of the phonetic concepts. 
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Figure 3.2: A straightforward picture of speech production process 
From the viewpoints of signal processing, it is straightforward to labeling the 
speech sounds via the state of the speech-production: source - the vocal cord 
44]. It is accepted convention to classify speech sounds into: voiced (V) sounds, 
in which the vocal cords are tensed and therefore vibrate periodically when air 
flows from the lungs, so the resulting speech waveform is quasi-periodic; and 
unvoiced (U) sounds, in which the vocal cords are not vibrating, so the resulting 
speech waveform is aperiodic or random in nature. As it is consistent with 
the phonetic point of view, generally, it is believed that voiced speech sounds 
contain more useful information in characterizing a speaker's acoustic identity, 
therefore, the acoustic properties of voiced speech are emphasized in modeling 
the speaker's acoustic template. 
There are other ways of characterizing the speech signal and demonstrating 
the acoustic properties associated with the sounds, the most popular repre-
sentation of this type is the sound spectrogram. We will discuss the acoustic 
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properties of speech sounds via the illustration of spectrograms in Figure 3.3 
and 3.4. 
Fundamental Frequency and Harmonics 
As voiced sounds are produced, the regular vibration of the vocal cords creates 
a specific pattern in the sound wave, this can be seen in the speech waveform 
in Figure 3.3. The fundamental frequency, termed as /o, relates directly to the 
rate at which the vocal cords vibrate, the term pitch is used when referring 
to the perception of fundamental frequency [69]. The vocal cord vibration is 
continuously varying in ongoing speech (as the vocal cords start up, and stop 
for the different speech sounds). Researchers have found that f�ranges from 
roughly 50 Hz (low male) to 300 Hz (high female) [70]. The resulting "quasi-
periodicity" of the speech signal is manifested both in the waveform and the 
short-time spectrum: the waveform shows a repetitive pattern at the rate fo 
and the spectrum has equidistant peaks ("lines") at integer multiples of the 
fundamental frequency fo, this is called harmonics [70], see Figure 3.3. 
r q "1 
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Figure 3.3: Narrowband spectrogram (analysis window of 64 msec duration)-
manifest the fundamental frequency and harmonic structure 
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In Figure 3.3, it is easy to find the periodicity of individual sounds in the 
speech waveform, and the fundamental frequency/harmonics in the narrow-
band spectrogram are discernible. A noticeable observation is, the periodicity 
is stable over a finite duration within a particular speaker, this characteristics 
contribute much in helping us distinguishing speakers. 
Formant Frequencies and Spectral Envelope 
5 _ 
4 _ 
: J^ft iBwi ^ 
tim' I 一 0 . 1 Sl^ B J ！LJ O J ILi ！Ul fij 0 :9 1 :0 I 
Figure 3.4: Wideband spectrogram (analysis window of 8 msec duration)-
manifest the formant frequencies and spectral envelopes 
Another sound property when we perceive voiced speech is the formant fre-
quencies. The vocal tract, as a tube, resonate with the sound of the vibrating 
vocal cords when we speak a voiced sounds, and this contributes the resonant 
properties of speech. These resonances in speech are referred to as formant 
frequencies [69]. As it is shown in Figure 3.4, there are stripes spaced along the 
horizontal axis. If discard the time variation along the horizontal axis, and see 
only the spectrum within a short timeslot, there is a trendline on the spectrum, 
the spectral envelope, which featured by the formant frequencies, is the visual 
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representation of this trendline. Detailed discussion of the interpolation method 
of spectral envelope will be covered in Section 3.2. 
Figure 3.4 shows a wideband spectrogram. In contrast to its narrowband 
counterpart, the harmonic structure is not that distinct, but it is featured by the 
legible formant frequencies that are a series of parallel lines almost horizontal. 
Over a short time, the formant frequencies are of good consistency. 
3.2 Source-filter Model and Linear Predictive 
Analysis 
3.2.1 Source-filter Speech Model 
In practice, the speech sound waves are always sampled to a digit format in 
storage and transmission. In the digital model of speech signals, the glottal 
source and formants are often interpreted as excitation and resonance properties 
of the linear system; and the essence of the model is that the vocal tract imposes 
its resonances upon the excitation so as to produce the different sounds of 
speech. It is simply that a valid approach to representation of speech signals is 
in terms of a "source-filter" model [71] such as depicted by Figure 3.5. 
parameters 
O 
• . time-varying „ . 
Excitation • linear filter ^ Speech output 
Figure 3.5: The source-filter model of speech production 
The important features in the acoustic theory of speech production, as the 
sound generation, propagation, and radiation can in principle be solved with 
suitable values of the excitation and vocal tract parameters to compute an 
output speech waveform. Figure 3.5 shows a general block diagram which is 
a typical representative of numerous models that have been used as the basis 
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for speech processing. These models all have in common that the excitation 
features are separated from the vocal tract and radiation features. The vocal 
tract and radiation effects are accounted for by the time-varying linear system. 
The linear filter that characterizes the model is to deliver the resonance effects 
that we have discussed in Section 3.1.2. The excitation in the system is a signal 
that is either a train of (glottal) pulses, or random noise [44]. The parameters 
of the source and filter are chosen so that the resulting output has the desired 
speech-like properties. 
To produce a speech-like signal, the mode of excitation and the resonance 
properties of the linear filter must change with time, yet, the properties of 
the speech signal change relatively slowly with time. The nature of this time 
variation can be seen from the short time stationary characteristics of speech 
signal [71]. For many speech sounds, it is reasonable to assume that the general 
properties of the excitation and vocal tract remain fixed for periods of 10-20 
msec. Thus, the source-filter model involves a slowly time-varying linear system 
excited by an excitation signal whose basic nature changes from quasi-periodic 
pulses for voiced speech to random noise for unvoiced speech [72 . 
We have mentioned in Section 2.1.1 (the LP analysis model) that the input -
output relationship of the speech signal model can be represented by a transfer 
function, H{z), of the form 
则 二 識 二 1 - S 二 一 = i ) ' (3.1) 
where S{z), U{z) and G are the z-transform of the output - speech signal, input 
-the excitation signal, and the filter gain, respectively, a ,^ k = 1,... ,p and G 
are the time-varying parameters that determine the model. 
One of the the essential properties of the vocal tract, the formants (reso-
nances in source-filter system) of speech, correspond to the poles of H{z) in the 
source-filter model [72]. Since either mode of the excitation, pulse trains or ran-
dom noises, have "white" spectra, the "shaping" or "coloring" function of the 
vocal tract that discussed in Section 3.1.1 can be well achieved by the source-
filter model. In this sense, the all-pole model is a very good representation of 
vocal tract effects for a majority of speech sounds; however, the acoustic theory 
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tells us that nasals and fricatives require both resonances and anti-resonances 
(poles and zeros). In these cases, we may include zeros in the transfer function 
or we may reason with Atal[2] that effect of a zero of the transfer function can 
be achieved by including more poles. In most cases, this approach is to be 
preferred. 
3.2.2 Linear Predictive Analysis for Speech Signal 
The source-filter model is the basis of the speech synthesis framework. Several 
parameters are needed in this speech model, the philosophy of LP is intimately 
related to this. 
In speech processing, the basic idea of LP is to approach an approximation of 
the sound wave output by estimating the parameters in the source-filter model, 
given the pulse trains as the system input for voiced sounds and the white 
noise for unvoiced sounds. Since in practice, the speech sounds are not exactly 
excited by pure pulses or white noise, thus, the prediction can only produce the 
accurate speech sound waves at several particular points, and at most times, 
there is a difference between the original speech point and the predicted one. 
This can also be used to interpret the output of the LP analysis: the prediction 
coefficient set - {a/c}, and the prediction error signal - e{n). 
{afc} : the prediction coefficient set. 
e(n): the prediction error signal, i.e., the difference sequence between s{n) and 
its linear prediction s{n). 
In the source-filter model, for modelling the formant structure of the vocal 
tract, LP can give good approximation of {a^} by estimating {ak} for voiced 
sounds, even for unvoiced and fricative sounds, it can give acceptable perfor-
mance; and on the other hand, e(n) carries the excitation information [44]. The 
following statements justify the widely usage of LP in speech processing, which 
include: 
1. The all-pole model in LP analysis provides a good approximation to the 
vocal tract spectral envelope in voiced regions of speech. 
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2. LP analysis provides a reasonable source-vocal tract separation implemen-
tation method that roots in the source-filter model. 
3. The LP analysis model performs well as a signal processing front-end of 
speaker and speech recognition systems. 
Basic Principle of Linear Prediction 
The basic idea of LP is described by the difference equation as follows 
p 
s{n) = akS(n - /c) + Gu{n) (3.2) 
k=l 
A linear predictor with prediction coefficients set, {a^} is defined as a system 
whose output is 
p 
s{ri) = ^ c ^ k s { n - k ) (3.3) 
k=l 




The prediction error, e(n), is defined as 
p 
e(n) = s{n) - s(n) = s{n) - ^ aks(n — k) (3.5) 
From Equation 3.5，it can be seen that the prediction error sequence is the 




It can be seen by comparing Equation 3.2 and 3.5 that if the speech signal 
obeys the model of Equation 3.2 exactly, and if ak = a^, then e(n) = Gu(n). 
Thus, the prediction error filter, A(z), will be an inverse filter for the system, 
H(z), of Equation 3.1, i.e., 
则 二 i ) (3.7) 
and the prediction error, e{n) will represent the excitation of the linear filter 
in the source-filter model, that is, the glottal source in the speech production 
process. 
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The basic problem of LP analysis is to determine a set of prediction coef-
ficients {a/J directly from the speech signal in such a manner as to obtain a 
good estimate of the spectral properties of the speech signal through the use of 
Equation 3.7. Because of the time-varying nature of the speech signal, the pre-
diction coefficients must be estimated from short segments of the speech signal. 
The basic approach is to find a set of prediction coefficients that will minimize 
the mean-squared prediction error over a short segment of the speech waveform. 
The resulting parameters are then assumed to be the parameters of the transfer 
function, H(z), in the source-filter model of speech production. 
The Autocorrelation Approach 
The techniques and methods of LP have been widely used in engineering areas. 
As applied to speech processing, the term LP refers to a variety of essentially 
equivalent formulations of the problem of modelling the speech waveform, and 
these differences concern the details of the computations used to obtain the 
prediction coefficients, {afc}. Thus as applied to speech, the various (often 
equivalent) formulations of LP analysis [71] have been: 
1. the covariance method 
2. the autocorrelation formulation 
3. the lattice method 
4. the inverse filter formulation 
5. the spectral estimation formulation 
6. the maximum likelihood formulation 
7. the inner product formulation 
In this thesis, we adopt the Durbin's recursive solution [73] for the auto-
correlation formulation as the estimates of the source-filter model parameters: 
{ttk} and Gu{n). 
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• Prediction Coefficients: {oLk} 
Because the all-pole filter magnitude response is a good approximation of the 
vocal tract resonance, the most expected output from the LP analysis is the 
prediction coefficients, 
The short-time average prediction error is defined as 
E = (3.8) 
n 
The set of that minimize E in Equation 3.8 can be found by solving a 
series of p normal equations in Equation 3.9: 
dE 
^ = 0, /c = l , . . . , p . (3.9) 
OOCk 
Since the autocorrelation coefficients r{n) of s{n) have the following relationship 
with E: 
p 
E = r{0)-J2c^krik) (3.10) 
k=l 
We can rewrite the normal equations in Equation 3.9 in matrix form: 
RoL = r, (3.11) 
that is, 
I r(0) r(l) r(2) . . . r ( p - l ) \ . . Z , � \ 
ai r(l ) 
r( l ) r(0) r(l) . . . r(p — 2) 
r � 
r(2) r(l ) r ( 0 ) … r ( p _ 3) . = ” (3.12) 
• • 
. . • . • • • • • • • • 
• • • • • 
- 1) rip 一 2) r(p - 3 ) … r ( 0 ) j � “ � ) V ^ V ) ] 
Motivation for the name “ autocorrelation method" now becomes clear; entries 
in the matrix R are the first p autocorrelation coefficients of s{n). One of the 
important properties that we will utilize to obtain {a^} is that the columns of 
R are linearly independent and thus R is invertible [74 . 
Therefore, 
a = (3.13) 
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• Residual Signal: e{n) 
Since we adopt the minimum mean-squared error principle in obtaining the 
LP coefficient set {0;^}, and the LP error signal e(n) is the residue of the MMSE 
process, so we named it as "residual signal" here. e(n) is defined as in Equation 
3.5. And this definition is also referred to when deriving e(n). 
As we have discussed before, only when the source-filter speech model is ex-
cited by a pulse or random source, e{n) will equals to Gu{n)\ otherwise, it is not 
the same as the glottal source signal. However, e(n) is uniquely determined by 
the speaker's vocal organs and speech production style. This provides impor-
tant speaker-dependent acoustic characteristics in distinguishing one speaker 
from others [44]. 
From the prediction coefficient set {0； }^, it is easy to obtain the spectral 
envelope representation of speech. To illustrate, the spectral envelope over a 
32-msec voiced segment from its 12-ordered LP coefficients are shown in Figure 
3.6. And also, the residual signal corresponding to this LP coefficient set is 
shown in Figure 3.7. 
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Figure 3.6: FFT spectrum (real line) and its LP spectral envelope (dashed line) 
(32-msec duration voiced speech segment) 
Observed from Figure 3.6，the formant frequencies & spectral envelope prop-
erties are captured well by the LP coefficients; likely, in Figure 3.7，after taking 
out the resonance effects, the residual signal demonstrates distinct pitch period, 
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and it tends to have a "flat" spectrum, therefore, the fundamental h harmonic 
structure is easy to be grasped. These correspond to what we have discussed 
in Section 3.1.2. Thus, definitely, the LP analysis provide us a desirable tool 
for detaching the acoustic properties of speech, and parameterizing them into 
speech features, respectively. 
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Figure 3.7: (a). LP residual signal; (b). FFT spectrum of the residual signal 
(32-msec duration voiced speech segment) 
3.3 Vocal Tract Features 
From the speech production model, we can see that the glottal source and 
the vocal tract function complementarily in producing speech waves. The for-
mant structure of vocal tract, which is viewed as the resonance property of the 
linear system, shapes the excitation with its own “ color" in the source-filter 
model. This is known as speech spectral shaping. This "shaping" procedure 
engraves the most important speaker-dependent characteristics on the speech 
utterances. Hence, for speaker recognition, the acoustic features that typify the 
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speech spectral envelope, will be essential in representing a speaker's acoustic 
characteristics. On the other hand, as we have discussed in Chapter 2, the sig-
nal processing techniques for parameterizing the speech spectral properties into 
feature vectors are feasible, the recognition performances with these parameters 
are quite reliable. For these reasons, several vocal tract related speech features 
that targeted to extract the speech spectrum and/or spectral envelope have 
been raised during the last years, and some of them are widely used in speaker 
recognition applications. 
Refer to the two - step assumption of the speech production process we have 
mentioned in Section 3.1.2，the vocal tract related features are representatives 
of the speech properties in the second stage. 
Mel-frequency Cepstral Coefficients (MFCCs) [19], Linear Prediction Cep-
stral Coefficients (LPCCs) [20], Line Spectral Pair (LSP), are the most widely 
used acoustic features that are related to vocal tract speaker characteristics. 
The technical specifications of the MFCCs and LPCCs have been discussed in 
Section 2.1.1. Whilst reference on LSP can be found in [21, 22 . 
3.4 Vocal Source Features 
It is known that spectral characteristics of speech are important for speaker 
recognition. However, there are other speech characteristics, which are missing 
from the spectra but could be useful in distinguishing one speaker from another. 
3.4.1 Source Related Features: An Overview 
Lots of research efforts have been devoted to exploring source related features 
for speaker recognition over decades, and a good many of insights on the dis-
tinguishable properties of vocal source have been obtained [45’ 46, 75 . 
• Pitch Contour 
Pitch contour has been proven to have important advantages over spectral in-
formation for speaker recognition by B. S. Atal in [45]. B. S. Atal argued that, 
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spectral characteristics are susceptible to variable transmission conditions. To 
deal with this, complex normalization techniques must be applied; moreover, 
the slowly time - varying nature of spectral characteristics makes the mimicking 
easy for impostors. Whereas, pitch contour, which is immune to channel distor-
tions, bears the variation of pitch as a function of time over an entire sentence, 
may not be that easy to be mimicked. 
• Glottal Flow Derivative Source Waveform 
In their book [50] and papers [46’ 76], T. F. Quatieri et al described the deriva-
tion of a new set of parameters that represent the coarse - and fine - structure 
of the glottal flow derivative source waveform and had their performance eval-
uated in the context of speaker identification. The parameters was targeted 
to capture the timing of vocal cords when producing voiced sounds, i.e., the 
sequencing and duration of the closed phase, open phase, return phase of vo-
cal cord; and the energy and perturbation measures in the fine structure. In 
their experiments, both coarse- and fine-structure glottal features were shown 
to contain significant speaker-dependent information. 
• LP Residual Signal 
One direction of the source features investigation is motivated by the source-
filter speech model. The orthogonality property and the physiological signif-
icance of the two components in the LP analysis, namely, the synthesis filter 
and residual signal suggests that, the improvement in recognition rate over the 
current synthesis filter based framework will be possible [47]. This is the case 
because, first, the residual signal differs among speakers and stay stable within 
a given speaker, the information pertaining to the speaker's identity may be 
extracted and made useful [44]. Secondly, a primary principle of LP analysis 
is to render the prediction coefficients {ak} orthogonal to the residual signal 
e(n) in some sense. Because of that fundamental orthogonality, it is intriguing 
to consider combining complementary information upon the speaker identity 
extracted from both {ajt} and e(n). 
53 
Chapter 3. Speaker Recognition System using both Vocal Tract and Vocal 
Source Features 
Apparently, the source related features are estimated to represent the speech 
properties in the first stage of the speech production process. 
3.4.2 Source Related Features: Technical Viewpoints 
In this thesis, we processed the LP residual signal, and parameterized it into 
speech features. The figures in Figure 3.8 show the time-domain waveform, 
frequency-domain magnitude spectrum and the real cepstrum of the residual 
signal of a voiced-speech segment. From Figure 3.8(c), we can see that the 
magnitude spectrum of residual signal tends to be flat; and Figure 3.8(d) demon-
strates the pitch epochs. Actually, to estimate pitch period from the cepstrum 
is of prominent importance, in work of A. M. Noll [77], this method was de-
scribed. Whereas in [47], it is argued that the temporal information in the 
nearly "white" spectrum can only be exhibited when it is transformed back 
from the frequency-domain to the time-domain. Thus, the capturing of the 
temporal-spectral characteristics is of crucial importance in parameterizing the 
residual signal into speaker's identity representatives. 
Residual signal, which is source representative, contains the low-frequency 
“pitch-periodicity" characteristics as well as the high-frequency “ pitch-epoch" 
related information. To make use of both of these particularities and build 
the speaker acoustic templates on them, it is meaningful to adopt the ideas of 
multiresolution signal processing and time-frequency localization analysis. In 
this thesis, we employ the Continuous Wavelet Transform (CWT) [78’ 79] for it 
has time-frequency localization capability [80], and can provide multiresolution 
decomposition on the residual signal [81] before feature generation. 
We also consider pitch-synchronization framing technique to emphasize the 
pitch epochs position information, as shown by Figure 3.9. 
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Figure 3.8: A 32 msec-duration voiced segment from the Cantonese digit "1" 
by a male speaker, (a), waveform of the voiced segment; (b). residual signal 
of the voiced segment; (c). log magnitude spectrum of the residual signal; (d). 
real cepstrum of the residual signal. 
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Figure 3.9: Residual signal: (a). Two consecutive pitch cycles; (b). The ham-
ming windowed version of (a). 
3.5 Effects of Noises on Speech Properties 
Noise will severely affect the properties of the all-pole linear system by changing 
its transfer function H(z} [82, 83], and inevitably, the residual signal e(n) will 
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also be affected. 
In this section, we will focus on the effects of additive noises on the speech 
properties mentioned before since they will be used in our recognition system. 
And for analysis purpose, white noise was chosen, since it is believed to be 
the most harmful noise for recognition, as it equally attacks all the frequency 
components of the speech [82]. 
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Figure 3.10: The effect of white Gaussian noise on the LP synthesis filter at 
SNR = OdB 
In Figure 3.10, we make a comparison between two speakers, which are noted 
as Speaker A and Speaker B. The comparison covers the transfer functions of 
the clean LP models and the ones from OdB white noisy models, with the same 
speech sounds from the two speakers. Some observations can be made as follows: 
Observation 1: In Common, for both speakers, there are similar trends 
on the LP based spectral envelopes: 
a. The dynamic ranges shrink greatly, for Speaker A: from 44 dB to 13 dB, 
Speaker B: from 50dB to 1MB. 
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b. The formant bandwidths are broadened, and the formant peaks are less 
prominently peaked. 
c. For low frequency (roughly 0 - 2kHz) region, the formant are basically 
distinct, while, in high frequency (roughly 2 - 4kHz) region, they are hard 
to discern. 
d. Only the "peaks" are reserved, the "valleys" are almost masked by the 
noise components. 
Observation 2: In Contrast, the LP based spectral envelopes under noisy 
conditions are not that distinctive, neither is it well-defined as representation 
of speaker identity. 
a. Under clean condition, the stretch of the envelopes fall into individual 
manner; however, roughly speaking, they tend to very similar shapes in 
noisy condition. 
b. The high frequency components in clean condition, are quite distinguish-
able; yet, their noisy counterparts are not. 
Analysis: The derivation procedures of LP coefficient set {ak} was discussed 
in Section 3.2.2. As shown in Equation 3.12, {ak} is determined by the autocor-
relation matrix R�and autocorrelation vector r, of the expression a 二 只—丄广 It 
is indicated that, the speech input and the additive corrupted noise are assumed 
uncorrelated statistically. Y. Ephraim et al in [82], considered the same problem 
from frequency domain, they denoted the power spectral density of noise with 
a finite number of parameters fe = {fo, h, h,..., fq}, where fi is the power 
spectral component at frequency 2m/q\ for Gaussian white noise, they claimed 
/没 二 /o = A, a constant. Similarly, here, we use the equivalent parameter set of 
fe, i.e., Re = {H。，i?i，•R2，• •.，"^p}’ with Ri is the i仇 autocorrelation coefficient. 
Likewise, Re = RQ = e denotes the noise energy component. 
Since the statistical uncorrelatiori between the speech input and additive 
noise is claimed, denoting the LP coefficient set from the corrupted speech 
input as {a^}, the following equations hold: 
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{R-\-Re}(x'' = r (3.14) 
(r(0) + e r(l) r ( 2 ) … r ( p — 1 ) � Z \ / , � \ 
Q；! r(l) 
r(l) r(0) + e r(l) … r ( p - 2) 
r � 
r(2) r(l) r(0) + e ... r{p - 3) . = (3.15) 
I . . , • 
• • • • • 
\r{p - 1) r{p - 2) r(p - 3 ) …厂 ( 0 ) + 6乂\”7 \ 丨 
Solving Equation 3.15 for a^, the transfer function of the noisy speech model 
can be determined, the filter magnitude response is depicted as in the lower plots 
of Figure 3.10. 
As white noise affects each coefficients in {0；^}, it is usually referred to as 
broadband noise. Revealed in [40], in the presence of broadband noise, certain 
regions of the speech spectrum that are of lower level will be more affected by 
the noise, this is referred to as “ noise masking". 
Discussion 1: From the above analysis, the distortion of the LP based 
spectral envelope roots in the noise autocorrelation's involving into the clean 
speech autocorrelation. To deal with this, we need to remove the noise energy 
in each frequency component of the power spectrum. This is the foundation of 
most of the spectral noise reduction methods [43, 84 . 
For the residual signal e(n), the difference between the clean one and the 
one from the OdB white noise corrupted speech is shown in Figure 3.11, and 
their corresponding magnitude spectra are shown in Figure 3.12. 
Observation 3: In General, the LP residual signals contain pitch-period 
related harmonics, these are evident in the spectra low-frequency region of Fig-
ure 3.12; moreover, the pitch-epoch related information in Figure 3.11 is carried 
by the high-frequency region of the residual signal spectra. 
a. Both the pitch periods and pitch-epoch positions are relatively robust 
under noise corruption. This can be considered as important speaker 
distinctive cues if appropriate estimation methods can be found. 
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Figure 3.11: Residual signals: (a), from clean speech; (b). from OdB white 
noise corrupted speech. 
b. Compare with those high amplitude pitch-epochs, the low amplitude high-
frequency fluctuations are severely masked by the noise. Thus, these in-
formation is affected by noise greatly if the SNR level is low. 
Observation 4: In Specific, the spectra in Figure 3.12 divided the fre-
quency range of the residual signals into two regions, roughly from 0 to 1 kHz 
(Region 1), and from 1 kHz to 4 kHz (Region 2). 
a. Region 1, which below 1 kHz, is believed carrying the harmonic structures 
of the residual signal. 
b. Region 2, which ranges within 1 - 4 kHz, contains the pitch-epoch positions 
and other high-frequency characteristics of the residual signals. 
Discussion 2: From Observation 3 & 4，both low and high-frequency regions 
in the residual signal spectrum contain speaker-dependent speech properties. 
And, due to the fact that the residual signal is representing the excitation in 
the speech production model, these speech properties are often time-frequency 
related. In this sense, time-frequency signal processing techniques are neces-
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Figure 3.12: Magnitude spectra of residual signals: (a), from the clean speech; 
(b). from OdB white noise corrupted speech. 
sary, and temporal-spectral parameters are the expected source related speech 
features. 
Through Observation 1 to 4, we look into the effects of noises on both the 
inter-speaker and intra-speaker properties. Theoretical analysis is also given. In 
Discussion 1 & 2, we indicate the potential directions of estimating the speaker-
distinctive properties from the noisy speech utterances. This is the leitmotiv of 
this thesis. Detailed scrutinies into this problem and technical points will be 
elaborated in later chapters. 
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3.6 Summary 
In this chapter, we first introduced the human speech production mechanism, 
as well as the vocal tract and source related speech properties conveyed by-
speech signal. LP analysis, which provides source-tract separation process in our 
work, was addressed in detail. Previous research on source features have been 
reviewed, and our motivation of combining vocal source feature with vocal tract 
feature was presented, with some technical viewpoints suggested for the source 
feature generation process. Furthermore, observations of noise effects on the 
speaker-dependent speech properties were systematically analyzed, theoretical 
analysis of the observations was also elaborated. 
61 
Chapter 4 
Estimation of Robust Acoustic 
Features for Speaker 
Discrimination 
In Chapter 3，we have addressed the Linear Prediction (LP) analysis for source-
vocal tract separation, and have observed the noise effects on the speech utter-
ance under the noisy environment. In the presence of noise, the two complemen-
tary output of LP analysis, will not exactly represent the glottal source and the 
speech spectral envelope although, but they might still contain source and tract 
related properties. In the conventional speaker recognition system, vocal tract 
information will be employed for speaker identity discrimination, and the effect 
of noise on the LP transfer function H(z) is always a major cause for degrada-
tion in recognition performance. In our work, since we promote the source-tract 
features combination for speaker-distinguishing purpose, inevitably, the estima-
tion of both source and vocal tract related features from noisy input utterances 
will be of crucial importance, and in this chapter we will explain in greater 
detail how to estimate and extract the relevant robust acoustic features. 
We will first discuss the process of estimating the vocal tract and vocal 
source information from the noisy input speech utterances for speaker identity 
discrimination purpose. For the sake of suppressing noise's effects, spectral 
subtractive-type enhancement algorithms are introduced and employed as a 
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front-end feature extraction process. 
4.1 Robust Speech Techniques 
The noise types that are considered in this thesis are only additive noises that 
are uncorrelated with the speech signal. Solution to the sensitivity of the speech 
and speaker recognition systems to the corrupting noise can be approached in 
two different ways [85]. Accordingly, the noise robust techniques are grouped 
into two classes: 
1. Model based approaches, and 
2. Feature based approaches 
Model based approaches assume the feature vector to be sensitive to the cor-
rupting noise and attempt to handle this sensitivity at the statistical modeling 
level. Whereas, the feature based approaches try to make the feature vectors 
insensitive to the background noise. In the field of speech recognition, model 
based approaches are widely used, to list a few, (1). Multi-condition training 
86], in which the noise robustness is achieved by the inclusion of all possible 
testing noise conditions in the training set; (2). Parallel model combination [87], 
where, the speech and noise models are first combined to form a noisy speech 
model and then the recognition is performed using this model; (3). Missing data 
approach [88’ 89, 90], this method relies on the fact that some of the spectro-
temporal regions in the spectrogram will be dominated by the corrupting noise, 
and an overall robustness can be improved by treating these regions as missing 
or unreliable. Significant improvements of recognition rates have been reported 
by using these model based approaches in the relevant literature. However, for 
speaker recognition tasks, only a few model based techniques have been intro-
duced. Consequently, the feature based techniques have been adopted broadly 
in robust speaker recognition tasks. In this section, we are going to take a look 
at the main idea of feature based approach for speaker recognition from two 
different perspectives: noise resilience and speech enhancement. 
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4.1.1 Noise Resilience 
Robust feature extraction for reliable speech representation in noisy environ-
ments is the most straightforward way to reduce the noise effect on the recog-
nition system, and this can be regarded as a noise resilience method. Most of 
the robust speech representation methods are not based on a priori knowledge 
of the corrupting noise. Thus, in the case of additive noise interference, the 
absence of noise knowledge requirement prevents the error induced by noise es-
timation. Although targeted to extract noise-resistant features, it is observed 
that at low SNR conditions, the feature parameters are usually considerably de-
graded by the additive noise. Consequently, the noise robustness improvement 
is limited to moderate SNR levels only. 
4.1.2 Speech Enhancement 
In the presence of stationary noise, the corrupted speech samples y{n) can be 
expressed as 
y{n) = s{n) + d(n) (4.1) 
where s{n) and d{n) represent the speech and noise samples, respectively. The 
speech enhancement techniques based on the estimation of the short-time spec-
trum of clean speech can be expressed in a uniform way using the gain function 
0 < G{u!) < 1. This function represents a zero-phase time-varying filter which 
depends on the noise level. The gain function G{uj) attenuates the spectral 
components of the noisy speech but does not affect noise-free speech segments. 
Given G{uj), the enhancement process is applied in the frequency domain and 
we can write 
|5(a;)|=:GM.|FM| (4.2) 
where |y(a;)| and \S{uj)\ are the short-time magnitudes of the noisy speech and 
the estimated clean speech, respectively. 
Given the estimate of the clean speech spectrum, the speech samples can be 
calculated by the inverse discrete Fourier transform (IDFT). The reconstructed 
clean speech samples are approximated using the noisy speech phase. Therefore, 
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the reconstructed enhanced speech in the temporal domain is obtained by the 
relationship in Equation 4.3: 
s{n) = IDFT[|云爪(a;)| • e^ .^-rs^ M] (4.3) 
The performance of the speech enhancement techniques depends on the cal-
culation of the gain function. Although the aim of these techniques is to reduce 
the background noise, the estimated clean speech suffers from additional degra-
dations inherent in the spectral weighting. These degradations are: 
• Speech distortion, and 
參 Residual noise 
4.2 Spectral Subtractive-Type Preprocessing 
The speech enhancement approaches attempt to enhance the speech specific 
aspects of the spectrum by suppressing the noise-specific aspects. The most 
commonly employed method falling into this category is spectral subtraction 
(SS). It gets the short-time spectral amplitude estimate of the clean speech by 
subtracting the estimate of the noise spectrum from the original noisy speech 
spectrum. 
S. F. Boll initially proposed this method as a speech enhancement tech-
nique in [43]. It was then broadly used as a noise suppressor in robust speech 
and speaker recognition systems. However, the tradeoff between the amount of 
noise reduction, speech distortion and level of residual noise, is recognized as the 
main drawback of this method, which greatly limits its performance. Where-
after, many have advanced this technique forwards for improvement. Repre-
sentatives of them are the generalized spectral subtraction (GSS) [84], which 
aimed to combat the presence of residual noise by adjusting the subtraction pa-
rameters during subtraction process; nonlinear spectral subtraction (NSS) [91], 
which combined the spectral subtraction with noise masking. Improvement of 
speech recognition performance have demonstrated their advantages over the SS 
method. Moreover, the various psychoacoustic and neuro-physical knowledge, 
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which are obtained from the human auditory system, are incorporated into the 
spectral subtractive-type algorithms. In [92], N. Virag claimed to have found 
the best tradeoff between the noise reduction amount and the speech distortion 
degree based on the masking properties of human auditory system. 
4.2.1 Noise Estimation 
As a preprocessing step of the subtractive-type spectral estimation process, the 
accuracy of noise estimation will greatly influence the consequence of spectral 
subtractive-type algorithms. The noise estimate \D{uj)\ can be calculated using 
different methods. In this thesis, under the assumption that the noise is sta-
tionary, the estimation of \D{uj)\ is updated during speech pauses by applying 
an arithmetic mean over the detected noise frames. 
In order for a stable and precise noise estimate, firstly, we must choose the 
speech pause which is of a relatively long duration. The choice of S. F. Boll, as 
described in [43], is roughly 300 msec. We made the same choice because from 
the statistic of the pause duration in the speech utterances of our database, 
we found 300 msec is proper. Sequently, we take the spectra periodogram 




where M is the noise frame number taken into account, and \Dm(uj)\ is the 
magnitude spectrum of one frame in that pause. 
4.2.2 Spectral Subtraction Algorithm 
The spectral subtraction algorithm is one of the most widely employed algo-
rithms for speech enhancement [43]. It is based on the assumption that the 
noise is additive to speech, i.e., y{n) = s(n) + d{n). 
As a result, the magnitude spectra (also power spectra) of the speech and 
noise are additive. This assumption is only valid in the statistical sense. How-
ever, it can be used for the estimation of the short-time spectrum of clean 
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speech. The spectral subtraction algorithm can be applied both to estimate the 
spectrum and the power spectrum of the clean speech. In the later case, the 
enhancement technique is referred to as power spectral subtraction (PSS). 
Under the assumption of additivity, an estimate of the clean speech spectrum 
is obtained by subtracting a noise spectrum estimated during speech pauses 
from the spectrum of the noisy signal. During non-speech periods, an averaged 
estimate of noise magnitude \D{UJ)\ is made. The subtraction is performed in a 
general way, as shown below, 
刚 广 - 丨 力 ⑷ 广 i f | y H r > | i ) M r , H � 
l ' S ' H r = (4.5) 
0 otherwise 
\ 
where 7 = 1 and 7 = 2 correspond to the estimation of the short-time magnitude 
and the power spectrum of the clean speech, respectively. 
4.3 LP Analysis of Noisy Speech 
We have introduced the principle of LP analysis and its correlation with the 
source-filter model in Section 3.2. With the help of linear prediction, we can 
separate the speaker-dependent properties of speech signals into two categories, 
one is source-related and the other is tract-related. This is of distinct significance 
in source-tract separation. 
Yet, in the noisy environments, the statistical characteristics of the input 
speech signal will be greatly altered by the corrupting noise. 
As we have derived in Section 3.5，in the source-vocal tract separation pro-
cess by the LP analysis, the noise affects the source and vocal tract properties 
in different ways. In this section, these external effects by noise are to be scru-
tinized, and based on which the estimation methods of vocal source and vocal 
tract features are going to be exploited. 
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4.3.1 LP Inverse Filtering: Whitening Process 
In speech processing, the linear predictor is used for spectral estimation. LP 
analysis is one of the methods to estimate the autoregressive (AR) parameters 
93]. Because speech is assumed to be an AR process in general, so LP analysis 
is adopted broadly in speech spectrum estimation. 
LP inverse filtering process can be regarded as a "whitening process", be-
cause its derivation is based on the minimal mean square error principle. For 
an input speech signal, it will produce an estimate of the speech spectral en-
velope, as well as a residual signal with a flattened spectral representation in 
the frequency domain, or a noise-like/quasi-periodic representation in the time 
domain. The source-tract separation that we use before feature parametrization 
simply utilizes the AR characteristics of the LP inverse filtering process. 
Under the corruption of noises, speech spectrum estimation by AR modeling 
is not as accurate as when noise is absent. However, it will still give a flattened 
AR spectrum (magnitude spectrum of the residual signal) and an estimate of 
the speech spectral shape. Because of the "whitening" cause, the speech spec-
trum estimate still contains information related to the speech formant structure. 
Whilst, the AR spectrum does not necessarily provide details of the excitation 
source during speech production. As a matter of fact, in noisy conditions, one 
can only extract and estimate source and vocal tract related features. To ensure 
satisfactory recognition results, the relevant speech properties of interest should 
be extracted with effective noise suppression prior to being parameterized into 
feature vectors. 
In our work, we obtain the estimate of the magnitude response of the all-
pole LP filter by deriving the parameters via LP analysis. In Figure 4.1，an 
illustration of LP inverse filtering process can be found. 
There are two paths in the diagram. In the upper path, with clean speech 
given as the input to the inverse filtering process, the source-tract separation 
is formulated as in Equation 4.6; while, on the other hand, with the input 
y(n) 二 s(n) + d{n) in the lower path, the residual-filter formulation is of 
the relation in Equation 4.7. 
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Figure 4.1: LP inverse filtering for clean and noise corrupting speech 
s(n) = e{n) * h(n) (4.6) 
y(n) = ey(n) * hy(n) (4.7) 
The LP inverse filtering is formulated by Equation 4.6 and its noisy coun-
terpart in Equation 4.7 in the time domain. In the frequency domain, the 
"whitening" characteristics of the LP inverse filtering process will be exhibited 
more intuitively, as shown in Equation 4.8 and Equation 4.9, respectively. 
S(z) = E(z)H{z) (4.8) 
y(2：) 二 Ey{z)Hy{z) (4.9) 
In general, e(n), the source representative, with a flat spectrum, is colored 
by the spectral shape that defined by the LP filter h{n). Whereas, in the noisy 
condition, the flat spectrum of ey(n) contains the source-related characteristics, 
and noise as well; hy{n) captures the formant structure, but with some formants 
lost or masked by noise, as indicated by Figure 3.10. 
In Section 3.5, the effects of noise on the LP filter and residual signal was 
discussed, and several observations have been made. In this section, we will 
advance our findings forward by proposing a method to suppressing the effects 
of noise as a front-end preprocessor in the feature extraction. The technique of 
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speech enhancement is employed. Yet, we intend to extract distinctive speaker-
dependent properties, but not to exactly recover the clean speech. Which any-
way, can never be achieved. This also marks the difference of our motivation 
from that of speech enhancement. 
4.3.2 Magnitude Response of All-pole Filter in Noisy 
Condition 
A very important problem with the AR spectral estimator, which limits its util-
ity, is its sensitivity to the addition of noise to the AR process [93]. We have 
theoretically analyzed this problem from the derivation of LP model. Here, we 
use a series of estimation results to demonstrate in which manner the spectral 
estimate by LP is affected by the noise. To depict the sequential change of 
the estimates with noise increasing, in Figure 4.3, four SNR scenarios are cho-
sen, they are SNR = 15dB, lOcLB�5dB and QdB, respectively. For comparison 
purpose, the clean filter is given as a reference in Figure 4.2. 
clean _ 20. 1 .~— 
E .20' ‘ I 1—' 
0 F1 F2 1 F3 2 F4 3 F5 4 
— frequency (kHz) 
Figure 4.2: Speech spectral estimate by LP analysis under clean condition 
(speech segment: Cantonese digit “ 1" uttered by a male speaker) 
The spectral estimate in Figure 4.2 is very peaky, from which we can find 
5 discernible formants. Except for the first formant, the other four are very 
sharp. Increase the noise level from SNR = 15dB to OdB, the dynamic range 
of the spectral estimate begins to drop, and the formants become less peaky, 
these are consistent with what we have observed in Section 3.5. 
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Figure 4.3: Speech spectral estimates by LP analysis under four SNR conditions: 
(a). SNR = 15dB- (b). SNR = lOdB- (c). SNR = 5dB- (d). SNR = OdB. (noise: 
white Gaussian noise) 
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4.3.3 Noise Spectral Reshaping 
• Noise Spectral Reshaping: Derivation 
In the LP analysis process, the corrupting noise d{n) is also undergoing the 
inverse filtering, and outputs a spectrally reshaped version of the noise. Using 
the terms in Equation 4.8 and 4.9, the noise spectral reshaping can be formulated 
as in the following steps: 
Step 1: express the noisy speech in the frequency domain as 
Y{z) = S(z) + D(z) (4.10) 
Step 2: represent the residual-filter formulation by the LP estimator 
= EY(z)Hy{z) (4.11) 
Step 3: combine the above two equations 
Y(z) = S(z) + D{z) = EY{Z)HY{Z) (4.12) 
Step 4: Organize the LP inverse filtering on the noisy speech 
lS{z) + D{Z)]/HY{Z) = EY{Z) (4.13) 
The reshaped noise spectrum is D{Z)/HY(Z). 
In most of the real conditions, we can only obtain the noise estimate D(z), 
rather than D{z). Thus, the reshaped noise spectrum estimate is D{Z)/HY{Z). 
• Residual Signal Spectrum Estimation 
Regarding the estimation of a residual signal spectral representation, we add an 
extra step as given by Equation 4.14. 
应(z) = EY{Z) 一 D(Z)/HY{Z) (4.14) 
For analysis purposes, the noise estimation is assumed to be accurate, i.e., 
D(z) = D{z). From Equation 4.14, we can observe the relation of the residual 
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signal spectral estimate E{z) and the clean residual spectrum E(z), which is 
indicated by Equation 4.15. 
二 = E[z)[H(z)lHy{z)] (4.15) 
H(z)/HY{Z), is the magnitude response ratio between the clean and noisy 
filter, which is believed relevant to the noise type and noise corruption degree. 
Definitely, the fact is that, the lost or masked formant information in HY{Z) 
will be carried by the ratio H(Z)/HY{Z). 
Considering the flat spectral representation of E{z), this residual signal spec-
tral estimate E{z) is a spectrally shaped version of with the harmonic 
structure the same under the accurate noise estimate assumption. 
4.4 Distinctive Vocal Tract and Vocal Source 
Feature Extraction 
A block diagram of the speaker recognition system under noisy environment is 
given in Figure 4.4. In extracting the source-tract features from noisy input 
speech utterances, the proposed feature estimation method is included as a 
front-end process. 
As can be seen in Figure 4.4，the proposed feature estimation process is 
composed of two paths, for the tract and source feature estimation, respectively. 
4.4.1 Vocal Tract Feature Extraction 
The 39-Dimension vocal tract related feature set MFCC_E_D_A, which contains 
the conventional 12-ordered mel-frequency cepstral coefficients, log energy, delta 
and acceleration coefficients, are employed in our work. Detailed description 
about these parameters can be found in Chapter 2 of this thesis. 
A preprocessor will be used to achieve noise suppression before feature ex-
traction. The spectral subtraction algorithm is implemented and adopted as 
the noise suppressor. 
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Figure 4.4: Block diagram of the proposed source-tract feature estimation pro-
cess in the context of speaker recognition 
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Vocal Source Feature Generation 
As for the source feature in the speaker recognition experiments, we adopt 
Wavelet Octave Coefficients of Residue (WOCOR), whose generation specifica-
tion is described in [48]. The feature generation is performed on the estimated 
LP residual signal. 
4.4.2 Source Feature Generation Procedure 
WOCOR is regarded as a time-frequency source feature set that attempts 
to capture the pitch related low frequency information and the pitch-epoch 
concerned high frequency characteristics of the excitation source. The feature 
parameters are extracted from the LP residual signal, which is believed to 
contain all the speech details that are unable to be derived from the speech 
spectral shape. The conventional Fourier transform gives LP residual a flat 
spectral representation in the frequency domain, which prevents us from 
extracting the rich temporal information from its spectrum. This makes the 
employment of a multi-resolution signal analysis method quite necessary. 
In order to extract the quasi-periodic properties as well as the pitch burst 
position information from a time-frequency signal representation, we choose 
pitch-synchronous continuous wavelet transform to decompose the LP residual 
signal. The feature generation can be subsequently performed on the wavelet 
transforms of the LP residual signal. Generation process of the source feature 
WOCOR is systematically presented by the following steps: 
1. Pitch-synchronous wavelet transform of LP residual signal 
First, the pitch period is estimated by using the Entropic's Robust Algo-
rithm for Pitch Tracking (RAPT) [94]. Afterwards, the LP residual signal is 
segmented with analysis windows, where each window is centered at a pitch 
epoch position, and covered exactly two pitch periods, i.e., a previous pitch 
cycle and a succeeding one. Pitch synchronization windowing process emphases 
the pitch burst position, and keeps the pitch periods as well. 
75 
Chapter 4- Estimation of Robust Acoustic Features for Speaker 
Discrimination 
Table 4.1: Bandwidths and center frequencies of the 6 octave groups 
a subband bandwidth center frequency 
a=2 2000�4000Hz 2000Hz 3000Hz 
a=4 1000�2000Hz lOOOHz 1500Hz 
a=8 500�lOOOHz 500Hz 750Hz 
a=16 250~500Hz 250Hz 375Hz 
a=32 125~250Hz 125Hz 187.5Hz 
a=64 62.5�125Hz 62.5Hz 93.75Hz 
The 4th order Daubechies wavelet [79] is used to transform the pitch-
synchronous LP residual signal as expressed by the following equation, 
� ( a , 6 ) ) (4.16) 
Vl^l n a 
where a, b are the scaling and translation parameters, respectively. 
2. Octave subband grouping of the wavelet coefficients 
The wavelet coefficients relevant to a particular scaling parameter a are 
grouped into one subband group. As known from the wavelet theory, the sub-
band spacing is determined by the scaling parameter a. 
As we have introduced in Chapter 2, human ears perform nearly constant-
Q analysis in speech perception. Accordingly, here, we make octave subband 
grouping with the scaling parameters given by Equation 4.17. 
a = {2 左 |/c = 1 , 2 ” . . , 6 } (4.17) 
As a result, 6 octave subband groups are produced, they are expressed as 
follows, 
Wk = {w{2\b)\b=l,2,...,N} (4.18) 
where N is the window length. Each Wk is an octave group, their bandwidths 
and center frequencies are listed in Table 4.1. 
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Figure 4.5: Octave subband groups from clean LP residual signal: left column 
-wavelet coefficients; right column - subband spectra 
Figure 4.5 illustrates the octave subband groups by giving the wavelet coef-
ficients in each group, and its spectrum. To reduce the intra-speaker variation 
caused by the context concerned, the recording apparatus misuse, etc; and also 
to emphasize the inter-speaker information, we take the following processing 
steps: 1). normalize the amplitude of the LP residual signal to the range of [-1, 
1] before windowing the signal; and 2). normalize the energy of each windowed 
LP residual signal segment to 1 before taking wavelet transform. 
Regarding the wavelet coefficients and the spectra shown in Figure 4.5，the 
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time and frequency resolution variation is very obvious. 
1. Through octave groups a = 2 to a = 64, the time resolution is increasing. 
Especially, the pitch-epoch related information are captured very well in 
the high frequency groups. 
2. Inversely, through octave groups a = 64 to a = 2, the frequency resolution 
is increasing. For specific pitch related information, the low frequency 
subband can capture the harmonics, even the fundamental frequency of 
the speaker. 
3. Sub-grouping the octave subband groups 
With the multi-level wavelet transform, both the pitch and pitch-epoch re-
lated information can be captured well by the octave wavelet coefficients. Hence, 
an efficient feature generation method to parameterize them into feature vectors 
are very important for speaker recognition. 
In our work, for the interest of extracting the temporal variation of each 
octave subband group, a further sub-grouping of the wavelet coefficients is per-
formed, in which each octave group is equally divided into M subgroups. 
Wk = {w{2'',b)\b E (m - 1 : m] X Round(N/M)}, 
m = 1 , 2 , . . . , M (4.19) 
The parameters in WOCORM can be generated as 
WOCORM = {||W /^O(M)||}, 
for k = 1 ,2 , . . . ,6 
m = 1’2，...’M. (4.20) 
The dimension of the WOCORM feature vector is 6M, where M is a constant 
among all the octave groups. The WOCOR4 is reported to perform well, as it 
is adopted as source feature in [48]. However, even larger improvement can be 
achieved by considering and treating the group-specific temporal characteristics 
individually in each octave subband. 
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In this thesis, we strive for a systematic approach motivated by the time-
frequency resolution consideration to give more flexibility in choosing M, i.e., 
M may vary according to k, as expressed in Equation 4.21, 
WOCORM � = { | | M 4 ( M ) | | } ’ 
for k = 1 ,2 , . . . , 6 
m = 1,2,...,M(A:). (4.21) 
in which the M(k) indicates a number dependent on the octave group index k, 
and the feature vector dimension is changed to 
6 
Dim = (4.22) 
fc=i 
4.4.3 Subband-specific Parameterization Method 
• M{k) selection for sub-grouping 
To enable more flexible capture of the time-frequency information from the 
LP residual signal, we adopt /c-dependent M rather than the constant M sub-
grouping process. This is motivated by two reasons: above all, we can achieve 
larger freedom in controlling the time-frequency coverage and distribution of 
the feature parameters; and also, by changing the subgroup number among 
subbands, we actually weight the time-frequency components in LP residual 
signal, those manifest higher speaker distinguishable capability will outweigh 
others in the feature vectors. 
Considering the implementation simplicity and computation amount, we at-
tempt to explore a sub-grouping scheme that will give satisfactory performance, 
yet, without losing the computation saving in implementation. 
Even more importantly, the target is to extract the source related feature 
from the noisy input utterances for further speaker recognition application. It 
is essential that we should take into account the subband-specific characteris-
tics of the estimated LP residual signal. These properties, if exempt from the 
degradation induced by the unmeasured error in noise estimation, are princi-
pally affected by the estimation method we used in obtaining the LP residual 
signal estimate. 
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Also, for analysis purposes, we assume the absence of noise estimation error 
here. As derived in Section 4.3.3, the estimated LP residual signal is shaped 
by the magnitude ratio between the clean and noise-degraded LP filter, i.e., 
theoretically, E{z) 二 S�z)jHY�Z�= E{z)[H{z)lHY[Z)]. Figure 4.6 illustrates 
the estimated LP residual signal spectrum E{z) from OdB white noisy speech, in 
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Figure 4.6: Left-upper: clean LP residual signal; right-upper: estimated LP 
residual signal; left-lower: clean residual spectrum; right-lower: estimated resid-
ual spectrum; dashed line: the magnitude ratio H{Z)/HY{Z) (the LP residual 
signals are energy normalized) 
In order to facilitate an efficient sub-grouping approach, the analyse of the 
time-frequency content and correlation of each octave group is indispensable. 
As a matter of fact, this should be treated as the first and foremost step in this 
process. By taking the following two steps, we attempt to find a systematic 
approach to handle this task: 
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• Step One: find out the time-frequency content of each subband group, 
recognize and emphasize the inclusive speaker-specific particularities in 
the source feature vectors. 
• Step Two: analyze the influence of the LP residual signal estimation 
method on the octave groups, and explore its effects on the speaker-
distinguishable capability of feature vectors. 
For Step One, we start by considering the source related acoustic properties 
and technical viewpoints that delivered in Chapter 3. Fundamental frequency 
/0，which ranges from 50Hz to 300Hz for most of speakers, needs very high 
frequency resolution to localize in the spectrum; whereas, pitch burst detection 
prefers good time localization. Note that, LP residual signals typify themselves 
with the inherent correlations between the time- and frequency-components in 
many ways. Except for the presence of low frequency /O related harmonic in-
formation and the fast-varying nature of the pitch bursts, much time-frequency 
correlations exist in the in-between subbands in frequency representation. These 
acoustic cues provide important guidance for the sub-grouping process: 
• Class 1 [a 二 64，32] the bandwidth of these two octave subbands ranges 
from 62.5Hz to 125Hz, as a whole, they basically cover the variations of 
/O, and its principal harmonics. 
For most of the speakers, the time-frequency information in this class 
have both intra-speaker stability and inter-speaker differentiability, which 
is preferable for speaker recognition. Without losing its distinctiveness 
in the feature vectors, we believe that sub-grouping in this class may not 
necessarily be too dense, since the frequency resolution is fine enough, and 
no higher time localization needs are claimed. 
• Class 2 [a = 16,8] these subbands cover 250Hz to lOOOHz in spectrum, 
which occupy the intermediate region in the whole frequency range. Both 
/O and pitch burst information are inclusive in this class, and they are 
correlated in a highly speaker-specific manner. 
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Analysis from real speech data reveals that, some speakers often tend to 
produce a secondary pulse in the middle of two consecutive pitch-epochs 
when pronounce, as shown in Figure 4.5. Due to the intermediate time 
and frequency resolution in this class, the secondary pulse related time-
frequency information are usually exhibited in this class. On one hand, 
the bandwidth in this class is fine enough to capture the fundamental fre-
quency and the corresponding harmonics of the first and secondary pulses; 
on the other hand, the fairly good time resolution makes it is possible to 
localize the pitch-epoch and the secondary pulse bursts. Therefore, this 
class contains much spectro-temporal correlation information, which are 
highly speaker-dependent. Thus, we intend to apply a more elaborately 
scaled sub-grouping process for a higher weighting in the feature vectors. 
• Class 3 [a 二 4’ 2] this two octave groups possess fine time resolution. 
Thus, they can localize the inclusive pitch-epochs and other pulses, if any, 
which all account for defining a speaker's vocal cords vibration, further-
more, affect the manner of phonation. 
Due to the rich temporal variation details included in these groups, more 
elaborate sub-grouping scales are considered necessary. Besides, frequency 
coverage of these two groups are pretty large compare with others, larger 
weighting will help to keep a balance between low- and high-frequency 
parameters in feature vectors. 
As for Step Two, we have observed the shaping effect of H{Z)/HY(Z) on 
the spectral shape of a LP residual estimate in the Fourier spectrum (indicated 
by Figure 4.6(d)). Their effects on the octave groups are shown in Figure 4.7. 
As a result of the multi-level decomposition, the shaping effect as a whole in 
the Fourier spectrum has been decomposed into 6 octave spectral levels. 
We start from our observation of the noise effects on the LP filter in Chapter 
3. As it was shown, the formants in the high frequency region tend to be 
masked by noise; while the first two formants are less affected. From the analysis 
of noise masking effect, H{z)/HY{Z) seems to augment the energy of the low 
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Figure 4.7: Octave subband groups from clean and estimated LP residual sig-
nals: real line - clean residual; stared line - estimated residual 
frequency region with a relatively smooth spectral shape, while involve more 
peaky shaping in the high frequency. By observing Figure 4.7, we found the 
boosting of periodicity in the octave groups a = 64,32’ 16，even in a = 8; whilst, 
in octave groups a = 4,2, some disturbances exist, this maybe caused by the 
sharp pulse in the fourth and fifth formant frequency, as shown in Figure 4.8. 
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Figure 4.8: Spectral shaping effect conveyed by H(Z)/HY(Z) 
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The influence of the estimation method on LP residual estimate can only be 
defined in a general way, since the H(Z)/HY(Z) spectral shaping effect is highly 
related with the formant structure, which is also speaker-dependent. However, 
there is common trend of the spectral shaping effect, here, we deliver it according 
to the SNR levels. 
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Figure 4.9: Magnitude response of LP filters at different SNR scenarios: (a), 
clean and 15dB; (b). clean and OdB. 
• At high SNR levels: in these conditions, the noise masking effects on 
the formant structure is less prominent, as it is shown in Figure 4.9(a). 
Thus, we can assume that HY[Z) = H{z), accordingly, E{z) = E(z). In 
this way, the influence brought by the estimation method on the speaker-
distinguishable properties conveyed by the LP residual signal can be ne-
glected. 
• At low SNR levels: in these conditions, noise severely degrades the speech 
spectral shape by masking the high-frequency formants and reducing the 
dynamic range of the speech spectral envelope, as shown in Figure 4.9(b). 
Accordingly, the masked formant structure will be reflected in the spectral 
shape of H{Z)/HY{Z). 
As we have observed in Section 3.5, first, because noise masking is partic-
ularly prominent in high-frequency formants, the resultant H{z)/HY{Z) 
has peaks at the high-frequency formant frequencies; besides, since 
H{Z)/HY{Z) conveys the dynamic range that shrank from H[z) to HY(Z), 
84 
Chapter 4- Estimation of Robust Acoustic Features for Speaker 
Discrimination 
it tends to have a boosted yet smooth spectral shape in the low-frequency 
region. 
Although the spectral shaping effect will make difference between the esti-
mated LP residual signal and the clean one, yet, the difference will not affect 
the speaker-distinguishable power of the LP residual signal. On the contrary, 
because it puts down the masked formant structure on the LP residual estimate, 
there is a complementary effect created between the vocal source and vocal tract 
information by the spectral shaping effect. 
Qualitative analysis about the /c-dependent M sub-grouping scheme have 
been given above, from both the internal time-frequency characteristics and the 
external effect from the LP residual signal estimation method. We address our 
M{k) selection scheme in Table 4.2. 
Table 4.2: Sub-grouping schemes 
k bandwidth(Hz) M八 k) M2(/c) Ms{k) 
1 2000 8 8 8 
2 1000 8 8 8 
3 500 4 8 8 
4 250 4 4 8 
5 125 4 4 4 
6 62.5 4 4 4 
Dim 32 36 40 
Apart from the prior quantitative analysis, we also take the feature vector 
dimension into consideration in source feature generation process. This is be-
cause we expect to generate source feature vectors with comparable dimension 
with the tract feature vectors which are 39 dimensional MFCC_E_D_As in our 
system. 
The above sub-grouping schemes should also be verified by the speaker recog-
nition experiments. In the next chapter, we will vary the M{k) in order to 
compare their results and to find the optimum choice. Also, since WOCOR 
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and MFCC_E_D_A are employed in our system as the source and tract related 
features, respectively, complementary analysis between them will be considered 
as well. 
Spectral subtraction: Distortions involved into Vocal Source and Vo-
cal Tract Features 
As a conventional speech enhancement technique, PSS can effectively suppress 
additive noise, yet, at the expense of distortion on the spectral estimate, to 
which the speech enhancement systems are quite sensitive. In general, as we 
have mentioned earlier on, the principal pitfall of spectral subtractive-type al-
gorithms is the involved residual noise known as “ musical noise" which greatly 
limits the performance of this type of algorithms for improving speech qual-
ity in speech enhancement tasks. However, compare with other sophisticated 
spectral subtractive-type algorithms, PSS is broadly used as noise suppression 
preprocessor in speech-related recognition applications for its implementation 
simplicity and lower computational cost. Moreover, the effects of musical noise 
should also be considered together with the concerned feature vectors and their 
parameterization methods. 
1. Vocal tract feature vectors: MFCCs capture the formant structure of the 
vocal tract systems. Due to the spectral shape of speech spectrum, zero 
or negative frequency components are inclined to occur in high-frequency 
region of the speech spectral estimates, since the energy of speech signal 
in this region is lower compare with that of the low-frequency region. 
Whilst, MFCC vectors emphasize more low-frequency components than 
high-frequency with decreasing frequency resolution along the spectral 
range. This will mitigate some distortions into the tract feature vectors. 
2. Vocal source feature vectors: WOCORs contain the sub-grouped octave 
subband energy with various time-frequency resolution. The original noisy 
LP residual signals are of flat spectra, thus in low- and high-frequency 
regions, there are equal chances that zero and negative frequency com-
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ponents occur. Apart from the well-known de-noising capabilities carried 
by the wavelet transform, in our system, the random musical noises will 
be further decomposed into 6 levels, which will accordingly reduces the 
noises' effects on the generated feature vectors. 
4.5 Summary 
In Chapter 3, we have proposed the employment of source-tract features for 
speaker distinguishing purpose; and we have also brought forward the problem 
of robust speaker recognition. Consequently, in this chapter, we continued to 
introduce an efficient method to first estimate the speaker-dependent properties, 
and then to parameterize them into feature vectors. By looking through many 
conventional speech enhancement techniques, we choose the spectral subtraction 
algorithm for its implementation simplicity and the reported effectiveness in 
robust speaker recognition applications. As the core of our work, the distinctive 
feature extraction process contains two steps: first, the source and tract related 
speech properties from noisy speech input is separated by the LP model, where 
the inaccuracy of the model that induced by noise is analyzed and targeted 
to be removed; second, from the estimated speech spectrum and LP residual 
signal, tract and source features are extracted. The whole process works as a 
front-end of the feature extraction process. 
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Speaker Recognition Tasks & 
Performance Evaluation 
In the previous chapters, we have first reviewed the fundamental setup of the 
state-of-the-art speaker recognition systems; and then we introduced the use 
of complementary vocal source and vocal tract features in speaker recognition 
systems. Subsequently, a novel method to estimate the source-tract feature set 
from noise-corrupted utterances has also been proposed. 
To evaluate the effectiveness of the proposed method in capturing speaker-
distinguishable properties in the presence of noise, text-independent speaker 
recognition experiments under both identification and verification tasks have 
been carried out. In this chapter, the technical specifications of the baseline sys-
tem will first be introduced; then the results obtained from the baseline system 
using the conventional feature set MFCC_E_D_A, will be used for benchmark-
ing purpose. Furthermore, before combining the contributions of source and 
tract features, we specifically compare the performance of the source feature set 
WOCOR using a series of experiments that differ in the extraction specifica-
tions. After that, the recognition results from the complementary source and 
tract features will be elaborated. 
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5.1 Speaker Recognition Experimental Setup 
5.1.1 Task Description 
The speaker independent identification and verification tasks are defined by 
the following items: 
speaker: 50 males 
speech corpus: CU2C (microphone - digit string) 
noise database: NOISEX-92 
noise corruption; additive white Gaussian noise 
signal to noise ratio (SNR): OdB, 5dB, lOdB, 15dB 
training/testing condition: same noise type & same SNR level 
training data: 6 session x 12 utterance 
test data: 6 session x 12 utterance 
vocal tract feature: MFCC_E_D_A 
vocal source feature: WOCOR 
The baseline system adopts the state-of-the-art techniques in the experimen-
tal setup. A Universal Background Model (UBM) which contains 256 Gaus-
sian mixture densities is trained from the feature observations. The speaker-
representative models are adapted from the UBM with Maximum a Posteriori 
(MAP) adaptation technique. The decoding process in the testing trials is car-
ried out by the Viterbi algorithm. Differences among experiments are mainly 
due to the feature extraction process, and the major difference lie in the follow-
ing： 
1. feature set: tract feature only, source feature only, or source-tract features 
combination; 
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2. noise condition: noise-free or noise-corrupted; 
3. feature extraction front-end: with or without the proposed front-end pre-
processor. 
In Table 5.1, the task description based on these three aspects are listed: 
Table 5.1: Task description for experiments 
case feature set noise condition front-end 
baseline 1 tract feature noise-corruption no preprocessing 
baseline 2 tract feature noise-free no preprocessing 
set 1 tract feature noise-corruption preprocessing 
set 2 source feature noise-corruption preprocessing 
set 3 source-tract feature noise corruption preprocessing 
5.1.2 Baseline Experiments 
To build a reference speaker recognition system, we employ the state-of-the-art 
approach. 
1. Feature Extraction Front-end 
Nowadays, most of the widely used speaker recognition systems use cepstral 
features in training different speaker models. The most common ones are the 
cepstral features, e.g., MFCCs and LPCCs. In our baseline system, a 39 dimen-
sional MFCC_E_D_A vector, which contains 12th order mel-frequency cepstral 
coefficients, log energy, the delta and acceleration coefficients is employed as the 
acoustic feature set. The extraction procedures of MFCC_E_D_A are listed as 
follows: 
1. Preemphasis: first order high-pass filter (1 — 
2. Framing: 240-point Hamming window with 120-point frame advancement 
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3. DFT: 256-point discrete Fourier transform 
4. Mel-scale filter-bank: 26 channels 
5. Log energy compression logarithm 
6. DCT: Discrete Cosine transform 
2. Model Training 
UBM-GMM model training technique has been used in the system. The 
universal background model has 256 Gaussian pdfs extracted from the utter-
ances of 50 speakers. Each speaker is presented with 6 sessions, which has 36 
utterances in total. Each speaker model is adapted from the UBM with MAP 
adaptation techniques from the input of that particular speaker. 
3. Identification and Verification Tests 
Each speaker has 6 sessions x 6 utterances contributed as the testing data. 
Close-set identification tests have been carried out. Therefore, there are 
totally 1800 tests for each speaker. 
For verification tests, there are 36 claimant tests and 1764 impostor tests 
for each speaker. In the claimant tests, the speaker is tested by his own testing 
data; while he is examined by all other 49 speakers' testing data in the impostor 
tests. 
5.1.3 Identification and Verification Results 
A text-independent speaker recognition system is built to give the benchmark-
ing results. Identification error rate (IDER) and equal error rate (EER) are 
involved as the evaluation metrics for the identification and verification tests, 
respectively. The baseline results of the identification and verification tests are 
listed in Table 5.2. 
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Table 5.2: Baseline system results 
baseline OdB 5dB lOdB 15dB clean 
IDER (in %) 20.1 9.3 4.7 2.3 0.9 
EER (in %) 9.4 5.0 3.4 2.5 1.5 
5.2 Speaker Recognition using Source-tract 
Features 
We initially introduced the use of both vocal source and vocal tract features in 
speaker recognition tasks in Chapter 3. Then in Chapter 4，we proposed a fea-
ture estimation method which specializes in extracting speaker-distinguishable 
speech properties from the noise degraded speech utterances. It is necessary 
that the effectiveness of the proposed feature estimation methods be evaluated 
in this section under both speaker identification and verification tasks. As an 
accountable measurement of the robust feature extraction front-end, the perfor-
mance of the feature sets will provide us with important information to refine 
the feature estimation and extraction process. 
5.2.1 Source Feature Selection 
We have introduced our insights and derivations on extracting robust yet effi-
cient speech features from noisy input speech utterances in Section 4.4. In this 
section, our approaches for feature estimation and generation will be evaluated 
in the applications of speaker recognition. 
In Section 4.4, we have proposed the /c-dependent M sub-grouping scheme, 
the advantage of this sub-grouping scheme over the constant M scheme will be 
verified. Also, comparisons among different /c-dependent M selections will be 
made for a best trade-off between recognition results and feature vector dimen-
sion. All M(k) schemes are examined using both identification and verification 
results. 
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Table 5.3 lists the M{k) schemes that will be tested in the recognition tasks, 
which includes 2 constant M schemes as well as other 5 /c-dependent cases. All 
the contrasts involve the trade-off between the following two aspects: 
1. Feature vector dimension, and 
2. Recognition results. 
Table 5.3: M{k) selection schemes 
—k ( 1 ) � � � ( 5 ) (6) 
1 4 8 16 16 8 8 8 
2 4 8 8 16 8 8 8 
3 4 4 4 4 8 8 8 
4 4 4 4 4 4 8 8 
5 4 4 4 4 4 4 8 
6 4 4 4 4 4 4 8 
Dim 24 32 40 48 36 40 48 
C3.1 
C I C5 
r^ r^ 
M(k): (1) (2) (3) (4) (5) (6) (7) 
C4 
C6.1 
Figure 5.1: Flow chart of the comparison among the M{k) schemes: (1) to (7) 
indicates a M{k) scheme either 
In Table 5.4，we list the results of SID and SV under OdB white Gaussian 
noisy environment. To interpret these results, we make 6 comparisons among 
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Table 5.4: SID and SV results of M{k) schemes 
M(k) ( 1 ) � （ 3 ) (4) (5) (6) (7) 
IDER (in %) 27.7 25.6 25.5 26.3 23.6 22.3 23.0 
EER (in %) 8.8 8.6 8.6 9.1 8.7 7.8 7.9 
them, as illustrated by Figure 5.1，where each M{k) scheme is denoted by a 
node, and the arrow between two nodes indicates a comparison, i.e., one from 
CI to C6. When going through the comparison flow chart, a decision of "keep 
the node" or “ remove the node" will be made. Consequently, at the very last 
step, we obtain the ultimate choice. 
CI : with (2) outperform (1), we choose to remove (1), and keep (2); 
C2: with the result of (2) and (3) are comparable, we temporarily keep both 
(2) and (3)，however, we prefer (2) since its dimension is much lower than (3); 
C3: both in C3.1 and C3.2, it is shown that (4) should be removed; 
C4: with (5) giving higher performance, we choose to keep (5)，considering 
feature vector dimension, we still keep (2). Since (3) is with comparable per-
formance with (2) but has much higher dimension, it will be removed; 
C5: (6) gives better result, thus, keep (6) for further consideration; 
C6: the dimension of (7) is much higher than (5) in C6.1, but with comparable 
performance; and it is even worse than (6) in C6.2, hence, remove (7). 
Finally, by using this iterative approach, we end up in choosing the M(k) 
selection schemes (2), (3) and (5) for further evaluations. 
5.2.2 Source-tract Feature Fusion 
Complementary information from vocal tract and vocal source are used in the 
speaker recognition tasks. To combine the contributions of the source-tract 
features, we apply the score-level information fusion technique. 
In the identification tasks, the log-likelihood score of each test is a linear 
combination of the log-likelihood scores of the source feature and tract feature, 
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with weighting parameters Wg and Wt, respectively, i.e., 
L = WTLT + WSLS ( 5 . 1 ) 
While, in the verification tasks, the fusion is performed on the log-likelihood 
ratio scores of the source and tract features. 
A = wtht + WsK (5.2) 
In both tasks, Wt and Wg are related by Wt-\-Ws = 1. The weighting scheme 
is described as follows: 
Initially, let Wt = 0, with Ws = I — Wt. 
Next, empirically increase Wt by a step of 盖 , a n d keep doing it for 50 times, 
with Wg = 1 — u^ t satisfied; 
Finally, find the optimum parameter set [wt,ws\ with the best recognition 
results. 
Note that, concerning the derivation of the vocal tract and vocal source 
feature sets, we assume that the speaker-dependent characteristics contained 
in these feature sets are complementary. We empirically choose this weighting 
scheme. By increasing or decreasing the weighting factor of each feature set, 
confidence measure of both vocal source and vocal tract features can be reflected. 
5.2.3 Identification and Verification Results 
In Section 5.1.1，three sets of experiment have been defined. In the first two 
sets, tract feature and source feature are evaluated individually using both iden-
tification and verification tasks; and they are combined to give the final results 
in the third set. 
In the experiments, the MFCC_E_D_A is employed as the tract feature 
set. For the source feature, three feature sets with different sub-grouping 
schemes are chosen, which are referred to as "WOCORl" , "W0C0R2" and 
"W0C0R3" , respectively, as shown in Table 5.6 and Table 5.7. For a clear 
illustration of the feature vector composition, we list WOCOR feature sets in 
Table 5.5. 
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Table 5.5: M{k) of WOCOR feature sets 
M(k) M(l) M(2) M(3) M(4) M(5) M(6) Dim 
WOCORl 8 8 4 4 4 4 32 
W0C0R2 8 8 8 4 4 4 36 
WOCORS 8 8 8 8 4 4 40 
Table 5.6: Identification results (in %) 
IDER OdB 5dB lOdB 15dB 
MFCC_E_D_A 21.9 9.6 4.6 2.7 
WOCORl 25.6 19.1 16.1 14.1 
W0C0R2 23.6 17.6 15.4 14.2 
WOCORS 22.3 16.8 15.1 13.5 
MFCC_E_D_A+W0C0R1 9.6 3.9 2.5 1.7 
MFCC-E_D_A+W0C0R2 8.9 3.9 2.6 1.6 
MFCC_E_D_A+W0C0R3 7.8 3.8 2.3 1.6 
Table 5.7: Verification results (in %) 
EER OdB 5dB lOdB 15dB 
MFCC_E_D_A 9.9 5.4 3.4 2.5 
WOCORl 8.6 7.3 6.6 6.2 
W0C0R2 8.7 7.1 6.3 6.3 
WOCORS 7.8 7.0 6.1 5.9 
MFCC_E_D_A+W0C0R1 5.2 3.2 2.1 1.4 
MFCC_E_D_A+W0C0R2 5.3 3.1 2.0 1.4 
MFCC_E_D_A+W0C0R3 4.8 3.0 2.0 1.4 
To take advantage of complementary source-tract features for speaker recog-
nition purpose, in the proposed system, two sets of acoustic features have been 
extracted from the speech utterances under different procedures, and accord-
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ingly, two GMM-based models have been established for each speaker, whose 
scores are then fused for a final score. In addition, the noise suppression pre-
processing also consume some computational amount. Unlike real-time speaker 
recognition systems, in which the computation time saving is given the first pri-
ority, the proposed system is targeted to extract effective acoustic features from 
noisy input utterances, the first and foremost consideration is the recognition 
accuracy achieved. However, efficiency is another consideration. Although the 
system consumes a relatively large overhead cost over the baseline system, we 
attempt to keep efficient in computation, especially for the Fourier transform, 
linear prediction, wavelet transform, which consumes most of the computation 
amount in feature extraction front-end. 
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5.3 Performance Analysis 
1. Improvements over the baseline results 
By comparing the identification and verification results shown in Table 5.6, 
Table 5.7 and the baseline results in Table 5.2, it is shown clearly that the pro-
posed feature extraction front-end greatly reduces the identification and verifi-
cation errors, especially in the low SNR conditions. 
Compare with the baseline system results, very large improvements have 
been obtained in both identification and verification tasks. The average and 
maximum relative improvements achieved are listed in Table 5.8 and Table 5.9， 
where the benchmark is the baseline system results. 
Table 5.8: Relative reduction of IDER (in %) 
IDER OdB 5dB lOdB 15dB 
Ave 56.2 58.1 46.8 30.4 
Max 61.2 59.1 51.1 30.4 
Table 5.9: Relative reduction of EER (in %) 
EER OdB 5dB lOdB 15dB 
Ave 45.7 38.0 41.2 44.0 
Max 48.9 40.0 41.2 44.0 
An even more vivid illustration can be found in Figure 5.2. 
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IDER relative reduction (in %) 
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Figure 5.2: Relative reduction of IDER and EER (in %) 
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However, the results also reveal that, in some SNR scenarios, the baseline 
system gives comparable or even higher recognition accuracy than the proposed 
method. To interpret these results, we make the following claims: 
A. Background environments "matching" of training/testing conditions 
The training and testing stages in the baseline system are of "matching" con-
dition. In this scenario, the feature vectors that originally characterize speakers' 
acoustic properties contain also the noise effects brought by the background 
environments. The more training data provided, the better modeling of the 
background noise will be conveyed by the speaker models, and higher recogni-
tion results will be obtained. In practice, the "matching" of the background 
environments relies on the amount of training data used. 
However, in most real-world applications, there are always no adequate train-
ing data available, i.e., in real time applications. Robust speaker recognition 
system as proposed in this thesis might well provide stable performance in this 
condition, since the speaker models are assumed to be established from the 
noise-suppressed acoustic features, which contain speaker-distinctive properties 
from speech utterances after effective noise suppression preprocessing as well as 
robust feature extraction process. “ Matching" between the training and testing 
data solely relies on the acoustic information, with no useful information from 
the background environments. 
B. Background environments "mismatching" of training/testing conditions 
If speaker recognition systems that developed in noise-free environments 
have to operate under noisy environments, the background noises which trans-
form the “ matching" between training and testing data into “ mismatching" 
always lead to low recognition accuracy. Whereas, speaker recognition systems 
with effective noise suppression preprocessing which removes the noises' effect 
on speech properties will achieve much more robust performance. 
2. Complementarity of source and tract features 
It is shown that with the PSS noise suppressor, the tract or source feature, 
if used individually, cannot give satisfactory performance, in particular, under 
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very noisy conditions. Yet, the combination of the two feature sets yields evident 
improvements. 
It can also be seen from Figure 5.2 that, the average and maximum relative 
improvements are inclined to reduce with an increase of SNR. Since the same 
tract feature set is used, the difference mainly relies on the source feature sets. 
Therefore, as we can see, in a higher SNR scenario, source feature sets tend to 





6.1 Discussion and Conclusion 
In this thesis, we have investigated methods to improve noise robustness of 
speaker recognition system in the presence of additive background noise. Our 
motivation was to achieve improved speaker recognition results than that from 
the conventional vocal tract features, via using complementary vocal source and 
vocal tract features. 
Our work was inspired by the human speech production mechanism, in which 
the vocal tract articulation and vocal cords phonation process provides many 
acoustic cues for speaker discrimination. LP analysis usually offers effective 
separation of source and tract related speech properties from speech signals, 
i.e., the speech spectral shape conveyed by LP coefficients and the excitation 
source carried by LP residual signal. However, due to the alteration of H{z), i.e., 
the transfer function of LP filter, in the presence of noise, LP inverse filtering 
cannot provide accurate source-tract separation. LP residual signal obtained in 
this condition, need to be preprocessed before parameterized in feature vectors. 
Thus, a noise suppressor is needed prior to the extraction of speaker-specific 
source features. On the other hand, the vocal tract feature vectors are also 
desired to be extracted from the noise-reduced speech utterances. Therefore, 
subtractive-type noise suppressor was employed in this work as the preprocessor 
of the feature extraction front-end. 
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An important aspect of our work is to find a more efficient method to gen-
erate speaker-discriminative source feature vectors for complementary use with 
vocal tract feature set. In an earlier work [48，49], we proposed a source fea-
ture set, WOCOR, to represent the spectro-temporal information of LP residual 
signal. In this thesis, with deeper scrutiny into the subband-specific temporal 
information conveyed by LP residual signal, we found a subband-based fea-
ture parameterization process is more effective in demonstrating the speaker-
distinguishable power of the time-frequency components than the original pa-
rameterization method which equally treats all subbands. Moreover, the in-
fluence that brought by the estimation method on LP residual signal is also 
taken into account in the source feature generation process. Therefore, a more 
efficient parametrization process in generating the source feature from the noise 
corrupted speech is presented. To combine the source and tract feature sets to 
the best advantage of speaker recognition, a score-level fusion was conducted. 
Theoretical analysis as well as discussion about the trade-off between feature 
vector dimension have been given. 
In the speaker recognition tasks, we adopted the state-of-the-art techniques 
in setting up our experiments, in specific, 39 dimensional MFCC_E_D_A pa-
rameters were employed as the vocal tract feature set. WOCOR, which was 
generated from LP residual signal to capture the time-frequency characteristics 
were used as the vocal source feature set. The overall recognition accuracy with 
the complementary use of these two feature sets have obtained much reduced 
identification error rate as well as the equal error rate, in a SNR range from OdB 
to 15dB. Compare with the results from tract feature set only, relative reduction 
of 56.2% in IDER and 45.7% in EER were obtained in a OdB SNR condition. 
In order to investigate the complementarity between the source and tract 
feature sets, also to better handle the trade-off between source feature vector 
dimension and recognition results, three sets of WOCOR parameters with 
different dimensions are employed in the speaker recognition experiments, in 
combination with the tract feature set. Recognition results demonstrated that 
with the increase of SNR, the three feature sets tend to perform equally well, 
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e.g., in 15dB SNR level, all the three feature sets gave 1.6% IDER and 1.4% 
EER. 
To summarize, we have accomplished the following work in this thesis: 
• Speech degradation by additive background noise have been investigated 
from the perspectives of vocal tract and vocal source; and noise suppres-
sion preprocessing for source and tract feature extraction front-end are 
proposed. 
• Time-frequency information conveyed by LP residual signal have been 
systematically explored; efficient source feature generation method has 
been suggested. 
• The extracted vocal source and vocal tract features capture complemen-
tary speech properties; thus, improved noise robustness in speaker recog-
nition has been obtained. 
6.2 Suggestion of Future Work 
In this section, we propose several suggestions to extend our work in future. 
First of all, efficient and stable source-tract separation is the first and fore-
most thing in generating well-derived source feature. LP inverse filtering, in 
general, can be used for source-tract separation. However, linear prediction 
cannot provide accurate estimation of speaker's spectral shape if evident for-
mants are absent. Besides, LP analysis is very sensitive to noise, which is very 
clearly shown in Section 3.5 of this thesis. Therefore, to capture the speaker-
dependent source information, a stable source-tract separation process is quite 
important. 
Secondly, robust pitch detection is desired. Pitch-synchronous processing is 
widely adopted in speech signal processing, however, in noisy environments, the 
performance of pitch tracking algorithms are usually not that good. 
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Thirdly, confidence measure is essential in complementary information fu-
sion. An efficient confidence measure for source and tract feature sets will to 
the best advantage combines the speaker-distinguishable capability of each fea-
ture set. As it is shown in this thesis, although the tract and source feature 
set individually cannot give high robustness in low SNR conditions, the com-
bined feature sets greatly improve the robustness and stability of the speaker 
recognition system. 
Finally, further exploration into vocal source is necessary. LP residual sig-
nal, although believed containing much speaker-specific information [44], has not 
been systematically explored for source feature generation purposes. Even less 
research has been conducted to seek for robust feature estimation in noisy envi-
ronments. As demonstrated by the experimental results in this thesis, even tract 
feature achieved higher accuracy in high SNR conditions, the source feature 
produced reliable and stable performance in distinguishing speakers through 
the whole SNR range. Furthermore, research in this aspect will also help in 
searching efficient confidence measure of source and tract information. 
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