Abstract. Finding minimum vertex covers (MinVC) for simple undirected graphs is a well-known NP-hard problem. In the literature there have been many heuristics for obtaining good vertex covers. However, most of them focus on solving this problem in relatively small graphs. Recently, a local search solver called FastVC is designed to solve the MinVC problem on real-world massive graphs. Since the traditional bestpicking heuristic was believed to be of high complexity, FastVC replaces it with an approximate best-picking strategy. However, since best-picking has been proved to be powerful for a wide range of problems, abandoning it may be a great sacrifice. In this paper we have developed a local search MinVC solver which utilizes best-picking with noise to remove vertices. Experiments conducted on a broad range of real-world massive graphs show that our proposed method finds better vertex covers than state-of-the-art local search algorithms on many graphs.
Introduction
The rapid growth of the Internet, widespread deployment of sensors and other fields produced huge quantity of massive data sets, which has generated a series of computational challenges to existing algorithms. Hence, new algorithms need to be designed to deal with these data sets. Many of these data can be modeled as graphs, and the interest in real-world massive graphs, also known as complex networks [21] , is growing significantly over recent decades.
The Minimum Vertex Cover (MinVC) problem is a fundamental NP-hard problem in computer science. Given a simple undirected graph G, a vertex cover S is a subset of vertices s.t. every edge in G has at least one endpoint in S. The objective of MinVC is to find a vertex cover of the minimum size. MinVC is one of the well-known optimization problems with many real-world applications, such as network security, scheduling, VLSI design and industrial machine assignment [5, 16] . Also the MinVC problem is closely related to the Maximum Independent Set (MIS) and Maximum Clique (MC) problems, in that algorithms for MinVC can be directly applied to solve the MIS and MC problems. The applications of these three problems involve computer version, information retrieval, signal transmission, aligning DNA and protein sequences [15, 10, 11] , etc.
Previous Heuristics and Motivations
Due to the great importance to many real-world applications, a large number of algorithms for solving MinVC (MIS, MC) have been proposed during the past decades. Practical algorithms for them can be roughly grouped into two categories, i.e., exact algorithms and heuristic algorithms. The exact ones, mainly based on the general branch-and-bound framework [14, 20] , confirm the optimality of the solutions they find. However, for large and hard instances, exact methods may become ineffective and fail to return a solution within reasonable time.
On the other hand, heuristic methods are able to find near-optimal solutions within reasonable time for large and hard instances. Local search is a popular strategy among the heuristic approaches, such as [5, 16] for MinVC, [1, 2] for MIS, and [13] for MC.
The evaluation of existing local search approaches for MinVC are mainly based on standard benchmarks from academic community, such as the DI-MACS [12] and BHOSLIB 3 benchmarks [5, 16] . In order to improve the performance on these benchmarks, a number of heuristics combined with local search for MinVC have been proposed in the literature recently. COVER [16] introduces edge weighting to MinVC, and is an iterative best improvement approach through updating edge weights at each step to guide a local search. EWLS [4] also exploits the edge weighting strategy, but it only updates the edge weights when being stuck in local optima. EWCC [6] introduces the configuration checking (CC) heuristic into EWLS, and CC is a strategy for handling the cycling problem in local search. Especially, NuMVC [5] introduces two strategies, named two-stage exchange and edge weighting with forgetting, and makes a significant improvement in MinVC solving. Since the benchmarks graphs used by these previous algorithms are not large (usually with less than five thousand vertices), the impact of the complexity of heuristics on the performance is not significant.
In this work, we focus on studying the local search for MinVC in massive real world graphs. Many of these real world graphs have millions of vertices and dozens of millions of edges [17] . The complexity of most previous heuristics is not sufficiently small, and they suffer from these massive graphs with millions of vertices. Thus massive graphs call for new heuristics and algorithms. Recently, an algorithm called FastVC [3] takes a first step towards solving the MinVC problem for real-world massive graphs. FastVC outperforms other existing local search algorithms on finding vertex covers in massive graphs. It is designed by withdrawing or modifying some techniques with high computational cost in NuMVC [5] . Specifically, FastVC replaces the best-picking heuristic in NuMVC with a low-complexity heuristic named Best from Multiple Selection (BMS). BMS approximates the best-picking heuristic very well.
In local search phase, FastVC abandons the best-picking heuristic in NuMVC. However, this best-picking heuristic guides the search towards very promising areas with a suitable criterion, and is thus widely used in local search algorithms. Besides, when finding a k-vertex cover, FastVC exploits traditional best-picking strategy to remove a vertex with minimum loss to generate a (k − 1)-candidate solution. However, our experiments show that this process happens very frequently, which can be time-consuming due to the O(|V |) complexity.
Contribution and Paper Organization
In this work, we propose a new algorithm called NoiseVC, which is dedicated to solve the MinVC problem in massive graphs. Instead of abandoning the best-picking heuristic, we exploited an efficient data structure named min-heap for best-picking in this work. The procedure of min-heap [8] runs in O(| lg V |) to maintain its property for best-picking, while the complexity of traditional best-picking heuristic in NuMVC is believed to be O(|V |) which is very timeconsuming for massive graphs.
Since best-picking can easily be trapped by local minima, we design a noisy strategy to help it escape from local minima. Given a candidate vertex set C, with probability p, remove a vertex with the minimum loss, breaking ties in favor of the oldest one; with probability 1 − p, remove a vertex randomly.
Besides, when finding a k-vertex cover, min-heap is also used to remove a vertex with the minimum loss to generate a (k − 1)-candidate solution, which lowers the complexity and helps to save time in updating the best solution.
We conduct experiments to compare NoiseVC with FastVC on a wide range of real-world massive graphs. Experimental results show that for all the 12 classes of instances in this benchmark, NoiseVC significantly outperforms FastVC on solution quality for 8 classes. More specifically, over the 136 graphs we tested, NoiseVC finds smaller vertex cover on 23 graphs.
Using the 23 graphs above, we tested FastVC with a cutoff of 100,000 seconds. Even within such a large cutoff the solutions obtained by FastVC are still worse than those obtained by NoiseVC within 1000 seconds. This means that NoiseVC is at least 100 times as efficient as FastVC on these graphs. It rarely happens in literature to find a better solution. The existing MinVC algorithms often obtain the same quality solutions, and concern on comparing the success rate of finding a solution of such a quality.
The rest of paper is organized as follows. Sections 2 gives some necessary definitions and notations, and shows the framework of the local search for MinVC problem . Then, we describe our new algorithm for MinVC on massive graphs in section 3. In section 4, we carry out extensive experiments to evaluate NoiseVC. Finally, we conclude our work in section 5.
Preliminaries

Definitions and Notation
Given an undirected graph G = (V, E), where V = {v 1 , v 2 , ...v n } is a vertex set and E ⊆ V × V is an edge set. Each edge is a 2-element subset of V . For an edge e = {u, v}, the vertices u and v are called the endpoints of edge e. Two vertices, such as u and v, are neighbors if and only if there exists an edge between them. The neighborhood of v is defined as N (v) = {u ∈ V |{u, v} ∈ E}. The degree of v is defined as deg(v) = |N (v)|, which is equal to the number of its neighbors. An edge e ∈ E is covered by a vertex set S ⊆ V if at least one endpoint of e is in S; otherwise, e is uncovered by S.
For a graph G = (V, E), a vertex cover of G is a subset of V which contains one or two endpoints of each edge in E. The complementary graph of G is denoted asḠ = (V,Ē), whereĒ = {(u, v)|(u, v) ∈ E}. Then for a subset S ⊆ V , there are three equivalent statements [22] : S is a vertex cover of G, V \S is an independent set of G and V \S is a clique ofḠ.
Local Search for MinVC
We use C to denote the current candidate solution, which is a set of vertices selected for covering. Algorithm 1 shows a general framework of local search for MinVC. There are two phases in Algorithm 1: a construction stage (Line 1) and a local search phase (Lines 2 to 6). A vertex cover is constructed at the first phase, and such a vertex cover is also called the starting vertex cover throughout this paper. In the local search phase, whenever the algorithm finds out a k-sized cover (Line 3), one vertex is removed from C (Line 5) and continues to search for a (k-1)-sized cover, until some termination condition is reached (Line 2).
The move to a neighboring candidate solution consists of an exchange of two vertices (Line 6): a vertex u ∈ C is removed from C and a vertex v / ∈ C is added into C. This step is also called an exchanging step. Thus the local search moves step by step in the search space to find a smaller vertex cover. After the algorithm terminates, it outputs the smallest vertex cover that has been found.
For a vertex v ∈ C, the loss of v, denoted as loss(v), is defined as the number of covered edges that will become uncovered by removing v from C. For a vertex v ∈ C, the gain of v, denoted as gain(v), is defined as the number of uncovered edges that will become covered by adding v into C. Both loss and gain stand for scoring properties of vertices. In any step, a vertex v has two possible states: inside C and outside C. We use age(v) to denote the number of steps since its state was last changed.
NoiseVC for MinVC in Massive Graphs
The Top-Level Algorithm of NoiseVC
We describe the NoiseVC algorithm on a top level in this subsection and the details of the proposed functions will be given and analyzed in the next subsection. NoiseVC outlined in Algorithm 2 adopts the local search framework for MinVC in Algorithm 1. In the construction phase (Line 1), a starting vertex cover is constructed by a function named ConstructV C() which is introduced in FastVC. In the local search phase (Lines 2 to 11), whenever NoiseVC obtains a vertex cover, a vertex with minimum loss is removed based on the min-heap data structure. In the exchanging step (Lines 7 to 11), NoiseVC first chooses a vertex in C to remove, which is accomplished by the BestPickingWithNoise() function. Then the algorithm selects an uncovered edge randomly and chooses the endpoint of this edge with greater gain (breaking ties in favor of the older one) to add it into C. It should be noted that along with removing or adding a vertex, the algorithm will update the loss and gain values of the vertex and its neighbors.
Min-heap for Best-picking in Massive Graphs
Many of these real world graphs have millions of vertices and dozens of millions of edges. The traditional best-picking heuristic, which aims at choosing the best element according to some criterion, is very time-consuming for these massive data sets. Therefore, in FastVC best-picking heuristic is replaced by BMS, which approximates best-picking very well. BMS works as follows: Choose k vertex randomly with replacement from C, and then return a vertex with the minimum loss, breaking ties in favor of the oldest one. Since k is set to 50 in FastVC, BMS chooses a vertex whose loss value is among the best 10% in C with probability of 99.48%. However, the best 10% can be a very large number in massive graphs.
Instead of abandoning best-picking heuristic, we exploit min-heap [8] for bestpicking in this work. The vertices in C are used to build a min-heap according to their loss value, which is used for choosing the vertex with the minimum loss. The vertex with the minimum loss is returned by heap-minimum(C) in our min-heap. Throughout this paper, we use heap-minimum(C) to denote the result of best-picking by min-heap. To the best of our knowledge, it is the first time that a heap is used for best-picking in MinVC solving.
Complexity Analysis Along with remove or add a vertex v, we have to update the loss value of its neighbors. Therefore the worst complexity of our best-picking is O(d max | lg V |), where d max is the maximum degree in a graph. Since most massive real world graphs are sparse graphs [9, 7] , the value of d max is usually not large. On the other hand, the complexity of traditional best-picking heuristic in NuMVC is O(|V |) which is very time-consuming for massive graphs.
Best-picking with noisy strategy
During the exchanging step, best-picking can easily be trapped by local minima. In this work, we introduce noise to help it escape from local minima. When choosing a vertex to remove, BestPickingWithNoise() is shown in Algorithm 3.
Algorithm 3: BestPickingWithNoise input : a vertex set C, a noise parameter p output: a vertex v ∈ C 1 With probability p: v ← a vertex with the minimum loss, breaking ties in favor of the oldest one; 2 With probability 1 − p: v ← a random vertex in C; 3 return v;
Throughout this paper, the parameter p is fixed to 0.4 in advance for all the experiments. This means that the parameter p in this study is instanceindependent. Different p values are only used to test parameter sensitivity.
There are two modes in Algorithm 3: the greedy mode (Line 1) and the random mode (Line 2). BestPickingWithNoise() switches between the two modes at a certain probability. In the greedy mode, a vertex with minimum loss is returned by heap-minimum(C). In the random mode, a vertex is selected randomly to avoid local optima.
Relationship with Other Heuristics
The proposed best-picking with noisy strategy is a new kind of random walk, which is an efficient and effective method with very low time complexity to improve local search. The existing random walk strategy focused on choosing a variable (vertex) from a random unsatisfied constraint (unsatisfied clause or uncovered edge). Our random walk strategy considers all satisfied constraints, and it chooses a vertex from C where all the incident edges are covered.
Experimental Results and Analysis
This section compares NoiseVC with FastVC using real-world massive graphs, since FastVC outperforms other existing local search algorithms on finding vertex covers in massive graphs.
Benchmark
To verify the effectiveness of our method, we conducted comparative experiments on a broad range of real-world massive graphs. All 139 instances are downloaded 4 , which were originally online 5 . We excluded three extremely large ones, since they are out of memory for both solvers here. Many of these realworld massive graphs contain millions of vertices and dozens of millions of edges. Recently, some of these graphs are used to test parallel algorithms for Maximum Clique [19] and Coloring problems [18] .
The benchmark used in our experiments can be divided into 12 classes: biological networks, collaboration networks, Facebook networks, interaction networks, infrastructure networks, Amazon recommend networks, retweet networks, scientific computation networks, social networks, technological networks, web lint networks, and temporal reachability networks.
Setup
NoiseVC was implemented in C++ 6 , and FastVC was also implemented in C++ 7 . Both solvers were compiled by g++ 4.6.3 with the option -O3. The experiments were conducted on a cluster equipped with a number of Intel(R) Xeon(R) central processing units (CPUs) X5650 @2.67GHz with 8GB RAM, running Red Hat Santiago OS. In our experiments, the probability parameter p is fixed to be 0.4. For FastVC, we adopt the parameter setting reported in [3] . Both solvers are run 10 times on each instance with a time limit of 1000 seconds if not mentioned explicitly. For each solver on each instance, we report the minimum size ("C min ") and averaged size ("C avg ") of vertex covers found by the solver. To clarify the comparisons, we report the difference ("∆") between the minimum sizes of vertex cover found by NoiseVC and FastVC. A positive (negative) means NoiseVC (FastVC) finds a smaller vertex cover.
Experimental Results
The main experimental results are shown in Table 1 . We tested all the 139 instances, and the results on graphs where NoiseVC and FastVC return precisely return solutions with both the same C min and C avg are not reported in Table 1 . According to the results in Table 1 , we observe that: 1. Out of 44 graphs, NoiseVC finds better and worse vertex covers than FastVC in 23 and 8 graphs, respectively.
2. NoiseVC finds the same minimum vertex cover as FastVC in 13 graphs, among which NoiseVC obtains smaller average size of vertex cover for 10 graphs (bold value in Table 1 ).
3. NoiseVC outperforms FastVC for 8 classes of instances listed in Table 1 , except for technological networks and web link networks. Table 2 shows the performances on those instances where two solvers return both the same C min and C avg values. We also present the averaged number of steps to locate a solution, and the number of steps executed in each millisecond. The time columns show that NoiseVC outperforms FastVC on 24 instances, while FastVC is faster than NoiseVC on 10 instances. The last two columns reveal that the complexity per step in NoiseVC is significantly lower than that in FastVC.
Speed Improvements Over a half of the 23 graphs where we found smaller covers, NoiseVC makes a substantially large progress. Now we show how great the progress is. We enlarged the cutoff to be 100 times as large as before (i.e., 100,000s), and tested FastVC over such graphs. The results are shown in Table 3 . Also we present the respective results of NoiseVC within 1,000 seconds in this table.
As is shown in Table 3 , even within such a large cutoff, FastVC does not get the same solution quality as NoiseVC does with a cutoff of 1,000 seconds for any of these 12 graphs. That is, our solver is at least 100 times as efficient as FastVC on these graphs. Table 4 shows the results of NoiseVC with different parameter p ranging from 0.1 to 0.9. We make a comparison with FastVC on average ∆ over 136 instances. NoiseVC outperforms FastVC significantly on a wide range of parameter settings, from 0.1 to 0.6. Table 1 . Experimental results on real-world massive graphs. A positive ∆ means NoiseVC finds a smaller vertex cover, while a negative ∆ means FastVC finds a smaller vertex cover. For ∆ = 0, we bold the smaller value of minimum size (Cmin) between the two algorithms, and for ∆ = 0, we bold the smaller value of average size (Cavg) 
Parameter Testing
Graph |V | |E| FastVC NoiseVC ∆ C min (Cavg ) C min (Cavg ) socfb-A-
Conclusions
In this work, we propose a new algorithm named NoiseVC for MinVC in massive real-world graphs. A heap is exploited for best-picking in the local search phase, and a new noisy strategy is combined with best-picking to avoid local minima. The experimental results indicate that NoiseVC significantly outperforms FastVC on finding smaller vertex cover in most of the massive graphs of the benchmarks. In the future, we would like to design heap-based best-picking heuristic for other combinatorial optimization problems. 
