Introduction
The literature on time series of counts is becoming increasingly abundant, with applications in numerous domains (see e.g. the monographs by Christou (2013) and Liu (2012) , and the references therein). It is common to assume a conditional Poisson distribution with the intensity parameter depending on the past values. This leads to models that are quite tractable 1 , but extremely constrained, since their conditional variance and conditional mean coincide. Many extensions and alternative conditional distributions have been proposed, but either the conditional distribution remains relatively constrained or it contains extra parameters that are difficult to estimate and interpret.
In the present paper we adopt a semi-parametric approach, in which only the conditional mean is specified. Since the works of Wedderburn (1974) , White (1982) , McCullagh (1983) and Gourieroux et al. (1984) , it is known that certain maximum likelihood estimators (MLEs) can be consistent and asymptotically normal (CAN) for the parameters of the conditional mean and variance, even if the actual conditional distribution is not that assumed by the MLE. In particular, the Gaussian quasi-maximum likelihood estimator (QMLE), in which the conditional mean and variance parameters are estimated by maximizing a pseudo-likelihood written as if the condition mean were Gaussian, is the method of choice for estimating ARMA-GARCH type models. For time series of counts, the Poisson QMLE (PQMLE) can be employed to identify the conditional mean.
In this paper, we give general regularity conditions under which the PQMLE is CAN. We also consider the case where the above-mentioned regularity conditions are violated because the parameter stands at the boundary of the parameter space. In that case the asymptotic distribution is not Gaussian. This situation must be considered for testing the nullity of some conditional mean parameters. For important classes of time series of counts, such as the INGARCH models, the significance test statistics are not asymptotically distributed as a standard chi-square, but as chi-bar-square. The general results are applied to specific models, namely the integer-valued autoregressive (INAR) and the integer-valued GARCH (INGARCH) and the log-linear models, with different specifications of the conditional distribution.
Thus, the main contribution of the present paper is threefold. Firstly, the asymptotic theory of the PQMLE is developed. To our knowledge, this is the first time a QMLE is studied for 1 even if the probabilistic structure, in particular the ergodicity, of these models is not easy to derive (see Tjøstheim (2012 Tjøstheim ( , 2014 and the references therein) general count time series models. This allows for obtaining optimal predictions without having to specify entirely the conditional distribution. Second, the asymptotic distribution of the estimator is obtained without positivity constraint on the coefficients, which is also new for count time series. Third, Wald-type significance tests are proposed. Due to boundary effects, the asymptotic distribution of these tests is not standard, but they can however be easily implemented and are obviously useful to model identification. These theoretical results are illustrated by Monte Carlo simulations and applications on financial data.
The paper is organized as follows. Section 2 contains the main results concerning the asymptotic behavior of the Poisson QMLE and of the related significance tests. Section 3 applies the general results to particular observation-driven and parameter-driven models (according to the nomenclature introduced by Cox et al. (1981) . Section 4 studies the finite sample properties of the PQMLE and of the significance tests, via a set of Monte Carlo experiments. In Section 5, we use the PQMLE to fit INGARCH(p, q) models on daily series of the number of transactions of stocks. Section 6 concludes, and the proofs are collected in Section 7.
Asymptotic distribution of the Poisson QMLE
Assume that we have observations X 1 , . . . , X n of a times series valued in N, such that E (X t | X u , u < t) = λ(X t−1 , X t−2 , . . . ; θ 0 ), (2.1) where λ is a measurable function valued in (ω, +∞) for some ω > 0 (2.2) and θ 0 is an unknown parameter belonging to some parameter space Θ ⊂ R d . The marginal distribution is assumed to have a moment slightly greater than 1
which entails the existence of the conditional mean (2.1). For all θ ∈ Θ, x 0 ∈ N and t ≥ 1, let λ t (θ) = λ(X t−1 , X t−2 , . . . ; θ) and λ t (θ) = λ(X t−1 , X t−2 , . . . , X 1 , x 0 , x 0 , . . . ; θ).
Note that λ t (θ) will serve as a proxy for λ t (θ). It is obtained by setting to some integer x 0 the unknown initial values X 0 , X −1 , . . . involved in λ t (θ). This value x 0 can either be a fixed integer,
for instance x 0 = 0, or a value depending on θ, or a value depending on the observations. For example, when λ t (θ) = ω+αX t−1 +βλ t−1 (θ) with θ = (ω, α, β), one can take λ t (θ) = ω+αX t−1 + β λ t−1 (θ) with λ 1 (θ) = ω/(1 − β) (which corresponds to x 0 = 0), or with λ 1 (θ) = ω/(1 − α − β)
(which corresponds to x 0 = ω/(1 − α − β)), or with λ 1 (θ) = X 5 (the average of the working days of the first week, for daily data). It will be shown that the choice of x 0 is asymptotically unimportant, provided we have a.s.
lim t→∞ a t = 0 and lim t→∞ X t a t = 0, where a t = sup
and
Assuming that θ → λ t (θ) is almost surely continuous and Θ is a compact set, (2.6) a Poisson Quasi Maximum Likelihood Estimator of θ 0 is defined as any measurable solution of
where ℓ t (θ) = − λ t (θ) + X t log λ t (θ) and s is an integer. The value of s is asymptotically unimportant, but it can affect the finite sample behavior of the PQMLE by reducing the impact of the initial value x 0 . Note that θ n is equal to the maximum likelihood estimator (MLE) of θ 0 if the conditional distribution of X t is Poisson with parameter λ t (θ 0 ). Since we do not make any specific assumption on the conditional distribution of X t , the estimator is called "quasi" MLE (QMLE). The reader is referred to Gourieroux et al. (1984) for a general reference on QMLE.
Consistency of the PQMLE
As shown by the following theorem, the essential assumption required for the consistency of the PQMLE is that the conditional mean be well specified. Obviously, the following identifiability assumption is also required: 
In the sequel, K and ρ denote generic constants, or random variables depending on {X u , u ≤ 0}, such that K > 0 and ρ ∈ (0, 1). It is often assumed that λ t (θ) is a linear function of the past values. In that case, the regularity conditions become much simpler.
Remark 2.1 (linear conditional mean) Assume that Θ is a compact subset of (0, ∞) ×
[0, ∞) p+q , that θ 0 = (ω 0 , α 01 , . . . , β 0p ), and that
Assume also that for all θ = (ω, α 1 , . . . , β p ) ∈ Θ, we have Francq and Zakoian (2010) , denoted hereafter FZ) that a t ≤ Kρ t . The first condition in (2.4) directly follows. To show the second convergence of (2.4), it suffices to use the Borel-Cantelli lemma and P (ρ t X t ≥ ε) ≤ ρ t EX t /ε, for ε > 0.
The conditions (2.2) and (2.4)-(2.6) are thus satisfied without any additional constraint. Let the (2.10)
In the case q = 1, the conditions (2.10) simply amount to assuming α 01 > 0.
The stationarity and ergodicity issues will be discussed for particular classes of count models in Section 3.
Asymptotic distribution
As expected, under mild regularity conditions, the Poisson QMLE turns out to be asymptotically normal when the parameter belongs to the interior of the parameter space. In the more general situation where the parameter may lie at the boundary of the parameter space, its asymptotic distribution is the projection of a Gaussian random vector on a convex cone. Estimators with similar asymptotic distributions have been studied by e.g. Andrews (1999) , Francq and Zakoïan (2009) and the references therein.
When θ 0 belongs to the interior of Θ
To give conditions for the asymptotic normality of the PQMLE, we need to assume the existence
the existence of continuous second-order derivatives for λ t (·) and λ t (·), as well as the existence of the information matrices
It is easy to see that the matrix J is invertible when
We also assume that there exists a neighborhood
(2.14)
Assume also that, a.s.,
where 
Note that when the distribution of X t conditional to its past is Poisson, we have I = J, and thus Σ = J −1 , as established in Ferland et al. (2006) .
It can be shown that, under the assumptions of Theorem 2.2, the asymptotic variance of the PQMLE can be consistently estimated by Σ = J −1 I J −1 with
Remark 2.2 (alternative conditions to (2.12) and (2.14)) Note that 
We also have
Under the moment assumption (2.3), the condition (2.19) is thus satisfied, whatever the neigh- 
Similarly to (2.15), assume that, a.s.,
where
Note that, in the framework of Remarks 2.1 and 2.3, the condition (2.23) is always satisfied.
Since J is positive definite, one can consider the norm x 2 J = x ′ Jx and the scalar product x, y J = x ′ Jy for x, y ∈ R d . With this metric, the projection of a vector Z ∈ R d on the convex cone C is defined by Then, as n → ∞,
Note that, when θ 0 ∈
• Θ we have C = R d and Z C = Z. In that case, we retrieve the CAN of the PQMLE, as stated in Theorem 2.2. When θ 0 ∈
• Θ, the conditions required for the existence of the information matrices I and J can however be more demanding in terms of moments of X t .
Remark 2.4 (alternative conditions to (2.12) and (2.14)) Note that the matrices I and J are still estimated by (2.16) and (2.17). As an application of Theorem 2.3, let us assume d 2 > 0 and consider the testing problem
Denote by θ nd the last component of θ n and denote by χ 2 k (α) the α-quantile of a chi-squared distribution with k degrees of freedom χ 2 k . If one also assume that, under the null, only the last component of θ 0 is at the boundary (see Example 8.2 and Section 8.3.3 in FZ), then the test of rejection region n θ 2
has the asymptotic level α. Note that when the last component is not positively constrained 
Assume that the conditional distribution of X t depends on the past only through λ t (θ). If
where Θ is a compact subset of (0, ∞) × [0, ∞) q , and if EX 4 t < ∞, then the statistic
where µ 2 and ω 0 denote consistent estimators of µ 2 = EX 2 1 and ω 0 = EX 1 , and α ni = θ n,i+1 .
The asymptotic distribution is known as a chi-bar-square distribution, and has been tabulated.
By simply choosing µ 2 = n −1 n i=1 X 2 t and ω 0 = n −1 n i=1 X t , on can reject the constant conditional mean assumption at the asymptotic level α if {S n > c q,α }, where the critical value c q,α can be found in Table 8 .2 of FZ.
Application to particular models
We now show that the regularity conditions required for the asymptotic results of the previous section can be made explicit for the most popular classes of observation-driven and parameter-driven models for time series of counts (see Cox et al. (1981) for the distinction between observation-driven and parameter-driven models).
Poisson INGARCH model
One of the most natural count time series model is the Poisson INGARCH model, which has been studied by Ferland et al. (2006) . This model is also called Autoregressive Conditional Poisson in Heinen (2003) . The INGARCH(p, q) model is obtained by assuming that the conditional distribution of X t given its past values is Poisson with intensity parameter of the linear form (2.9). Ferland et al. (2006) showed that there exists a stationary process (X t ) satisfying the INGARCH model, with second-order moments, under the assumption
with r = max{p, q} and the convention α 0i = 0 when i > q and β 0i = 0 when i > p. As shown in Tjøstheim (2012 Tjøstheim ( , 2014 , the ergodicity of the stationary solution is a difficult issue. Fokianos et al. (2009) showed that this model can be approximated by an ergodic process, and applied this result to the likelihood inference. By using different techniques and different frameworks encompassing the Poisson INARCH model, Neumann et al. (2011 ), Liu (2012 , Davis and Liu (2012) and Christou and Fokianos (2013) showed the ergodicity. Under (3.1) and the assumptions of Remark 2.1, Theorem 2.1 thus establishes the strong consistency of the PQMLE. Since (3.1) also entails the existence of moments of any order (see Christou and Fokianos, 2013) , the condition (2.21) is obviously verified, and Remark 2.3 entails that the conclusion of Theorem 2.2 holds true when θ 0 belongs to the interior of the parameter space. This was quite expected because the PQMLE is actually the MLE in the framework of this section. Similarly, the regularity conditions required for Theorem 2.3 and Corollary 2.1 are satisfied. To our knowledge, the asymptotic behaviour of the MLE had never been studied for count time series models with parameter at the boundary of the parameter space.
Negative binomial INGARCH model
As an alternative to the conditional Poisson distribution, Zhu (2011) and Christou and Fokianos (2013) considered the Negative Binomial distribution N B(r, p t ) with parameters r > 0 and p t = r/(λ t + r) where λ t is, for instance, of the form (2.9). We still have E(X t | X u , u < t) = λ t , but the conditional variance λ t + λ 2 t /r is larger than the conditional variance of the Poisson case, which reflects the conditional overdispersion that is suspected to be present on real series (see Christou and Fokianos, 2013) . From Proposition 3.4.1 in Liu (2012) , Condition (3.1) entails the existence of an ergodic and strictly stationary solution (X t ). In the case (p, q) = (1, 1), it can be shown (see Christou and Fokianos, 2013) , that the stationary solution is such that EX 2 t < ∞ if and only if
writing α 0 and β 0 instead of α 01 and β 01 . Always in the case (p, q) = (1, 1), it can be shown (see the appendix), that EX 4 t < ∞ if and only if
The conditions ensuring the existence of EX 2 t are much more complicated for general orders p and q (see Theorem 2 in Zhu, 2011) . The regularity conditions required for Theorems 2.1 and 2.2 are thus explicit, at least in the case (p, q) = (1, 1). Christou and Fokianos (2013) 
Double-Poisson INGARCH model (DACP model)
Count time series often exhibit over-dispersion, i.e. the variance larger than the mean, but the opposite phenomenon may be encountered. The Poisson and negative binomial INGARCH models can not take into account the under-dispersion. To tackle the problem, Heinen (2003) proposes a model based on the Double-Poisson distribution of Efron (1986) . This distribution, which has two parameters λ > 0 and γ > 0, is defined by
where c(λ, γ) is a normalization constant. We then use the notation X ∼ DP(λ, γ). Efron (1986) shows that the mean of the DP(λ, γ) distribution is λ, and that its variance is approximately equal to λ/γ. The Double-Poisson INGARCH model is defined by assuming that the conditional distribution of X t given its past values is DP(λ t , γ) with parameters λ t of the form (2.9). For (p, q) = (1, 1), according to Propositions 3.1 and 3.2 in Heinen (2003) , the condition (3.1) entails the existence of a stationary solution (X t ) such that
In view of Remark 2.1, the consistency result of Theorems 2.1 thus holds true in the case (p, q) = (1, 1) when α 01 + β 01 < 1 and α 01 > 0. Similarly, the conditions required for Theorems 2.2 and 2.3 are explicit in the INGARCH(1,1) case.
Log-linear model
One drawback of the previous models is that their coefficients are positively constrained, which entails statistical difficulties when a coefficient is equal to zero (see Theorem 2.3) and makes difficult to add exogenous explanatory variables to λ t . Another drawback is that the autocovariances cov(X t , X t−h ) are nonnegative at any lag h (see Christou and Fokianos (2013) for the explicit expression of these autocovariances for first-order models). To tackle these problems, Fokianos and Tjøstheim (2011) proposed a model in which the conditional distribution of X t given its past values is Poisson with intensity parameter λ t = e υt , where
Under the conditions |β 0 | < 1 and |α 0 + β 0 | < 1 when α 0 > 0 and |β 0 ||α 0 + β 0 | < 1 when α 0 < 0, (3.5) Fokianos and Tjøstheim (2011) showed that a slightly perturbed version of the log-linear model defined by (3.4) has a stationary and ergodic solution admitting moments of any order. Similar perturbed versions have been introduced by Fokianos et al. (2009) for INGARCH models. In view of the recent results on the stationarity and ergodicity of the INGARCH models, (see Neumann et al., 2011 , Liu, 2012 , Davis and Liu, 2012 and Christou and Fokianos, 2013 , one can conjecture that the log-linear model itself admits a stationary and ergodic solution with moments of any order under (3.5). If this is the case, it is easy to verify that all the assumptions required for Theorems 2.1, 2.2 and 2.3, as well as for Corollary 2.1, are satisfied under the conditions α 0 = 0 and (3.5).
INAR
One of the most popular count time series model is the integer-valued autoregressive (INAR) process. Contrary to the previous models, the INAR is parameter-driven. Since it is not obvious to compute the MLE of a parameter-driven model, the PQMLE model seems particularly attractive in this framework. The INAR(1) defines X t as the convolution of a binomial distribution B(X t−1 , α 0 ) (with the convention B(X t−1 , α 0 ) = 0 when X t−1 = 0) with a distribution ǫ t on the integers. One can interpret B(X t−1 , α 0 ) as the number of survivors from the population X t−1 and ǫ t as the number of new arrivals, which is assumed to be independent of X t−1 . With this model we have (2.1) with λ t = ω 0 + α 0 X t−1 and ω 0 = Eǫ 1 , obviously under the assumption that the expectation exists. In this case, and when the sequence (ǫ t ) is iid and α 0 < 1, (X t )
is always stationary and
holds true. It is easy to see that the identifiability condition (2.8) is satisfied when the conditional distribution of X t is not degenerated, which is the case when α 0 = 0 or Var(ǫ 1 ) > 0. Now, note that v t (θ 0 ) = α 0 (1 − α 0 )X t−1 + Var(ǫ 1 ), with θ 0 = (ω 0 , α 0 ). Therefore (2.11) is satisfied. The information matrices I and J in (2.12) exist because we have |v t (θ 0 )/λ t (θ 0 )| ≤ c 0 ,
≤ c 0 + c 1 X 1 for some constants c 0 and c 1 . We show (2.13) by the argument used to show (2.8). The second-order derivatives of λ t (θ) being equal to zero, (2.14) is easily verified. Since a t = b t = c t = d t = e t = 0 for t ≥ 2, the conditions (2.4), (2.15) and (2.23) are trivially satisfied.
Numerical illustrations
The first part of this section examines the finite sample behaviour of the PQMLE. The second part presents a simulation study concerning the test of nullity of one coefficient and the test of constant conditional mean. All the results of this section are based on N = 1000 independent replications of Monte Carlo simulations of different sample sizes n. For each simulation, the first 100 observations are omitted, so that the process approaches its stationary regime.
Finite sample behaviour of the PQMLE
The PQML function L n , defined in (2.7), is optimized numerically, using the PORT routine (implemented by the function nlminb() of R).
The first Monte Carlo experiments concern the INAR(1) model. When the innovation ǫ t follows a Poisson P(λ) distribution, then the conditional mean is λ t = ω 0 + α 0 X t−1 with ω 0 = λ.
When ǫ t follows the geometric distribution G(p) with parameter p ∈ (0, 1),
When ǫ t ∼ N B(r, p) then ω 0 = rp/(1−p). We also simulated INGARCH(1,1) and Log-linear(1,1) models, with Poisson, Double-Poisson and binomial negative conditional distributions.
The means of the estimated values of θ 0 are given in the rows "PQMLE" of Table 1. This   table also gives four different estimators of the root-mean-square deviation E θ n − θ 0 2 : the empirical standard error (ESE), the estimated standard error based on the asymptotic theory (ASE), the theoretical standard error based on the asymptotic theory (TSE), and the Poisson standard error based on the asymptotic theory assuming a Poisson conditional distribution (PSE). The ESE is equal to the root mean square error of estimation over the N replications.
The ASE of the estimator of the i-th parameter is equal to the empirical mean of the estimated standard errors Σ(i, i)/n, where Σ is obtained from (2.16) and (2.17). The TSE is defined like the ASE, except that Σ is replaced by Σ computed from a very large simulation (n = 5000). The PSE is equal to the empirical mean of J −1 (i, i)/n (noting that Σ = J −1 when the conditional distribution is Poisson). The ESE offers the best view of the finite sample standard error of the PQMLE but, on real data series, only ASE and PSE are computable. Table 1 shows that, for all the models, the means of the estimated parameters are satisfac- (1,1) and Log-Linear (1,1) ). The fact that PSE may be more than twice smaller or larger than the ESE demonstrates that, for a valid inference based on the PQMLE, it is crucial to rely on the asymptotic variance Σ = J −1 IJ −1 instead of Σ = J −1 . From Table 1 , we can thus draw the conclusion that ASE is a much more robust estimator of the PQMLE standard deviation than PSE. Table 2 gives the p-values of the Kolmogorov-Smirnov test of normality for the N values of the PQMLE, computed on simulations of size n = 3000 of each of the models considered in Table 1 . The normality assumption is never rejected. 
Significance tests based on the PQMLE
We now report a Monte Carlo experiment for examining the performance of two adequacy tests for the conditional mean: the test that one coefficient is equal to zero, and the test of constant conditional mean. The simulation is implemented to obtain the sizes and the powers of the tests for different sample sizes. The tests are carried out at asymptotic level α = 5%. 1 (1 − 2α). The second class of DGP's is that of the Log-Linear(1,1) models with (ω 0 , α 0 , β 0 ) =(2, -0.5, 0). We test the same hypotheses and use the same test statistic.
Empirical behavior of the tests under the null
However, as the regression parameters of the Log-Linear model are not positively constrained, we use the usual critical value χ 2 1 (1 − α). The relative rejection frequencies are shown in Table 3 . Recall that, over N = 1000 independent replications of a test having the exact level 5%, the relative rejection frequency should vary between 3.6% and 6.4% with probability 95%. For the sample size n = 1000, the empirical sizes of the tests are thus in perfect agreement with the nominal level α = 5%. 
6.6 6.3 7.1 1000 4.1 3.8 5.2
Log-Linear(1,1) n P(λ t ) N B(3, p t ) DP(λ t , 0.5) 100 16 18.4 14.4 1000 6.1 5.26 5.4
For the test of constant conditional mean, we simulate INARCH(3) models with (ω 0 , α 01 , α 02 , α 03 )= (2, 0, 0, 0). We then carry out the test of
In view of Corollary 2.1, the null is rejected when the statistic S n = n α 2 n1 + α 2 n2 + α 2 n3 exceeds the α-quantile c 3,α = 5.43 of the chi-bar-square distribution. The relative frequencies of rejection are given in Table 4 . We can note that, at least when n = 1000, the observed relative rejection frequencies of all the tests are not significantly different from the theoretical level 5%. 
3.7 3.2 4.9 1000 3.9 5.7 4.5
Empirical behavior of the tests under the alternative
To study the power of the tests, we now simulate INGARCH(1,1) processes with (ω 0 , α 0 )= (2, 0.3) and β 0 ∈ {0.05, 0.2, 0.6}, and Log-Linear(1,1) processes with (ω 0 , α 0 )= (2, 0.3) and β 0 ∈ {−0.1, −0.3, −0.6}. We carry out the test of nullity of the coefficient β 0 for both kind of models. Table 5 shows that the test works as expected: the power increases as the sample size increases and as the value of β 0 increases.
For the test of constant conditional mean, we simulate INARCH(3) models with (ω 0 , α 01 , α 02 )= (2, 0, 0) and α 03 ∈ {0.05, 0.1, 0.4}. Table 6 shows that this test also works reasonably well.
A way to visualize the power of a test is to plot the function of the relative rejection frequencies (RRF)
where p j denotes the observed p-value for the j-th replication of the test, and I(p j < z) is an indicator function that takes the value 1 if its argument is true and 0 otherwise. Figure   2 displays the RRF functions of the test of nullity of one coefficient (2.25) and of the test of constant conditional mean (2.26), for different sample sizes n. The first test is applied with the null H 0 : β 0 = 0 on simulations of the INGARCH(1,1) process with (ω 0 , α 0 , β 0 )= (2, 0.6, 0.1) and the conditional distribution N B(3, p t ). The second test is applied to the INARCH (3) process with the conditional distribution N B(3, p t ) and (ω 0 , α 01 , α 02 , α 03 )= (2, 0, 0, 0.1). In Table 5 : Power of the test of nullity of β 0 78.7 82.8 β 0 = −0.6 100 100 100 Table 6 : Power of the test of constant conditional mean Figure 2, the more concave the shape of a curve is, the better the corresponding test is in terms of power. Note that, for the first test, RRF (z) does not reach 1 when z = 1. This is due to the fact that when the test statistic takes the value zero (which appears with non zero probability, even under the alternative) the p-value is equal to 1 (i.e. the probability that a chi-bar-square distribution be positive or equal to zero).
Real data application
In this section, we report an application of the PQMLE to financial time series data. The data set is obtained from the QUANDL search engine and it contains the daily number of here) present signs of correlatedness. It is interesting to note that, for all the series, the sum of the estimated values of the α and β coefficients is close to 0.9, which indicates a strong persistence in the dynamics. This is in accordance with the clusters of high values that are observed on the series plotted in Figure 3 . 
Conclusion
The PQMLE provides a general approach for estimating the conditional mean parameters of time series of counts. If the conditional mean is correctly specified, under some regularity conditions, the PQMLE is CAN, even if the conditional distribution is not Poisson. For the asymptotic variance, it is however important to employ the robust expression Σ = J −1 IJ −1 instead of the expression Σ = J −1 which may be invalid when the conditional distribution is not Poisson. When the parameter stands at the boundary of the parameter space, the asymptotic distribution of the PQMLE is no more Gaussian. This is a usual framework which appears, for instance, when
we have an over-identified INGARCH(p, q) model (i.e. p or q is larger than necessary). When assessing the significance of the estimated parameters, we thus have to take into account the fact that the PQMLE has a special non Gaussian asymptotic distribution under the null. This leads to adequacy tests with chi-bar-square distributions instead of usual chi-square distributions.
Note that these particular distributions of the estimator and its related tests also hold for the MLE (i.e. when the conditional distribution is Poisson).
In view of Fokianos (2012) , the INGARCH model admits a weak ARMA representation. The result still holds true when the conditional distribution is not Poisson. In principle, we could thus use general diagnostic checking tools of weak ARMA models (as in Francq et al. 2005 ) for identifying the orders p and q of a conditional mean of the INGARCH(p, q) form (2.9). The problem deserves however more thought, and is left for future work. Other possible extensions of the present work include models for time series valued in Z (see e.g. Kachour and Truquet, 2011 and Andersson and Karlis, 2014) which appear naturally, in particular when a count time series is differenced, and for which a QMLE could be searched.
Proofs
Proof of Theorem 2.1. Let ℓ t (θ) and L n (θ) be the random variables obtained by replacing
and L n (θ), respectively. Using (2.2), (2.5) and the inequality log(1 + x) ≤ x, we have
Now note that, using (2.1), and again log(x) ≤ x − 1 for x > 0,
with equality iff θ = θ 0 by (2.8).
From (2.2) and (2.3), it can be seen that | log λ 1 (θ 0 )| admits moments of any order. Hölder's inequality and (2.3) then entail that
We thus have E|ℓ 1 (θ 0 )| < ∞. Therefore E {ℓ 1 (θ) − ℓ 1 (θ 0 )} belongs a priori to [−∞, 0], and one can deduce
For k ∈ N * and θ 1 ∈ Θ, let V k (θ 1 ) be the open ball of center θ 1 and radius 1/k. Note that
is an ergodic stationary sequence, as a measurable function of the ergodic stationary process (X t ). Note also that E sup θ∈V k (θ 1 )∩Θ ℓ t (θ) belongs to R ∪ {−∞}. In view of (7.1) and the ergodic theorem (see Billingsley, 2008, pp. 284 and 495) we thus obtain
By Beppo Levi's theorem, E sup θ∈V k (θ 1 )∩Θ ℓ 1 (θ) decreases to Eℓ 1 (θ 1 ) as k → ∞. In view of (7.2), we have shown that for all θ 1 = θ 0 there exists a neighborhood V (θ 1 ) of θ 1 such that
3)
The conclusion follows form a standard argument, using the compactness of Θ. 2
Proof of Theorem 2.2. First consider the impact of the initial values. We have
almost surely, by (2.15). For n large enough, θ n does not lie at the boundary of Θ and thus we
where a c = b stands for a = b + c, and J * n is a matrix whose generic term is of the form −∂ 2 L n (θ * ij )/∂θ i ∂θ j , for some θ * ij between θ n and θ 0 . Note that (7.6) where {U t , F t } is a stationary martingale difference, F t denoting the σ-field generated by {X u , u ≤ t}. In view of (2.11) and (2.12) we have EU t U ′ t = I. The central limit theorem of Billingsley (1961) for square-integrable stationary martingale difference then entails that
Let V m (θ 0 ) be the ball of center θ 0 and radius 1/m. Assume that m is large enough so that V m (θ 0 ) is included in the neighborhood V (θ 0 ) defined in (2.14). Suppose that n is sufficiently large, so that θ * ij ∈ V m (θ 0 ). With probability one,
∂ 2 ∂θ i ∂θ j ℓ t (θ) − E ∂ 2 ∂θ i ∂θ j ℓ t (θ 0 ) (7.8)
as n → ∞. Under (2.14), the Lebesgue dominated convergence theorem entails that ∂ 2 ∂θ i ∂θ j ℓ t (θ) − E ∂ 2 ∂θ i ∂θ j ℓ t (θ 0 ) = 0. (7.9)
It follows that J * n → J a.s.
The conclusion follows from (7.5), (7.7) and (2.13). 2
Proof of Theorem 2.3. For all θ ∈ Θ, a second order Taylor expansion of L n (θ) at θ 0 yields
and θ * is between θ and θ 0 . Note that ∂L n (θ 0 )/∂θ ′ has to be understood as a vector of right derivatives. Even if θ 0 contains null components, this vector of right-derivatives is well defined, and is equal to n −1 n t=s+1 U t , as in (7.6). Introducing the vector
we can write
Let the projection of Z n on C Z C n = arg inf C∈C C − Z n J .
Define also
In view of (2.22), we have √ n(θ Zn − θ 0 ) = Z C n for n large enough. (7.10)
By definition of θ Zn and θ n , and Lemma 7.1 below, we have
By (7.10) it follows that
In view of (2.24) we have
We thus obtain
Noting that, by central limit theorem of Billinsgley (1961),
as n → ∞, (7.11)
we have Z C n d → Z C and the conclusion follows. 2 Lemma 7.1 Under the assumptions of Theorem 2.3, R n (θ Zn ) = o P (n −1 ) and R n ( θ n ) = o P (n −1 )
as n → ∞.
Proof. First consider the impact of the initial values on the second-order derivatives of the objective function. We have almost surely, by (2.23). In view of (7.4), (7.12) and (7.8)-(7.9), as n → ∞ we have nR n (θ n ) = o P √ n(θ n − θ 0 ) + o P n θ n − θ 0 2 (7.13) when θ n − θ 0 = o P (1). Therefore nR n (θ n ) = o P (1) when √ n(θ n − θ 0 ) = O P (1).
(7.14)
By definition of θ Zn , and since θ 0 ∈ Θ, we also have
The Minskowski inequality then entails that √ n(θ Zn − θ 0 ) J ≤ √ n(θ Zn − θ 0 ) − Z n J + Z n J ≤ 2 Z n J . By (7.11), we have Z n J = O P (1), and thus √ n(θ Zn − θ 0 ) = O P (1). In view of (7.14), this
For notational convenience, write the information matrices in the case q = 3. We have
