Abstract. We study the existence of solutions to Bolza problems involving a special class of one dimensional, nonconvex integrals. These integrals describe the possibly singular, radial deformations of certain rubber-like materials called Blatz-Ko materials.
Introduction
In this paper we investigate the existence of solutions to Bolza problems for a special class of one dimensional, nonconvex integrals of the form (1.1) The variational elasticity problem that originates the model can be described as follows. Let the open unit ball B 1 be the reference configuration of a hyperelastic, isotropic material with stored energy density W so that the total energy corresponding to a smooth deformation u with given displacement u(x) = λx > 1 at the boundary |x| = 1 is given by
Physical arguments require that admissible deformations u be orientation preserving, i.e. det Du > 0, and that W (Du) → +∞ as det Du → +∞ and det Du → 0 + . These hypotheses, roughly speaking, mean that no interpenetration of matter occurs and that infinite energy is required for unbounded expansion of the body or compression to a single point. We restrict our analysis to the special case of radial deformations u(x) = v(|x|)x/|x| with v(r) > 0 for 0 < r < 1 and v(1) = λ > 1 for which the total energy, by a change of variables, turns out to be where ω N is the (N −1)-dimensional measure of the surface of B 1 and Φ is associated with the stored energy density W , see Section 2 below. We look for those radial deformations minimizing the total energy among all radial ones and we wish to emphasize here that, on the ground of experimental evidence, we want to include among the feasible functions those v satisfying v(0) > 0, i.e. corresponding to deformations u which are no longer elastic and actually singular at the origin. The variational problem thus obtained was considered by J.Ball in [1] and it is known as the problem of cavitation. Indeed, the existence of optimal radial deformations with v(0) > 0 for large enough displacement λ at the boundary can be interpreted as the occurrence of a spherical fracture -a cavity -inside the body. J.Ball in [1] extensively studied this problem with different possible boundary conditions -displacement and dead load traction -and in either cases of compressible and incompressible materials. As regards cavitation, we mention also [27] , [18] and [13] for a description of cavitation in the language of currents, as well as [20] and [7] which address the full 3D problem. Among the results of [1] , we are especially interested in those regarding compressible materials whose stored energy density W (Du), as a function of the singular values λ 1 , . . . λ N of the deformation gradient Du, takes the form
In Ball's paper [1] , w 0 and w are suitable strictly convex functions with superlinear growth at infinity and these hypotheses play a crucial role in his analysis. Note in particular that the argument of w, the product of the singular values λ 1 · · · λ N , is the determinant of Du. Ball's analysis then shows that radial minimizers exist and moreover that cavitation occurs for large enough displacements λ. Since Ball's seminal paper, the problem of cavitation has been extensively investigated and several other aspects of it, including stability, have been considered, see [22] , [23] , [25] and [26] . We refer to [15] and the references therein for a detailed survey on this topic. The hypotheses of [1] do not include the case that w in (1.3) is given by
with α = −0.19. Indeed, w BK (t) → +∞ as t → 0 + and t → +∞ as expected but it is asymptotically linear and concave as t → +∞. This special choice of w BK was proposed by P. J. Blatz and W. L. Ko in [3] on the ground of experimental results, see also [17] and [14] . It is supposed to describe the behavior of certain rubber-like materials, now called Blatz-Ko materials. The problem of cavitation was studied also by P. Marcellini in [18] . Marcellini's approach to the problem is based on the idea that, contrary to Ball's approach, the energy corresponding to a singular, radial deformation v featuring cavitation cannot be taken equal to (1.2) but must be defined elastically by lower semicontinuity or relaxation, i.e. by choosing the energy of the radial deformation associated to v to be
where the greatest lower bound is taken among all regular deformations v k with v k = (0), i.e. no cavitation occurs, and the convergence is in the strong Sobolev sense. Marcellini's main result is the derivation of a representation formula for the resulting relaxed energy J V which turns out to be
It is important to emphasize here that relaxation is made with respect to strong Sobolev convergence otherwise the energy density Φ would be replaced by its convex envelope Φ * * with respect to v , in contrast with the experimental results of [3] which suggest for Blatz-Ko materials a nonconvex dependence on the determinant of the deformation gradient. The additional term appearing in the relaxed energy J V is thus proportional to the N -dimensional measure of the cavity -ω N /N is the N -dimensional measure of B 1 -and can be interpreted as the contribution to the total energy of the singular part of the Jacobian determinant of the radial deformation u(x) = v(|x|)x/|x|. The coefficient c appearing in (1.5) depends on Φ and, when Φ comes from a stored energy density W as those considered in [1] , see (1.3), it is given by the recession w ∞ of the convex function w at t = 1. Clearly, the additional term in the definition of J V penalizes the occurrence of cavitation and moreover, according to this model and contrary to Ball's, singular radial deformations require infinite energy for superlinear w. Following S. Müller and S. J. Spector full 3D model [20] , a further radial model is considered in [4] where the energy associated with a radial deformation v is given by
In this case, the contribution of the cavity to the total energy is proportional to the surface of the cavity as in [20] and we refer to [4] for a detailed discussion of the features of this model and for a comparative analysis with Ball's and Marcellini's models. All the models considered so far thus lead to the problem of minimizing an energy of the form (1.1) which we rewrite as
subject to the one point boundary condition v(1) = λ > 1 where the continuous function θ : [0 , +∞) → [0 , +∞) is either null as in Ball's or strictly increasing and vanishing at zero as in Marcellini's [18] and in [4] . If Φ is convex with respect to the derivative v and the function
is increasing, the energy J is lower semicontinuous for the natural convergence and the existence of minimizers for J follows from standard arguments. By contrast, if Φ fails to be convex, minimizers of J need not exist and our aim in this paper is the proof of a fairly general attainment result for the minimum problem for J. We show in particular that this result applies to the special choice of w = w BK corresponding to Blatz-Ko materials. However, as a disclaimer, we wish to emphasize that we do not address here the issue of cavitation, i.e. whether optimal radial deformations for Blatz-Ko materials are singular at the origin or not, and we refer to [4] for a detailed discussion of this problem in the polyconvex case. The issue of attainment for one dimensional, nonconvex variational problems has been extensively studied in recent years and we refer to the references in [19] for a far from exhaustive list of contributions on this topic. See also [5] for later years. In particular, for the radial case we mention [6] , [8] and [9] for instance. The existence result we prove here is partially based on ideas developed in [5] . The paper is organized as follows. In the next Section 2, we briefly introduce notation, we decribe with more details the physical model and the variational problem we end up with and we state our main result on the existence of optimal, radially symmetric deformations for Blatz-Ko materials. Then, in Section 3, we study the associated one dimensional, nonconvex Bolza problem for J and we state an attainment result for it which we prove in the following Section 4. At last, in the final Section 5 we exploit the existence result of Sections 3 and 4 to prove the main result and we show that this result applies to the case of Blatz-Ko materials given by (1.4).
Notation and description of the problem
Notation. We denote the norm of a vector x in R N by |x| and the scalar product of x and y by x, y . The open ball of radius ρ > 0 in R N centered at x 0 will be denoted by B ρ (x 0 ) and we agree to write B ρ when x 0 = 0. If A is a subset of R N , we let int(A), A and ∂A be the interior, the closure and the boundary of A respectively. As to matrices, we let M N×N be the set of all N×N real matrices A = (A m n ) m,n=1,...,N endowed with the euclidean norm which we denote by |A|. We let I N be the identity matrix and Adj A be the N ×N matrix defined as the transpose of the cofactors of A so that Laplace's formula yields
The singular values or principal stretches of the matrix A are the eigenvalues λ 1 (A), . . . , λ N (A) of the positive, symmetric matrix √ AA T so that the group of all matrices with positive determinant and by SO(N ) its special orthogonal sugbgroup. As regards measure and functional theoretic notation, we denote the n-dimensional Lebesgue measure of a measurable subset E in some euclidean space R n by |E|. We use standard notation for the spaces of continuously differentiable functions as well as for Lebesgue and Sobolev spaces and their norms. In the special case of functions of one variable on a bounded interval I, we let AC(I) and AC loc (I) be the space of all absolutely continuous functions on I and on all compact subintervals of I respectively. In the sequel, we shall consider the Jacobian determinant of Sobolev mappings 
In general, Det Du is not a function and Det Du = det Du in the sense of distribu-
and Det Du is a Radon measure, then det Du is the Radon-Nikodym derivative (density) of the absolutely continuous part of Det Du with respect to the Lebesgue measure and we denote the singular part of Det Du by (Det Du) s . We refer to [12] for further results on the relation between det and Det and the structure of the distributional Jacobian determinant.
The variational problem. As explained in the Introduction, we are interested in studying the deformations of a hyperelastic, homogeneous, solid body whose reference configuration is the open unit ball B 1 of R N , the physically interesting case being obviously N = 2 and N = 3. We assume that the stored energy density of the body is a smooth function W :
), which can be written as
where the first term
, Q ∈ SO(N ), As regards the behavior of W 0 for large |A|, we assume that W 0 has superlinear growth
but, at the same time, as we are interested in possibly discontinuous deformations, we assume also that W 0 has polynomial growth of order strictly less than N , i.e.
, for some C ≥ 0 and 1 < p < N . As to the term w depending on the deformation of volume elements, we assume that the energy density w :
We emphasize again that w need not be convex and that, in the spedial case of Blatz-Ko materials, w ∞ = w 
satisfying the appropriate growth properties, see (2.2) and (2.3). Moreover, Φ 0 and Φ are of class C 1 whenever W 0 and W are. As mentioned in the Introduction, relevant examples of functions W are given as in [1] by
, and the w = w BK corresponding to Blatz-Ko materials is then given by (1.4). For this energy density W , the total energy associated with a smooth deformation u is given by the integral
As explained in the Introduction, we want to consider bounded deformations which are possibly singular at the origin, i.e. deformations u :
satisfying an appropriate notion of invertibility, see [20] for a general discussion of this issue. For these Sobolev mappings however, the pointwise Jacobian determinant det Du looses its natural meaning and it has to be replaced by the distributional Jacobian determinant Det Du. A general discussion of this question as in [20] admissible class of deformations and possible definitions of the energy when the pointwise Jacobian determinant is meaningless -goes far beyond the aim of this paper. Indeed, here we shall consider only possibly singular, radial deformations for which invertibility can be stated in elementary terms and for which a reasonable definition of the total energy encompassing the non regular part of the distributional Jacobian determinant can be easily given. Accordingly, we shall assume that the total energy of a deformation
Du is a nonnegative Radon measure is the sum of a volume term depending only on the regular part of the deformation gradient and a term depending on the total mass of the singular part of Det Du, i.e.
where
is a continuous function which is either null (Ball's case) or strictly increasing and vanishing at zero. This special class of deformations is the class of radial deformations for which no eversion occurs,
. It is clear that v is uniquely associated with u up to a null set by (2.7) and viceversa. It is then easy to check (see [1] ) that, whenever u :
for every index 1 ≤ p < +∞. In this case, the gradient of u and its singular values are given by
and (2.10)
It follows from (2.8) that a radial deformation u with a cavity v(0) > 0 can be in W 1,p (B 1 , R N ) with at most p < N . We shall assume throughout the paper that u defined by (2.7) is such that the corresponding v can be chosen to be strictly increasing. Thus, u is injective and v is actually defined up to a countable set and we assume also that it is defined by continuity at r = 0 and r = 1. With this additional assumption, it follows easily that the equivalence (2.8) actually holds with v ∈ AC([0 , 1]) and moreover, for these mappings u satisfying (2.7) and (2.8) for some p ≥ 1, the distributional Jacobian determinant is a nonnegative Radon measure whose absolutely continuous part with respect to the Lebesgue measure has density
and whose singular part is
where δ 0 is the Dirac measure at the origin. For the energy (2.6), we shall consider the radial displacement boundary value problem in the class of radial deformations, i.e. the variational problem of minimiz- (2.14)
and we denote by
As the singular part of Det Du for a radial deformation u is a function of v(0) for the corresponding v by (2.12), by a change of variables we have
because of (2.5) and (2.10) where
are defined by (2.5) and we have used the shortcuts
is a continuous, increasing function such that θ(0) = 0. Thus, we are led to consider the variational problem
In the following Section 3, we shall prove a general existence result (see Theorem 3.3) for the variational problem (P) which applies to stored energies Φ which fail to be convex with respect to the derivative v . As a consequence of this result, we shall prove the following existence result of optimal, radial solutions for Blatz-Ko materials. 
Then, the variational integral
has a minimizer among all radial deformations u(
The proof is given in Section 5. Here, we point out again that this existence result does not assert that optimal radial deformations exhibit cavitation. The issue of the existence of singular radial solutions is more subtle, even for polyconvex energies W , and we refer to [4] for a thorough discussion of this issue in the polyconvex case.
The nonconvex, one-dimensional Bolza problem
The aim of this section is to state a fairly general attainment result for the onedimensional, one point boundary value problem (P) associated with the problem of minimizing the energy E defined by (2.6) among radial deformations. We shall prove the result in the following Section 4. We begin by recalling some elementary results from convex analysis. Let ϕ : R + → [0 , +∞) be a lower semicontinuous function such that ϕ(ξ) → +∞ as ξ → 0 + and ϕ(ξ)/ξ → +∞ as ξ → +∞. The polar function of ϕ is the lower semicontinuous, convex function ϕ * : R → R defined by
(see [11] or [24] ) and the bipolar function or convex envelope of ϕ is the polar
Thus, ϕ * * is convex, continuous and such that Moreover, it is easy to check that whenever ϕ ∈ C 1 (R + ), then ϕ * * ∈ C 1 (R + ) as well and that the values of ϕ * * at ξ > 0 and ϕ
because of the equality ϕ * * * = ϕ * (see [11] ). Thus, the convexity inequality
where d = (ϕ * * ) (ξ 0 ) can be written as
and −ϕ * (d) yields the value at the origin of the supporting affine function to the graph of ϕ * * at the point ξ. Moreover, because of (3.4), whenever an interval (α , β) is a connected component of {ϕ * * < ϕ}, (3.6) turns into the equality
where d = (ϕ * * ) (ξ 0 ) and ξ 0 ∈ (α , β). Then, we can describe the class of one dimensional integrands that we shall consider in this section. Recalling the discussion of Section 2 on the stored energy W and the formula (2.10) for the singular values of the gradient of radial deformations, we consider a function Φ : R 2 + → [0 , +∞) which is the sum of two terms, i.e.
where Φ 0 : R 2 + → [0 , +∞) and w : R + → [0 , +∞). We assume first that both terms are smooth, i.e.
Then, recalling the meaning of ξ and η and (2.10), we set
ξ , η > 0, for the euclidean norm of the matrix corresponding to the singular values given by  (ξ , η , . . . , η) and, recalling also the hypotheses (2.2) and (2.3) on W 0 , we assume for Φ 0 the corresponding properties, i.e.
for some constant C ≥ 0 and some index 1 < p < N . Similarly, we assume for w the very same properties (2.4), namely lim t→0+ w(t) = +∞ and lim
We remark again that w needs not be convex and we note that (H4) and (H5) imply that
For any such Φ, we consider the variational integral J defined by (2.15) and the corresponding variational problem (P) for λ > 1. Moreover, we denote the polar of Φ and the convex envelope of Φ with respect to the first variable ξ by Φ * : R×R + → R and Φ * * : R 2 + → [0 , +∞) respectively, i.e. Φ * (ξ , η) and Φ * * (ξ , η) are the polar and the convex envelope of the function ξ → Φ(ξ , η) at the point ξ.
In the sequel, a special role is played by the detachment set D defined by
For every ξ > 0 and η > 0, its horizontal and vertical sections will be denoted by
respectively. Also, whenever (ξ , η) ∈ D, the connected component of D ξ containing η will be denoted by D ξ (η). Similarly for D η (ξ). The main properties of the detachment set D are listed in the proposition below for which we refer to Proposition 3.1 in [5] . 
Moreover, for every
(ξ 0 , η 0 ) ∈ D, there exist δ = δ(ξ 0 , η 0 ) > 0 and two functions d ± : [η 0 − δ , η 0 + δ] → R such that (c) d − (η) < ξ 0 < d + (η) for every η ∈ [η 0 − δ , η 0 + δ]; (d) d + and d − are
bounded, upper and lower semicontinuous functions respectively;
Note that this result applies to every Φ satisfying (H1),. . . ,(H5). As to the properties of D listed above, note that, with different words, (b) states that, in the ξη plane, every connected component of every horizontal strip of D is bounded and (e) that, provided the strip is narrow enough, every such connected component is the plane set contained between the graphs of two functions d ± satisfying (d). In the following proposition, we describe the properties of the convex envelope Φ * * of Φ that will be used in the sequel. We refer to [2] and [16] for a more detailed discussion of regularity properties of convex envelopes. We are also indebted to J. Kristensen for the proof of (a) below.
. ,(H5). Then,
(a) Φ * * is continuous; 
It follows from (e) and (3.7) that, on each connected component of D η , the convex envelope Φ * * can be written as an affine function of ξ, i.e
Moreover, it follows also from (b), (d) and (e), that m and q are locally constant with respect to ξ on D. i.e. for every
Finally, as to (g), we remark that, even if D has multiply connected components, a continuous function M satisfying (3.12) can be locally defined anyway.
Proof of Proposition 3.2.
Property (a) is essentially known, see [2] for instance, and (b) follows from (H3). As to (c), the first equality is easy and hence (H4) and
yields the conclusion because 1 < p < N . The remaining properties (d), (e) and (f) are proved in Proposition 2.1 in [5] and finally (g) is obvious.
After these preliminaries, we can turn to the main result of this section, the existence result for the nonconvex, Bolza problem (P). To this aim, we consider the relaxed problem
and, for the sake of simplicity, we state the attainment result for (P) with the following additional hypothesis:
(H6) each connected component of D is simply connecetd; so that (f) of Proposition 3.2 holds. As we shall see in Remark 3.4 below, this additional hypothesis gives a simpler statement but does not affect the scope of application of the existence result.
. ,(H6) hold and let
and assume also that the following properties of ψ hold at every point (ξ 0 , η 0 ) ∈ D:
Then, the minimum problem (P) admits a solution whenever (P * * ) has a solution.
We shall provide below (Theorem 3.5) sufficient conditions for the existence of solutions to (P * * ). As regards the hypotheses of Theorem 3.3, we wish to emphasize that, when the detachment set D does not meet the line ξ = η, attainment for the variational problem (P) holds with (3.16) only -which is only a mild assumption on the behavior of the convex envelope Φ * * . As we shall see in detail in Section 5, this is the case of Blatz-Ko materials where w = w BK . We note also that, by (3.14), ψ is locally constant with respect to ξ, i.e. ψ(ξ 1 
Moreover, it follows from (3.12) and (3.13) that in the simplest case when all sections D ξ of D are intervals, (H6) obviously holds and ψ can be explicitely written as The proof of Theorem 3.3 follows a somewhat standard path for this kind of variational problem. We start with a solution v to the relaxed problem (P * * ) which exists by assumption and we show that v can be modified so as to find a new solution v to (P * * ) satisfying v(0) = v(0) and the differential relation
, v(r)/r) for a.e. r ∈ (0 , 1) and the minimality of v for J follows staightforwardly from the corresponding properties for J * * and the convexity inequality Φ * * ≤ Φ on R 2 + . As it is to be expected, the most technically difficult part of this program is the definition of new solutions v to (P * * ) satisfying the differential relation (3.17) . For this part of the proof, we shall adapt the ideas developed in [5] . The remaining part of this section is devoted to the proof of sufficient conditions for attainment for the relaxed problem (P * * ). The proof of the following result is essentially the same as Marcellini's relaxation result, see Theorem 1 in [18] .
. ,(H5) hold and let
Then, the minimum problem (P * * ) admits a solution.
Proof. First notice that J * * is finite at v λ ∈ A(λ), v λ (r) = λr for every r ∈ (0 , 1]. Then, as Φ * * is now convex with respect to ξ, attainment for (P * * ) can be proved by Tonelli's direct method and the proof follows immediately from the following two claims. 
As {v k } k is a minimizing sequence for J * * and θ ≥ 0, we have
for some C > 0. Thus, the growth assumption (b) of Proposition 3.2 implies that the sequence is sequentially weakly compact in AC([ε , 1]) for every 0 < ε < 1 and the usual diagonal argument yields a subsequence {v h } h converging to a function v ∈ AC loc ((0 , 1]) in the sense of (3.18). The pointwise convergence implies that v(1) = λ and that v is increasing on [0 , 1] because every v h enjoies the same properties. Hence, v ≥ 0 almost everywhere on (0 , 1) and we set v(0) = lim r→0+ v(r). To complete the proof of the claim, we only have to check that v ∈ A(λ), i.e. that (2.13) and (2.14) hold. To see this, note that (H5) implies that Φ * * can be extended to a lower semicontinuous function defined on R 2 by setting Φ * * (ξ , η) = +∞ whenever either ξ ≤ 0 or η ≤ 0. Therefore, for every 0 < ε < 1, the integral
is sequentially lower semicontinuous along sequences converging as in (3.18) by classical results (see [10] or [11] ) whence
follows for every 0 < ε < 1. Letting ε → 0 + , we conclude that 
for every 0 < ε < 1 whence (2.14) follows. Thus, v ∈ A(λ) and the claim is proved.
Proof of Claim 2. First, set
and recall that Theorem 1 in [18] shows that
As v(0) > lim k v k (0) and ∆ is increasing by assumption, the conclusion follows.
Attainment for the nonconvex, one-dimensional Bolza problem
In this section, we prove Theorem 3.3. Our starting point is the following result which is proved as Lemma 3.2 in [5] . It describes a procedure to define local, piecewise linear approximations of absolutely continuous functions subject to the constraint of using only two given values of the derivative. 1] ) be differentiable at some point 0 < r 0 < 1 with m = z(r 0 ) and ξ 0 = z (r 0 ) and let α, β ∈ R be such that
Then, for every δ > 0, there exist two families of compact subintervals {H ± ε } ε of (0 , 1) and two families of functions {z
the following properties hold for every ε > 0 small enough:
We can then exploit the construction of the previous lemma to find comparison functions that decrease the value of the integral and set also
We shall prove that A 
because |I 
and |v(r)/r − m| ≤ η j ε j for every r ∈ H j ⊂ I 2 j by (4.13), the definition of η j and (4.10). Hence,
for every r ∈ H j because of (a) and (b) whence
Since η j → 0 + and f is decreasing on the interval [m , m + δ], we conclude that
Finally, as r 0 is a density point of E by assumption, the ratio |I 2 j \ E|/|I 2 j | goes to zero and the conclusion follows.
The next step is the construction of a further family of comparison functions which are obtained as solutions to partial differential relations. This construction is an instance of the convex integration of partial differential relations developed in this variational framework by S. Müller and V.Šverák in [21] . Again, apart from minor and obvious changes, this construction is similar to the one described in Proposition 3.3 [5] and we refer to this paper for the proof. 
Then, there exist ε 0 = ε 0 (r 0 , δ) > 0, two families of compact subintervals
ε is a neighborhood of r 0 and each family K ± shrinks at r 0 , (4.14)
and two families of functions U ± = {u ± ε } ε in A(λ) such that the following properties hold for every 0 < ε < ε 0 :
After these technical preliminaries, we can turn to the proof of Theorem 3.3.
Proof of Theorem 3.3. Let v ∈ A(λ) be a solution to the relaxed Bolza problem (P * * ) which exists by assumption and set
where D is the detachment set defined by (3.9). We are going to prove the theorem by showing that, among all solutions v ∈ A(λ) to (P * * ) there is one such that |E(v)| = 0 so that 
We shall prove the theorem by proving the following two claims. Proof of Claim 1. Let u ∈ A(λ) be a solution to (P * * ) and assume that the corresponding set E 0 (u) defined by (4.20) has positive measure. Choose r 0 ∈ E 0 (u) and set η 0 = u(r 0 )/r 0 and ξ 0 = u (r 0 ) so that (ξ 0 , η 0 ) ∈ D \ M. Then, we find δ > 0 and two functions d ± satisfying (c), (d), (e) and (f) of Proposition 3.1 and we set
so that, recalling (d), (e) and (f) of Proposition 3.2, we can write the convex envelope Φ * * (with respect to ξ) of Φ on the set D as in (3.13), i.e. We want to estimate the set I η = {θ : Ψ * * (θ , η) < Ψ(θ , η)} for every η and prove that θ < η 3 for every θ ∈ I η . To this aim, consider first the second derivative
Then, Ψ θθ (θ , η) → +∞ and to 2/η 4 as θ → 0 + and θ → +∞ respectively and moreover, setting
we find that the minimum of θ → Ψ θθ (θ , η) is achieved at 2θ 0 and is given by 2/η 4 + (α/8)θ Therefore, the first derivative Ψ θ (· , η) has a local maximum at θ = θ 1 (η) and a local minimum at θ = θ 2 (η), goes to −∞ as θ → 0 + and to +∞ as θ → +∞. Moreover, it is easy to check that Ψ θ (θ 2 (η) , η) > 0 for η > η * , so that Ψ θ (θ , η) vanishes at one point only, say θ = θ 3 (η) < θ 1 (η). Finally, the function θ → Ψ(θ, η) is decreasing on the interval (0 , θ 3 (η)], increasing on [θ 3 (η) , +∞) and convex on (0 , θ 1 (η)] and on [θ 2 (η) , +∞). Thus, the set I η is a bounded, open interval containing θ 1 (η) and θ 2 (η), say I η = (θ 1 (η) , θ 2 (η)). In order to estimate θ 2 (η), we note that the tangent lines to the graph of θ → Ψ(θ , η) at the points θ 1 and θ 2 are the same so that the following two equalities hold:
It follows from (b) that, for every η > η * , the interval I η is contained in the complement of {θ : q(θ , η) = q(θ , η) for every θ > 0 and θ =θ} where q is the function q(θ , η) = Ψ(θ , η) − θΨ θ (θ , η). It is then easy to check that, for η > η * , q has the following properties: For η > η * , the interval I η is a subset of [θ 2 (η) ,θ 1 (η)] where theθ i (η)'s are defined byθ
