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In this paper, we study the quenched central limit theorem for the discrete Fourier transform.
We show that the Fourier transform of a stationary ergodic process, suitable centered and nor-
malized, satisfies the quenched CLT conditioned by the past sigma algebra. For functions of
Markov chains with stationary transitions, this means that the CLT holds with respect to the
law of the chain started at a point for almost all starting points. It is necessary to emphasize
that no assumption of irreducibility with respect to a measure or other regularity conditions
are imposed for this result. We also discuss necessary and sufficient conditions for the valid-
ity of quenched CLT without centering. The results are highly relevant for the study of the
periodogram of a Markov process with stationary transitions which does not start from equilib-
rium. The proofs are based of a nice blend of harmonic analysis, theory of stationary processes,
martingale approximation and ergodic theory.
Keywords: central limit theorem; discrete Fourier transform; martingale approximation;
periodogram; spectral analysis
1. Introduction
The finite Fourier transform, defined as
Sn(t) =
n∑
k=1
eiktXk, (1)
where i =
√−1 is the imaginary unit, plays an essential role for the study of stationary
time series (Xj)j∈Z of centered random variables with finite second moment, defined on
a probability space (Ω,K,P).
The periodogram, introduced as a tool by Schuster [35] in 1898, is essential in the
estimation of the spectral density of the stationary processes. It is defined by
In(t) =
1
2pin
|Sn(t)|2, t ∈ [0,2pi]. (2)
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Wiener and Wintner [39] showed that for any stationary sequence (Xj)j∈Z in L1
(namely E|X0|<∞) there is a set Ω′ ⊂Ω of probability one such that for any t ∈ [0,2pi]
and any ω ∈Ω′, Sn(t)/n converges. The speed of this convergence (see Peligrad and Wu
[26] and the references therein) is usually given by a central limit theorem for the real
and imaginary parts of Sn(t)/
√
n under various dependence restrictions. Peligrad and
Wu [26] showed that, under a very mild regularity condition and finite second moment,
[Re(Sn(t))/
√
n, Im(Sn(t))/
√
n] are asymptotically independent normal random variables
with mean 0 and variance pif(t), for almost all t. Here f is the spectral density of (Xj)j∈Z.
This result implies that for almost all t, the periodogram In(t) converges in distribution
to f(t)χ2 where χ2 has a chi-square distribution with 2 degrees of freedom. Sufficient
conditions for the validity of the law of iterated logarithm were recently pointed out in
Cuny et al. [8].
An interesting problem with practical applications, is to study the validity of the
central limit theorem for Fourier transform and the periodogram for a Markov chain
with stationary transitions which is not started from equilibrium but rather started from
a point for almost all starting points. This is often the case for simulated data and also
for evolutions in random media or particle systems. The problem is difficult, since the
Markov chain started at a point is no longer stationary. This type of central limit theorem,
started at a point, is known under the name of quenched central limit theorem (CLT)
and it is a consequence of a more general result, the almost sure conditional CLT for
stationary processes. This means that on a set of measure one the central limit theorem
holds when, in the definition of weak convergence, we replace the usual expectation by the
conditional expectation with respect to the past σ-algebra. The almost sure conditional
CLT implies CLT. Some examples of stationary processes satisfying the CLT but not the
almost sure conditional CLT can be found in Volny´ and Woodroofe [37].
The problem of the quenched CLT for stationary Markov chains or for stationary
processes is a subject of intense research. We mention the papers [7, 9, 10, 12, 13, 27, 28,
37], among many others. Several of these results were surveyed in [25].
As far as we know, this type of convergence was not yet investigated for the Fourier
transforms or the periodograms. In this paper, we show that the quenched CLT holds
for almost all frequencies of the properly centered and normalized discrete Fourier trans-
form of any stationary and ergodic sequence. We also provide necessary and sufficient
conditions for the validity of quenched CLT without centering and specify a sufficient
condition for the validity of quenched CLT for fixed frequencies.
All these results shed additional light on the speed of convergence of the periodogram
in approximating the spectral density f(t) of a stationary process. The techniques are
a nice blend of martingale approximation, rooted in Gordin [19] and Rootze´n [30] and
developed by Gordin and Lifˇsic [20] and Woodroofe [40], and tools from ergodic theory
and harmonic analysis.
To allow for flexibility in applications, we introduce a stationary sequence and a fil-
tration in two different ways. First by using a measure preserving transformation, and
then, in Section 3, as a function of a Markov chain. We formulate the main results for
measure preserving transformations in terms of almost sure conditional CLT. However,
in Section 3 we show that, only by a change of language, the results can be formulated
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for stationary and ergodic Markov chains, where the terminology of a process started at
a point becomes natural.
A variety of applications to functions of linear processes, functions of Markov chains,
iterated random functions, mixing sequences, are also pointed out. It is remarkable that
for the case of a stationary ergodic reversible Markov chain the quenched CLT without
centering holds without any other additional assumptions.
Our paper is organized as follows. Section 2 contains the presentation of the results.
Several applications are given in Section 3. Section 4 is devoted to the proofs. Section 5
contains several auxiliary results needed for the main proofs.
2. Definitions, background and results
A strictly stationary sequence can be introduced in many equivalent ways. It can be
viewed, for instance, as a function of a stationary Markov chain with general state space.
This definition will be given in Section 3. For more flexibility in the selection of filtration,
in this section, we shall introduce a stationary sequence and a filtration by using a
measure preserving transformation.
Let (Ω,K,P) be a probability space where, without restricting the generality, we shall
assume that K is countably generated, and let T :Ω 7→ Ω be a bijective bi-measurable
transformation preserving the probability P. An element A is said to be invariant if
T (A) = A. We denote by I the σ-algebra of all invariant sets. The transformation T
is ergodic with respect to P if each element of I has probability 0 or 1. Let F0 be a
σ-algebra of K satisfying F0 ⊆ T−1(F0). Define the nondecreasing filtration (Fi)i∈Z by
Fi = T−i(F0) and let F−∞ =
⋂
k∈ZFk. Let X0 be a F0-measurable, square integrable
and centered random variable. Define the sequence X= (Xi)i∈Z by
Xi =X0 ◦ T i. (3)
For p ≥ 1, we denote by ‖ · ‖p the norm in Lp(Ω,F ,P) and for an integrable random
variable Y we denote by E0(Y ) = E(Y |F0).
Since K is countably generated, there is a regular conditional probability measure Pω(·)
with respect to F0, such that for all ω ∈Ω, Pω(·) is a measure on K and for each A ∈K
we have Pω(A) = P(A|F0)(ω), P a.s. For integrable X , the corresponding conditional
expectation is denoted by Eω(X) and it is a regular version of E(X |F0)(ω).
Relevant to our results is the notion of spectral distribution function induced by the
covariances. By Herglotz’s theorem (see, e.g., Brockwell and Davis [4]), there exists a
nondecreasing function G (the spectral distribution function) on [0,2pi] such that, for all
j ∈ Z,
cov(X0,Xj) =
∫ 2pi
0
eijθ dG(θ), j ∈ Z.
If G is absolutely continuous with respect to the normalized Lebesgue measure λ on
[0,2pi], then the Radon–Nikodym derivative f of G with respect to the Lebesgue measure
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is called the spectral density and we have
cov(X0,Xj) =
∫ 2pi
0
eijθf(θ) dθ, j ∈ Z.
We shall introduce the notations
Vn(t) =
1√
n
[Re(Sn(t)), Im(Sn(t))].
We also denote
Wn(t) =
1√
n
[Re(Sn(t)−E0Sn(t)), Im(Sn(t)−E0Sn(t))].
The central limit theorem for Vn(t) has a long history. We mention, among many others,
Rosenblatt (Theorem 5.3, page 131, [34]) who considered mixing processes; Brockwell and
Davis (Theorem 10.3.2, page 347, [4]), Walker [38] and Terrin–Hurvich [36] discussed
linear processes; Wu [41] treated mixingales.
Peligrad and Wu [26] established the following result, where, besides a mild regularity
assumption (4), no other restriction of dependence is imposed to the stochastic process.
Below, by ⇒ we denote convergence in distribution.
Theorem A (Peligrad and Wu). Let (Xk)k∈Z be a stationary ergodic process, cen-
tered, with finite second moments, such that the following regularity assumption is satis-
fied,
E(X0|F−∞) = 0 P-a.s. (4)
Then, for almost all t ∈ (0,2pi), the following convergence holds:
lim
n→∞
E|Sn(t)|2
n
= 2pif(t), (5)
where f(t) is the spectral density of (Xk)k∈Z. Furthermore
1√
n
Vn(t)⇒N(t) under P, (6)
where N(t) = [N1(t),N2(t)], with N1(t) and N2(t) independent identically distributed
normal random variables mean 0 and variance pif(t).
The proof of Theorem A is based on the celebrated Carleson’s [5] theorem on almost
sure convergence of Fourier transforms. A different proof, without using Carleson’s result,
was recently given in Cohen and Conze [6]. This suggests that the power of Carleson’s
theorem might lead to a stronger type of limiting distribution, in the almost sure sense.
The goal of this paper is to study a more general form of (6) known under the name
of quenched CLT.
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By the quenched CLT we shall understand the following almost sure conditional limit
theorem:
For almost all t ∈ [0,2pi], there is Ω′ with P(Ω′) = 1 such that for all ω ∈Ω′ we have
E
ω [g(Vn(t))]→ E[g(N(t))] as n→∞, (7)
for any function g which is continuous and bounded. We shall say in this case that the
quenched CLT holds for almost all frequencies. In other notation, for almost all t ∈ [0,2pi],
there is Ω′ with P(Ω′) = 1 such that for all ω ∈Ω′ we have
Vn(t)⇒N(t) as n→∞ under Pω.
Clearly (7) implies (6) by integration with respect to P.
Our first result gives a quenched CLT under a certain centralization. Note that the
next theorem applies to any stationary and ergodic sequence.
Theorem 1. Let (Xk)k∈Z be a stationary ergodic process, Xk defined by (3) and let
Sn(t) be defined by (1). Then, for almost all t ∈ [0,2pi]
lim
n→∞
E0|Sn(t)−E0Sn(t)|2
n
= σ2t P-a.s.
and the quenched CLT holds for Wn(t), where N1(t) and N2(t) are independent identi-
cally distributed normal random variables with mean 0 and variance σ2t /2.
Our second theorem provides a characterization of quenched convergence without cen-
tering.
Theorem 2. Let (Xk)k∈Z be as in Theorem 1. Then the following statements are equiv-
alent:
(a) For almost all t ∈ [0,2pi] the quenched CLT in (7) holds, where N1(t) and N2(t)
are as in Theorem 1.
(b) For almost all t ∈ [0,2pi] we have 1√
n
E0(Sn(t))→ 0, P-a.s.
Discussion
An interesting problem is to specify σ2t . Note first that if E0(Sn(t))/
√
n converges in L2
to 0, our proofs show that in this case σ2t can be identified as
lim
n→∞
E|Sn(t)|2
n
= σ2t . (8)
Note also that in both Theorems 1 and 2 we do not require the sequence to be regular,
that is, it may happen that E(X0|F−n) does not converge to 0 in L2. The spectral density
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might not exist. If we assume condition (4) then, as shown in Peligrad and Wu [26], the
spectral density f(t) of (Xk)k∈Z exists and σ2t = 2pif(t). Furthermore, we have
1√
n
E0(Sn(t))→ 0 in L2,
and then σ2t can also be identified as
lim
n→∞
E|Sn(t)|2
n
= σ2t = 2pif(t). (9)
By the mapping theorem (see Theorem 29.2 in [1]), all our results imply corresponding
results for the periodogram. As a consequence of Theorem 2 and the discussion above we
obtain the following corollary:
Corollary 3. Assume that the sequence (Xk)k∈Z is as in Theorem 1 and in addition
satisfies (4) and item (b) of Theorem 2. Then, for almost all t ∈ [0,2pi] the periodogram
In = (2pin)
−1|Sn(t)|2 satisfies a quenched limit theorem with the limit f(t)χ2(2), where
χ2(2) is a chi-square random variable with 2 degrees of freedom, and f(t) the spectral
density.
The next corollary provides sufficient conditions for the validity of item (b) of Theo-
rem 2.
Corollary 4. Assume that (Xk)k∈Z is as in Theorem 1 and in addition that∑
k≥1
|E0(Xk+1 −Xk)|2
k
<∞ P-a.s. (10)
Then (7) holds, where N1(t) and N2(t) are as in Theorem 1.
Clearly (10) is satisfied if ∑
k≥1
|E0(Xk)|2
k
<∞ P-a.s., (11)
which is further implied by ∑
k≥1
‖E0(Xk)‖22
k
<∞. (12)
Moreover, since ‖E0(Xk)‖2 is decreasing, condition (12) implies condition (4). These
remarks justify the following corollary:
Corollary 5. Condition (12) is sufficient for the quenched CLT in (7) with N1(t) and
N2(t) i.i.d. normal random variables with mean 0 and variance pif(t), f(t) being the
spectral density of the process.
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The above results hold for almost all frequencies. Actually it is possible that on a
set of measure 0 the behavior be quite different. For the case when t = 0, there are a
variety of examples where the partial sums of a stationary sequence do not satisfy a
nondegenerate CLT. One important example of this kind is provided by filters of Gaus-
sian processes with long range dependence, when the covariances are not summable.
For example, Rosenblatt [32] proved that for a stationary Gaussian sequence (Xk)k∈Z
of standard normal random variables with cov(X0,Xk) = (1 + k
2)−α/2,0< α < 1/2, the
sequence n−1+α
∑n
k=1(X
2
k −1) has a nonnormal limiting distribution as n→∞. Another
interesting example, also for t= 0, is provided by Herrndorf [22] who constructed a sta-
tionary sequence of centered uncorrelated random variables with finite second moment,
which is strongly mixing with arbitrary mixing rate and the partial sums do not satisfy
a nondegenerate CLT under any normalization converging to infinite. This example sat-
isfies condition (4). Furthermore, Bradley [3] (see Theorem 34.14, Vol. 3) constructed a
stationary sequence of centered random variables with finite second moment, satisfying
our condition (12) and such that its partial sums normalized by its standard deviation
is attracted to a non-Gaussian nondegenerate distribution. Rosenblatt [33] studied the
Fourier transform of nonlinear functions of Gaussian processes and established for cer-
tain frequencies, on a set of measure 0, non-Gaussian attraction for the Fourier transform
properly normalized.
In the spirit of Maxwell and Woodroofe [24] and Cuny and Merleve`de [7], we give
below a result allowing us to identify frequencies for which the quenched CLT holds.
Theorem 6. Let t ∈ (0,2pi) be such that e−2it is not an eigenvalue of T . Assume that
the sequence (Xk)k∈Z is as in Theorem 1 and in addition that we have∑
k≥1
1
k3/2
‖E0(Sk(t))‖2 <∞. (13)
Then (7) holds with N1(t) and N2(t) independent identically distributed normal random
variables mean 0 and variance σ2t /2 where σ
2
t is identified by (8).
3. Applications
3.1. Functions of Markov chains
Let (ξn)n∈Z be a stationary and ergodic Markov chain defined on a probability space
(Ω,F ,P) with values in a measurable space (S,A). The marginal distribution is denoted
by pi(A) = P(ξ0 ∈ A) and we assume that there is a regular conditional distribution for
ξ1 given ξ0 denoted by Q(x,A) = P(ξ1 ∈ A|ξ0 = x). In addition Q denotes the Markov
operator acting via (Qh)(x) =
∫
S
h(s)Q(x,ds). Next, let L20(pi) be the set of measurable
functions on S such that
∫
h2 dpi <∞ and ∫ hdpi = 0. For a function h ∈ L20(pi) let
Xi = h(ξi). (14)
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Denote by Fk the σ-field generated by ξi with i≤ k. For any integrable random variableX
we denote Ek(X) = E(X |Fk) and Pk(A) = P(A|Fk). In our notation E0(X1) = (Qh)(ξ0) =
E(X1|ξ0).
To guarantee that the regular transitions exist, we shall assume that A is countably
generated.
The Markov chain is usually constructed in a canonical way on Ω = S∞ endowed with
sigma algebra A∞, and ξn is the nth projection on S. The shift T :Ω→Ω is defined by
ξn(Tω) = ξn+1(ω) for every n≥ 0.
For any probability measure υ on A the law of (ξn)n∈Z with transition operator Q and
initial distribution υ is the probability measure Pυ on (S∞,A∞) such that
P
υ(ξn+1 ∈A|ξn = x) =Q(x,A) and Pυ(ξ0 ∈A) = υ(A).
For υ = pi, we denote P = Ppi . For υ = δx, the Dirac measure, denote by P
x and Ex
the regular probability and conditional expectation for the process started at x. Note
that for each x fixed Px(·) is a measure on F∞, the sigma algebra generated by ⋃kFk.
Furthermore Px(·) is a version of the conditional probability on F∞ given ξ0 and, by
Markov property, Px(·) is also the regular measure on F∞ given F0.
We mention that any stationary sequence (Yk)k∈Z can be viewed as a function of a
Markov process ξk = (Yj ; j ≤ k) with the function g(ξk) = Yk. Therefore the theory of
stationary processes can be embedded in the theory of Markov chains.
For a Markov chain, by the quenched CLT for the Fourier transform we shall un-
derstand the following convergence: for almost all t ∈ [0,2pi] there is a set S′ ⊂ S with
pi(S′) = 1 such that for x ∈ S′
Vn(t)⇒N(t) under Px. (15)
In other words for almost all t ∈ [0,2pi], there is a set S′ ⊂ S with pi(S′) = 1 such that for
x ∈ S′
E
x[g(Vn(t))]→ E[g(N(t))] as n→∞,
for any function g continuous and bounded. When the stationary process is viewed as a
function of Markov chain, then ξ0 = (Yj ; j ≤ 0), and therefore a fixed value of ξ0 means
a fixed past trajectory up to the moment of time 0.
All our results hold in the setting of Markov chains. In this case, the transformation
T is the shift. The Markov property allows for the formulation (15).
It is remarkable that for ergodic reversible Markov chains the quenched CLT holds
without centering and without any additional assumptions.
Corollary 7. Assume that (Xk)k∈Z is defined by (14) and in addition that the Markov
chain (ξk)k∈Z is reversible (i.e. Q=Q∗). Let t ∈ (0,2pi)\{pi,pi/2,3pi/2}. Then, (15) holds
where N1(t) and N2(t) are as in Theorem 6.
Proof. We shall verify the conditions of Theorem 6. Since the spectrum of Q is contained
in [−1,1] and for t ∈ (0,2pi) \ {pi} we have that eit is not real, the operator I − eitQ is
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invertible, and therefore there exists g ∈ L2(S,A, pi) such that h= g − eitQg. We obtain
E0(Sn(t)) =
n∑
k=1
E0(e
itkg(ξk)− eit(k+1)g(ξk+1)) = eitE0(g(ξ1))− eit(n+1)E0(g(ξn+1)).
Then clearly
‖E0(Sn(t))‖2 ≤ 2‖g‖2<∞,
and therefore condition (13) is satisfied. Furthermore, since T is the shift operator, under
our hypotheses, cannot have eigenvalues other than ±1 (see page 15 in Cuny et al. [8]). 
3.2. Iterated random functions
Let (Γ, d) be a complete and separable metric space and let ξn = Fεn(ξn−1), where Fε(·) =
F (·, ε) is the ε-section of a jointly measurable function F : Γ×Υ→ Γ and ε, εn, n ∈ Z
are i.i.d. random variables taking values in a second measurable space Υ. Define Lε =
supx 6=x′ d(Fε(x);Fε(x
′))/d(x,x′). Diaconis and Freedman [15] proved that (ξn) admits a
unique stationary distribution pi provided that for some α > 0 and x0 ∈ Γ,
E(Lαε )<∞, E(logLε)< 0 and E(dα(x0, Fε(x)))<∞. (16)
Let h be a function and let Xk = h(ξk). Assume E(X1) = 0 and E|X1|2 <∞. To analyze
this example, we shall use the coupling function introduced by Wu [41]:
∆h(t) = sup‖(h(ξ)− h(ξ′))I(d(ξ, ξ′)< t)‖2,
where the supremum is taken over all ξ, ξ′ independent distributed as pi. We shall establish
the following:
Corollary 8. Assume condition (16) is satisfied and∫ 1/2
0
∆2h(t)
t| log t| dt <∞. (17)
Then, for almost all frequencies, the quenched CLT (15) holds with N1(t) and N2(t) i.i.d.
normal random variables with mean 0 and variance pif(t), f(t) being the spectral density
of the process.
Proof. We shall verify condition (11). By Lemma 3 in Wu and Woodroofe [42], condition
(16) implies that there is β > 0, C > 0 and 0< r < 1 such that
E(dβ(ξn, ξ
′
n))≤Crn, (18)
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where ξn, ξ
′
n are i.i.d. Since E(h(ξ
′
n)|ξ0) = 0 a.s.
|E(h(ξn)|ξ0)| ≤ |E([h(ξn)− h(ξ′n)]I(d(ξn, ξ′n)≤ δn)|ξ0)|
+ |E([h(ξn)− h(ξ′n)]I(d(ξn, ξ′n)> δn)|ξ0)|
= In + II n.
To establish (11), it is enough to prove that
∑
n≥1
E(I2n)
n
<∞ (19)
and ∑
n≥1
II 2n
n
<∞ a.s. (20)
By Cauchy–Schwartz inequality and Markov inequality
E(II n)≤ 21/2‖X0‖2P1/2(d(ξn, ξ′n)> δn)≤ ‖X0‖2[2E(dβ(ξn, ξ′n))/δβn ]1/2.
By selecting now δn = r
n/2β we obtain E(II n) ≤ rn/4. Therefore P(II n > rn/8) ≤ rn/4,
and (20) follows by the Borel–Cantelli lemma.
Next, note that I2n ≤∆2h(δn) and for the selection of δn = rn/2β , the convergence of
the series in (19) holds under the integral condition (17).
Furthermore, the above computations also show that E|E(h(ξn)|ξ0)| → 0 as n→∞
which proves (4). 
3.3. Linear processes
Next, we give an application to linear processes.
Corollary 9. Let (ξk)k∈Z be a sequence of stationary and ergodic square integrable mar-
tingale differences. Define
Xk =
∞∑
j=0
ajξk−j , where
∞∑
j=0
a2j <∞. (21)
Then, under the condition ∑
j≥3
(aj − aj+1)2 log j <∞,
the conclusion of Corollary 4 holds.
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Proof. We shall verify the conditions of Corollary 4.
Clearly for k ≥ 1, by the orthogonality of the martingale differences
‖E0(Xk+1 −Xk)‖22 =
∥∥∥∥E0(∑
j≥−1
aj+1ξk−j −
∑
j≥0
ajξk−j
)∥∥∥∥2
2
=
∥∥∥∥∑
j≥k
aj+1ξk−j −
∑
j≥k
ajξk−j
∥∥∥∥2
2
=
∑
j≥k
(aj+1 − aj)2‖ξ0‖22.
Now ∑
k≥1
1
k
∑
j≥k
(aj+1 − aj)2 ≤
∑
j≥1
(aj+1 − aj)2 log j,
and the conclusion follows by Corollary 4. 
Remark 10. In the case when the sequence aj is positive and decreasing, then the nat-
ural condition
∑∞
j=0 a
2
j <∞ is necessary and sufficient for the conclusion of Corollary 9.
3.4. Functions of linear processes
In this section, we shall focus on functions of real-valued linear processes. Let (ai)i∈Z be
a sequence of square summable real numbers and (ξi)i∈Z is a sequence of i.i.d. random
variables in L2 with mean 0 and variance σ2. Define Xk by (21) and let h be a real valued
function and define
Yk = h(Xk)−Eh(Xk). (22)
As in [8] we shall give sufficient conditions for the validity of (7) in terms of the modulus
of continuity of the function h on the interval [−M,M ], defined by
wh(u,M) = sup{|h(x)− h(y)|, |x− y| ≤ u, |x| ≤M, |y| ≤M}. (23)
Corollary 11. Assume that h is γ-Ho¨lder on any compact set, with wh(u,M)≤CuγMβ,
for some C > 0, γ ∈ (0,1] and β ≥ 0. Assume that E(h2(Xk))<∞ and∑
k≥3
a2k logk <∞ and E|ξ0|2∨2γ∨2β <∞. (24)
Then (7) holds with N1(t) and N2(t) i.i.d. normal random variables, mean 0 and variance
pif(t), f(t) being the spectral density of the process.
Proof. We shall apply Corollary 5. Define Fk = σ(ξl, l ≤ k). Since F−∞ is trivial, (4)
holds. We write
Y0 =
∑
l≥0
P−l(Y0),
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where P−l denotes the projector operator
P−l(·) = E−l(·)−E−l−1(·). (25)
By the orthogonality of the projections,
‖E0(Yk)‖22 =
∑
l≥0
‖P−l(Yk)‖22 =
∑
j≥k
‖P0(Yj)‖22 <∞.
Therefore, condition (12) follows from∑
j≥2
‖P0(Yj)‖22 log j <∞. (26)
So it remains to verify (26). We estimate ‖P0(Yj)‖22 as in [8]. We give here the argument
for completeness. Let ξ′ be an independent copy of ξ, and denote by Eξ(·) the conditional
expectation with respect to ξ. Clearly
P0(Yk) = Eξ
[
h
(
k−1∑
j=0
ajξ
′
k−j + akξ0 +
∑
j>k
ajξk−j
)
− h
(
k−1∑
j=0
ajξ
′
k−j + akξ
′
0 +
∑
j>k
ajξk−j
)]
.
By using definition (23),
|P0(Yk)| ≤CEξ|ak(ξ0 − ξ′0)|γ(|X ′k| ∨ |X ′′k |)β ,
where X ′k =
∑k−1
j=0 ajξ
′
k−j + akξ0 +
∑
j>k ajξk−j and X
′′
k =
∑k−1
j=0 ajξ
′
k−j + akξ
′
0 +∑
j>k aj × ξk−j . Therefore, by taking the expected value, noticing that X ′k and X ′′k
are identically distributed as Xk =
∑∞
j=0 ajξk−j , and then applying the Cauchy–Schwarz
inequality, for a positive constant C′, we obtain
‖P0(Xk)‖22 ≤C′a2kE(|ξ0|2γ)E(|X0|2β).
We estimate now E(|X0|2β). If β < 1 then E(|X0|2β) ≤ (E|X0|2)β ≤ (
∑
l≥0 a
2
l )
βσ2β . In
case β ≥ 1, by the Rosenthal inequality (see Theorem 1.5.9 in [14]), for some positive
constant Cβ , E(|X0|2β)≤Cβ((
∑
l≥0 a
2
l )
βσ2β +
∑
l≥0 a
2β
l E(|ξ0|2β)). Since we assume that∑
l≥0 a
2
l <∞, it follows that we can find a constant K such that
‖P0(Yk)‖22 ≤Ka2kE(|ξ0|2γ)(E|ξ0|2β ∨ σ2β).
The result follows by (26) and by taking into account condition (24). 
3.5. Application to mixing stationary sequences
Mixing coefficients are important for quantifying the strength of dependence in a stochas-
tic process. They have proven essential for analyzing Markov chains, Gaussian processes,
dynamical systems and other dependent structures.
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We shall introduce the following strong mixing coefficient: For a σ-algebra A and a
random variable X the strong mixing coefficient is defined as
α˜(A,X) = sup{|P(A∩ {X > x})− P(A)P(X > x)|;x ∈R}.
This coefficient was introduced by Rosenblatt [31] and also analyzed by Rio [29]. It is
weaker than those involving all the future of the process which are usually used in the
literature and they are estimable for a variety of examples from dynamical systems.
For a stationary sequence of random variables (Xk)k∈Z, we denote by Fm the σ-field
generated by Xl with indices l≤m. Notice that (Fk)k∈Z defined in this way is a minimal
filtration such that (Xk)k∈Z is adapted to (Fk)k∈Z. The sequences of coefficients α˜(n)
are then defined by
α˜(n) = α˜(F0,Xn).
We refer to the book by Bradley [3] for classical mixing coefficients and to Dedecker
et al. [11] for specific estimates of coefficients of type α˜ for certain dynamical systems
generated by intermittent maps.
For integrable random variable X0, define the “upper tail” quantile function Q by
Q(u) = inf{t≥ 0 :P(|X0|> t)≤ u}.
By relation (1.11c) in Rio [29] notice that
‖E0(Xk)‖22 = E(XkE0(Xk))≤ 2
∫ α˜(k)
0
Q2(u) du. (27)
By using this inequality, condition (10) is verified provided
∞∑
k=1
1
k
∫ α˜(k)
0
Q2(u) du<∞. (28)
Denoting α˜−1(x) = min{k ∈ N : α˜(k) ≤ x} we can write relation (28) in the equivalent
formulation ∫ 1
0
log(1 + α˜−1(u))Q2(u) du <∞.
In particular, if E(|X0|2+δ)<∞ for some positive δ > 0, by decoupling the above integral
via the Cauchy–Schwarz inequality, we obtain that a sufficient condition for (10) is∫ 1
0
[log(1 + α˜−1(u))](2+δ)/δ du <∞,
which requires a logarithmic rate of decay of the coefficients α˜(k). If ‖X0‖∞ <∞, con-
dition (28) is implied by
∞∑
k=1
1
k
α˜(k)<∞.
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Since (α˜(k))k≥1 is decreasing, by (27), condition (28) implies the regularity condition
(4). Therefore it is a sufficient condition for (7) which holds with N1(t) and N2(t) i.i.d.
normal random variables, mean 0 and variance pif(t), f(t) being the spectral density of
the process.
It is worth mentioning that some more restrictive mixing conditions make possible to
obtain (7) directly from (6). One of these conditions is called φ-mixing. A stationary
sequence of random variables (Xk)k∈Z is called φ-mixing if
φ(n) = sup{|P(B|A)− P(B)|;A ∈ F0,B ∈Fn}→ 0.
Here Fn is the σ-field generated by Xl with indices l≥ n. It is equivalent to saying that
(see [3], Vol. 1)
φ(n) = sup{|P(B|F0)− P(B)|;B ∈Fn}→ 0 a.s.
If we fix now m> 0, we have Sm(t)/
√
n→ 0 P-a.s. and it is enough to study the asymp-
totic behavior of
Vn,m(t) = (Re[Sn(t)− Sm(t)]/
√
n, Im[Sn(t)− Sm(t)]/
√
n).
By the definition of φ-mixing coefficients, for h continuous and bounded (see again [3],
Vol. 1)
|E(h(Vn,m(t))|F0)−E(h(Vn,m(t)))| ≤ φ(m) a.s.,
and the claim follows easily by Theorem 3.2 in [2].
4. Proofs
Proof of Theorem 1. The proof of Theorem 1 is based on the following approximation
lemma for Fourier transforms. Recall the definition of projection operator (25).
Lemma 12. Under the conditions of Theorem 1, for almost all t ∈ [0,2pi], the martingale
difference
Dk(t, ω) =
∑
j>k
eijtPkXj(ω) = e
ikt
∑
j≥1
eijtP0Xj(ω) ◦ T k
is well defined in the almost sure sense and in L2(Ω,K,P). Denote by Mn(t)(ω) =∑n
k=1Dk(t, ω). Then, for almost all t ∈ [0,2pi],
1
n
E0|Sn(t)−E0(Sn(t))−Mn(t)|2 → 0 P-a.s. and in L1.
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Proof. The convergence in L1 was established in Peligrad and Wu [26]. We shall
prove here the almost sure convergence. It is convenient to work on the product space,
(Ω˜, F˜ , P˜) = ([0,2pi]× Ω,B ⊗ A, λ ⊗ P) where λ is the normalized Lebesgue measure on
[0,2pi], and B is the Borel σ-algebra on [0,2pi], P˜ = λ ⊗ P. Consider also the filtration
(F˜n)n∈Z given by F˜n := B ⊗Fn. Denote by E˜, the integral with respect to P˜, by E˜0 the
conditional expectation with respect to F˜0, P˜k(·) = E˜k(·)− E˜k−1(·).
Let t ∈ [0,2pi) be a real number, fixed for the moment. Clearly, the transformation T˜t
from Ω˜ to Ω˜ given by
T˜t : (u,ω) 7→ (u+ tmodulo2pi, T (ω)),
is invertible, bi-measurable and preserves P˜. For every (u,ω) ∈ Ω˜ define the variable X˜0
on Ω˜ by X˜0(u,ω) = e
iuX0(ω) and for any n ∈ Z, X˜n(t;u,ω) = X˜0(u,ω) ◦ T˜ nt . For simplic-
ity, in the sequel, we shall drop from the notation the variables u and ω in X˜k(t;u,ω)
and we shall write instead X˜k(t) and S˜n(t) =
∑n
k=1 X˜k(t). Notice that (X˜n(t))n∈Z is a
stationary sequence of complex random variables adapted to the nondecreasing filtra-
tion (F˜n). Moreover eiueiktXk(ω) = X˜k(t;u,ω). We shall construct a martingale M˜n(t),
adapted to (F˜n), with stationary differences, such that for almost all t ∈ [0,2pi]
1
n
E˜0[S˜n(t)− E˜0(S˜n(t))− M˜n(t)]2→ 0 P˜-a.s.
With this aim we shall apply Proposition 15, given in the Section 5. In order to verify
the conditions of this proposition, we have to show that for almost all t in [0,2pi]
P˜0(S˜n(t))→ D˜0(t) P˜-a.s. (29)
and
E˜
[
sup
n
|P˜0(S˜n(t))|2
]
<∞. (30)
In order to prove (29), note that by the orthogonality of the projections and the fact
that the sequence ‖E−nX0‖2 is decreasing, it follows that
∑
k≥0
‖P−kX0‖22 = limn→∞
n∑
k=0
‖P−kX0‖22 = limn→∞
∥∥∥∥ n∑
k=0
P−kX0
∥∥∥∥2
2
= lim
n→∞
‖X0 −E−nX0‖22 = ‖X0‖22 − ‖E−∞X0‖22 ≤ ‖X0‖22 <∞.
Clearly this implies ∑
k≥0
|P0Xk|2 <∞ P-a.s.
Now for ω such that
∑
k≥0 |P0Xk|2(ω) < ∞, by Carleson’s [5] theorem, P0Sn(t) =∑
1≤k≤n e
ikt(P0Xk)(ω) converges λ-almost surely. Denote the limit by D0 =D0(t). We
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now consider the set
A= {(t, ω)⊂ [0,2pi]×Ω, where [P0Sn(t)]n does not converge}
and note that almost all sections for ω fixed have Lebesgue measure 0. So by Fubini’s
theorem the set A has measure 0 in the product space and therefore, again by Fubini’s
theorem, almost all sections for t fixed have probability 0. It follows that for almost all
t in [0,2pi], P0(Sn(t))→D0(t) almost surely under P. This shows that, after multiplying
by eiu, we get, for almost all t, that condition (29) is verified with
D˜0(t) = e
iu
∑
j≥1
eijtP0Xj(ω).
Note that
D˜k(t) = D˜0(t) ◦ T˜ kt = eiu
∑
j>k
eijtPkXj(ω).
Next, we prove (30). By the maximal inequality in Hunt and Young [23], there is a
constant C such that ∫ 2pi
0
[
sup
n
|P0(Sn(t))|2
]
λ(dt)≤C
∑
k≥1
|P0Xk|22.
Then we integrate with respect to P and use Fubini theorem to obtain∫ 2pi
0
E
[
sup
n≥0
|P0(Sn(t))|2
]
λ(dt)≤C‖X0‖22 <∞.
It follows that
E
[
sup
n≥1
|P0(Sn(t))|2
]
<∞ for almost all t.
Therefore, we obtain that condition (30) is satisfied. We apply now Proposition 15 to
obtain for almost all t in [0,2pi]
1
n
E˜0|S˜n(t)− E˜0(S˜n(t))− M˜n(t)|2 → 0 P˜-a.s., (31)
where
M˜n(t) =
n∑
k=1
D˜k(t).
Now fix t in [0,2pi] such that (31) holds. Clearly
1
n
E0|Sn(t)−E0(Sn(t))−Mn(t)|2→ 0 P-a.s.
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The result follows. 
We study next the behavior of Mn(t)/
√
n. We shall do it in general in the context
of stationary and ergodic complex valued martingale differences. Below, the martingale
difference D may depend on t.
Proposition 13. Let T and F0 be as in Section 2. Assume that t ∈ (0,2pi) be such that
e−2it is not an eigenvalue of T . Let D =D0 be a random variable defined on (Ω,F ,P),
F0 measurable and such that E(D ◦ T |F0) = 0 a.s. For any k ∈ Z, let
Dk(t) = (Re(e
iktD ◦ T k), Im(eiktD ◦ T k)).
Let Mn(t) =
∑n
k=1Dk(t). Then, there is a set Ω
′ with P(Ω′) = 1 such that for all ω ∈Ω′
1√
n
Mn(t)⇒N under Pω, (32)
where N= (N1,N2), with N1,N2 are two independent centered normal random variables
with variance E|D|2/2.
Proof. Fix t ∈ (0,2pi) such that e−2it is not an eigenvalue of T . Denote Rk(t) =
Re(eiktD ◦ T k) and Ik(t) = Im(eiktD ◦ T k).
The proof is based on Theorem 16 and the following two convergence results: for any
real constants a and b
1√
n
E0
(
max
1≤k≤n
|aRk(t) + bIk(t)|
)
→ 0 P-a.s. (33)
and
P0
(∣∣∣∣∣ 1n
n∑
k=1
|aRk(t) + bIk(t)|2 − 1
2
(a2 + b2)E|D|2
∣∣∣∣> ε
)
→ 0 P-a.s. (34)
Before proving (33) and (34) let us show how they lead to the result.
Let a and b be two rational numbers and let Ωa,b be the set of probability 1 where
(33) and (34) hold. Construct Ω1 =
⋂
Ωa,b, where the intersection is taken over all the
rationals a and b. Clearly P(Ω1) = 1. Then, by Theorem 16 in Section 5, we get via (33)
and (34) that for all ω ∈Ω1
n∑
k=1
(aRk(t) + bIk(t))
/√
n⇒N(a, b, t) under Pω, (35)
where N(a, b, t) is a centered normal random variable with variance (a2 + b2)E|D|2/2.
Because E0 is regular, by Hopf ergodic theorem
1
n
E0|Mn(t)|2 = 1
n
n∑
k=1
E0|Dk(t)|2 → E|D0(t)|2 as n→∞ P-a.s.
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By Markov inequality it follows that there is a set Ω2 such that for all ω ∈Ω2 the sequence
(Mn(t)/
√
n)n≥1 is tight under Pω .
Now construct Ω′ =Ω1 ∩Ω2. For ω ∈Ω′, we apply Lemma 17 in Section 5 and obtain
(32).
It remains to prove (33) and (34). To prove the convergence in (34) we shall use relation
(16) in Cuny–Merleve`de–Peligrad [8], with u= 0, which gives
1
n
n∑
k=1
|aRk(t) + bIk(t)|2 → 1
2
(a2 + b2)E|D|2 P-a.s.
This convergence was obtained by trigonometric computations along with Dunford–
Schwartz ergodic theorem from Sections VIII.5 and VIII.6 of [16], which requires that
t ∈ (0,2pi) be such that e−2it is not an eigenvalue of T (see Proposition 30 in [8]).
This last convergence implies that, for every ε > 0
I
(∣∣∣∣∣ 1n
n∑
k=1
|aRk(t) + bIk(t)|2 − 1
2
(a2 + b2)E|D|2
∣∣∣∣∣> ε
)
→ 0 P-a.s.,
whence (34) follows by Theorem 34.2(v) in Billingsley [1].
We verify now relation (33). Note that
|aRk(t) + bIk(t)| ≤ (|a|+ |b|)|D| ◦ T k = (|a|+ |b|)|Dk|.
It is enough to verify that
1
n
E0
(
max
1≤k≤n
|Dk|2
)
→ 0 P-a.s.
We shall use a truncation argument. Let ε > 0 and c > 0 be fixed for the moment. Let n
be sufficiently large such that ε
√
n≥ c. For this selection of n, we have
1
n
E0
(
max
1≤k≤n
|Dk|2
)
≤ 1
n
E0
(
max
1≤k≤n
|Dk|2I(|Dk| ≤ ε
√
n)
)
+
1
n
E0
(
max
1≤k≤n
|Dk|2I(|Dk|> ε
√
n)
)
≤ ε2 + 1
n
n∑
k=1
E0(|Dk|2I(|Dk|> c)).
Now, by the Hopf theorem for Dunford–Schwartz operators (see [16] or [17]),
1
n
n∑
k=1
E0(|Dk|2I(|Dk|> c))→ E(|D0|2I(|D0|> c)) as n→∞ P-a.s.
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Then we have
lim sup
n→∞
1
n
E0
(
max
1≤k≤n
|Dk|2
)
≤ ε2 +E(|D0|2I(|D0|> c)).
The result follows by letting ε→ 0 and c→∞. 
Remark 14. Note that because K is countably generated then L2(Ω,K,P) is separable
and by Lemma 32 in Cuny et al. [8], T can admit only a countable number of eigenvalues.
Therefore the quenched CLT in Proposition 13 holds for almost all t ∈ [0,2pi].
End of the Proof of Theorem 1. By using Theorem 3.1 in Billingsley [2], Lemma 12
shows that for almost all t ∈ [0,2pi], there is a set Ω′ ⊂ Ω with P(Ω′) = 1 such that
for all ω ∈ Ω′, the limiting behavior Sn(t)− E0(Sn(t)) is the same as of the martingale
Mn(t) under P
ω . Then, by Proposition 13 and Remark 14, for almost all t ∈ [0,2pi] the
quenched CLT holds for Wn(t), with the limit N(t) = (N1(t),N2(t)), where N1(t),N2(t)
are two independent centered normal random variables with variance E|D(t)|2/2. For an
alternative characterization of E|D(t)|2, it remains to note that by Lemma 12, for almost
all t ∈ [0,2pi](
1
n
E0|Sn(t)−E0(Sn(t))|2
)1/2
−
(
1
n
E0|Mn(t)|2
)1/2
→ 0 P-a.s.
Furthermore, by the Hopf ergodic theorem
1
n
E0|Mn(t)|2 = 1
n
n∑
k=1
E0|Dk(t)|2→ E|D(t)|2 P-a.s.

Proof of Theorem 2. Clearly (b) implies (a) via Theorem 1. To prove that (a) implies
(b), we shall use again Theorem 1 along with the Theorem of types. This latter theorem
states that if Vn = anUn + bn and Vn ⇒ V and Un ⇒ U with U nondegenerate then
an→ a, bn→ b and V = aU + b.
Under conditions of Theorem 2, for λ-almost all t ∈ [0,2pi] there is a set Ω′ ⊂ Ω with
P(Ω′) = 1 such that for all ω ∈Ω′
1√
n
Re[Sn(t)−E0(Sn(t))]⇒N1(t) under Pω.
By the properties of conditional expectations and measure theoretical arguments (see
Lemma 18), we know that for every function g continuous and bounded and random
variables X and Y , such that Y is F0-measurable,
E
ω(g(X,Y )|F0) = Eω(g(X,Y (ω))|F0)
for ω in a set of probability 1. By this observation along with the definition of convergence
in distribution, we derive that for λ-almost all t ∈ [0,2pi] there is a set Ω′ ⊂ Ω with
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P(Ω′) = 1, such that for all ω ∈Ω′
1√
n
Re[Sn(t)−E0(Sn(t))(ω)]⇒N1(t) under Pω,
and by (a) there is a set Ω′′ ⊂Ω with P(Ω′′) = 1, such that for all ω ∈Ω′′
1√
n
Re(Sn(t))⇒N1(t) under Pω.
Now assume that N1(t) is nondegenerate. For ω ∈Ω′ ∩Ω′′, by the Theorem of types we
have ReE0(Sn(t))(ω)/
√
n→ 0. A similar argument gives ImE0(Sn(t))(ω)/
√
n→ 0 and
(b) follows for this case. If N1(t) is degenerate, then both Re[Sn(t)]/
√
n→ 0 under Pω
and Re[Sn(t)−E0(Sn(t))(ω)]/
√
n→ 0 under Pω , and the result follows. 
Proof of Corollary 4. In order to prove this result, we shall verify the item (b) of
Theorem 2. We have then to show that for almost all t
E0(Sn(t))√
n
→ 0 P-a.s. (36)
Note that it is enough to show instead that for almost all t ∈ [0,2pi]
(1− eit)E0(Sn(t))√
n
→ 0 P-a.s.
With this aim note that
(1− eit)E0(Sn(t))√
n
=
E0(Sn(t))− eitE0(Sn(t))√
n
=
1√
n
eitE0(X1)− eit(n+1) 1√
n
E0(Xn) +
1√
n
n−1∑
k=1
eit(k+1)E0(Xk+1 −Xk).
We shall analyze each term in the last sum separately. The first term, eitE0(X1)/
√
n in
the above expression is trivially convergent to 0, P-a.s. By Jensen’s inequality the second
one is dominated as follows:∣∣∣∣eit(n+1) 1√nE0(Xn)
∣∣∣∣2 ≤ 1nE0(X2n).
We write
1
n
E0(X
2
n) =
1
n
n∑
j=1
E0(X
2
j )−
1
n
n−1∑
j=1
E0(X
2
j ),
which convergence to 0, P-a.s., by the Hopf ergodic theorem for Dunford–Schwartz op-
erators (see again [17]).
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To prove the convergence of the third term, since we assumed (10), it follows that
∑
k≥1
|E0(Xk+1 −Xk)|2
k
<∞ P-a.s.
By Carleson theorem (see [5]) it follows that for almost all t
∑
k≥1
eitkE0(Xk+1 −Xk)
k1/2
converges P-a.s.
which implies by Kronecker lemma
1√
n
n−1∑
k=1
eit(k+1)E0(Xk+1 −Xk)→ 0 P-a.s.
which completes the proof of (36) and of this corollary. 
Proof of Theorem 6. With the notations from the proof of Lemma 12, we note that
under condition (13) we also have∑
k≥1
1
k3/2
(E˜|E˜0(S˜k(t))|2)1/2 <∞. (37)
Then, we can apply directly the martingale approximation in Theorem 2.7 in Cuny and
Merleve`de [7] which also remains valid for complex valued variables. It follows that
1√
n
E˜0|S˜n(t)− M˜n(t)| → 0 P˜-a.s. and in L˜2,
where M˜n has stationary complex martingale differences defined by
D˜j(t) =
∑
n≥0
∑
k≥n
P˜0(X˜k(t)) ◦ T j
k+ 1
.
Whence we obtain
1√
n
E0|(Sn(t))−Mn(t))| → 0 P-a.s. and in L2, (38)
where the differences of the martingale Mn(t) are
Dj(t) =
∑
n≥0
∑
k≥n
eitkP0(Xk) ◦ T j
k+ 1
.
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It follows that for P-almost all ω, under Pω , the behavior of Sn(t)/
√
n is equivalent to
Mn(t)/
√
n. We have just to apply Proposition 13 to obtain the quenched CLT, where
the limiting independent normal variables have the variance ‖D0(t)‖22/2. It remains to
note that by (38) we can identify ‖D0(t)‖22 as
lim
n→∞
1
n
E|Sn(t)|2 = ‖D0(t)‖22. 
5. Technical results
First, we prove the following martingale approximation for complex valued random vari-
ables. It is similar to Proposition 7 in Cuny and Peligrad [9] but we do not assume
ergodicity and the variables are complex valued. Because there are various changes in
the proof we give the proof for completeness.
Proposition 15. Assume that (Xk)k∈Z is a stationary sequence of complex valued ran-
dom variables and let Sn =
∑n
k=1Xk. Assume
P0(Sn)→D0 converges a.s. and E
[
sup
m
|P0(Sm)|2
]
<∞ (39)
(where P0 is defined by (25)). Then, D0 is a martingale difference and
1
n
E0(|Sn −E0(Sn)−Mn|2)→ 0 P-a.s.,
where Mn =
∑n
k=1Dk with Dk =D0 ◦ T k.
Proof. Starting from condition (39), we notice that this condition implies P0(Sn)→D0
in L2(P). Since E−1[P0(Sn)] = 0 a.s. we conclude that E−1[D0] = 0 a.s. and therefore
(Dk)k≥1 is a sequence of martingale differences adapted to Fk. We shall approximate Sn
by Mn+E0(Sn). We use now a traditional decomposition of Sn in martingale differences
by using the projections on consecutive sigma algebras:
Sn −E0(Sn) = [Sn −En−1(Sn)] + [En−1(Sn)−En−2(Sn)] + · · ·+ [E1(Sn)−E0(Sn)].
So, we have the martingale decomposition
Sn −E0(Sn)−Mn =
n∑
k=1
[Pk(Sn − Sk−1)−Dk].
We write now
Pk(Sn − Sk−1)−Dk = [P0(Sn−k)] ◦ T k −D0 ◦ T k,
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and so
n∑
k=1
[Pk(Sn − Sk−1)−Dk] =
n∑
k=1
(P0(Sn−k)−D0) ◦ T k =
n−1∑
k=0
(P0(Sk)−D0) ◦ T n−k.
With the notation
P0(Sk)−D0 =Gk,
we have
Sn −E0(Sn)−Mn =
n−1∑
j=0
Gj ◦ T n−j =
n∑
j=1
Gn−j ◦ T j.
By the orthogonality of Gj ◦ T n−j , we have
E0|Sn −E0(Sn)−Mn|2 =
n−1∑
j=0
E0(|Gj |2 ◦ T n−j).
Let N be fixed. For n sufficiently large, we decompose the last sum into a sum from 1 to
N and one from N +1 to n. Then
E0|Sn −E0(Sn)−Mn|2 =
N∑
j=0
E0(|Gj |2 ◦ T n−j) +
n−1∑
j=N+1
E0(|Gj |2 ◦ T n−j)
(40)
= An(N) +Bn(N).
It is then well known that we have for all j fixed
1
n− j
n−j∑
u=0
E0(|Gj |2 ◦ T u) converges as n→∞ almost surely and in L1.
By writing for all j fixed, 0≤ j ≤N ,
E0(|Gj |2 ◦ T n−j) =
n−j∑
j=0
E0(|Gj |2 ◦ T j)−
n−j−1∑
j=0
E0(|Gj |2 ◦ T j),
it follows easily that
An(N)
n
→ 0 as n→∞ P-a.s. and in L1. (41)
Now we treat Bn(N). We bound this term in the following way,
Bn(N)
n
≤ 1
n
n∑
j=1
E0
[
sup
m>N
|Gm|2 ◦ T j
]
.
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By the Hopf ergodic theorem and the specification in Section (7) in Dedecker et al. [12]
we have
lim
n→∞
1
n
n∑
j=1
[
sup
m>N
|Gm|2 ◦ T j
]
= E
[
sup
m>N
|Gm|2|I
]
P-a.s. and in L1,
where I is the invariant sigma field. Since by (39) supm>N |Gm|2→ 0 a.s. as N →∞ and
supm>N |Gm|2 ≤ supm |Gm|2 ∈ L1, by Billingsley [2], Theorem 34.2(v) we also have
lim
N→∞
E
[
sup
m>N
|Gm|2|I
]
= 0, P-a.s. and in L1,
and therefore
lim
N→∞
lim
n→∞
1
n
n∑
j=1
[
sup
m>N
|Gm|2 ◦ T j
]
= 0, P-a.s. and in L1.
It follows that
lim
N→∞
lim sup
n→∞
Bn(N)
n
= 0, P-a.s. and in L1. (42)

We give below a well-known Raikov type central limit theorem for nonstationary mar-
tingales.
The following theorem is a variant of Theorem 3.2 in Hall and Heyde [21] (see also
Ga¨nssler and Ha¨usler [18]).
Theorem 16. Assume (Dn,i)1≤i≤n is an array of square integrable martingale differ-
ences adapted to an array (Fn,i)1≤i≤n of nested sigma fields. Suppose
E
(
max
1≤j≤n
|Dn,j|
)
→ 0 as n→∞ (43)
and
n∑
j=1
D2n,j →P σ2 as n→∞. (44)
Then Sn =
∑n
j=1Dn,j converges in distribution to a centered normal variable with vari-
ance σ2.
We give now a result on weak convergence needed for the proof of Proposition 13.
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Lemma 17. Assume that the sequence of random variables (Yn, Zn)n≥1 is tight and for
every rational numbers a and b we have
aYn + bZn⇒ aN1 + bN2.
Then (Yn, Zn)⇒ (N1,N2).
Proof. Because (Yn, Zn) is tight, from any subsequence (n
′) we can extract another
subsequence (n′′) convergent in distribution to (L1, L2) say. By the Crame´r–Wold device,
it follows that for all real numbers a and b we have
aYn + bZn⇒ aL1 + bL2.
Therefore for all rational numbers a and b we have
Eei(aN1+bN2) = Eei(aL1+bL2). (45)
Now, for any reals (c, d) we take sequences (an)n≥1 and (bn)n≥1 of rational numbers such
that an → c and bn→ d. By the Lebesgue dominated convergence theorem, we pass to
the limit in (45) (written for an and bn), and obtain that the equality in (45) holds for
all real numbers. Since the Fourier transform determines the measure we obtain (L1, L2)
is distributed as (N1,N2). 
The next lemma is a step in the proof of Theorem 2.
Lemma 18. Let (Ω,F ,P) be a probability space with F countably generated, G ⊂ F a
sigma algebra, Y a G-measurable integrable random variable, X integrable and let g :R2→
R be a continuous and bounded function. Let Pω be a regular version of P given F . Then
there exists Ω1 ⊂Ω with P(Ω1) = 1 such that, for all ω ∈Ω1
E
ω [g(X,Y (ω))] =Eω [g(X,Y )]. (46)
Proof. It is easy to see that for a simple function V we can find ΩV ⊂Ω with P(ΩV ) = 1
such that, for all ω ∈ΩV
E
ω [g(X,V (ω))] =Eω [g(X,V )].
Indeed, if V =
∑m
j=1 ajI(Bj) with Bj ∈ G we have for every B ∈ G
E(I(B)(g(X,V )|G)) =
m∑
j=1
E(I(B ∩Bj)g(X,V )) =
m∑
j=1
E(I(B ∩Bj)g(X,aj))
= E
(
I(B)
m∑
j=1
I(Bj)E(g(X,aj)|G)
)
.
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Let Vn → Y a sequence of simple functions. Then we can find a set Ω1 ⊂ Ω with
P(Ω1) = 1, namely Ω1 =
⋂
nΩVn , such that for all ω ∈Ω1
E
ω [g(X,Vn(ω))] =E
ω [g(X,Vn)].
Now, for ω fixed in Ω1, by Lesbegue dominated convergence theorem we get (46) by
passing to the limit. 
Acknowledgements
The authors would like to thank the reviewers for their valuable comments and sugges-
tions which improved the presentation of the paper. Magda Peligrad was supported in
part by a Charles Phelps Taft Memorial Fund grant and the NSF Grant DMS-1208237.
References
[1] Billingsley, P. (1995). Probability and Measure, 3rd ed. Wiley Series in Probability and
Mathematical Statistics. New York: Wiley. MR1324786
[2] Billingsley, P. (1999). Convergence of Probability Measures, 2nd ed. Wiley Series in
Probability and Statistics: Probability and Statistics. New York: Wiley. MR1700749
[3] Bradley, R.C. (2007). Introduction to Strong Mixing Conditions. Vol. 1. Heber City, UT:
Kendrick Press. MR2325294
[4] Brockwell, P.J. and Davis, R.A. (1991). Time Series: Theory and Methods, 2nd ed.
Springer Series in Statistics. New York: Springer. MR1093459
[5] Carleson, L. (1966). On convergence and growth of partial sums of Fourier series. Acta
Math. 116 135–157. MR0199631
[6] Cohen, G. and Conze, J.-P. (2013). The CLT for rotated ergodic sums and related pro-
cesses. Discrete Contin. Dyn. Syst. 33 3981–4002. MR3038049
[7] Cuny, C. and Merleve`de, F. (2014). On martingale approximations and the quenched
weak invariance principle. Ann. Probab. 42 760–793. MR3178473
[8] Cuny, C., Merleve`de, F. and Peligrad, M. (2013). Law of the iterated logarithm for
the periodogram. Stochastic Process. Appl. 123 4065–4089. MR3091099
[9] Cuny, C. and Peligrad, M. (2012). Central limit theorem started at a point for stationary
processes and additive functionals of reversible Markov chains. J. Theoret. Probab. 25
171–188. MR2886384
[10] Cuny, C. and Volny´, D. (2013). A quenched invariance principle for stationary processes.
ALEA Lat. Am. J. Probab. Math. Stat. 10 107–115. MR3083921
[11] Dedecker, J., Goue¨zel, S. and Merleve`de, F. (2010). Some almost sure results for
unbounded functions of intermittent maps and their associated Markov chains. Ann.
Inst. Henri Poincare´ Probab. Stat. 46 796–821. MR2682267
[12] Dedecker, J., Merleve`de, F. and Peligrad, M. (2014). A quenched weak invariance
principle. Ann. Inst. Henri Poincare´ Probab. Stat. 50 872–898. MR3224292
[13] Derriennic, Y. and Lin, M. (2001). The central limit theorem for Markov chains with
normal transition operators, started at a point. Probab. Theory Related Fields 119
508–528. MR1826405
Quenched limit theorems for Fourier transforms 27
[14] de la Pen˜a, V.H. and Gine´, E. (1999). Decoupling: From Dependence to Independence,
Randomly Stopped Processes. U -Statistics and Processes. Martingales and Beyond.
Probability and Its Applications (New York). New York: Springer. MR1666908
[15] Diaconis, P. and Freedman, D. (1999). Iterated random functions. SIAM Rev. 41 45–76.
MR1669737
[16] Dunford, N. and Schwartz, J.T. (1988). Linear Operators: General Theory. Part I.
Wiley Classics Library. New York: Wiley. With the assistance of William G. Bade and
Robert G. Bartle, Reprint of the 1958 original. MR1009162
[17] Eisner, T., Farkas, B., Haase, M. and Nagel, R. (2012). Operator Theoretic Aspects
of Ergodic Theory. Berlin: Springer.
[18] Ga¨nssler, P. and Ha¨usler, E. (1979). Remarks on the functional central limit theorem
for martingales. Z. Wahrsch. Verw. Gebiete 50 237–243. MR0554543
[19] Gordin, M.I. (1969). The central limit theorem for stationary processes. Dokl. Akad. Nauk
SSSR 188 739–741. MR0251785
[20] Gordin, M.I. and Lifsˇic, B.A. (1981). A remark about a Markov process with normal
transition operator. In Third Vilnius Conf. Proba. Stat., Akad. Nauk Litovsk, Vol. 1
147–148 (in Russian), Vilnius.
[21] Hall, P. and Heyde, C.C. (1980). Martingale Limit Theory and Its Application. Proba-
bility and Mathematical Statistics. New York: Academic Press. MR0624435
[22] Herrndorf, N. (1983). Stationary strongly mixing sequences not satisfying the central
limit theorem. Ann. Probab. 11 809–813. MR0704571
[23] Hunt, R.A. and Young, W.S. (1974). A weighted norm inequality for Fourier series. Bull.
Amer. Math. Soc. 80 274–277. MR0338655
[24] Maxwell, M. andWoodroofe, M. (2000). Central limit theorems for additive functionals
of Markov chains. Ann. Probab. 28 713–724. MR1782272
[25] Peligrad, M. (2013). Quenched Invariance Principles Via Martingale Approxi-
mation. Fields Institute Communications. Springer. To appear. Available at
http://arxiv.org/pdf/1304.4580.pdf.
[26] Peligrad, M. and Wu, W.B. (2010). Central limit theorem for Fourier transforms of
stationary processes. Ann. Probab. 38 2009–2022. MR2722793
[27] Rassoul-Agha, F. and Seppa¨la¨inen, T. (2007). Quenched invariance principle for multi-
dimensional ballistic random walk in a random environment with a forbidden direction.
Ann. Probab. 35 1–31. MR2303942
[28] Rassoul-Agha, F. and Seppa¨la¨inen, T. (2008). An almost sure invariance principle for
additive functionals of Markov chains. Statist. Probab. Lett. 78 854–860. MR2398359
[29] Rio, E. (2000). The´orie Asymptotique des Processus Ale´atoires Faiblement De´pendants.
Mathe´matiques & Applications (Berlin) [Mathematics & Applications] 31. Berlin:
Springer. MR2117923
[30] Rootze´n, H. (1976). Gordin’s theorem and the periodogram. J. Appl. Probab. 13 365–370.
MR0410876
[31] Rosenblatt, M. (1956). A central limit theorem and a strong mixing condition. Proc.
Natl. Acad. Sci. USA 42 43–47. MR0074711
[32] Rosenblatt, M. (1961). Independence and dependence. In Proc. 4th Berkeley Sympos.
Math. Statist. and Prob., Vol. II 431–443. Berkeley, CA: Univ. California Press.
MR0133863
[33] Rosenblatt, M. (1981). Limit theorems for Fourier transforms of functionals of Gaussian
sequences. Z. Wahrsch. Verw. Gebiete 55 123–132. MR0608012
28 D. Barrera and M. Peligrad
[34] Rosenblatt, M. (1985). Stationary Sequences and Random Fields. Boston, MA:
Birkha¨user. MR0885090
[35] Schuster, A. (1898). On the investigation of hidden periodicities with application to
a supposed 26 day period of meteorological phenomena. Terrestrial Magnetism and
Atmospheric Electricity 3 13–41.
[36] Terrin, N. and Hurvich, C.M. (1994). An asymptotic Wiener–Itoˆ representation for the
low frequency ordinates of the periodogram of a long memory time series. Stochastic
Process. Appl. 54 297–307. MR1307342
[37] Volny´, D. and Woodroofe, M. (2010). An example of non-quenched convergence in the
conditional central limit theorem for partial sums of a linear process. In Dependence
in Probability, Analysis and Number Theory 317–322. Heber City, UT: Kendrick Press.
MR2731055
[38] Walker, A.M. (1965). Some asymptotic results for the periodogram of a stationary time
series. J. Aust. Math. Soc. 5 107–128. MR0177457
[39] Wiener, N. andWintner, A. (1941). On the ergodic dynamics of almost periodic systems.
Amer. J. Math. 63 794–824. MR0006618
[40] Woodroofe, M. (1992). A central limit theorem for functions of a Markov chain with
applications to shifts. Stochastic Process. Appl. 41 33–44. MR1162717
[41] Wu, W.B. (2005). Fourier transforms of stationary processes. Proc. Amer. Math. Soc. 133
285–293 (electronic). MR2086221
[42] Wu, W.B. and Woodroofe, M. (2000). A central limit theorem for iterated random
functions. J. Appl. Probab. 37 748–755. MR1782450
Received January 2014 and revised April 2014
