Most current data dependence tests cannot handle loop bounds or array subscripts that are symbolic, nonlinear expressions (e.g. A ( n t i + j ) , where 0 < j 5 n). In this paper, we describe a dependence test, called the range test, that can handle such ezpressions. Briefly, the range test proves independence by determining whether certain symbolic inequalities hold for a permutation of the loop nest. Powerful symbolic analyses and constraint propagation techniques were developed to prove such inequalities. The range test has been implemented in Polaris, a paralleliring compiler being developed at the University of lllinois.
Introduction
To allow sequential programs to run efficiently on parallel machines, pardelizing compilers were developed to transform these programs into parallel ones [3] . These compilers must be able t o identify the important loops that can be run in parallel if they are to achieve decent speedups. Powerful dependence tests are needed to effectively exploit the inherent parallelism in these sequential programs.
There has been much research in the area of data dependence analysis [l, 14, 20, 21, 241. Modern day data dependence tests have become very accurate and efficient. However, most of these tests require the loop bounds and array subscripts to be represented as a linear (affine) function of loop index variables. That is, the expressions must be in the form CO Unfortunately, not all nonlinear expressions can be removed. It was believed that this would not be a problem for dependence testing real programs since nonlinear expressions would be rare. However, our manual parallelization effort of the Perfect Benchmarks have shown us that this is not the case [12, 111. For example, a parallelizing compiler could achieve a speedup of at most two for the codes OCEAN and TRFD from the Perfect Benchmarks if it could not parallelize loops with nonlinear array s u b scripts [6] . For some of these loops, nonlinear expressions occurred in the original program text. For other loops, nonlinear expressions were introduced by the compiler.
Two common compiler passes can introduce nonlinearities into array subscript expressions: induction variable substitution and array linearization. Induction variable substitution replaces variables that are incremented by a constant value for each loop iteration with a closedform expression made up of only loop invariants and loop indices. However, when induction variable substitution is performed upon multiply nested loops, the resulting closed-form expression may be nonlinear. For example, performing induction variable substitution on the loop nest in Figure 1 ( Remember that, by our definition of the term nonlinear terms like n* j are considered to be nonlinear, even though the variable n is loopinvariant.) Array linearization transforms two or more dimensions of an array into a single dimension. Array linearization is needed by subroutine inlining or interprocedural analysis when an array is dimensioned differently across procedure boundaries. If the declared dimensions of a multidimensional array are symbolic expressions, the resulting linearized array may be nonlinear. For example, if the array A, which was originally dimensioned as A(n,m), was linearized, its declaration will be changed to A(n*n), and areference A ( i , j ) will be changed to A ( i + n*(j-1)).
In this paper, we will present the range test, a dependence test that can handle symbolic, nonlinear array subscripts and loop bounds. In the range test, we mark a loop as parallel if we can prove that the range of elements accessed by an iteration of that loop do not overlap with the range of elements accessed by other iterations. We prove this by determining whether certain symbolic inequality relationships hold. Powerful variable constraint propagation and symbolic simplification techniques were developed to determine such inequality relationships. To maximize the number of loops found parallel using the range test, we examine the loops in the loop nest in a permuted order.
Section 2 briefly defines data dependences and direction vectors. Section 3 then describes the range test. Section 4 gives an overview of the range propagation algorithm, which allows us to compare symbolic expressions. Real-life examples of important loop nests that the range test can parallelize but current tests cannot are given in section 5. We will then compare our work with other symbolic data dependence tests in Section 6 . Section 7 presents our conclusions and plans for future work.
Data dependence
In this section we will give a brief definition of data dependences. For a more thorough description of data dependence and dependence analysis, see Banerjee et al [3, 1, 24] .
To ease the presentation of the range test, we will assume that we have a perfectly nested, normalized, FORTRAN-77 loop nest as shown in Figure 2 . We will also assume that the tested array A has only one dimension. The array access functions (f and g ) and loop u p per bounds ( N , ) may be arbitrary symbolic expressions made up of loopinvariant variables and loop indices (i.e. i z ) of enclosing loops. It is not difficult to extend our test to handle imperfectly nested loops, symbolic lower bounds, non-unit strides, multidimensional arrays, and loopvariant variables. In fact, our implementation includes these extensions.
We define an index subspace ' R j , where 1 5 j 5 n, to be the set of all loop index vectors ( a i , . . . , aj) that fall within loop bounds of the outermost J' loops. More formally,
The index space ' R is defined to be equal to the index subspace 'Rn.
A data depen+nce exists between array accesses A ( f ( 5 ) ) and A ( g ( p ) ) if and only if at least one of the two accesses is a write, f(5) = g($), and a, $ E ' R.
Direction vectors
Suppose that a dependence exists between A ( f ( 5 ) ) and
A(g(B)
). Then, the direction vector d = ( d l , . . . , dn) for this dependence is defined as: 
The range test
The range test grew out of a simple observation in our hand analysis of real programs: most parallel loop iterations access adjacent array ranges. These ranges can be very regular (e.g., an inner loop accesses a fixed-length array section and the outer loop strides over this section), they can be increasing or decreasing (e.g., if the two loops are triangular); or, they can be irregular (e.g., if they r e p resent array sections that are carved out of a large array; start and length of the sections are typically stored in index arrays)'. With one additional observation we can describe the majority of all access patterns: the loops visiting these ranges may be interchanged, such that the access patterns appear "interleaved". Now, if we managed to prove that such adjacent array ranges do not overlap -possibly "looking through interchanged loops" -we could tell that the loops are parallel. The following section describes such a test formally.
Disproving dependence between symbolic expressions
Essentially, the range test disproves carried dependences between A(f(i)) and A(g(i')) for a loop at level j, by proving that the range of elements taken by f and g do not overlap for adjacent iterations of the loop at level j. It determines whether these ranges overlap by comparing the minimum and maximum values of these ranges. The formal definition of these minimum and maximum values are defined below. Section 3.4 describes how to compute these minimum and maximum values Deflnition 1 Let f;l'"(il,. . . , i , ) and f ; l a x ( i l , . . . , I , ) be functions that obey the following constraints: The ability to determine the minimum or maximum of f or g in respect to some set of loops leads us to our first dependence test. If the maximum of f is less than the minimum of g in respect to some subset of loops, then these loops cannot carry any dependences. The theorem below states this formally. .
. . = A(g(i, j)) ENDDO ENDDO
and that the range test is currently attempting t o prove that SI and SZ do not carry dependences for loop L1. For figure 3a, the range of accesses made by A ( f ( i , j ) ) and A(g(:, j)) never overlap, so Theorem 1 can prove that loop L1 does not carry a dependence for this access pair. However, the set of accesses made by A(f(:,j)) and A(g(i,j)) are interleaved in figures 3b and 3c, causing the test from Theorem 1 t o fail, even though there isn't a carried dependence. We will present a second dependence test that can disprove carried dependences for a special case of these interleavings, where the possible values taken by f and g for a single iteration are not interleaved with the possible values taken by other iterations o f f and g. Figure 3b shows an example of this case. However, before we describe this test, we must define the property of monotonicityfor a particular loop index. (We will deal with Figure 3c in Section 3.2.) Definition 2 A junction f(;) is monotonically nondecreasing for indez i j iff f ( i 1 , ..., a, ,..., i n ) < f ( i 1 , . . . ,/3j,. . . , i n ) whenever 0 5 aj 5 / 3, < N I .
Similarly, a junction f(;) is monotonically nonincreasing for indez i, iff f ( i 1 , ..., a j , ..., i n ) > f ( i 1 , . . . ,/3j,. . . , i n ) whenever 0 5 aj < p, < N 3 .
We can prove whether an expression is monotonically non-decreasing for a loop level j by proving that the difference f ( i 1 , . . . , i j + 1 , . ..,in) -f ( i 1 , . . . ,I,,. . . , in) is always greater than or equal to zero, using the techniques described in Section 4. Similarly, we can prove whether an expression is monotonically non-increasing for a loop level j by proving that the difference is always less than or equal to zero.
Using this definition, we will now show how one can disprove dependences carried at level j when the possible values taken by f and g are not interleaved for a single iteration of the loop at level j . By definition of loop-carried dependences, the test from Theorem 2 (or Theorem 3) must be applied twice to prove that a pair of access functions f and g do not carry dependences for the loop with index":,: once to disprove a dependence with direction vector d from f to g, and once to disprove a dependence with direction vector dfrom g to f. Also note that the tests from_these two theorems can disprove a dependence direction d from f to g and from g to f, and thus disprove that the loop with index i j does not carry a dependence, only if both f and g are monotonically non-decreasing or monotonically non-increasing for
In the previous definitions and theorems, we have assumed that the subset of loops that we are attempting to disprove dependence for are the innermost loops with indices a, to i n . With some minor changes in notation, these definitions and theorems still hold for arbitrary subsets of loops. The following subsection will exploit this property. i, .
Permuting loops for dependence testing
As described earlier, the test from Theorem 1 can be used to prove independence when the values of access functions f and g are not interleaved, and the tests from Theorems 2 and 3 can be used to prove independence when the values of f and g are interleave, but the values taken by f and g for a loop iteration are not interleaved with values taken by other iterations. For more complex interleaving$, the tests from all three Theorems would fail. Figure 3c gives an example of one of these more complex interleavings. Fortunately, we have observed that most of these interleavings can be eliminated by permuting the order in which we test the loops. For example, if loop LI, with index I , and loop L z , with index j were "swapped" so that Lz is now treated as the outermost loop, we would be able to use Theorem 1 to prove that there are no carried dependences in the "inner" L1 loop, and use Theorem 2 to prove that there are no carried dependences in the "outer"
Lz loop.
So, the range test attempts to maximize the number of loops that it can identify as not carrying dependences by applying its tests upon a permuted ordering of the loops in the loop nest. The range test does not physically permute the loops; it is done logically and temporarily by the test. Also, the range test only tries those permutations such that all loops identified as not carrying any dependences for the permuted loop nest also will not carry any dependences in the original nest.
The range test uses a heuristic to find a valid logical permutation of a loop nest, which seems to be quite acceptable in practice. This heuristic determines a valid permutation of a loop nest by recursively finding a valid permutation of the inner loops of the loop nest, then finding a location where it may safely insert the outermost loop in this permutation. The final location of the outermost loop is found by repeatedly moving inwards by one until it reaches a location where it can be proven that it carries no dependences, or the loop just inside this location either carries a dependence or would carry a dependence if outermost loop was inserted inside of it.
To prove that all loops not carrying dependences in the T h e range test algorithm permuted loop nest generated by the heuristic above also do not carry dependences in the original loop nest, we will need the following lemma. Due to lack of space, no proof is given, but techniques similar to Banerjee's [2] can be used to do so.
Lemma 1 A loop that does not carry a dependence can be legally moved deeper into the loop nest and all loops that didn't carry a dependence beforehand would still not do so.
We will prove that the heuristic generates a legal permutation by induction. For the base case, where the loop nest is a single loop, the permutation is trivially legal. For the inductive step, assume that the heuristic generates legal permutations for loop nests of i loops. and, by Lemma 1, all loops not carrying dependences still do not so. Therefore, the heuristic generates a legal permutation for a nest of i + 1 loops.
Algorithm
The algorithm for the Range Test, which implements the permutation heuristic described previously, is dis- in the original loop nest, from innermost to outermost, and finding its proper location in the set of inner permuted loops P. Simultaneously, the algorithm determines whether each Li carries any dependences. Loops proven not to carry dependences are added to the set D. The outer for loop visits each loop L ; while the inner while loop determines whether the current Li carries any dependence and where to insert it in the list of permuted inner loops P. Statement Si tests if Li does not carry a dependence at a particular location in P. If it doesn't carry a dependence, it is added to the set of parallel loops D and inserted into P at this location. Statement S2 tests if it is legal to move the current location of loop L, in P inward by one. If not, it is inserted into P at this location. (It is not legal to move the current location of L, in P inwards by one if the current location is the innermost location in P, if the next inner loop in P carries a dependence, or if the next inner loop in P would become carry a dependence should L, be inserted inside of it.) Statement S3 performs the actual insertion of L; into P. 
Functions R T E S T l and

Computing f;.I. and f;nax
There are several methods in which one can compute the minimum or maximum of an expression for a subset of loop indices. One simple but powerful method is to substitute the lower or upper bound of each index, depending on the index's monotonicity. Figure 6 shows how the range test computes the maximum of an expression for a given set of loops. The algorithm for computing the minimum is very similar; simply switch the monotonically non-decreasing and monotonically non-increasing cases. It can be proven that the result of these functions meets Definition 1; that is, they are the minimum or maximum o f f in the subspace spanned by indices i j + l , . . . , i n .
Although the algorithm for computing the maximum in Figure 6 is powerful, a naive implementation of it, which computes the monotonicity of the intermediate maximum expression y for each index, can be inefficient. This is because each monotonicity computation for y requires a symbolic expression comparison, which can be quite expensive. To avoid these costs, the range test attempts to determine the monotonicity states of y from the precomputed monotonicity states of the input access expression f and the the loop bounds. (The monotonicity states of all array accesses f and all loop bounds are computed only once, at the beginning of dependence testing of the program.) More specifically, the range test initially sets the monotonicity states of 1 to the monotonicity states of f, then update y's monotonicity states after each substitution, using the monotonicity states of the substituted loop bound. For those cases where the range test couldn't determine the new monotonicity of y for index i from the old monotonicity of y for i and the monotonicity of the substituted loop bound for i , it marks the monotonicity of y for i as unknown. Later, when it finds the monotonicity of y for i to be marked as unknown when it is substituting for i , it computes the monotonicity for i using an expensive symbolic expression comparison. We have found this optimization to be very effective in practice. For many array accesses, the monotonicity states of y never need to be computed with symbolic comparisons.
Time complexity
Since the range test spends nearly all of its time performing symbolic expression comparisons, its time complexity can be characterized by the number of symbolic comparisons performed. These comparisons occur explicitly in the functions R T E S T l and RTESTlX and implicitly in the monotonicity tests of MIN and MAX. Since the range test may call R T E S T l and RTEST2 as many as O ( n Z ) times, where n is the loop nest depth, and RTESTl and RTEST2 call MIN and MAX, which performs at most O(n) symbolic comparisons to determine monotonicity for each index, the range test performs at most O(n3) symbolic comparisons for one pair of array accesses ( A ( f ( i ) ) and A(g(i+'))). In practice, only a few permutations are examined and at most a constant number of symbolic comparisons are done by the monotonicity tests of MIN and MAX. So, the average number of symbolic comparisons done by the the range test is near O(n).
Unfortunately, determining the costs of symbolic expression comparison is much more difficult. The worst case performance of symbolic comparisons is exponential on the size of the expressions compared and upon the number of variables in the program. However, the average case performance is much better.
Symbolic range propagation
To provide a facility for comparing symbolic expree sions, we have developed a technique called range propgotion. Due to space constraints, we will only give a brief sketch of this technique.
Range propagation consists of two parts: the range propagation algorithm and an expression comparison facility. The range propagation algorithm collects and propa-gates variable constraints through a program. The expression comparison facility uses these variable constraints to determine arithmetic relationships between two symbolic expressions.
The range propagation algorithm centers on the collection and propagation of symbolic lower and upper bounds on variables, called ranges, through a program unit. Abstract interpretation [8] is used to compute the ranges for variables at each point of a program unit. That is, the algorithm "executes" the program by following the control flow paths of the program, updating the current ranges to reflect the side effects of the statements encountered along these paths, until a fixed point is reached.
Each FORTRAN statement modifies the set of ranges entering it in the following way. An assignment statement sets the range for the left-hand side variable to the range computed from the right-hand side expression. A conditional statement constrains the entering ranges by the conditional's test. That is, the new ranges are calculated by determining the smallest upper bound and largest lower bound of the old ranges and the test. Similarly, at merge points of control flow, such as ENDIF statements, the ranges of these paths are merged. These merged ranges are computed by taking the largest upper bound and smallest lower bound of the ranges belonging to each of the entering control flow paths. To guarantee that the algorithm eventually reaches a fixed point and halts, a widening operator [8] is also applied to merge points that are loop headers. This widening operator sets a range to a conservative value if the range has changed too often during the course of computation. Now, we will describe how the information collected by the range propagation algorithm can be used to compare symbolic expressions. We compare two expressions by calculating the integer range spanned by their difference, then determining whether this range is always positive or always negative. This integer range is calculated by repeatedly substituting ranges for variables in the difference expression then simplifying the expression down, until all variables are eliminated. Often, the simplification of expressions containing ranges needs to determine inequality relationships of its subexpressions, typically the subexpression's sign. Simplified version of loop nest FTRVMT/lOS from OCEAN
Examples
In this section, we will provide examples of important loop nests, taken from the Perfect Benchmarks [4] , that the range test can determine to be parallel but which conventional data dependence tests cannot.
One example is a loop nest taken from subroutine FTRVMT from the code OCEAN. This loop nest accounts for 44% of the code's sequential execution time on an Alliant FX/80. A simplified version of this loop is shown in Figure 7 . Conventional data dependence tests cannot prove that these loops do not carry any dependences because of the 258 * i2k * j j term in the subscripts for array data. The range test, on the other hand, can do so. Table 1 shows a trace of the range test for proving that there are no loopcarried dependences for array access functionsf(j1, jj,mm) = 258*i2k*jj+129*jl+mr+l and g(jl,jj,mm) = 2 5 8 * i 2 k * j j + 1 2 9 * j l + m m + 1 2 9 * i 2 k + l . The final column of this table shows the symbolic expressions compared at the given statement of the range test algorithm (S,) and the RTEST functions ( R j ) . The results of these comparisons were calculated from the variable constraints determined by the range propagation algorithm, which are i2k 2 1, 0 5 j j 5 x ( j l ) , 0 5 j l 5 i 2 k -1, and 0 5 mm 5 128. Since the upper bound x(j1) of loop j j is not monotonic, the test used +w as an approximation of this bound. For this pair of access functions, the range test had to use Theorems 1, 2, and 3 and permute the j l loop inside the j j loop to prove that there are no loopcarried dependences.
Another important loop nest, which needs a dependence test for symbolic, nonlinear expressions, can be found in subroutine OLDA from the code TRFD. A simplified version of this loop nest is shown in Figure 8 . This loop nest accounts for 69% of the code's sequential execution time on an Alliant FX/80.
To parallelize this loop nest, induction variable substitution must be used to replace the induction variable mrsij at statement SI with the statement: m r s i j = (mi**2-mi+mrs*(num**2+num))/2+mj+l. 
Related work
The range test was developed, independent of other dependence tests, to handle the symbolic array subscripts we encountered in actual programs. Early ideas of such a test were described in [12, 18, 61. The most distinguished feature of the test may be the fact that it is now available in an actual compiler, which has proven to parallelize important programs to an unprecedented degree.
The following discussion compares our test to one of the most effective state-of-the-art tests and points out related ideas of other projects.
Mathematically, the range test can be thought of as an extension of a symbolic version of the Triangular Banerjee's Inequalities test with dependence direction vectors [l, 231, although our implementation differs. The only drawback of our test, compared to the Triangular Banerjee's test with directions, is that it cannot test arbitrary direction vectors, particularly those containing more than one '<' or '>' (e.g., (<,<)). Figure 8 after induction variable substitution, where i is a loop index and c is an integer constant greater than 1. We have seen several examples in the Perfect Benchmarks that need all these extensions to be identified as parallel. The same authors presented ideas to calculate the set of variable constraints holding for each statement of the program unit, then to use these constraints to prove or disprove symbolic inequalities for dependence testing. We also determine variable constraints and perform symbolic inequality tests, although we use different techniques. We will compare these two methods later in this section.
In a separate paper, Haghighat and Polychronopou10s [16] describe a technique to prove that a symbolic expression is strictly increasing or decreasing. By using this technique, self-dependences for an array reference can be eliminated. Their example can prove that all the loops in Figure 8 , after induction variable substitution, are parallel. However, as described, the test only handles selfdependences. The subroutine OLDA in TRFD has other important loop nests that has multiple array accesses with nonlinear subscript expressions similar to the subscripts from Figure 8 .
Maslov [19] presents an alternate way to handle sym-bolic, non-linear expressions. Instead of testing these expressions directly, his algorithm partitions the expression into several independent subexpressions, then tests these partitions using conventional data dependence tests. Figure 8 after induction variable substitution. Furthermore, the algorithm requires some additional symbolic capabilities; the compiler must be able to calculate symbolic gcd's and modulos, and the compiler must be able t o sort the set of symbolic coefficients ( c J ' s ) . Performing this symbolic sort can be particularly difficult, since one may be unable to determine that some of the coefficients are less than others (i.e., the cJ's may not have a total ordering).
There has been some work in the determination of variable constraints. Much work has been done in determining the possible range, or interval, of values that variables can take, for the purpose of array bounds checking or program verification [17, 71. These algorithms, however, only propagate integer ranges. Cousot and Halbwachs [9] offer a powerful algorithm for determining symbolic linear constraints between variables. (Their algorithm is used by Haghighat's symbolic dependence test to determine variable constraints.) Their algorithm is based upon the calculation, intersection, and merging of convex polyhedrons in the n-space of variable values. Although their algorithm is more accurate at calculating linear constraints than ours, their algorithm cannot handle nonlinear constraints such as a < b*c. Although not too common, we have seen cases where nonlinear bounds must be propagated or expressions with nonlinear differences must be compared.
Conclusions
We have developed a symbolic data dependence test, called the range test, that can identify parallel loops in the presence of nonlinear array subscripts and loop bounds. We have shown that the range test can prove that two very important loop nests in the Perfect Benchmarks are parallel, whereas conventional data dependence tests cannot. In our experiments, we have found that the range test can prove independence for many of the other parallel loops that contain symbolic non-linear array subscript expressions.
We have implemented the range test together with a symbolic range propagation algorithm in Polaris, a parallelizing compiler being developed at the University of Illinois [13, 51. Currently, the range test is the only data dependence test implemented in Polaris. To determine its effectiveness, we have run it through an initial compiler test suite, which consists of half of the codes of the Perfect Benchmarks plus other applications gathered from uaers of high performance machines at the University of Illinois. We have found that in all cases, Polaris is able t o parallelize these codes nearly as well as the hand-parallelized versions. For two of the codes, TRFD and OCEAN, current commercial parallelizing compilers can only achieve a speedup of at most 2 on Cedar, a parallel machine with 32 vector processors, due t o false dependences seen for nonlinear array accesses. However, with the range test, along with other advanced techniques mentioned in [5] , we are able t o optimize the codes close t o the hand parallelized versions, which reached a speedup of 43 for TRFD and 16 for OCEAN.
With the aid of memoization [20] , or the caching of already tested array subscript pairs, we have found the execution time of the range test t o be acceptable, even when applied as the only test. In future versions of Polaris, we will only invoke this test when other dependence tests fail due t o nonlinear expressions. In these versions, the range test should not significantly increase the compiler's execution time. The range propagation algorithm can be somewhat costly, although not prohibitively so. Because of this, we will look into several techniques to improve its efficiency, such as using Static Single Assignment form [lo], propagating ranges derived only from control flow, or propagating ranges only on demand [22] .
