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Abstract. A sequential dynamical system (SDS) consists of a graph, a set of local functions
and an update schedule. A linear sequential dynamical system is an SDS whose local func-
tions are linear. In this paper, we derive an explicit closed formula for any linear SDS as
a synchronous dynamical system. We also show constructively, that any synchronous linear
system can be expressed as a linear SDS, i.e. it can be written as a product of linear local
functions. Furthermore, we study the connection between linear SDS and the incidence al-
gebras of partially ordered sets (posets). Specifically, we show that the Mo¨bius function of
any poset can be computed via an SDS, whose graph is induced by the Hasse diagram of the
poset. Finally, we prove a cut theorem for the Mo¨bius functions of posets with respect to
certain chain decompositions.
Keywords. sequential dynamical system; linear SDS; partially ordered set; incidence algebra;
Mo¨bius function; homogeneous chain decomposition
1 Introduction
Modeling discrete processes is an important topic in mathematics as it is of relevance for the
understanding of network dynamics [2, 3, 4, 5, 6, 10, 15, 18, 22, 28]. Sequential dynamical
systems (SDS1) [2, 3, 4, 5, 17] provide such a framework. A sequential dynamical system over
a graph involves three ingredients: a (dependency) graph to represent the interaction relations
among entities, local functions and an update schedule in order to specify the order of state
updates. SDS are motivated by the work on Cellular Automata (CA) [18, 28] and Boolean
Networks [15]. The key question is to deduce phase space properties from graph, local maps
and update schedule.
It is not easy to deduce phase space properties of SDS over general graphs and general
local functions with varying update schedules. The question is intriguing though, since some-
times dramatic changes can be induced by “slightly” changing the update schedule, while
1We will write SDS in singular as well as plural form.
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keeping everything else fixed. In praxis, such changes can inadvertently be introduced when
implementing an SDS on a specific computer architecture.
In [1, 2, 3, 4, 6, 7, 8, 9, 16] the reader can find a plethora of results on dynamical systems
over particular graphs and updating functions. Linear systems together with a parallel update
schedule, i.e. dynamical systems, in which the local functions are linear, are studied in [10,
13, 14].
In [7], linear SDS are studied and a formal composition formula of matrices is obtained,
characterizing a linear SDS. We improve this result by deriving a simple closed matrix ex-
pression for any linear SDS, thereby expressing a linear SDS as a synchronous system. We
provide an explicit construction expressing any synchronous linear system as an SDS. That
is using the LU-decomposition of a matrix, we construct a graph together with a family of
linear local functions. This construction is of interest in the context of the general question
whether or not a synchronous dynamical system, say Fn2 → F
n
2 , can be expressed as an SDS.
For a general synchronous dynamical system, it is generally not easy to find a non-trivial SDS
expression.
We then extend our framework to linear SDS over words, i.e. update schedules in which
vertices can appear multiple times but at least once. We establish a closed matrix formula for
these systems and derive a relation to the Mo¨bius functions of partially ordered sets associated
with composing such words.
The paper is organized as follows: in Section 2, we review some basic concepts and facts
on SDS. In Section 3, we study linear SDS with permutation update schedules and compute
in Theorem 3.1 a matrix that completely describes such a system. Using Theorem 3.1, we
prove constructively in Theorem 3.2 that any synchronous linear system has a linear SDS
equivalent. We also present an approach to compute the Mo¨bius function of a poset with
an SDS. In Section 4, we extend our results to linear SDS, where the update schedules are
words over all vertices (linear SDS over words). We compute in Theorem 4.1 an explicit closed
formula for these, that restricts to Theorem 3.1 proved in Section 3. The concatenation of
linear SDS over words gives rise to a relation of the Mo¨bius functions of posets, which allows
us to prove a cut theorem in Theorem 4.4 w.r.t. homogeneous chain decompositions of posets.
In Section 5, we summarize the results of this paper, and discuss extending the framework to
block-sequential dynamical systems as well as future work.
2 Linear SDS and the incidence algebras of posets
Let G be a connected, simple graph with vertex set V (G) = {v1, . . . , vn}. To each vertex vi,
we associate a state xi ∈ K, where K is a finite field. A function fvi updates the state of vi
based on the states of its neighbors and xi itself. Let pi = pi1 · · ·pim be a sequence of elements
in V (G), in which each vi appears at least once, called the update schedule. The states of all
vertices are sequentially updated according to their order in pi left-to-right, i.e., the vertex
specified by pii+1 is updated after the vertex specified by pii. Iterating pi generates the SDS,
(G, f, pi), having G as its dependency graph, fvi (1 ≤ i ≤ n) as local functions, and pi as the
update schedule.
2
Remark 2.1. Alternatively, an SDS can be defined directly via its local functions and update
schedule, the former inducing the underlying graph by their dependencies.
The vectors X = [x1, . . . , xn]
T ∈ Kn are called the system states of the SDS. An update
will produce the phase space mapping X0 into X1 = (G, f, pi)(X0). Understanding the time
evolution of the SDS is tantamount to understanding the mapping (G, f, pi) : Kn → Kn,
i.e. the forest of directed unicyclic graphs it induces. In the case of the system map (G, f, pi)
being a linear transformation on Kn, the phase space has been studied in [10, 13, 14, 22] and
phase space features were described in terms of the annihilating polynomials and invariant
subspaces of the linear transformation. In [7], linear SDS over directed graphs were analyzed,
allowing for states xi contained in a finite algebra.
Definition 2.1. A linear SDS over K is an SDS (G, f, pi) where the local functions are defined
by
fvi : xi 7→ ai1x1 + ai2x2 + · · ·+ ainxn, (1)
where aij ∈ K and aij = 0 if vi and vj are not adjacent in G.
Note that each local function fvi induces the function Fvi :
Fvi : K
n → Kn, [x1, . . . , xi, . . . , xn] 7→ [x1, . . . , fvi(xi), . . . , xn],
and Fvi can be expressed as a matrix over K as follows:
Fvi =


1 0 0 · · · 0
0 1 0 · · · 0
...
...
. . .
...
ai1 ai2 ai3 · · · ain
...
...
...
. . .
...
0 0 0 · · · 1


, i.e., [Fvi ]kj =


1, if (k = j) ∧ (k 6= i);
aij , if k = i;
0, otherwise.
Then, if X1 = (G, f, pi)(X0), we have
X1 = FpinFpin−1 · · ·Fpi1(X0). (2)
The first objective in Section 3 will be to derive a closed formula for the composition of
these matrices Fpii. Secondly, given a linear transformation A, we will prove constructively
that there exists a linear SDS such that A = (G, f, pi).
It is well known that an update schedule pi, being a permutation on V (G), induces an
acyclic orientation Acyc(G, pi) of the dependency graph G [4, 5, 19], i.e., the edge between
two adjacent vertices vi and vj will be oriented from vi to vj iff vi appears after vj in pi. It is
obvious that (G, f, pi1) = (G, f, pi2) if Acyc(G, pi1) = Acyc(G, pi2).
Any acyclic orientation of G determines a partial order among the G-vertices, i.e., a poset.
Let us recall some basic facts about posets [24, Chapter 3].
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A poset is a set P with a binary relation ‘≤’ among the elements in P , where the binary
relation satisfies reflexivity, antisymmetry and transitivity. The poset will be denoted by
(P,≤), or P for short. If two elements x and y satisfy x ≤ y, we say x and y are comparable.
Furthermore, if x ≤ y but x 6= y, we write x < y. A linear extension of a poset P is an
arrangement of the elements in P , say si1si2 · · · sin, such that j ≤ k if sij ≤ sik in P .
Definition 2.2. Given a poset (P,≤), a (closed) interval [x, y], where x ≤ y, is the subset
{z ∈ P : x ≤ z ≤ y}. A chain of P is a subset of elements where any two elements are
comparable.
In this paper, we only consider posets (P,≤), where the cardinality |P | is finite and we
denote Int(P ) to be the set of all intervals of the poset (P,≤). For a function h : Int(P )→ K,
we write h(x, y) instead of h([x, y]).
Definition 2.3. The incidence algebra I(P,K) of (P,≤) over K is the K-algebra of all func-
tions h : Int(P )→ K, where multiplication of two functions h and r is defined by
(h · r)(x, y) :=
∑
x≤z≤y
h(x, z)r(z, y),
and (h · r · g)(x, y) = ((h · r) · g)(x, y).
See Stanley [24, Section 3.6, 3.7] for more on incidence algebras of posets.
Let P = {s1, . . . , sn}. The function h can be expressed as an n × n matrix H where the
rows (and columns) of H are indexed sequentially by s1, . . . , sn and the (i, j)-th entry is
[H ]ij =
{
h(si, sj), if si ≤ sj;
0, otherwise.
It is easy to check that the corresponding matrix of h · r equals the product of the matrices
H and R, where R is the corresponding matrix of the function r. If HR = RH = I, H (h)
and R (r) are inverse to each other, i.e. we have H−1 = R and R−1 = H . Furthermore, let
diag{a1, . . . , an} denote the n × n diagonal matrix where the (i, i)-th entry is ai. Then, we
have the following lemma.
Lemma 2.2. For k ≥ 1, we have
[Hk]ij =
∑
si≤sl1≤sl2≤···≤slk−1≤sj
h(si, sl1)h(sl1 , sl2) · · ·h(slk−1 , sj), (3)
[(H − Diag{H})k]ij =
∑
si<sl1<sl2<···<slk−1<sj
h(si, sl1)h(sl1 , sl2) · · ·h(slk−1 , sj), (4)
where Diag{H} = diag{[H ]11, . . . , [H ]nn}.
Proof. The first equation follows from the multiplication rule of matrices and the fact that
[H ]kl = 0 if sk  sl. The second equation follows by further noticing that [H−Diag{H}]kl = 0
if sk ≮ sl.
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3 Linear SDS over permutations and Mo¨bius functions
Let (G, f, pi) be a linear SDS. Then its local functions fvi can be encoded via the matrix
A =
v1 v2 v3 · · · vn



a11 a12 a13 · · · a1n v1
a21 a22 a23 · · · a2n v2
...
...
...
...
...
ai1 ai2 ai3 · · · ain vi
...
...
...
...
...
an1 an2 an3 · · · ann vn
(5)
and we set (G,A, pi) = (G, f, pi). Note that if all vertices update simultaneously, i.e., we have
a synchronous (or parallel) dynamical system, the system map is the linear transformation A.
The acyclic orientation Acyc(G, pi) induces a poset (P,≤) as follows:
(a) P = V (G);
(b) vi ≤ vj if vi = vj or there is an edge oriented from vi to vj;
(c) the binary relation ≤ on P is the transitive closure w.r.t. (b).
Meanwhile, the local functions A of the SDS induce a function hpi ∈ I(P,K):
hpi : Int(P )→ K, [vi, vj] 7→ aij.
Let Hpi be the matrix of hpi and Api = Hpi − Diag{Hpi} = Hpi − Diag{A}. Equivalently, Api
can be constructed from the matrix A by
(i) setting all diagonal entries to 0, and
(ii) for each pair aij and aji, i 6= j, set one of these equal to 0. Specifically, set aij = 0 if vi
precedes vj in pi.
Example 3.1. Consider the graph G = C4 as shown in Figure 1 (left).
0 1
23
0 1
23
0 1
23
Figure 1: The graph G = C4 (left), the acyclic orientation Acyc(G, 0123) (middle), and the
acyclic orientation Acyc(G, 0213) (right).
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Over F2, let the local functions
fi : xi 7→ xi−1 + xi + xi+1 (mod 2),
where the indices are taken modulo 4. Then, we have
A =


1 1 0 1
1 1 1 0
0 1 1 1
1 0 1 1

 , A0123 =


0 0 0 0
1 0 0 0
0 1 0 0
1 0 1 0

 , A0213 =


0 0 0 0
1 0 1 0
0 0 0 0
1 0 1 0

 .
We are now in position to present our first result:
Theorem 3.1. Let (G,A, pi) be a linear SDS. Then,
(G,A, pi) = (I − Api)
−1(A− Api). (6)
Proof. First, note that Fvi can be decomposed into Fvi = I + F¯vi , where F¯vi has nonzero
entries only at the i-th row as follows:
F¯vi =


0 0 0 · · · 0
0 0 0 · · · 0
...
...
...
...
ai1 · · · aii − 1 · · · ain
...
...
...
...
0 0 0 · · · 0


.
Accordingly,
(G,A, pi) = Fpi = FpinFpin−1 · · ·Fpi1 = (I + F¯pin)(I + F¯pin−1) · · · (I + F¯pi1)
= I +
n∑
m=1
∑
n≥km>···>k1≥1
F¯pikm · · · F¯pik1 . (7)
We shall consider the value of the (i, j)-th entry [Fpi]ij of Fpi. Let s = s1 · · · sk be a sequence.
If s′ = si1 · · · sij is a subsequence of s, we write s
′
✁ s.
Claim 1. For 1 ≤ m, i, j ≤ n, we have[ ∑
n≥km>···>k1≥1
F¯pikm · · · F¯pik1
]
ij
=
∑
vlm−1vlm−2 ···vl1vi✁pi
[F¯vi ]il1 [F¯vl1 ]l1l2 · · · [F¯vlm−1 ]lm−1j . (8)
To prove the claim, we observe[ ∑
n≥km>···>k1≥1
F¯pikm · · · F¯pik1
]
ij
=
∑
n≥km>···>k1≥1
∑
1≤lt≤n
1≤t≤m−1
[F¯pikm ]il1 [F¯pikm−1 ]l1l2 · · · [F¯pik2 ]lm−2lm−1 [F¯pik1 ]lm−1j.
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Note, if pikm 6= vi, then [F¯pikm ]il1 = 0. Similarly, for 1 ≤ t ≤ m − 1, if pikm−t 6= vlt , then
[F¯pikm−t ]ltlt+1 = 0. Thus, the RHS can be reduced to∑
vlm−1vlm−2 ...vl1vi✁pi
[F¯vi ]il1 [F¯vl1 ]l1l2 · · · [F¯vlm−2 ]lm−2lm−1 [F¯vlm−1 ]lm−1j ,
whence Claim 1.
Claim 2. For 1 ≤ m, i, j ≤ n, we have[ ∑
n≥km>···>k1≥1
F¯pikm · · · F¯pik1
]
ij
= [Am−1pi (A− I)]ij . (9)
Note if vi and vl1 are adjacent in G, vi appearing after vl1 implies vi < vl1 in the induced
poset. Thus, [F¯vi ]il1 is either equal to hpi(vi, vl1) or 0 depending on vi and vl1 being adjacent
or not. The same holds for [F¯vlt ]ltlt+1 for all 1 ≤ t ≤ m− 2. Therefore, the RHS of eq. (8) is∑
1≤lm−1≤n
( ∑
vi<vl1<···<vlm−1
hpi(vi, vl1)hpi(vl1, vl2) · · ·hpi(vlm−2 , vlm−1)
)
[F¯vlm−1 ]lm−1j
=
∑
1≤lm−1≤n
[Am−1pi ]ilm−1 [F¯vlm−1 ]lm−1j ,
where the last equality follows from Lemma 2.2, namely for fixed i and lm−1,∑
vi<vl1<···<vlm−1
h(vi, vl1)h(vl1 , vl2) · · ·h(vlm−2 , vlm−1) = [A
m−1
pi ]ilm−1 .
Consequently, we have[ ∑
n≥km>···>k1≥1
F¯pikm · · · F¯pik1
]
ij
=
∑
1≤lm−1≤n
[Am−1pi ]ilm−1 [F¯vlm−1 ]lm−1j
=
∑
1≤lm−1≤n
[Am−1pi ]ilm−1 [A− I]lm−1j = [A
m−1
pi (A− I)]ij ,
completing the proof of Claim 2.
Summing over all 1 ≤ m ≤ n, we obtain
Fpi = I + (A− I) + Api(A− I) + A
2
pi(A− I) + · · ·+ A
n−1
pi (A− I)
= I + (I + Api + A
2
pi + · · ·+ A
n−1
pi )(A− I).
Finally, we observe that
(I − Api)(I + Api + A
2
pi + · · ·+ A
n−1
pi ) = I − A
n
pi. (10)
According to Lemma 2.2, Anpi = 0 since there is no chain of size larger than n in a poset with
n elements. Thus, we obtain I + Api + A
2
pi + · · ·+ A
n−1
pi = (I − Api)
−1. Hence,
Fpi = I + (I −Api)
−1(A− I) = (I −Api)
−1(A−Api),
completing the proof of the theorem.
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Theorem 3.2. For a finite field K, any synchronous linear dynamical system map Kn → Kn
can be expressed as a linear SDS over K.
Proof. It is well known that any square matrix T has an LUP decomposition [25, 26], i.e., there
exists a permutation matrix P , a unit lower triangular matrix L (i.e., all diagonal entries are
1 in L), and an upper triangular matrix U such that PT = LU . By construction the matrix
PT is obtained from T by reordering the rows. Recall that a synchronous linear dynamical
system is a linear system with parallel updating and the system map is described by a matrix
whose rows encode the local functions. Clearly, different orderings of the local functions (into
rows) can be easily converted into each other, thus has no effect on understanding the system
dynamics. Accordingly, we may assume that the matrix T of a linear synchronous system
has w.l.o.g. the property that T = LU . We further assume the rows and columns of T are
indexed by v1, . . . , vn. Since L is unit lower triangular, it is invertible and its inverse is also a
unit lower triangular matrix. As a result, there exists a lower triangular matrix, A, having 0
as diagonal entries, such that (I −A)−1 = L.
Claim. The linear transformation T equals the system map of the linear SDS (G,U+A, pi),
where
(a) the dependency graph G is determined by U + A, where if either [U + A]ij 6= 0 or
[U + A]ji 6= 0 , then vi and vj are adjacent in G, and not adjacent otherwise,
(b) the update schedule pi = v1 · · · vn.
The particular choice of pi implies that (U + A)pi is a lower triangular matrix, i.e., any entry
above the main diagonal is set to zero. Since U is upper triangular and A is lower triangular,
we have (U + A)pi = A. Then, by Theorem 3.1 we arrive at
(G, (U + A), pi) = (I −A)−1((U + A)−A) = LU = T,
completing the proof of the theorem.
An SDS is called invertible if the map (G, f, pi) : Kn → Kn is invertible. Let pi[r] denote
the reverse order of pi, i.e., pi[r] = pin · · ·pi2pi1.
Proposition 3.3. Let (G,A, pi) be a linear SDS and D = Diag{A}. Then (G,A, pi) is invert-
ible iff aii 6= 0 for all 1 ≤ i ≤ n and
(G,A, pi)−1 = (G,B, pi[r]), (11)
where Bpi[r] = −D
−1Api[r] and Bpi = −D
−1Api and Diag{B} = D
−1.
Proof. Invertibility follows from the invertibility of the maps Fvi which is easily checked when
considering their matrix representation. The matrix of the linear SDS (G,B, pi[r]) is given by
(I − (−D−1A)pi[r])
−1(D−1 + (−D−1A)pi) = (I +D
−1Api[r])
−1D−1(I − Api)
= [(I − Api)
−1(D + Api[r])]
−1,
which is the inverse of (G,A, pi).
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Remark 3.4. In view of (I−Api)
−1(A−Api) = (I−Api)
−1(Diag{A}+Api[r]), (I−Api)
−1 ∈ I(P,K)
and Diag(A) + Api[r] can be considered as a function in the incidence algebra over the poset
having the reverse order.
Proposition 3.5. Let P be a poset over {s1, . . . , sn}. For any H ∈ I(P,K) such that Hii = 1
for 1 ≤ i ≤ n, there exists a linear SDS whose matrix equals H−1.
Proof. Given P and H ∈ I(P,K), we construct an SDS as follows:
Step 1. Define a graph G having {s1, . . . , sn} as vertices and an G-edge is placed connecting
si and sj iff they are comparable in P .
Step 2. Let xi denote the state of the G-vertex si. Define
fsi : xi 7→ ai1x1 + ai2x2 + · · ·+ ainxn,
where aii = 1, aij = −Hij = −h(si, sj) if si < sj in P , set aij = 0 otherwise.
Step 3. Choose the update schedule pi = pi1 · · ·pin such that pi
[r] is a linear extension of (P,≤).
Claim. The system map of the linear SDS (G,A, pi) equals H−1.
To prove the claim, we observe I − Api = H and Api[r] = 0, and compute via Theorem 3.1
(G,A, pi) = (I − Api)
−1(Diag{A}+ Api[r]) = H
−1I = H−1.
This proves the claim and whence the proposition.
Remark 3.6. The condition Hii 6= 0 above is necessary, otherwise H is not invertible as H is
‘essentially’ a triangular matrix. A particularly interesting function in I(P,K) is the Mo¨bius
function µ which is the inverse of the zeta function ζ ∈ I(P,K), ζ(x, y) = 1 for any x ≤ y in
P . We can compute the Mo¨bius function µ of any poset by Proposition 3.5 via a linear SDS.
Example 3.2. We compute the Mo¨bius function of the poset P displayed in Figure 2 (a).
According to Proposition 3.5, if we start with H corresponding to the zeta function of P ,
then the system map of the constructed SDS equals the Mo¨bius function U = H−1 of P . The
underlying graph of the SDS is illustrated in Figure 2 (b). The local functions are encoded
via the matrix A and we eventually obtain U as follows:
A =
1 2 3 4 5 6



1 −1 0 −1 −1 −1 1
0 1 0 −1 −1 −1 2
0 0 1 −1 −1 −1 3
0 0 0 1 0 −1 4
0 0 0 0 1 −1 5
0 0 0 0 0 1 6
, U =
1 2 3 4 5 6



1 −1 0 0 0 0 1
0 1 0 −1 −1 1 2
0 0 1 −1 −1 1 3
0 0 0 1 0 −1 4
0 0 0 0 1 −1 5
0 0 0 0 0 1 6
The update schedule pi = 654321 is the reverse of the linear extension 123456 of P .
9
12
3
4 5
6
1
2
4
3
5
6
(a) (b)
Figure 2: (a). The Hasse diagram of a poset P with 6 elements; (b). The underlying graph
of the constructed SDS for P .
Since U = (G,A, pi) and UI = U , the j-th column of U is the system state updated from the
system state specified by the j-th column of I. For example, to compute the 4-th column of U ,
we start with the system state [0, 0, 0, 1, 0, 0], and updating the vertices sequentially (following
the pi-order), we obtain [0,−1,−1, 1, 0, 0]. In order to compute the 6-th column of U , we start
with the system state [0, 0, 0, 0, 0, 1] and update the vertices to obtain [0, 1, 1,−1,−1, 1].
4 Linear SDS over words and a cut theorem of posets
Suppose ω = w1 · · ·wm is a word of G-vertices, where vi appears |ω|vi = mi ≥ 1 times. Clearly,
we have m =
∑
imi ≥ n. Note that two adjacent vertices vi and vj may appear in ω in the
pattern vi, . . . , vj , . . . , vi, . . . . This prevents us from directly working on a poset determined
by some acyclic orientation of G. In order to remedy this we proceed as follows:
Definition 4.1. Given a matrix Tn×n = [tij] and a tuple s = (m1, . . . , mn), where
∑
kmk = m
and mk ≥ 1. The block-expansion of (T, s) is the matrix
e(T, s) obtained from T by replacing
the entry tij for 1 ≤ i, j ≤ n by an mi ×mj matrix with all entries being equal to tij .
Definition 4.2. Given a matrix Tm×m = [tij ] and a tuple s = (m1, . . . , mn), where
∑
kmk = m
andmk ≥ 1. The block-compression of (T, s) is the matrix
c(T, s) obtained from T by replacing
the block in T bounded by the (1+
∑
k<rmk)-th row, the (
∑
k≤rmk)-th row, the (1+
∑
k<lmk)-
th column and the (
∑
k≤lmk)-th column, by the sum over all the entries in the block for all
1 ≤ r, l ≤ n, where m0 is assumed to be 0.
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Example 4.3. Let s = (2, 2). Then,
T =
(
1 2
3 4
)
=⇒ e(T, s) =


1 1 2 2
1 1 2 2
3 3 4 4
3 3 4 4

 ,
T =


1 1 3 2
3 3 2 2
5 3 4 4
3 4 5 4

 =⇒ c(T, s) =
(
8 9
15 17
)
.
Theorem 4.1. Let (G,A, ω) be a linear SDS over a word ω = w1 · · ·wm where |ω|vi = mi ≥ 1.
Let a tuple s = (m1, . . . , mn) and B =
e(A − I, s) be a matrix with both rows and columns
indexed by u1, . . . , um, and let ω¯ = w¯1 · · · w¯m be a sequence on ui’s, obtained by substituting
the k-th appearance of vi in ω by u∑i−1
j=1mj+k
. Then,
(G,A, ω) = I + c((I −Bω¯)
−1, s)(A− I). (12)
Proof. First we have
(G,A, ω) = FwmFwm−1 · · ·Fw1 = (I + F¯wm)(I + F¯wm−1) · · · (I + F¯w1)
= I +
m∑
l=1
∑
m≥kl>···>k1≥1
F¯wkl · · · F¯wk1 .
Let s = s1 · · · sk be a sequence. If s
′ = si1 · · · sij is a subsequence of s, we write s
′
✁ s.
Claim 1. For l ≥ 1, n ≥ i, j ≥ 1,[ ∑
m≥kl>···>k1≥1
F¯wkl · · · F¯wk1
]
ij
=
∑
vd1 ...vdl−1vi✁ω
[F¯vi ]idl−1 [F¯vdl−1 ]dl−1dl−2 · · · [F¯vd1 ]d1j , (13)
where the summation on the RHS is over all length-l subsequences ending with vi in ω (note
here and in the following, a subsequence may appear multiple times due to the multiplicity of
vertices in ω), and interpreted as
∑
vi∈ω
[F¯vi ]ij , i.e. summation over all occurrences of vi, for
l = 1. The LHS of eq. (13) is formally equal to a summation over all subsequences of length
l. It reduces to the RHS by the argument given by Claim 1 in Theorem 3.1, the difference
being that some vertices may appear multiple times in a subsequence.
Claim 2. For l ≥ 1, n ≥ i, k ≥ 1,∑
vkvj1 ...vjl−1vi✁ω
[F¯vi ]ijl−1 [F¯vjl−1 ]jl−1jl−2 · · · [F¯vj1 ]j1k = [
c(Blω¯, s)]ik. (14)
Note that the summation of the LHS of eq. (14) is over all length-(l+1) subsequences starting
with vk and ending with vi in ω. Fixing an occurrence of vi and vk in ω (e.g., the leftmost
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pair of vi and vk in the following illustration),
v-sequence ω : w1 w2 · · · vk

· · · vi

· · · vk · · · vi · · · wm−1 wm
u-sequence ω¯ : w¯1 w¯2 · · · uq · · · up · · · uq¯ · · · up¯ · · · w¯m−1 w¯m
we compute the summation over all length-(l + 1) subsequences starting with this vk and
ending with this vi: fixing a subsequence vkvj1 . . . vjl−1vi in ω, this subsequence corresponds to
a subsequence uquj′1 . . . uj′l−1up in ω¯. Let Rui be the matrix induced by the row indexed by ui
in B, in analogy to the construction of Fvi induced by the i-th row of A. Let Rui = I + R¯ui .
Then, by construction,
[F¯vi ]ijl−1[F¯vjl−1 ]jl−1jl−2 · · · [F¯vj1 ]j1k = [R¯up ]pj′l−1[R¯uj′l−1
]j′
l−1j
′
l−2
· · · [R¯uj′
1
]j′1q.
Thus, the summation over all length-(l + 1) subsequences starting with this vk and ending
with this vi is tantamount to summing over all length-(l + 1) subsequences starting with uq
and ending with up in ω¯, that is,∑
vkvj1 ...vjl−1vi✁ω
vk→uq,vi→up
[F¯vi ]ijl−1[F¯vjl−1 ]jl−1jl−2 · · · [F¯vj1 ]j1k
=
∑
uquj′
1
...uj′
l−1
up✁ω¯
[R¯up]pj′l−1[R¯uj′
l−1
]j′
l−1j
′
l−2
· · · [R¯uj′1
]j′1q = [B
l
ω¯]pq, (15)
where the last equation follows from Lemma 2.2, in view of the fact that ω¯ induces a partial
order on u-elements such that up < uj′
l−1
< uj′
l−2
< · · · < uj′1 < uq.
To prove Claim 2, we sum over all pairs of vi, vk such that vi appears after vk in ω on the
LHS of eq. (15), which implies summing over all p, q such that up is a substitution of vi, uq is
a substitution of vk, and up appears after uq in ω¯ on the RHS of eq. (15). Note if p, q are such
a pair for the latter, then [Blω¯]qp = 0 as there is no chain (of length l + 1) directed from uq
to up in the partial order induced by ω¯, thus the latter equals to summing over all p, q such
that up is a substitution of vi and uq is a substitution of vk in ω¯. By construction, all of the
mi u-elements corresponding to vi and mk u-elements corresponding to vk, respectively, are
consecutively arranged in B (thus Blω¯), whence the summation over all p, q means to sum over
an mi ×mk block in B
l
ω¯. Accordingly, we arrive at∑
1≤p, q≤m
vp, a subst. of vi
vq, a subst. of vk
[Blω¯]pq = [
c(Blω¯, s)]ik,
and Claim 2 is proved.
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Applying Claim 1 and Claim 2, we compute[ ∑
m≥kl>···>k1≥1
F¯wkl · · · F¯wk1
]
ij
=
∑
vd1 ...vdl−1vi✁ω
[F¯vi ]idl−1 [F¯vdl−1 ]dl−1dl−2 · · · [F¯vd1 ]d1j
=
n∑
d1=1
( ∑
vd1 ...vdl−1vi✁ω
[F¯vi ]idl−1 [F¯vdl−1 ]dl−1dl−2 · · · [F¯vd2 ]d2d1
)
[F¯vd1 ]d1j =
n∑
d1=1
[ c(Bl−1ω¯ , s)]id1 [A− I]d1j
= [ c(Bl−1ω¯ , s)(A− I)]ij .
Therefore,
(G,A, ω) = I + c(B0ω¯, s)(A− I) +
c(B1ω¯, s)(A− I) + · · ·+
c(Bm−1ω¯ , s)(A− I).
In view of c(A, s) + c(B, s) = c(A+B, s), we observe
c(B0ω¯, s) +
c(B1ω¯, s) + · · ·+
c(Bm−1ω¯ , s) =
c(B0ω¯ +B
1
ω¯ + · · ·+B
m−1
ω¯ , s).
Since B0ω¯ +B
1
ω¯ + · · ·+B
m−1
ω¯ = (I − Bω¯)
−1 we obtain
(G,A, ω) = I + c((I −Bω¯)
−1, s)(A− I),
completing the proof of the theorem.
Example 4.4. Consider the linear SDS (G, f, ω) where G, f are as defined in Example 3.1
with update schedule ω = 013120321. Following the construction, ω¯ = u1u3u8u4u6u2u9u7u5
and s = (2, 3, 2, 2),
A =


1 1 0 1
1 1 1 0
0 1 1 1
1 0 1 1

 , B = e(A− I, s) =


0 0 1 1 1 0 0 1 1
0 0 1 1 1 0 0 1 1
1 1 0 0 0 1 1 0 0
1 1 0 0 0 1 1 0 0
1 1 0 0 0 1 1 0 0
0 0 1 1 1 0 0 1 1
0 0 1 1 1 0 0 1 1
1 1 0 0 0 1 1 0 0
1 1 0 0 0 1 1 0 0


,
Bω¯ =


0 0 0 0 0 0 0 0 0
0 0 1 1 0 0 0 1 0
1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
1 1 0 0 0 1 1 0 0
0 0 1 1 0 0 0 1 0
0 0 1 1 0 0 0 1 1
1 0 0 0 0 0 0 0 0
1 1 0 0 0 1 0 0 0


, (I −Bω¯)
−1 =


1 0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 1 0
1 0 1 0 0 0 0 0 0
1 0 0 1 0 0 0 0 0
1 0 1 1 1 0 1 1 1
1 0 1 1 0 1 0 1 0
0 1 1 1 0 1 1 1 1
1 0 0 0 0 0 0 1 0
1 1 0 0 0 1 0 0 1


.
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Then,
(G,A, ω) = I + c((I −Bω¯)
−1, s)(A− I) = I +


1 0 0 1
1 1 1 0
0 0 1 1
1 0 1 0

 (A− I).
Suppose the update schedule ω is the concatenation of two words ω1 and ω2, i.e., ω = ω1ω2,
such that each G-vertex appears at least once in both. Clearly, we have (G,A, ω) = (G,A, ω2)◦
(G,A, ω1). Applying Theorem 4.1 leads to the relation
I + c((I − Bω¯)
−1, s)(A− I)
=
(
I + c
(
(I − Bω¯2)
−1, s2
)
(A− I)
)(
I + c
(
(I − Bω¯1)
−1, s1
)
(A− I)
)
, (16)
where s, s1 and s2 encode the multiplicities of the vertices appearing in ω, ω1 and ω2, respec-
tively.
Note a matrix of the form I − Tpi (recall the construction of Api in Section 3) can always
be interpreted as an element in I(P,K) for some P . Thus, eq. (16) implies a relation among
three posets (induced by ω, ω1 and ω2, respectively). In particular, if I − Bω¯, I − Bω¯1 and
I −Bω¯2 are the zeta functions of the posets, eq. (16) expresses a relation of the corresponding
Mo¨bius functions.
Our next objective is to study this relation in more detail, i.e., explicitly derive these three
posets and how eq. (16) implies a relation among their Mo¨bius functions. As a result, we
obtain a cut theorem of posets w.r.t. certain chain decompositions.
Given a graph G and a word ω = w1 · · ·wm, where |ω|vi = mi ≥ 1, we introduce the graph
Gω with V (Gω) = {u1, . . . , um} via the following data:
• a mapping φ : V (Gω) → V (G), where φ
−1(vi) = {u1+∑i−1j=0mj
, . . . , umi+
∑i−1
j=0mj
} and
m0 = 0,
• ui and uj are adjacent in Gω if φ(ui) and φ(uj) are adjacent in G, or if φ(ui) = φ(uj).
Let ω¯ be defined as in Theorem 4.1. Then, ω¯ determines an acyclic orientation of Gω, i.e. a
poset P , and the matrix I − Bω¯ ∈ I(P,K). Furthermore, all u-elements that map into a
fixed v form a Gω-clique, representing a particular P -chain, which we call a clique-chain.
The construction here is related to heaps [23, 27], if we consider the acyclic orientation of
Gω (induced by an update schedule) and the map φ : V (Gω) → V (G) together. It is a
very particular heap though, as in a general heap, the involved graph and poset are usually
independent instead of having a close relation.
If ω = ω1ω2, then the above construction gives rise to three graphs, Gω, Gω1 and Gω2, and
Gω1 and Gω2 can naturally be considered as subgraphs of Gω, such that any P clique-chain
C = (ξ1 < · · · < ξs) is cut into the two clique chains (ξ1 < · · · < ξh(C)) and (ξh(C)+1 < · · · < ξs).
The latter are elements in the posets P2(ω2) and P1(ω1), respectively. By construction, the
acyclic orientations on Gωi that are determined by ω¯i are compatible with Acyc(Gω, ω¯). Thus,
Pi is a subposet of P , and all elements in P2 are smaller than P1-elements in P , if they are
comparable.
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Example 4.5. Consider the graph G = C4 and the update schedule ω = 013120321. Fol-
lowing the construction introduced above, the graph Gω is shown in Figure 3 and ω¯ =
u1u3u8u4u6u2u9u7u5. Let ω1 = 01312 and ω2 = 0321. Accordingly, ω¯1 = u1u3u8u4u6 and
ω¯2 = u2u9u7u5. The graph Gω1 is the subgraph induced by the vertices u1, u3, u8, u4, u6 while
Gω2 is the subgraph induced by the rest of vertices.
u1
u2
u3
u4
u5
u6 u7
u8
u9
Figure 3: The graph Gω constructed from C4 and ω = 013120321.
Definition 4.6. Let (P,≤) be a poset. A homogeneous chain decomposition C of P is a
collection of mutually disjoint chains {C1, . . . , Cn} such that
⋃
i Ci = P , and if x ∈ Ci and
y ∈ Cj are comparable, then all elements in Ci and Cj are comparable.
Definition 4.7. Suppose C = {C1, . . . , Cn} is a homogeneous chain decomposition of P . A
C-cut of P is a cut of each chain Ci = (ξ1 < · · · < ξs) into C
low
i = (ξ1 < · · · < ξh(i)) and
C
up
i = (ξh(i)+1 < · · · < ξs) such that elements in C
low
i are smaller than elements in C
up
j if
comparable.
Any C-cut of P induces the subposets P low and P up, in which Clow = {C low1 , . . . , C
low
n } and
Cup = {Cup1 , . . . , C
up
n } are homogeneous chain decompositions of P
low and P up, respectively.
See Figure 4 for an example, where elements on the same vertical form a chain.
Let GC be the C-graph of P , having the chains Ci as vertices and in which Ci and Cj
are adjacent iff their respective elements are comparable. Let J = I + J0, where J0 is the
adjacency matrix of the C-graph indexed by C1, . . . , Cn, i.e., [J0]ij = 1 if Ci and Cj (i 6= j)
are adjacent in GC, [J0]ij = 0, otherwise.
In the homogeneous chain decomposition of P , suppose Ci = {si1, . . . , simi} and sij <
si(j+1). Let W = w1 · · ·wN be any linear extension of P and let ω be a word on the vertex set
of GC which is obtained fromW
[r] (i.e., the reverse ofW ) by replacing wi with Cj if wi belongs
to Cj . Let U be the matrix of the Mo¨bius function of P with the rows and columns indexed
by s11, . . . , s1m1 , s21, . . . , s2m2 , . . . , sn1, . . . , snmn. Let s = (m1, . . . , mn). Then, we have the
following lemma:
Lemma 4.2. The matrix form of the linear SDS (GC, I − J, ω) is I −
c(U, s)J .
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P2
P1
Figure 4: Making a cut on each chain (vertical dashed line) of P leads to the upper sub-poset
P2 and the lower sub-poset P1, where all elements in P1 are assumed to be smaller than those
in P2 if comparable although the corresponding arrows are not shown here.
Proof. Theorem 4.1 allows us to compute (GC, I−J, ω) as follows: let B =
e(−J, s) with rows
and columns indexed by s11, . . . , s1m1 , s21, . . . (corresponding to those u’s in Theorem 4.1). The
sequence ω¯ induced by ω is then W [r] (i.e., the reverse of W ). By construction
[Bω¯]si1j1si2j2 =
{
−1, if si1j1 appears before si2j2 in W , and Ci1 and Ci2 are comparable;
0, otherwise.
In other words,
[I − Bω¯]si1j1si2j2 =
{
1, if si1j1 < si2j2 in P ;
0, otherwise,
so that I − Bω¯ is the matrix of the zeta function of P and (I − Bω¯)
−1 is the matrix of the
Mo¨bius function, U . According to Theorem 4.1 we have
(GC, I − J, ω) = I +
c((I − Bω¯)
−1, s)(−J + I − I) = I + c(U, s)(−J),
completing the proof.
Suppose a C-cut leads to P low and P up, such that each Ci is split into
C lowi = {si1, . . . , sim′i}, C
up
i = {sim′i+1, . . . , simi}.
Let U low be the matrix of the Mo¨bius function of P low with the rows and columns being
indexed by
s11, . . . , s1m′1 , s21, . . . , s2m′2 , . . . , sn1, . . . , snm′n
and Uup be the matrix of the Mo¨bius function of P up with the rows and columns indexed by
s1(m′1+1), . . . , s1m1 , s2(m′2+1), . . . , s2m2 , . . . , sn(m′n+1), . . . , snmn .
16
Lemma 4.3. Given P and a C-cut, specifying P low, P up, there exists a linear extension W of
P such that W is a concatenation of W1 and W2, i.e., W = W1W2, where W1 and W2 are
linear extensions of P low and P up, respectively.
Proof. By assumption, all P low-elements are smaller than P up-elements if they are comparable
in P . Then, there certainly exists a linear extension of P where the elements in P low come
before the elements in P up. It is clear that any such linear extension can be written as a
concatenation of a linear extension of P low and a linear extension of P up, whence the lemma.
Accordingly, starting with an arbitrary poset P , we construct the graph GC , whose vertices
are P -chains. By Lemma 4.2, any linear SDS over GC can be expressed as a matrix and by
Lemma 4.3, given P and a C-cut, P has a linear extension that can be decomposed into a
concatenation of linear extensions of P low and P up, respectively.
As a result, we obtain the following cut theorem:
Theorem 4.4 (Cut theorem). Let (P,≤) be a poset having the homogeneous chain decomposi-
tion C = {C1, . . . , Cn} and a C-cut inducing posets P
low and P up. We further assume the C-cut
splits each chain Ci = {si1, . . . , simi} into C
low
i = {si1, . . . , sim′i} and C
up
i = {sim′i+1, . . . , simi}.
Let s = (m1, . . . , mn), s
low = (m′1, . . . , m
′
n) and s
up = (m′′1, . . . , m
′′
n), where m
′
i + m
′′
i = mi.
Then, we have
c(U, s)J = c(U low, slow)J + c(Uup, sup)J − c(U low, slow)J c(Uup, sup)J, (17)
where J = I + J0 and J0 is the adjacency matrix of the C-graph GC. In particular, if J is
invertible, we have
c(U, s) = c(U low, slow) + c(Uup, sup) − c(U low, slow)J c(Uup, sup). (18)
Proof. According to Lemma 4.3, we can pick a linear extension W of P , such thatW = W1W2
whereW1 andW2 are linear extensions of P
low and P up, respectively. Then, the corresponding
word ω (associated with W [r]) can be split into two words ω1 and ω2 such that ωi is induced
by the reverse order of Wi. Note that the “GC-graphs” induced by the homogeneous chain
decompositions (induced by the cut) of P low and P up are exactly the same as GC. Hence, by
Lemma 4.2, we have
(GC, I − J, ω1) = I +
c(U low, slow)(−J) and (GC, I − J, ω2) = I +
c(Uup, sup)(−J).
The ω-update can be viewed as updating via ω2 first and then updating via ω1 and thus
is tantamount to composing the linear SDS:
(G,A, ω) = (G,A, ω1) ◦ (G,A, ω2).
We consequently arrive at the identity
I + c(U, s)(−J) = (I + c(U low, slow)(−J))(I + c(Uup, sup)(−J)),
which is equivalent to
c(U, s)J = c(U low, slow)J + c(Uup, sup)J − c(U low, slow)J c(Uup, sup)J.
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5 Discussion
In this paper, we studied linear SDS and their connection with incidence algebras of posets. On
the one hand, we employed the incidence algebra of posets, in order to derive an explicit closed
formula for any linear sequential dynamical system as a synchronous linear dynamical system.
We furthermore proved constructively that for any synchronous linear system, there exists a
linear SDS equivalent. On the other hand, SDS provided insight into posets: in Proposition 3.5
we computed the Mo¨bius function of an arbitrary poset via an SDS. In addition, we presented
a cut theorem for the Mo¨bius function of posets w.r.t. homogeneous chain decompositions.
This line of work can easily be extended to block-sequential systems [12], i.e. dynamical
systems exhibiting parallel as well as sequential updates. Given a connected simple graph G
with n vertices, let p = S1 · · ·Sk be an ordered partition of V (G) into k blocks, i.e., Si ⊂ V (G),
Si ∩ Sj = ∅ for i 6= j, and
⋃k
i=1 Si = V (G). The Si-vertices are updated in a parallel, while
for i < j, the block Si is updated before Sj . If the local functions fvi are linear, the system
is called a linear block-sequential dynamical system. The system (and system map) will be
denoted as (G, f, p) or (G,A, p).
Suppose Si = {vi1, . . . , viki}. Obviously,
∑
i ki = n. We first observe that parallel updating
the states of the vertices in Si is equivalent to applying the transformation
FSi =


1 0 0 · · · 0 0
0 1 0 · · · 0 0
...
...
...
. . .
...
...
ai11 ai12 ai13 · · · ai1n−1 ai1n
...
...
...
. . .
...
...
aiki1 aiki2 aiki3 · · · aikin−1 aikin
...
...
...
. . .
...
0 0 0 · · · 1 0
0 0 0 · · · 0 1


.
Then, if X1 = (G, f, pi)X0, we have
X1 = FSkFSk−1 · · ·FS1(X0). (19)
In analogy to Theorem 3.1, we can obtain a closed matrix formula for the composition of these
transformations.
Let Ap be the matrix defined as follows:
• if vix ∈ Si and vjy ∈ Sj are adjacent in G, and i > j, then [Ap]ixjy = aixjy ;
• and [Ap]ixjy = 0, otherwise.
Then we have the following extension of Theorem 3.1:
Theorem 5.1. Let (G,A, p) be a linear block-sequential dynamical system. Then,
(G,A, p) = (I − Ap)
−1(A− Ap). (20)
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Note, if V (G) is organized in just a single block (i.e. we have a synchronous system), then
Ap = 0, by construction and the system map equals A. If V (G) is organized into n blocks of
size one, then Ap = Api for some permutation pi on V (G) and we recover Theorem 3.1.
Theorem 3.2 motivates to study the question of whether or not any synchronous system
Kn → Kn can be written as an SDS over K. It is easy to construct an SDS for such a system
φ : Kn → Kn by doubling the dimension of the phase space as follows:
• let the coordinates in the tuples in Kn be indexed by v1, . . . , vn;
• we construct a complete bipartite graph Kn,n having vertices v1, . . . , vn, u1, . . . , un;
• the local function fvi : xvi 7→ xui , and fui : xui 7→ φ([. . . , xvi , . . . ])|i, i.e., induced by the
projection onto the i-th coordinate of φ-value;
• update the system sequentially following the order u1 · · ·unv1 · · · vn.
Let the coordinates of the system states of this SDS be indexed by v1, . . . , vn, u1, . . . , un. Then,
it is not hard to check that the SDS map restricted to the first n coordinates represents the
map φ.
For any finite poset P with 0ˆ and 1ˆ, the number µP (0ˆ, 1ˆ) encodes key information. Propo-
sition 3.5 establishes the computation of the Mo¨bius function of P by means of an SDS,
constructed from P . This motivates to ask if key P -determinants, in particular, µP (0ˆ, 1ˆ),
have an SDS-interpretation.
Finally, we are interested in studying applications of Theorem 4.4 to specific posets, for
instance, the poset arising from divisibility relations of natural numbers, or root posets of
Coxeter systems.
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