1. Introduction. In this discussion we examine a method, motivated by M. Rose [4] , for the determination of the temperature distribution in a medium undergoing a change of phase.
Consider a semi-infinite slab x ^ 0 of material which has a critical temperature Tc > 0 at which a change of phase occurs. Let the slab be initially at a constant temperature V > Tc. If at the initial time, t = 0, the temperature at x = 0 is set at T = 0 and remains so for all time, then a phase changing process is initiated. Hence at a later time there is a region, 0 Ú x ^ x , consisting of material in Phase "I" separated from the material in the original Phase "II" by a front x*it) moving to the right (see Figure 1 ). Let H be the latent heat of the material, which is lost during the change from Phase II into Phase I. We will for simplicity suppose that the density p of the material is the same for each phase. Let Ci, K\ and c2, K2 be the specific heat and the conductivity of Phase I material and Phase II material respectively, and set k¡ = Ki/idp), i = 1,2.
The problem of finding the temperature distribution in this situation was solved explicitly by F. Neumann (see [1, Chapter XI] ).
We wish to consider a related problem for a function which up to an additive constant can be identified with the specific internal energy, and show that the above problem is equivalent to this related one, by obtaining from it, Neumann's explicit solution.
Let Tix, t) be the temperature of the slab at time t and position x, and define T to be a function of the "internal energy" e by the relation (1) Tie) H ge g H + e, (2) *(e) = \ô, íí + eáeá2fl-e, <foie), 2H -e g e g 2H, k2 , 2H g e where <¡>i, <j>2 are any smooth monotonie functions so defined that «(e) together with its first derivative /(e), is continuous (see Figure 3 ). In Section 2 we find a solution 
ei # -CiTc, e2 = 2H + c2 and show that for e -> 0, á -» 0, it yields Neumann's solution. This proof justifies some confidence in the numerical method based on the specific interval energy formulation proposed by Rose [4] for solving the Stefan problem. In Section 4, we investigate a numerical example which reveals certain unanswered questions related to the accuracy of the numerical scheme as a function of the parameters introduced in Section 2 to study the specific internal energy formulation. The scheme proposed by Rose [4] corresponds to a special choice of these parameters. The author wishes to thank Professor E. Isaacson for introducing him to this subject, and for many helpful discussions about it.
2. Solution of the Problem. Using Boltzmann's transformation z = z/(4i) 1/2, problem (3a, b) is transformed into the following boundary value problem for a function Eiz) = eix,t).
Find Eiz) such that:
where by (3c),
This problem is dealt with in the following manner. For any number A > 0 there exists a unique function Eiz) satisfying (4a) and the initial conditions (5) Figure 3 . K=K(e) or equivalently, the integral equation
ds (see [2] ), and defined for all values of z. Moreover, since k(J^(s)) ^ 5 > 0 for all s, the integral on the right-hand side of (6) converges as z tends to infinity, to a well defined limit; thus Eiz) converges as well to a definite limit, which we denote by <b.
Conversely, for any <p > ei we can find a constant A > 0 and thus a corresponding Eiz) for which Now for a given <j>, both A and Eiz) depend on the choice of e in (2) . From (6), E\z) > 0 for all z, so that, if <¡> > 2H there are points zH+t > zH , and z2H > z2B^t for which (9) Eizn) = H, EizH+i) =H + e, Eitu-.) = 2H -e, Eiz2B) = 2H-From (7), (8),
and A is bounded independently of e. Since by (6), (9), and (2),
with Erf the error function, while by (4c), (10),
we find that zH is bounded from below by a positive constant independent of e.
On the other hand, from (6), (7), (10a) 0<<p-iH + e) = A f _*«?{-['-Mr) da
so that 2i/+e (and thus zH) is bounded from above by a constant independent of e. Now by (6),
so that as e -> 0, Zh+c -zH -> 0. Similarly, we can easily show that z2H-t, z2H are bounded by positive constants independent of e, and z2H -z2B-t -> 0. Let now e -» 0 and ^ > 2Jï be fixed. Then for each « we can find a value A and a function Eiz) obeying (6). Choose a sequence en -> 0 such that the corresponding sequences of points zH , zH+t, and z2H-e, z2H converge to values denoted by zH , z2H, while the A-values converge to a value A. The corresponding functions Eiz) are uniformly bounded (by 4>), and equicontinuous in every z interval, since the derivatives:
are uniformly bounded independently of e. Thus by the Arzela-Ascoli lemma, we can extract a uniformly convergent subsequence converging to a continuous function Eiz), satisfying Eq. (6), where k (2?) is now a piecewise constant function:
and Ei » ) =0.
We now claim that for a given 0 > 2H there is only one such function Eiz) determined by a unique A, which is equal to <t> at z -<x>.
To see this we need only to show that <p increases monotonically as A increases, for any solution of (6). But as A increases, (11) implies that zH decreases, while by (6), (14), A p* f ,. 2tdt\.
h--tL expH mtY)}ds
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Letting t = s -zH in this integral, we find that
5 exp ízh2/ki) Jo so that as A increases, the integral in (15a) must decrease; since zH decreases with increasing .4, z2B -zB must decrease and so z2B must decrease as well. However, by (6), (14),
supposing without loss of generality that m ^ k2 , we see that as A increases, <b will also increase. Thus for each <j> we can find a unique A and a solution Eiz) of (6), ( 14). Choose that solution Eiz) for which <j> = Ei») = e2. Eiz) is continuous, and on the
having jump discontinuities at zB , z2B . For z ?¿ zB , (18a) Eiz) = ei + -f exp j--l ds,
and for 22ff á z,
We claim now that as 5 -> 0, Eiz) tends to the internal energy function corresponding by (1) , to Neumann's solution. To see this, we show that as 5 -* 0, z2B -zB -> 0 and z2H , zB tend to some common finite number z . We will again assume, without loss of generality that m S i¡, and 8 « ki . By using (10) with 4> = e2 and k = k2 and (16a), we find that
2ff" -> 0 as 5 -> 0.
We next claim that there exists a bound Mi independent of 5, such that (22) zB , z2B ^ Mi.
However, noting that for ki < k2 , and since z2B > zB , the first two exponentials in (16a), with <t> = e2, are bounded by 1, we substitute the value of A obtained by writing z = zB in (18a), and find
Jo for all small 5 > 0. If for some null sequence of 8 values, we had z2B -> 00, then by (21c) we must have zB bounded away from 0, in which case the right hand side would tend to zero, which is impossible. Thus (22) is proved. Using again (18a) with z = zB , we see that ôii exp < ---> / exp ( -s/k2) ds (27) z2ff
where M2 is independent of 8.
We claim now that A is bounded from above independently of 8; however, by (25), since z2B is bounded from above, and since (27) implies that, g2g 7 Z" Ú iz2B 4-za)M2 0 this assertion is immediate. This implies by (18a) for z = zB that zB and therefore z2b , are bounded away from 0, independently of 5.
Thus for all 8 < ki , there are constants Co, Ci, c2, such that (28) 0 < c0 = zB , z2B , A s; ci < co, z2B -zB ^ c25.
Now let 5 -» 0, and choose the corresponding sequence Eiz) of solutions of (6) with kÍE) defined by (14), such that the points zB , z2B converge to one finite value z*, while the A values converge to a number denoted again by A. This can clearly be done by (28). Then Eiz) as defined by (18a) as 5 tends to 0, where in (30a), kÍE) = ki , for 2 ^ 2*, and k2 for 2 è 2*. The two functions, of (29) and (30a), differ in magnitude by H at 2 = z*. We now wish to obtain the values of A and 2*, and thus the values of the solution, and to identify the results with those of Neumann.
For this reason, let X = z*/ni12. Since for Eiz) as defined in (30a) we have e2 -2H = Ei») -Eiz*),
we have from (30a), with A obtained from (29) by setting z = zB ,
where Erfc = 1 -Erf. Now by (1),
Now again using (29) with z = zB , we find
where X is found from (32), and so (29) takes the form (34) Eiz) = ex 4-ci!Tc Erf (2AiI/2)/Erf X, for 2 5Í 2* = Xki1 2. From (30a) for 2 è 2*, we have
But by using (33), (32) and (3c),
so that finally, for z ^ z = Xki1 2,
By using the transformation (1) and (lc), as well as the definition 2 = .t/(4£)
1/2
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where X is the root of (32) 
Remarks on the Derivation of the Equation.
We have been led to considering a function k as defined by (2) by the following heuristic argument. In any change of phase involving some latent heat H, the internal energy at a point undergoing such a change of phase (i.e. melting) reaches a critical value H. Then all additional heat will merely contribute to the mechanism of phase change (i.e. change from a crystalline to liquid structure), until the internal energy locally reaches the value 2H, at which time the new phase is attained. Thus heat should not be conducted "in" the region of the interface between the two phases but will be used merely to change the phase.
Numerical Computations for a One-Dimensional
Slab. The usefulness of the result of Section 2 rests on the possibility of its extension to more general phase change problems for which no explicit solution is known. For by applying numerical procedures to problem (3a, b) or to its analog arising from other phase change problems, and then obtaining the temperature distribution from (1), one could hope to solve such problems numerically, without the costly necessity of paying explicit attention to the location and behavior of the phase change curve or surface. (See [4, p. 249] .)
In this section we describe the results of some numerical experiments made for a problem of freezing a one-dimensional semi-infinite slab. Our computations are for the case in which, in the notation of Section 1, V = Tc ; this is a common situation which is not dealt with by the work of Section 2. Nevertheless, if in (31), e2 -» 2H, we obtain in (34) a solution e(x, t) to our original problem, for 8 = 0, again yielding Neumann's temperature distribution given by (32), (36), (37) for this case; it is reasonable to conjecture that this solution is also obtainable from the limit of the solution of (3a, b, c) for V = Tc as e, 8 -> 0.
We consider the case where V = Tc = 170, H = 30, c<, p, Ki = 1, i = 1,2.
Defining T as a function of e by (1) , and choosing for k(ê) the step function (l, e^ 30, (38) K-(e) = -jô, 30 < e < 60, [1, e è 60, we seek a solution to the equation
for which e(0, I) = ei = -140, eix, 0) = e2 = 60. For Ax, At > 0 and natural numbers i, j, define e¡' = eiiAx, jAt). Equation (3a ) is formally replaced by the with el (40) e2, ea = ei, and
We require that 2At/Ax S 1, a condition which probably guarantees the stability of (39).
In Section 2 the interface between the two phases was seen to be the limit, for 8 -> 0, of those points (x, t) for which H < e(x, I) < 2H. In our computations, we choose as an approximation to the location of the interface curve for t = jAt, the point ¿Ax where i is the greatest integer for which (41) ei S H < ei+i This is practical, since as indicated in [4], when 5 = 0 the width of the interval at fixed j, for which H < e' < 2H cannot exceed 2Ax, while for sufficiently small 5 > 0, the width of the interval does not increase significantly beyond 2Ax. (Which is intuitively clear since for small 8, little heat can be conducted across the interval.) To explain our numerical results, we denote by 7V(ô, Ax, w), e/iS, Ax, w) for w = 2At/Ax , the temperature and energy obtained by (39) at (zAx, jAt) for the choice of 5 in (38), and given values of Ax and w.
Using (38), (39), (1), the temperature 7Y(5, Ax, to) was computed at time t = 300 for various choices of 8, Ax and iv, and compared with the actual solution. 
In Table I is listed the actual location of the interface curve x*(í) = 2X¿1/2 at intervals of 20 time units for the root X = 1.0955674986099 of (32) ; also shown are the results of interpolating for the point x\¡ where e = H from the values Ci , e»+i of (41), for 8 = 0, Ax = 2, w = 1. It is seen that the error in each of these values is less than Ax = 2. This same degree of accuracy, with an error smaller than Ax, was obtained in all the experiments performed.
In Table II are listed the true temperature values at time 300, and at intervals of length 2 from x = 0 to x = 38; from Table I we know the interface is at x = 37.95 for t = 300.
We began by computing the values of 27(0, Ax, 1), for Ax = 2, 1, .5, .25, .125 and comparing them with the true solution of Table II. In Table III is listed the error = 77(0, Ax, 1) -TiiAx,jAt) for each of these cases. The errors for Ax = 1 are seen to be linear in x. In halving Ax to .5, the error is reduced near the interface. In again halving Ax to .25, the error is seen to be halved, implying that extrapolation from these values to Ax = 0, by letting 27 = 277(0, .25, 1) -27(0, .5, 1)
will reduce the error T? -TiiAx, jAt) by one additional decimal place except at x = 36. Halving Ax again, to .125, no longer halves the error, raising doubts as to whether the solution of (39) actually will converge to the true solution as Ax, At -» 0. The choice w = 2At/Ax = 1 in (39) does not yield the most accurate results. In Table IV The errors of the resulting values are listed in Table V . For 8 = .001, the values Ti1 i8) are the most accurate of any calculations performed. When ô is decreased to .0001 the error grows, due we believe to the growth of the derivative of the solution at some points. For 5 = 0 the function «(e) of (38) could be considered replaced by the smooth function niß) of (2) This relation raises questions about the convergence of the solution to (38), (39) to the true solution e(x, t) as Ax, At -* 0, since we would then have e -, 0, causing /(e) to grow of the order 1/e over certain intervals of small length. (See Figure 3. ) Indeed, as indicated by our numerical results, further study of the ideal relations between 5, e, Ax and Ai for computing the solution of our problem, would be of both theoretical and practical value.
In all of our experiments the true interface location never differed by more than Ax from the location given by (41). However, an attempt to better locate the curve by interpolating for the point at which e = H did not result in greater accuracy, and a deeper examination of the roles played by e, 5, Ax, At might also be of help in this regard.
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