In this paper we study a singular stochastic differential equation driven by an additive fractional Brownian motion with Hurst parameter H > 1 2 . Under some assumptions on the drift, we show that there is a unique solution, which has moments of all orders. We also apply the techniques of Malliavin calculus to prove that the solution has an absolutely continuous law at any time t > 0.
Introduction
The aim of this paper is to study a stochastic differential equation, driven by an additive fractional Brownian motion (fBm) with Hurst parameter H > 1 2 , assuming that the drift f (t, x) has a singularity at x = 0 of the form x −α , where α > 1 H − 1. The study of this type of equations is partially motivated by the equation satisfied by the d-dimensional fractional Bessel process R t = |B H t |, d ≥ 2 (see Guerra and Nualart [7] , and Hu and Nualart [8] ):
where the process Y t is equal to a divergence integral,
Rs δB
s . The process Y is not a one-dimensional fractional Brownian motion (see Eisenbaum and Tudor [5] and Hu and Nualart [8] for some results in this direction), although it shares with the fBm similar properties of scaling and 1 H -variation. Notice that here the initial condition is zero.
We are considering the case where the initial condition x 0 is strictly positive. Using arguments based on fractional calculus inspired by the estimates obtained by Hu and Nualart in [9] , we will show that there exist a unique global solution which has moments of all orders, and even negative moments, in the particular case f (t, x) = Kx −1 , if t is small enough. We will also show that the solution has an absolutely continuous law with respect to the Lebesgue measure, using the techniques of Malliavin calculus for the fractional Brownian motion. As an application we obtain the existence of a unique solution with moments of all orders for a fractional version of the CIR model in mathematical finance ( [3] ), which is a singular stochastic differential equation driven by fractional Brownian motion with the diffusion coefficient being √ x. The paper is organized as follows. In the first section we will consider the case of a deterministic differential equation driven by a Hölder continuous function, and with singular drift. The case of the factional Brownian motion is developed in Section 3. 
Singular equations driven by rough paths
Fix β ∈ (1/2, 1). Suppose that ϕ : R + → R is a function such that ϕ(0) = 0, and ϕ ∈ C β ([0, T ]) for all T > 0. Consider the following deterministic differential equation driven by the rough path ϕ
where x 0 > 0 is a constant. We are going to impose the following assumptions on the coefficient f :
is a nonnegative, continuous function which has a continuous partial derivative with respect to x such that ∂ x f (t, x) ≤ 0 for all t > 0, x > 0.
(ii) There exists x 1 > 0 and α > 1 β − 1 such that f (t, x) ≥ g(t)x −α , for all t ≥ 0 and x ∈ (0, x 1 ), where g(t) is a nonnegative continuous function with g(t) > 0 for all t > 0. 
Proof
It is easy to see that there exists a continuous local solution x t to equation (2.1) on some interval [0, T ), where T satisfies T = inf{t > 0 : x t = 0}. Then it suffices to show that T = ∞. Suppose that T < ∞. Then, then
Since f (s, x s ) is positive, for all t ∈ [0, T ] we have
From the assumption (ii), there exist t 0 ∈ (0, T ) and a constant K > 0, such that g(t) ≥ K and x s ∈ (0,
Consequently, for all t ∈ [t 0 , T ) we obtain
which is a contradiction because 1 − αβ − β < 0 and t can be arbitrarily close to T . Therefore, T = ∞. This proves the existence of the solution for all t. Now we show the uniqueness. If x 1,t and x 2,t are two positive solutions to equation (2.1), then
Thus we conclude that there exists a unique solution x t to the equation (2.1) such that x t > 0 on [0, ∞).
Remark 2.2
From the continuity of x t and f (t, x) and the Hölder continuity of ϕ(t), we obtain that for any
The next result provides an estimate on the supremum norm of the solution in terms of the Hölder norm of the driving function ϕ. Theorem 2.3 Let the assumptions (i)-(iii) be satisfied. If x t is the solution to equation(2.1), then for any γ > 2, and for any T > 0,
where C 1,γ,β,T and C 2,γ,β,T are constants depending on β, γ, h 0,T,∞ and T .
Proof 
3)
The second integral in (2.3) is a Riemann-Stieltjes integral (see Young [16] ). From Assumption (iii), we have
where
, for any T > 0. A fractional integration by parts formula (see Zähle [17] t− denote the left and right-sided fractional derivatives of orders α and 1 − α, respectively (see [13] ), defined by
and
From (2.7), and using the Hölder continuity of y we obtain 9) where and in what follows, C denotes a generic constant depending on α, β and T . On the other hand, from (2.8) we have
Substituting (2.9) and (2.10) into (2.6) yields
Substituting (2.11) and (2.5) into (2.4) we obtain
Consequently, using the estimate
, which implies 1 − Cγ ϕ 0,T,β (t − s)
.
Suppose that ∆ satisfies
(2.12) Then for all s, t ∈ [0, T ], s ≤ t, such that t − s ≤ ∆, we have
and this implies
Using again the inequality x α ≤ 1 + x for all x > 0 and α ∈ (0, 1), we have
which can be written as
Now we choose ∆ such that
(2.14)
Then, for all s, t ∈ [0, T ], s < t, such that t−s ≤ ∆, the inequality (2.13) implies 
Therefore, we obtain
which concludes the proof of the theorem.
Singular equations driven by fBm
Let (B H t , t ≥ 0) be a fractional Brownian motion with Hurst parameter H ∈ (1/2, 1), defined in a complete probability space (Ω, F , P ). Namely, (B H t , t ≥ 0) is a mean zero Gaussian process with covariance
We are interested in the following singular stochastic differential equation
where x 0 > 0, and the function f (s, x) has a singularity at x = 0 and satisfies the assumptions (i) to (iii). As an immediate consequence of Theorem 2.3 we have the following result.
Theorem 3.1 Under the assumptions (i)-(iii)
, there is a unique pathwise solution X = (X t , t ≥ 0) to Equation (3.2), such that X t > 0 t almost surely on [0, ∞) and for any T > 0, X 0,T,∞ ∈ L p (Ω), for all p > 0.
Proof Fix β ∈ ( 1 2 , H) and T > 0. Applying Theorem 2.3, we obtain that there is a unique pathwise solution X = (X t , t ≥ 0) to Equation (3.2), such that X t > 0 almost surely on [0, ∞) and
If we choose γ such that γ > 2β 2β−1 , then γ β(γ−1) < 2, and by Fernique's theorem (see [6] ), we obtain
for all C > 0, which implies that E( X p 0,T,∞ ) < ∞ for all p ≥ 1. Theorem 3.1 implies the existence of a unique solution to the following stochastic differential equation with non Lipschitz diffusion coefficient:
where y 0 is a positive constant and f is a nonnegative continuous function satisfying the following conditions:
(a) There exists x 1 > 0 such that f (t, x) ≥ g(t) for all t > 0 and x ∈ (0, x 1 ), where g is a continuous function such that g(t) > 0 if t > 0.
(b) f (t, x) ≥ x∂ x f (t, x) for all t > 0 and x > 0.
(c) f (t, x) ≤ h(t)(x + 1) for all t ≥ 0 and x > 0, where h is a nonnegative locally bounded function.
The term √ Y s appears in a fractional version of the CIR process in financial mathematics (see [3] ) and cannot be treated directly by the approaches in Lyons [10] , Nualart and Rȃşcanu [12] , since function g(x) = √ x does no satisfy the usual Lipschitz conditions commonly imposed. We make the change of variables X t = 2 √ Y t . Then, from the chain rule for the Young integral, it follows that a positive stochastic process Y = (Y t , t ≥ 0) satisfies (3.5) if and only if X t satisfies the following equation:
, and hence from Theorem 3.1, we know that there exists a unique positive solution X t to equation (3.6) with all positive moments. So Y t = X The next result states the scaling property of the solution to Equation (3.2), when the coefficient f (s, x) satisfies some homogeneity condition on the variable x.
Proposition 3.2 (Scaling Property) We denote by Eq(x 0 , f ) the equation (3.2) . Suppose that x 0 > 0, and f (t, x) satisfies assumptions (i)-(iii), and f (t, x) is homogeneous, that is, f (st, yx) = s m y n f (t, x) for some constants m, n. Then, the process a H X t a , t ≥ 0 has the same law as the solution to the Equation
As an example, we can consider the function f (t, x) = sand K * H provides an isometry between the Hilbert space H and a closed subspace of
The space H H is the fractional version of the Cameron-Martin space. Finally, we denote by
We remark that for any ϕ ∈ H, R H ϕ is Hölder continuous of order H.
If we assume that Ω is the canonical probability space C 0 ([0, T ]), equipped with the Borel σ-field and the probability P is the law of the fBm. Then, the injection R H : H →Ω embeds H densely into Ω and (Ω, H, P ) is an abstract Wiener space in the sense of Gross. In the sequel we will make this assumption on the underlying probability space.
Let S be the space of smooth and cylindrical random variables of the form
where f ∈ C ∞ b (R n ) (f and all its partial derivatives are bounded). For a random variable F of the form (3.9) we define its Malliavin derivative as the H-valued random variable
We denote by D 1,2 the Sobolev space defined as the completion of the class S, with respect to the norm
The basic criterion for the existence of densities (see Bouleau and Hirsch [1] ), says that if F ∈ D 1,2 , and DF H > 0 almost surely, then the law of F has a density with respect to the Lebesgue measure on the real line. Using this criterion we can show the following result. Theorem 3.3 Suppose that f satisfies the assumptions (i)-(iii). Let X t be the solution to Equation (3.2). Then for any t ≥ 0, X t ∈ D 1,2 . Furthermore, for any t > 0 the law of X t is absolutely continuous with respect to the Lebesgue measure on R.
Proof Fix a time interval [0, T ], and let β ∈ ( 1 2 , H). We want to compute the directional derivative DX t , ϕ H , for some ϕ ∈ H. The function h = R H ϕ belongs to C β ([0, T ]) and h 0 = 0. Taking into account the embedding given by R H : H →Ω mentioned before, we will have 
