In this article, we first prove Orlicz norm inequalities for the composition of the homotopy operator and the projection operator acting on solutions of the nonhomogeneous A-harmonic equation. Then we develop these estimates to L (µ)-averaging domains. Finally, we give some specific examples of Young functions and apply them to the norm inequality for the composite operator.
Introduction
Differential forms as the extensions of functions have been rapidly developed. In recent years, some important results have been widely used in PDEs, potential theory, nonlinear elasticity theory, and so forth; see [1] [2] [3] [4] [5] [6] [7] for details. However, the study on operator theory of differential forms just began in these several years and hence attracts the attention of many people. Therefore, it is necessary for further research to establish some norm inequalities for operators. The purpose of this article is to establish Orlicz norm inequalities for the composition of the homotopy operator T and the projection operator H.
Throughout this article, we always let E be an open subset of ℝ n , n ≥ 2.
The Lebesgue measure of a set E ⊂ ℝ n is denoted by |E|. Assume that B ⊂ ℝ n is a ball, and sB is the ball with the same center as B and with diam(sB) = sdiam(B). Let ∧ k = ∧ k (ℝ n ), k = 0, 1,..., n, be the linear space of all k-forms ω(x) = I ω I (x)dx I = ω i 1 ,i 2 ,...,i k (x)dx i 1 ∧ dx i 2 ∧ . . . ∧ dx i k , where I = (i 1 , i 2 ,...,i k ), 1 ≤ i 1 < i 2 <... < i k ≤ n. We use D (E, ∧ k ) to denote the space of all differential k-forms in E. In fact, a differential k-form ω(x) is a Schwarz distribution in E with value in ∧ k (ℝ n ). As usual, we still use ⋆ to denote the Hodge star operator, and 
: ω has generalized gradient}. If we use H ⊥ to denote the orthogonal complement of H in L 1 , then the Green's operator G is defined by
, where H is the projection operator that maps C
is the harmonic part of ω; see [8] for more properties on the projection operator and Green's operator. The definition of the homotopy operator for differential forms was first introduced in [9] . Assume that D ⊂ ℝ n is a bounded convex domain. To each y D, there corresponds a linear operator K y :
is normalized so that ∫(y)dy = 1. In [9] , those authors proved that there exists an operator
by the homotopy operator as 4) where
satisfying the conditions:
for almost every x E and all ξ ∧ k (ℝ n ). Here, a, b > 0 are some constants and 1 < p <∞ is a fixed exponent associated with (1.4) . A solution to (1.4) is an element of the
Orlicz norm inequalities for the composite operator
In this section, we establish the weighted inequalities for the composite operator 
is a convex increasing function and h(t) is a concave increasing function on [0, ∞).
We note from [10] that each of Φ, g, and h mentioned in Definition 2.1 is doubling, from which it is easy to know that
for all t > 0, where C 1 and C 2 are constants. We also need the following lemma which appears in [1] .
.., n, 1 < s <∞, be a smooth solution of the nonhomogeneous A-harmonic equation in a bounded convex domain D, H be the projection operator and T :
be the homotopy operator. Then there exists a constant C, independent of u, such that
for all balls B with rB ⊂ D, where r > 1 is a constant. The A r weights, r > 1, were first introduced by Muckenhoupt [11] and play a crucial role in weighted norm inequalities for many operators. As an extension of A r weights, the following class was introduced in [2] . Definition 2.3. We call that a measurable function w(x) defined on a subset E ⊂ ℝ n satisfies the A(a, b, g; E)-condition for some positive constants a, b, g; write w(x) A(a, b, g; E), if w(x) >0 a.e. and
where the supremum is over all balls B ⊂ E. We also need the following reverse Hölder inequality for the solutions of the nonhomogeneous A-harmonic equation, which appears in [3] . 
2,..., n, be the homotopy operator. Then there exists a constant C, independent of u, such that
for all balls with sB ⊂ D for some s > 1. Proof. Set s = aq and m = bp/(b + 1). From Lemma 2.2 and the reverse Hölder inequality, we have
Thus, using the Hölder inequality, we obtain
(2:5) 
This ends the proof of Theorem 2.5.
If we choose p = q in Theorem 2.5, we have the following corollary. Corollary 2.6. Assume that u is a solution of the nonhomogeneous A-harmonic equation in a bounded convex domain D, 1 < q <∞ and w(x) A(a, b, a; D) for some a > 1 and b > 0. Let H be the projection operator and T :
for all balls with sB ⊂ D for some s > 1. Next, we prove the following inequality, which is a generalized version of the one given in Lemma 2.2. More precisely, the inequality in Lemma 2.2 is a special case of the following result when (t) = t 
Note that u is a solution of the nonhomogeneous A-harmonic equation. Hence, by the reverse Hölder inequality, we have
where s 2 > s 1 >1 are some constants. Thus, using that and g are increasing functions as well as Jensen's inequality for g, we deduce that
(2:7)
Since 1/p -1/q ≤ 1/n, we have
Applying (2.7) and (2.8) and noting that g(t) ≤ C 0 (t
(2:9)
It follows from (2.7) and (2.9) that
(2:10) Applying Jensen's inequality once again to h -1 and considering that and h are doubling, we have
This ends the proof of Theorem 2.7.
To establish the weighted version of the inequality obtained in the above Theorem 2.7, we need the following lemma which appears in [4] . Lemma 2.8. Let u be a solution of the nonhomogeneous A-harmonic equation in a domain E and 0 < p, q <∞. Then, there exists a constant C, independent of u, such that 
|T(H(u)) − (T(H(u)))
where s 2 > s 1 >1 is some constant. Note that and g are increasing functions and g is convex in D. Hence by Jensen's inequality for g, we deduce that 
diam(B)μ(B)
It follows from (2.13) and g(t) ≤ C 0 (t
(2:14)
Applying Jensen's inequality to h -1 and considering that and h are doubling, we have
This ends the proof of Theorem 2.9. Note that if we remove the restriction on balls B, then we can obtain a weighted inequality in the class A(α, β, αq p ; D), for which the method of proof is analogous to the one in Theorem 2.9. We now give the statement as follows.
Theorem 2.10. Assume that is a Young function in the class G(p, q, C 0 ), 1 < p < q <∞, C 0 ≥ 1 and D is a bounded convex domain. Let dµ = w(x)dx, where 
is a solution of the nonhomogeneous A-harmonic equation in D and
1/p -1/q ≤ 1/n. Then there exists a constant C, independent of u, such that 
We have completed the proof of Theorem 2.13.
Clearly, (2.17) implies that 
Applications
The homotopy operator provides a decomposition to differential forms ω L
). Sometimes, however, the expression of T(H(u)) or (TH(u)) B may be quite complicated. However, using the estimates in the previous section, we can obtain the upper bound for the Orlicz norms of T(H(u)) or (TH(u)) B . In this section, we give some specific estimates for the solutions of the nonhomogeneous A-harmonic equation. Meantime, we also give several Young functions that lie in the class G(p, q, C) and then establish some corresponding norm inequalities for the composite operator.
In fact, the nonhomogeneous A-harmonic equation is an extension of many familiar equations. Let B = 0 and u be a 0-form in the nonhomogeneous A-harmonic equation It is easy to verify that the famous Laplace equation Δu = 0 is a special case of p = 2 to the p-harmonic equation.
In ℝ 3 , consider that 
ϕ(|T(H(ω)) − (T(H(ω))) B |)dx
is not easy to estimate due to the complexity of the operators T and H as well as the function . However, by Theorem 2.7, we can give an upper bound of Orlicz norm. Specially, if the Young function is not very complicated, sometimes it is possible to obtain a specific upper bound. For instance, take (t) = t p log + t, where log + t = 1 if t ≤ e and log + t = log t if t > e. It is easy to verify that (t) = t p log + t is a Young function and belongs to G(p 1 , p 2 , C) for some constant C = C(p 1 , p 2 , p). Let 0 < M <∞ be the upper bound of |ω| in sB. Thus, we have 
where B 0 ⊂ D is a fixed ball and N is the upper bound of |ω| in D.
Next we give some examples of Young functions that lie in G(p, q, C) and then apply them to Theorem 2.9.
Consider the function (t) = t p log α + t, 1 < p <∞, a ℝ. Obviously, if we take a = 1, then Ψ (t) reduces to (t) = t p log + t mentioned above. It is easy to check that for all 1
, where C is dependent on p, p 1 , p 2 and a. However, Ψ(t) is not always a Young function. More precisely, Ψ (t) cannot guarantee to be both increasing and convex. However, note that for Ψ (t), we can always find K > 1 depending on p and a such that the function Ψ (t) is increasing and convex on both (t − 1) in (1, K), then Ψ K (t) still lies in G(p 1 , p 2 , C) for some C = C(p, a, p 1 , p 2 ). It is worth noting that after such modification Ψ K (t) is convex in the entire interval [0, ∞), in the sense that Ψ K (t) is a Young function that lies in the class G(p, q, C); see [10] for more details on Ψ K (t). Thus, we have the following result. It is easy to check that Φ(t) is a Young function and for all 0 < p 1 < p + 1 < p 2 < ∞, Φ(t) G(p 1 , p 2 ,C), where C = C(p, p 1 , p 2 ) ≥ 1 is some constant. Thus, Theorem 2.9 holds for Φ(t) and we have the following corollary. 
