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ABSTRACT. – Conditions on the geometric structure of a complete Riemannian manifold are given
to solve the prescribed scalar curvature problem in the positive case. The conformal metric obtained is
complete. A minimizing sequence is constructed which converges strongly to a solution. In a second part,
the prescribed scalar curvature problem of zero value is solved which is equivalent to find a solution to a
linear PDE on a complete manifold. This solution helps to obtain a general result on the prescribed scalar
curvature problem, in the positive case.  2001 Éditions scientifiques et médicales Elsevier SAS
This paper deals with the study of the prescribed curvature problem on noncompact complete
manifolds. On compact manifolds it has been solved under conditions on the prescribed
function f . The main difficulties in this case is the concentration phenomenon [19]. On a
complete manifold having positive Yamabe invariant, another phenomena can appear. Conditions
must be prescribed on the function f in order to avoid it.
Some results concerning the existence of conformal metrics of negative scalar curvature
manifolds were obtained by Aviles and MacOwen [5]. They proved that it is possible to solve the
Yamabe equation with a constant value equal to −1 for the prescribed curvature. In the positive
case, Kim [14] solved the Yamabe problem on a complete manifold assuming that the Yamabe
quotient is less than a certain number.
(Vn, g) will denote a complete Riemannian manifold of dimension greater or equal to
3 and R(g), the scalar curvature. We use the notation N = 2n/(n − 2), R¯ = R/cn where
cn = 4(n− 1)/(n− 2). We shall assume that the conformal Yamabe invariant is positive:
µ= inf
H1(Vn)
∫
Vn
(∇u)2 + R¯u2
(
∫
Vn
uN)2/N
> 0.(1)
There are many instances of such manifolds: for example asymptotically flat manifolds with
positive scalar curvature. We can construct other examples starting with a compact manifold
(Vn, g). Let P be a point of Vn and GP be the Green function of the conformal Laplacian with
pole at P . Then (Vn − P,G4/(n−2)P g) is a complete manifold with the same Yamabe invariant
than (Vn, g) [1].
The purpose of this paper is to find a solution u of the following problem:
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gu+ R¯u= f |u|(n+2)/(n−2) on Vn,
u > 0,(2)
where f is a strictly positive C∞ function such that the conformal metric g′ = u4/(n−2)g is
complete.
One important conclusion of this paper is that the prescribed scalar curvature problem can be
solved on conformally flat manifolds under conditions on the geometry (see Section 4 for the
definition of bounded geometry) and local conditions at a maximum point P of f plus some
assumptions on the decay of f . The mass of the manifold does not enter into the game as it does
in [16]. Weyl denotes in the following the Weyl conformal curvature tensor.
The main results of this paper are:
THEOREM 1. – Under the following assumptions:
(1) At a point P where f is maximal, Weyl(P ) 	= 0, gf (P )=2gf (P )= 0 and n > 6.
(2) Ricci>−c, where c 0 is a constant and the injectivity radius is strictly positive.
(3) there exists a constant C such that
|∇f |Cf and |f | Cf∫
Vn
Rn/2  C
∫
Vn
f <+∞ and
∫
Vn
f 2/N <+∞(3)
and f is bounded.
(4) The scalar curvature is bounded and nonnegative.
There exists a positive C∞ solution of equation (2).
Remarks (1) The first assumption prevents the concentration phenomena locally. The others,
the concentation phenomenon “at infinity”.
(2) More specifically assumption (2) insures that the relevant Sobolev inequality is valid: for
any ε > 0, there exists some constant Aε such that any function u ∈H 1(Vn) satisfies
(∫
Vn
uN
)2/N

(
K2 + ε)∫
Vn
|∇u|2 +Aε
∫
Vn
u2,
where K is a constant. We choose the best constant possible [1].
(3) We could use also the exact inequality
(∫
Vn
uN
)2/N
K2
∫
Vn
|∇u|2 +A
∫
Vn
u2,
but this would require additional assumptions on the geometry of (Vn, g).
(4) Sobolev embedding theorem holds in the following case:
• the Ricci curvature is bounded from below, and
• the injectivity radius is positive and the metric g is complete [17].
(5) Examples of functions f satisfying assumption (3) are given below.
The second theorem is the following:
THEOREM 2. – (Vn, g) denotes a complete Riemannian manifold which is locally conformally
flat. Then there exists a positive solution of (2) under the following assumptions:
(1) ∇f (P )= · · · = ∇n−2f (P )= 0 at a maximum point of f and ∇f and f are bounded.
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(2) The Sobolev Inequality holds on (Vn, g) and the scalar curvature R is nonnegative.
(3) there exists a nonconstant bounded solution h of the equation h+ R¯(g)h= 0 such that∫
Vn
f hN dVg is finite. Condition (3) on the decay at infinity of the function f of Theorem 1
is valid.
Moreover when h converges at infinity (such is the case for asymptotically flat manifolds),
the metric obtained in Theorem 2 g′ = u4/(n−2)g is complete. The conclusion holds also for
Theorem 1.
The basic ideas of the proof are the following. We solve equation (2) by a variational method.
Using results from the compact case, we construct a minimizing sequence [12]. To prove that
this sequence converges we have to show that the concentration phenomenon does not happen.
This results from the fact that f decays at infinity. Indeed, since the solution has finite energy, the
number of possible concentration points is finite. A compact K is chosen, avoiding these points.
Then we prove that no concentration occurs, outside K because of the decay condition on f , and
inside K because of condition (1) in Theorem 1 or Theorem 2 respectively.
This paper is organized as follows: in the first part a sequence of minimizing solutions is
constructed. In the second part the concentration at infinity phenomenon is defined and conditions
are given to prevent it. In the third part, these conditions are used to prove that concentration
points and concentration at infinity do not occur. In the fourth part we use a variational method
to solve a linear equation (100). To finish esimates on the Green function are used to obtain the
behavior of the solution for the linear equation at infinity.
1. Minimizing sequences approximation
In this part, a variational method produces a minimizing sequence. Let Ωk be an exhaustion of
Vn by compact manifolds with smooth boundary such that Ωk ⊂ ˚Ωk+1. The variational problem
is
µγk = inf
Aγk
I (u)= inf
Aγk
∫
Ωk
(|∇u|2 + R¯u2),(4)
where Aγk = {u ∈ H1(Ωk) |
∫
f |u|N = γk and u = 1 on ∂Ωk}. A minimizer of I is called a
minimizing solution.
When the condition
∫
Ωk
f hNk < γk is satisfied, the subset Aγk is not empty. We suppose that
this is the case in the following.
1.1. Construction of the minimizing sequence uk
PROPOSITION 1. – On each Ωk there exists a positive solution uk for (4), which gives the
Euler–Lagrange equation
guk + R¯uk = λkf (uk + hk)N−1 on Ωk,(5)
uk = 0 on ∂Ωk.(6)
The Lagrange multiplier λk is positive and hk is the positive solution of the linear equation
ghk + R¯hk = 0 on Ωk,(7)
hk = 1 on ∂Ωk.(8)
Proof. – The existence and uniqueness of hk follow from classical linear theory, [9]. Since the
scalar curvature is bounded at infinity, and the maximum of hk is reached on the boundary of Ωk ,
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ghk is uniformly bounded (supΩk hk = 1). Hence the sequence hk is bounded in C1,α topology
and it converges, uniformly on each compact subset, to a solution of
gh+ R¯h= 0,(9)
h is bounded by 1 on Vn by the maximum principle.
It has been proved in [12] and [13], that there exists a minimizing solution of (5) such that∫
Ωk
f (uk + hk)N = γk,(10)
where γk is a number large enough, given below.
Moreover the sequence uk satisfies uk + hk > 0, since the variational problem remains
invariant substituting |u| for u in the expression:
µ(γk)= inf
Aγk
I (u)= inf
Aγk
∫
Ωk
(|∇u|2 + R¯u2)(11)
with Aγk = {u ∈ H1(Ωk) |
∫
f |u|N = γk and u= 1 on ∂Ωk}. Using the maximum principle for
equation (5), uk > 0 since R > 0.
Recall the two conditions obtained in [12] or [13]: on each compact Ωk :
K2µ(γk)(supf )2/N
γ
1−2/N
k
γk −
∫
Ωk
f | uk + hk |N−2(uk + hk)hk
< 1(12)
and
K2
γk −
∫
Ωk
f (uk + hk)N−1hk µ(γk)(supf )
2/N
(
γk +C1
∫
Ωk
f hNk
+C2
∫
Ωk
f uN−1k hk
)1−2/N
< 1.(13)
C1 and C2 are two constants and K is the best constant in the Sobolev embedding.
When they are satisfied, the solution uk is minimizing. Later on we prove that these conditions
are satisfied. Moreover uk is a C∞(Ω¯k) sequence by the standard Trudinger argument.
The energy of the sequence uk is defined by:
E(uk)=
∫
Vn
(|∇uk|2 + R¯u2k)
(
∫
Vn
f uNk )
2/N .(14)
This energy is finite dues to the nonconcentration condititions (12), (13). When the strong
convergence will be proved, the energy of the limit u will be also finite: it is well known that
the number of concentration points in this case is finite [19]. This will be important in the next
section.
1.2. Convergence of uk
In this part, the convergence of the sequence uk is established. The sequence γk of energy is
supposed to be equal to a large number.
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PROPOSITION 2. – uk converges weakly on every compact K to a solution of:
gu+ R¯u= λf (u+ h)N−1 on K,(15)
u 0.(16)
Proof. – Suppose in this section that the Lagrange multiplier λk is bounded in the equation (5)
(this will be demonstrated in Section 3.3)
guk + R¯uk = λkf (uk + hk)N−1,(17)
then ∫
Ωk
(|∇uk|2 + R¯u2k)= λk
(
γ −
∫
Ωk
f (uk + hk)N−1hk
)
< λkγ.(18)
Hence on every compact subset K , as k goes to infinity, there exists a k0, such that for all
k  k0, K ⊂Ωk and ∫
K
(|∇uk|2 + R¯u2k) C,(19)
where C is a constant. Finally uk is bounded in H 1(K). To prove that the convergence is
strong, the Lagrange multiplier sequence needs to be studied. We will then prove the fact that
uk is bounded in LN ′ (K), where N ′ is greater than N , the Sobolev critical exponent. Then by
standard elliptic theory, the sequence uk is bounded in C2,α(K). So by Arzela–Ascoli theorem,
the convergence is uniform on each compact subset.
2. Strong convergence
In this section, conditions to obtain the strong convergence are established, and also estimates
on the Lagrange multiplier so that it converges. The following notation is adopted φk = uk + hk .
This is a function of compact support in Ωk .
Suppose that K ′ is a given compact and N ′ > N , the critical Sobolev exponent, if∫
Vn−K ′ fφ
N ′
k dVg is bounded, then for any ε > 0, there exists a compact K such that K ′ ⊂ K
and such that
∫
Vn−K f φ
N
k dVg  ε, due to the fact that f ∈ L1 and Hölder inequality. In a naive
point of view everything happens as if the phenomena at infinity disappears.
The study of the convergence for
∫
Vn
f φNk dVg is split into two parts:∫
Vn
f φNk dVg =
∫
K
f φNk dVg +
∫
Vn−K
f φNk dVg,(20)
K is a compact subset.
The convergence of the two integrals are proved separately:∫
K
f φNk dVg →
∫
K
fφN dVg,(21)
∫
Vn−K
f φNk dVg →
∫
Vn−K
fφN dVg.(22)
228 D. HOLCMAN / J. Math. Pures Appl. 80 (2001) 223–244
2.1. Nonconcentration at infinity condition
The convergence of the first integral in (21) is a consequence of the nonconcentration condition
locally. To study the second integral, first we recall the definition:
DEFINITION 1. – The sequence φk (defined in the last section) is concentrated at infinity if
there exists a real ε > 0 such that for every R > 0
lim
k→+∞
∫
Vn−BP (R)
f φNk > ε,
where P is a given point.
The standard definition of the concentration is:
DEFINITION 2. – Q is called a concentration point for the sequence φp if
∃ε > 0 such that ∀δ > 0, lim
k→∞
∫
BQ(δ)
f φNk > ε.(23)
If the concentration phenomena at infinity does not occur, the second integral in (21) could be
taken as small as possible by choosing a large compact set.
To prove that no concentration at infinity occurs, equation (5) is multiplied by a test function
η2f 2/Nφ
p
k , where p > 1 is fixed; η is a C
∞ function equal to 1 in Vn−2K , vanishing identically
on K , where K ⊂ 2K . 2K denotes a compact subset.
It is standard [4], that equation (5) is transformed
4p
(p+ 1)2
∫
Vn−K
∣∣∇(ηf 1/Nφ(p+1)/2k )∣∣2 − 2(p− 1)(p+ 1)2
∫
Vn−K
ηf 1/N
(
ηf 1/N
)
φ
p+1
k
+
∫
Vn−K
R¯η2f 2/Nφ
p+1
k −
2
p+ 1
∫
Vn−K
∣∣∇ηf 1/N ∣∣2φp+1k
= λp
∫
Vn−K
η2f 2/N+1φN+p−1k .(24)
Using Hölder’s inequality the last term becomes:
∫
Vn−K
η2f 2/N+1φN+p−1k 
( ∫
Vn−K
fφNk
)1−2/N(
sup
Vn−K
f
)2/N( ∫
Vn−K
ηf φ
(p+1)N/2
k
)2/N
(25)
and
λp = µp(γ )∫
Vn
f φN−1p up
.(26)
We use the conditions at infinity on f to bound the other terms (the existence of functions f
which satisfy the decay conditions is given at the end of this paper).
Suppose the following decay at infinity,
D. HOLCMAN / J. Math. Pures Appl. 80 (2001) 223–244 229
|∇f | Cf,(27)
|f |Cf,(28)
where C is a constant. A computation gives
f 1/Nf 1/N = N − 1
N2
f 2/N−2|∇f |2 + f 2/N−1f.(29)
Hence ∣∣f 1/Nf 1/N ∣∣ Cf 2/N .(30)
Moreover,∣∣ηf 1/N(ηf 1/N)∣∣= ∣∣η2f 1/Nf 1/N − 2ηf 2/N−1∇η∇f + f 2/Nηη∣∣ Cf 2/N .(31)
The computation of the second term in the left-hand side of (24) gives∣∣∣∣∣
∫
Vn−K
ηf 1/N
(
ηf 1/N
)
φ
p+1
k
∣∣∣∣∣ C
∫
Vn−K
f 2/Nφ
p+1
k .(32)
By definition of the sequence φk = uk + hk , the last expression becomes∫
Vn−K
f 2/Nφ
p+1
k  C
( ∫
Vn−K
f 2/Nh
p+1
k +
∫
Vn−K
f 2/Nu
p+1
k
)
.(33)
By Hölder inequality, the first term in the right-hand side is estimated as follow:
∫
Vn−K
f 2/Nh
p+1
k 
( ∫
Vn−K
f 2/N
)(p+1)/N( ∫
Vn−K
f 2/NhNk
)1−(p+1)/N
.(34)
Since
∫
Vn
f 2/N exists, and hk is a bounded sequence, the two terms in the last inequality can be
arbitrary small.
The second term in (33) is evaluated first by using Hölder inequality:
∫
Vn−K
f 2/Nu
p+1
k 
( ∫
Vn−K
f 2/NuNk
)(p+1)/N( ∫
Vn−K
f 2/N
)1−(p+1)/N
.(35)
Since the Yamabe invariant µ is positive, (
∫
Vn
uNk )
2/N  1
µ
(
∫
Vn
|∇uk|2 + R¯u2k). By construc-
tion of the sequence uk , which has a compact support in Ωk , we have:∫
Vn
|∇uk|2 + R¯u2k = λkγ −
∫
Ωk
f (uk + hk)N−1hk  λkγ.(36)
Hence, ( ∫
Vn
uNk
)2/N
 1
µ
λkγ(37)
but by assumptions the Lagrange multiplier satisfies λk  1K2(supf )2/Nγ 1−2/N .
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Finally, ( ∫
Vn
uNk
)2/N
 1
µ
1
K2(supf )2/N
γ 2/N(38)
which is bounded.
Using these estimates, we obtain∫
Vn
f 2/NuNk  supf 2/N
∫
Vn
uNk 
1
µN/2
1
KN(supf )
γ supf 2/N .(39)
This is term is bounded independently of the sequence uk . Finally,
∫
Vn−K f
2/Nu
p+1
k is
bounded.
For the same reasons, using the inequality f 2/N−2|∇f |2 Cf 2/N , we deduce that:∫
Vn−K
∣∣∇ηf 1/N ∣∣2φp+1k  C
∫
2K−K
f 2/Nφp+1 +C′
∫
Vn−K
(
f 1/N−1
)2|∇f |2φp+1k  C.(40)
Using the conditions at infinity on the decay of f , we obtain that the last term of (24) is
bounded
∫
Vn−K R
n/2  C
∫
Vn−K f  ε. Indeed by Hölder inequality
∫
Vn−K
Rη2f 2/Nφ
p+1
k  C
( ∫
Vn−K
Rn/2
)2/n( ∫
Vn−K
ηf φ(p+1)N/2
)2/N
.
Finally (24) gives the following estimate:∫
Vn−K
∣∣∇(ηf 1/Nφp+1/2k )∣∣2
Cte+
(
µk∫
Vn
f φN−1k uk
γ 1−2/N
(
sup
Vn−K
f
)2/N + ε
)( ∫
Vn−K
ηf φ
(p+1)N/2
k
)2/N
.(41)
According to Aubin [1–3] for any ε > 0 there exists a constant Aε and K such that for all
functions in H 1, (∫
Vn
uN
)2/N

(
K2 + ε)∫
Vn
|∇u|2 +Aε
∫
Vn
u2.(42)
Hence if
µk∫
Vn
f φN−1k uk
γ 1−2/N
(
sup
Vn−K
f
)2/N
< 1(43)
is satisfied, then
∫
Vn−K |∇(ηf 1/Nφ
p+1/2
k )|
2
is bounded and also∫
Vn−K
fφN
′
p(44)
for N ′ >N is bounded.
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The final condition is:
µ(γ )
γ − ∫
Vn
f (u+ h)N−1hγ
1−2/N( sup
Vn−K
f
)2/N
< 1,(45)
where u is the weak limit of (5) and µ(γ ) denotes
µ(γ )= inf
Aγ
I (u)= inf
Aγ
∫
Vn
(|∇u|2 + R¯u2)(46)
with Aγ = {u ∈H1(Vn)
∫
Vn
f |u|N = γ }.
2.2. Condition for nonconcentration phenomena on a compact set
In a compact set, conditions for nonconcentration phenomena are well known [13]. The
nonconcentration conditions for the solution u in a compact set is the same as the condition
for each element of the converging sequence uk recalled in the relation (12) and is adapted here:
µ(γ )
γ − ∫
K
f (u+ h)N−1hγ
1−2/N(sup
K
f
)2/N
< 1,(47)
where γ is a parameter to be selected. This identity is obtained in [12] by using test functions.
K denotes an arbitrary compact. It is chosen, such that ∂K avoids possible concentration
points. This is possible since the sequence uk is of finite energy, so only a finite number of
concentration points can appear. The fact that the energy is bounded is proved in the next section
using geometric conditions.
3. Geometric conditions for nonconcentration at infinity
To construct the minimizing sequence uk and to obtain a minimum solution u on Vn, an infinite
number of conditions are given associate to the sequence uk of the last section. Another condition
was found on the weak limit u.
For each k, (13) and (12) need to be satisfied plus the two following conditions: If C denotes
a compact subset of Vn, we have:
µ(γ )K2
γ − ∫
Vn
f (u+ h)N−1hγ
1−2/N( sup
Vn−C
f
)2/N
< 1(48)
and
µ(γ )K2
γ − ∫Vn f (u+ h)N−1hγ
1−2/N(sup
C
f
)2/N
< 1.(49)
We prove that the conditions insuring the abscence of concentration phenomena locally and
at infinity are satisfied by using test functions and the assumptions of the Theorems 1 and 2.
Moreover, the sequence γk could be chosen equal to a constant γ , large enough. Two cases
appear:
3.1. The nonlocally conformally flat case
In the case the manifold is not locally conformally flat, we assume that there exists a maximum
point P of f where the Weyl tensor does not vanish. Denote by r the geodesic distance to P .
Consider the following function:
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uε(r)= 1
(ε2 + r2)n/2−1 −
1
(ε2 + δ2)n/2−1 in BP (δ),(50)
= 0 in Vn −BP (r),(51)
δ is fixed.
We will see that the conditions, for the sequence (uk) to be a minimizing on each Ωk , is
satisfied independently of Ωk when γ is a sufficiently large constant.
First let us choose
γε =
∫
Vn
f (uε + h)N(52)
and
µ(γε)=
∫
Vn
|∇uε|2 + R¯u2ε.(53)
We introduce the following quantities: Qε , Pε , Qkε and Pkε . They are defined by:
Qε = µ(γε)K
2(supf )2/N
γε −
∫
Vn
f (u+ h)N−1hγ
1−2/N
ε
(
sup
Vn−K
f
)2/N
,(54)
Pε = µ(γε)K
2(supf )2/N
γε −
∫
Vn
f (u+ h)N−1hγ
1−2/N
ε
(
sup
K
f
)2/N
,(55)
Qkε =
µ(γk)K
2(supf )2/N
γk −
∫
Ωk
f (uk + hk)N−1hk γ
1−2/N
k
(
sup
Ωk
f
)2/N
,(56)
Pkε =
K2
γk −
∫
Ωk
f (uk + hk)N−1hk µ(γk)(supf )
2/N
×
(
γk +C1
∫
Ωk
f hNk +C2
∫
Ωk
f uN−1k hk
)1−2/N
,(57)
where C1 and C2 are two constants.
It remains to show that this quantities are strictly less than 1 independently of k. Using the
computations of [12]. Later in this paper we should recall and adapt the relevant parts of [12] for
the convenience of the reader and we shall point out where the boundedness assumptions on f
are used.
The expansions are:
γε =
∫
Vn
f |uε + h|N =
δ∫
0
rn−1 dr
∫
S(r)
f
∣∣uε + h(x)∣∣N dΩ +
∫
Vn−BP
f hN,(58)
where dΩ is the volume of the unit sphere Sn−1. Obviously, the second term in this expression is
independant of ε. The term γk = γ , defined in the previous part is also developped. By definition:
γ = γk =
∫
Ωk
f |uε + hk |N =
δ∫
0
rn−1 dr
∫
S(r)
f
∣∣uε + hk(x)∣∣N dΩ +
∫
Ωk−BP
f hNk .(59)
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The second term in the last expression is always bounded by assumption, since the sequence
hk converges to a bounded solution h and
∫
Vn
f hN <∞. γε and γk have the same expansion in
the variable ε. Let us compute only the first: The change of variable x = εu gives:
γε =
δ/ε∫
0
εnun−1 du
∫
S(r)
f (εu)
√
g(εu)ε−2n
∣∣v + εn−2h(εu)∣∣N dΩ +O(1)(60)
with
v(r)=
(
1
(r2 + 1)(n−2)/2 −
εn−2
(δ2 + ε2)(n−2)/2
)
on BP (δ),(61)
v(P )= 0 on Vn −BP ;(62)
developing the following expression
G(u)=
∫
S(r)
f (εu)
√
g(εu)ε−2n
∣∣v + εn−2hk(εu)∣∣N dΩ,(63)
using Taylor expansion:∣∣v + εn−2h(εu)∣∣N
= |v|N + εn−2
1∫
0
N
∣∣v + tεn−2h(εu)∣∣N−2(v + tεn−2h(εu))h(εu)dt .(64)
Then if Rε(γ ) denotes the reste with
Rε(u)= ε−n−2
∫
S(r)
f (εu)
√
g(εu)
1∫
0
N
∣∣v + tεn−2h(εu)∣∣N−2
× (v+ tεn−2h(εu))h(εu)dt dΩ,(65)
we obtain:
Rε(γ )=
δ/ε∫
0
εnun−1 duRε(u)(66)
and deduce the following bound:
Rε(γ ) Cε−2
δ/ε∫
0
un−1 du
∫
S(u)
|f |∣∣v + εn−2| suph|∣∣N−1| suph|dΩ +O(1).(67)
But h is bounded. C is a positive constant, which does not depend on ε and k. Finally,
γε = γˆε +Rε(γ )(68)
with γˆε =
∫
Vn
f uε
N
.
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Moreover γˆε =O(ε−n) since:
γˆε = ε−n
δ/ε∫
0
rn−1 dr
∫
S(rε)
f (εx)vNε  Cε−n
δ/ε∫
0
rn−1 drvNε(69)
but
δ/ε∫
0
rn−1 drvNε C.(70)
Similar types of inequalities gives an estimate of a bound for Rε:
Rε(γ ) ε−2C
δ/ε∫
0
un−1 du
∣∣vε + εn−2| suph|∣∣N−1  Cε−2.(71)
Finally,
γε = γˆε
(
1+O(εn−2)),(72)
Qε = Sε + o
(
ε4
)(73)
and
Sε = (supf )2/NK2µ(uε)γˆ (uε)−2/N .(74)
To finish the computation Sε , µγε are expanded ([12]) with Ipq =
∫ +∞
0 (1+ t)−ptq dt :
µ(uε)= (n− 2)
2wn−1
2εn−2
I
n/2
n
(
1− ε2 R
6n
+ ε4
(
T
(n+ 2)(n+ 4)
(n− 6)(n− 4)
− R
cn
(
R
6n
+ R
2nR
4(n− 1)
(n− 6)(n− 4)(n− 2)
))
+ o(ε4))(75)
and
γˆ−2/Nε =
(
wn−1f (P )ε−n
(n− 2)
2n
I
n/2
n
) 2−n
n
(
1+ ε2
(
f
2nf (P )
+ R
6n
))
+ ε4
(
(2− n)
n
An(n+ 2)
(n− 4)(n− 2)f (P ) +
n− 1
n− 2
(
R
6n
+ f
2nf (P )
)2
+ o(ε4)),(76)
with
A= f (P )T + 1
(n+ 2)n
(
2f
4! +R
f
12
− R
ilfil
4
)
(77)
and
T = 1
(n+ 2)n4!
(
6R
5
− 2R
ijRij
15
− R
2
ijkl
5
+ 2R
ijRij
3
+ R
2
3
)
,(78)
now using the assumptions on the geometry at the point P
Qε = 1+Q4ε4 + o
(
ε4
)(79)
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and
Q4 = 112n(n− 4)(n− 6)
(−W 2)− 2g′f
4!n(n− 4) ,(80)
where g′ is a conformal metric built as in [2] to eliminate the tensors which are not conformally
invariant. Using assumption 2
g′f = 0, we are lead to Q4 < 0 and the result
Qε < 1.(81)
To conclude this section we give the other bounded estimates: on Vn − K , using
supVn−K f  supK f it follows that condition (49) is satisfied. Moreover γk could be chosen in-
dependently of k in the expression of (56), (57), and the same conclusion holds: Pkε < 1, Qkε < 1.
To prove that Pε < 1 we use that the sequence uk is bounded in LN and the main part of the
denominator in this quantity is given by γ (ε). Indeed, we have:
∫
Ωk
f (uk + hk)N−1hk  γ 1−1/Nk
( ∫
Ωk
f (hk)
N−1
)1/N
(82)
and the expansion in ε gives
γk −
∫
Ωk
f (uk + hk)N−1hk = γk
(
1+O(εn/N )).(83)
3.2. The locally conformally flat case
We assume the manifold to be complete and locally conformally flat. For each small open set,
there exists a function φ > 0 such that g = φ4/(n−2)δ, δ denotes the Euclidean metric. In this
case, it has been proved that there exists a minimizing sequence uk such that uk is a solution
of (5) on each Ωk , k ∈ N . Moreover we will see that if the sequence of functions hk , defined
in (7) are strictly positive then the minimal solution uk exists, independently of the sign of the
mass of Ωk (see [13]).
To built the test function in this case, consider the Green function of the conformal Laplacian,
by definition:
Gk + R¯Gk = δP on Ωk,(84)
Gk = 0 on ∂Ωk(85)
and we have the following expansion in an Euclidean neighborhood of P :
Gk(r)= r2−n +Ak + αk,(86)
where r is the geodesic distance relative to P and αk is a C∞ function such that αk(P )= 0. The
sequence of the conformal Green function Gk converges to G, uniformly on every compact.
To check the nonconcentration conditions for the limit u of the sequence uk , we shall use the
following test function:
φε =


εl
(ε2+r2)(n−2)/2 on BP (δ),
ε0(G+ψα) on BP (2δ)−BP (δ),
ε0G on Vn −BP (2δ).
(87)
G is the minimal Green function solution of:
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G+ R¯G= δP .(88)
To check the nonconcentration conditions depending on k, we use:
φp,ε(r)=


εl
(ε2+r2)(n−2)/2 on BP (δ),
ε0(Gp +ψαp) on BP (2δ)−BP (δ),
ε0Gp on Ωp −BP (2δ),
(89)
where Gp is defined above (84).
In order that the test functions (87) and (89) are continuous the following condition must be
satisfied
εl
(ε2 + δ2)(n−2)/2 = ε0
(
δ2−n +A)(90)
for one case, l, ε0 are constant numbers, such that 0 < l < (n − 2)/n, ψ is C∞ decreasing
function in |r|, ψ(x)= 1 on BP (δ), ψ(x)= 0 for |x| 2δ and |∇ψ| 2δ−1on δ  |x| 2δ; for
the other case
εl
(ε2 + δ2)(n−2)/2 = ε0p
(
δ2−n +Ap
)
,(91)
where ε0p > 0.
The quantities Qε,Pε,Qkε,P kε will be evaluated as in the previous case, using computations
of [12].
We shall evaluate:
γε =
∫
Vn
f (uε + h)N and µ(γε)=
∫
Vn
|∇uε|2 + R¯u2ε(92)
and
γk =
∫
Ωk
f (uε + h)N and µ(γk)=
∫
Ωk
|∇uε|2 + R¯u2ε,(93)
the computations give [13]
Qkε = Pkε = 1− 4hk(0)εn−2−lJn
1
I
n/2−1
n
< 1,(94)
J depending on n only and
Pε =Qε = 1− 4h(0)εn−2−lJn 1
I
n/2−1
n
< 1,(95)
where Jn =
∫∞
0
rn−1
(r2+1)(n+2)/2 dr .
In the last section, we prove that h > 0 hence it is not identically 0. Moreover the sequence hk
converges to h uniformly on every compact. To conclude this section, remark that the mass of
the manifold [15] does not appear as in other cases. The function h plays the fundamental role.
If h were identically zero, then by [12],
Qkε = Pkε = 1−
2
nI
n/2
n
Akε
n−2 < 1(96)
and
Qε = Pε = 1− 2
nI
n/2
n
Aεn−2 < 1.(97)
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3.3. Estimation of the Lagrange multiplier
To finish this section, estimates of the Lagrange multiplier sequence λk will be obtain
as a consequence of the previous study of nonconcentration. In [13] it is proved that
lim supµ(γk) µ(γ ) when λk converges to γ . The sequence {γk} satisfies the following
inequality, for γ = γk large enough, relation (18) gives:
0 < λk 
µ(γk)
γk −
∫
Ωk
f (uk + hk)N−1hk
.(98)
Using the nonconcentration relation (12), one obtains the estimate 0 < λk  1K2 supf 2/N γ 1−2/N .
Finally the sequence λk is bounded. Suppose that λk converges to 0, then the sequence
φk = uk + hk converges to 0 on each compact set since
∫
Ωk
(|∇uk|2 + R¯u2k)= λk
(
γ −
∫
Ωk
f (uk + hk)N−1hk
)
.(99)
But since uk converges strongly in LN and since
∫
Ωk
f (uk + hk)N = γ ,
∫
Vn
f hN = γ . This
contradict the fact that γ >
∫
Vn
f hN when γ is chosen large enough.
3.4. Remarks and conclusion
If R(g) decays at infinity as 1/rq , then the condition that
∫
Vn
Rn/2  C
∫
f <∞ gives a
majoration for the decay rate q > 2.
The conditions on f at infinity, stated in the two theorems, are satisfied, for example,
when f is decreasing like power functions: f ∼ r−q , ∇f ∼ r−q−1 and ∇∇f ∼ r−q−2, with
q >Nn/2 > 2. Indeed
∫
Vn
f 2/N <+∞, hence 1
r1−n+(1−2/n)q is in L1(R).
When h converges to 1 at infinity (which is the case in asymptotically flat manifolds [6]) then
the inequality h+ u h > 0, shows that the metric g′ = (h+ u)4/(n−2)g is complete (see [5]).
In the next section, it is proved that condition (2) of Theorem 2 is satified under small
additional assumptions on the geometry. This is done by studing a linear PDE of the type
introduced by E. Witten [20] in the case of Spinor manifolds. Results on this linear PDE are
used by Witten to prove in dimension 4 the positive mass theorem.
4. Conformal metric of zero scalar curvature on complete manifolds
The purpose of this part is to prove the existence of a function h solution of the problem:
gh+ R¯h= 0 on Vn,
h→ C > 0 when r →+∞.
(100)
A point O ∈ Vn is given, r is the Riemannian distance r = d(P,O).
h converges to C means that for every ε > 0, there exists a compact K containing O such that
∀P ∈ Vn −K , |h(P )−C| ε.
The existence of such a function h is used to solve the prescribed scalar curvature problem for a
large class of complete manifolds [11], such as the asymptotically flat case or certain conformally
flat cases.
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A certain number of assumptions are made on the geometry of the manifold. Let us recall the
definition of the Yamabe conformal invariant:
µ= inf
H1(Vn)
∫
Vn
(∇u)2 + R¯u2
(
∫
Vn
uN)2/N
(101)
the assumptions are:
(1) The Yamabe invariant is positive: µ> 0.
(2) An integral bound on the scalar curvature: ∫Vn R dVg <+∞.(3) The Ricci curvature is bounded from below.
(4) The injectivity radius is strictly positive.
When the last two conditions are satisfied, (Vn, g) is said to have a bounded geometry.
If (Vn, g) has a bounded geometry, the Sobolev inequality is valid. The conformal Laplacian
has a minimal Green function which can be estimated. This is a consequence of some works on
the heat kernel [18,7,8].
The main theorem presented here is the following:
THEOREM 3. – (Vn, g) is a complete manifold, with Ricci curvature bounded from below and
injectivity radius strictly positive, bounded away from zero, and with the Yamabe conformal
invariant µ> 0.
If R denotes the scalar curvature, it is also assumed that R  0 and ∫
Vn
R < +∞.
Then G the minimal Green function of the conformal Laplacian exists and if moreover∫
Vn
G(P,Q)R(P)dVg goes to zero at infinity, then there exists a strictly positive solution of (100)
which converges to a positive constant at infinity.
Geometric conditions can be stated which insure that
∫
Vn
G(P,Q)R(P)dVg goes to zero
at infinity. For example, it will be proved in the last section, that this is the case if the scalar
curvature R converges to zero at infinity or if R is bounded in Lq with q > n/2.
The geometric interpretation of this result is the following: when the scalar curvature is
positive, then the solution h is strictly positive. This is summarized in the proposition:
PROPOSITION 3. – On manifolds with a bounded geometry and strictly positive Yamabe
invariant whose scalar curvature is positive and either belongs to L1 ∩Lq (q > n/2) or tend to
zero at infinity, there exists a conformal metric h4/(n−2)g having zero scalar curvature and the
manifold (h4/(n−2)g,Vn) is complete.
As a consequence of the main theorem, one obtains:
PROPOSITION 4. – Let (Vn, g) be a complete manifold. If in addition to the assumptions of
the previous theorem,
∫
Vn
|R|n/2 dVg is bounded, then the prescribed scalar curvature problem
can be solved: there exists a positive solution to the equation:
gu+ R¯u= f |u|(n+2)/(n−2) on Vn,
u > 0
(102)
under the conditions on the function f described in the first section. The metric g′ = u4/n−2g
obtained is complete.
This proposition is proved exactly as the two theorems of the last section but instead of
choosing 1 as the boundary condition for the approximation sequence, we use the restriction
of the linear positive solution of (100). In this case, the sequence hk converges exactly to the
solution.
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Previous results on the subject were obtained by Brill and Cantor [6]: they proved the existence
of a positive solution of (100) on asymptotically flat manifolds with finite ends using weighted
Sobolev spaces. The precise statement is:
Assume Vn has a finite number of ends, having neighborhoods N1, . . . ,Nk diffeomor-
phic to the complement of a unit ball in n. The weight Sobolev spaces are defined by:
H
p
s,δ = {f such that
∑
|α|s |Dαfi1...ij σ δ+|α||Lp(Nl) < +∞ for each ends Nl} where
σ =√1+ r2.
The two following propositions are equivalent [6]:
• There exists a solution φ of (100) on asymptotically flat manifolds with 1 <p < 2n/n− 2,
−n/p < δ <−2+ n(1− 1/p) and s > n/p+ 2. The metric g is considered as a section of
a vector bundle is in Hps,δ. Moreover the solution φ satisfies φ − 1 ∈Hps,δ and φ > 0;• for all u 	= 0, u ∈C∞0 , the following inequality is satisfied:∫
Vn
|∇u|2 + R¯(g)u2 > 0.(103)
The differentiability conditions on δ, r, s stated above are very restrictive: s > n/p + 2 >
n/2+ 1. There exists (Vn, g) having bounded geometry such that g does not belong to Hps,δ but
such that the scalar curvature R belongs to L1 ∩Lq with q > n/2.
5. A variational problem
In this section, a variational problem is constructed to obtain a solution of equation (100):
Let us consider
λ= inf
A
I (u)= inf
A
∫
Vn
|∇u|2 +
∫
Vn
R¯u2,(104)
where A= {u ∈H1(Vn) such that
∫
Vn
R¯u= 1}.
LEMMA 1. – The minimum λ is achieved by a positive function h which satisfies:∫
Vn
R¯h= 1,(105)
λ=
∫
Vn
|∇h|2 +
∫
Vn
R¯h2 <+∞,(106)
gh+ R¯h= λR¯,(107)
h ∈ LN.(108)
The last fact implies that h is not a constant. Moreover λ is strictly positive.
Proof. – Consider uk a minimizing sequence satisfying: λ
∫
Vn
|∇uk|2 +
∫
Vn
R¯u2k  λ+ 1/k
with
∫
Vn
R¯uk = 1.
uk is bounded in LN(Vn). On every compact set K , the sequence (uk) is bounded in H1(K):
this is a consequence of the fact that on every compact, the first eigenvalue of the operator + R¯
is positive. This follows from the inequality 0 < µ  CKλ1( + R¯) where CK is a positive
constant depending only of K .
Chosing a subsequence if need be we can assume that uk converges a.e. on every compact to
a function u. Then λ = ∫
Vn
| ∇u |2 + ∫
Vn
R¯u2. Moreover
∫
Vn
R¯u= 1. To see this all we have to
240 D. HOLCMAN / J. Math. Pures Appl. 80 (2001) 223–244
do is to prove that for any ε > 0 there exists a compact set K such that:
∫
Vn−K R¯uk  Cε, where
C = sup ∫Vn R¯u2k . In fact choose K so that ∫Vn−K R¯  ε2 then by the Schwarz inequality:∫
Vn−K
R¯uk 
√√√√ ∫
Vn−K
R¯u2k
∫
Vn−K
R¯  C
√√√√ ∫
Vn−K
R¯  Cε,(109)
the last inequality is a consequence of R ∈ L1 and
∫
Vn
Ru2k is bounded, since uk is a minimizing
sequence.
u is a solution of the variational problem. The Euler–Lagrange equation implies that there
exists a Lagrange multiplier λ′ such that:
∀φ ∈C∞0 ,
∫
∇φ∇u+ R¯uφ = λ′
∫
R¯φ.(110)
Hence u+ R¯u= λ′R¯, λ = λ′. Moreover u is not zero since ∫Vn R¯u= 1 and u is not constant
since u belongs to LN . λ is not zero because λ=
∫
Vn
|∇u|2 + R¯u2.
It remains to prove that u tends to zero at infinity then it follows that the funtion H = λ− u
will be a solution of equation (100), which converges to a positive constant λ at infinity.
6. Behavior of h at infinity
In the previous section the existence of a solution of (100) was obtained by the variational
method. In this section estimates on the behavior at infinity of the solution are obtained by the
use of the Green function.
The minimal Green function of the conformal laplacian is the smallest of the solutions of:
gG+ R¯G= δP .(111)
Such a function exists. δP denotes the Dirac distribution localized at a given point P . The Green
function of the Laplacian is the minimal strictly positive solution defined by:
G0 = δP .(112)
6.1. Existence of the Green function; known results
There exists conditions for the existence of such a function: Varopoulos states in [18] that if
the Ricci curvature is positive then the existence of the Green function is equivalent to the fact
that the integral
∫ +∞
1
t
Vol(Bt (x0)) dt <+∞ converges.
Here we will use the existence of the Green function under weaker conditions.
The Heat Kernel theory developped partially in [18,8,7], gives the existence and estimates of
such a function.
Suppose that the conditions of the bounded geometry are satisfied: the Ricci Curvature
bounded from below and the injectivity radius strictly positive. If p(t, x, y) denotes the heat
kernel solution of:
p= ∂tp,(113)
Chavel [7] proves the estimations:
0 <p(t, x, x) Ct−n/2,(114)
and
D. HOLCMAN / J. Math. Pures Appl. 80 (2001) 223–244 241
δ > 0, ∀t > 0 and ∀x, y ∈ Vn,(115)
0<p(t, x, y) Cδt−n/2 e−d
2(x,y)/(4t (1+δ)),(116)
Cδ and C are two constants.
Finally G(x,y)= ∫ +∞0 p(t, x, y)dt exists and
∀x 	= y ∈ Vn, 0 <G(x,y) Cr−n+2,(117)
where r is the Riemannian distance from x to y .
This is a consequence of a theorem of [7] which we will recall now. Using the same notations:
Ω is an open subset with compact closure and smooth boundary, the isoperimetric quotient is:
I (Ω)= A(∂Ω)
V (Ω)1−1/n
,(118)
where A denotes the (n−1)-dimensional Riemannian measure and V denotes the n-dimensional
Riemannian measure. The isoperimetric In constant is defined to be the infimum of I (Ω) under
all smooth Ω :
In = inf
Ω
I (Ω).(119)
When the Sobolev inequalities are valid, which is the case in bounded geometry, H 1p ⊂ Lq
with 1/q = 1− 1/p, the following equality holds by a theorem of Federer and Fleming [7]:
In =K1n = inf
f∈C∞0
∫ |∇f |
(
∫ |f |)1−1/n > 0.(120)
Finally to sum up the results:
PROPOSITION 5. – On bounded geometry, In > 0 and the following estimate holds:
∀t > 0 and ∀x, y ∈ Vn 0 <p(t, x, y) Ct−n/2 e−d2(x,y)/(4t (1+δ)) .(121)
Hence the solution G0 of G0 = δP exists and the following estimate on the behavior of G0 is
also valid: 0 <G0(x, y) Cr−n+2 .
6.2. Application to the behavior of the solution
We can deduce from the results of the last paragraph and the fact that the scalar curvature
is positive, that 0 < G < G0. Indeed since G is the minimal Green function of the conformal
Laplacian, the sequence Gi of conformal Green function with boundary value equal to 0
on Ωi (an exhaustion sequence) satisfies G = limi→+∞Gi . Consider the bounded function
Gi −G0, solution of (G−G0)+ R¯(G−G0)=−R¯G0  0 it satisfies the maximum principle
Gi −G0 < 0 on ∂Ωi so Gi −G0 < 0 on Ωi . Hence 0 < G < G0 on Vn at the limit i goes to
infinity.
Using the conformal Green function, the solution of equation (2) can be written as:
u(P )= λ
∫
Vn
R(Q)G(P,Q)dVg.(122)
To prove that u goes to zero at infinity under geometric conditions, take a number ε > 0. We
shall prove that there exists a number R0 such that for all P with d(P,0) R0, 0 u(P ) ε.
To start fix a constantR1 > 0 such that K = BO(R1) is a compact set,
∫
K R(Q)G(P,Q)dVg  ε
for d(P,0)R2 and
∫
Vn−K R  ε. Then:
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u(P )= λ
∫
Vn−K
R(Q)G(P,Q)dVg + λ
∫
K
R(Q)G(P,Q)dVg.(123)
To prove that the first integral can be bounded from above by any positive constant arbitrary
small, consider the decomposition:∫
Vn−K
R(Q)G(P,Q)dVg
=
∫
Vn−K∩{G1}
R(Q)G(P,Q)dVg +
∫
Vn−K∩{G1}
R(Q)G(P,Q)dVg,(124)
∫
Vn−K∩{G1}
R(Q)G(P,Q)dVg 
∫
Vn−K∩{G1}
R(Q)dVg(125)

∫
Vn−K
R(Q)dVg  ε(126)
and ∫
Vn−K∩{G1}
R(Q)G(P,Q)dVg(127)

∫
Vn−K∩{G1}∩{d(P,Q)C1/(n−2)}
R(Q)G(P,Q)dVg(128)
since the inequality C
d(P,Q)n−2 G(P,Q) 1 implies: d(P,Q) C
1/(n−2)
. At this stage of the
proof, two possibilities arise: first if R tends to 0 at infinity then∫
Vn−K∩{G1}∩{d(P,Q)C1/(n−2)}
R(Q)G(P,Q)dVg(129)
 sup
Vn−K
R
∫
{d(P,Q)C1/(n−2)}
G(P,Q)dVg(130)
and
∫
{d(P,Q)C1/(n−2)}G(P,Q)dVg  C′C2/(n−2) where C′ is a constant. Hence∫
Vn−K∩{G1}
R(Q)G(P,Q)dVg  sup
Vn−K
RC′C2/(n−2)  ε.(131)
If R tends to 0 at infinity, the last expression is bounded by ε for d(P,O)  R4. The second
possibility is that R ∈ Lα for α > n/2 and∫
Vn−K∩{G1}
R(Q)G(P,Q)dVg

( ∫
Vn−K∩{G1}
R(Q)α dVg
)1/α( ∫
Vn−K∩{G1}
G(P,Q)β dVg
)1/β
(132)
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using Hölder inequality. Now
∫
Vn−K∩{G1}G(P,Q)
β dVg is bounded if β < n/(n−2) and since
the integral
∫
Vn
R(Q)α dVg converges for α > n/2 by assumptions, we can choose K being
enough so that ( ∫
Vn−K
R(Q)α dVg
)1/α
 ε.(133)
Finally for P large enough (d(P,O) Ri for i = 1, . . . ,3) the integral defining u(P ) goes to
zero when P converges to infinity under geometric conditions given in the theorems. This shows
that u(P ) tends to zero at infinity. The main theorem is solved by considering the function λ− u
which is a solution of (100) and converges to the positive constant λ.
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