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Abstract 
Validation simulations are presented for turbulent flow in a staggered tube bank, geometry similar 
to the lower plenum of a gas-cooled high temperature reactor. Steady 2D RANS results are compared 
to unsteady 2D RANS results and experiment. The unsteady calculations account for the fact that 
nonturbulent fluctuations (due to vortex-shedding) are present in the flow. The unsteady computations 
are shown to predict the mean variables and the total shear stress quite well. Previous workers’ results 
indicate that 3D simulations are needed to obtain reasonable agreement; present results indicate 2D is 
sufficient. Best practices are based on requirements for the ASME Journal of Fluids Engineering. 
Introduction 
The final design of the very high temperature reactor (VHTR) of the fourth generation of 
nuclear power plants has not been established. The VHTR may be either a block or pebble bed type. 
However, a conceptual design of a gas-cooled VHTR, based on the General Atomics GT-MHR, does 
exist and is called the block VHTR reference design, MacDonald et al [1], General Atomics [2]. The 
present studies are based on the block VHTR reference design. In this design, the flow in the lower 
plenum will be introduced by dozens of turbulent jets issuing into a large crossflow that must negotiate 
dozens of cylindrical columns as it flows toward the exit duct. The jets will be at various temperatures 
due to the radial variation of the core power density. It is important that the coolant be well mixed as it 
enters the power conversion unit to ensure proper operation and long life of the power machinery. 
Hence, it is important to accurately model the flow and mixing of the coolant in the lower plenum and 
exit duct. Figure 1 provides a plan view of half a cross-section of the lower plenum of the reference 
VHTR. Contours indicate turbulence intensity (red=high, blue=low) in this preliminary simulation. As 
shown, the coolant will have to negotiate a forest of support columns as it flows to the exit duct. 
Accurate flow modeling involves determining suitable modeling strategies including the fineness 
of the grid needed, iterative convergence tolerance, numerical discretization method used, whether the 
flow is steady or unsteady, and the turbulence model and wall treatment employed. It also involves 
validation of the computer code and turbulence model against a series of separate and combined flow 
phenomena and selection of the data used for the validation. In view of the geometry of the lower 
plenum of the reference VHTR, the flow will be similar to flow in tube banks. The first flow employed 
for validation studies for normal reactor operation in the VHTR lower plenum is an isothermal 
incompressible flow in a tube bundle. It will be shown that the flow physics should be understood and 
simulated properly to be able to achieve validation. Additional validation work will need to be 
performed against other flow phenomena that will occur in the reactor to fully validate the CFD tools. 
2Figure 1. Plan view of a cross-section of a model of the lower plenum for the reference VHTR 
showing the cylindrical support columns around which the coolant must flow to reach the exit duct; 
the contours are for turbulence intensity which indicate that the highest levels are near the outlet. 
Modeling Flow in a Tube Bundle 
The data of Simonin and Barcouda [3,4] for turbulent flow in a staggered tube bank are used for 
validation studies. The 1988 reference for Simonin and Barcouda are for the same apparatus as the 
1986 data with measurements extended up to the sixth row. Both references are given along with the 
data on the ERCOFTACa database. The data of Simonin and Barcouda (referred to as S&B hereafter) 
were used in a comparison study for turbulence models for the 2nd and 3rd ERCOFTAC-IAHR 
workshops [5,6]. The data are provided for comparing turbulence model results and have been used for 
comparison with numerical simulations by, e.g. Benhamadouche and Laurence [7], Rollet-Miet et al 
[8], Hassan and Barsamian [9], and Moulinec et al [10]. The S&B data are given as stationary and the 
simulations of the workshop participants [5,6] were also stationary [7]. The commercial CFD code 
FLUENT [11] is used in the present study for the numerical simulations. 
Stationary flow modeling 
The flow in the lower plenum of the reference VHTR has been determined to be incompressible. 
Flow in the tube banks of S&B is incompressible and isothermal. The continuity and Navier-Stokes 
equations for isothermal, incompressible flow, given in tensor notation, are (Wilcox [12]): 
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where ui is the velocity vector, p is pressure, ȡ is density, ȝ is the dynamic viscosity, t is time, ƒ is 
body force and the xi are coordinates. The traditional approach to solving these equations for turbulent 
flow is to perform Reynolds averaging of the equations. Turbulence itself is three-dimensional and 
unsteady. However, if the only unsteady motions are turbulent, the flow is said to be stationary, that is, 
the mean flow is steady. In such a case, Reynolds averaging means to perform a time average of the 
flow equations. The length of the time average should be sufficient to ensure that the mean quantities 
so defined do not vary for longer intervals. Reynolds averaging is preceded by a decomposition of the 
instantaneous values of velocity and pressure into a mean and a turbulent fluctuating quantity, e.g. 
a http://cfd.me.umist.ac.uk/ercoftac/
3iii uUu c (3)
After decomposition is applied, the describing equations are time-averaged to yield the Reynolds-
averaged continuity and Navier-Stokes (RANS) equations. With an overbar representing a time-
averaged quantity, these equations are: 
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The time-dependent term on the left-hand side is retained for convenience, though it is zero for a 
stationary flow. The new term jiuu ccU , the Reynolds stresses, has been moved to the right side and 
joined with the diffusion term. This new term represents the action of turbulent fluctuations which 
could be described as ‘turbulent diffusion.’ In order to be able to solve the RANS equations, the 
Reynolds stresses must be modeled using a turbulence model. Though there have been scores of 
turbulence models developed over the past century, none has been shown to be universally accurate. 
The most sophisticated approach using the RANS equations is a Reynolds stress model (RSM), 
which solves differential transport equations for each Reynolds stress component. Such transport 
equations are derived from the Navier-Stokes equations, Wilcox [12]. These equations include some 
terms that are exact and some that must be modeled. Because a separate equation is solved for each 
Reynolds stress, the model is, in general, anisotropic in terms of the normal Reynolds stresses, unlike 
eddy viscosity models. That is, 222 and, wvu ccc  are not equal, which, in fact, is the case for the data of 
S&B. However, an RSM requires considerable computation time because from five to seven 
differential equations for the turbulence quantities must be solved, depending upon dimensionality. 
Nonstationary flow modeling 
Hassan and Barsamian [9] indicate that the flow in staggered tube bundles reported by S&B is a 
nonstationary turbulent flow. Benhamadouche and Laurence [7] also compute the flow as a 
nonstationary turbulent flow. That is, the flow is reported to have nonturbulent fluctuations; these 
fluctuations are associated with vortex-shedding from the tubes. The Reynolds-averaging of the 
Navier-Stokes equations should then be designed to separate the coherent fluctuations from the 
turbulent fluctuations; the latter are then modeled with a RANS turbulence model. Turbulence models 
are not designed to model the effects of coherent fluctuations. This is in contrast to large-eddy 
simulation (LES) and direct numerical simulation (DNS), which compute directly all fluctuations that 
are larger than the filter/grid. A RANS turbulence model can be used in an unsteady calculation for a 
nonstationary turbulent flow. Such a calculation is denoted an unsteady RANS or URANS calculation, 
Hanjalic [13]. 
For a URANS calculation, the flow equations should be ensemble-averaged. Theoretically, an 
ensemble average is applied to experimental data by running the experiment a large number of times, 
taking data at selected points and at selected times. The data for a given point at a specified time from 
each of the tests are averaged to obtain the ensemble average. The difference between the ensemble 
4average and the instantaneous velocity are the turbulent fluctuations. The Reynolds stresses thus 
obtained still vary in time as does the ensemble-averaged velocity. 
If the coherent unsteadiness is a well-behaved periodic unsteadiness, the flow may be phase-
averaged, where data are taken at the same time in each cycle to obtain a collection of data which can 
then be averaged. Hence, phase averaging is a special case of ensemble averaging. In the case of the 
latter, the ensemble mean quantities must be repeatable from the initial condition, but are not 
necessarily periodic. The ensemble-averaged equations are still referred to as Reynolds-averaged. 
First, a Reynolds decomposition is performed: 
uuu c (6)
where u  is the ensemble mean quantity and u c  the turbulent fluctuation. Figure 2 illustrates the 
instantaneous, ensemble-averaged and turbulent fluctuating velocities of Eq. (6) for a nonstationary 
turbulent flow using simple hand-drawn curves. 
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Figure 2. The instantaneous velocity u for a point in space over a period of time is illustrated in (a), 
along with (b) the ensemble average u of the signal and (c) the turbulent fluctuating component uc .
After the dependent variables in the describing equations are decomposed, Eq. (6), the equations are 
ensemble-averaged to obtain: 
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where jiuu ccU is the (time-varying) Reynolds stress tensor. Equations (7, 8) are those solved for 
unsteady flow in the present study. 
The ensemble-averaged quantities in Eqs. (7, 8) may additionally be time-averaged (with a time 
interval long enough to adequately average all coherent fluctuations) with a secondary decomposition: 
uUu ~ (9)
5where U is the time-averaged quantity and u~  is the coherent fluctuating velocity. Figure 3 illustrates 
the concept of the time- and ensemble-averaged nonturbulent quantities, Eq. (9). FLUENT [11] allows 
this type of calculation and refers to it as the ‘mean velocity.’ The mean velocity is obtained by 
averaging the velocity at a point over a period of time. If the flow exhibits both turbulent and non-
turbulent unsteadiness, then this averaging can be seen as the time average of the ensemble average or 
just a long-time average. 
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Figure 3. The (a) time- and ensemble- averaged velocity and (b) the coherent (nonturbulent) 
fluctuating velocity. 
The purpose for performing this second (time) averaging is that some data provided by 
experimentalists, such as the S&B data, may have been processed with long-time averaging, rather 
than by ensemble-averaging. By performing just a long-time average of the experimental data, the 
turbulent fluctuations are combined with the coherent fluctuations such that only their sum is 
provided. Upon performing the second decomposition, Eq. (9), and then time-averaging the equations, 
one arrives at the following equations: 
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where jiuu ~~U  is the time average of coherent fluctuations and jiuu ccU  is the time-average of the 
Reynolds stress tensor. If we had performed a long time average to the instantaneous equations such 
that all fluctuations were captured, we would have obtained Eqs. (4) and (5) with the correlation term 
including both coherent and turbulent fluctuations. Denoting the velocity fluctuation, whether 
turbulent or coherent by iu cc  and considering Eq. (11), we can write 
jijiji uuuuuu cc cccc UUU ~~  (12) 
We see that the total correlation obtained incorporating all fluctuations is equal to the sum of two 
separate correlations, one for the coherent fluctuations and one for the turbulent fluctuations. The first 
term on the right hand side of Eq. (12) can be and is computed when using a URANS approach; the 
second term (Reynolds stress) is obtained via the turbulence model and can be added to the first term. 
6A URANS calculation using FLUENT can be made of the flow of Simonin and Barcouda. 
FLUENT provides the time- and ensemble-averaged mean quantities (or just long-time averaged) as 
well as root-mean-square (rms) values of the fluctuations. If a RANS turbulence model is used to 
represent the effects of turbulence, the fluctuations computed in the unsteady simulation (the rms 
values) will be nonturbulent. These values must be squared to obtain the coherent term in Eq. (12). To 
obtain the time-average of the Reynolds stresses with FLUENT, a ‘user-defined function’ (UDF) must 
be written. Also, coherent cross-correlations (i z j) must be obtained using a UDF because FLUENT 
does not provide these. To obtain the cross-correlation for the coherent fluctuations, one can write: 
    vuUVvuVuUvUVvVuUvu ~~~~~~~~     (13) 
since the time average of a coherent fluctuating component is zero. From Eq. (13), the coherent 
fluctuating correlation can be obtained by subtracting the product UV from the time-average of the 
product of the ensemble-averaged velocities (computed in the UDF). 
Turbulence Model 
The computations reported herein are made using the Reynolds stress turbulence model available 
in FLUENT [11]. The FLUENT RSM model has several options, including the option for computing 
an extra equation for the turbulent kinetic energy to obtain boundary conditions for the Reynolds 
stresses. This option is a default option but is disabled as it seems inconsistent with using k computed 
with the RSM; it was also found to prevent convergence to 10-6 tolerance, probably because of the 
inconsistency. Other than the aforementioned option, all other default options are used. The 
incompressible RSM in FLUENT used in the present study is based on the Reynolds stress transport 
equation given as 
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The turbulent diffusion and pressure-strain terms are modeled, respectively, as 
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with ık = 0.82, C1 = 1.8, C2 = 0.6, P = ½ Pkk, C = ½ Ckk (summation over repeated indices), C1ƍ = 0.5, 
and C2ƍ = 0.3. nk is the xk component of the unit normal to the wall, d is the normal distance to the wall, 
and CƐ = Cȝ¾/ț, where Cȝ = 0.09, ȝt = ȡCȝk2/İ, and ț = 0.4187. The turbulent kinetic energy is given as 
½ iiuu cc  and the dissipation rate tensor İij = Ҁ įij ȡİ for incompressible flow. The scalar dissipation 
rate İ is found by solving its transport equation: 
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where ıİ = 1.0, Cİ1 = 1.44 and Cİ2 = 1.92. 
The wall treatment used for all of the computations reported is the standard wall function 
approach [11] wherein the mean velocity in the wall-adjacent cell is calculated as 
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and ț = 0.4187, E = 9.793, UP, kP and yP are the mean velocity, turbulence kinetic energy and wall 
distance at point P and Ĳw is the wall shear stress. However, the near-wall nodes around the 
circumference of the tubes for the present calculations are within a y* value of 7, well within the 
viscous sublayer. The boundary values for the Reynolds stresses are given as [11] 
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where Ĳ, Ș and Ȝ are the wall tangential, normal and binormal coordinates, respectively. 
Boundary Conditions 
Periodic boundary conditions are used for open boundaries from left to right and from top to 
bottom, similar to Benhamadouche and Laurence [7]. Hassan and Barsamian [9], however, use the full 
depth of the tube bank (for the same data) because they believe that the largest turbulent length scale 
of the flow is large enough to require it. The mass flow is set at a given value to provide a flow 
through the flow domain. Although the mean velocity upstream of the tube bundle is reported to be 
81.06 m/sec, the data reported for the mean streamwise velocity do not correspond to this velocity. A B-
spline curve was fitted to the mean streamwise velocity data and numerically integrated using the 
midpoint rule on a fine grid. The data reported by S&B show a zero value for U at (x, y) = (0, 0.012 
m). Actually, the radius of the tube is 0.01085 m. The B-spline curve is set to zero at 0.01085 m, with 
a sharp increase, which corresponds to the DNS simulations of the same flow shown by Ref. [7]. The 
mass flow used for the periodic boundary conditions in the streamwise direction is based on the mass 
flow computed from the numerical integration of the B-spline curve. This value is 40.75 kg/sec, based 
on a water density of 998.2 kg/m3, an area of (0.045 - .0217) m and an average velocity of 1.752 
m/sec. 
Application of Best Practice Guidelines 
The Journal of Fluids Engineering (JFE) published by the American Society of Mechanical 
Engineers (ASME) has developed criteriab for numerical accuracy for numerical-related articles 
submitted to the journal. The criteria are referred to as ‘The Statement of Numerical Accuracy’. This 
statement has been used as a best practice guideline for the present simulation. These guidelines are: 
1. The basic features of the method including formal truncation error of individual terms in the 
governing numerical equations must be described. 
2. Methods must be at least second order accurate in space. 
3. Inherent or artificial viscosity (or diffusivity) must be assessed and minimized. 
4. Grid independence or convergence must be established. 
5. When appropriate, iterative convergence must be addressed. 
6. In transient calculations, phase error must be assessed and minimized. 
7. The accuracy and implementation of boundary and initial conditions must be fully explained. 
8. An existing code must be fully cited in easily available references. 
9. Benchmark solutions may be used for validation for a specific class of problems. 
10. Reliable experimental results may be used to validate a solution. 
FLUENT is employed using 2D double precision, running on a 12-cpu Sun 4800 workstation. 
FLUENT uses the finite volume method. The discretization of the terms is given in the FLUENT 
Users’ Manual. The viscous terms are discretized using a centered difference scheme (2nd order). The 
pressure term is evaluated using a centered scheme. The discretization scheme for the convective 
terms is specified by the user. The 2nd order [15] QUICK scheme is used herein. There is no added, 
only inherent numerical viscosity present in the discretization scheme. This error is minimized by 
using a fine enough mesh. The segregated solver is used to solve the discretized equations; the default 
under-relaxation factors are used. The SIMPLE algorithm is used for pressure-velocity coupling. 
The issue of iterative convergence was investigated by the tolerance levels for equation residuals. 
The default value for convergence in FLUENT is 1.0 x 10-3. The solution for steady flow in the tube 
bank was calculated for convergence tolerances of 1.0 x 10
-3
 to 1.0 x 10
-6
 and is shown in Figure 4a. 
As shown, a tolerance of 1.0 x 10-5 is sufficient to converge the solution; however, residual tolerances 
are set to 1.0 x 10-6. Figure 4b illustrates the ensemble-averaged streamwise velocity u at two points 
in the flow as functions of time step. The time step is clearly small enough to capture the large scale 
motions without unphysical oscillations. Figure 5 illustrates two grids that were used to check for grid 
independence. The maximum difference for the mean streamwise velocity using the finer gird, with 
59,904 cells, Fig. 5b, was 4.9% relative to the grid with 14,976 cells, Fig. 5a, for a two-equation 
turbulence model. The grid shown in Fig. 5a is used for all of the results reported herein. 
b http://journaltool.asme.org/Templates/JFENumAccuracy.pdf 
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Figure 4. (a) Results for the iterative convergence study. (b) Time plots of the ensemble average 
velocity at two points in the flow for 250 steps. 
 (a) (b)  
Figure 5. Two grids used in the grid independent study having (a) 14, 976 cells and (b) 59,904 cells. 
Grid (a) is used for the results reported below and defines the coordinates. The tubes have diameter of 
0.0217 m and are spaced 0.0225 m apart in both directions. 
For the URANS calculations, the second-order implicit time differencing scheme was employed. 
The time step was set to be adaptive with the minimum time step set to 1 x 10-5 sec and the maximum 
set to 5 x 10
-3
; the time step size was usually between 2 and 5 x 10
-4
; 5000 time steps were computed 
for the present results. The results were compared with varying numbers of time steps to ensure that 
the time-averaged results are unchanging. A time step required about 22 seconds on the Sun 4800. The 
default truncation error tolerance of 0.01 for the time step was used. It was found that if the residual 
tolerance was set to 1 x 10
-5
 or 1 x 10
-6
 and enough iterations at each time step allowed for 
convergence (1000), the simulation remained steady state. However, when the maximum number of 
iterations was set to 110 for each time step, with the residual tolerance set to 1 x 10-6, it was found that 
the solution would converge every other time step or occasionally every third time step to the desired 
tolerance, while it would still converge to 1.5 x 10-5 or lower on the other time steps. This approach 
apparently allowed there to be vortex shedding, due most likely to a numerical ‘kick’ caused by the 
uneven convergence, though the convergence is adequate according to the iterative convergence test 
described earlier. It is not unusual that a numerical perturbation is required to initiate unsteadiness in a 
simulation that is, in reality, an unsteady flow. Hence, it is believed that the above approach used for 
the unsteady flow calculation is reasonable and acceptable. Furthermore, the results for the unsteady 
calculations will be shown below to better match the S&B data. 
Results and Discussion 
x
y
10
The S&B data include results for the mean streamwise and transverse velocities, U and V, the two 
normal stresses, 2u cc  and 2v cc , and the shear stress vu cccc  profiles at five locations. Comparisons are made 
at four locations: x = 0, 11 mm and 16.5 mm, and y = 0. The S&B data for the Reynolds stresses are 
given as constant and must therefore have been (long) time-averaged, such that they include the 
nonturbulent fluctuating components. 
Figures 6-9 illustrate the computed results for the mean and fluctuating quantities at the above 
locations for the steady and unsteady RANS approaches compared to the data of Simonin and 
Barcouda. In the case of the URANS results, the long-time averaged or time-averaged ensemble-
averaged results are plotted. For the fluctuating quantities, the contributions for both the coherent and 
turbulent fluctuations are each shown along with their sums. It can be seen that the results for URANS 
for the mean velocity U are very close to the data for x = 0, 11 and 16.5 and close for y = 0. The 
results for steady RANS are clearly inferior to the URANS results compared to the S&B data. The 
present 2D URANS RSM results for U are comparable to 3D URANS RSM results of 
Benhamadouche and Laurence [7] (hereafter referred to as B&L), except that the present results are 
superior for U at y = 0. The RSM of B&L is somewhat different from the present one; the B&L 
version does not use the pressure reflection term, nor does it employ the eddy viscosity in the 
dissipation rate equation as does FLUENT. Also, the grid of B&L is slightly coarser. B&L claim that 
3D calculations are necessary, and give 2D results that are quite inferior to their 3D results. 
The mean velocity V data at x = 0 are actually two profiles, one taken above the center cylinder 
and one below [15], then drawn mirrored. The differences in the two profiles is an indication of the 
uncertainty in the measurements at this location. The present 2D computations are quite close to the 
far more costly 3D URANS, LES and DNS calculations reported in B&L. The present results for V at 
x = 11 mm and 16.5 mm are close to the S&B data for both the RANS and the URANS approaches. At 
y = 0, symmetry arguments require V to be zero; the calculations are quite close to zero. 
For the normal stress 2u cc , the URANS results are poorer than the RANS results and show large 
departures from the R&B data. It is also the case that the computed results of B&L for 2u cc  show 
significantly better agreement with R&B than the present results. However, for 2v cc , the URANS 
calculations are all significantly better than for the RANS calculations, though the magnitude of the 
maximum in each case is not as high as the R&B data. The importance of the contribution of the 
coherent fluctuations is clearly shown in the figures. The present results for the normal stresses are not 
as good as for B&L’s 3D results, but range from the same to far better than the 2D B&L results. 
Finally, results for the shear stress vu cccc  are better than or about the same for both unsteady and steady 
results and agree quite well with the S&B data; the shear stress should be zero for y = 0 based on 
symmetry. The most important fluctuating stress is the shear stress because it represents transport of 
momentum in an orthogonal direction from the momentum equation in question, whereas the normal 
stresses could actually be combined with the pressure term to represent a modified pressure. (The 
normal stresses appear with a gradient in the same direction as the pressure.) 
Conclusions 
The present 2D URANS results for the (long-time averaged) mean velocities for the tube-bank 
flow are quite satisfactory relative to the S&B data, especially the streamwise velocity, and show 
correct trends. A primary reason for this is that the flow has been correctly computed as a 
nonstationary flow. The shear stress results are also satisfactory and show correct trends. While 
predictions for the normal stresses are not always satisfactory, they appear to have a relatively small 
effect on the results for the mean velocities. 
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Figure 6. RANS and URANS results at (a) x=0 for (b) U and (c) V mean velocities; and (d) 2u cc , (e) 
2v cc  and (f) vu cccc  correlations for coherent, turbulent and total fluctuations compared to data [3]. 
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Figure 7. RANS and URANS results at (a) x=11 mm for (b) U and (c) V mean velocities; and (d) 2u cc ,
(e) 2v cc  and (f) vu cccc  correlations for coherent, turbulent and total fluctuations compared to data [3]. 
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Figure 8. RANS and URANS results at (a) x=16.5 mm for (b) U and (c) V mean velocities; and (d) 
2u cc , (e) 2v cc  and (f) vu cccc  correlations for coherent, turbulent and total fluctuations compared to data [3]. 
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Figure 9. RANS and URANS results at (a) y=0 for (b) U and (c) V mean velocities; and (d) 2u cc , (e) 
2v cc  and (f) vu cccc  correlations for coherent, turbulent and total fluctuations compared to data [3]. 
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