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Abstract
The study of stochastic processes plays a very important role in our current
understanding of Statistical Physics, in particular many results from this
field have found successful applications in biological, socio-economics and
condensed matter systems.
An important feature of stochastic process is the presence, or absence,
of memory, i.e.: does the state of the system at a certain time depends
on its history or not? In many physically relevant scenarios the answer is
yes. Henceforth in the articles collected in this thesis we, at least partially,
constructed a theory able to describe and compute relevant properties of
processes with memory. This goal has been achieved in two ways: consid-
ering time-averaged observables and then obtaining explicit results for the
respective expectation moments, and studying how a dimensionality reduc-
tion procedure acting on a multi-dimensional memoryless system produces
a resulting process displaying memory effects. Finally the two approaches
have been combined as well.
We used the theory so developed to analyze classical exactly solvable
many-body systems in Statistical Mechanics: the single file and the Gaussian
network models. We also applied our analysis to trajectories derived from
experimental time-series and Molecular Dynamics simulations. We used the
tools we developed to elucidate properties of relaxation processes towards
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Chapter 1
Introduction
Understanding our surrounding world has been one of the motors of civi-
lization. Since the XVI century, with the Scientific Revolution, humanity
started using a precise method to investigate Nature. Among all the Sci-
ences, Physics aims to achieve this goal describing Nature in the language of
Mathematics. This dogma is a corner stone of our modern Physics. However
until the XIX century the view of the world was predominantly mechanistic
and deterministic, with the XX century a more probabilistic approach took
over. The paradigm shift was twofold: on one hand the quantum revolution
challenged the deterministic hypothesis on a fundamental level while, on
the other hand, physicists addressed more and more complicated systems,
involving such a large number variables that a microscopic description of
the system would be de facto impossible.
The problems related to the latter situation are traditionally grouped un-
der the name of Statistical Mechanics: the branch of Physics that aims to
describe physical systems in the language of probability and chance.
The general framework assumes that we are describing a universe1 with a
huge number of degrees of freedom, these variables follow Hamilton’s equa-
tion of motion. However, part of these variables may often be considered as
being “fast” while the remaining are considered to be “slow”. We will say
that the former set belongs to a “heat bath” while the latter corresponds
to the system. One physical reason why we can often divide our universe
between “fast” and “slow” degrees of freedom is, for example, that we are
often interested in a solute-solvent system in which the solvent particles
are much smaller and lighter than the solute particles, and therefore relax
towards equilibrium faster. A prime example that justifies this hypothesis
can be attributed to observations of Robert Brown in 1827 [1] who noticed
that tiny grains of pollen suspended in water showed an erratic motion. In
1In this context universe must not be confused with the cosmological and observable
universe. We use this name just to refer to all the particles described by some particular
mathematical model at hand.
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his experiment the pollen grain were the “system” and the much smaller
water molecules were the “heat bath”; the numerous, effectively random,
bumps of these molecules against the system particles cause the random
motion nowadays referred to Brownian motion. In the subsequent century
many notable physicists and mathematicians laid the theoretical founda-
tions to understand phenomena akin to Brownian motion while countless
experiments explored the probabilistic description of Nature. In 1905 Al-
bert Einstein gave the first theoretical explanation of Brownian motion [2].
The same year Sutherland, independently, published an article with similar
equations [3]. Von Smoluchowski [4], the following year, gave an remark-
ably solid foundation to the atomistic theory on the basis of the Einstein’s
equation. In 1909 Perrin confirmed the results experimentally [5]. Further
historical contributions were given by Langevin [6], Fokker [7], Planck [8],
Ornstein and Uhlenbeck [9], Klein [10], and Kramers [11].
Inspired by these developments many mathematicians laid the rigorous basis
to correctly describe these phenomena: Wiener [12, 13], Kolmogorov [14, 15],
Feller [16], and Lévy [17, 18], to list only a few of the most prominent names.
The inexplicable power of randomness The description of natural
phenomena via the physics and mathematics of Brownian motion has found
application at the most disparate scales: from the incommensurately tiny
quantum world [19, 20], describing the quark-gluon plasma [21, 22] and
nuclear collisions [23], to the gigantic astronomical scale [24, 25] using a
relativistic formulation of it [26]. Passing by all the possible intermediate
sizes, Brownian motion has been used to describe systems from molecular
biology [27] to flocks of birds and school of fishes [28]. Moreover, ideas
from Statistical Physics have been applied to the anthropic fields of Fi-
nance [29, 30], Computer Science [31], and even Social Science [32]. This
ability to describe phenomena on all physical scales and beyond is quite
unique. Partially this feature can be explained using powerful theorems of
Probability Theory (like the Central Limit Theorem) that predict a uni-
versal behavior of random variables irrespective of any details. Nevertheless
the reason why so many different phenomena satisfy, with such a remarkable
agreement, the abstract hypotheses of these theorems is a mystery that we
may never solve.
Ensemble and time averages In Statistical Mechanics we are, in gen-
eral, only interested in the statistical property of an observable. The idea
is that each realization of a given phenomenon will yield a different result
for each measurement we perform on the system; in order to deal with this
variability we must inspect the statistical properties of the ensemble of all
possible realizations must be performed. The expected value in such an en-
semble referred to as an “ensemble average”, and therefore such observables
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are called “ensemble averaged” observables. According to the law of large
numbers the variance of these quantities vanishes whenever we are dealing
with systems that contain a large number of particles. Another way to eval-
uate the statistical properties is to inspect how they evolve in time along
individual realizations of the experiment. The expected value over a single
realization is called a “time average” and such observables are referred to as
“time averaged” obervables. For random processes these time averages are
stochastic quantities as well. However, under conditions typically satisfied
in physical systems these time averages are guaranteed to converge to their
ensemble counterparts [33].
Markovian and non-Markovian observables Most of the work of this
thesis has been devoted to the study of the properties of non-Markovian
processes, that is processes with memory, and their application in physi-
cal systems. The reason why these processes are so important is that they
are ubiquitous in Nature. Quoting van Kampfen: ”Non-Markov is the rule,
Markov is the exception” [34]. Nevertheless Markov processes are much bet-
ter understood for two main reasons: their mathematical treatment is often
easier, and, after some reasonable approximation or on a limited time-scale,
non-Markovian processes can be frequently well described by Markovian
ones [35].
It is important to stress that the adjectives Markovian or non-Markovian
cannot really be applied to a physical system, instead they make sense in re-
lation to an observable used to describe the physical system.
From this point on we will understand a physical system as a set of
equations of motion (in an abstract sense) describing the evolution in time,
while an observable will be set of variables that we measure in the physical
system. Often the observable coincides with the coordinates entering the
equations of motion (positions and velocities usually) and in this sense the
term “Markovian (on non-Markovian) physical system” is in fact widely used
in the literature. Note, however, that it is very easy to construct a counterex-
ample where an observable of a system described by Markovian equations
of motion is in fact non-Markovian: a function that explicitly depends on
the history of the process, i.e. a non-anticipating (to respect causality) and
non-local function of time. Even so, the wording (non-)Markovian system
is useful and descriptive. In this thesis we will discuss two common ways in
which non-Markovian observables may emerge: as a result of time averaging
or a projection (and combinations of these two).
Time-averaging is a common way to analyze experimental time-series
and theoretical models. Here a function of the system coordinates is aver-
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aged over the entire trajectory. These observables are therefore nominally
non-Markovian. Mathematically they correspond to functionals and are es-
pecially useful in the analysis of laboratory and computer experiments, since
it is often challenging to obtain a sufficiently large number of statistically
independent trajectories that would allow the application of ensemble Sta-
tistical Mechanics. Though under given conditions [36], we may still equate
time averaged results to ensemble averaged results in the long time limit.
The other class of non-Markovian observables we studied in this thesis
originates from a projection [35]. Unless the hidden, projected-out degrees of
freedom are “fast”, that is, they rapidly reach their equilibrium distribution,
the resulting observable is in general non-Markovian [37]. This situation is
in fact common in experiments. Often we are interested in high-dimensional
or many-body systems, like biomolecules2, where it is extremely difficult to
track all degrees of freedom. Examples of experiments tracking lower dimen-
sional coordinates (i.e. in which a projection is hardwired in the setup) are
the measurements of the extension of a molecule (in optical tweezers exper-
iments) or the distance between two fluorescent dyes attache to a molecule
(in FRET experiments). The analysis and the interpretation of the results
should be performed keeping in mind the non-Markovian nature of the ob-
served process.
In summary, in this thesis we aimed at understanding the generic role
of a projection in experiments on physical systems by systematically com-
paring Markovian and non-Markovian observables. In particular, to achieve
this latter goal we developed a theory for the statistics of time-averaged
functionals of the full and projected trajectories. Finally, we applied these
newly developed tools to study relaxation processes and violations of the
time-translational invariance in theoretical models and time-series obtained
from laboratory and experiments.




In this chapter we present the basic background knowledge we extensively
used in this thesis. Many of the topics discussed here have been developed
during the XX century by some of the most prominent physicists and math-
ematicians in history. Nevertheless, we will summarize them here in order
to provide the common base to the work presented in the following chapters.
After a short, non-rigorous, and incomplete review of selected mathematical
concepts from the theory of stochastic processes; we will review the main
tools used in Physics to describe random systems: the Langevin equation,
the Fokker-Planck equation, and the Feyman-Kac formula. For the sake of
simplicity, and in order to avoid tedious technical complications and a cum-
bersome notation, these results will be presented for the one dimensional
case; even though we will later develop the theory for systems with an arbi-
trary dimensionality. In most cases the extension is conceptually straight-
forward. In addition a selection of the most common solution methods is
reported for sake of completeness.
2.1 Stochastic processes
Let us define the probability space [38, 39, 40] (Ω,F ,Pr) where:
• Ω is the sample space of all possible events;
• F is a σ-algebra, that is a collection of subsets of Ω such that: it
contains Ω in itself, and it is closed under complement, countable
unions, and intersections;
• Pr is the probability “law” that assigns to every F ∈ F a number
between 0 and 1;
let us also define the mathematical space S measurable under the σ-algebra
Σ. Then, given the probability space and the measurable space (S,Σ), the
11
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stochastic process
{Xt, t ∈ T} (2.1)
is a collection of random variables belonging to S indexed by some set T . A
follow-up important definition is the one of conditional probability that we
will denote as Pr(X|Y ), indicating the probability of X occurring given Y ,
where X and Y belong to F .
This rather abstract definition is the mathematical basis to discuss and
categorize all possible process with some degree of randomness. One of
the most important distinctions between different stochastic process derives
from the properties of the set T . If said set is countable the process is
referred to as a discrete time process and as a continuous time process oth-
erwise. This thesis deals only with continuous time processes, whose basic
properties are listed below.
An important class of stochastic processes are so-called Markov pro-
cesses. These processes are “memoryless“, that is: the next element of the
process depends only on the present one. More formally the following equal-
ity must hold for {Xn, n ∈ T} to be Markovian:
Pr(Xn+1 = x|X1 = x1, X2 = x2, . . . , Xn = xn) = Pr(Xn+1 = x|Xn = xn).
(2.2)
When Eq. (2.2) is not satisfied the process is said to be non-Markovian.
A continuous time stochastic process {Xt, t ≥ 0} is a Lévy process if the
following conditions are satisfied:
• an initial state X0 is defined;
• independence of increments: Xt+1 −Xt are independent for any t;
• stationary increments: the increment Xt −Xs is equal in distribution
to Xt−s;
• continuity in probability: limh→0 Pr(|Xt+h −Xt| > ε) = 0, ∀ε > 0.
Lévy processes are the basis of many stochastic processes studied in Prob-
ability Theory, the most prominent one being the Wiener process Wt. It
has two very important properties in addition to the normal properties of a
Lévy process:
• the increments follow a normal distribution: Ws+t −Ws ∼ N (0, t),
• Wt is continuous in t, but never differentiable.
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The Wiener process is the precise mathematical definition of Brownian mo-
tion, in Physics often these two terms are used as synonyms. Another very
important stochastic process often used in Physics is the continuous time
Markov Chain (or Markov State Model) that is defined by:
• a countable (often, but not necessarily, finite) state space S;
• a transition matrix T of the same dimension of S;
• an initial state.
Markov Chains are frequently used to describe physical process in which
the dynamics can be approximated by independent jumps between discrete
states.
The Wiener process and Markov Chains are the bases for many contin-
uous time random process encountered in Physics.
2.1.1 Ergodicity
Many properties and results derived in Statistical Mechanics rely on the
ergodic hypothesis [36]. Historically the first person to introduce this idea
was Boltzmann who used it at the end of the XIX century to prove the
equipartition of energy in ideal gasses. In the context of Statistical Me-
chanics the ergodic hypothesis assumes that after a long time a mechanical
system will spend in each microstate an amount of time proportional to
the Boltzmann weight. This idea has later been formalized by Poincaré in
his recurrence theorem that states that an ergodic system, albeit after an
astronomical time, will return infinitely close to each point along his trajec-
tory. Subsequently, mainly Birkhoff and Khinchin formulated this idea in
a more rigorous measure-theoretical and probabilistic formulation. A very
important result is the Birkhoff-Khinchin theorem that makes a connection
between time and ensemble averages.
A probability ”law“ Pr can be viewed as measure on the set Ω such that
Pr(Ω) = 1; then we can define:
Definition 1 The ensemble average of the integrable random variable f :




While in the context of continuous time processes the time average can be
defined as:
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2.2 Stochastic differential equations
Since Newton, differential equations have been, arguably, the most impor-
tant mathematical object used in Physics. Often a differential equation is
used to describe the time-evolution of a particle given some initial condi-
tions. In the case in which, as in Statistical Physics, the differential equation
contains a noisy term the mathematical theory able to correctly integrate
this class of equation has been developed quite recently by Kiyosi Itô [41, 42],
who founded the field of stochastic calculus,the so-called Itô calculus, in or-
der to solve this problem.
A stochastic differential equation describing the time-evolution of the
stochastic variable Xt [43] reads
dXt = b(t,Xt) + σ(t,Xt)dWt (2.3)
where b and σ are sufficiently regular functions, and Wt is the Wiener pro-
cess. The solution to this equation, with initial condition X0, reads







where the last term is an Itô integral.
2.2.1 The Langevin equation
In 1908 Paul Langevin [6], a French physicist, formulated a phenomeno-
logical differential equation to describe the motion of a Brownian particle.
Though a rigorous definition of his equation only came after four decades
thanks to the work of Itô, it is still a useful tool in Physics since it intu-
itively describes the physical process. Originally Langevin described the
motion of a Brownian particle considering that it is constantly accelerated
by a random force and by a deterministic force, while being decelerated by
the friction against the fluid surrounding the particle. Therefore Newton’s
equation of motion for this system read
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where m is the mass of the particle, γ is the friction coefficient, kB is the
Boltzmann constant, T is the temperature, f is the external force, x is the
position of the particle and v its velocity. The random term εt indicates the
white noise term, that is Gaussian distributed with 〈εt〉 = 0 and 〈εtεs〉 =
δ(t − s). In many physical application inertial effects can be neglected,
therefore it is possible to simplify Eq.(2.5), to the so-called overdamped












a manifestation of the fluctuation-dissipation theorem.
Solution of a Langevin equation
With rare exceptions an analytic solution of the Langevin equation is un-
feasible; only numerical solutions are accessible. The most basic numerical
method to solve them is the Euler-Maruyama scheme. To simulate the
stochastic motion (we will use the overdamped Langevin equation (2.6) as
an example, further extensions are straightforward) up to time t, we divide
this interval in N equispaced subintervals of length ∆t. Then, given an
initial condition x0 the successive positions are calculated according to:






where ε is a random number drawn from the normal distribution N (0, 1).
2.3 The Fokker-Planck equation
The Fokker-Planck equation [44] (that sometimes also carries the name of
two other prominent scientists: Kolmogorov and/or Smoluchowski) is a par-
tial differential equation describing the evolution of the conditional proba-
bility density function of a stochastic process, that is, its solution describes
the probability density of finding a process (e.g. the position of a particle)
at time t in the point x that it was at x0 at time t0 and reads:
∂G(x, t|x0, t0)
∂t






with initial condition G(x, t0|x0, t0) = δ(x − x0), where δ(x − x0) is the
Dirac’s delta function, while µ and D represent the constant drift and dif-
fusion coefficients respectively. Eq. (2.9) must be completed by opportune
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boundary conditions imposed by the nature of the stochastic process. The
solution G(x, t|x0, t0) to Eq. (2.9) is often called the Green’s function in
agreement with the nomenclature commonly used in linear operator theory.
Other common names are generator function or the particularly pictorial
name of propagator since G(x, t|x0, t0) ”propagates“ the solution from the
initial to the final state.
Equation (2.9) is also referred as a forward equation since it describes
the evolution from the initial condition at t0 towards future times t > t0.
Equivalently it is possible to describe the same process backward in time,
that is, we are asking for the probability of starting in a given state given
that we end up in x at time t. Hence we are propagating our solution
backward in time for times s < t. The backward equation reads









and initial condition G(x, t|x0, t) = δ(x−x0), again with appropriate bound-
ary conditions.
The two descriptions are equivalent; the forward description is often more
useful in applications since it describes measurable experimental quantities
as a function of the observed time; the backward equation has proven useful
in diverse contexts, in particular in the study of first passage time prob-
lems [45].
2.3.1 Eigenfunction expansion
The Fokker-Planck equation belongs to the class of parabolic differential
equations. These equations have a long history in mathematics and there-
fore several methods have been devised to solve them. One of the most
powerful (with roots in the Strum-Liouville operator theory) is the eigen-
function expansion method [44, 33]. We define the Fokker-Plank operator
L̂ such that Eq. (2.9) reads:
G(x, t|x0, 0) = −L̂G(x, t|x0, 0); (2.11)
whose formal solution reads
∂G(x, t|x0, 0)
∂t
= e−L̂tG(x, 0|x0, 0), (2.12)
that can be expressed using the eigenvalues λk, the left eigenfunctions ψ
L
k (x),
and the right eigenfunctions ψRk (x) of L̂,
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k (x) = δkl. (2.14)
and for ergodic systems λ0 = 0. The eigenvalues satisfy the following in-
equality: λ0 ≤ <(λ1) ≤ · · · ≤ <(λk) ≤ · · · ≤ ∞. Therefore the differential
equation is reduced to and eigenvalue problem, that is often easier to solve,
given by the following set of equations:
L̂ψRk (x) = λkψ
R
k (x) L̂





where L̂† denotes the adjoint backward Fokker-Planck operator (see Eq. (2.10))
and λ†k its eigenvalues.
Other popular methods to solve the parabolic differential equation are
based on the Fourier and Laplace transform or on the reflection method.
2.4 The Feynman-Kac formula
The forward Fokker-Planck equation (2.9) is a parabolic differential equation
akin to the Schrödinger equation (up the imaginary unit factor). In the 1940s
Richard Feynman [46] in his PhD thesis reformulated the quantum theory
using the path integral: an average over all the possible paths of the particle.
Subsequently Mark Kac [47] realized that a similar representation may be





describing the evolution of our stochastic process for all the possible initial









Let V (x) be a function bounded from below. Then for sufficiently well












satisfies the differential equation
∂u
∂t
= L̂†u− V u (2.19)
for well behaved initial conditions u(x, 0) = f(x). The brackets in Eq. (2.18)
〈·〉f represent the average over all the possible realization of the process with
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the initial condition given by f(x).
These last two equations represent the core of the Feynman-Kac formula
and allow us to calculate the distribution of the functional
∫ t
0
dτV (Xτ ), (2.20)
of the stochastic process Xτ solving a ”tilted“ backward Fokker-Planck equa-
tion (2.10). This result connects several important aspects of stochastic pro-
cesses and it proved to be an invaluable tool in Mathematics, Physics and
Finance.
2.5 Local time
A big part of this thesis is devoted to the analysis of a specific stochastic
functional: the so-called local time. This functional enjoys a long tradition
in Mathematics tradition [48, 49], for a continuous time Itô process Zt it




δ(Zs − x)ds, (2.21)
where we used the Dirac’s delta in the definition. This functional is ex-
tremely important because for every bounded function f of the stochastic












In this thesis the time average of the local time
θx(t) = Lx(t)/t (2.24)
has been used as a concrete example to compute the time-averaged statistic
of several theoretical and experimental models. Thanks to the property
defined in (2.22), these results can easily be extended to a wide class of
observables.
Publications
In the following chapters all the publications produced during the doctorate
program so far are reported in their published form in chronological order.
All the references and cross-references in each article only refer to the article
in itself. All the references in the articles must be considered as part of the
reference list of the thesis, although some of them are repeated to respect
the format of the original publication.
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diffusion: exact single- and
two-tag local times beyond
large deviation theory
This article has been published in the New Journal of Physics under Creative
Commons Attribution 3.0 Licence [50]. In this work we derived explicit
formulae for the mean, the variance and the covariance of the local time for
stochastic processes starting from equilibrium initial conditions using the
Feynman-Kac theorem and the diagonal form of the Fokker-Planck operator.
We applied our results to the study of a paradigmatic stochastic many-body
system: a single file in a box. Interestingly, studying the correlation of
histories between different particles we found a dynamic crystallization-like
transition in dense single-file systems.
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PAPER
Unfolding tagged particle histories in single-file diffusion: exact
single- and two-tag local times beyond large deviation theory
Alessio Lapolla andAljažGodec
Mathematical Biophysics Group,Max-Planck-Institute for Biophysical Chemistry, GöttingenD-37077, Germany
E-mail: agodec@mpibpc.mpg.de
Keywords: stochastic processes, occupation time functional, single-file diffusion, projection-inducedmemory, stochasticmany-body
systems, generating functional, large deviations
Abstract
Strong positional correlations between particles render the diffusion of a tracer particle in a single file
anomalous and non-Markovian.While ensemble average observables of tracer particles are nowadays
well understood, little is known about the statistics of the corresponding functionals, i.e. the time-
average observables. It even remains unclear how the non-Markovian nature emerges from
correlations between particle trajectories at different times.Here, wefirst present rigorous results for
fluctuations and two-tag correlations of general bounded functionals of ergodicMarkov processes
with a diagonalizable propagator. They relate the statistics of functionals on arbitrary time-scales to
the relaxation eigenspectrum. Thenwe study tagged particle local times—the time a tracer particle
spends at some predefined location along a single trajectory up to a time t. Exact results are derived for
one- and two-tag local times, which reveal how the individual particles’ histories become correlated at
higher densities because each consecutive displacement along a trajectory requires collective
rearrangements. Our results unveil the intricatemeaning of projection-inducedmemory on a
trajectory level, invisible to ensemble-average observables, and allow for a detailed analysis of single-
file experiments probing tagged particle exploration statistics.
1. Introduction
Single-file dynamics refers to themotion of particles in a narrow, effectively one-dimensional channel, which
prevents their crossing, and is central to the transport in biological channels [1] the kinetics of transcription
regulation [2], transport in zeolites [3] and in superionic conductors [4]. Recent advances in single-particle
tracking and nanofluidics enabled experimental studies of singlefile dynamics in colloidal systems, which
directly probe the fundamental physical principles of tagged particlemotion to an unprecedented
precision [5, 6].
Themotion of particles in a singlefile is strongly correlated, which gives rise to a rich and intricate
phenomenology. In a Brownian single file the non-crossing constraint leads to subdiffusionwith the ensemble
mean squared displacement (MSD) of a tagged particle scaling as x t x t0 2á - ñ µ[ ( ) ( )] [7].When confined to
afinite interval the subdiffusive scaling of theMSD is transient, saturating at an equilibrium variance, with the
extent of the subdiffusive regime growingwith the particle density (see figure 1(a) and [8]). Concurrently, an
effective harmonization emerges at increasing density, with the invariantmeasure of a tagged particle





2g = á ñ á ñ - (see inset offigure 1(a)).More
generally it holds that theMSDof a tagged particle in an unconfined singlefile and the absolute dispersion of a
free particle in the limit t  ¥ are related via x t x x t0 2 freeá - ñ µ á ñ[ ( ) ( )] ∣ ( )∣ [9]. Themotion of particles on a
many-body level isMarkovian, the resulting tagged particle dynamics is, however, highly non-Markovian [8],
and displays a staggering dependence on the respective initial conditions [10].
Tremendous effort has beenmade to study the tagged particle dynamics theoretically [11]. In particular, the
tagged particle ensemble propagator has been studied using the ‘reflection principle’ [12], Jepsenmapping [13],
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deviation (LD) [16] theory. Notwithstanding, theseworks, with isolated exceptions [17], focused on ensemble-
average properties alone. State-of-the-art experiments, however, albeit probing particle trajectories and thereby
providing direct access to functionals of paths, are typically analyzed using ensemble-average concepts (see e.g.
[5, 6]). The analysis of functionals of tagged particle trajectories is thus not only feasible but alsomore natural
than studying ensemble-average observables.Moreover, to arrive at a deeper physical understanding of
projection-inducedmemory effects and resulting non-Markovianity, an understanding of the correlations of
particle histories and their decorrelation on ergodic time-scales is required.
In particular, we here focus on the trajectory-, or time-average analogue of the tagged particle ensemble
propagator [8]. Any time-average observable can be constructed from the local time fraction (see equation (A4)
in appendix A), which is defined as (see figure 1(b))






òq t t= -( ) [ ( )] ( )
where x 1y
j t =[ ( )] if x ydj Î centered at y, and zero otherwise [18]. ytjq ( ) in equation (1) is a randomquantity
denoting the fraction of the local time, t yt
jq ( )— the time the tagged particle j spends in an infinitesimal region
around the point y along a trajectory up until time t. t x t x tx , , N T1º ¼( ) ( ( ) ( )) denotes themany-body
trajectorywritten in vector form. The dynamics of a tagged particle xi(t) irrespective of the otherN−1 is not
Markovian, and any two tagged particle trajectories xi(t) and xj(t) are correlated on all but ergodically long times.
We focus on thefluctuations and two-tag correlations of local time fractions
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where á ñ denotes the average over allN-particle trajectories starting from the steady-state (in this case




s =¥ ( ) and tlim 0t xyij =¥ ( ) , reflecting the fact that on ergodically long time-scales time-average
observables become deterministic and correlations between them vanish.
A general theory of local times in such correlated non-Markovian dynamics so far remained elusive. And
while the statistics of functionals of the form in equation (1) in one-dimensional stochastic processes have been
studied extensively in a variety offields [19, 20], studies of tagged particle functionals in interactingmany-body
systems are sparse, andmostly limited to extreme value statistics of vicious walkers (see e.g. [21]).
Here, we present rigorous results for variances and two-tag correlations of bounded functionals1 of
Markovian dynamics on arbitrary time-scales, in terms of the relaxation eigenspectrumof the corresponding
propagator. The theory also covers the case, when a higher-dimensional dynamics is projected onto a smaller
subspace thereby leading to non-Markovian dynamics on the reduced subspace, a hallmark example thereof
being tagged-particle dynamics in a singlefile. The theory applies to all ergodicMarkovian systemswith a
diagonalizable propagator. As an examplewe study tagged particle local times in a singlefile of Brownian point
particles in a box. Diagonalizing themany-body propagator using the coordinate Bethe ansatz, our results
uncover non-Poissonian trajectory-to-trajectory fluctuations of local times, and a cross-over fromnegatively to
Figure 1. (a)MSDof the central particle in a single file with increasing particle numberN starting from equilibrium initial conditions.
Time ismeasured in units of themean number of collisions t Dt N 2=˜ . Inset: Kurtosis excess of the invariantmeasure of the central
particle depending onN; (b) trajectories of two next-nearest neighbor particles in a singlefile of 11 particles (red and blue curves)
alongside the respective left and right nearest neighbors (gray curves). Overlaid are corresponding local time fractions up to a time t, t
iq
in the respective red and blue shaded intervals. The remaining particle trajectories are omitted for convenience.
1
We consider functionals V tx[ ( )]ofMarkovian trajectories tx( ), for which V t tx ,< ¥ "[ ( )] with probability 1 (see e.g. [19]).
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positively correlated two-tag particle histories upon increasing density,mirroring the emergence of collective
fluctuations breakingMarkovianity in tagged particlemotion and leading to tracer subdiffusion. Clear and long-
lived deviations of local time statistics from shot-noise behavior demonstrate the insufficiency of harmonization
concepts for describing tracer diffusion on a trajectory level.More generally, the connection to the relaxation
spectrumprovides an intuitive understanding of non-Poissonian statistics at sub-ergodic times in a general
setting.
2.General theory
Weconsider a trajectory of a generalN-dimensional system tx( ) evolving according to Fokker–Planck or
discrete-stateMarkovian dynamics.We are interested in ergodic systemswith a unique steady-state P x( ) and
also assume steady state initial conditions. Due to ergodicity themean local time fraction yt
jqá ñ( ) under these
conditions is independent of t2 and coincideswith the invariantmeasure y y x Px xdt
j N
jòq dá ñ = -( ) ( ) ( ), where
we introduced theDirac delta function δ(x) (for a proof see equation (A8)). In the presence of detailed balance
(DB) P x( ) is the Boltzmann–Gibbsmeasure P xeq ( ).
Obtaining equations (2)–(3) essentially amounts to computing the probability generating function of the
joint local time functional given by the Feynman–Kac path integral
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wherewe introduced the Laplace transform f fd es
s
0
 òJ J J=
J J¥ -ˆ ( ) ( ). Themoments in equations (2)–(3) are












, 0q qá ñ = ¶ ¶- = =( ) ( ) ( ∣ )∣ with n+m=2. A straightforward general-
ization of the trotterization in [22] shows that Q x y t,u v i j, ( ∣ ) is the propagator of a tilted evolution operator (see
appendix A)
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where L̂ and L̂
†
denote the ‘bare’ forward and adjoint (backward) generator of theMarkov process [23], andwe
introduced the ‘flat’ x xdòñ º ñ∣– ∣ and steady states Px x xss dòñ = ñ∣ ( )∣ in the bra-ket notation, which are the left
(right) and right (left) ground eigenstates of L̂ (L̂†), respectively.We obtain exact expressions for themoments in
equations (2)–(3) by performing aDyson series-expansion of equation (A3) [24], converging for any bounded
functional of tx( ) (see proof in appendix A).
Having assumed diagonalizability of L̂
† (and L̂)3 , we expand the backward operator in a complete bi-
orthogonal set of left and right eigenstates4 , L k k k
L
k





kly y dá ñ =∣ . The details of the calculation of themoments are shown in appendix A.
Obviously, P xR x
i L
0 0y yá ñ =∣ ∣ ( ), since the system is ergodic. The exact results for the variance and correlations
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equations (6)–(7) readily follow in the limit t 1
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where; denotes asymptotic equality. Analogous formulas for LD limits of local times not connected to a
spectral expansion have also been developed (see e.g. [26]). Notably, for systems obeyingDB tx
2,LD
i
s ( ) sets a
universal upper bound on the variance of θt (compare equations (6) and (8)). The results in equations (6)–(9)
readily extend to arbitrary functionals t V x d
t1
0ò t t
- ˆ [ ( )] with a bounded and local V̂ , by performing a simple
2
On the level of themean alone the time-ordering in the functional in equation (1) is not important (for a proof see equation (A8)).
3
A sufficient but not necessary condition guaranteeing diagonalizability is that that the operator is normal, i.e. commutes with its
adjoint, L L LL 0- =ˆ ˆ ˆ ˆ† † .
4
Note that L k
R
k k
Ry l yñ = ñˆ∣ ∣ and L kL k kLy l yñ = ñˆ ∣ ∣† [25].
3
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exchange Vx
i  ˆ , modifying only x y,k i jW ( ) (see appendix A). Equations (6)–(7)with the aforementioned
generalizations apply to all diagonalizable L̂, thus including all systems obeyingDB, and represent ourfirstmain
result.
Equations (6)–(9) provide an intuitive understanding of local time statistics via amapping onto relaxation
eigenmodes, with fluctuation and correlation amplitudes proportional to the sumof transition amplitudes of
excitations from the steady state to excited states and back, x y,k i jW ( ). On ergodic time scales θt at different t
decorrelate, and hence display features of shot-noise, i.e. tx
2
i
s ( ) and txyij ( ) decay inversely proportional to the
number of independent observations of each excitationmode, tk
1l~ - . Atfinite times t k
1 l- shot-noise
statistics are altered due to a finite survival probability of the eigenmodes at a given t, 1 e t kk l- l-( ) k" , setting
a hierarchy of correlation times k
1l- (see correction terms in brackets of equations (6)–(7)).
3. Local times in single-file diffusion
Consider the dynamics ofN identical hard-core interacting Brownian point particles diffusing in the unit
interval 0, 1[ ], and setD=1without loss of generality. The extension to a finite particle radius follows from a
trivial change of coordinates [8]. Let P tx x x x, e tL0 0º á ñ-( ∣ ) ∣ ∣ˆ† denote theN-particle backward propagator of the
singlefile with the following backward generator and N 1- internal non-crossing boundary conditions:












0, 1 0,å= - ¶ ¶ - ¶ = "
= +
+
ˆ ( ) ( ∣ ) ( )†
Confinement into a unit interval is imposed through external reflecting boundary conditions
P t P tx x x x, , 0x x x x0 0 0 1N N1 0,1 0,¶ = ¶ == =( ∣ )∣ ( ∣ )∣ . Under these boundary conditionswe diagonalize L̂† using the
coordinate Bethe ansatz [27]5 and obtain the Bethe eigenvalues kk i i
2 2l p= å and corresponding left and right
eigenvectors
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Ly y yº á ñ =( ) ∣ ( )with kR lL k l,y y dá ñ =∣ ,wheremk is themultiplicityof theBethe eigenmode
k
Ly ñ∣ (see appendixC), and kiå ¢{ } denotes the sumover all permutationsof single-particle eigenvalueswith ki 0Î .
Thematrix elements entering x y,k i jW ( ) follow upon integration over the nl and nr particle coordinates to the
left and right, respectively, from the tagged particle iwhile strictly preserving the particle ordering [8], yielding


























































 y y y yá ñ = á ñ∣ ∣ ∣ ∣! . In equation (12)wehave defined the auxiliary functions
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This delivers exact results for tx
2
i
s ( ) and txyij ( ) in equations (6)–(8). An efficient numerical implementation of
our analytical results can bemade available upon request.
The results for tx
2
i
s ( ) in equation (6) for the central particle in single files with variousN are depicted in
figure 2, and reflect largefluctuations exceeding 200%on time-scales where roughly only 50%of the particles
have collidedwith their neighbors. Thefluctuations display a non-trivial dependence on x, which does not





l r= -( ) ! ( ) ( ! !), and reveal striking boundary-layer effects. These
deviations are clear evidence for non-Poissonian statistics and signal that harmonization concepts, which
assume a locally equilibrated environment [14], break down on themore fundamental trajectory level. At longer
t, where∼50–100 collisions/particle have occured, t




s ( ) converging to its LD limit (8). On these time-scales the ensembleMSDhas already
saturated (compare figures 1(a) and 2(c) and (d)). Notably, LD asymptotics correctly capture only small
fluctuations of the order±10%.As noted above and confirmed by simulations, LDs reflectingGaussian statistics
set an upper bound to thefluctuations of t
iq (figures 2(c) and (d)).
Single-file diffusion displays no time-scale separation in the relaxation spectrum. As a result, the projection
of dynamics onto a tagged particle coordinate induces subdiffusion and strong non-Markovianity on time scales
t 1
1l< - . The respective onset of the t scaling of the tagged particleMSD shifts to shorter t upon increasingN
5
Note the difference with respect to themomentum-space Bethe ansatz solution [8], which does not diagonalize L̂.
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(figure 1(a)). IncreasingN in turn leads to a high degeneracy of Bethe eigenmodes, reflecting emerging
dynamical symmetries (see appendix F). As a result, fewer Bethemodes are required for a convergence of the
sums in equations (6)–(7).
To gaindeeper insight into thephysical origin of thememoryon a trajectory levelweanalyzed two-tag
correlations betweenparticle histories bymeans of the reduced covariance of local times







j  q q= á ñá ñ˜ ( ) ( ) ( ( ) ( ) ), with t 1,xyij Î - ¥˜ ( ) [ ). Correlations between thehistories of the central
particle c and its nearest (i.e. c 1+ ) andnext-nearest (i.e. c 2+ )neighbors at themidpoint between themaximaof
P xceq ( ) and P xc ceq 1, 2+ +( ) (see appendix E andH for details) are depicted infigure 3.Due to ergodicity, xtiq ( ) become
veryweakly correlated at long t andGaussian statistics emerge.Consequently, txy
ij̃ ( ) vanishes for long times, after
102 collisions tookplace on average.Note that txyij ( )measures correlations betweenparticle histories andnot
particle positions. The latter never decorrelate, i.e. two-tag position correlation functions display an algebraic decay






l r l l i jeq eq eq
l l l r= - - - - ¹-( ) ! ( ) ( ) ( ! !( )!) ( ) ( ) ,
where nl r, and ml r, are thenumber of particles to the left/right of the two taggedparticles i and j (for details see
appendixG).
Notably, we observe a transition fromnegatively to positively correlated tagged particle histories upon
increasing density (figure 3), mirroring a change in particle dynamics from single-particle to collective
fluctuations. The driving force for this transition can be found in an enhanced packing at higher densities
resembling a ‘crystallization’ transition, where invariant tagged particle densities P xeq ( ) become strongly
overlapping, whereas their respective widths shrink only very slowly (see figureD1). The ‘critical’ density, at
which the behavior shifts fromnegatively to positively correlated histories, depends on the topological
separation between the two tagged particles and is shifted to higher values ofN formore distant particles
(compare (a) and (b) infigure 3). In turn, this reflects a growing dynamical correlation-lengthwith increasingN.
As themathematical reason for the sign-change are different signs of leading eigenvectors entering the respective
elements (see equation (12)), the transitionwill eventually occur of any tagged pair.Moreover, upon increasing
N, txy
ii̃ ( ) of the central particle becomes non-monotonic, withweak anti-correlations at short t turning toweak
correlations at large t, before reaching the LD limit of uncorrelated histories, where harmonization [14] ideas
apply. The increasingly positive correlations with growingN reflect a persistence and afinite life-time of typical
collective fluctuations on a trajectory level, akin to glassy dynamics in kinetically constrainedmodels [28].
Accordingly, positive correlations are are not observed if we tag outer particles at external boundaries (see
appendixH). The exact results forfluctuations and correlations of local times in singlefile diffusion in
Figure 2. Statistics of local time fraction:mean, xt
iqá ñ( ) , (blue lines) andfluctuations reflected by the shaded area enclosed by black
lines corresponding to x tt
i
xiq sá ñ ( ) ( ) for (a) thefirst (green) and second (violet), and (b)first (green) and 8th (violet) tagged particle
in a single file withN=3 andN=10, respectively at three different lengths of trajectories. The black lines correspond to ‘error bars’
on afinite-time estimate of the probability density along a single trajectory starting in the steady-state. (c) and (d): reduced variance of





s qá = ñ= ( ) ( ) for various oddN in order to preserve the symmetry. The full lines
denote exact results from equation (6) and dashed lines large deviation asymptotics equation (8). Symbols correspond toBrownian
dynamics simulation of an ensemble of 106 independent trajectories starting from equilibrium initial conditions.
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equations (11)–(13), and the explanation of the origin of brokenMarkovianity on a trajectory level are our
secondmain result.
4. Conclusions
Weestablished a generalmethod for determining exactly the variance and two-tag correlations of bounded non-
negative functionals of stationary ergodicMarkov processes with a diagonalizable propagator. The theory relates
the statistics of functionals to the relaxation eigenspectrum, and allows for an exact treatment of non-Markovian
dynamics from the corresponding higher-dimensionalMarkovian embedding. It also holds for diagonalizable
irreversible dynamics, where a broken time-reversal symmetry can cause oscillations in higher order terms in
equations (6)–(9) and/orfluctuations exceeding the LD limit in equation (8). From the spectrumof themany-
body propagator obtained via the coordinate Bethe ansatz, we derived exact results for one- and two-tag local
times in singlefile diffusion, which unveiled non-trivial correlations between tagged particle histories and the
emergence of collective dynamics at increasing particle densities. Going beyond LD time-scales, our results
revealed that harmonization concepts, assuming dynamics in-between local equilibria—an assumption that
workswell for ensemble-average observables [14]—fail on themore fundamental trajectory level. This
highlights the intricate physicalmeaning of projection-inducedmemory on the level of single trajectories, which
is virtually invisible to ensemble-average observables. Our results on local times can be readily tested by existing
particle-tracking experiments (see e.g. [5]), and hopefully our theory will stimulate further research directed
towards tagged particle functionals. Particularly interestingwould be extensions to tagged particle dynamics in
rugged potential landscapes [29].
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AppendixA. Proof of themain result
Let tx( ) be an arbitrary-dimensional ergodicMarkov process on a discrete or continuous state-space. The
evolution of the probability density function evolves under the corresponding diagonalizable forward generator
L̂ (e.g. Fokker–Planck- or discrete-statemaster equation-type)with invariantmeasure P x( ) and the adjoint (i.e.
backward) generator L̂†. Let the respective eigenspectra be L k k kR kLl y y= å ñáˆ ∣ ∣, kl and L k k kL kRl y y= å ñáˆ ∣ ∣† , kl
denoting the possibly degenerate and in general complex-valued eigenvalues. Note that L k
R
k k
Ry l yñ = ñˆ∣ ∣ and







j  q q= á ñá ñ˜ ( ) ( ) ( ( ) ( ) ), reduced two-tag local time correlation functions of the central particle c and its nearest
(a) and next-nearest (b)neighbor for differentN. Only oddNwere considered to assure the symmetry required for ameaningful
comparison. Time is expressed in units of themean collision time. Lines depict the theory in equation (7)whereas symbols correspond
to Brownian dynamics simulations of 106 independent trajectories starting from equilibrium initial conditions.
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Ly l yñ = ñˆ ∣ ∣† , i.e. the left and right eigenstates span a bi-orthogonal eigenspace kL lR kly y dá ñ =∣ [25]. The
forward and backward propagators of the process can then bewritten as [25]
P t
P t
x x x x x x
x x x x x x
, e e
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Obviously, for L̂ with a partially continuous spectrum6 the sumwould be replaced by the corresponding integral,
the probability density function of a bounded functional V x dt
t
0òj t t=
ˆ [ ( )] over all paths starting from a
(potentially non-equlibrium) steady-state and propagating up to time t, is defined by the path integral









D ò ò ò òj d j t t= -=
=
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( ) [ ( )]
with the corresponding stochastic action functional tx[ ( )]of the continuous [22, 30] or discrete state-space
[31]Markov process tx( ), andwherewe introduced theDirac delta function xd ( ). Bymeans of a straightforward
vectorial generalization of the trotterization of the the path integral (A2) in [19, 22] (for the backward and
forward approach, respectively), onefinds that the generating function, corresponding to the Laplace transform
u t td e u
0
 ò j j= j
¥ -˜ ( ∣ ) ( ∣ ), is the propagator of a tilted operator
u t e ss ss e , A3t L uV t L uV = á ñ = á ñ- + - +˜ ( ∣ ) –∣ ∣ ∣ ∣– ( )( ˆ ˆ ) ( ˆ ˆ )†
wherewehave introduced the ‘flat’ x xdòñ º ñ∣– ∣ and steady states Px x xss dòñ = ñ∣ ( )∣ , which are the left (right)
and right (left) ground eigenstates of L̂ (L̂†), respectively. The last equality follows from u t u t =˜ ( ∣ ) ˜ ( ∣ )† † . In
taking the Laplace transformwe assumed that the functional has non-negative support (such as in the case of local
times). In case the support extends tonegative values one simply needs to take the Fourier transform instead.
Themoments of t j( ∣ ) at any given t follow immediately from u t1tn n un u 0já ñ = - ¶ =( ) ˜ ( ∣ )∣ , where á ñ
denotes the average over all trajectories starting from a steady state and propagating up to time t. In case the
Fourier transform is used, a corresponding change of the prefactor is required.




nj já ñ á ñ < ¥¥∣ ∣ ( ) ∣ ∣ with a smooth scaling function f (t), whichdepends on the detailed formof
V txˆ [ ( )]. This follows from the fact that the integral is always over afinite time (see e.g. equation (1)) andhence
boundedness of the integrand assures the boundedness of the time-average observable.Moreover, t j( ∣ ) obeys a
LDprinciple [18, 32]. In the specific case of local times,V t tx xy
j=ˆ [ ( )] [ ( )]and f t tnµ( ) for tnjá ñ. Thefiniteness
ofmoments implies that u t̃ ( ∣ ) is an analytic (i.e. holomorphic) functionofu at least at andnearu=0 for any t.
Note that for boundedV txˆ [ ( )]we can alwayswrite
t V t t t V
V x t t t V
x x x x x
x x x x x x
d d d
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Toobtain exact results for secondmomentswe simply need to expand u t̃ ( ∣ ) in aDyson series to secondorder
in uV̂ preserving the time-ordering, and afterwards take the secondderivative atu=0. The series is guaranteed to
converge, since V̂ is bounded. Because trivially e ss ss e 1tL tLá ñ = á ñ =- -–∣ ∣ ∣ ∣–ˆ ˆ† , theDyson expansion gives [24]
u t V
u t t V V u
ss e 1 ss d e e
ss d d e e e , A5
t L uV
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L t t L t
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with t t t 0  ¢  . An equivalent expansion can be obtained for L̂. TheDyson series (A5) converges
for u Î < ¥.
Wefirst prove the convergence for any bounded linear operator B̂. To this endwe consider the operator
norm. LetΨ be a complete normed linear space, and B : Y  Yˆ . The operator norm is then defined as
B Bsup 1 y= y =∣∣ ˆ∣∣ ∣∣ ˆ ∣∣∣∣ ∣∣ with y Î Y. The operator norm corresponds to the largest value B̂ stretches an element
ofΨ. Since B̂ is boundedwe have B B N,
N N " Î∣∣ ˆ ∣∣ ∣∣ ˆ∣∣ , which follows simply from AB A B∣∣ ˆ ˆ∣∣ ∣∣ ˆ ∣∣ ∣∣ ˆ∣∣. The
operator exponential is defined as the limit B ke limB N k
N k
0= å¥ = ˆ !ˆ and the convergence is in operator norm,




0 0 å å " Î= =∣∣ ˆ !∣∣ ∣∣ ˆ∣∣ ! . The series on the right hand side converges absolutely for any
number B Î∣∣ ˆ∣∣ . Due to the completeness of the spaceΨ, eB̂ as well belongs to a complete normed linear space,
andmoreover e eB B∣∣ ∣∣ˆ ∣∣ ˆ∣∣ . Taking B uV=ˆ ˆ with u Î completes the proof of convergence of the series (A5).
6
The ground state is always discrete as we assume the existence of an invariantmeasure.
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Wenow show that the following results also hold for bounded nonlinear functionals V̂ such that the two-term
Dyson expansion in equation (A5) is always well-behaved. Utilizing the identities in equation (A4)we find that
V t Vx x xd , A6tò qá ñ = á ñ( ) ( ) ( )
V t V Vx x x x x xd d . A7t t2 2ò ò q qá ñ = ¢ ¢ á ¢ ñ( ) ( ) ( ) ( ) ( )
Since both xtqá ñ( ) and x xt tq qá ¢ ñ( ) ( ) are strictly bounded, Vá ñand V 2á ñare also bounded, becauseV txˆ [ ( )] is by
definition bounded. For bounded V̂ (linear or nonlinear) this proves that at least the two-termDyson expansion
is thus alwaysfinite andwell behaved (in fact all orders are a.s.).
Utilizing now the spectral expansion L k k k
L
k
Rl y y= å ñáˆ ∣ ∣† in equation (A5)we obtain for thefirst order term
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wherewe introducedV Vlk l
R
k
Ly y= á ñ∣ ˆ ∣ andwe used the fact that ssá ∣and ñ∣– are the left and right ground states of
L̂
†
aswell as the bi-orthogonality of the eigenbasis. The second order term follows similarly




































Wecannow trivially extend uV uA vB +ˆ ˆ ˆ for u v, Î and any two bounded operators Â and B̂. In the
specific case of tagged particle local times studied in themain text we have A txy
i=ˆ [ ( )]and B txzj=ˆ [ ( )],
where x 1y
j t =[ ( )] if x ydj Î centered at y, and zero otherwise [18]. The exact secondmoments are now
obtained from u tu v u v 0¶ ¶ = =˜ ( ∣ )∣ and u tu u2 0¶ =˜ ( ∣ )∣ by considering the corresponding operators Â and B̂.
Finally, sincewe consider the local time fraction and not the total local time, wemust take
t u tu v u v2 0¶ ¶- = =˜ ( ∣ )∣ and t u tu u2 2 0¶- =˜ ( ∣ )∣ , respectively. This completes the proof of themain general results,
i.e. equations (6) and (7).
Appendix B. Extended phase-space integration in single-file diffusion
The integrals involved in the evaluation of invariantmeasures andmatrix elements in single-file diffusion
involve nesting, i.e. the ordering of particles is strictly preserved
ðB1Þ
This imposes non-trivial topology of the phase space of the system. A tremendous simplification is achieved
through the so-called ‘Extended Phase-Space Integration’ developed by Lizana andAmbjörnsson, which exactly
reduces the nested high-dimensional integrals to scaled single particle integrals, e.g. [8]:
ðB2Þ
where nl and nr are the number of particles (integrals) to the left and right of the tagged particlem, respectively.
The extended phase-space integration in equation (B2) applies to all functions f x( ), which are invariant under
the exchange x xi i 1« + . Throughout ourwork all nested integrals included in the bra-s kyá ∣ (scalar products,
matrix elements etc) are evaluated using the extended phase-space integration.
AppendixC. Eigenmodemultiplicity and eigenvalue degeneracy
As described in themain text we diagonalize themany-body Fokker–Planck operator using the coordinate Bethe
ansatzmethod. EachBethe eigenstate of a Single-File ofN particles is uniquely defined by a tuple









sincemore than one tuplemay correspond to the same eigenvalue, these are degenerate. To each tuple k it is
possible to associate a set  containing the elements of k counted once. Defining n
i as the number of times the
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AppendixD. Tagged particle equilibriumprobability densities
The exact tagged particle equilibriumprobability density function of the tagged particle i is obtained by a nested
integration of all other particle positions
ðD1Þ
where nl and nr are, respectively, the number of particles to the left and to the right of the tagged particle i.
FigureD1 depicts results for P xi
eq ( ) for the central particle c and the two nearest neighbors to the right, c 1+
and c 2+ , respectively. The probability density of the central particle approaches aGaussian shape as the
number densityN increases. For large enoughN thewidth of P xi
eq ( ) stops decreasing appreciably, while the
probability densities of neighboring particles begin to overlap strongly. This has important physical
consequences for correlations of particle histories, as we explained in the discussion offigure 3 in themain text.
Appendix E. Reference points in the study of the density dependence of tagged particle
local time statistics
In order to allow for ameaningful comparison of results for different particle numbersNweneed to choose
appropriate reference conditions. To do so, we focus only on odd particle numbers, for which the system is
symmetric with respect to the peak of the invariantmeasure of the central particle P xceq ( ). This way a
comparison of correlationswith nearest c 1+ and next-nearest c 2+ neighbors at different densities is indeed
consistent.Moreover, in order to compare equilibrium and near-equilibrium tagged particle excursions with
far-from equilibrium fluctuations we choose the following reference points with respect to P xieq ( ): the point x50,




ò =( ) , point x75, where P x xd 0.75x i i0 eq
75
ò =( ) , and point x90, for which
FigureD1.The solid lines represent the equilibriumprobability density (D1) of the central particle and the dashed lines of the right
nearest neighbor (left) and the next-nearest neighbor (right), respectively.
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ò =( ) (see alsofigure E1). In the study of correlations of particle histories for two particles i and j
we focus on themid-point x i j x x, 2m i j50, 50,= +( ) ( ) .
Appendix F. Convergence rates of series and eigenvalue degeneracy
The exact expressions for variance and covariance of local time of a tagged particles in equations (6) and (7) in
themain text involve an infinite series, whose rate of convergence is difficult to predict, as it strongly depends on
the particular position x of the tagged particle under inspection, as well as on the number of particlesN and
k( ), the degeneracy of Bethe eigenvalue kl . To inspect the rate of convergence of the series we compute the
relative deviation of the results for the variance of local time of the central particle truncated at the kth Bethe
eigenvalue, t t tx k
2 2 2
c
s s s-∣ ( ) ( )∣ ( ) as a function of k at different positions x and at different lengths of
trajectories t. Figure F1 depicts how fast the series for the variance of local time of the central particle
(equation (6) in themain text) truncated at the kth term converges to the exact value k  ¥. n order to
compare systemswith differentNwe focused on points x50 and x75 of the central particle, with the specific values
given in table F1.
Intuitively, the convergence rate increases with increasing length of the observation t, since fastermodes
must become less and less important. The convergence rate also increases with increasingN, which is due to an
increasing degeneracy of lower-lying eigenvalues at largerN. Degenerate low-lying eigenvalues allow for a
mixing of different collective slowmodes, which become dominant. Finally, by comparing the columns offigure
F1we notice that the rate of convergence also depends on the tagging position, which in turn depends on the
curvature of themodes at differentN.
Figure E1. Invariantmeasures for the central particle and its nearest neighbor, denoting the different kinds of reference points.
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AppendixG. Equilibriumposition correlation function














( ) ( ) reflecting
the correlations between particle histories.We found that histories decorrelate at long times as a consequence of
the central limit theorem.Conversely, the particle positions on the ensemble average level do not decorrelate,
not even in equilibrium. To demonstrate this we compute exactly the pair correlation function
ðG1Þ
where nl r, and ml r, are the number of particles to the left/right of the two tagged particles i and j. Herewewant to
focus on the ensemble-average reduced pair correlation function P x x P x P x,ij i j i jeq eq eq( ) ( ( ) ( )) depicted infigure
G1 and corresponding tableG1. The latter is in general different from0,while the former goes to 0 in the limit
t  ¥. P x y,c ceq
, 1+ ( ) depends onN and for largeN changesmonotonically frompositive to negative correlations
as a function of particle separation. At smallN the correlations becomesweakerwith increasing separation, but
remains positive. Intuitively, as one particle lies in-between, the dependence of Pc ceq
, 2+ on the interparticle
separation is for largeN non-monotonic, going fromperfectly anticorrelated to correlated and back to anti-
Table F1. Location of x50
and x75 for the central






Figure F1.Analytical results for t t tx k
2 2 2
c
s s s-∣ ( ) ( )∣ ( ) of the central particle for different particle numbers (N) as a function of k at
different tagging positions. The black symbols depict the eigenvalue degeneracy k( ).
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correlation. At lowN Pc ceq
, 2+ depends non-trivially on the interparticle separation, such that the aforementioned
terminal anticorrelation disappears for small enoughN. Notably, for x xc 90= the correlations aremuch
stronger, which suggest thatmore extensive excursions are entropically penalized as they demand collective
fluctuations.
AppendixH. Two-tag correlation function of local times





+˜ ( ) at the
respectivemid-point positions xm listed in tableH1.
Togain further insightwe also compute thefirst and central-particle two-point reduced correlation functionsof
local timesC txy
1,1˜ ( ) andC txyc c,˜ ( )with x and y given in tableH2. FigureH1. In the left plotwe show the self-reduced
revealsweak anti-correlations at short times t turning toweak correlations at longer t, before reaching theLD limit of
uncorrelatedhistories. As alreadymentioned in themain text, the correlations for the outer particles areweak and
becomeweakerwith increasingnumber of particlesN, since the outer particles are constrainedbetween the reflecting
FigureG1. P x x,ij i jeq ( ) between the central particle c and the right nearest and next-nearest neighbor, c 1+ and c+2 respectively,
when the central particle is tagged at xc=x50, x75, x90 andwhen xc=xm (see tableG1 for the exact positions). The vertical dashed lines
are drawn at the position of the central particle (see tableG1) to denote the non-crossing boundary condition.
TableG1.Reference points for the results of figureG1.
N x50 x75 x90 xm
5 0.500 0.651 0.753 0.593
11 0.500 0.598 0.682 0.544
31 0.500 0.559 0.612 0.515
51 0.500 0.547 0.589 0.509
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wall and the right nearest neighbor. In the case of the central particleweobserve further evidence of the emergenceof
persistent collectivefluctuations at higher densities, observed anddescribed in themain text.Notablyhere evennear-
equilibriumfluctuations reveal signatures of collective behavior in the formofpersistent histories (note thatwe are





˜ ( ) turns frompurelynegative toweakly positive correlations.
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General Theory and the
Tilted Single File
This article has been published in Frontiers in Physics under the Creative
Commons Attribution License [51]. In this article we analyzed how the sim-
ple projection of several (non-fast) degrees of freedoms in a system described
by a diagonalizable Fokker-Planck equation yields, almost always, to a non-
Markovian observable. Using these findings we derived a sufficient condition
to find a projected renewal process. Since often projected observables are
of greater importance in single-molecule experiments, their analysis greatly
favors the usage of functionals of the trajectory. In particular we studied
the tagged particle dynamics in a single file in a tilted potential looking at
its local time statistics and comparing its dynamics to a Markovian process
presenting the same equilibrium distribution.
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Tilted Single File
Alessio Lapolla and Aljaž Godec*
Mathematical Biophysics Group, Max Planck Institute for Biophysical Chemistry, Göttingen, Germany
Over the years the field of non-Markovian stochastic processes and anomalous
diffusion evolved from a specialized topic to mainstream theory, which transgressed
the realms of physics to chemistry, biology and ecology. Numerous phenomenological
approaches emerged, which can more or less successfully reproduce or account
for experimental observations in condensed matter, biological and/or single-particle
systems. However, as far as their predictions are concerned these approaches are
not unique, often build on conceptually orthogonal ideas, and are typically employed
on an ad-hoc basis. It therefore seems timely and desirable to establish a systematic,
mathematically unifying and clean approach starting from more fine-grained principles.
Here we analyze projection-induced ergodic non-Markovian dynamics, both reversible
as well as irreversible, using spectral theory. We investigate dynamical correlations
between histories of projected and latent observables that give rise to memory in
projected dynamics, and rigorously establish conditions under which projected dynamics
is Markovian or renewal. A systematic metric is proposed for quantifying the degree of
non-Markovianity. As a simple, illustrative but non-trivial example we study single file
diffusion in a tilted box, which, for the first time, we solve exactly using the coordinate
Bethe ansatz. Our results provide a solid foundation for a deeper and more systematic
analysis of projection-induced non-Markovian dynamics and anomalous diffusion.
Keywords: Fokker-Planck equation, spectral theory, projection operator method, occupation time, single file
diffusion, Bethe ansatz, free energy landscape
1. INTRODUCTION
Over the past decades the field of anomalous diffusion and non-Markovian dynamics grew
to a mainstream physical topic [1–10] backed up by a surge of experimental observations
[11–16] (the list of works is anything but exhaustive). From a theoretical point of view the
description of anomalous and non-Markovian phenomena is not universal [1] and can be
roughly (and judiciously) classified according to the underlying phenomenology: (i) renewal
continuous-time randomwalk and fractional Fokker-Planck approaches [1–3, 17, 18], (ii) diffusion
in disorderedmedia [19–27], (iii) generalized Langevin equation descriptions [28–36], (iv) spatially
heterogeneous diffusion [37–43], and more recently also (v) the so-called diffusing diffusivity
models [44–50].
From a more general first-principles perspective non-Markovian dynamics in physical systems
are always a result of the projection of nominally deterministic and/orMarkovian high-dimensional
dynamics to a lower-dimensional subspace [51–60]. The projection in general induces a
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dependence of the dynamics on the initial conditions of the
latent degrees of freedom, i.e., those being integrated out, thereby
leading to memory [51, 54–56] and possibly (depending on the
system) also to anomalous diffusion [61–68].
Hallmarks of broken Markovianity are the non-validity of
the Chapman–Kolmogorov equation, and, on the level of
individual trajectories, correlations between histories of projected
observables and latent degrees of freedom [67]. The advantage
of a first principles approach is that it allows for a deeper
understanding and complete control over the origin and nature
of memory effects. It might, however, be difficult to integrate out
exactly degrees of freedom in a given microscopic model, and in
practice this seems to be only possible for simple models, e.g.,
harmonic systems (e.g., [69]), comb-models (e.g., [70–72]) or
simple obstruction models [61–67], to name but a few.
Here, instead of deriving effective evolution operators for
projected dynamics [51, 54–56] we use a spectral-theoretic
approach and focus on the consequences of the projection
directly on the level of probability density functions of projected
variables—both in a general setting as well as by means of a
simplistic yet non-trivial model of single file diffusion in a tilted
box. Using spectral theory we first present a rigorous and quite
general analysis of the problem and establish conditions, under
which the projection in fact leads to Markovian or renewal-
type dynamics. We then apply these general results to the
analysis of tagged particle diffusion in a single file confined in
a tilted box. We obtain an exact solution of the full many-body
and projected tagged particle propagators using the coordinate
Bethe ansatz, and provide exact results for tagged particle local
time statistics and correlations between tagged particle histories.
Finally, to asses the degree of non-Markovianity induced by
the projection, we compute the Kullback–Leibler divergence
between the exact tagged particle propagator and the propagator
of Markovian diffusion in the respective free energy landscape,
i.e., in the so-called free energy landscape perspective. Our results
provide a deeper understanding of projection-induced memory
and anomalous diffusion and highlight important pitfalls in
applications of free energy landscape-ideas in absence of a time-
scale separation.
2. THEORY
2.1. Notation and Mathematical
Preliminaries
Although all presented result hold identically for discrete-state
jump dynamics governed by a Markovian master equation we
will here throughout be interested in projections of strongly
Markovian diffusion in continuous time and in a continuous
domain  ∈ Rd in a vector field F(x) : Rd → Rd (not
necessarily a potential field), which is either nominally confining
(in this case  is open) or is accompanied by corresponding
reflecting boundary conditions at ∂ (in this case  is closed)
thus guaranteeing the existence of an invariant measure and
hence ergodicity. The dynamics are governed by the (forward)
Fokker-Planck operator L̂ :V → V or its adjoint (or backward)
operator L̂† :W → W, where V is a complete normed linear
vector space with elements f ∈ C2(Rd), and W is the space dual
to V . In particular,
L̂ = ∇ ·D∇ − ∇ · F(x), L̂† = ∇ ·D∇ + F(x) · ∇ , (1)
where D is the symmetric positive-definite diffusion matrix.
L̂ propagates probability measures µt(x) in time, which will
throughout be assumed to posses well-behaved probability
density functions P(x, t), i.e., dµt(x) = P(x, t)dx [thereby posing
some restrictions on F(x)]. On the level of individual trajectories
Equation (1) corresponds to the Itô equation dxt = F(xt)dt +
σdWt with Wt being a d-dimensional vector of independent
Wiener processes whose increments have a Gaussian distribution
with zero mean and variance dt, i.e., 〈dWt,idWt′ ,j〉 = δijδ(t −
t′)dt, and where σ is a d × d symmetric noise matrix such that
D = σσT/2.Moreover, we assume that F(x) admits the following
decomposition into a potential (irrotational) field−D∇ϕ(x) and
a non-conservative component ϑ(x), F(x) = −D∇ϕ(x) + ϑ(x)
with the two fields being mutually orthogonal ∇ϕ(x) · ϑ(x) = 0
[73]. By insertion into Equation (1) one can now easily check that
L̂e−ϕ(x) = 0, such that the stationary solution of the Fokker-
Planck equation (also referred to as the steady state [74, 75],
which is the terminology we adopt here) by construction does not
depend on the non-conservative part ϑ(x). Before proceeding we
first establish the decomposition of the drift field F(x) of the full
dynamics, which with the knowledge of ϕ(x) can be shown to
have the form
F(x) = −D∇ϕ(x)+ eϕ(x)jss(x), (2)
jss(x) denoting the steady-state probability current and
ϑ(x) ≡ eϕ(x)jss(x) being incompressible. The proof follows
straightforwardly. We take ϑ(x) = F(x) + D∇ϕ(x)
and use ϕ(x) to determine the steady-state current
jss(x) = (ϑ(x) − D∇ϕ(x))e
−ϕ(x) + D∇e−ϕ(x), such
that immediately ϑ(x) = eϕ(x)jss(x) and in turn follows
F(x) in Equation (2). To check for incompressibility we
note that jss(x) is by definition divergence free and so
∇ · ϑ(x) = eϕ(x)(jss(x) · ∇ϕ(x)) ≡ ϑ(x) · ∇ϕ(x) = 0, i.e.,
eϕ(x)jss(x) is divergence-free, as claimed.
We define the forward and backward propagators by Û(t) =
eL̂t and Û†(t) = eL̂
†
t such that L̂ and L̂† are generators of a
semi-group Û(t + t′) = Û(t)Û(t′) and Û
†





respectively. L̂ propagates probability measures µt(x) in time,
whereas L̂† propagates observables A(xt) in time, which is best












where 〈A(x0, t)〉 was defined to give a correct behavior after
averaging over the realizations of the Itô process but before
averaging over the initial conditions P(x, 0) for the forward in
time process (or end-point conditions for the adjoint, backward
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in time process). The propagation of measures by L̂ corresponds
to the “Schrödinger” picture of quantum mechanics, whereas the
propagation of observables resembles the “Heisenberg” picture.
For convenience we introduce the bra-ket notation with the
“ket” |f 〉 representing a vector in V (or W, respectively) written
in position basis as f (x) ≡ 〈x|f 〉, and the “bra” 〈g| as the integral
∫
dxg†. The scalar product is defined as 〈g|f 〉 =
∫
dxg†(x)f (x).
Therefore we have, in operator notation, the following evolution
equation for the conditional probability density function starting
from an initial condition |p0〉: |pt〉 = e
L̂t|p0〉. Since the process is
ergodic we have limt→∞ e
L̂t|p0〉 = |ss〉, where we have defined
the equilibrium or non-equilibrium steady state, L̂|ss〉 = 0 and
〈ss|L̂† = 0, as a result of the duality. The steady state refers
to a probability density function 〈x|ss〉 of the invarant measure,
whichmight carry a time-independent non-vanishing probability
current jss(x). We also define the (typically non-normalizable)
“flat” state |–〉, such that 〈x|–〉 = 1 and 〈–|pt〉 = 1. Hence,
∂t〈–|pt〉 = 0 and 〈–|L̂ = 0 and L̂
†
|–〉 = 0. We define the Green’s
function of the process as the conditional probability density
function for a localized initial condition 〈x|p0〉 = δ(x− x0) as
G(x, t|x0, 0) = 〈x|Û(t)|x0〉 ≡ 〈x0|Û
†
(t)|x〉, (4)
such that the conditional probability density starting from
a general initial condition |p0〉 becomes P(x, t|p0, 0) =
〈x|Û(t)|p0〉 ≡
∫
dx0p0(x0)G(x, t|x0, 0). Moreover, as F(x) is
assumed to be sufficiently confining (i.e., limx→∞ P(x, t) = 0,∀t
sufficiently fast), such that L̂ corresponds to a coercive and
densely defined operator on V (and L̂† on W, respectively) [76–
78]. Finally, L̂ is throughout assumed to be normal, i.e., L̂†L̂ −
L̂L̂† = 0 and thus henceforth V = W, where for reversible
system (i.e., those obeying detailed balance) we have L̂ ⇔ L̂†.
Because any normal compact operator is diagonalizable [79], we
can expand L̂ (and L̂†) in a complete bi-orthonormal set of left
〈ψL
k











|ψLk 〉 = −αk|ψ
L
k 〉, (5)

























. Moreover, λ0 = 0, |ψ
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0 〉 = |ss〉, 〈ψ
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〉 = δkl. Finally, we also have the resolution














|e−λkt . It follows that the spectral expansion of the
Green’s function reads


















We now define, P̂x(Ŵ; q), a (potentially oblique) projection
operator into a subspace of random variables – a mapping q =
Ŵ(x) : Rd → Ra to a subset of coordinates q lying in some
orthogonal system in Euclidean space, q ∈ 4(Ra) ⊂ (Rd)
with a < d. For example, the projection operator applied to some





The spectral expansion of L̂ (and L̂†) in the bi-orthogonal
Hilbert space alongside the projection operator P̂x(Ŵ; q) will
now allow us to define and analyze projection-induced non-
Markovian dynamics.
2.2. General Results
2.2.1. Non-Markovian Dynamics and (Non)Existence
of a Semigroup
Using the projection operator P̂x(Ŵ; q) defined in Equation (8)
we can define the (in general) non-Markovian Green’s function of
the projected dynamics as the conditional probability density of
projected dynamics starting from a localized initial condition q0
Qp0 (q, t|q0, 0) =
Qp0 (q, t, q0, 0)p0
Q0p0 (q0)
≡
P̂x(Ŵ; q)P̂x0 (Ŵ; q0)G(x, t|x0, 0)p0(x0)
P̂x0 (Ŵ; q0)p0(x0)
, (9)
which demonstrates that the time evolution of projected
dynamics starting from a fixed condition q0 depends on the
initial preparation of the full system p0(x0) as denoted by the
subscript. This is a first signature of the non-Markovian and non-
stationary nature of projected dynamics and was noted upon
also in [55]. Obviously,
∫
4
dqQp0 (q, t|q0, 0) = 1 for any initial
condition q0. We will refer to q as the projected degrees of
freedom, whereas those integrated out will be called latent. For
the sake of simplicity we will here mostly limit our discussion to
a stationary preparation of the system, i.e., p0(x0) = pss(x0) =
〈x0|ss〉. In order to avoid duplicating results we will explicitly
carry out the calculation with the spectral expansion of L̂ but note
that equivalent results are obtained using L̂†. Using the spectral







we find from Equation (9)





with 900(q0) = Q
0
pss







(q), Equation (11) at first
sight looks deceivingly similar to the Markovian Green’s function
in Equation (7). Moreover, a hallmark of Markovian dynamics
is that it obeys the Chapman–Kolmogorov equation and indeed,
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〉 = δkl, we find from the spectral expansion
Equation (7) directly for any 0 < t′ < t that
∫
















≡ G(x, t|x0, 0). (12)
For non-Markovian dynamics with a stationary p0(x) we here
prove the following
Proposition 2.2.1.1. Let the full system be prepared in a steady
state, p0(x) = pss(x), and let non-Markovian Green’s function
be defined by Equation (9). We take 9kl(q) as defined in
Equation (10) and define a scalar product with respect to a
Lebesgue measure w as 〈f |g〉w ≡
∫
dxw(x)f †(x)g(x). Then the
Green’s function of the projected process will obey the Chapman–
Kolmogorov equation if and only if 〈9l0|9k0〉9−100
= 0,∀k, l.





′, t′|q0, 0) (13)
can be equal to Qpss (q, t|q0, 0). As this will generally not be
the case this essentially means that the projected dynamics











′). As a result Equation (13) can be











But since the projection mixes all excited eigenstates with k > 0
(to a k-dependent extent) with the left and right ground states
[see Equation (10)], the orthogonality between900(q)
−1/290l(q)
and 900(q)
−1/29k0(q) is in general lost, and 〈9l0|9k0〉9−100
6= 0
for k 6= l as claimed above. The Chapman–Kolmogorov equation
can hence be satisfied if and only if 〈9l0|9k0〉9−100
= 0 for all
k 6= l.
The possibility that the Chapman–Kolmogorov equation
remains valid for non-Markovian process has been demonstrated
previously on the hand of specific models (see e.g., [80, 81]). Here
we establish the necessary and sufficient conditions for this to be
the case in a quite general setting. In turn, even if 〈9l0|9k0〉9−100
=
0,∀k 6= l that this does not guarantee that the projected process is
actuallyMarkovian. The computation of higher-order probability
densities is necessary in order to check for Markovianity.
2.2.2. When Is the Projected Dynamics Markovian or
Renewal?
A) Projected Dynamics is Markovian
A particularly useful aspect of the present spectral-theoretic
approach is its ability to establish rigorous conditions for the
emergence of (exactly) Markovian and (exactly) renewal-type
dynamics from a microscopic, first principles point of view.
Note that in this section we assume a general, non-stationary
preparation of the system [i.e., p0(x0) 6= pss(x0)]. By inspection
of Equations (10) and (11) one can establish that:
Theorem 2.2.2.1. The necessary and sufficient condition for the
projected dynamics to be Markovian if is that the projection
P̂x(Ŵ; q) (whatever its form) nominally projects into the nullspace
of latent dynamics. In other words, the latent and projected
dynamics remain decoupled and orthogonal for all times. This
means that (i) there exists a bijective map y = f (x) to a
decomposable coordinate system y = (q, q′′), in which the forward
generator decomposes to L̂ = L̂p + L̂l, where L̂p only acts and
depends on the projected degrees of freedom q ∈ 4(Ra) ⊂ (Rd)
with a < d and L̂l only acts and depends on the latent coordinates
q′′ ∈ 4c(Rd) ⊂ (Rd) (with,4 ∩4′′ = ∅, = 4 ∪4′′), (ii) the
boundary conditions on ∂4 and ∂4c are decoupled, and (iii) the
projection operator P̂y(·; q) =
∫
dq′′ onto the subset of coordinates
q ∈ 4(Ra) ⊂  corresponds to an integral over the subset of latent
coordinates q′′ ∈ 4c(Rd−a) ⊂ , which does not mix projected
and latent degrees of freedom, or alternatively L̂lp0(q0, q′′0) = 0.
The statement of the theorem is intuitive and has most likely
already been presented elsewhere in the existing literature,
althoughwewere not able to find it in the present form. The proof
is rather straightforward and follows from the fact that if (and
only if) the projected dynamics is Markovian it must be governed
as well by a formal (Markovian) Fokker-Planck generator L̂p as
in Equation (1), in which the projected and latent degrees of
freedom are separable L̂ = L̂p + L̂l, and that the full Hilbert
space is a direct sum of Hilbert spaces of the V = Vp ⊕ Vl, that
is L̂ :V → V , L̂p :Vp → Vp and L̂l :Vl → Vl and Vp ∩ Vl = ∅.
This also requires that there is no boundary condition coupling
vectors from Vp and Vl. In turn this implies assertion (i) above.
If P̂y(·; q) is such that it does not mix eigenfunctions in Vp
and Vl (i.e., it only involves vectors from Vp) then ecause of bi-
orthonormality and the fact that 〈–|L̂ = 0 the projected Green’s
function in full space Q(q, t|q0) for q ∈ 4(Ra) will be identical
to the full Green’s function in the isolated domain G(x, t|x0) for
x ∈ 4(Ra) and the non-mixing condition is satisfied. The effect is
the same if the latent degrees of freedom already start in a steady
state, L̂lp0(q0, q′′0) = 0. This establishes sufficiency. However, as
soon as the projectionmixes the twoHilbert spacesVp andVl, the
generator of projected dynamics will pick up contributions from
L̂l and will, upon integrating out the latent degrees of freedom,
not be Markovian. This completes the proof.
B) Projected Dynamics is Renewal
We can also rigorously establish sufficient conditions for the
projected dynamics to poses the renewal property. Namely, the
physical notion of a waiting time or a random change of time-
scale (see e.g., [2, 3]) can as well be attributed a microscopic
origin. The idea of a random waiting time (or a random change
of time scale) nominally implies a period of time and thereby the
existence of some subdomain, during which and within the latent
degrees evolve while the projected dynamics does not change.
For this to be the case the latent degrees of freedom must be
perfectly orthogonal to the projected degrees of freedom, both
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in the two domains as well as on their boundaries (a prominent
simple example is the so-called comb model [70–72]). Moreover,
the projected degrees of freedom evolve only when the latent
degrees of freedom reside in some subdomainϒ ⊂ 4c(Rd−a). In
turn, this means that the dynamics until a time t ideally partitions
between projected and latent degrees of freedom, which are
coupled solely by the fact that the total time spent in each must
add to t, which effects the waiting time. In a comb-setting the
motion along the backbone occurs only when the particle is in
the center of the orthogonal plane. In the context of a low-
dimensional projection of ergodic Markovian dynamics, we can
in fact prove the following general theorem:
Theorem 2.2.2.2. Let there exists a bijective map y = f (x) to
a decomposable coordinate system y = (q, q′′) as in A) with
the projected q ∈ 4(Ra) and latent degrees of freedom q′′ ∈
4c(Rd−a) ≡ (Rd) \ 4(Ra). Furthermore, let ϒ ⊂ 4c(Rd−a)
and let 1ϒ (q
′′) denote the indicator function of the region ϒ (i.e.,
1ϒ (q
′′) = 1 if q′′ ∈ ϒ and zero otherwise). Moreover, let the
full system be prepared in an initial condition p0(q, q
′′). Then
a sufficient condition for renewal-type dynamics is (i) that the
forward generator in (q, q′′) decomposes L̂ = 1ϒ (q′′)L̂p + L̂l,
and where L̂p only acts and depends on q and L̂l only acts and
depends on q′′, and (ii) the boundary conditions do not cause
a coupling of latent and projected degrees of freedom (as in the
Markov case above).
Theorem 2.2.2.2 and lemma 2.2.2.2.1 below appear to be new,
and the proof can be established by an explicit construction
of the exact evolution equation for the projected variables.
Let Gl(q
′′, t|q′′0) denote the Green’s functions of the Markovian












t and let g̃(s) =
∫ ∞
0 e
−stg(t)dt denoted the Laplace transform of a function
g(t). The projection operator in this case corresponds to
P̂q′′ (·; q) =
∫
4c






0) and define the conditional initial
probability density p0(q
′′
0 |q0) = p0(q0, q
′′
0)/p0(q0). The Green’s











0)/p0(q0). We then have
the following
Lemma 2.2.2.2.1. Under the specified assumptions Q(q, t|q0)
exactly obeys the renewal-type non-Markovian Fokker-Planck
equation
∂tQp0 (q, t|q0) =
∫ t
0
dτKp0 (t − τ )L̂pQp0 (q, τ |q0), (15)
with the memory kernel
































that is independent of q. Moreover, Q(q, t|q0) > 0 for all t > 0
and for all q, q0 ∈ 4.




0) = L̂G(q, q′′, t|q0, q′′0) and realize that
the structure of L̂ implies that its solution with initial
condition δ(q − q0)δ(q
′′ − q′′0) in Laplace space factorizes
G̃(q, q′′, u|q0, q
′′
0) = fu(q|q0)gu(q
′′|q′′0) with gu and fu to
















−1 and we can chose,
without any loss of generality that
∫
4
dqfu(q|q0) = 1. Plugging











dqL̂pf (q|q0) = 0 as a result of the divergence
theorem (as we assumed that F(x) is strongly confining implying
that the current vanishes at the boundaries) we obtain, upon
integrating Equation (17) over q
ugu(q
′′|q′′0)− δ(q
′′ − q′′0)− L̂lgu(q′′|q′′0) = 0, (18)
implying that gu(q
′′|q′′0) = G̃l(q
′′, u|q′′0). As G̃l(q
′′, u|q′′0)





′′, u|q′′0) = u
−1 in order to deduce that
Q̃p0 (q, u|q0) = fu(q|q0)/u. The final step involves using the
identified functions fu and gu in Equation (17), multiplying
with p0(q
′′
0 |q0), integrating over q




dq′′L̂lG̃l(q′′, u|q′′0) = 0 (as
before) to obtain
















Finally, since the Laplace transform of ∂tg(t) + δ(t)g(0)
corresponds to ug̃(u), taking the inverse Laplace transform of
Equation (19) finally leads to Equations (15) and (16) and
completes the proof of the lemma, since now we can take
Qp0 (q, t|q0) > 0 by definition because Equation (15) is an
identity of Equation (1) integrated over q′′. Moreover, the rate
of change of the Green’s function Qp0 (q, t|q0) in Equation (15)
depends, at any instance t, position q and for any initial condition
q0 only on the current position q and a waiting time (or random
time-change) encoded in the memory kernel K(t); Qp0 (q, t|q0)
is the Green’s function of a renewal process. This completes the
proof of sufficiency.
Furthermore, for the situation where the full system is
prepared in a stationary state, i.e., p0(x) = ps(x), we have
the following
Corollary 2.2.2.2.1. Let the system and projection be defined as in
Theorem 2.2.2.2. If the full system is prepared such that the latent
degrees of freedom are in a stationary state p0(q0, q
′′
0), such that
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L̂lp0(q′′0 |q0) = 0,∀q0 ∈ 4 and hence also p0(q′′0) = pss(q′′0), then
p0(q
′′










and therefore the projected dynamics is Markovian. Moreover, if
the system is prepared such that the latent degrees of freedom are





a finite time tM > 0 after which the dynamics will be arbitrarily
close to being Markovian.
The statement of this corollary is again intuitive. The proof of
the first part follows from the bi-orthogonality of eigenfunctions
of latent dynamics 〈ψ l,R
k
|ψ l,R0 〉 = δk,0, rendering all terms in
Equation (16) in Lemma 2.2.2.2.1 identically zero except for
k = 0 with λl
k
= 0. The second part is established by the fact




1 being the largest (i.e., least
negative) non-zero eigenvalue, all terms but the k = 0 term in
Equation (16) in Lemma 2.2.2.2.1 become arbitrarily small.
Having established sufficiency, we now also comment on
necessity of the conditions (i) and (ii) above for renewal
dynamics. It is clear that the splitting of L̂ into L̂p and L̂l,
where L̂l does not act nor depend on projected variables, is
also necessary condition for renewal. This can be established by
contradiction as loosening these assumptions leads to dynamics
that is not renewal. This can be understood intuitively, because
it must hold that the latent degrees of freedom remain entirely
decoupled from the projected ones (but not vice versa) and
that the motion along both is mutually orthogonal. To illustrate
this think of the paradigmatic comb model (see schematic in
Figure 1) [70–72] and realize that renewal will be violated as soon
as we tilt the side-branches for some angle from being orthogonal
to the backbone.
However, since it is difficult to establish the most general
class of admissible functions h(q′′) used in L̂ = h(q′′)L̂p +
L̂l, we are not able to prove necessity. Based on the present
FIGURE 1 | Schematics of a generalized comb model. For the sake of clarity
only a couple of side-branches are shown, whereas the model is to be
understood in the sense of densely populated side-branches. (top) As long as
the projected q and latent q′′ degree of freedom remain orthogonal, the
projected dynamics will be of renewal-type. However, as soon as this ceases
to be the case the projected dynamics will not be renewal.
analysis it seems somewhat difficult to systematically relax the
assumptions for projected dynamics to be renewal without
assuming, in addition, some sort of spatial discretization. We
therefore hypothesize that the sufficient conditions stated in
Theorem 2.2.2.2, potentially with some additional assumptions
on h(q′′) are also necessary conditions. Notably, however, that
microscopic derivations of non-Markovian master equations of
the form given in Equation (15) often start in discretized space
or ad-hoc introduce a random change in time scale (see e.g.,
[2, 17, 82]). We end this section with the following final
Remark 2.2.2.1. An arbitrary projection P̂x(Ŵ; q) defined in
Equation (8) will most likely lead to dynamics that is neither
Markovian nor renewal.
This follows from the strong assumptions required for
Markovian and renewal dynamics, respectively. The properties of
the corresponding general evolution operator will be described
in a separate publication.
2.2.3. Markovian Approximation and the Degree of
Non-Markovianity
In order to quantify the degree of non-Markovianity induced by
the projection we propose to compare the full non-Markovian
dynamics with projected dynamics evolving under a complete
time-scale separation, i.e., under the assumption of all latent
degrees of freedom being in the stationary state. To do so we
proceed as follows. The projected coordinates q are now assumed
to represent a subset of another d-dimensional orthogonal system
in Euclidean space q′ ∈ Rd, and we assume the map q′(x) is
bijective. We denote the conditional probability density in this
system by G′(q′, t|q′0, 0). The underlying physical idea is that an
observer can only see the projected dynamics, which since it is
non-Markovian stems from a projection but not necessarily onto
Cartesian coordinates. Therefore, from a physical perspective not
too much generality seems to be lost with this assumption.
As a concrete example one can consider the non-spherically
symmetric Fokker-Planck process in a sphere, corresponding
to the full Markovian parent system projected onto angular
variables (either one or both). This way one first transforms from
x ∈ R3 to spherical coordinates q′ = (r,φ, θ) and then, e.g.,
projects on the the lines q = φ ∈ [0, 2π).
Since the transformation of the Fokker-Planck equation
under a general change of coordinates is well-known [83] the
task is actually simple. Under the complete map q′ = Ŵ(x)
with Ŵ : Rd → Rd the forward Fokker-Planck operator in
Equation (1) transforms as L̂′ = ∇q′ ⊗ ∇q′ : D̃(q′) − ∇q′ · F̃(q′),
where ⊗ and : denote, respectively, the tensor and double-dot
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We note that unless the mapping is linear, the old diffusion
matrix affects the new drift vector and the diffusion matrix
picks up a spatial dependence. For an excellent account of the
transformation properties in the more general case of a position
dependent diffusion matrix [i.e., D → D(x)] we refer the reader
to [84]. We now want to marginalize over the remaining (i.e.,
non-projected) coordinates q′′ ∈  \4 but beforehand make the
Markovian approximation G′(q′, t|q0, 0) ≈ QM(q, t|q0)pss(q
′′).
Then we have L̂′G′(q′, t|q0, 0) ≈ pss(q′′)L̂
′
QM(q, t|q0), implying
that the operator L̂′ approximately splits into one part operating
on the projected coordinates alone, L̂′M , and one operating only
on the latent stationary coordinates, L̂′′, for which L̂′′pss(q′′) = 0.
The physical idea behind the Markovian approximation is that
the latent degrees of freedom relax infinitely fast compared to
the projected ones. Therefore, we can straightforwardly average
the Fokker-Planck operator over the stationary latent coordinates




′′)·. Note that the remaining dependence of L̂′
on the latent stationary coordinates q′′ is only due to F̃(q′) and






































We can further decompose the effective drift field into a


























which establishes the Markovian approximation also for a broad
class of irreversible systems. The approximate effective Fokker-
Planck operator for the projected dynamics in turn reads
〈L̂′〉q′′ = ∇q ⊗∇q :〈D̃(q)〉q′′ − ∇q · 〈F̃(q)〉q′′ . (23)
By design the kernel of 〈L̂′〉q′′ is equal to pss(q) ≡ P̂x(Ŵ; q)pss(x),
hence 〈L̂′〉q′′ governs the relaxation toward the steady-state
density (not necessarily equilibrium) evolving from some initial
state q0 in the Markovian approximation with the corresponding
Green’s function QM(q, t|q0, 0) ≡ 〈q|e
〈L̂′〉q′′ t|q0〉.
In order to quantify the departure of the exact dynamics from
the corresponding Markovian behavior we propose to evaluate
the Kullback–Leibler divergence between the Green’s functions










By definition Dt(Q||QM) ≥ 0 and since the non-Markovian
behavior of the exact projected dynamics is transient with a life-
time λ−11 , we have that limt→∞ Dt(Q||QM) = 0. Our choice
of quantifying the departure of the exact dynamics from the
corresponding Markovian behavior is not unique. The Kullback–
Leibler divergence introduced here can hence be used to quantify
how fast the correlation of the latent degrees of freedom with
the projected degrees of freedom dies out. Notably, in a related
manner the Kullback–Leibler divergence was also used in the
context of stochastic thermodynamics in order to disprove the
hypothesis about the monotonicity of the entropy production as
a general time evolution principle [85].
2.2.4. Functionals of Projected Dynamics
In order to gain deeper insight into the origin and manifestation
of non-Markovian behavior it is instructive to focus on the
statistics of time-average observables, that is functionals of
projected dynamics. As in the previous sections we assume that
the full system was prepared in a (potentially non-equilibrium
current-carrying) steady state. To that end we have, using
Feynman-Kac theory, recently proven a theorem connecting any
bounded additive functional 8t[q(τ )] = t
−1
∫ t
0 Z(q(τ ))dτ (with
a function Z :4(Ra) → R locally strictly bounded in 4) of
projected dynamics q(τ ) of a parent Markovian diffusion x(t) to
the eigenspectrum of theMarkov generator of the full dynamics L̂
or L̂† [67]. The central quantity of the theory is θt(s), the so-called
local time fraction spent by a trajectory q(τ ) in a infinitesimal










where the indicator function 1s(q) = 1 if q = s and zero
otherwise. We are here interested in the fluctuations of θt(s)
and correlation functions between the local time fraction of a
projected observable q(t) at a point s and θ ′′(s′), the local time
some latent (hidden) observable q′′(t) a the point s′:
σ 2t (s) = 〈θ
2









where 〈·〉 now denotes the average over all forward paths starting
from the steady state |q0〉 = |ss〉 (and ending anywhere, i.e.,
〈q| = 〈–|), or, using the backward approach, all paths starting
in the flat state |q〉 = |–〉 and propagating backward in time
toward the steady state 〈q0| = 〈ss|. We note that any correlation
function of a general additive bounded functional 8it[q(τ )] of
the form 〈8it[q(τ )]8
j
t[q
′′(τ )]〉 (as well as the second moment of














details of the theory and corresponding proofs please see [67],
here we will simply state the main result:
Theorem 2.2.4.1. Let the Green’s function of the full parent
dynamics x(t) be given by Equation (7) and the local time fraction
θt(s) by Equation (25), then the variance and correlation function
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defined in Equation (26) is given exactly as






































and analogous equations are obtained using the backward
approach [67].
The usefulness of Equation (27) can be understood as follows.
By varying s and s′ one can establish directly the regions in
space responsible for the build-up (and subsequent decay) of
memory in projected dynamics and simultaneously monitor
the fluctuations of the time spent of a projected trajectory in
said regions. Note that because the full process is assumed
to be ergodic, the statistics of θt(s) will be asymptotically
Gaussian obeying the large deviation principle. This concludes
our general results. In the following section we apply the
theoretical framework to the analysis of projected dynamics in
a strongly-correlated stochastic many-body system, namely to
tagged particle dynamics in a single file confined to a tilted box.
3. SINGLE FILE DIFFUSION IN A TILTED
BOX
We now apply the theory developed in the previous section (here
we use the backward approach) to the paradigmatic single file
diffusion in a unit interval but here with a twist, namely, the
diffusing particles experience a constant force. In particular, the
full state-space is spanned by the positions of all N-particles
defining the state vector x0 = (x0,1, . . . , x0,N)
T ∈ [0, 1]N and
diffusion coefficients of all particles are assumed to be equal and
the thermal (white) fluctuations due to the bath are assumed to
be independent, i.e., D = D1. In addition to being confined in
a unit interval, all particles experience the same constant force
F(x0) = −βDF with β = (kBT)
−1 is the inverse thermal energy.
The evolution of the Green’s function is governed by the Fokker-
Planck equation Equation (1) equipped with the external and
internal (i.e., non-crossing) reflecting boundary conditions for





− β F∂x0,i ):
∂x0,1G(x, t|x0)|x0,1=0 = ∂x0,NG(x, t|x0)|x0,N=1 = 0,
lim
x0,i→x0,j
(∂x0,i+1 − ∂x0,i )G(x, t|x0) = 0, (28)
where we adopted the notation in Equation (7). The boundary
conditions in Equation (28) restrict the domain to a hypercone
x0 ∈ 4 such that x0,i ≤ x0,i+1 for i = 1, . . . ,N − 1. The
dynamics is reversible, hence the steady state current vanishes
and all eigenvalues and eigenfunctions are real. Moreover, for
systems obeying detailed balance ϕ(x) corresponds to the density





〉. The single file backward generator already has a




i and the coupling between
particles enters solely through the non-crossing boundary
condition Equation (28) and is hence Bethe-integrable [86].
However, because the projected and latent degrees of freedom
are coupled through the boundary conditions Equation (28) the
tagged particle dynamics is not of renewal type.
3.1. Diagonalization of the Generator With
the Coordinate Bethe Ansatz
Specifically, the backward generator L̂† can be diagonalized
exactly using the coordinate Bethe ansatz (see e.g., [67]). To that
end we first require the solution of the separated (i.e., single




imposed external boundary conditions. Since ϕ(x0,i) = Fx0,i +
const we find that pss(x0,i) = βFe
−βFx0,i (1−e−βF)−1 and because







〉 = 1 and ψR0i (x0,i) ≡ 〈ψ
R
0i
|x0,i〉 = pss(x0,i). We are
here interested in the role of particle number N and not of the
magnitude of the force F, therefore we will henceforth set, for
the sake of simplicity, βF = D = 1. The excited separated

























〉 = δki ,li . Denoting by k = (ki, k2, . . . , kN)
the N-tuple of all single-state indices ki one can show by
direct substitution that the many-body eigenvalues are given by
λk =
∑N
i=1 λki and the corresponding orthonormal many-body
eigenfunctions that obey the non-crossing internal boundary
conditions Equation (28) have the form
ψL0(x0) = 1, ψ
R


























denotes the sum over all permutations of the
elements of the N-tuple k and mk! =
∏
imki ! is the respective
multiplicity of the eigenstate with mki corresponding to the
number of times a particular value of ki appears in the tuple. It
can be checked by explicit computation that the eigenfunctions
defined in Equation (30) form a complete bi-orthonormal set,
that is 〈ψRk |ψ
L






k (x) = δ(x− x0).
3.2. Projection-Induced Non-Markovian
Tagged Particle Dynamics
In the case of single file dynamics the physically motivated
projection corresponds to the dynamics of a tagged particle
upon integrating out the dynamics of the remaining particles. As
Frontiers in Physics | www.frontiersin.org 8 November 2019 | Volume 7 | Article 182
Lapolla and Godec Manifestations of Projection-Induced Memory
before, we assume that the full system is prepared in a steady state.















δ(xj − qj), (31)




0 dxN−1 · · ·
∫ x2
0 dx1 since the domain4 is a hypercone.
Here, the projection is from RN to R. Integrals of this kind
are easily solvable with the so-called ’extended phase-space
integration’ [62, 87]. The non-Markovian Green’s function is
defined as
Q(qj, t|q0,j) =
P̂x(δ; qj)P̂x0 (δ; q0,j)G(x, t|x0)pss(x0)
P̂x0 (δ; q0,j)pss(x0)
(32)
and can be computed exactly according to Equation (10) to give






where the sum is over all Bethe eigenstates. If we denote the
number of left and right neighbors by NL = (N − j + 1) and

























N! 9k0(qj). In Equation (34)
we have introduced the auxiliary functions
T(qj) = δλj ,0e







L(qj) = δλj ,0(1− e




R(qj) = δλj ,0(e





To the best of our knowledge, Equations (33) to (35) delivering
the exact non-Markovian Green’s function for the dynamics
of the j-th particle in a tilted single file of N particles, have
not yet been derived before. Note that one can also show that
∫ 1
0 dqj90k(qj)9l0(qj) 6= 0 and hence the Chapman–Kolmogorov
equation is violated in agreement with Equation (13) confirming
that the tagged particle diffusion is indeed non-Markovian on
time-scales t . λ−11 .
3.3. Markovian Approximation and Degree
of Broken Markovianity
Since the projection leaves the coordinates untransformed
the effective Markovian approximation in Equation (23) is
particularly simple and corresponds to diffusion in the presence
of an effective force deriving from the free energy of the tagged
particle upon integrating out all the remaining particles assumed
to be in equilibrium 〈F(qj)〉x′′ = −〈βDFδ(xj − qj)〉x′′ or, since


















Upon taking as before D = βF = 1, and noticing that 900(qj) =
∫
4
dxδ(xj − qj)pss(x) we find










where the curly bracket {·} denotes that the operator inside
the bracket only acts within the bracket. The Markovian
approximation of the Green’s function thus becomes
QM(qj, t|q0,j) = 〈q0,j|e
〈L̂†〉x′′ t|qj〉 and is to be compared
to the exact non-Markovian Green’s function (33) via the
Kullback–Leibler divergence in Equation (24).
Our focus here is to asses how the “degree” of the projection,
i.e., d = N, a = 1 and thus d − a = N − 1 –
the number of latent degrees of freedom (here positions of
non-tagged particles) being integrated out affects the time-
dependence of the Kullback–Leibler divergence. Since the
Markovian generator cannot be diagonalized analytically we
used a finite element numerical method cross-checked with
Brownian dynamics simulations to calculate QM(qj, t|q0,j). The
corresponding Kullback–Leibler divergence (24) was in turn
calculated by means of a numerical integration. We present
results for the time dependence Dt(Q||QM) in two different
representations, the absolute (dimensionless) time t and in units
of the average number of collisions t̃ = t/N2, tagging the third
particle (j = 3). The reason to adopt this second choice as the
natural physical time-scale is that collisions in fact establish the
effective dynamics and hence a typical collision time sets the
natural time-scale.
Before going into details we comment on the following.
Because we start from the same initial condition for projected
coordinate (i.e., tagged particle) in both, the non-Markovian and
Markovian setting, it follows trivially that limt→0 Dt(Q||QM) =
0. A zero Dt(Q||QM) would persist until the typical time
of occurrence of the first collision event. This collision time
is, however, much shorter than t/N2 because we start from
equilibrium initial conditions on the full, many-body level
implying a continuous (Boltzmann-weighted) distribution of
initial distances of the tagged particle to its nearest neighbors.
Using a spectral expansion, however, such vanishingly short
time-scales are very difficult to capture, i.e., it would require
an astronomically large number of eigenstates, which is
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computationally not feasible. Conversely, because the tagged-
particle invariant measures are by definition the same for the
single file and its Markovian approximation [i.e.,900(qj) is equal
for both; the first of Equation (34) enters Equation (37)], it also
follows that limt→∞ Dt(Q||QM) = 0. The relaxation time λ−11
in the many-body problem corresponds to the exploration of the
entire system of length L (here set to unity); for further details
see [67]. For a finite single file deviations from Markovianity are
therefore transient, starting at zero, passing through a maximum,
and decaying back to zero at times longer than the relaxation time
λ−11 of the full, many-body model.
The results for Dt(Q||QM) for intermediate and long times
are shown in Figure 2. From Figure 2, we confirm that the
Markovianity is broken transiently (on time-scales t . λ−11 ,
which holds for any ergodic dynamics in the sense of generating
an invariant measure. Notably, the relaxation time λ1 does not
depend on N and is hence equal for all cases considered here.
Moreover, as expected, the magnitude of broken Markovianity
increases with the “degree” of the projection (here with the
particle number N), as is best seen on a natural time-scale (see
Figure 2B). Conversely, on the absolute time-scale the relaxation
rate of the Markovian approximation, describing diffusion on
a free energy landscape f (q3) = −β ln900(q3), which can be
defined as
λM1 = − limt→∞
t−1 ln(QM(qj, t|q0,j)−900(qj)) (38)
increases with increasing N (see inset in Figure 2B). Therefore,
while both have by construction the same invariant measure, the
Markovian approximation overestimates the rate of relaxation.
This highlights the pitfall in using free energy landscape ideas in
absence of a time-scale separation.
3.4. Tagged Particle Local Times Probing
the Origin of Broken Markovianity
In order to gain deeper insight into the origin and physical
meaning of memory emerging from integrating out latent
degrees of freedom we inspect how a given tagged particle
explores the configuration space starting from a stationary
(equilibrium) initial condition. To that end we first compute the
variance of local time of a tagged particle, θt(qj) in Equation (25),
given in the general form in Equation (26), which applied to
tagged particle diffusion in a tilted single file reads:











where 9k0(qj) is given by Equation (34) and 90k(qj) =
mk!
N! 9k0(qj). Note that since the process in ergodic we have
〈θt(qj)〉 = 900(qj), and because the projected dynamics
becomes asymptotically Gaussian (i.e., the correlations between
θt(qj) at different t gradually decorrelate) we also have the
large deviation limt→∞ tσ
2





f (t). Moreover, because of detailed balance the large deviation
principle represents an upper bound to fluctuations of time-






In order to gain more intuition we inspect the statistics of
θt(qj) for a single file of four particles (see Figure 3) at different
lengths of trajectory t (plotted here on the absolute time-scale). In
Figure 3, we show 〈θt(qj)〉with full lines, and the region bounded
by the standard deviation±σt(qj) with the shaded area.
The scatter of θt(qj) is largest near the respective free
energy minima.
To understand further how this coupling to non-relaxed latent
degrees of freedom arises we inspect the correlations between
FIGURE 2 | The Kullback–Leibler divergence between the exact non-Markovian Green’s function Q(q3, t|q0,3) and the Markovian approximation QM (q3, t|q0,3) as a
function of time (measured in units of collision time) for increasing values of particle numbers N: (A) results shown on the absolute (dimensionless) time-scale and (B)
on the natural time-scale, that is, expressed in units of collision time t̃. Inset: λM1 , the slowest relaxation rate of QM (q3, t|q0,3) compared to the corresponding
eigenvalue λ1 of the exact Q(q3, t|q0,3).
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FIGURE 3 | Statistics of tagged particle local time for all members of a single file of four particles starting from stationary initial conditions; 〈θt (qj )〉 is represented by full
lines and the region bounded by the standard deviation ±σt (qj ) with the corresponding shaded area. The color code is: j = 1 violet, j = 2 blue, j = 3, green and j = 4
yellow. The relaxation time corresponds to λ−11 ≃ 0.1. Therefore, panel (A) depicts fluctuations on a time scale much shorter that λ
−1
1 , whereas (B,C) already belong


















k (90k(qi)9k0(qj) + 90k(qj)9k0(qi)) 6= f (t) as a
manifestation of the central limit theorem, since θt(qi) and
θt(qj) asymptotically decorrelate. In other words, taking
Ct(qi; qi) ≡ σ 2t (qi), the complete large deviation statistics of
θt(qi) (i.e., on ergodically long time-scales) is a N-dimensional
Gaussian with covariance matrix t−1Ct(qi; qj).
To visualize these results we present in Figures 4, 5 two-
tag nearest neighbor and next-nearest correlations, Ct(q1; q3)
and as Ct(q2; q3) respectively, for a single file of N = 4 and
N = 7 particles at two different trajectory lengths. We find that,
alongside the fact that correlations intuitively increase with theN,
both the magnitude and the sign of Ct depend on which particles
we tag and even more so, where we tag these particles. Along the
(upward shifted) diagonal Ct is positive, implying the two tagged
particles along a stochastic many-body trajectory effectively (in
the sense of the local time)move together, such that if one particle
spends more time in a given region, so will the other. At fixed
F (here assumed to be equal to 1) the magnitude of the upward
shift depends on which particles we tag as well as on N. This
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FIGURE 4 | Two-tag local time correlations Ct (q1;q3) (left) and Ct (q2;q3) (right) for a single file of N = 4 (top) and N = 7 (bottom) particles for a (very short)
trajectory length t = 0.01. The relaxation time corresponds to λ−11 ≃ 0.1. The dashed lines denote the positions of the two free energy minima.
intuitive idea is backed up mathematically by realizing that the
lowest excited Bethe-eigenfunctions correspond to collective (“in
phase”) motion (see Equations 29, 30). Furthermore, defining
the free energy minima of the tagged particles with qmini and
qmini (see dashed lines in Figures 4, 5) we would expect, if the
particles were to explore their respective free energy minima,
a peak localized at (qmini , q
min
i ) (i.e., at the crossing of dashed
line in Figures 4, 5). We find, however, that this is not the case,
all together implying that the tagged particles do not, along a
many-body trajectory, explore their respective free energy minima.
Instead, as mentioned above, they move collectively close to
each other. The collective dynamics is therefore non-trivial and
the tagged particle dynamics cannot be, at least for t . λ−11
coarse grained to a Markovian diffusion on −β ln900(qj), the
free energy landscape of the tagged particle j. Conversely, the fact
that all correlations (positive and negative) die our as qi,j → 1 is
a straightforward consequence of the tilting of the confining box.
Focusing now on the dependence on the length of the
trajectory we see at very short time (much shorter than the
relaxation time) the correlations are stronger, and that positive
correlations peak further away from the two respective tagged
particle free energy minima (compare Figure 4 and Figure 5).
In addition, the maximum of Ct(qi; qj) appears to be somewhat
more localized at longer (nearly ergodic) times (see Figure 5). In
addition, the tagged particle dynamics seem to be localized more
strongly near the free energy minimum if we tag the first particle
and if N is larger, presumably because of a faster relaxation due
to the presence of the wall effecting more frequent collisions with
the wall, during which the particle eventually loses memory.
4. SUMMARY AND OUTLOOK
Non-Markovian dynamics and anomalous diffusion are
particularly ubiquitous and important in biophysical systems
[1–16]. There, however, it appears that the quite many
non-Markovian observations are described theoretically by
phenomenological approaches with ad-hoc memory kernels,
which in specific cases can lead to mathematically unsound or
even unphysical behavior [82]. It therefore seems timely and
useful to provide a theoretical perspective of non-Markovian
dynamics starting from more fine-grained principles and
considering a projection to some effective lower-dimensional
configuration space.
The ideas presented here are neither new nor completely
general. Projection-operator concepts date back to the original
works by Zwanzig, Mori, Nakajima, van Kampen, Hänggi and
other pioneers. However, these seminal contributions focused
mostly on the derivation and analysis of effective non-Markovian
evolution operators, whereas here we provide a thorough analysis
of the manifestations of the projection on the level of Green’s
functions with the aim to somewhat relieve the need for
choosing a particular model based solely on physical intuition.
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FIGURE 5 | Two-tag local time correlations Ct (q1;q3) (left) and Ct (q2;q3) (right) for a single file of N = 4 (top) and N = 7 (bottom) particles for a trajectory length
comparable to the relaxation time t = 0.12 ≃ λ−11 . The relaxation time corresponds to λ
−1
1 ≃ 0.1. The dashed lines denote the positions of the two free energy minima.
Furthermore, we rigorously establish conditions under which the
projected dynamics become Markovian and renewal-type, and
derive Markovian approximations to projected generators. As a
diagnostic tool we propose a novel framework for the assessment
of the degree of brokenMarkovianity as well as for the elucidation
of the origins of non-Markovian behavior.
An important remark concerns the transience of broken
Markovianity, which is a consequence of the fact that we assumed
that the complete dynamics is ergodic. First we note that (i) for
any finite observation of length t it is de facto not possible to
discern whether the observation (and the dynamics in general)
will be ergodic or not on a time scale τ > t. (ii) All physical
observations are (trivially) finite. (iii) In a nominally ergodic
dynamics on any finite time scale t, where the dynamics starting
from some non-stationary initial condition x0 has not yet reached
the steady state (in the language of this work t < λ−11 ), it is not
possible to observe the effect of a sufficiently distant confining
boundary ∂(x) (potentially located at infinity if the drift field
F(x) is sufficiently confining) that would assure ergodicity (in
the language of this work ∀t ≪ λ−11 such that G(lmin, t|x0, 0) ≃
0 where |lmin| ≡ minx|x0 − ∂(x)|). Therefore no generality
is lost in our work by assuming that the complete dynamics is
nominally ergodic, even in a rigorous treatment of so-called
weakly non-ergodic dynamics with diverging mean waiting times
(see e.g., [1, 6]) or generalized Langevin dynamics with diverging
correlation times (see e.g., [29–34]) on finite time-scales. As a
corollary, in the description of such dynamics on any finite time-
scale it is a priori by no means necessary to assume that the
dynamics is non-ergodic or has a diverging correlation time. This
does not imply, however, that the assumption of diverging mean
waiting times or diverging correlation times cannot render the
analysis of specific models simpler.
Notably, our work considers parent dynamics with a
potentially broken time-reversal symmetry and hence includes
the description of projection-induced non-Markovian dynamics
in non-equilibrium (i.e., irreversible) systems. In the latter case
the relaxation process of the parent microscopic process might
not be monotonic (i.e., may oscillate), and it will be very
interesting to explore the manifestations and importance of these
oscillations in projected non-Markovian dynamics.
In the context of renewal dynamics our work builds on firm
mathematical foundations of Markov processes and therefore
provides mathematically and physically consistent explicit (but
notably not necessarily the most general) memory kernels
derived from microscopic (or fine-grained) principles, which
can serve for the development, assessment and fine-tuning
of empirical memory kernels that are used frequently in
the theoretical modeling of non-Markovian phenomena (e.g.,
power-law, exponential, stretched exponential etc; [2, 82]). In
particular, power-law kernels are expected to emerge as transients
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in cases, where the latent degrees of freedom relax over multiple
time-scales with a nearly continuous and self-similar spectrum.
Conversely, the quite strongly restrictive conditions imposed
on the microscopic (parent) dynamics that lead to renewal
dynamics, which we reveal here, suggest that renewal type
transport in continuous space (e.g., continuous-time random
walks [1, 2]) might not be the most abundant processes
underlying projection-induced non-Markovian dynamics in
physical systems, but aremore likely to arise due to some disorder
averaging. In general, it seems natural that coarse graining
involving some degree of spatial discretization should underly
renewal type ideas.
From a more general perspective beyond the theory of
anomalous diffusion our results are relevant for the description
and understanding of experimental observables a(q) coupled to
projected dynamics q(t) in presence of slow latent degrees of
freedom (e.g., a FRET experiment measuring the distance within
a protein or a DNA molecule [88]), as well as for exploring
stochastic thermodynamic properties of projected dynamics with
slow hidden degrees of freedom [89–91]. An important field
of applications of the spectral-theoretic ideas developed here
is the field of statistical kinetics in the context of first passage
concepts (e.g., [92–94]), where general results for non-Markovian
dynamics are quite sparse [46, 49, 95–100] and will be the subject
of our future studies.
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Chapter 5
BetheSF: Efficient
computation of the exact
tagged-particle propagator in
single-file systems via the
Bethe eigenspectrum
This article has been published in Computer Physics Communications un-
der the CC-BY-NC-ND License [52]. The study of tagged-particle dynamics
in a single-file is one of the main examples of non-Markovian dynamics and
sub-diffusive behavior. In this article we explicitly show how to diagonalize
the propagator of the tagged-particle using the coordinate Bethe-Ansatz.
Unfortunately the direct evaluation of such a solution poses a serious com-
putational challenge since it relies on the generation of all possible permu-
tation with repetition of the multisets labeling the eigenfunctions, a classic
non-polynomial problem. In this paper we explain an ingenious algorithm
able to reduce the generation of the permutations to the fastest genera-
tion of combinations of these multisets thanks to the exchange symmetry
characterizing single file systems. Moreover, the article is accompanied by
an efficient (and extendable) open-source C++ implementation of the al-
gorithm able to compute the propagator of the tagged-particle for several
external potentials.
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a b s t r a c t
Single-file diffusion is a paradigm for strongly correlated classical stochastic many-body dynamics and
has widespread applications in soft condensed matter and biophysics. However, exact results for single-
file systems are sparse and limited to the simplest scenarios. We present an algorithm for computing
the non-Markovian time-dependent conditional probability density function of a tagged-particle in
a single-file of N particles diffusing in a confining external potential. The algorithm implements an
eigenexpansion of the full interacting many-body problem obtained by means of the coordinate Bethe
ansatz. While formally exact, the Bethe eigenspectrum involves the generation and evaluation of
permutations, which becomes unfeasible for single-files with an increasing number of particles N .
Here we exploit the underlying exchange symmetries between the particles to the left and to the
right of the tagged-particle and show that it is possible to reduce the complexity of the algorithm from
the worst case scenario O(N!) down to O(N). A C++ code to calculate the non-Markovian probability
density function using this algorithm is provided. Solutions for simple model potentials are readily
implemented including single-file diffusion in a flat and a ‘tilted’ box, as well as in a parabolic potential.
Notably, the program allows for implementations of solutions in arbitrary external potentials under
the condition that the user can supply solutions to the respective single-particle eigenspectra.
Program summary
Program Title: BetheSF
CPC Library link to program files: http://dx.doi.org/10.17632/3bs74vf72n.1
Licensing provisions: MIT
Programming language: C++ (C++17 support required)
Supplementary material: makefile, README, SingleFileBluePrint.hpp
Nature of problem: Diffusive single-files are mathematical models of effectively one-dimensional
strongly correlated many-body systems. While the dynamics of the full system is Markovian, the
diffusion of a tracer-particle in a single-file is an example of non-Markovian and anomalous diffusion.
The many-body Fokker–Planck equation governing the system’s dynamics can be solved using the
coordinate Bethe ansatz. A naïve implementation of such a solution runs in non-polynomial time since
it requires the generation of permutations of the elements of a multiset.
Solution method: In this paper we show how, exploiting the exchange symmetries of the system, it
is possible to reduce the complexity of the algorithm to evaluate the solution, using a permutation-
generation algorithm, from O(N!) in the worst case scenario to O(N) in the best case scenario, which
corresponds to tagging the first or the last particle, where N stands for the number of particles in the
single-file.
Additional comments including restrictions and unusual features: The code may overflow for large single-
files N ≥ 170. All the benchmarks ran on the following CPU: Intel Xeon E3-1270 v2 3.50 GHz 4 cores.
The compiler used is g++ 7.3.1 (SUSE Linux) with the optimization-O3 turned on. The code to produce
all the data in the figures is included in the files: figure2.cpp, figure3.cpp, figure4.cpp, figure5a.cpp and
figure5b.cpp
© 2020 Elsevier B.V. All rights reserved.
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✩✩ This paper and its associated computer program are available via the Computer Physics Communication homepage on ScienceDirect (http://www.sciencedirect.
com/science/journal/00104655).
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1. Introduction
Single-file diffusion refers to the dynamics of one-dimensional systems composed of identical hard-core particles, that is, to many-
particle diffusion subject to non-crossing boundary conditions. Diffusive single-file models are a paradigm for the stochastic dynamics
of classical strongly correlated many-body systems. As such they have been studied extensively both theoretically (see e.g. [1–10]) as
well as experimentally [11–13]. Single-file diffusion underlies the dynamics in biological channels [14], molecular search processes of
transcription factors in gene regulation [15], transport in zeolites [16,17] and superionic conductors [18], and diverse phenomena in
soft matter systems [19].
Whereas the dynamics of the entire N-particle single-file is Markovian, the typically observed ‘‘tagged-particle’’ diffusion – the
projection of the many-body dynamics onto the motion of a single tracer particle – is strongly non-Markovian [10]. Namely, by focusing
on a tagged-particle alone, the N−1 remaining so-called latent degrees of freedom (i.e. the coordinates of the remaining particles) that
become coarse-grained out, relax on exactly the same time scale as the tagged particle [10]. This renders single-file diffusion somewhat
special as compared to other physical examples probing low-dimensional projections, such as for example the dynamics of individual
protein molecules [20] involving degrees freedom with relaxation times that span several orders of magnitude in time [21]. As there are
no ‘‘fast’’ degrees of freedom in a single-file, low-dimensional projections give rise to strong memory effects, i.e. the Markov property is
said to be strongly broken. In other words, the dynamics of a tagged-particle is fundamentally different (by extent as well as duration)
from the adiabatic, Markovian approximation of the dynamics of a single particle diffusing in a potential of mean force created if the
remaining particles were to relax to equilibrium instantaneously [10].
Tagged-particle diffusion in a single-file is also a representative toy model for diffusion in so-called crowded systems, in particular
when the dynamics is effectively one-dimensional and anomalous [22], i.e. when the mean squared displacement of a particle
⟨(x(t) − x(0))2⟩ ∝ tα (where ⟨·⟩ denotes the average over an ensemble of trajectories) is not linear in time as in the case of (normal)
Brownian motion (i.e. αBrown = 1) but scales sub-linearly with α = 1/2, which is referred to as subdiffusion [23]. The theoretical
analysis of tagged-particle dynamics has been carried out by several different techniques: the so-called ‘‘reflection principle’’ applicable
to single-files with both finite and infinite number of elements [4], Jepsen mapping for the central particle in a finite [5] or infinite
single-file [24], the so-called momentum Bethe ansatz for a finite single-file [7], harmonization techniques for infinite single-files [8],
etc.
Here, we focus on the propagator (or the ‘‘non-Markovian Green’s function’’) of a tagged-particle in a finite single-file of N particles
diffusing in an arbitrary confining potential, that is, the conditional probability density function to find the tagged-particle at position x
at a time τ assuming that at τ = 0 it was at x0, while the positions of the remaining N − 1 particles were drawn from the equilibrium
distribution compatible with the initial position of the tagged-particle. In the past few years a number of detailed analyses of ensemble-
[7,10] and time- [9,10] averaged physical observables have been carried out focusing on the motion of a tagged-particle in a single-file,
which provided a generic, conceptual insight into the emergence of memory in projection-induced non-Markovian dynamics.
In our previous work [9,10] we determined the propagator exactly by means of the coordinate Bethe ansatz (CBA) [25]. The power
of the CBA lies in the fact that it diagonalizes the many-body Fokker–Planck operator that governs the dynamics of the single-file. In
other words, it expresses the dynamics of the full N-body system in a given potential in terms of a complete set of eigenfunctions
and corresponding eigenvalues, which describe exactly how the system relaxes to equilibrium in terms of irreducible collective
relaxation modes on different time-scales. By projecting these collective modes onto the motion of a tagged-particle we were able
to disentangle the microscopic, collective origin of subdiffusion and memory in tagged-particle dynamics in simple confining potentials
[9,10,26].
However, the implementation of the analytical results obtained by the CBA poses a computational challenge since it involves an
algorithm whose complexity is non-polynomial in N . Here we present an efficient algorithm (that in some cases runs in polynomial
time) for evaluating the tagged-particle propagator that exploits the exchange-symmetry of the problem. We also present a C++ code
to perform such a computation for selected examples. The code is easily extendable to other potentials.
Notably, a common alternative method to analyze tagged-particle dynamics in finite single-files is to perform Brownian Dynamics
computer simulations. To do so efficient algorithms have been designed based on the Gillespie algorithm [6], on the Ermak algorithm
[27] or on the Verlet algorithm [28]. Nevertheless, these algorithms may still suffer from time- and space-discretization artifacts
since they only provide an approximate solution to the problem. Moreover, they neither readily reveal the collective relaxation
eigenmodes, nor do they establish how these affect tagged-particle motion. In addition, the computational cost of such Brownian
Dynamics simulations is much larger than the one of the present algorithm (for a comparison see Section 5).
2. Problem and solution by means of the coordinate Bethe ansatz
The evolution of the (Markovian) probability density function of a diffusive single-file of N particles in the over-damped regime under






D∂2xi − µ∂xiF (xi)
)]
G(x, τ |x0) = 0,(
∂xi+1 − ∂xi
)
G(x, τ , x0)| xi+1=xi = 0, ∀i, (1)
where D is the diffusion coefficient, µ = D/kBT is the mobility given by the fluctuation–dissipation theorem, and δ(x − x0) =∏N
i=1 δ(xi−x0i). Eq. (1) is accompanied by appropriate external boundary conditions for the first and last particles of the single-file. Here
we will only consider so-called natural (‘zero probability at infinity’, i.e. lim|x|→∞ G(x, τ |x0) = 0) or reflecting (‘zero flux’) boundary
conditions, which are selected according to the specific nature of the external potential U(x). We will assume that U(x) is sufficiently




xi − µ∂xiF (xi)] is discrete [29]. In Eq. (1) we assumed that
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each particle experiences the same external force F (x) and throughout we will assume that D is equal for all particles. Note that the
corresponding over-damped (Itô) Langevin equation that describes individual trajectories of the single-file and would be integrated
numerically in a Brownian Dynamics simulation reads
dxi(t) = µF (xi(t))dt +
√




t ′⟩ = δijδ(t − t
′)dt,∀i, (2)
where dWt is an increment of the Wiener process (Gaussian white noise), whereby we must enforce that particles remain ordered at
all times, i.e. xi(t) ≤ xi+1(t),∀i, t .
The boundary value problem in Eq. (1) can be solved exactly by means of the coordinate Bethe ansatz [25], which requires that we
(only) know the eigenexpansion of the single-particle Green’s function. That is, we are required to solve the following single-particle
Fokker–Planck equation with the same external boundary conditions
(∂τ − L̂1)Γ (xi, τ |x0i) = 0 (3)
with initial condition Γ (xi, 0|x0i) = δ(xi − x0i), which can be conveniently expressed by means of a (bi)spectral expansion






−λki τ , (4)
where −λki < 0,∀i > 0 and λ0 = 0 are the eigenvalues, and ψ
L/R
ki
(x) are respectively the kith left and the right eigenfunction of
the operator L̂1, which form a complete bi-orthonormal basis. Here we assume detailed balance to be obeyed and hence ψRl (x) ∝
e−βU(x)ψ Ll (x) [30], where β = 1/(kBT ) is the inverse of the thermal energy. The solution to the many-body Fokker–Planck equation can
be written as







The many-body eigenvalue k corresponds to a multiset containing the N natural numbers {k1, k2, . . . , kN} and 0 denotes the unique
ground state of the many-body system in which each single-particle eigenvalue is equal to zero. Each pair of many-body eigenvalues
and eigenfunctions satisfies the eigenvalue problem
L̂NΨ Rk = ΛkΨ
R
k . (6)
The Bethe ansatz solution postulates that the right eigenfunction has the following form













Θ(xi − xi−1), (8)
where Θ(x) denotes the Heaviside step function.
The N constants {ci} and the many-body eigenvalue are fixed imposing the N − 1 internal boundary conditions in Eq. (1) alongside





and in the case of zero-flux boundary conditions all ci turn out to be equal to one. Finally, a proper orthonormalization between left
and right many-body eigenfunctions must be assured, for example
Ψ
L/R










where the normalization factor N is equal to the number of permutations of the multiset k (see Appendix A).
Here we are interested in the non-Markovian Green’s function referring to the propagation of a tagged-particle starting from a fixed
initial condition x0i while the remaining particles are drawn from those equilibrium configurations that are compatible with the initial
condition of the tagged-particle [10]




where the ‘overlap elements’ are defined as
Vkl(z) =
∫
dxδ(z − xi)Ψ Lk (x)Ψ
R
l (x), (12)
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and δ(x) is Dirac’s delta. In the specific case of equilibrated initial conditions for background particles only the special cases
Vk0(z) =
∫





dxδ(z − xi)Ψ L0 (x)Ψ
R
k (x) (13)
are important. Note that any numerical implementation of Eq. (11) involves a truncation at some maximal eigenvalue ΛM. The ordering
















dxN f (x). (14)
Since by construction the integrand is invariant under exchange of the {xi} coordinates we can take advantage of the so-called extended















⎞⎠ f (xi = z, {xj, j ̸= i})
NL!NR!
, (15)
where a and b are the lower and upper boundaries of the domain, respectively, and NL(NR) is the number of particles to the left (right)















where ml is the multiplicity of the multiset l defined in Appendix A and we have introduced the auxiliary functions















Once substituted into Eq. (11) Eqs. (16)–(17) deliver the tagged particle propagator sought for.
3. Avoiding permutations
Although the extended phase-space integration (cf. Eqs. (12) and (16)) substantially simplifies the integrals involved in the
computation of the tagged particle propagator we still need to sum over all the permutations of l and k in Eq. (16). A brute force
(or naïve) approach is thus not feasible, not even for rather small single-files since we need to evaluate the products V0k(xi)Vk0(x0i) in
Eq. (11) up to 2× N! times in the worst case scenario for a calculation involving only the Green’s function; and for a general element
Vlk up to (N!)2.
The main contribution of this paper is Algorithm 1 that reduces the number of terms in the Bethe ansatz solution entering Eq. (16)
that need to be computed explicitly. Namely, since the full single-file diffusion model is symmetric with respect to the exchange of
particles many terms arising from the permutations of the eigennumbers of the multisets in Eq. (16) happen to be identical. Algorithm
1 counts how many terms are equal and computes only those that are unique, and does so only once. These unique terms are then
multiplied by their respective multiplicity and summed up to yield the result equation (11). Algorithm 1 thereby avoids going through





in Eq. (16). In the specific case of the tagged-particle Green’s function defined in Eq. (11), where one of the two multisets {k}, {l}
corresponds to the ground state (having only one permutation), the algorithm in fact avoids permutations entirely.
More precisely (i.e. for a general Vkl(xi)), the algorithm first generates all permutations of the multiset having the smallest number
of permutations P(l) (for sake of simplicity let us assume that this is the multiset l with Nl distinct permutations). Then, for each of
these permutations a multiset of pairs is created: p = {{k1, l∗1}, . . . , {kN , l
∗
N}}. The function S(p) selects the largest possible set from p
and generates for each element u of the resulting set the ‘difference multiset’: r = p \ u. In the following it determines t = min(NL,NR)
and all the t-combinations of r are generated via C(r, t) (note that t here does not refer to time). For each of these combinations s the
complementary multiset d = r \ s is created and the number of permutations of s and d is computed. Finally, the products in Eq. (16)
are calculated (where u is the pair of eigennumbers belonging to the tagged-particle) and accounted for their multiplicity.
In summary, our algorithm exploits the fact that the extended phase-space integration allows us to ignore the ordering of the
particles to the left and to the right of the tagged-particle, respectively. A consequence of this symmetry is that several terms that
appear in Eq. (16) are identical. Therefore, we can substitute the permutations of one multiset in Eq. (16) with all its combinations
that are not tied to any ordering by definition. This makes the algorithm more efficient. A pseudocode-implementation is presented in
Algorithm 1 and an explicit flowchart is depicted in Fig. 1. The reduction of the computational time achieved by our algorithm compared
to a naïve implementation ispresented in Fig. 2.
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Fig. 1. The flowchart of Algorithm 1. The steps #13 and #15 are not reported for spatial constraints and can be found in the explanation of the algorithm.
Algorithm 1 Calculate Vkl(z)
Require: .
• k, l multisets;
• z ∈ R, a ≤ z ≤ b;
• functions: Ti(z), Lj(z), Rj(z);
• a function to generate all the permutation of multiset P(k);
• a function to calculate the number of permutation of a multiset: Nk;
• a function to generate all the t-combinations of a multiset C(k, t);
• a function to compute the multiset difference k \ l;
• a function to create the largest set from a multiset k̃ = S(k);
1: calculate Nk and Nl and pick the multiset with the smallest number of permutations (let us assume it is l);
2: initialize s← 0;
3: for all l∗ ∈ P(l) do




6: for u ∈ ũ do
7: r← p \ u;
8: t ← min(NL,NR);
9: initialize s1 ← 0;
10: for all s ∈ C(r, t) do
11: d← r \ s













17: s1+ = NsNda;
18: end for
19: s+ = s1;
20: end for
21: end for
22: return mlNL!NR! s.
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Fig. 2. Computational time (in seconds) required to calculate Vk0 for a single-file confined to a flat box depending on the number of particles in the single-file N;
the k-multiset has been chosen to represent the worst case scenario, i.e. k = {1, 2, . . . ,N}. The green line corresponds to the running time of the naïve implementation
for comparison (which does not depend on which particle is tagged), while the blue and purple lines depict the running time of our program tagging the first and
the fourth particle, respectively. Dashed lines depict the computational complexity for the various cases. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
Computational complexity of Algorithm 1. The computational complexity of the algorithm can be derived by following its flow (see Fig. 1).
For the sake of simplicity we will (only initially) assume that the multiset l has only one possible permutation. Let U be the number of
unique elements belonging to the multiset k. Then for each unique element u ∈ k we need to iterate over all the t-combinations of the
multiset k\u, where t = min(NL,NR). The number of these combinations is given by the function M(N−1, t) — an algorithm describing
and computing this function is presented in Appendix A. Hence, the complexity of the algorithm is given by O(U ·M(N−1,min(NL,NR))).






. However, even in this
worst case scenario the algorithm scales linearly O(N) in the number of particles if we tag the first or the last particle (see Fig. 2). In
the general case when l ̸= 0, i.e. the one in which l admits more permutations (which, however, is not required for evaluating Eq. (11)),
the complexity deteriorates fast since the evaluation of all permutations of l must be considered; the computational complexity in this
case is O(Nl · U ·M(N − 1,min(NL,NR))), where Nl is the number of permutations with repetitions of l and we assume that Nl ≤ Nk.
4. Implementation
The main goal of the code attached to this article is to compute the Green’s function of any tagged-particle in a single-file of N
elements given a potential U(x). For this reason we opt for an object-oriented approach that allows the user to easily extend the code
to incorporate any potential satisfying the constraints on L̂N . The code defines the abstract base class: class SingleFile (in SingleFile.hpp)
responsible for the interface and for the functions that are responsible for the computation of the overlap elements (Eq. (16)). Conversely,
all functions directly related to some specific potential U(x) are private pure abstract base functions and must be implemented by the
user in a derived class.
In our codebase we provide three different derived classes:
class SingleFileFlat : public SingleFile; ,
class SingleFileOnSlope : public SingleFile; ,
class SingleFileHarmonic : public SingleFile; in the header file SingleFileDerived.hpp, covering several different ‘canonical’ cases of single-file
systems.
The base class. The base class class SingleFile provides a common interface to all single-file systems. It contains the following functions:
the equilibrium probability density function virtual double eq_prob(const double x) const; , the two-point joint density
double joint2dens(const double x, const double t, const double x0); and the Green’s function
double green_function(const double x, const double t, const double x0); for a specific tagged-particle implementing the analytical solution in
Eq. (11). The function evaluating the equilibrium probability density function of a tagged-particle, i.e. Geq(xi) = limt→∞ G(xi, τ |x0i),
is virtual since for a given potential U(x) it often has a relatively simple form. In addition, naïve implementations directly com-
puting all permutations have also been defined in the interface: double joint2dens_naive(const double x, const double t, const double x0); and
double green_function_naive(const double x, const double t, const double x0); . These two functions call the function
double Vkl_element_naive(std::vector<int>& k_vec, std::vector<int>& l_vec, const double x) const; that implements slavishly Eq. (12). Finally, the in-
terface of the class is completed by several tiny functions that allow changing the parameters of an instance of the class, like the
tagged-particle or the diffusion coefficient D.
The base class is also responsible for the internal machinery to use our fast algorithm implementing (among its private members):
double Vkl_element(std::vector<int>& k_vec, std::vector<int>& l_vec, const double x) const; ; and its specialized versions, defined by default in its
terms: virtual double V0k_element(std::vector<int>& k_vec, const double x) const; and
virtual double Vk0_element(std::vector<int>& k_vec, const double x) const; .
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These specialized versions are made virtual to allow a derived class to override them if they require special settings (one
such example is the single-file in a linear potential). The declarations and definitions of these functions can be found in the
files SingleFile.hpp and SingleFile.cpp. Our algorithm computes the t-combinations of a multiset and this feature is provided by
the friend class template<typename T> class UCombinations; that implements (in the file combinations.hpp) a classical algorithm given in
[32]. We use std::next_permutation for the computation of permutations. Finally, this base abstract class defines the private mem-
bers responsible for the calculation of the single-particle eigenvalues and for the evaluation of Eqs. (17). These are pure virtual
functions since they depend on the specific external potential, and hence they must be implemented by the derived class. Fi-
nally, the pure virtual function virtual int eigenfunction_condition(const int i) const=0; defines the rule to initialize the private member
std::vector<std::vector<int>> eigenfunction_store; that contains (row-wise) all the multisets considered in the evaluation of Eq. (5) for a given
specific potential U(x). For this reason the derived class is responsible for initializing this last member (in its constructor, for example).
We provide the protected function void eigenfunction_store_init (); to initialize this data structure (details are given below). However, the
user may implement a different way to initialize the container as well, for example by importing it from an existing file.
The derived classes. Three types of analytically solvable potentials: U(x) = 0, U(x) = gx and U(x) = γ x2/2, are implemented (g, γ
being real and positive). These implementations assume that the positions of non-tagged-particles are drawn from their respective




















for U(x) = 0, U(x) = gx and U(x) = γ x2/2 respectively. In the files SingleFileDerived.hpp and SingleFileDerived.cpp the functions
related to single-particle solutions (further details are given in Appendix B) that enter the Bethe-ansatz solution in Eq. (16) are
implemented as overridden private member functions of the derived classes. The function double lambda_single(const int n) const; calculates
the single-particle eigenvalue while the functions double tagged(const int lambda_k, const int lambda_l, const double x) const;
double lefttagged(const int lambda_k, const int lambda_l, const double x) const override;
double righttagged(const int lambda_k, const int lambda_l, const double x) const override; implement respectively Ti, Li and Ri defined in Eq. (17).
These last four functions must be implemented following the template in SingleFileBluePrint.hpp if the user wishes to implement a
solution for a different potential U(x). In our implementation the constructor of a derived class takes a parameter int max_many_eig ≡ M .
This positive parameter is proportional to the maximum eigenvalues we want to consider in the implementation of Eq. (11).
Note that by fixing the largest eigenvalue ΛM we consider in the computation of the Green’s function in Eq. (11) we implicitly
determine the shortest time-scale for which the solution is reliable, i.e. the solution is exact for times τ ≳ 1/ΛM [33,34]. Since the
eigenspectra of single-file systems are always degenerate, once fixedM is used to select the multisets k (each of them uniquely identifies
an eigenfunction) that must be considered in Eq. (11). However, the rule for selecting allowed multisets is system dependent; in the




i ≤ M , and for the harmonic
potential (Eq. (20)) only those satisfying
∑N
i=1 ki ≤ M are allowed. These constraints must be implemented in the pure abstract function
virtual int eigenfunction_condition(const int i) const=0; .
According to this function the constructors of our derived classes fill std::vector<std::vector<int>> eigenfunction_store; using a slightly
modified implementation of a classical algorithm for computing integer partitions found in [32], which takes into account the
possibility that one (or more) of the ki can be equal to 0. This implementation is provided in the friend class class IntegerPartitions;
in the file IntegerPartitions.hpp. The number of integer partitions (see Appendix A for an example) generated by this algorithm
is the sum of all the possible bounded compositions of N numbers such that their sum is between 0 and M . The number of
bounded composition of N elements summing to M (see e.g. Eq. (9) alongside the specific values of λki given in Appendix B)
is equivalent to the N-combinations of multiset in which all the numbers between 0 and M appear at most N times [32]. The
function virtual int eigenfunction_condition(const int i) const=0; then selects from those only the allowed ones. All these steps are wrapped
in the aforementioned void eigenfunction_store_init (); function. The function virtual int eigenfunction_condition(const int i) const=0; must be
implemented by the user in a new derived class implementing a different potential.
In Fig. 3 we show how many multisets must be considered for the convergence of the sum on a time-scale τ ≳ 1/ΛM. Since these
multisets are saved in std::vector<std::vector<int>> eigenfunction_store; , the size of this data structure prescribes the memory requirements of
our program. The program saves these values to allow for a flexible way to compute the non-Markovian Green’s function (11) for the
same system when tagging a different particle without the need to re-compute the necessary multisets. Though this number can become
huge for some systems, for example in the case of the harmonic potential, it has been proved that for regular Sturm–Liouville problems
the eigenvalues scale quadratically for large ki [35]. Since often also non-regular Sturm–Liouville problems on a infinite domain are
treated numerically using truncation methods [36] our choice to save these numbers to enhance the flexibility and readability of the
code is justified. Nevertheless, it would be equally possible not to save the necessary multisets and instead do all calculations on-the-fly.
Moreover, according to the specific properties of the Fokker–Planck operator L̂N we sometimes find that Vk0(x) = V0k(x). A result
of both functions can be implemented in terms of a single function responsible for Vkl(x) without the necessity of code duplication.
However, for the single-file in a linear potential this is not the case [10]. For this reason the functions for calculating the ‘overlaps’
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Fig. 3. The number of multisets that must be considered assuming max_many_eig ≡ M = 50 for the single-file in a flat (blue line) or in a harmonic (purple line)
potential. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 4. The tagged-particle Green’s function for different particles of a single-file of 4 particles in a harmonic potential U(x) = x2/2 at different times (the relaxation
time is ∼ λ−11 = 1). Each particle’s initial position is x0 = 0.305 assuming that all the other particles are in their respective equilibrium conditioned on the position
of the tagged-particle.
(i.e. Eqs. (12)) with the ground state are virtual, such that they can be implemented without re-factoring the code. In our implementation
of class SingleFileOnSlope; the function Vk0_element is overridden with a marginally faster version to take into account the asymmetry of
the single-file in a linear potential.
In order to illustrate our final result we depict in Fig. 4 the computed Green’s function for a single-file of 4 particles in a harmonic
potential U(x) = x2/2.
Exceptions. Two classes for managing exceptions:
class NotImplementedException : public std::logic_error; and
class NotAllowedParameters : public std::logic_error; are included in the code base. The former allows to write a partially implemented derived
class, while the latter just throws in the case that an ill-posed parameter is provided. All exceptions throw without any attempt to catch
them.
Parallelization. By construction the evaluation of Eq. (5) for different x, τ and x0 is parallelizable. A non-trivial parallelization may be
achieved implementing a reduction for Eq. (5). However, for many systems (see Fig. 3) the number of terms in the sum is relatively
small and a parallel approach is unnecessary unless the single-file is very big and/or we are interested in very small time-scales. The
present code does not support parallelization and thread-safety is not guaranteed.
5. Comparison with Brownian dynamics simulations
A fair comparison between our algorithm implementing a solution based on Eq. (11) and a Brownian Dynamics simulation integrating
the Langevin equation (2) numerically is somewhat tricky. The reason is that the computational effort of a Brownian Dynamics
simulation grows ‘‘forward’’ in time, while the eigenexpansion solution becomes challenging ‘‘backward’’ in time. In the former case the
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Fig. 5. Computational time for calculating the tagged-particle Green’s function, in one specific space–time point a single-file in a flat potential. We compare our
algorithm (blue lines) with the naïve implementation (purple lines) to a Brownian Dynamics simulation of 104 trajectories with 2× 104 integration-steps of length
10−3 using Algorithm 2 (green line). In (a) we fix the max many-body eigenvalue and tag the central particle while in (b) we fix the total number of particles of
the single-file and tag the fifth particle. For both plots the time to calculate all the available multisets in Eq. (5) has not been taken into account since it is the
same the naïve and efficient implementations of the CBA solution. (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)
longer the time-scale we are interested in the more integration steps we must perform, while if we are interested in shorter time-scales
a smaller integration time-step must be used. In the implementation of the Bethe ansatz solution in Eq. (11) we need to consider more
and more terms in the sum over Bethe eigenvalues Λk in order to obtain reliable results for shorter time-scales. In contrast, essentially
only two terms (i.e. the ground state Λ0 and the first excited state Λ1) are required if we are interested only in the long-time dynamics,
i.e. t > 1/Λ1.
In Algorithm 2 we present a convenient method to simulate single-file diffusion based on the Jepsen mapping [2]. The key step is
the sorting of the particles’ positions (step 6) that allows avoiding a costly chain of if statements required to implement non-crossing
conditions. To perform this step we use the sorting routine std::sort included in the C++ standard library. A comparison of this algorithm
with the analytical solution can be found in [9].
Algorithm 2 Brownian Dynamics simulation of a single-file
Require: .
• number of particles N;
• time-step ∆t , final time tf , list of sampling times ts;
• number of trajectories Nt ;
• the initial position of the tagged-particle x0;
• a function to update a histogram.
1: for i=1:Nt do
2: t ← 0;
3: Generate the initial position for the N − 1 particle from their equilibrium distribution conditioned on the position of the
tagged-particle x0;
4: while t ≤ tf do
5: Integrate the Langevin equation (using a Euler–Maruyama scheme for example) of N independent particles using the
time-step ∆t;
6: Sort in ascending order the particles’ positions to satisfy the non-crossing condition;
7: if t ∈ ts then
8: Update the histogram containing the Green’s function of the tagged-particle;
9: end if
10: t+ = ∆t;
11: end while
12: end for
13: return the histogram;
In Fig. 5 we present the computational time required to evaluate the Green’s function in a single point in space and time fixing either
the maximum eigenvalue (panel a) or the number of particles (panel b). In the left panel we also plot the time required to compute
the tagged-particle Green’s function of the single-file in a flat potential for different number of particles N by means of a Brownian
Dynamics simulation. We simulate 104 trajectories with a time-step of 10−3 until time tf = 20 ≈ 2/Λ1 to ensure that the final
equilibrium distribution is reached. Using these parameters the statistical error of the simulation is ∼ 5%–10% using 104 trajectories
and 1%–2% if instead we generate 105 trajectories, in agreement with the Gaussian central limit theorem. Note that since we are
considering enough terms in the series expansion (11) the analytic solution may be reliably considered to be exact on the time-scale of
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interest. Because the error of the Brownian Dynamics simulation can be reduced by increasing the number of independent trajectories,
Ntraj, and since Algorithm 2 scales linearly with Ntraj, it is easy to extrapolate from Fig. 5 the computational effort required to obtain
more accurate results.
Conversely, if we are interested only in short time-scales we must carry out the numerical integration of Eq. (2) for a small number
(say ∼ 100) of steps and thereby obtain better results (and with less computational effort) than the analytic solution. This is so because
the analytical solution suffers from the Runge-phenomenon for short times, since we are approaching a delta-function distribution.
However, such very short time-scales are less interesting since the tagged-particle behaves like a free-particle for times shorter the
average collision-time with neighboring particles [7]. For the same reason a smaller integration time-step must also be taken to capture
all the non-trivial physics in a Brownian Dynamics simulation if we consider a single-file with a large number of particles N . In addition,
if the Green’s function of the tagged-particle is peaked, the binning of the histogram in the analysis of simulations must be made
sufficiently small, which imposes additional constraints on the integration time-step in order to obtain reliable results.
6. Conclusions
We presented an efficient numerical implementation of the exact coordinate Bethe ansatz solution of the non-Markovian tagged-
particle propagator in a single-file in a general confining potential. Motivated by the fact that the Bethe eigenspectrum solution
nominally carries a large computational cost when the number of particles is large we developed an efficient algorithm, which enables
investigations of tagged-particle diffusion on a broad span of time-scales and for various numbers of particles. Our code exploits
exchange symmetries in order to reduce the number of combinatorial operations. One of the main advantages of the Bethe ansatz
solution, aside from the fact that it provides an exact solution of the problem and that it ties the tagged-particle dynamics to many-
body relaxation eigenmodes, is that it is easy to generalize to take into account for any confining external potential or initial condition.
For this reason we provide a header file SingleFileBluePrint.hpp that allows an easy extension of our codebase. With this goal in mind
the expressiveness and the tools of modern C++ were used to achieve modularity and simplicity of use. The code can be easily extended
in order to allow for a calculation of other key quantities related to the non-Markovian dynamics of a tagged-particle, e.g. the mean
square displacement [31] as well as local-time statistics and other local additive functionals of tagged-particle trajectories [9,10].
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Appendix A. Combinatorics
Permutations. Let k be a multiset of N elements. Let ri denote the multiplicity of each of the m distinct elements of k such that∑m
i=1 ri = N . Then the number of distinct permutations of this multiset is(
N






The denominator of Eq. (A.1) is what we call the multiplicity mk of the multiset k. For example, the distinct permutations of {1, 1, 2, 3}
are: {{1, 1, 2, 3}, {1, 1, 3, 2}, {1, 2, 1, 3}, {1, 2, 3, 1}, {1, 3, 1, 2}, {1, 3, 2, 1}, {2, 1, 1, 3}, {2, 1, 3, 1}, {2, 3, 1, 1}, {3, 1, 1, 2}, {3, 1, 2, 1},
{3, 2, 1, 1}}.
t-combinations. The problems of enumerating and computing the combinations of a multiset can be mapped to the equivalent
bounded composition problems [32]. James Bernoulli in 1713 enumerated them for the first time, observing that the number of the










For example the 2-combinations of {1, 1, 1, 2, 3} are: {{1, 1}, {1, 2}, {1, 3}, {2, 3}}.
Integer partitions. We refer to the integer partition of a number N in m parts as the number of ways in which N can be expressed as a
sum of all the numbers smaller than or equal to itself. For example for N = 4 and m = 4: {0, 0, 0, 4}, {0, 0, 1, 3}, {0, 0, 2, 2}, {0, 1, 1, 2},
{1, 1, 1, 1}.
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Appendix B. Single-particle eigenspectra
The dynamics of a single Brownian particle in a unit box in a constant potential with reflecting external boundary conditions is
governed by the Sturm–Liouville problem
(∂τ − D∂2x )Γ (x, τ |x0) = 0,
∂xΓ |x=0= ∂xΓ |x=1= 0 (B.1)
with the initial condition Γ (x, 0|x0) = δ(x− x0). The corresponding Green’s function can be expressed in terms of a spectral expansion








ψ L0(x) = ψ
R
0 (x) = 1, (B.3)





λk = k2π2. (B.5)
On the other hand, if we add a linear potential the corresponding Fokker–Planck equation for the Green’s function becomes
(∂τ − D∂2x − g∂x)Γ (x, τ |x0) = 0, (B.6)
with initial condition Γ (x, 0|x0) = δ(x− x0), and the eigenexpansion is given by
λ0 = 0, (B.7)




ψ L0(x) = 1, (B.9)





















(sin(kπx)− 2Dkπ cos(kπx)/g). (B.12)
Finally for an Ornstein–Uhlenbeck process with natural boundary conditions (i.e. lim|x|→∞ Γ (x, τ |x0) = 0) the Green’s function is given
by
(∂τ − D∂2x − γ ∂xx)Γ (x, τ |x0) = 0, (B.13)
with initial condition Γ (x, 0|x0) = δ(x− x0) and eigenexpansion













2D ψ Lk (x) (B.15)
λk = γ k, (B.16)
where Hk(x) denotes the kth ‘‘physicist’s’’ Hermite polynomial [37].
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This article has been published in Physical Review Letters under the Cre-
ative Commons Attribution 4.0 International license [53]. Thermal relax-
ation processes have been one of the main topics of Thermodynamics since
its conception. Looking at systems in which fluctuations dominate the dy-
namics, e.g. nanoscale systems, we discovered that cooling and heating
process show a fundamental asymmetry: in the case in which the under-
lying potential is composed by a single well the relaxation process starting
form a lower temperature is always faster compared to its counterpart start-
ing from the higher one. We analyzed relaxation dynamics for Markovian
and non-Markovian observables, motivating this asymmetry via the instan-
taneous energetic and entropic contributions of the systems’ dynamic. The
article it is followed by its supplementary material.
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We uncover an unforeseen asymmetry in relaxation: for a pair of thermodynamically equidistant
temperature quenches, one from a lower and the other from a higher temperature, the relaxation at the
ambient temperature is faster in the case of the former. We demonstrate this finding on hand of two exactly
solvable many-body systems relevant in the context of single-molecule and tracer-particle dynamics. We
prove that near stable minima and for all quadratic energy landscapes it is a general phenomenon that also
exists in a class of non-Markovian observables probed in single-molecule and particle-tracking experi-
ments. The asymmetry is a general feature of reversible overdamped diffusive systems with smooth single-
well potentials and occurs in multiwell landscapes when quenches disturb predominantly intrawell
equilibria. Our findings may be relevant for the optimization of stochastic heat engines.
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Relaxation processes are a paradigm for condensed matter
[1,2], single-molecule experiments [3] and tracer-particle
transport in complex media [4–8]. Relaxation close to equi-
librium was described by the mechanical Onsager-Casimir
[9,10] and thermal Kubo-Yokota-Nakajima [11] linear laws.
These pioneering ideas were consistently generalized in
numerous ways, most notably, to thermodynamics along
individual stochastic trajectories driven far from equilibrium
at weak [12,13] and strong [14–18] coupling with the bath,
anomalous diffusion phenomena [19–22], and the so-called
“frenesis” focusing on the dynamical activity—a dynamic
counterpart to changes in entropy [23,24]. Many of these
new concepts have been verified by and/or successfully
applied in experiments in colloidal systems [25–27] and
single-molecule experiments on nucleic acids [28–30] and
larger biomolecular machines [31].
Not as much is known about transients, in particular
those evolving from nonstationary initial conditions. Our
present understanding of thermodynamics and in parti-
cular the kinetics in transient systems, reversible as
well as irreversible, is mostly limited to small deviations
from equilibrium [9,10], nonequilibrium steady states
[23,32–35], and statistics of the “housekeeping” heat
[36,37] and entropy production [38]. The role of initial
conditions in relaxation was recently studied in the context
of the “Mpemba effect”—the phenomenon where a hot
system can cool down faster than the same system initiated at
a lower temperature [39,40]. Notable recent advances
include an information-theoretic bound on the entropy
production during relaxation far from equilibrium [41]
and a spectral duality between relaxation and first passage
processes [42,43].
It is meanwhile possible to probe the transient, non-
equilibrium dynamics of colloids and single molecules, e.g.,
by temperature-modulated particle tracking [4] and time-
modulated [44], temperature-modulated [45], temperature-
jump [46], and holographic [47] optical tweezers, as well as
optical pushing [48]. These experiments allow for systematic
investigations of the dependence of relaxation on the
direction of the displacement from equilibrium, which is
the central question of the present Letter.
Notwithstanding all progress in the field, the dependence
of relaxation on the direction of the displacement from
(a) (b)
FIG. 1. Nonequilibrium free energy after a temperature quench
T → Teq at time t ¼ 0 in units of kBTeq, ΔFT̃ ¼ D½PT̃ðt ¼
0þÞjjPeq1  [see Eq. (3)], as a function of the relative prequench
temperature T̃ ¼ T=Teq (note the logarithmic scale); (a) refers to
the end-to-end distance of a Gaussian chain with 100 beads and
(b) to the 7th in a single file of 10 particles in a linear potential
with slope 10 confined to a unit box. The blue and red points
depict a pair of thermodynamically equidistant temperature
quenches, T̃− and T̃þ, with corresponding excess potential
energies hΔUiT̃ ≡ hUð0þÞiT̃ − hUi1.
Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license.
Further distribution of this work must maintain attribution to
the author(s) and the published article’s title, journal citation,
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equilibrium (see Fig. 1) remains elusive. Moreover, as a
result of the projection to a lower-dimensional subspace, it
is expected that observables in many experiments, in
particular those tracking individual particles [4] and single
molecules [46,47], relax in a manner that is not
Markovian [8].
Here, we address relaxation from an instantaneous
temperature quench T → Teq at time t ¼ 0 with respect
to its directionality, that is, T−↑Teq versus Tþ↓Teq. We
uncover an unforeseen dependence on the direction of the
quench: For a given pair of temperatures T− < Teq < Tþ at
which the thermodynamic displacement from equilibrium
at t ¼ 0þ in the sense of DTð0þÞ, the nonequilibrium
free energy difference or “lag” [49–55], is equal, i.e.,
DTþð0þÞ ¼ DT−ð0þÞ (see Fig. 1), relaxation evolves,
contrary to intuition, faster “uphill” (hΔUiT− < 0) than
“downhill” (hΔUiTþ > 0) in the energy landscape.
This always holds for single-well potentials and occurs
in near degenerate multiwell potentials with high energy
barriers under Markovian dynamics, as well as for a class of
non-Markovian observables probed by single-molecule and
particle-tracking experiments. We demonstrate the asym-
metry on the hand of the Gaussian polymer chain [56],
single-file diffusion in a tilted box [8], and for diffusion in
nearly degenerate multiwell potentials. For relaxation near
a stable minimum and thus for all reversible Ornstein-
Uhlenbeck processes, we prove that the asymmetry, albeit
counterintuitive, is general.
Theory.—We consider d-dimensional Markovian
diffusion with a d × d symmetric positive-definite diffusion
matrix D and mobility tensor MT ¼ D=kBT in a drift
field FðxÞ such that M−1T FðxÞ ¼ −∇UðxÞ is a gradient
flow. The evolution of the probability density at
temperature T is governed by the Fokker-Planck operator
L̂T ≡∇ ·D∇ −∇ ·MTFðxÞ. We let GTðx; tjx0Þ be the
Green’s function of the initial value problem ð∂t −
L̂TÞGTðx; tjx0Þ ¼ 0 and assume that the potential UðxÞ
is confining (i.e., limjxj→∞UðxÞ ¼ ∞). This assures
the existence of an invariant Maxwell-Boltzmann
measure with density limt→∞GTðx; tjx0Þ≡ PeqT ðxÞ ¼
Q−1T e
−UðxÞ=kBT; ∀ x0 with partition function QT ¼R
e−UðxÞ=kBTdx.
The system is prepared at equilibrium with a temperature
T, PinvT ðxÞ, whereupon an instantaneous temperature
quench is performed to the ambient temperature Teq
at t ¼ 0. The relaxation evolves at Teq according to L̂Teq
and for a given system it is uniquely characterized by T.
For convenience we define T̃ ≡ T=Teq [57] such that
PT̃ðx; tÞ ¼
Z
dx0G1ðx; tjx0ÞPeqT̃ ðx0Þ →t→∞P
eq
1 ðxÞ: ð1Þ
The instantaneous entropy and mean energy are
given by ST̃ðtÞ≡ −kB
R
dxPT̃ðx; tÞ lnPT̃ðx; tÞ and
hUðtÞiT̃ ¼
R
dxPT̃ðx; tÞUðxÞ, respectively, where h·iT̃




Let the measured physical observable be q ¼ ΓðxÞ. Its
probability density function corresponds to [8]
PT̃ðq; tÞ ¼ Π̂xðqÞPT̃ðx; tÞ≡
Z
dxδ½ΓðxÞ − qPT̃ðx; tÞ;ð2Þ
which in general displays non-Markovian dynamics
as soon as q corresponds to a low-dimensional pro-
jection [8]. Once equilibrium is reached, we have
limt→∞PT̃ðq; tÞ ¼ Peq1 ðqÞ, or, expressed via the so-called
potential of mean force UðqÞ [58], Peq1 ðqÞ ¼ e−βeqUðqÞ
[14,17,59]. Obviously, when ΓðxÞ ¼ x, we have
PT̃ðq; tÞ ¼ PT̃ðx; tÞ.
We quantify the instantaneous displacement from equi-
librium with the Kullback-Leibler divergence [49–55]:
D½PT̃ðtÞjjPeq1  ¼
Z
dqPT̃ðq; tÞ ln½PT̃ðq; tÞ=Peq1 ðqÞ: ð3Þ
Writing this out for the Markovian case, we find, upon
identifying ST̃ðtÞ and hUT̃ðtÞi,
D½PT̃ðtÞjjPeq1  ¼ −ST̃ðtÞ=kB þ βeqhUðtÞiT̃ þ lnQTeq : ð4Þ
Recalling the definition of free energy F ¼ −β−1eq lnQTeq
and defining the instantaneous generalized free energy
(GFE) [52] or “lag” [55] as FT̃ðtÞ ¼ hUðtÞiT̃ − TeqST̃ðtÞ,
we see, upon multiplying through by β−1eq ¼ kBTeq, that in
the Markovian case Eq. (3) is the excess GFE in units
of kBTeq, i.e., DMT̃ ðtÞ≡D½PT̃ðtÞjjPeq1  ¼ βeq½FT̃ðtÞ − F
[51,52]. Writing out Eq. (3) for the non-Markovian case
and identifying ST̃ðtÞ and UðqÞ (calligraphic letters denote
potentials of projected observables), we find
DnM
T̃
ðtÞ≡D½PT̃ðtÞjjPeq1  ¼ −ST̃ðtÞ=kB þ βeqhUðtÞiT̃ ; ð5Þ
which is the non-Markovian GFE DnM
T̃
ðtÞ ¼ βeqF T̃ðtÞ.
Note that UðqÞ itself is an effective free energy,
i.e., βeqUðqÞ≡ − lnhδ½ΓðxÞ − qi1 ¼ − ln
R
dxδ½ΓðxÞ −
qe−βeqUðxÞ þ lnQTeq and S1 ¼ −hUi1. We henceforth
express energies in units of kBTeq. If (and only if) latent
degrees of freedom (i.e., those integrated out) relax much
faster than qðtÞ, Eqs. (4) and (5) are equivalent and qðtÞ
is a Markovian diffusion in the free energy landscape
UðqÞ [8]. In the absence of a time-scale separation,
however, both ST̃ðtÞ and hUðtÞiT̃ contain contributions
from the (hidden) relaxation of the latent degrees of
freedom.
Consider now a pair of temperatures, T̃þ > 1 and
T̃− < 1, corresponding to equal displacements immediately
after the quench DM;nM
T̃−
ð0þÞ ¼ DM;nM
T̃þ ð0þÞ. The existence
of (at least) two such temperatures is guaranteed within an
interval T̃ ∈ ðT̃min; T̃maxÞ where DM;nMT̃ ð0−Þ ¼ fðT̃Þ has
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no local maximum. The central question of this Letter
addresses the rate of the “uphill” (T̃− < 1) versus “down-
hill” (T̃þ > 1) relaxation.
Gaussian Chain.—In the context of single-molecule
experiments, we consider the overdamped dynamics
of a chain of N þ 1 beads with coordinates frig con-
nected by harmonic springs with potential UðfrigÞ ¼P
N
i¼1ðriþ1 − riÞ2 (general harmonic networks are treated
in [60]). In the Markovian setting, we consider all mono-
mers, PT̃ðfrig; tÞ in Eq. (1), while single-molecule experi-
ments (e.g., Förster resonance energy transfer [73,74] or
optical tweezers [46,47]) typically track a single (e.g.,
end to end) distance within the macromolecule q≡ d ¼
jr1 − rN j with PT̃ðd; tÞ from Eq. (2), evolving according to
non-Markovian dynamics.
























where ΛT̃k ðtÞ≡ 1þ ðT̃ − 1Þe−2μkt with μk ¼




k¼1 ΛT̃k ðtÞCijk =2μk with Cijk ≥ 0 given explicitly in [60].




ð0þÞ ¼ 3NðT̃ − 1 − ln T̃Þ=2 ¼ NDnM
T̃
ð0þÞ: ð8Þ
The instantaneous potential energy of the full system and





k¼1 ΛT̃k ðtÞ and UðdÞ ¼ − lnPeq1 ðdÞ, respectively.
Aside from specific values of μk and C
ij
k , Eqs. (6)–(8) hold
for any reversible Ornstein-Uhlenbeck” process (OUp), that
is, for any T̃, connectivity or stability matrix, and tagged
distance.
The results for DM;nM
T̃
ðtÞ and their decomposition into
hUiT̃ ; hUðtÞiT̃ ; ST̃ðtÞ, and ST̃ðtÞ for a pair of equidistant
temperature quenches are shown in Fig. 2 and demonstrate
that the uphill relaxation is always faster than the downhill
relaxation. As we prove below, this is true for any reversible
OUp quenched arbitrarily far from equilibrium.
The energy and entropy differences relative to their
equilibrium values (i.e., at t ¼ ∞) in Fig. 2(a) suggest that
the Markovian uphill and downhill relaxation are domi-
nated by hΔUðtÞiT̃þ and ΔST̃− , respectively. Surprisingly,
entropy pushing the system uphill against the deterministic
force is more efficient. Notably, the magnitude of individ-
ual contributions is smaller for uphill relaxation, i.e.,
hΔUiT̃þ > −hΔUiT̃− and ΔST̃þ > −ΔST̃− . Thus, a larger
energy excess and entropy deficit are dissipated during
downhill relaxation. Conversely, the partitioning into ST̃ðtÞ
and hUðtÞiT̃ of the non-Markovian relaxation depends on
the details of the projection and is less intuitive [in our
example in Fig. 2(b) it is, in fact, reversed].
To explain why uphill relaxation is faster, we inspect in
Fig. 3 local contributions to DM
T̃
ðtÞ for a one-dimensional
OUp. An uphill quench localizes PT̃−ðx; 0þÞ near the
origin, whereas a downhill quench broadens PT̃þðx; 0þÞ,
rendering the integrand of Eq. (4) nonzero over a larger
domain [Fig. 3(a), red line]. The evolution of PT̃ðx; tÞ is
driven by diffusion ∝ ∂2xPT̃ and advection ∝ ∂xxPT̃ . By
forcing probability mass toward the origin, advection
seems to oppose uphill relaxation [triangles in Fig. 3(b)]
but thereby actually sustains an even faster diffusion rate
compared to free diffusion [compare circles and dashed line
in Fig. 3(b)]. The net effect is an overall relaxation nearly as
fast as free diffusion [compare full and dashed line in
Fig. 3(b)]. Downhill relaxation is advection-dominated and
weakly opposed by diffusion, which is almost unaffected
by the potential [Fig. 3(c)]. The overall dynamics is much
slower [compare full lines in Fig. 3(b), (c)]. Faster diffusion
from a localized initial distribution thereby renders uphill
(a) (b) (c) (d)
FIG. 2. D½PT̃ðtÞjjPeq1  (full lines) for the Gaussian chain [(a),(b)] and single file with 10 particles in a linear potential with slope g ¼ 10
[(s),(d)]. (a) refers to the entire chain of 100 beads [Eq. (4)] and (b) to the end-to-end distance [Eq. (5)] for equidistant quenches from
T̃− ¼ 0.24 (blue) and T̃þ ¼ 2.64 (red); (c) stands for the full single file for equidistant quenches from T̃− ¼ 0.61 (blue) and T̃þ ¼ 1.52
(red); (d) the 7th particle for equidistant quenches from T̃− ¼ 0.54 (blue) and T̃þ ¼ 1.69. The circles refer to hΔUðtÞiT̃ and hΔUðtÞiT̃
in (a) and (c), and (b) and (d), respectively, and triangles denote ΔST̃ðtÞ and ΔST̃ðtÞ. Note the second axes for hΔUðtÞiT̃ ; hΔUðtÞiT̃
and ΔST̃ðtÞ;ΔST̃ðtÞ. Note that ST̃ð∞Þ ¼ S1 ¼ −hUi1.
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relaxation faster—an effect that will exist in any confining
potential well with ruggedness ≪ kBTeq. L̂T of any
reversible OUp is diagonalizable and thus uniquely decom-
posable into one-dimensional OUps, extending our explan-
ation to arbitrary dimensions.
Non-Markovian relaxation displays the same asym-
metry, but the dominant driving forces, here ST̃ and
hU T̃i, may become reversed [see Fig. 2(b)]. Since U T̃
contains entropic effects of latent degrees of freedom, the
partitioning between ST̃ and hU T̃i is in general projection-
dependent.
Tilted single file.—In the context of tracer-particle
dynamics, we consider N hard-core Brownian point par-
ticles with positions fxiðtÞg (the extension to a finite
diameter is straightforward [5,6]) diffusing in a box of
unit length in the presence of a linear potential (e.g., the
gravitational field), UðfxigÞ ¼
P
N
i¼1 gxi. The probability
density of fxiðtÞg upon a quench from T̃, PT̃ðfxiðtÞg; tÞ,
evolves according to L̂1 ¼
P
N
i¼1ð∂2xi þ g∂xiÞ under non-
crossing conditions [7,8]. In [60] we solve the problem
exactly via the coordinate Bethe ansatz [7,8], both for
the Markovian complete single file and the non-
Markovian probability density of a tagged particle
PT̃ðz; tÞ (i.e., q≡ xT ¼ z).
DM
T̃
ðtÞ with corresponding hΔUðtÞiT̃ ; hUðtÞiT̃ ;ΔST̃ðtÞ,
and ST̃ðtÞ for the complete and tagged particle dynamics
are shown in Fig. 2(c), (d). As for the Gaussian chain uphill
relaxation in the tilted single file, both full as well as for a
tagged particle seems to always be faster irrespective of
which particle we tag, and for any T̃; N and tilting strength
g > 0 (see also [60]). The Markovian uphill relaxation is
dominated by ΔST̃−ðtÞ and downhill by hΔUðtÞiT̃þ, and a
larger energy and entropy difference must be dissipated
during downhill relaxation [see Fig. 2(c)]. For a tagged
particle, the partitioning between hUðtÞiT̃− and SðtÞT̃−
varies depending on which particle we tag as a result of
the shape of UðzÞ and the dependence of PT̃ðz; 0−Þ on T̃,
which in turn both depend on the tagged particle as well as
Teq; N, and g.
Is the asymmetry universal?—We first focus on dynam-
ics near a stable minimum at R0, δRðtÞ ¼ RðtÞ −R0,
which is well described by an OUp, i.e., dδRðtÞ ¼
HδRðtÞdtþ ffiffiffi2p dWt, where ðHÞij ¼ Pij ∂Ri∂RjUðRÞjR0
is the Hessian.
Theorem 1.—For a general diffusion sufficiently close to
a stable minimum and for any stable reversible OUp, the
relaxation from a pair of equidistant quenches of arbitrary
magnitude (as defined above) is always faster uphill.
Proof of Theorem 1.—Any pair 0 < T̃− ≤ 1 and 1 ≤
T̃þ < ∞ with DT̃þð0þÞ ¼ DT̃−ð0þÞ satisfies by construc-
tion T̃þ − T̃− ¼ lnðT̃þ=T̃−Þ. We first prove the claim
for the Markovian setting, where Eq. (6) has the struc-
ture DM
T̃
ðtÞ ¼ PNk¼1 Dk ðtÞ. We set φ≡ T̃þ=T̃− > 1,
δ ≡ T̃ − 1, and write ΔDkðtÞ≡Dþk ðtÞ −D−k ðtÞ ¼
lnZφðμktÞ, such that
ZφðτÞ ¼ φe−τð1þ δ−e−τÞ=ð1þ δþe−τÞ
¼ ½φð1þ δ−e−τÞeτ e−τ=ð1þ δþe−τÞ
≥ ½φð1þ δ−Þ=ð1þ δþÞe−τ ≥ 1; ð9Þ
where we have used both generalized Bernoulli inequa-
lities, i.e., for any real 0 ≤ y− ≤ 1, yþ ≥ 1 and x ≥ −1 we
have ð1þ xÞyþ ≥ 1þ yþx and ð1þ xÞy− ≤ 1þ y−x.
Recalling the definition of ΔDkðtÞ completes the proof.
To prove the claim in the non-Markovian setting for
projections of type q ¼ jδRi − δRjj, we first realize that
_Aij
T̃þðtÞ ≤ 0 and _A
ij
T̃−
ðtÞ ≥ 0, where _fðtÞ≡ ðd=dtÞfðtÞ.
Setting ΔDðtÞ≡DnM
T̃þ ðtÞ −DnMT̃− ðtÞ and using Eq. (7) we































T̃þð0Þ, which completes the proof.
The fact that tilted single file diffusion, being anhar-
monic and asymmetric with nonperturbative interactions,
displays the asymmetry for quenches of arbitrary magni-
tude and for any steepness of the potential hints that the
asymmetry might be more general. Note that tagging
different particles in different slopes g > 0, we can con-
struct UðzÞ with arbitrary asymmetry. Alongside the physi-
cal principle underlying the asymmetry established for the
OUp and Theorem 1, this strongly suggests that uphill
relaxation in smooth single-well potentials could be uni-
versally faster (see [60]). Since the projection (2) is
independent of T̃, these statements should extend also to
non-Markovian observables, in particular those probed in
many single-molecule and particle-tracking experiments.
(a) (b)
(c)
FIG. 3. (a) Integrand of Eq. (3) at t ¼ 0.1 for a one-dimensional
OUp (full line) for uphill (blue) and downhill (red) relaxation
with the positive Aþ and negative A− area under the curve. Inset:
The corresponding DM
T̃
ðtÞ. (b), (c) Decomposition of ∂tPT̃ðx; tÞ
into diffusive ∂2xPT̃ (circles) and advective ∂xxPT̃ (triangles)
contribution for uphill (b) and downhill (c) relaxation. Dashed
lines correspond to free diffusion evolving from the same initial
condition.
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As a corollary, uphill relaxation is faster also in multiwell
potentials for equidistant quenches that predominantly
disturb only the intrawell equilibria, in particular for nearly
degenerate basins separated by sufficiently high barriers
[75] (for reasoning and examples, see [60]). This is violated
in asymmetric multiwells, and examples with faster down-
hill relaxation are constructed in [60].
Conclusion.—We uncovered an unforeseen asymmetry
in the relaxation to equilibrium in equidistant temperature
quenches. Uphill relaxation was found to be faster—a
phenomenon we proved to be universal for quenches of
dynamics near stable minima. We hypothesize that it is a
general phenomenon in reversible overdamped diffusion in
single-well potentials extending to degenerate multiwell
potentials for quenches leaving interwell equilibria virtu-
ally intact. The dependence on the direction of the quench,
which so far seems to have been overlooked, implies a
systematic asymmetry in the dissipation of the system’s
entropy _ST̃ðtÞ versus heat h _UðtÞiT̃ [12] and, for specific
projections, the modified entropy _ST̃ðtÞ versus “strong
coupling heat” h _UðtÞiT̃ [14,17], which seems to be relevant
for the efficiency of stochastic heat engines [44,76,77].
Implying that the hot isothermal step can be shorter than the
cold one, which reduces cycle times, the asymmetry may
also be relevant for the optimization of the engine’s
output power [44,76,77]. Our results can readily be tested
by single-molecule and particle-tracking experiments
[4,44–48]. To understand the asymmetry on the level of
individual trajectories, it would be interesting to analyze
relaxation from equidistant quenches in terms of occupa-
tion measures [7,8] and from the perspective of stochastic
thermodynamics [12,14].
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Abstract
In this Supplementary Material (SM) we present detailed derivations of the main results for the
Gaussian-Chain and tilted single-file diffusion model presented in the main Letter, as well as several
supplementary examples with figures. We also present counterexamples demonstrating that the uphill-
downhill asymmetry is not universal as it vanishes in sufficiently asymmetric multi-well potentials. How-
ever, we establish generic conditions under which the asymmetry is obeyed. Finally, we also discuss the
non-Markovian Mpemba effect.
GAUSSIAN CHAIN AND ORNSTEIN-UHLENBECK PROCESS
We consider a Gaussian Chain with N+1 beads with coordinates R = {ri} connected by harmonic springs with
potential energy U(R) = 12
�N
i=1 |ri − ri+1|2. The overdamped Langevin equation governing the dynamics of a
Gaussian Chain with N+1 beads connected by ideal springs with zero rest-length and diffusion coefficient D is given
by the set of coupled Itô equations
dr1(t) = [−r1(t) + r2(t)]dt +
√
2Dξ1(t)
dri(t) = [ri−1(t) − 2ri(t) + ri+1(t)]dt +
√
2Dξi(t)
drN+1(t) = [−rN+1(t) + rN (t)]dt +
√
2DξN+1(t), (S1)
where ξi(t) stands for zero mean Gaussian white noise, i.e.
�ξi(t)� = 0, �ξi,k(t)ξi,l(t�)� = δklδ(t − t�). (S2)
It is straightforward to generalize these formulas to any reversible M -dimensional Ornstein-Uhlenbeck process R(t) ≡
{ri(t)} with some RM × RM symmetric force matrix Ξ and potential energy function U(R) = 12RTΞR
dR(t) = ΞR(t)dt +
√
2dWt, (S3)
where dWt is the M -dimensional super-vector of independent Wiener increments with zero mean and unit vari-
ance, E[dWi,tdWj,t� ] = δi,jδ(t − t�). In this super-vector/super-matrix notation the Gaussian chain is recovered by
introducing R3(N+1) × R3(N+1) tridiagonal super-matrix Ξ with elements
Ξii = �, Ξii+1 = Ξii−1 = (−1 + (−1)δi,1+δi,N+1)�, (S4)
where � is the 3 × 3 identity matrix. This leads to the equations of motion presented in the Letter. Since Ξ is
supposed to be symmetric these equations can be decoupled by diagonalizing Ξ i.e. by passing to normal coordinates
R → X ≡ {xi}:
ATΞA = diag(µ) (S5)
where the diagonal matrix has elements diag(µ)kk = µk. This yields eigenvalues µi and orthogonal super-matrices
(A)ij , where the ith column A
k
ji, j = 1, N + 1 with k = 1, 2, 3 corresponds to a “vector” of eigenvectors xi, i.e.
xi = {xi+1, xi+2, xi+3} with eigenvalues µi+k with k = 1, 2, 3. In the specific case of the Gaussian chain (A)ij refer to
super-matrices (A)ij ≡ Aij�, where the ith column Aji, j = 1, M corresponds to an eigenvector of the 1-dimensional
contraction of Ξ (see e.g. Eq. (S4) for the Gaussian chain, i.e. Ξii → 1 and Ξii−1 → (−1 + (−1)δi,1+δi,N+1)).
In the particular case of the Gaussian chain with M = 3(N + 1) the eigenvalues and eigenvectors read





















ij(xj)k. In normal coordinates the the potential




k while the corresponding Fokker-Planck equation for the evolution of the Green’s









GT (x, t|x0) = δ(x − x0), (S7)






k;µk �=0. Note that we
are interested only in internal dynamics and not on the center-of-mass dynamics, therefore we ignore in Eq. (S7)
and what follows all contributions with µk = 0, as these pertain to (ideal) rigid-body motions motion (i.e. center of
mass translation and rotation). Alternatively, we consider expansions around stable minima, such that Ξ is positive
definite. Without any loss of generality we henceforth set D = 1 and measure energies in units of kBTeq, where Teq
is the equilibrium (post-quench) temperature as defined in the manuscript. Moreover, since we are only interested in
the evolution at temperature Teq, we further express temperature relative to Teq, i.e. T̃ ≡ T/Teq, such that T̃ = 1



























obtained from the Green’s function via
PT̃ (X, t) =
�
dX0G1(X, t|X0)P eqT̃ (X0), (S9)
where













x2k − 2xk · x0ke−µkt + x20ke−2µkt
��
, (S10)




The intergal Eq. (S9) can easily be performed analytically and yields













2[1 + (T̃ − 1)e−2µkt]
�
. (S11)
Eq. (S11) can now be used to calculate the Kullback-Leibler divergence (Eq. (3) in the Letter) to yield the first of
Eqs. (8) in the Letter. Furthermore, the average potential energy and the system’s entropy are defined as
�U(t)�T̃ ≡
�
dxPT̃ (x, t)U(x), ST̃ (t) = −
�
dxPT̃ (x, t) ln PT̃ (x, t) (S12)




















In the projected, non-Markovian setting we are interested in the dynamics of an internal distance dij(t) ≡ |ri(t) −
rj(t)|. In normal coordinates this corresponds to




|(Aik − Ajk)xk| . (S14)
By doing so we project out 3(N − 1) latent degrees of freedom and track only dij . The ’non-Markovian Green’s








































where we first project onto the vectors d and d0 and afterwards marginalize over all respective angles Ω and Ω0. Note
that the stept in line 2 of Eq. (S15) is actually not necessary but is preferable if one also wants to access the general
non-Markovian two-point joint density PT̃ (d, t, d0; P
eq
T̃
). The calculation proceeds as follows.
We first preform two 3-dimensional Fourier transforms d0 → u and d → v:




































where we have introduced the short-hand notation
Cijk ≡ (Aik − Ajk)2. (S17)















and rewrite Eq. (S16) as

















which can be easily inverted back to give





























The marginalization is henceforth straightforward and yields























































































The probability density of d at time t after having started from an initial density P eq
T̃
(X0) (i.e. the pre-quench
equilibrium) follows by simple integration and finally reads
PT̃ (d, t) =
� ∞
0














which is precisely Eq. (7) in the manuscript. The average potential of mean force, �U(t)�T̃ ≡ −�ln P
eq
1 (d)�T̃ and
entropy, ST̃ (t) ≡ −�ln PT̃ (d, t)�T̃ (in units of kBT ), where �f(d)�T̃ ≡
�



































where γe denotes Euler’s gamma. Using the results in Eq. (S23) as well as the definition of the equilibrium free energy,
F = − ln Q1 ≡ − ln
�
dXe−U(X), (where all potentials are in units of kBTeq) we arrive at
D[PT̃ (t)||P1] = �UT̃ (t)� − ST̃ (t) − F, D[PT̃ (t)||P1] = �UeffT̃ (t)� − ST̃ (t), (S24)
which are exactly Eqs. (4) and (5) in the Letter. For any stable symmetric matrix Ξ the condition of equidistant
quenches D[PT̃+(0+)||P1] = D[PT̃−(0+)||P1] is satisfied by
T̃+ − T̃− = ln(T̃+/T̃−) → T̃+(T̃−) = −W−1(−T̃−e−T̃
−
), (S25)
where W−1(x) defined for x ∈ [−e−1, 0) denotes the second real branch of the Lambert-W function, which in turn






2(T̃− − 1 − ln T̃−) + T̃− − 1 − ln T̃−
�
≤ T̃+(T̃−) ≤ 1 +
�
2(T̃− − 1 − ln T̃−) + T̃− − 1 − ln T̃−. (S26)
Kullback-Leibler divergence and uphill/downhill asymmetry in relaxation of a random Gaussian network
In the Letter we prove that for any reversible ergodic Ornstein-Uhlenbeck process uphill relaxation (i.e. for a
quench from T̃− ↑ 1 for which �U(0+)�T̃− − �U�1 < 0) is always faster that downhill relaxation (i.e. for a quench
from T̃+ ↓ 1 for which �U(0+)�T̃− − �U�1 > 0), where the pair of equidistant quenches T̃+ and T̃− is defined in the
Letter. To visualize this on hand of an additional instructive example, we generated a random Gaussian network
with 10 beads by filling elements of the upper-triangular part of the connectivity matrix with a −1 according to a
Bernulli distribution with p = 0.7. The resulting matrix was then symmetrized and the diagonal elements chosen to
assure sure mechanical stability (i.e. ’connectedness’). The resulting connectivity matrix Γ is related to the general




5 −1 −1 0 −1 0 0 0 −1 −1
−1 5 −1 0 −1 −1 0 0 0 −1
−1 −1 8 −1 −1 0 −1 −1 −1 −1
0 0 −1 7 −1 −1 −1 −1 −1 −1
−1 −1 −1 −1 9 −1 −1 −1 −1 −1
0 −1 0 −1 −1 7 −1 −1 −1 −1
0 0 −1 −1 −1 −1 7 −1 −1 −1
0 0 −1 −1 −1 −1 −1 7 −1 −1
−1 0 −1 −1 −1 −1 −1 −1 8 −1




The corresponding results for D[PT̃ (t)||P1], whereby we tagged the distance between the 1st and 10th bead, i.e.
d = |r1 − r10| are shown in Fig. S4.
TILTED SINGLE FILE
We consider a system of N hard-core point-particles (the extension to a finite diameter is straightforward [2, 3])
diffusing in a box of unit length with a diffusion coefficient D, which we set equal to 1 and express energies in units
of kBTeq without any loss of generality. The particles with positions x = {xi} feel the presence of a linear potential
U({xi}) =
�N
i=1 gxi. The Green’s function of the system obeys the many-body Fokker-Planck equation








GT̃ (x, t|x0) = δ(x − x0) (S28)
The confining walls are assumed to be perfectly reflecting, i.e J(xi)|xi=0 = J(xi)|xi=1 = −D(g/T̃ − ∂xi)GT̃ (x, t|x0) =























Figure S4. D[PT̃ ±(t)||P1] as a function of time for a pair of equidistant quenches with T̃+ = 2.64 and T̃− = 0.24, which
illustrates the asymmetry in the thermal relaxation holds for any Gaussian Network (according to our proof).
Eq. (S28) with reflecting external boundary conditions J(xi)|xi=0 = J(xi)|xi=1 = 0, ∀i and internal boundary condi-
tions in Eq. (S29) is solved exactly using the coordinate Bethe ansatz (we do not repeat the results here as they can




θ(xi − xi−1), (S30)
where θ(x) is the Heaviside step-function. Let ζT̃ (xi, t|x0i) be the Green’s function of the corresponding single-particle
problem and P eq
T̃
(xi) = limt→∞ ζT̃ (xi, t|x0i) the density of the equilibrium measure at temperature T̃ , then the Green’s
function can be written directly as
G1(x, t|x0) = N !Ôx
N�
i=1





dxi0ζ1(xi, t|xi0)P eqT̃ (xi0), (S31)
where the normalization factor N ! assures a correct re-weighing of non-crossing trajectories [4]. We expand the








where λ0 = 0, λk = π




(g sin(kπx) − 2kπ cos(kπx)) , k > 0 (S32)
and φRk (x) = e
−gxφLk (x), whereas for k = 0 we have φ
L
0 (x) = 1, φ
R
0 (x) = P
eq
1 (x).
A key simplification in the calculation of order-preserving integrals as well as all projected, tagged-particle observ-
ables (incl. functionals; see e.g. [4]) is the so-called ’extended phase space integration’ introduced by Lizana and
Ambjörnsson [2, 3], according to which for any 1 ≤ M ≤ N and some function f(x) that is symmetric with respect

















f(xM = z, {xi�=M})
(M − 1)!(N − M)! . (S33)
With the aid of Eq. (S33) it is possible to calculate the Kullback-Leibler divergence as
D[PT̃ ||P1] =
�





(x, t) ln(P 1
T̃








dx0ζ1(x, t|x0)P eqT̃ (x0), and the second equality is a result of applying Eq. (S33). The result in
Eq. (S34) for a single file of 10 particles is depicted in Fig. (3a) in the Letter. For the sake of completeness, we also
present the exact explicit result for �U(t)�T̃ ≡ gN�x(t)�T̃ , which reads
�U(t)�T̃ = gN
�
1 − eg + g







(T̃ − 1)(eg/2 − (−1)k)(eg/T̃ − (−1)keg/2)





The results for the non-Markovian tagged-particle dynamics can be derived analogously. The probability density
function for tagging the Mth particle is defined as





dxi0δ(z − xT )PT̃ (x, t) (S36)
and since PT̃ (x, t) is symmetric to permutation of particle indices Eq. (S33) can be applied. The exact result has the
form of a spectral expansion and reads




where k = {ki} is a N -tuple of non-negative integers and λk =
�N





xi + g∂xi) in a unit box under non-crossing conditions with λ0 = 0 and λki = π
2k2i + g
2/4, ∀k > 0. Let
NL = T − 1 and NR = N − T be the total number of particles to the left and to the right of the tagged particle,




































where α = T̃ /(2 − T̃ ), Ωg
T̃
(x, y) ≡ e−gx/T̃ − e−gy/T̃ , and mk =
�
i nki ! is the multiplicity of the Bethe eigenstate
corresponding to the N -tuple k, and the number nki counts how many times the eigenindex ki appears in the Bethe
eigenstate [4]. In Eq. (S39) we have introduced the auxiliary functions




egx/2 (g sin(kT πz) − 2kT π cos(kT πz))�
2λkT
, ∀kT > 0 (S40)
and T T̃T (z) = P
eq
T̃
(z) for kT > 0 where P
eq
T̃
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(z, 1) + kiπgΨ
g,α
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(z, 1)(T̃ − 1)/(2 − T̃ ), ki > 0,
Note that λxk ≡ π2(xki)2 + g2/4, ∀k > 0, and
�
{ki} denotes the sum over all possible permutations of k and the
functions Φg,αk (x, y) and Ψ
g,α
k (x, y) are defined as
Φg,αk (x, y) =




Ψg,αk (x, y) =





Details of the calculations can be found in [4]. The evaluation of Kullback-Leibler divergence, ST̃ (t), ST̃ (t) as well as
�U(t)�T̃ cannot be carried out analytically and we therefore resort to efficient and accurate numerical quadratures.
The results are presented in Fig. (3) in the Letter.
We performed extensive systematic calculations for different values of g and N , various combinations of T̃± as
well as for different choices for tagged particles. All these calculations gave the same qualitative picture – without
any exceptions ’uphill’ relaxation was always faster. However, we are not able to prove rigorously that this is indeed
always the case. Therefore, for the single file the universally faster uphill relaxation is only a conjecture.
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NON-EXISTENCE OF A UNIQUE RELAXATION ASYMMETRY IN MULTI-WELL POTENTIALS AND
GENERIC CONDITIONS WHEN THE ASYMMETRY IS OBEYED
In the letter we demonstrated that the relaxation in single-well potentials is faster uphill than downhill. We have
proven that this is always the case near stable minima and for any reversible Ornstein-Uhlenbeck process. Based
on additional physical arguments we hypothesized that the asymmetry is a general feature of diffusion in single-well
potentials. However, as we remarked in the Letter, it is not difficult to construct counterexamples proving that the
asymmetry is not a general phenomenon in all reversible ergodic diffusion processes.
To that end we condider Markovian diffusion in rugged, multi-well potentials parametrized by
U(x) = e(ax6 + bx4 + cx3 + dx2), (S43)
with some appropriately chosen constants a, b, c, d and e. Let the dynamics evolve according to L̂T̃ = ∂
2
x− T̃−1∂xF (x),
where F (x) = −6e(ax5 + 4bx3 + 3cx2 + 2dx) in a finite domain a ≤ x ≤ b with reflecting boundaries, and let the
corresponding Green’s function be the solution of the following initial-boundary value problem
(∂t − L̂T̃ )GT̃ (x, t|x0) = δ(x−x0), −(∂x − T̃−1F (x))GT̃ (x, t|x0)|x=a = −(∂x − T̃−1F (x))GT̃ (x, t|x0)|x=b = 0. (S44)
We solve the Fokker-Plank equation so defined via the Method of Lines. The results for three distinct parameter














































































































Figure S5. In panels a,b) and e,f) the potential is a quartic with parameter a = 0, b = 1, c = 0, d = −6, e = 2 in panels
a and f anda = 0, b = 1, c = 0, d = −6, e = 0.1 in panels b and f. In the asymmetric potential in panels c and g with
a = 0, b = 1, c = 0.2, d = −6, e = 0.8 and panels c and f with a = 1, b = −6, c = 0, d = 9, e = 1.4, respectively, the single-well
asymmetry-pattern in fact becomes reversed. In a tripple-well with equally deep wells the asymmetry is again obeyed despite
the middle well being wider.
on our observations it seems that the different uphill/downhill relaxation patterns depend on how different entropic
contributions (i.e. intra-well entropy versus inter-well configuration entropy) change qualitatively with temperature
for potentials with several minima.
If we focus on the asymmetric case (Fig. S5c) we find that uphill relaxation is initially always faster, which is a
direct result of the physical mechanism at play that we present in the Letter. At longer time the asymmetry gets
inverted by the slow inter-well partitioning of probability mass. It is now not diffcult to understand that by making the
asymmetry smaller we will move the crossing point, where the corves intersect, closer to D[PT̃ ±(t)||P
eq
1 ] = 0, such that
for a sufficiently small asymmetry – which in the letter we refer to near degeneracy – uphill relaxation will eventually
be faster for all times, for which D[PT̃ ±(t)||P
eq
1 ] differs from zero by an amount that is not neglgible/detectable. For
a formal discussion of this situation see below.
13
It is interesting and important to note that the asymmetry is also obeyed if the barrier is moderately high, i.e.
such that a small but non-neglible probability mass is located at the barrier (see Fig. S6). However, the quench must
then not be too strong. That is, an ’infinitely’ high barrier effecting a strict time-scale separation betwenn intra-well
and inter-well relaxation is not a neccessarry condition for the asymmetry to occur. To demonstrate this we inspect
overdamped relaxation according to Eq. (S44) in the following double well potential U(x) = Δ(x2 − 1)2, where we


































Figure S6. a) Density of invariant measure at T̃ = 1 (i.e. equilibrium probability density), and the equidistant post-quench
probability densities at T̃+ = 3 and T̃− = 0.38; b) Corresponding time evolution of the Kullback-Leibler divergence depicting
that the asymmetry is obeyed.
In order to check that the observed effect in multi-well potentials is not an artifact of one-dimensional systems now
also inspect 2-dimensional multi-well potentials. To that end we consider 4-well potentials parametrized by
U(x, y) = Δx(x
2 − x20)2 + Δy(y2 − y20), (S45)
where energy is measured in units of kBTeq. We solve the problem by the Alternating Direction Implicit method
(ADI) developed in [5] with 4-step operator splitting. We first focus on the limit of high barriers and quenches leaving
the inter-well partitioning of probability mass unaffected (see Fig. S7). According to the proposed principle and
prediction the symmetry is obeyes and uphill relaxation is always faster.
In Fig. S8 now inspect the case of a moderately high barriers (where the probability density on top of the barriers
does not vanishes). As expected the asymmetry is obeyed only for sufficiently small quenches, whereas it becomes
violated for stronger quenches (compare full and dashed lines). The reason for the violation is the fact that the
inter-well redistribution becomes the dominant step for strong quenches.
It seems that the asymmetry observed in single-well potentials persists in nearly degenerate potentials and ceases
to exists as soon as the potential becomes sufficiently asymmetric with sufficiently deep wells, where entropy attains
an additional inter-well configurational component, such that during relaxation the probability mass becomes re-
distributed between the wells in an asymmetric manner.
The asymmetry is obeyed in degenerate potentials in the presence of a time-scale separation
We now provide also formal arguments confirming that the symmetry must be obeyed in degenerate potentials in
the presence of a time-scale separation. We follow the work of Moro [6]. Since we are dealing with systems obeying




−λkψRk (x)ψLk (x0) (S46)
where ψRk (x) and ψ
L




l (x)dx = δkl)
































































Figure S7. Density of invariant measure at T̃ = 1 (b) (i.e. equilibrium probability density), and the equidistant post-quench
probability densities at (c) T̃+ = 2.88 and (a) T̃− = 0.35 for the 4-well potential in Eq. (S45) with parameters Δx = Δy = 3
and x0 = y0 = 1.; d) Corresponding time evolution of the Kullback-Leibler divergence depicting that the asymmetry is obeyed
for two pairs of equidistant temperatures.







�) = δ(x− x�). As a result of detailed
balance we have ψRk (x) = e
−U(x)/kBTψLk (x) and ψ
R
0 (x) = P
eq
T ≡ e−U(x)/kBT /
�
e−U(x)/kBT dx and ψL0 (x) = 1. Let
L̂†T be the adjoint (or ’backward’) generator, then we have the pair of eigenproblems L̂TψRk (x) = −λkψRk (x) and
L̂†TψLk (x) = −λkψLk (x).
The Green’s function of the relaxation problem, (∂t−L̂T )GT (x, t|x0) = 0 with GT (x, 0|x0) = δ(x−x0), decomposes
to






−λkt → PT̃ (x, t) =
�
G1(x, t|x0)P eqT̃ (x0)dx0. (S47)
In presence of a time-scale separation (as a result of the existence of one or more high energy barriers) the eigenvalue
spectrum of L̂ has a gap, i.e. ∃kmin such that λkmin+l � kmin∀l ≥ 1.
Assume now a set of M well-defined deep minima at x̂i, i = 1, . . . , M . This implies kmin = M − 1. Let us define









k (x) = 0,∀k ≥ M, (S48)
ceqi are the equilibrium site populations. The localizing functions therefore by definition separate the intra-well
relaxation from the inter-well ’hopping’ of probability mass. In turn this implies that gi(x) belong to the subspace






k (x), ∀i ∈ [1, M ] (S49)
and are thus by construction linearly independent but are so far only defined up to the expansion matrix B. We




























































































Figure S8. Density of invariant measure at (a) T̃− = 0.69 (b) at T̃ = 1, and at (c) T̃+ = 1.5, (d) T̃− = 0.46 and (e) T̃+ = 2.5




0 = 1.; b) Corresponding time
evolution of the Kullback-Leibler divergence depicting that the asymmetry is obeyed for small quenches (a and c) and violated
for strong quenches (d and e).
all remaining minima, i.e. gi(x̂j) � δi,j . Let the inverse of B be B−1, B−1B = �. We finally fix gi(x) by imposing
the following resolution of identity
�M




B−1ik gk(x), ∀i ∈ [0, M − 1], (S50)














gi(x)G(x, t|x0)dx = 1, (S52)
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where we have used the fact that the integral and sum commute by Fubini’s theorem (note that we can write the
sum as an integral with respect to a counting measure). The localizing functions are linearly independent but not


































gj(x)∂tGT̃ (x, t|x0)dx =
�





















k,i Γij , (S56)
where in the second line we used the fact that L̂†1gj(x) already lies in the subspace of localizing functions (because
L̂†TψLk (x) = −λkψLk (x) and Eq. (S49)) and the projection operator projects back onto said subspace. By defining
c(t) = (ci(t), . . . , cM (t))
T we recognize from Eq. (S56) that the site populations obey the Markovian master equation
d
dt
c(t) = Mc(t), Mjk ≡
�
i
S−1k,i Γij , (S57)
where it can be shown that the transition rates entering M obey detailed balance [6]. It is obvious that Mceq =
0 and therefore an equilibrated site-population does not lead to any inter-well dynamics. The evolution upon a
temperature quench from T̃ follows from the evolution of the Green’s function, i.e. PT̃ (x, t) =
�
G1(x, t|x0)P eqT̃ (x0)dx0.
Therefore, any quench that will leave the site populations given the potential U(x) and Fokker-Planck operator L̂1
(L̂†1 respectively) almost unaffected, i.e.
Mc(0) � 0, where ci(0) =
�






will lead to a faster uphill relaxation as a direct consequence of the fact that the intra-well (i.e. in each individual
well) relaxation is faster uphill. The above arguments can be arranged in a form that is fully rigorous, but since the
argumentation is essentially straightforward, we do not find it necessary to do so.
Small local modulations do not spoil the asymmetry
As stated in the Letter, small local modulations of the potential (� kBTeq) do not affect the asymmetry as longs as
the uphill quench is sufficiently small to assure that the modulation is � kBT− . Then the system relaxes similarly as in
a perfectly smooth single well. To demonstrate that this is indeed the case we inspect the relaxation from equidistant
quenches in the potential in Eq. (S45) with Δx = Δy = 2 and x
2
0 = y
2 = 0.4 depicted in Fig. S9. If, however, we
make the quench too severe, such that the local modulations of the potential effectively reach |ΔU(x)| � kBT− the
asymmetry would become violated and the curves will eventually cross, rendering downhill relaxation faster.
A a final example we focus on an asymmetric quadruple-well with a pair of high barriers and a pair of low barriers
(the latter creating a small local modulation of the potential). In particular, we consider the relaxation in the potential
given in Eq. (S45) with parameters Δx = 3, Δy = 2 and x0 = 0.5, y0 = 1 and inspect in Fig. S10 the following pairs
of thermodynamically equidistant temperatures, T̃− = 0.8, T̃+ = 1.25 and T̃− = 0.5, T̃+ = 2..
As anticipated, the uphill relaxation is faster for sufficiently small quenches (see Fig. S10f) and becomes violated
































































Figure S9. a) Density of invariant measure at T̃ = 1 (i.e. equilibrium probability density), and the equidistant post-quench
probability densities at T̃+ = 1.8 and T̃− = 0.46 for the 4-well potential in Eq. (S45) with parameters Δx = Δy = 2 and
x20 = y
2
0 = 0.4.; b) Corresponding time evolution of the Kullback-Leibler divergence depicting that the asymmetry is obeyed.
GENERALIZED MPEMBA EFFECT FOR NON-MARKOVIAN DYNAMICS
A phenomenon closely linked to relaxation from a quench is the so-called Mpemba effect [7–9], according to which a
liquid upon cooling can freeze faster if its initial temperature is higher. Meanwhile the phenomenon has been extended
to cover relaxation processes in different systems: magneto-resistors [10], carbon-nanotubes [11], polymers crystalliza-
tion [12], clathrate hydrates [13], granular systems [14] and spin glasses [15]. Recently theoretical generalizations of
it for Markovian observables have been published [16–18]. Not long ago the phenomenon was also adressed in more
detail in the context of Markovian stochastic dynamics [16, 18].
Here we further extend the concept of the Mpemba effect to projected, non-Markovian observables. As before we
focus on the distance of two different generic configurations displaced from equilibrium at t = 0, such that one is
displaced further away than the other, whereas the time-evolution of the entire system is governed by the same Fokker-
Planck operator. In this setting, there are cases, where the more distant initial configuration reaches equilibrium faster
that the closer one. One can observe this effect in the two systems analyzed in the Letter (see Fig. S11). It is worth
to stress that the presence of the generalized Mpemba effect not only depends on the system and the initial condition
(like in the Markovian case) but also on the particular type of projection In Fig. S12 we demonstrate, on hand of the
same system (a tilted single file of 5 particles) from the same pair of pre-quench temperatures, that we can switch the







































































































Figure S10. b) Density of invariant measure at T̃ = 1 (i.e. equilibrium probability density), and two pairs of equidistant post-
quench probability densities at T̃+ = 1.25 (c) and 2 (e) and corresponding equidistant T̃− = 0.8 (a) and 0.5 (d), respectively,
for the 4-well potential in Eq. (S45) with parameters Δx = 3,Δy = 2 and x0 = 0.5, y0 = 1.; f-g) Corresponding time evolution
of the Kullback-Leibler divergence depicting that the asymmetry is obeyed for small enough quenches but becomes violated (in
the form of an Mpemba-like effect) for stronger quenches.
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Figure S11. In the left panel we show time dependence of the Kullback-Leibler divergence for a Gaussian Chain of 100 beads,
while the right panel depicts a Single File of 10 particles (g = 5). In both cases we focus on non-Markovian observables, the
end-to-end distance for the Gaussian chain and on the 7th particle of the single file, respectively. For some pairs of initial
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reversible and driven systems
This article has been published in Physical Review Research under the
Creative Commons Attribution 4.0 International license [54]. The time-
averaged statistics of a well-behaved functional of a stochastic process is
investigated. Explicit expressions for the linear and quadratic moments
of such functional are derived using two perturbative approaches and the
Feynman-Kac formula. These results hold for any well-posed initial con-
dition and any ergodic system, including systems out of detailed balance.
Moreover, we explicitly show the emergence of the Central Limit Theorem
for such variables in the long time limit, a generic upper bound for the fluc-
tuations of the local time fraction in the case of reversible dynamics, and
apply our results to bound the precision of receptor signaling in biological
settings.
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Spectral theory of fluctuations in time-average statistical mechanics
of reversible and driven systems
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We present a spectral-theoretic approach to time-average statistical mechanics for general, nonequilibrium
initial conditions. We consider the statistics of bounded, local additive functionals of reversible as well as
irreversible ergodic stochastic dynamics with continuous or discrete state-space. We derive exact results for
the mean, fluctuations, and correlations of time-average observables from the eigenspectrum of the underlying
generator of Fokker-Planck or master equation dynamics, and we discuss the results from a physical perspective.
Feynman-Kac formulas are rederived using Itô calculus and combined with non-Hermitian perturbation theory.
The emergence of the universal central limit law in a spectral representation is shown explicitly on large-
deviation timescales. For reversible dynamics with equilibrated initial conditions, we derive a general upper
bound to fluctuations of occupation measures in terms of an integral of the return probability. Simple, exactly
solvable examples are analyzed to demonstrate how to apply the theory. As a biophysical example, we revisit
the Berg-Purcell problem on the precision of concentration measurements by a single receptor. Our results
are directly applicable to a diverse range of phenomena underpinned by time-average observables and additive
functionals in physical, chemical, biological, and economical systems.
DOI: 10.1103/PhysRevResearch.2.043084
I. INTRODUCTION
Many experiments on soft and biological matter, such
as single-particle tracking [1–4] and single-molecule spec-
troscopy [5–13], probe individual trajectories. It is typically
not feasible to repeat these experiments enough times to allow
for ensemble-averaging. It is, however, straightforward to an-
alyze such data by means of time-averaging along individual
realizations. However, except for (ergodically) long observa-
tions, time-averages inferred from individual trajectories are
random with nontrivial statistics. This naturally leads to the
study of statistical properties of time-averages which formally
represent functionals of stochastic processes.
The study of functionals of stochastic processes has a
long tradition in mathematics (see, e.g., [14–21]) and fi-
nance [22,23]. In physics, they were found to be relevant in
the context of diffusion-controlled chemical reactions (e.g.,
[24–26]), transport in porous media [27], chemical inference
[28–37], astrophysical observations [38], medical diagnostics
[39], optical imaging [40], the study of growing surfaces
[41], blinking of colloidal quantum dots [42,43], mesoscopic
physics [44], climate [45] and computer science [46], and
most recently in single-molecule spectroscopy [47–50] and
diffusion studies [51], to name a few.
*agodec@mpibpc.mpg.de
Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI.
From a theoretical point of view, analytical results were
obtained for the occupation time statistics for discrete-state
Markov switching [47–50], for the local time at zero and
occupation time above zero of a Brownian particle diffus-
ing in a simple one-dimensional potential [46,52,53], the
occupation time inside a spherical domain of a Brownian
particle moving in free space [51], and for a free, uniformly
biased and harmonically bound particle undergoing subdiffu-
sion [54,55]. Exact results were also obtained for occupation
time statistics for a general class of Markov processes [56]
and a discrete stationary non-Markovian sequence [57]. Large
deviation functions for various nonlinear functionals of a
class of Gaussian stationary Markov processes were stud-
ied in [45]. Numerous important results on functionals have
also been obtained in the context of persistence in spatially
extended nonequilibrium systems [58]. Exact results were
recently obtained on local times for projected observables in
stochastic many-body systems [59,60], which provided in-
sight into the emergence of memory on the level of individual
non-Markovian trajectories. Notwithstanding, a general ap-
proach to fluctuations in time-average statistical mechanics
for arbitrary initial conditions remains elusive.
Here, we present a spectral-theoretic approach to finite
time-average statistical mechanics of ergodic systems. In
mathematical terms, we focus on the statistics of bounded,
local, additive functionals of normal ergodic Markovian
stochastic processes with continuous and discrete state-
spaces, including functionals of their (non-Markovian) lower-
dimensional projections. The paper is organized as follows.
We first provide in Sec. II a brief introduction into time-
average statistical mechanics. In Sec. III we rederive the
well-known Feynman-Kac formulas for Markovian diffusion
using Itô calculus. In Sec. IV A spectral theory combined
2643-1564/2020/2(4)/043084(17) 043084-1 Published by the American Physical Society
LAPOLLA, HARTICH, AND GODEC PHYSICAL REVIEW RESEARCH 2, 043084 (2020)
FIG. 1. Realization of a trajectory xt (solid lines) of a continuous
Ornstein-Uhlenbeck diffusion (red) and a Markovian discrete-
space continuous-time random walk in a quadratic potential (blue).
The dotted lines refer to the time average, Eq. (3), with tV t =∫ t
0 V (xτ )dτ , where we chose V (x) = 1[0,1)(x) for the Ornstein-
Uhlenbeck and V (x) = δ−1,x for the discrete random walk.
with non-Hermitian perturbation theory is applied to obtain
our main result—exact expressions for the mean, variance,
and correlations of time-average observables for any non-
stationary preparation of the system, expressed explicitly in
terms of the eigenspectrum of the underlying generator of the
dynamics, which may correspond to Fokker-Planck diffusion
or Markovian dynamics governed by a master equation. We
demonstrate explicitly the emergence of a central limit law
in a spectral representation on large-deviation timescales. In
Sec. IV C we derive our second main result—a general upper
bound on fluctuations of occupation measures in terms of an
integral of the, generally non-Markovian, return probability
that is valid for generators of overdamped dynamics obeying
detailed balance. Finally, simple analytically solvable exam-
ples are provided in Sec. V to demonstrate how to apply the
theory. We conclude in Sec. VI.
II. TIME-AVERAGE STATISTICAL MECHANICS
A. Ensemble- versus time-average observables
Traditional (classical) ensemble statistical mechanics de-
scribes physical observations as averages over individual
realizations of the dynamics at single (or multiple) prede-
termined times. For example, the ensemble average of an
observable V (xt ) at a time t for an ergodic stochastic pro-
cess xτ (0  τ  t) starting from some nonstationary initial
condition p0(x0) is defined by






dx0V (x)Pt (x|x0)p0(x0),  ⊂ Rd ,∑
x∈
∑
x0∈ V (x)Pt (x|x0)p0(x0),  discrete,
(1)
where  is the state space of the process and Pt (x|x0) is the
so-called propagator, i.e., Pt (x|x0)dx (upper line) is the prob-
ability that the process is found in x ∈  within the increment
dx at time t given that it started at t = 0 at x0. Note that if x is
continuously valued (x ∈  ⊂ Rd ; see Fig. 1, solid red line),
then Pt (x|x0) is a probability density, whereas if x is from a
discrete state space  (Fig. 1, solid blue line), the integral




Pt (x|x0) becomes a plain probability as shown in the lower
line of Eq. (1). If x0 is sampled and averaged over a sta-
tionary (invariant) measure, p(x0) = Pinv(x0), or if t becomes
sufficiently (i.e., ergodically) large, P∞(x|x0) ≡ Pinv(x), the
ensemble average becomes time-independent,
〈V 〉inv ≡
∫
dx V (x)Pinv(x). (2)
Conversely, in single-molecule dynamics, single-particle
tracking, and other related experiments, one probes indi-
vidual realizations of xτ within the interval 0  τ  t and
instead analyzes the observation by taking a time-average.
Such time-average observables are in general random, fluc-
tuating quantities with nontrivial statistics. For example, for
a physical observable V (xt ), which may correspond to the
squared displacement [61,62] or local time [51,59,60,63] in
single-particle tracking or the FRET efficiency [5–8] or dis-
tance between two optical traps [9–13] in single-molecule
fluorescence and force spectroscopy, respectively, the (local)
time-average is defined as
V t ≡ t−1
∫ t
0
V (xτ )dτ, (3)
and it depends on the entire history of xτ until time t (see
also the dotted lines in Fig. 1). The statistical evolution of
V t is therefore a non-Markovian process characterized by the
probability density that the random observable V t attains, in a
given realization of xτ , the value ν [46,52,53,59,60], which is
defined as
PVt (ν|x0) ≡ 〈δ(ν − V t )〉x0 , (4)
where δ(z) is the Dirac delta function and 〈·〉x0 denotes the
average over all paths starting at x0, i.e., p0(x) = δ(x − x0),
and propagating until time t . The corresponding result for
arbitrary initial conditions p0(x0) follows by superposition,
i.e., PVt (ν|p0) ≡
∫

PVt (ν|x0)p0(x0)dx0 (see also Sec. III B).
The random “empirical density” [64] θx(t ) determined
from a single trajectory in time-average statistical mechanics
is the so-called local-time fraction defined as [21,59,60]
θx(t ) ≡ t−1
∫ t
0
dτ δ(x − xτ ), (5)
which allows us to rewrite the time average (3) in the form






dx δ(x − xτ )V (x) ≡
∫

dx V (x)θx(t ),
(6)
where δ(x − xτ ) denotes the Dirac delta function if x ∈  is
continuous, whereas δ(x − xτ ) denotes the Kronecker delta if
x ∈  is integer-valued. Note that it is often useful to general-
ize the local-time fraction in a point x in Eq. (5) to the notion
of occupation time within the hypersurface V (x) = V defined
as
θV (t ) ≡ t−1
∫ t
0
δ(V − V (xτ ))dτ. (7)
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Accordingly, we can rewrite Eq. (6) equivalently in terms of
θV (t ) as





dV δ(V − V (xτ ))V ≡
∫
dV VθV (t ). (8)
Because the dynamics xt is assumed to be ergodic,
we have limt→∞ θx(t ) = Pinv(x) and limt→∞ θV (t ) = Pinv(V )
[52,59,60], and
limt→∞ V t =
∫
dx V (x)Pinv(x) =
∫
dV VPinv(V ) ≡ 〈V 〉inv,
limt→∞ PVt (ν|x0) = δ(ν − 〈V 〉inv), (9)
where we have defined the stationary (or invariant) measure
of V (xt ), i.e., Pinv(V ) ≡
∫
dx δ(V − V (x))Pinv(x).
Equations (9) reflect the strong law of large numbers on
timescales where V t for different values of t decorrelate.
Moreover, on the so-called large-deviation timescale, i.e., on
the timescale that is finite but longer that the longest relax-
ation time of xt , we find convergence in the mean, 〈V tLD〉 =
〈V 〉inv, and Gaussian fluctuations around the mean value
[45,59,60,65,66]. For finite, and in particular subergodic (i.e.,
supralarge-deviation) times, the statistics of V t is, however,
nontrivial. Below we provide intuition about the local-time
fraction from a practical perspective.
B. Local-time fraction as a histogram inferred
from a single trajectory
To gain more intuition about the local-time fraction (or
“empirical density”), we consider, as an example, a Brownian
particle diffusing in a harmonic potential. A single trajectory
starting from x0 = 1.2 is recorded as a function of time (see
the full red line in Fig. 1). We are interested in the distribution
(i.e., a histogram) of the particle’s position xt inferred from a
single trajectory of length t (see Fig. 2). Note that in Fig. 2
we consider a histogram with a finite bin-size , which we
denote explicitly as θx (t ). In this sense, the local-time fraction
(5) is simply a mathematical idealization of a histogram, i.e.,
θx(t ) = θ→0x (t ).
If the trajectory is sufficiently long (i.e., t → ∞), θx (t )
converges, up to small fluctuations of order 1/
√
t , to a
Gaussian stationary (invariant) measure Pinv(x) ∝ e−x2/2. This
convergence is depicted explicitly in Fig. 2(b). According to
Eq. (9), this result depends neither on the initial condition x0
nor on the particular realization of the trajectory.
We may also infer a histogram of the particle’s position
from a short trajectory. The resulting histogram θx (t ) ap-
pears “rough” and far from Gaussian [see the histogram in
Fig. 2(a)]. If we were to repeat the analysis for many tra-
jectories and infer an averaged histogram 〈θx (t )〉, we would
find as well that it deviates strongly from a Gaussian [see the
line in Fig. 2(a)] with large fluctuations around the mean,
δθx (t ) ≡ |θx (t ) − 〈θx (t )〉| ∼ 〈θx (t )〉 [see the histogram in
Fig. 2(a)]. Moreover, both the mean histogram 〈θx (t )〉 and the
fluctuations around the mean, δθx (t ), depend not only on t but
also on the initial position x0, where we observe a persistent
cusp [Fig. 2(a)].
FIG. 2. Local time fraction (or “empirical density”) for a Brow-
nian particle in a harmonic potential. The histogram θx (t ) (blue)
inferred from a single trajectory starting from x0 = 1.2 compared
the mean local-time fraction 〈θy(t )〉x0 = lim→0〈θy (t )〉x0 . The his-
togram with bin-size  (here we assume  = 0.3) is defined
by θx (t ) = −1
∫ x+/2
x−/2 θy(t )dy, that is, θ

x (t ) = V t with V (x) ≡
−11[x−/2,x+/2](x), where “1” denotes the indicator function being
1 if x ∈ [x − /2, x + /2] and 0 otherwise. Parameters: x0 = 1.2;
(a) t = 1, (b) t = 100 (the trajectory is ten times as long as in Fig. 1).
In the reminder of this work, we will focus on the mean
values and fluctuations of entries, as well as linear correla-
tions between entries of such (random, realization-dependent)
histograms inferred from finite, individual trajectories starting
from general initial conditions.
C. Fluctuations of time averages
To exploit the role of the local-time fraction θx(t ) as a
“propagator” in time-average statistical mechanics [via V t =∫

dx V (x)θx(t )], we now relate the statistics of θx(t ) to the
probability density of a general time-averaged physical ob-
servable V t defined in Eq. (3). In the example in Fig. 2,
V t = θx accounts for the value of the histogram at position x.




−uνPVt (ν|x0)dν if ν  0, reads









where we have used Eq. (6) to arrive at the second equality.
Equation (10) relates the statistics of the time average V t
to the statistics of all local-time fractions θx(t ) (x ∈ ). We
note that Eq. (10) must be modified if V (x) can also become
negative such that a Fourier transform is required instead,
which amounts to replacing u → iω with ω ∈ R in Eq. (10).








where c ∈ R lies to the right of all singularities of P̃Vt (u|x0)
and we have assumed that PVt (ν|x0) is of exponential order for
sufficiently large ν [in the following section, the conditions on
V (xτ ) will be made more precise]. If the support extends to
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negative values, Eq. (11) becomes the inverse Fourier trans-
form. Here we are particularly interested in fluctuations of
time averages V t and W t of different physical observables
V (xτ ) and W (xτ ), which are quantified by [59,60]
σ 2
V
(t ) ≡ 〈V 2t 〉x0 − 〈V t 〉2x0 ,
CVW (t ) ≡ 〈V tW t 〉x0 − 〈V t 〉x0〈W t 〉x0 , (12)
where σ 2V (t ) = CVV (t ) denotes the variance of V t , and CVW (t )
denotes the covariance between V t and W t .
In the example in Fig. 2, where V t = θx (t ) corresponds to
the entry x in the histogram, σ 2
V
(t ) ≡ 〈δθx (t )2〉 refers to the
variance of said entries between different realizations of the
histogram [i.e., the scatter of θx (t ) around 〈θx(t )〉]. Analo-
gously, CVW (t ) accounts for linear correlations between pairs
of entries at x and y, θx (t ) and θ

y (t ), in a histogram inferred
from a single trajectory of length t .



















dy jW (y j )
× 〈θx1 (t ) · · · θxn (t )θy1 (t ) · · · θym (t )〉x0 , (13)
where xi, y j ∈ , respectively. Thereby, the ensemble average
corresponding to the last term in Eq. (13) is obtained by
differentiating the characteristic function with respect to the
Laplace (or Fourier) variable.
It therefore follows that the fluctuations and (linear) corre-
lations of general time-average observables are fully specified
by multipoint correlation functions of the local-time fraction.
These are derived on the basis of the Feynman-Kac formalism,
which is presented below for continuous diffusion processes.
The extension to discrete state dynamics is discussed after-
ward.
III. FLUCTUATIONS OF ADDITIVE FUNCTIONALS
A. Itô approach to Feynman-Kac theory of additive functionals
It seems to be customary in the physics literature to start
from a path-integral approach to Feynman-Kac theory [46]
and then to derive a backward Fokker-Planck equation for
the characteristic function [52,53]. Here we provide a simple
derivation of the “forward” Feynman-Kac theory based on Itô
calculus.
We consider a d-dimensional Markovian diffusion xt ∈
 ⊂ Rd process in the presence of a drift F(x) driven by
d-dimensional Gaussian white noise governed by the Itô
equation
dxt = F(xt )dt + σdWt , (14)
where σ is a d × d noise matrix such that D = σσT /2 be-
comes a symmetric positive-(semi)definite diffusion matrix,
and dWt is an increment of a d-dimensional Wiener process,
such that 〈Wt 〉 = 0 and 〈dWt,idWt ′, j〉 = δ(t − t ′)δi jdt . We as-
sume throughout that F(x) is sufficiently confining to ensure
that the process xt is ergodic with a steady-state probability
density Pinv(x). Multiplying the time average in Eq. (3) by
the trajectory length t , we transform the time average to the
additive functional
ψt ≡ tV t =
∫ t
0
V (xτ )dτ. (15)
We now consider the joint process of xt and ψt . According to
Itô’s lemma, any twice differentiable function f (x, ψ ) with xt
and ψt defined by Eqs. (14) and (15), respectively, satisfies
df (xt , ψt ) = [F(xt ) · ∇x f (xt , ψt ) + ∇x · D∇x f (xt , ψt )]dt
+ ∇x f (xt , ψt ) · σdWt + V (xt )∂ψ f (xt , ψt )dt,
(16)
where we inserted the diffusion matrix D = σσT /2, and for
the last term we used dψt = V (xt )dt , which follows from
Eq. (15).
Using Itô’s lemma (16), we derive in the following the time
evolution of the joint probability density Qt (x, ψ |x0) to find
the system in state x and the functional ψt in Eq. (15) to attain
the value ψ at time t given that the system started from x0. For
convenience, we first focus on positive functionals (ψ  0).
Using a test function that vanishes at the boundary f (x, 0) =
0, we obtain after some calculations [67]
d
dt




















dx f (x, ψ )[−∇x · F(x) + ∇x · D∇x − V (x)∂ψ ]Qt (x, ψ |x0), (17)
which is obtained as follows. In the first line of
Eq. (17), we differentiate both sides of the identity∫∞
0 dx
∫
dψ f (x, ψ )Qt (x, ψ |x0) = 〈 f (xt , ψt )〉x0 with respect
to time t . To obtain the second line, we inserted Itô’s lemma
(16) and finally performed an integration by parts. Since
Eq. (17) holds for any function f that vanishes at the boundary
ψ = 0, we obtain
∂t Qt (x, ψ |x0) = [L̂ − V (x)∂ψ − V (x)δ(ψ )]Qt (x, ψ |x0),
(18)
where we have defined the forward generator L̂ = ∇x ·
D∇x − ∇x · F(x) and further introduced a boundary term
043084-4
SPECTRAL THEORY OF FLUCTUATIONS IN … PHYSICAL REVIEW RESEARCH 2, 043084 (2020)
V (x)δ(ψ )Qt (x, 0|x0) that vanishes for ψ > 0 and is derived
in the following two steps. First, Eq. (17) holds for all
functions f (x, ψ ) with f (x, 0) = 0, which immediately gives
Eq. (18) without the last term for ψ > 0 (see also [67]).






dx ∂t Qt (x, ψ |x0) = 0,
i.e., to correct for the fact that there is a nonzero probabil-
ity that the functional has a vanishing value ψ = 0. Finally,
performing a Laplace transform of Eq. (18), Q̃t (x, u|x0) ≡∫∞
0 e
−uψQt (x, ψ |x0)dψ = 〈δ(x − xt )e−uψt 〉x0 , we obtain the
forward Feynman-Kac partial differential equation for the
characteristic function of the joint density of position and ψ ,
∂t Q̃t (x, u|x0) = [L̂ − uV (x)]Q̃t (x, u|x0), (19)
where Qt (x, ψ |x0) is the central object of the “forward”
Feynman-Kac approach [15,46].
We now relax the assumption by allowing for a nega-
tive support of ψt , which we denote explicitly by ψt →
t . In this case, we need not make any additional
assumptions on f (xt , t ) for t = 0 because naturally
lim||→∞ Qt (x, |x0) = 0. The lower boundary of integra-
tion over  in Eq. (17) is extended to −∞, and the boundary
terms resulting from the partial integration vanish as a result
of the boundary conditions. The resulting Eq. (17) implies
∂t Qt (x, |x0) = (L̂ − V (x)∂ )Qt (x, |x0), (20)
which upon taking a Fourier transform Q̃t (x, ω|x0) ≡∫∞
−∞ e
−iωQt (x, |x0)d leads to the forward Feynman-Kac
partial differential equation,
∂t Q̃t (x, ω|x0) = [L̂ − iωV (x)]Q̃t (x, ω|x0). (21)
Note that the generalization to the case of a joint problem for
multiple functionals ψ it with i = 1, . . . , p is straightforward.
Introducing the vectorial notation ψt ≡
∫ t
0 V(xτ )dτ with the
corresponding Laplace images u, the resulting equation reads
∂t Q̃t (x, u|x0) = [L̂ − u · V(x)]Q̃t (x, u|x0), (22)
which allows for the computation of higher-order correlation
functions (13). What we actually seek is the marginal proba-





which is also the statement of the Feynman-Kac theorem
[15]. Note that the corresponding characteristic function
P̃ψt (u|x0) =
∫
e−u·ψPψt (ψ|x0)dψ ≡ 〈e−u·ψt 〉x0 is the solution
of the “backward” Feynman-Kac problem [52,53]. Moreover,
the marginal probability density of x given x0 corre-
sponds to the plain propagator Pt (x|x0) ≡
∫
Qt (x,ψ|x0)dψ,
which solves the (forward) Fokker-Planck equation (∂t −
L̂)Pt (x|x0) = 0 with initial data P0(x|x0) = δ(x − x0).
Note that the characteristic functions P̃Vt and P̃ψt are equiv-
alent up to a trivial rescaling of the independent variable, i.e.,
P̃Vt (u|x0) = 〈e−u·Vt 〉 = 〈e−u/t ·ψt 〉 = P̃ψt (u/t |x0). (24)
Therefore, once P̃ψt is determined according to the Feynman-
Kac program, a simple change of scale of the Laplace image
u → u/t delivers P̃Vt .
B. From the forward to the backward Feynman-Kac equation
For convenience, we henceforth adopt the bra-ket nota-
tion, where the “ket” |h〉 denotes a vector, the “bra” the
integral operator 〈g| ≡ ∫

dx g†(x), and the scalar product
is defined as 〈g|h〉 ≡ ∫

dx g†(x)h(x). Introducing, moreover,
the “flat” state |−〉 ≡ ∫

dx|x〉 and 〈−| ≡ ∫

dx〈x|, Eqs. (21)
and (22) for a general initial condition p0(x), i.e., |p0〉 =∫

dx0 p0(x0)|x0〉 and 〈p0| =
∫

dx0 p0(x0)〈x0|, have the so-
lution [59]
P̃ψt (u|p0) ≡ 〈−|et[L̂−u·V(x)]|p0〉 = 〈p0|et[L̂
†−u·V(x)]|−〉. (25)
To arrive at the second equality we have used Green’s identity,
introduced the adjoint (or backward) Fokker-Planck operator
L̂† = ∇x · D∇x + F(x) · ∇x, and used that the Laplace trans-
form of a real function f (t ) transforms as f̃ (s†) = f̃ †(s)
under complex conjugation. In the following subsection, we
show that for Markov-jump processes (25), the theory can be
adopted one-to-one.
C. Markov-jump dynamics and additive functionals
Markov-jump processes correspond to a discrete state-
space  in which the system jumps with a constant rate
wxy from state x ∈  to another state y ∈ , such that the
propagator Pt (x|x0) satisfies the master equation




where 〈x|L̂|y〉 = wyx if x = y and 〈x|L̂|x〉 = −
∑
y =x〈y|L̂|x〉
such that −〈x|L̂|x〉 > 0 is the rate of leaving state x. Ac-
cording to the celebrated Gillespie algorithm [68], a single
trajectory xτ (0  τ  t) consists of a sequence of expo-
nentially distributed local waiting times τi in state xi ∈ 
followed by an instantaneous transition to another state xi+1 =
xi, with the total time being the sum of waiting times
∑
i τi =
t − τR, where τR is the duration of the final epoch that contains
no jump. More precisely, whenever the system is in a state xi at
time ti, the probability density to leave said state xi exactly at
time ti+1 = ti + τi is exponentially distributed with a waiting
time density −〈xi|L̂|xi〉e〈xi|L̂|xi〉τi . After the waiting time, a new
(accessible) state, xi+1, is randomly chosen with probability
−〈xi+1|L̂|xi〉/〈xi|L̂|xi〉. Therefore, the joint probability den-
sity that the system, starting from state xi, jumps after time τi
and the following state is xi+1 becomes 〈xi+1|L̂|xi〉e〈xi|L̂|xi〉τi .
Denoting the number of transitions from state x to state
y until a time t by nxy(t ) =
∑
i δxi,xδxi+1,y and identifying
the sum of all local waiting times in state x up to time t
by tθx(t ) =
∑
i δxi,xτi, the path probability (or path weight)
of xτ (0  τ  t) starting from x0 generated by the Markov






x tθx (t )〈x|L̂|x〉. (27)
Replacing the integral in Eq. (6) by a sum, V t =∑
x V (x)θx(t ), allows us to identify the characteristic function
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of ψt = tV t by [37]





x V (x)tθx (t )
= 〈−|eL̂(u)t |x0〉, (28)
where in the second line we inserted the path weight Eq. (27).
While passing from the second to the third line, we tilted
the diagonal of the generator in the path weight (27) ac-
cording to 〈x|L̂(u)|x〉 ≡ 〈x|L̂|x〉 − uV (x), which effectively
moves e−utV t into the tilted path weight. In other words,
identifying L̂(u) in the second line of Eq. (28) yields the
third line. Note that the off-diagonal elements of the tilted
generator remain unchanged, that is, 〈x|L̂(u)|y〉 ≡ 〈x|L̂|y〉 if
x = y. Since all elements of L̂ and V (x) are real, Eq. (25)
holds also for Markov-jump processes. As shown in Eq. (24),
the characteristic function of V t = ψt/t follows from a trivial
change of scale, P̃Vt (u|x0) = P̃ψt (u/t |x0). In the following, we
develop a spectral theory, which unifies diffusion processes
and Markov-jump processes.
D. Spectral theory of non-Hermitian generators
We henceforth employ a spectral-theoretic approach and
are thus required to make some more specific assumptions
about the underlying dynamics in order to assure that the
generator L̂ is diagonalizable. An excellent account of the the-
ory for Markov-jump dynamics governed by a discrete-state
master equation can be found in [69]. In the case of Fokker-
Planck dynamics, we consider that xt is an ergodic Markovian
diffusion evolving according to Eq. (14) with the drift field
F(x) not necessarily corresponding to a potential field (which
thus includes systems with a broken detailed balance) but
at the same time requiring that it is sufficiently confining,
that is, it grows sufficiently fast as |x| → ∞ to assure that
L̂ has a pure point-spectrum. Moreover, we require that L̂ is
diagonalizable, and it can be shown that any normal operator
L̂, satisfying L̂L̂† = L̂†L̂, is in fact diagonalizable [70]. A
more detailed mathematical exposé of the requirements for,
and properties of, L̂ can be found in [60]. In all practical
examples presented below, we will in fact assume that the
dynamics is overdamped. Moreover, except for the example
presented in Sec. V C where detailed balance is violated, L̂
will be assumed to obey detailed balance [67,71], implying
that it is orthogonally equivalent to a self-adjoint operator and
hence automatically diagonalizable.
Let −λk [Re(λk )  0], 〈Lk|, and |Rk〉 denote the eigen-
value and orthonormal left and right eigenstates of L̂, and
let −λ†k , 〈Rk|, and |Lk〉 denote the corresponding orthonormal





k |Lk〉〈Rk| = 1. Then










with the ground-state eigenvalue λ0 = 0 and the correspond-
ing null-space |R0〉 ≡ |Pinv〉 and 〈L0| ≡ 〈−|. In the respec-











k t , (30)
where 〈x|Rk〉 ≡ Rk (x) and 〈Lk|x0 ≡ L†k (x0), while 〈x0|Lk〉 =
Lk (x0) and 〈Rk|x〉 = R†k (x). For overdamped systems with
an invertible diffusion matrix D that obey detailed balance,
i.e., D−1F(x) = −β∇xU (x) with inverse thermal energy
β = 1/kBT , all λk are real, |Pinv〉 = |Peq〉 is the Boltzmann-




|Lk〉 = eβU (x)|Rk〉 [67,72].
IV. CHARACTERISTIC FUNCTION NEAR ZERO VIA
NON-HERMITIAN PERTURBATION THEORY
Based on Eqs. (10) and (13), we only require the moment-
generating function (25) in the limit |u| → 0 to calculate
moments of arbitrary order. Moreover, recall that P̃Vt (u) =
P̃ψt (u/t ) [see Eq. (24)]. To keep the treatment general, we
utilize the spectral expansion of L̂ (L̂†, respectively). We
employ perturbation theory to derive the moment-generating
function (25) in the limit |u| → 0. There are (at least) two
possible ways to arrive at the result: a Dyson series approach,
which is presented in Appendix B, and by means of second-
order non-Hermitian perturbation theory, which is detailed
below. While both yield equivalent results, the perturbation-
theoretic approach is more general as it provides a (bi)spectral
expansion of the perturbed generator L̂ − u · V(x) [L̂† − u ·
V(x), respectively] to second order in |u|. These perturbation-
theoretic results, which in the physics literature appear to be
new, are applicable beyond time-average statistical mechanics
in diverse problems involving perturbations of non-Hermitian
and/or non-self-adjoint eigenvalue problems.
Our aim is to diagonalize the “tilted” propagator in Eq. (25)
in the limit when u vanishes. Because L̂ is in general not
self-adjoint, we need to separately perturb left and right eigen-
states. First we must confirm that the tilted propagator L̂(u) ≡
L̂ − u · V(x) [and L̂†(u) ≡ L̂† − u · V(x), respectively] is ac-
tually diagonalizable in an arbitrarily small neighborhood of
u = 0. We focus first on the case in which V (x)  0. We
Laplace-transform Eq. (25), t → s, yielding
P̃ψs (u|p0) ≡ 〈−|[s − L̂(u)]−1|p0〉 = 〈p0|[s − L̂†(u)]−1|−〉.
(31)
The singularities of Eq. (31) correspond to the perturbed
eigenvalue spectrum {−λk (u)} of L̂(u), and diagonalizability
is broken whenever one or more singularities are not simple
poles (see, e.g., [73]). Equation (25) shows that |u| = 0 is not
an accumulation point. Moreover, L̂ has a pure point spectrum,
therefore an arbitrarily small |u| cannot cause the emergence
of poles of second order in Eq. (31) that would break diagonal-
izability, akin to the “avoided crossing theorem.” Therefore, in
the limit |u| → 0 the tilted generator L̂(u) is diagonalizable, u
can be taken as real [74], and the eigenspectrum of L̂(u) cor-
responds to a regular perturbation of the original eigenvalue
problem L̂|Rk〉 = −λk|Rk〉 (L̂†|Lk〉 = −λ†k |Lk〉), and we seek
a perturbative expansion of the tilted eigenspectrum, e.g., of
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L̂†(u):
−λ′†′k (u) = −λ†k −
∑
i>0
ui · λ(i)k ,




〈Rk (u)| = 〈Rk| +
∑
i>0
ui · ∣∣Rik〉. (32)
Without loss of generality, we will henceforth assume that u
is real. Note that while the spectra of L̂ and L̂† are complex
conjugates [see Eq. (29)], the perturbation is in fact symmetric
[see Eq. (31)]. Therefore, the spectra of L̂(u) and L̂†(u) are
not complex conjugates except for the unperturbed part, which
we denoted in Eq. (32) by quotation marks λ′†
′
. According
to Eq. (32), multiple functionals yield additive perturbations.
It thus suffices to carry out the calculations for u → u and
write the corresponding general result by inspection. We are
interested in up to second-order moments (13), and therefore
we need to evaluate the perturbation up to second order in u:


























where we have adopted the convention λ(0)k ≡ λ†k , 〈R0k | ≡ 〈Rk|,
and |L0k 〉 ≡ |Lk〉. In Eqs. (34) we only need to keep terms up to
u2 and equate terms of matching order in u. First we impose
the preliminary normalization 〈Rk (u)|Lk〉 = 〈Rk|Lk (u)〉 = 1,
i.e.,
1 = 〈Rk|Lk〉 + u
〈
R1k
∣∣Lk 〉+ u2〈R2k ∣∣Lk 〉+ O(u3),
1 = 〈Rk|Lk〉 + u
〈
Rk
∣∣L1k 〉+ u2〈Rk∣∣L2k 〉+ O(u3), (35)
which implies〈
Rnk
∣∣Lk 〉 = 〈Rk∣∣Lnk 〉 = 0 for n > 0. (36)
The zeroth order of the expansion gives the solution of
the unperturbed system. For the higher orders we need to
solve Eqs. (34) matching terms of equal order. Introducing
the coupling elements Vlk ≡ 〈Rl |V |Lk〉, we obtain (details of
the calculation are shown in Appendix A)
λ
(1)






























(λ†k − λ†i )(λ†k − λ†l )
− VkkVlk











(λ†k − λ†i )(λ†k − λ†l )
− VkkVkl
(λ†k − λ†l )2
⎤
⎦〈Rl |.
However, while they are orthogonal by construction, the re-
sulting perturbed eigenstates are not normalized anymore, i.e.,
〈Rk (u)|Lk (u)〉 = 1. Hence, we need to postnormalize them
such that
Nk (u)〈Rk (u)|Lk (u)〉 = 1, (38)















1 + u2〈R1k∣∣L1k 〉+ O(u3)




(λ†k − λ†i )2
+ O(u3)
≡ 1 − u2Mk + O(u3), (39)
where in the last line we have defined Mk . We now use
the second-order perturbed eigenspectrum to diagonalize the




Nk (u)〈p0|Lk (u)〉〈Rk (u)|−〉e−λ
′†′




k (u)t = e−λ†kt [1 − uλ(1)k t + u2(λ(1)2k t2/2 − λ(2)k t)]+ O(u3)
(41)
and 〈Rk (u)|−〉 = 〈Rk|−〉 + u〈R1k |−〉 + u2〈R2k |−〉 + O(u3)























k − λ†i )
(1 − δk0) (42)
and 〈p0|Lk (u)〉 = 〈p0|Lk〉 + u〈p0|L1k 〉 + u2〈p0|L2k 〉 + O(u3),
where |L1k 〉 and |L2k 〉 are given by Eq. (37). Using Eqs. (37),
(39), as well as (41) and (42), the tilted propagator in Eq. (40)
to second order in u reads








kt + O(u3), (43)
where we have introduced the coefficients
C(1)k = δk0
(−V00t + 〈p0∣∣L10 〉)+ 〈p0∣∣Lk 〉〈R1k∣∣− 〉
C(2)k = δk0
[〈p0|L0〉(M0 + V 200t2/2 − λ(2)0 t)+ 〈p0∣∣L20 〉]
− t(〈p0∣∣L10 〉V00δk0 − 〈p0|Lk〉〈R1k∣∣− 〉Vkk)
+ 〈p0∣∣L1k 〉〈R1k∣∣− 〉+ 〈p0|Lk〉〈R2k ∣∣− 〉 (44)
with M0 defined in Eq. (39). In the special case when ini-
tial conditions x0 are drawn from the steady-state probability
density, i.e., p0(x) = Pinv(x), these equations simplify to〈
Pinv



















k − λ†i )
(1 − δk0). (45)
Turning now to the case in which V (x) extends negative val-
ues, we must simply replace u by iω. To obtain moments up to
043084-7
LAPOLLA, HARTICH, AND GODEC PHYSICAL REVIEW RESEARCH 2, 043084 (2020)
second order [i.e., Eq. (12)], we are now left with evaluating
derivatives of Eq. (43) with respect to u at u = 0.
A. Mean value, fluctuations, and correlation functions
for general initial conditions
We can now derive the mean, variance, and covariance
of time-average observables. We first focus on the case of a
single time-average observable V t = ψt/t [see Eqs. (3) and
(15)]. According to Eq. (24), we must make the replacement
u → u/t in Eq. (43). We will only present the result in terms
of the spectrum of the backward generator L̂† since the results
corresponding to L̂ follow trivially from Eq. (25). Note that
〈p0|−〉 = 1 for any normalized initial condition.
To order u0, Eq. (43) simply reflects the normalization of
PVt (ν|p0), i.e., P̃Vt (0|p0) =
∫∞
0 PVt (ν|p0)dν = 1 (and equiv-
alently in the case in which the support of V t extends to the
entire real axis). To order u1, Eq. (43) encodes the mean value
〈V t 〉p0 since it follows from Eq. (10) that −∂uP̃Vt (u|p0)|u=0 =∫∞
0 νPVt (ν|p0)dν ≡ 〈V t 〉p0 . Thus the mean value of a time-
average observable 〈V t 〉p0 evolving from an arbitrary initial
condition p0(x) is given by
















V (x)Pinv(x)dx. The result (46) is equally
valid in cases in which V (x) can become negative (as long as














and in the special case of steady-state initial conditions,
p0(x0) = Pinv(x0), Eq. (46) reduces to the time-independent
ergodic result 〈V t 〉inv = V00. To order u2, Eq. (43) encodes the





















































which together with Eq. (46) yields the variance
σ 2
V ,p0
(t ) ≡ 〈V 2t 〉p0 − 〈V t 〉2p0 . (49)
We further introduce the following notational convention
for localized initial conditions p0(x) = δ(x − x0), σ 2V ,p0 (t ) →
σ 2
V ,x0
(t ). From Eqs. (46), (48), and (49) follows the antic-
ipated ergodic result 〈V 2t→∞〉p0 = V 200, proving that in the
ergodic limit V t becomes deterministic [i.e., the variance van-
ishes, σ 2
V ,p0
(t → ∞) = 〈V 2t→∞〉p0 − 〈V t→∞〉2p0 = 0]. Con-



















(V0k + V00〈p0|Lk〉), (50)














which embodies the emergence of the central-limit theorem.
One can further show that all higher cumulants decay to zero
faster than 1/t . Since the only distribution with a finite number
of nonzero cumulants is the Gaussian distribution [75], the
large-deviation mean value (47) and variance (51) specify the
entire asymptotic probability density for time-average observ-
ables along trajectories of length t  1/Reλ†1.
In the special case of steady-state initial conditions,
p0(x) = Pinv(x), we find the variance satisfies (see also [59])
σ 2

















Note that for overdamped systems in detailed balance, we
have λ†k ∈ R and |Lk〉 = eβU (x)|Rk〉 ∈ R. Therefore, V0kVk0 
0, which implies [compare Eqs. (51) and (52)] that the fluctua-
tions for stationary initial conditions are bounded from above
by σ 2
V ,inv
(t )  limReλ1t1 σ 2V (t ).
We now inspect the correlation between two function-
als V 1,t and V 2,t [see Eq. (12)] defined as CV 1V 2 (t ) =
〈V 1,tV 2,t 〉p0 − 〈V 1,t 〉p0〈V 2,t 〉p0 . The mean values were derived
in Eq. (46), so we only require the mixed second moment
〈V 1,tV 2,t 〉p0 , which is obtained from the joint moment-
generating function [i.e., generalization of Eq. (40) to two
variables] as 〈V 1,tV 2,t 〉p0 = ∂2u1u2P̃Vt (u|p0)|u=0. A lengthy cal-
culation leads, upon introducing the coupling elements U ikl ≡〈Rk|Vi(x)|Ll〉 and the shorthand notation Wklmn = U 1klU 2mn +
U 2klU
1
mn, to the exact result


















































and we note that 〈V 1,t 〉inv〈V 2,t 〉inv = W0000/2, implying that
for an ergodic system, any two functionals asymptotically
decorrelate, limt→∞ CV 1V 2 (t ) = 0. Equations (46), (48), and
(53) expressing the mean value and second moments (and
together the variance and covariance) of the time average of
a general physical observable V (xτ ) of type Eq. (3) solely in
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terms of the eigenspectrum of the underlying generator are the
main theoretical result of this work.
In the case of stationary initial conditions p0(x) = Pinv(x),
we have that 〈Pinv|Lk〉 = δk0, and as a result of Eq. (53) the
covariance reduces to (note that Wk00k = W0kk0 and W0000/2 =
〈V 1,t 〉inv〈V 2,t 〉inv)
Cinv
V 1V 2
















Finally, in the large-deviation regime, we recover
lim
t1/λ1










the 1/t scaling reflecting the emergence of the central-
limit theorem. Therefore, it follows that an arbitrary set
of m time-average observables Vt = {V i,t } in the large-
deviation limit exhibits Gaussian statistics. If we denote the
vector of mean values as 〈V〉inv and introduce the sym-




(t ) [see Eq. (51)] and off-diagonal elements
Ci j = t limt1/Reλ1 CV iV j (t ) [see Eq. (55)], then the probabil-
ity density that Vt attains a value ν obeys the asymptotic




2 (ν−〈V〉inv )T C−1(ν−〈V〉inv )t√
(2π )mdetC/t
. (56)
We now introduce the rescaled variables ν̂ ≡ ν√t and scaled
mean μ ≡ 〈Vt
√
t〉inv, which upon renormalization lead to a
time-independent density. Moreover, we define
 = (ν̂i − μi )/
√
Cii, i| j = (ν̂i − μ̃i| j )/σ̃i| j (57)
with the shifted mean and stretched variance
μ̃i| j = μi + (ν̂ j − μ j )Ci j/C j j,
σ̃ 2i| j = (CiiC j j − C2i j )/C j j . (58)
Then the limit law (56) implies that the univariate large de-
viations PLDt (ν̂) and conditional bivariate large deviations
PLDt (ν̂1|ν̂2) ≡ PLDt (ν̂1, ν̂2)/PLDt (ν̂2) collapse, upon rescaling,
onto a universal Gaussian master curve√
Cii
t1/2
PLDt (ν̂i ) → N(0, 1),
σ̃i| j√
t
PLDt (ν̂i|ν̂ j ) → Ni| j (0, 1), (59)
where Nx(0, 1) denotes the Gaussian probability density with
zero mean and unit variance. The explicit rescaling [i.e.,
Eq. (59) combined with Eq. (51) and Eq. (55)] leading to
the collapse onto a master unit normal density in the large-
deviation limit is the main practical consequence of our
large-deviation result.
B. Degenerate eigenspectra
Note that if the spectrum of L̂ has degenerate eigenstates
(such as, e.g., in single-file diffusion [59,60]) special care
is required for initial conditions that do not correspond to
the steady state, i.e., p0(x) = Pinv(x), as a result of the sin-
gularities the degeneracy causes in Eqs. (48) and (53). As
is customary in regular perturbation theory (see, e.g., [76]),
one must first postdiagonalize all the respective degenerate
subspaces prior to using Eqs. (48) and (53). Once this has
been taken care of (using any of the many possible methods
[77]) and the degenerate eigenstates are replaced by their
appropriate linear combinations, Eqs. (48)–(53) can be used
as they stand.
C. A general upper bound for occupation measures
for overdamped reversible dynamics
When L̂ corresponds to reversible overdamped dynam-
ics [i.e., D−1F(x) = −β∇xU (x) is a gradient field], or to a
reversible Markov-jump process [i.e., the transition matrix
elements in Eq. (26) satisfy the symmetry 〈y|L̂|x〉/〈x|L̂|y〉 =
eβU (x)−βU (y)], the large-deviation asymptotic (51) provides an
upper bound for fluctuations of the occupation time fraction
in any subdomain V ⊆ , V (x) = V , for any duration of the
trajectory [which naturally includes the local-time fraction
when V (x) = x].
Let us define the projection operator ̂x(V;V ) ≡∫

dx δ(V − V (x)) [60], which projects the full dynamics
x ⊂ Rd onto the hypersurface compatible with a given
value of the observable V (x) = V . Then the (generally
non-Markovian) joint probability density that the observable
V (x) starts from V and returns to the initial value V at time t
in an ensemble of trajectories xt starting from the equilibrium
probability density Pinv(x0) = Peq(x0) is defined as [60]
Geqt (V,V ) ≡ ̂x(V;V )̂x0 (V;V )Pt (x|x0)Peq(x0). (60)
We now recall the definition of the occupation time fraction of
xτ within the hypersurface V (x) = V in Eq. (8). Then Eq. (51)
and the spectral decomposition of Pt (x|x0) in Eq. (30) imply
the general upper bound on θV (t ),




Geqt (V,V ) − Geq∞(V,V )
]
dt, (61)
where equality holds in the limit t → ∞. Note that in the
special case when V (x) = x, Eq. (61) bounds the local-time
fraction defined in Eq. (5).
To prove the bound (61), let us express Eq. (60) using the
spectral expansion of L̂† (or equivalently L̂). Since we are
considering systems in detailed balance, the eigenspectrum is
real. Introducing the elements Vkl (V ) ≡ 〈Rl |δ(V − V (x))|Lk〉,
the spectral representation of Eq. (60) reads (see also [60])
Geqt (V,V ) =
∑
k
V0k (V )Vk0(V )e−λkt (62)
such that limt→∞ G
eq
t ≡ Geq∞(V,V ) = V00(V )2. Therefore,∫ ∞
0
[





V0k (V )Vk0(V )/λk. (63)
Multiplying Eq. (63) by 2 and dividing by t we obtain Eq. (51)
for the case when V t = θV (t ) defined in Eq. (8), which in turn
proves asymptotic equality as t → ∞. Because for systems
obeying detailed balance we further have |Lk〉 = eβU (x)|Rk〉,
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each coefficient is positive, V0k (V )Vk0(V )  0, because it cor-
responds to e−βU (x) > 0 multiplied by the square of a real
number. Together with Eq. (52) this proves that the inequality
holds for any t and completes the proof of the existence and
tightness of the bound (61).
Equation (61) enables us to obtain an upper bound on fluc-
tuations of θV (t )—the (generally non-Markovian) occupation
measure that the full dynamics xτ along a single trajectory
is found within the hypersurface V (x) = V—from the inte-
gral over the return probability (60). It thereby also bounds
the fluctuations of random time-average “empirical densities,”
that is, local-time fractions [see Eq. (5)], by means of the cor-
responding deterministic (ensemble) joint return probability
density (60). Equation (61) is the main practical result of this
work. Interestingly, a similar bound involving the integral of
the return probability has been found in Ref. [78] in the study
of large-deviation asymptotics of the first passage times.
D. Physical interpretation of the results
We now provide some intuition about the developed the-
ory. As time evolves, the value of V t for an ergodic process
eventually becomes only weakly correlated. The statistics of
V t passes first through the large-deviation regime (56), where
the central-limit theorem kicks in with Gaussian statistics, and
finally ends up in Khinchin’s law of large numbers, where it
becomes deterministic and equal to 〈V t 〉inv [79]. For simplic-
ity, we start in the large-deviation regime (51).
By using spectral theory, we map fluctuations of V t onto
the eigenmodes of L̂ (and/or L̂†, respectively), with the “simi-
larity” to a given eigenmode reflected by the overlaps V0k,Vk0.
Since on these timescales all memory of the initial condition is
lost, which is equivalent to imposing stationary initial condi-
tions, only overlaps from and to the ground state are relevant.
Moreover, due to the orthogonality of eigenmodes, these pro-
jections are statistically independent. Each eigenmode has a
finite lifetime or correlation time 1/λk . Therefore, in a time
t  λ−1k any kth projection acts as shot-noise, and there will
be tλk independent realizations of such a projection reducing
the (co)variance by a factor 1/tλk [see Eqs. (51) and (55)]. In
the limit t → ∞, the Gaussian converges to a Dirac delta, i.e.,
limt→∞ PLDt (ν) = δ(ν − 〈V〉inv).
At shorter times, nontrivial corrections to these large-
deviation results arise due to strong correlations between the
values of V t at different times t . As a result of these correla-
tions, the “completely decorrelated” large-deviation results in
Eqs. (51) and (55) become reduced by a term that seems to




−λkτ dτ = (1 − e−λkt )/λkt [see Eqs. (52) and (54) as
well as Eqs. (B3) and (B4)]. In the case of general initial con-
ditions, p0(x) additional terms arise [see Eqs. (50) and (53)]
that reflect the memory of the initial condition. These terms,
however, are difficult to interpret beyond the point that they
reflect projections that couple different excited eigenstates and
thus describe fluctuation modes that are more complicated
than simple excursions starting and ending in the steady state.
V. APPLICATIONS OF THE THEORY
We now apply the theory to a collection of simple illus-
trative examples. Due to the fundamental role played by the
local-time fraction θx(t ) and because it determines the dynam-
ics of other time-average observables [see Eq. (6)], we focus
on θx(t ) alone. The coupling elements are therefore simply
given by Vlk =
∫

dy Rl (y)δ(x − y)Lk (y) ≡ Rl (x)Lk (x). We
first present explicit results for local times for continuous
space-time Markovian diffusion processes and an irreversible
(i.e., driven) three-state unicyclic network. Next, we apply the
theory to a simple two-state Markov model of the celebrated
Berg-Purcell problem [28–30,36], i.e., the physical limit to the
precision of receptor-mediated measurement of the concentra-
tion of ligand molecules.
As minimal, exactly solvable models of continuous-space
Markovian diffusion, we consider a Wiener process con-
fined to a unit interval with reflective boundaries and the
Ornstein-Uhlenbeck process. To demonstrate the theory for
Markov-jump dynamics, we consider a random walk in a finite
harmonic potential and a simple three-state unicyclic network.
A. Local time fraction of the Wiener process in the unit interval
The propagator of the Wiener process confined to a unit




PWt (x|x0) = 0, ∂xPWt |x=0 = ∂xPWt |x=1 = 0, (64)
with initial condition PW0 (x|x0) = δ(x − x0). The eigenvalues
of ∂2x in a unit interval are given by λ
W
k = k2π2 (time is
expressed in units of τ = L2/D), and the eigenvectors read
[67,72]
LWk (x) = RWk (x) = δk0 + (1 − δk0)
√
2 cos(kπx), (65)
since ∂2x is self-adjoint. The mean local-time fraction, 〈θx(t )〉,
the variance σ 2θ (t ), and the covariance Cθ1θ2 (t ) for the confined
Wiener process are shown in Fig. 3. In the case of equilibrium
initial conditions, 〈θx(t )〉inv is constant and equal to Pinv(x),
and the fluctuations of θx(t ) are largest at the boundaries as a
result of repeated collisions with the walls. Notably, starting
from localized conditions, 〈θx(t )〉x0 as a function of x, in
contrast to the ensemble propagator PWt (x|x0), displays a per-
sistent cusp located at the initial condition x0 [see Fig. 3(c)].
The fluctuations of θx(t ) are larger near the initial condition
and at the boundaries.
B. Local time fraction of the Ornstein-Uhlenbeck process
Trajectories of the one-dimensional Ornstein-Uhlenbeck
process are solutions of the Itô equation
dxt = −γ xt +
√
2DdWt (66)
and on the level or probability density they correspond to
the Fokker-Planck equation (∂t − D[∂2x + γ ∂xx])POUt (x|x0) =
0 with initial condition POU0 (x|x0) = δ(x − x0) and natu-
ral boundary conditions lim|x|→∞ POUt (x|x0) = 0. To connect
continuous processes to discrete ones, we translate the
Fokker-Planck equation of the Ornstein-Uhlenbeck process
to a random walk on a lattice with spacing x and the
harmonic potential γ x2 entering transition rates according
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FIG. 3. Statistics of the fraction of local-time θx (t ) as a func-
tion of x at different times t for equilibrium initial conditions,
p0(x0) = Pinv(x0 ) [(a) and (b)] and localized initial condition at
x0 = 0.405 [(c) and (d)]; (a) 〈θx (t )〉inv is constant for all times;
(b) σ 2θx ,inv(t ) as a function of x for equilibrium initial conditions;
(c) 〈θx (t )〉x0 and (d) σ 2θx (t ); (e) covariance starting from equilibrated
initial conditions, Cinvθxθy (t ) (dashed line) and localized initial con-
ditions, Cθxθy (t ) (solid line). (f) Probability density of occupation
time fraction θV (t ) = t−1
∫ t
0 1[0.45,0.55](xτ )dτ [see also Eq. (7)] on
large-deviation timescales (symbols) and corresponding theoretical
result (56) (lines). Symbols were obtained from Brownian dynamics
simulations of 105 trajectories simulated with a time-step dt = 10−4.
to [80]










4 γ [(x+x)2−x2], (67)
in a confined domain conf = {−l,−l + x, . . . , l −
x, l} ⊂ . The matrix L̂ is tridiagonal and satisfies∑
y〈y|L̂|x〉 = 0 for all x ∈  and x ∈ Zx. We diagonalized
L̂ numerically using the library from Ref. [81]. The mean,
variance, and correlation function for the continuous-space
Ornstein-Uhlenbeck process (66) obtained from Brownian
dynamics simulations are depicted in Fig. 4 (symbols) and are
in excellent agreement with the spectral-theoretic results for
the corresponding lattice random-walk approximation (67)
(lines). In Fig. 4(f) we also investigate the full probability
density function of the fraction of occupation time in the
interval x ∈ [0, 0.01], i.e., θV (t ) = t−1
∫ t
0 1[0,0.01][x(τ )]dτ
[see Eq. (7)] on large-deviation timescales, and we compare
it to the theoretical Gaussian prediction Eq. (51). Note that
while the eigenspectrum of the generator of continuous
Ornstein-Uhlenbeck dynamics is unbounded, implying that
the spectral-theoretic result would require the summation
FIG. 4. Statistics of the fraction of local-time θx (t ) as a function
of x for the Ornstein-Uhlenbeck process (symbols) and correspond-
ing lattice random walk (67) with 103 states in the interval x ∈
[−5, 5] as a function of x at different times t for equilibrium initial
conditions, i.e., p0(x0) = Pinv(x0) [(a) and (b)], and initial condi-
tions localized at x0 = 1.2, i.e., p0(x0) = δ(x0 − 1.2) [(c) and (d)].
(a) 〈θx (t )〉inv = Pinv(x) is a time-independent Gaussian; (b) σ 2θx ,inv(t )
at various times as a function of x; (c) 〈θx (t )〉x0 and (d) σ 2θx ,x0 (t ) at
various times as a function of x; (e) Cθ0.5θ0.6 (t ) for equilibrium (dashed
line) and localized (full lines) initial conditions; (f) occupation time
fraction θV (t ) = t−1
∫ t
0 1[0,0.01][x(τ )]dτ [see also Eq. (7)] with sym-
bols derived from simulations and the solid line representing the
theoretical result (56) for the lattice random walk (67). To obtain each
simulation point, we generated 105 Brownian dynamics trajectories
using D = γ = 1 with a time-step dt = 10−4.
of a large number of terms, the summation in the lattice
approximation is limited by the number of lattice points.
Therefore, except for very short times, where the lattice
approximation naturally breaks down, this example
demonstrates that our formalism applies equally well to
Markov-jump processes and diffusion dynamics. Note that
the results in Figs. 4(c) and 4(d) for times t = 1 and 100
correspond to the “short” and “long” trajectory in Fig. 2,
respectively.
C. Local-time fraction in a driven unicyclic network
Let us address in the following a simple three-state model
with broken detailed balance to also address driven systems.
The model corresponds to a simple cycle with states 1, 2, and
3, where all rates in a given direction are equal but each of
them has the same forward/backward asymmetry. The model
may represent, for example, a molecular motor such as the
F1-ATPase driven by ATP hydrolysis [82]. The corresponding
043084-11






































































FIG. 5. (a) Mean local-time fraction 〈θx (t )〉 in states x = 1, 2, 3,
respectively, for a driven unicyclic network starting from steady-state
initial conditions [p0(x0) = Pinv(x0), light blue line; result identical
for any state] and an initial condition localized at x0 = 2 (lines are
theory and points simulations); (b) variance of the local-time frac-
tion σ 2θ,inv(t ) starting from steady-state initial conditions (light blue
line; result identical for any state) and σ 2θ,2(t ) in states x = 1, 2, 3
starting from x0 = 2; (c) covariance of local-time fraction between
states x = 1 and 2, Cθ1θ2 (t ), as a function of time for stationary
(dashed line) and localized (full line) initial conditions; (d) proba-
bility density function of the local-time fraction in state x = 1, V t ≡
θ1(t ), on large-deviation timescales alongside theoretical prediction
of Eq. (56).
transition matrix of the model reads
L̂ =
⎛




and it has eigenvalues λ0 = 0, λ1,2 = −9/2 ± i
√
3/2, and








3 ∓ 5i , 1
)T
. (69)
As a result of broken detailed balance, the eigenspectrum is
complex. In Fig. 5 we analyze the mean [panel (a)], fluctua-
tions [panel (b)], and correlation function [panel (c)] of the
local-time fraction θx(t ) in the various states for nonequi-
librium steady-state initial conditions (light blue lines) and
conditions initially localized in state x0 = 2, i.e., |p0〉 =
(0, 1, 0)T . The theoretical results (lines) show an excellent
agreement with simulations (symbols) carried out using the
Gillespie algorithm [68]. We also confirm the Gaussian statis-
tics of the local-time fraction θx(t ) from Eq. (56) in Fig. 5(d).
1. Generic behavior of the local-time fraction in ergodic systems
Note that an exhaustive study of the statistics of the local-
time fraction is beyond the scope of this work. Nevertheless,
we discuss here some general features of θx(t ). The manner
in which 〈θx(t )〉, starting from some nonequilibrium initial
condition, approaches the ergodic invariant measure Pinv(x)
can be highly nontrivial and even nonmonotonic [see, e.g.,
Figs. 6(a)]. Even when the ergodic limit is reached, where
FIG. 6. Long-time behavior (i.e., t  λ−11 ) of the scaled variance
of the local-time, tσ 2θx (t ), that is time-independent; (a) results for the
Wiener process and (b) the Ornstein-Uhlenbeck processes.
the variance ceases to depend on time, i.e., tσ 2θx (t ) = f (t ),
the fluctuations display a nontrivial behavior (see Fig. 6).
For example, in the case of the Wiener process, fluctuations
are enhanced close to the boundaries, while for the Ornstein-
Uhlenbeck process they become depressed near the minimum.
Both results may be interpreted in terms of random “oscilla-
tions” around a typical position and confined by a boundary
that amplifies fluctuations.
Moreover, the time dependence of 〈θx(t )〉 for nonstationary
initial conditions is often nonmonotonic or has a nonmono-
tonic derivative [see Figs. 7(a) and 7(c)]. A comparison
between 〈θx(t )〉 starting from stationary (dashed lines) and
localized (full lines) initial conditions illustrates the two co-
existing decorrelation mechanisms of θx(t ) at different times,
one corresponding to self-averaging and the emergence of the
central-limit theorem (compare dashed and dotted lines), the
other additionally reflecting the loss of memory of the initial
condition (full lines). Stationary initial conditions often give
rise to larger fluctuations than nonstationary initial conditions
FIG. 7. (a) Mean local-time and (b) variance at x = 0.6 for a
Wiener process starting from equilibrium (dashed line) and from a lo-
calized initial condition p0(x) = δ(x − 0.405) (solid line). (a) Mean
local-time 〈θx (t )〉 and (b) variance σ 2θx (t ) at x = 0.6 for the driven
three-state cycle Eq. (68) starting from stationary (dashed line) and
from a localized initial condition p0(x) = δ(x − 1) (solid line); the
dotted lines correspond to the large-deviation limit (51) and depict
the validity and long-time saturation of the upper bound Eq. (61).
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[compare the dashed and full lines in Figs. 7(b) and 7(d)],
and in the particular case of equilibrium initial conditions for
systems obeying detailed balance, σ 2θ (t ) is a monotonically
decaying function of time t [see Eq. (52) and Figs. 7(b)
and 7(d)] with an upper bound given by the large-deviation
asymptotic [see Eq. (61)] with a ∝ 1/t scaling dictated by the
central-limit theorem [dotted lines in Figs. 7(b) and 7(d)].
The covariance of the local-time fraction between a pair of
points x1 and x2 in the continuous setting [Figs. 3(e) and 4(e)]
or x = 1 and 2 in the discrete setting [Fig. 5(c)], Cθ1θ2 (t ), dis-
plays a similarly nontrivial and nonmonotonic dependence on
time and initial conditions p0(x0) as shown in Figs. 3(e), 4(e),
and 5(c). The striking dependence on the tagged points reflects
a directional persistence of individual trajectories in-between
said points and can therefore be used as a robust indicator of
directional persistence and thus “temporally correlated explo-
ration” on the level of a single trajectory.
2. Universal asymptotic Gaussian limit law for time-average
physical observables
Finally, we comment on the universal asymptotic Gaussian
limit law Eq. (56) for Markovian as well as non-Markovian
time-average physical observables of type (3) of ergodic
stochastic dynamics of the form given in Eqs. (14) and (26).
Namely, using the asymptotic results (47), (51), and (55) in the
large-deviation probability density function (56), and rescal-
ing to the centered and time-independent variables  and i| j
defined in Eqs. (57) and (58), we can rescale the probability
density of any time-average physical observable PLDt (ν̂), and
the conditional probability density of a time-average physical
observable given another time-average physical observable
PLDt (ν̂i|ν̂ j ), to collapse at long times onto a unit normal
probability density (59). For the three models studied here,
Figs. 3(f), 4(f), and 5(d), and additionally for the conditional
probability density function of the occupation time fraction
in x ∈ [0.1, 0.4] given the occupation time fraction in y ∈
[0.6, 0.9] for the Wiener process, we demonstrate this collapse
explicitly in Fig. 8.
D. Precision limit of concentration measurement
by a single receptor
Let us now investigate the physical limit to the precision
of concentration measurements by means of the simplest two-
state Markov-jump process with states  = {0, 1} [28]. The
receptor can either be occupied by a ligand (x = 1) or be
empty (x = 0). Let the background ligand concentration be
c and assume that the ligand binds with a rate kc and unbinds
with rate k, ignoring for simplicity any spatial variations of


















with λ1 = −k(1 + c) being the only nonzero eigenvalue. The
left eigenvectors corresponding to Eq. (70) are 〈L0| = 〈−| =
(1, 1) and 〈L1| = (c,−1). Moreover, since the entire state
space has only two states, we have θ0(t ) = 1 − θ1(t ). Assum-
ing that the system was initially in equilibrium, |p0〉 = |R0〉,
FIG. 8. Collapse of probability density functions of all studied
models at long time onto a unit normal probability density. The sym-
bols correspond to rescaled probability density of occupation time
fraction θV (t )W,OU,cyc [see also Eq. (7)] of the Wiener process (64),
the Ornstein-Uhlenbeck process (66), the driven three-state cycle
(68), respectively, and the conditional probability density function of
occupation time fraction θVx (t )
W|θVy (t )W of the Wiener process for
Vx = x ∈ [0.1, 0.4] and Vy = y ∈ [0.6, 0.9]. The line is a zero mean
unit normal probability density function N (0, 1).
this implies that the mean values of the respective local-
time fractions are given by 〈θ1(t )〉 = (1 + c)−1c and 〈θ0(t )〉 =
(1 + c)−1.
If the receptor estimates the concentration c by reading out
and averaging the fraction of time the ligand is bound, θ1,
over an interval of duration t , the precision of the estimate is
bounded from above by the variance of the local-time fraction
given by Eq. (52) and reads explicitly









Typically one assumes that the measurement t is longer than
any correlation time [28,30,83,84], which in the present set-
ting implies t  1/[k(1 + c)], i.e., much longer than the
correlation time of two-state Markov switching noise, τc ≡
λ−11 = 1/(k + kc) [30]. In this regime, the averaging noise
corresponds to shot noise such that the variance decreases
with the number of statistically independent receptor mea-
surements #t [28,30,83,84], where #t ∼ t/τc is the number of
statistically independent realizations of the two-state process.
Therefore, σ 2θ1 (t ) ∝ 1/#t = τc/t , according to the central-
limit theorem.
Based on the bound derived in Eq. (61), the shot-noise limit
is in fact an upper bound to fluctuations of receptor occupancy
at any duration of measurement, and it saturates only in the
limit t  τc. Namely, a direct application of the bound (61)












(1 + c)2 e
−k(1+c)t dt = 2c
(1 + c)3k , (72)
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implying, according to Eq. (61),









σ 2θ1 (t ). (73)
Therefore, for short and particularly finite measurements, the
shot-noise limit of fluctuations for long receptor read-out
[28,30,83,84] gives only an upper bound to the uncertainty
of the estimate, whereas the inequality becomes sharp at long
times.
Fundamental bounds on the precision of inferring c from
θ1(t ) can be found in [28]. Using the entire time trace of the
receptor occupancy xτ (0  τ  t) instead of the occupation
time θ1(t ) alone, and employing a maximum-likelihood esti-
mate of the concentration c, the error of the resulting estimate
(i.e., its variance) is found to be reduced further by a factor of
1/2 [31,32]. A detailed discussion of the precision of inferring
kinetic parameters by means of nonlocal functionals can be
found in Ref. [37].
VI. CONCLUDING PERSPECTIVE
We developed a general spectral-theoretic approach to
time-average statistical mechanics, i.e., to the statistics of
bounded, local additive functionals of (normal) ergodic
stochastic processes with continuous and discrete state-
spaces. In particular, we have shown how to obtain exactly
the mean, variance, and correlations of time-average observ-
ables from the eigenspectrum of the underlying forward or
backward generator. We rederived the famous Feynman-Kac
formulas using Itô calculus and included a brief deriva-
tion for Markov-jump processes. We combined Feynman-Kac
formulas with non-Hermitian perturbation theory to derive
an exact spectral representation of the results. We demon-
strated explicitly, and quantitatively, the emergence of the
universal central-limit law in a spectral representation on
large-deviation timescales. For the special case of equilibrated
initial conditions and dynamics obeying detailed balance, we
derived a general upper bound on fluctuations of occupation
measures inferred from individual trajectories. We discussed
our theoretical results from a physical perspective and pro-
vided simple but instructive practical examples to demonstrate
how the theory is to be applied. Our work is applicable to con-
tinuous as well as discrete state-space processes, reversible as
well as irreversible, encompassing a wide and diverse range of
phenomena involving time-average observables and additive
functionals in physical, chemical, and biological systems as
well as financial mathematics and econophysics.
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APPENDIX A: THE PERTURBATIVE CALCULATION
We carry out all calculations with the spectrum of the
backward generator L̂†. Equivalent results can be derived us-
ing the forward generator instead. We carry out perturbative
calculations (34) up to second order to derive the results in
Eq. (37).
1. Terms of first order in u
Starting with a perturbation of the backward “kets” and
collecting terms of first order in Eq. (34), we find
−L̂†∣∣L1k 〉+ V |Lk〉 = λ(1)k |Lk〉 + λ†k∣∣L1k 〉 (A1)
and multiply Eq. (A1) by 〈Rl | from the left to obtain
−〈Rl |L̂†
∣∣L1k 〉+ 〈Rl |V |Lk〉 = λ(1)k δkl + λ†k 〈Rl ∣∣L1k 〉. (A2)
Therefore, if k = l we find
λ
(1)
k = 〈Rk|V |Lk〉 ≡ Vkk (A3)
while for k = l we obtain〈
Rl












We now turn to the perturbation of L̂† acting on the bras
from the right and multiply the resulting first-order equation
by |Ll〉 from the right to obtain
−〈R1k∣∣L̂†|Ll〉 + 〈Rk|V |Ll〉 = λ†k 〈R1k∣∣Ll 〉+ λ(1)k δkl . (A6)
For k = l we obtain the eigenvalue-corrections (A3) while for









2. Terms of second order in u
Collecting in Eq. (34) corrections of second order to the
kets we find, upon multiplying by 〈Rl | from the left,
−〈Rl |L̂†
∣∣L2k 〉+ 〈Rl |V ∣∣L1k 〉
= λ(2)k δlk + λ(1)k
〈
Rl
∣∣L1k 〉+ λ†k 〈Rl ∣∣L2k 〉, (A8)






∣∣V̂ ∣∣L1k 〉, (A9)










〈Rl |V |Lk〉. (A10)







(λ†i − λ†k )(λ†l − λ†k )
− VkkVlk




Collecting in Eq. (34) corrections of second order to the bras
we find, upon multiplying from the right by |Ll〉,
− 〈R2k ∣∣L̂†|Ll〉 + 〈R1k∣∣V |Ll〉
= λ(2)k δkl + λ(1)k
〈
R1k
∣∣Ll 〉+ λ†k 〈R2k ∣∣Ll 〉. (A12)
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When k = l we obtain Eq. (A10) while in the case when k = l









(λ†i − λ†k )(λ†l − λ†k )
− VkkVkl




which completes the derivation of Eq. (37).
APPENDIX B: DERIVATION VIA THE DYSON SERIES
In a previous publication [59], we showed how to derive
equations for the moments of ψt for stationary initial con-
ditions, p0(x) = Pinv(x) [Eqs. (52) and (54)], using a Dyson
series approach. Here we sketch how to obtain the moments of
ψt for generic initial conditions p0(x). In contrast to Ref. [59],
we use the forward approach here and expand the tilted prop-
agator up to the second order in u,














′′ |p0〉 + O(u3), (B1)
assuming t > t ′ > t ′′ > 0. Here we confirm that the Dyson series gives results identical to the perturbation calculation.
Mean, fluctuations, and correlations
We now derive 〈V t 〉, σ 2V (t ), and CV 1V 2 (t ) presented in Eqs. (46)–(54) using the Dyson series. Note that this calculation does not
diagonalize the tilted generator L̂† − uV (x) [L̂† − uV (x), respectively]. Starting from Eq. (B1), we can carry out all integrations



























〈Lk|p0〉(1 − e−λkt ), (B2)
where for p0(x) = Pinv(x) we have 〈Lk|p0〉 = δk0 leading to 〈V 〉inv = V00 = Pinv(x).




















|Rm〉〈Lm|e−λm (t−t ′ )V
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k
|Rk〉〈Lk|e−λk (t ′−t ′′ )V
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(
1 − e−λl t
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The sum of these terms yields the sought-after result. The
corresponding result for stationary initial conditions, p0(x) =
Pinv(x), is obtained using 〈Ll |Pinv〉 = δl0, which leads to
Eqs. (52) and (54). When considering correlations, we make
the replacement uV → u1V1 + u2V2 and replace ∂2u1 → ∂2u1u2
to compute the covariance. The formulas above thereby gen-
eralize in a straightforward manner.
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Single-file diffusion in a
bi-stable potential:
Signatures of memory in the
barrier- crossing of a
tagged-particle
This article has been published in The Journal of Chemical Physics under
the Creative Commons Attribution 4.0 International license [55]. Barrier-
crossing dynamics is important in a wide variety of processes, in particular
chemical reactions. Often these analyses focus on the first passage time
statistics. In this article we, instead, focused on how the relaxation of a
non-Markovian observable, the tagged-particle in a single-file, is affected by
the memory generated by the other hidden (integrated out) degrees of free-
dom and a barrier in the potential. We considered the memory kernel of
the correlation function obtained by the Zwanzig theory and the difference
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ABSTRACT
We investigate memory effects in barrier-crossing in the overdamped setting. We focus on the scenario where the hidden degrees of freedom
relax on exactly the same time scale as the observable. As a prototypical model, we analyze tagged-particle diffusion in a single file confined
to a bi-stable potential. We identify the signatures of memory and explain their origin. The emerging memory is a result of the projection
of collective many-body eigenmodes onto the motion of a tagged-particle. We are interested in the “confining” (all background particles
in front of the tagged-particle) and “pushing” (all background particles behind the tagged-particle) scenarios for which we find non-trivial
and qualitatively different relaxation behaviors. Notably and somewhat unexpectedly, at a fixed particle number, we find that the higher the
barrier, the stronger the memory effects are. The fact that the external potential alters the memory is important more generally and should
be taken into account in applications of generalized Langevin equations. Our results can readily be tested experimentally and may be relevant
for understanding transport in biological ion-channels.
© 2020 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0025785., s
I. INTRODUCTION
Non-linear stochastic flows are at the heart of thermally driven
processes in systems whose potential energy surfaces are character-
ized by multiple local energy minima. Pioneered by the seminal work
of Kramers,1 the concept of thermally activated barrier-crossing has
ever since been applied to diverse phenomena, including chemical
reactions,2–4 tunnel diodes,5 laser-pumping,6 magnetic resonance,7
conformational dynamics and folding of proteins8–16 and nucleic
acids,17,18 and receptor–ligand binding19 to name but a few.
From a theoretical point of view, the most detailed and precise
results were obtained in the context of relaxation phenomena20–26
and first passage time statistics27–34 in Markovian (i.e., memory-
less) systems. However, physical observables typically correspond
to lower-dimensional projections, and the observed dynamics is
Markovian only under quite restrictive conditions on the nature of
the projection.35 Quoting van Kampen: “Non-Markov is the rule,
Markov is the exception.”36
Over the years, the non-Markovian barrier-crossing has there-
fore received special attention. Most approaches considered a gen-
eralized Langevin equation in the underdamped regime with diverse
phenomenological memory kernels for the velocity in the high37–39
and low40,41 viscosity limits. In the case of diffusion in double-well
potentials, unified solutions have been obtained.42 Seminal results
on non-Markovian effects in the crossing of high energy barri-
ers have been obtained by Mel’nikov and Meshkov43 and were
later extended to low barriers by Kalmykov, Coffey, and Titov.44
Important results on the non-Markovian barrier-crossing have been
obtained in the context of condensed-phase dynamics.45–47 More
recent studies of memory effects in bi-stable potentials have been
carried out in the context of conformational dynamics of macro-
molecules16,48–50 and the role of hydrodynamic memory in sur-
mounting energy barriers,51 while recent applications involve the
interpretation of experiments on the folding of a DNA hairpin.52
Quite detailed analytical results have also been obtained for
overdamped non-Markovian stochastic flows in bi-stable potentials,
J. Chem. Phys. 153, 194104 (2020); doi: 10.1063/5.0025785 153, 194104-1
© Author(s) 2020
The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp
in particular for exponentially correlated noise.53–57 Characteristic
of these studies is that the memory is introduced phenomenologi-
cally and/or the systems typically possess slow and fast degrees of
freedom. Thereby, integrating out of fast degrees of freedom leads
to memory, and timescales similar to, or longer than, the correlation
time are of interest.
Here, we are interested in the scenario where the background
degrees of freedom (i.e., those that become integrated out) relax on
exactly the same time scale as the observable. In particular, we are
interested in the relaxation dynamics of a tagged-particle in a sin-
gle file of Brownian particles confined to a bi-stable potential and
investigate the role of the height of the potential barrier. Project-
ing out particles’ positions introduces memory and strongly breaks
Markovianity.35 The more particles’ coordinates become integrated
out, the stronger Markovianity is broken.35 A distinguishing char-
acteristic of our approach with respect to the existing literature is,
therefore, that we do not introduce memory phenomenologically
via a generalized Langevin equation. Instead, the memory arises
explicitly as a result of projecting out degrees of freedom in an
exactly solvable Markovian many-body system. This is important
because any external potential, in general, also affects the mem-
ory in the tagged-particle’s dynamics.35,58,59 One, therefore, may not
employ ad hoc memory kernels that are independent of the exter-
nal potential, except when the potential does not act as background
degrees of freedom and the interaction between the background
degrees of freedom and the tagged-particle is harmonic or negligibly
weak.
Single-file models are generically used to describe strongly cor-
related, effectively one-dimensional, systems and processes, e.g.,
biological channels,60 transport in zeolites,61 crowding effects in
gene regulation,62,63 superionic conductors,64 and strongly corre-
lated one-dimensional soft matter systems in general.65–68 Over the
past few years, diverse theoretical studies yielded deep insight about
the anomalous tagged-particle diffusion69–77 and the emergence and
meaning of memory.35,78,79 Single-file diffusion in potential land-
scapes has been studied by computer simulations.80
It is well known that a tagged-particle’s diffusion in any homo-
geneous overdamped system of identically interacting particles with
an excluded mutual passage is asymptotically subdiffusive, i.e., the
tagged-particle’s mean squared displacement asymptotically scales
as ⟨x2⟩ ∼ t1/2 (see, e.g., Ref. 81). However, the manner in which
crowding/steric obstruction and particle correlations affect memory
in barrier-crossing, and in particular in the relaxation toward equi-
librium and how such memory can be inferred and quantified from
measurable physical observables, has so far remained elusive. Our
results are relevant in the context of search processes of proteins
on DNA in the presence of macromolecular crowding involved in
transcription regulation and on a conceptual level for transport in
ion-channels. More generally, the methodological framework pre-
sented here does not require an analytical solution of the problem to
be known and can thus also be applied in the analysis of experiments
or computer simulations.
In this work, we provide in Sec. II an analytical solution to the
problem using the coordinate Bethe ansatz. In Sec. III, we analyze
the equilibrium correlation functions and underlying linear mem-
ory kernel as a function of the barrier height and number of particles
in the single file. Section IV addresses the relaxation to equilibrium
from a fixed, non-equilibrium initial condition of the tagged-particle
in the “confining” and “pushing” scenario, respectively. We con-
clude with a brief discussion including potential applications and
extensions of our results.
II. THEORY
We consider a single file of N point-particles confined to a box
of length of L = 2π. In the center of the box, there is a square-
top energy barrier of width π and height Ub [see Fig. 1(a)]. More
precisely, each particle experiences the potential82,83
U(x) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, π > ∣x∣ > π/2
Ub, ∣x∣ ≤ π/2∞, otherwise. (1)
The particles move according to overdamped Brownian dynamics
but are not allowed to cross. For simplicity and without loss of
generality, we set D = 1, which is equivalent to expressing time in
units of 4π2/D, and express U in units of thermal energy kBT, i.e.,
U →U/kBT. The probability density of the set of positions {xi} = x of
the N particles evolves according to the many-body Fokker–Planck
equation,
(∂t − N∑
i=1[∂2xi + ∂xi{∂xi U(xi)}])G(x, t∣x0) = 0, (2)
with the initial condition G(x, 0∣x0) = ∏Ni=1 δ(xi − x0i), where the
operator in curly brackets { } acts only within the bracket. Equa-
tion (2) is equipped with the set of external and internal boundary
conditions,
∂x1 G(x, t∣x0)∣x1=−π = ∂xN G(x, t∣x0)∣xN=π = 0,(∂xi+1 − ∂xi)G(x, t∣x0)∣xi+1=xi = 0, (3)
and is solved exactly using the coordinate Bethe ansatz (for tech-
nical details, refer to Refs. 35, 79, and 84). In a nutshell, the Bethe
ansatz solution exploits the intuitive fact that a trajectory of N iden-
tical non-crossing Brownian particles is identical to that of an ideal
Brownian gas if we re-label the particle indices such that that they
are ordered at all times. As a result, one can construct the probability
density of the set of particles’ positions x by a suitable permutation of
the products of probability densities of individual, non-interacting
particles. In turn, an eigenfunction expansion of the many-body
Fokker–Planck operator can be obtained by permuting products of
single-particle eigenspectra, which is what we exploit in the present




where ΨLk(x) and ΨRk(x) are the so-called left and right Bethe
eigenfunctions, respectively, defined as
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FIG. 1. (a) Schematic of the potential
U(x) defined in Eq. (1); single file with
N = 5 particles. Throughout this work, we
either tag the first (magenta stands for i
= 1) or the last (orange stands for i = N)
particle. (b)–(d) depict the equilibrium
probability distribution Peq(xi) for i = 1
(b), i = 3 (c), and i = 5 (d) in a single file
with N = 5 for different barrier-heights Ub,
respectively.
where ψL,Rn (x) are the orthonormal eigenfunctions of the single-
particle problem (given in the Appendix), the sum over {k} refers
to the sum over all permutations of the multiset k, and N is the
number of these permutations k. Λk = ∑Ni=1 λki refers to the Bethe
eigenvalue with multi-index k = {ki}, i ∈ [1, N], and Ôx is the particle-
ordering operator, which ensures that x1 ≤ ⋯ ≤ xi ≤ ⋯ ≤ xN . More-






, mod (n, 4) = 0,
(n − 1
2
+ ν)2, mod (n, 4) = 1,
n2
4
, mod (n, 4) = 2,
(n + 1
2
− ν)2, mod (n, 4) = 3,
(6)
where ν = 2 arctan(e−Ub/2)/π and mod(k, l) stands for the remainder
of the division k/l.
We are interested in the non-Markovian probability density of
xi and the position of the ith tagged-particle under the condition that
the initial positions of the remaining particles are drawn from those
equilibrium configurations that contain particle i at x0, which reads
(for a derivation, see Refs. 35, 79, and 84)
G(xi, t∣x0i) = V−100 (x0i)∑
k
V0k(xi)Vk0(x0i)e−Λkt , (7)
where the “overlap-elements” Vkl(xi) are defined as84





with ml being the multiplicity of the multiset l, and NL = i − 1 and
NR = N − i are the number of particles to the left and right of the
tagged-particle, respectively. In Eq. (8), we introduced the auxiliary
functions




Note that the equilibrium probability density of the tagged-particle’s
position is given by [see Eq. (7)] Peq(xi) ≡ limt→∞ G(xi, t∣x0i)= V00(xi) and is depicted for various values of Ub in Figs. 1(b)–
1(d). Intuitively, as Ub increases, particles become expelled from the
barrier.
In Ref. 84, we have developed an algorithm designed to effi-
ciently cope with the combinatorial complexity of the implemen-
tation of the analytical solution in Eq. (7). Due to the piece-wise
constant nature of the potential U(x) in Eq. (1), all integrals (9) can
be computed analytically. As the resulting expressions are lengthy,
we do not show them here. Instead, they are readily implemented in
an extension of the code published in Ref. 84 (see the supplementary
material).
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III. LINEAR CORRELATIONS AT EQUILIBRIUM
First, we consider linear correlations at equilibrium and limit
the discussion in the reminder of this paper to tagging the first or
last particle (i.e., throughout, we set i = 1 or i = N). That is, we are
interested in the normalized positional autocorrelation function of a
tagged-particle, defined as
Ci(t) = ⟨xi(t)xi(0)⟩ − ⟨xi⟩2⟨x2i ⟩ − ⟨xi⟩2 , (10)
where the covariance of the position is defined as
⟨xi(t)xi(0)⟩ ≡ ∫ π−π dxi ∫
π
−π dx0i xix0iG(xi, t∣x0i)Peq(x0i) (11)
and ⟨xni ⟩ = ∫π−πdxi xni Peq(xi). The above integrals have been per-
formed numerically by means of Gauss–Kronrod quadrature.85 Note
that Eq. (10) alongside Eqs. (5)–(9) necessarily implies the structure
Ci(t) = ∑k≠0 ake−Λkt with∑k≠0ak = 1, where all ak ≥ 0.86 The results
for C1(t) as a function of the barrier height Ub are depicted in Fig. 2.
Since U(x) is symmetric, the autocorrelation functions of the first
and last particles coincide, i.e., C1(t) = CN (t).
The autocorrelation of an isolated particle (i.e., N = 1) in
Fig. 2(a) displays for a given value of Ub to a good approxima-
tion an exponential decay with rate Λ1 = λ1 given by Eq. (6). This
reflects that positional correlations decay predominantly due to
barrier-crossing. Conversely, as the number of particles increases,
C1(t) decays on multiple timescales [see Fig. 2(b)] and develops an
“anomalous” shoulder on shorter timescales78 whose span increases
with the barrier height Ub. A comparison of C1(Λ−11 ) reveals that
the relative decay of correlations from the relaxation time τrel ≡ Λ−11
onward is substantially reduced for about a factor of 2 compared
to the isolated particle case. τrel denotes the timescale on which the
system reaches equilibrium from any initial condition. Note that (i)
C1(t) measures relative correlations, and (ii) according to Eq. (7)
(terminal), relaxation roughly corresponds to the particles individ-
ually crossing the barrier several times. It is also important to note
that the natural timescale of a tagged-particle is set by the average
collision time35,79 τcol = 1/N2, which decreases with an increase in
N. That is, in units of the average number of collisions, t → t/τcol
correlations decay more slowly for larger N.
A common means to quantify the extent of correlations found
in the literature is the so-called correlation time Tc,25,26,44,87 and it
should be compared with the actual relaxation time τrel,88
Tc = ∫ ∞
0
dtCi(t), τrel ≡ Λ−11 = ( 2π arctan(e−Ub/2))
−2
, (12)
where we note that for high barriers, i.e., UB≫ 1, the relaxation time
follows the expected Arrhenius scaling τrel ≃ 4eUb/π2. In Fig. 3(a), we
depict the correlation time for the leftmost particle in units of τcol as
a function of the barrier height Ub for different N. For an isolated
particle, Tc = Tisolatedc agrees very well with τrel for all values of Ub,
confirming the idea that C(t) decays to a very good approximation as
a single exponential. Note that for systems obeying detailed balance,
the mathematical structure of Ci(t) trivially implies a shorter correla-
tion time as soon as Ci(t) decays on multiple timescales if the longest
timescale Λ−11 is the same. This is particularly true when compar-
ing Ci(t) of a tagged-particle in a single file with an isolated particle.
Namely,
Tc =∑
k≠0 ak/Λk ≤∑k≠0 ak/Λ1 = Λ−11 ≈ Tisolatedc . (13)
Therefore, the interpretation of Tc should always be made cautiously
and in the particular case of tagged-particle diffusion in a single file
is not meaningful if we consider Tc on an absolute scale. However, it
becomes somewhat more meaningful on the natural timescale, i.e.,
when time is expressed in terms of the average number of inter-
particle collisions (see also Ref. 35). Inspecting C1(t) on this natural
time scale, we find in Fig. 3(a) that the tagged-particle on average
undergoes more collisions before it decorrelates for larger values of
N, and this number increases with an increase in Ub.
Moreover, as N increases, the space explored by a tagged-
particle becomes progressively more confined35 rendering the cor-
relation time Tc on an absolute timescale also intuitively shorter.
Indeed, in Fig. 3(b), we depict the ratio Tc/Λ−11 , which decreases with
an increase in N for any barrier height Ub. Note that Λ−11 is inde-
pendent of N and the breaking of Markovianity (reflected, e.g., in
the violation of the Chapman–Kolmogorov semi-group property35)
is encoded entirely in the overlap elements V0k, Vk0. For systems
with microscopically reversible dynamics, Tc/Λ−11 < 1 quite gen-
erally implies that relaxation evolves on multiple timescales. Thus,
the results in Fig. 3(b) suggest, in agreement with intuition, that
more and more timescales are involved in the relaxation of a tagged-
particle’s position in equilibrium as we increase N. In other words,
on the level of linear correlations’ signatures of memory of the ini-
tial conditions of “latent”/background, particles are reflected in the
multi-scale relaxation of C1(t).
FIG. 2. Position autocorrelation function
C1(t) of an isolated particle (a) and the
leftmost tagged-particle in a single file
with five particles (b) as a function of
the barrier height Ub. Symbols denote
C1(Λ−11 ).
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FIG. 3. (a) Tc (in units of collision time)
for the first particle (i.e., i = 1) as a
function of the barrier height Ub for var-
ious values of N. The full line depicts
τrel ≡ Λ−11 (in absolute time units). (b)
Ratio Tc /τrel as a function of the barrier
height Ub for various values of N; both Tc
and τrel are measured in units of collision
time.
As shown by Zwanzig from first principles,58,59 one can also
analyze the memory encoded in Ci(t) defined in Eq. (10) in terms
of a memory function KU (t) defined through
d
dt
Ci(t) = −∫ t
0
KU(s)Ci(t − s)ds, (14)
where the subscript U is included to stress that the memory kernel
depends on the external potential. The kinetic equation (14) obeyed
exactly.58,59
Note that the memory kernel KU (t) in the linear kinetic equa-
tion (14) is not equivalent to the memory kernel entering a non-
linear generalized Langevin equation for a tagged-particle motion
in a potential of mean force.48,49,59 If, however, one were to com-
pute Ci(t) from such a non-linear generalized Langevin equation,
this would yield Eq. (14). Here, we aim to connect quantitatively
the different signatures of memory encoded in Ci(t) and the correla-
tion time Tc solely by means of the information encoded in Ci(t).
Note that this approach is simple and model-free and can there-
fore directly be used in the analysis of experimental and simulation
data. Alternatively, one may equally well use a non-linear framework
(for an excellent recent example, see Ref. 89) that, however, requires
more effort and a more detailed input.
We determine KU (s) from the Laplace transform of Eq. (14),
K̃U(u) = 1∑k≠0 ak/(Λk + u) − u, (15)
where f̃ (u) ≡ ∫∞0 e−utf (t)dt. The inverse Laplace transform is, in
turn, determined by numerically inverting Eq. (15) using the fixed
Talbot method.90
By construction, ∫t0KU(s)Ci(t − s)ds ≥ 0, and therefore, KU (t)
must have a positive contribution at least for t → 0. For example,
if Ci(t) decays exactly as a single exponential with rate Λ, we have
K̃U(u) = Λ, and hence, KU (t) = Λδ(t). In fact, one can show by
means of Mori’s projection-operator formalism that KU (t) has the
generic structure KU (t) = aδ(t) + ζ(t), where a > 0 and ζ(t) is a
smooth function of t [see, e.g., Eq. (8.61) in Ref. 59].
More generally, when memory is short-lived, that is, when
K(t) decays rapidly compared to the timescale on which Ci(t)
changes appreciably, we may approximate Eq. (14) as ddt Ci(t)≈ −(∫∞0 K(s)ds)Ci(t) ≡ −ΛCi(t), and hence, the autocorrelation
decays approximately as a single exponential Ci(t) ≈ e−Λt—the sys-
tem is therefore said to be effectively memoryless (Markovian).58,59
The memory kernel of an isolated particle and that of the left-
most tagged-particle in a single file are depicted in Fig. 4 [note that
we depict −KU (t) > 0, implying an anti-persistent motion]. The
unavoidable truncation of the spectral solution (7) does not allow us
to determine KU (t) in the limit of t→ 0. In the case of an isolated par-
ticle [Fig. 4(a)], the memory is short-lived and decays on a timescale
t ≪ Λ−11 much shorter than the relaxation time and decreases with
the barrier height Ub. This agrees with the essentially single expo-
nential decay of C1(t) found in Fig. 2 and implies that the dynamics
is essentially memoryless.58,59
Conversely, in the case of a tagged-particle [see Fig. 4(b)], KU (t)
displays a strikingly different behavior. First, the range where KU (t)
FIG. 4. Memory kernel −KU(t) of an iso-
lated particle (a) and the leftmost tagged-
particle in a single file with five par-
ticles (b) as a function of the barrier
height Ub shown on a double logarith-
mic scale. The inset provides the same
results shown on a linear-logarithmic
scale. We used 900 pairs ak,Λk to deter-
mine K̃U(u) in Eq. (15). Note that the
range of t in (a) and (b) is different.
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considerably differs from zero is orders of magnitude longer and
increases with an increase in the barrier height Ub. Second, the anti-
persistence of KU (t) is much larger than for an isolated particle, and
third, for high barriers, KU (t) develops a shoulder, indicating a tran-
siently stalled decay of memory, presumably due to “jamming” in
front of the barrier prior to crossing. The latter acts as a transient
entropic trap.
Importantly, Ub strongly and non-trivially affects the memory
in the tagged-particle’s motion [compare with the trivial effect of
Ub on K(t) for an isolated particle in Fig. 4(a)]. As a result, any
microscopically consistent memory kernel KU (t) must depend on
the external potential U(x). The reason is twofold: (i) the external
potential also acts on the background degrees of freedom and (ii)
the coupling of the background degrees of freedom and the tagged-
particle’s motion is strong. In fact, whenever (i) and/or (ii) hold,
the external potential generally alters the memory. Conclusive evi-
dence that the potential affects the memory function has been found,
e.g., by atomistic computer simulations of molecular solutes in
water.91
In contrast to C1(t) depicted in Fig. 2, which on an absolute
timescale decays to zero faster for larger N as a result of being
normalized and having the same relaxation time Λ−11 , the memory
kernel KU (t) clearly displays long-time memory effects that become
more pronounced as N increases. This can be understood by noting
that KU (t) in Eq. (14) is unaffected by the normalization. The mem-
ory kernel is thus more informative than C1(t) and less ambiguous
than correlation times Tc. Moreover, it is not required that Ci(t) is
known analytically in order to apply the analysis.
IV. RELAXATION FROM A PINNED CONFIGURATION
We now focus on the “complete” (i.e., including correlations
to all orders) relaxation to equilibrium from a pinned configuration.
That is, we are interested in those initial configurations where either
the first (i = 1) or the last (i = N) particle is pinned at x0, while
the initial conditions of the remaining particles are drawn from the
corresponding pinned equilibria (i.e., those equilibrium many-body
configurations where the first/last particle is located at x0). In this
non-stationary setting, the analysis of memory kernels seems less
sensible since these would depend explicitly on time and x0.
We quantify the relaxation dynamics by means of D(t, x0i),
the Kullback–Leibler divergence92 between the non-Markovian
probability density of the tagged-particle’s position at time t,
G(xi, t∣x0i) in Eq. (7), and the respective equilibrium density Peq(xi)≡ limt→∞ G(xi, t∣x0i),
D(t, x0i) ≡ ∫ π−π dxG(x, t∣x0i) ln(G(x, t∣x0i)Peq(x) ). (16)
In physical terms, D(t, x0i) represents the displacement from equi-
librium in the sense of an excess instantaneous free energy, i.e.,
kBTD(t, x0i) = F(t) − F.93–95 Since the integral in Eq. (16) cannot
be performed analytically, we evaluate it numerically. We always
pin the initial position of the tagged-particle at x0 = −2. Accord-
ing to the effect of the pinning on the relaxation of the tagged-
particle, the scenario in which we tag the first particle is referred to as
“confining” (since background particles obstruct the relaxation of
the tagged-particle) and the one in which we tag the first particle as
“pushing” (since background particles exert an entropic force push-
ing the tagged-particle over the barrier). D(t, x0i) as a function of the
barrier height Ub for N = 5 and N = 9 is shown in Fig. 5.
Note that limt→0 D(t, x0i) = ∞ irrespective of N and Ub since
we are comparing a delta distribution with a smooth probability den-
sity. Conversely, in an arbitrarily small time interval τε > 0, the non-
Markovian tagged-particle density G(x, t∣x0i) evolves to a smooth,
well-behaved probability density such that D(t > 0, x0i) is always
finite and the “pathology” at t = 0 is mathematical and not physical.
FIG. 5. Time evolution of D(t, x0i) for
various barrier heights Ub for N = 5 [(a):
confining and (b): pushing] and N = 9
[(c): confining and (d): pushing], respec-
tively. The symbols denote D(Λ−11 , x0i).
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With this in mind, we observe in Fig. 5 a striking difference
between the “confining” and “pushing” scenarios. In the “confin-
ing” setting, D(t, x01) at a fixed time t is a monotonically increasing
function of Ub and as a function of time decays on a timescale that
seems to be rather independent of Ub. In the “confining” scenario,
an increase in Ub displaces the system at t = 0+ further from equi-
librium. This is intuitive because Peq(x1) becomes more strongly
confined to the boundary and hence away from x0. To a domi-
nant extent, relaxation occurs already on timescales t ≳ 1 ≪ Λ−11 .
The reason may be found in the fact that Λ−11 corresponds to the
mixing/ergodic timescale on which the full single file (and thus
the tagged-particle) explores the entire system. In the “confining”
scenario, the background particles are drawn from a distribution
that resembles closely the unconstrained equilibrium, and in addi-
tion, the tagged-particle is nominally unlikely to be found in the
right well in equilibrium. Therefore, the fraction of paths that
cross the barrier in the ensemble of relaxation paths is small, ren-
dering V0kVk0 for low-lying k essentially negligible [see Eq. (7)].
Nevertheless, a second, slower relaxation stage is still discernible
at t ≳ 1.
Conversely, in the “pushing” scenario depicted in Figs. 5(b) and
5(d), we find (i) the dependence of D(0+, x01) on Ub to be inverted,
and (ii) for given N and Ub, relaxation extends to much longer
timescales compared to the “confining” scenario. In order to ratio-
nalize (i), we consider a pair of barriers Ub1 , Ub2 and take the limit
lim
t→0(D b1(t, x0) −D b2(t, x0)) = ln(P b2eq (x0)/P b1eq (x0)), (17)
which is finite and well defined despite the fact that limt→0 D b1 ,b2(t, x0) are infinite. Equation (17) explains that the dependence of
D(0+, x0) on Ub is not unique and depends on the pinning point
x0, which determines whether or not P b2eq (x0)/P b1eq (x0) is greater
or smaller than 1 [see Figs. 1(b) and 1(d)]. (ii) can be understood by
an extension of the argument put forward in the discussion of the
“confining” scenario, i.e., as a result of the pinning, the initial con-
figurations of the background particles are displaced much further
away from equilibrium, rendering V0kVk0 for low-lying k substan-
tial [see Eq. (7)]. Therefore, a pronounced second relaxation stage is
visible at longer times t ≳ 1.
Based on Fig. 5 alone we are not able to deduce whether these
observations are a trivial consequence of the pinning in the sense
that they have nothing to do with memory (note that a Markov
process “remembers” the initial condition up to ∼τrel) or whether
they are, in fact, a signature of memory in the dynamics. Additional
insight is gained by inspecting the relaxation of the full, Markovian
single file evolving from the same initial condition, i.e.,
DM(t, x0) ≡ [ N∏
i=1 ∫
π
−π dxi]G(x, t, P0) ln(G(x, t, P0)Peq(x) ), (18)
where we have introduced the joint Markovian two-point proba-
bility density G(x, t, P0) ≡ ∫dy0G(x, t|y0)P0(y0), and whereby, for−π < x0 < −π/2, P0(y) is defined as
P0(x) = N!(π + x0)−NL Ôxδ(xi − x0) e−Ub∑
N
j=i+1 θ(π/2−∣xj ∣)
(πe−Ub − x0)NR , (19)
where θ(x) is the Heaviside step function and Peq(x)= limt→∞ G(x, t∣x0). The integration in Eq. (18) can be per-
formed analytically (for details, see Ref. 95). Introducing the
two-point joint density of the single-particle problem Γt(x, a, b)≡ ∑k ψRk (x)[∫badyψLk(y)P0(y)]e−λkt , with P0(y) ≡ θ(−π/2 − y)/(π + x0)+ θ(y + π/2)e−U(y)/(πe−Ub − x0) and the auxiliary function
Ξt(a, b) = ∫ b
a
dxΓt(x, a, b) ln(Γt(x, a, b)/Peq(x)), (20)
where Peq(x) = e−U(x)/π(1 + e−Ub), the result reads
DM(t, x0) = Ξt(−π,π)Ξt(−π, x0)NLΞt(x0,π)NR . (21)
An explicit solution is obtained with the aid of Mathematica.96 As it
is bulky, but straightforward, we do not show it here. The Marko-
vian result in Eq. (21) for the same set of parameters, as in Figs. 5(a)
and 5(b), is depicted in Fig. 6. A comparison of Figs. 5 and 6 reveals
that the second, long-time relaxation stage observed in the “pushing”
scenario of Fig. 5 is absent in the Markovian setting (compare Figs. 5
and 6, and note that the relaxation time Λ−11 is identical in both set-
tings). This, in turn, implies that the pronounced second relaxation
stage in the non-Markovian, tagged-particle scenario at times t ≳ 1
is, indeed, a signature of memory.
FIG. 6. Time evolution of DM(t, x0i) for
various barrier-heights Ub for N = 5 [(a):
confining, i = 1 and (b): pushing, i = N].
The symbols denote DM(Λ−11 , x0i).
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V. DISCUSSION
We identified pronounced signatures of memory in the over-
damped relaxation of a tagged-particle in a single file confined to
a bi-stable potential. On the level of linear correlations in equilib-
rium, memory is visible in the form of a multi-scale relaxation of the
autocorrelation function (see Fig. 2), a substantial and long-ranged
(linear) memory kernel [see Fig. 4(b)], and a seemingly paradoxical
shortening of the so-called correlation time Tc (see Fig. 3). The latter
was shown to be an artifact of the definition of Tc. When includ-
ing the complete correlation-structure as encoded in the so-called
excess instantaneous free energy [see Eq. (16)], distinctive signa-
tures of memory emerge in the form of a second, late-time relaxation
regime.
The memory originates from the fact that the entire single file
relaxes to equilibrium in the form of linearly independent many-
body eigenmodes, which become projected onto the motion of
a tagged-particle.35,79 The projection couples distinct modes, thus
breaking Markovianity and giving rise to memory.35 It turns out
to be very important which particle is tagged. Here, we were only
interested in the “confining” (all background particles in front of
the tagged-particle) and “pushing” (all background particles behind
the tagged-particle) scenarios and found qualitatively different relax-
ation behaviors. A systematic analysis would be required to under-
stand the intricate details on how the number of particles on each
side affects relaxation dynamics, which is beyond the scope of the
present work.
We have shown that the memory non-trivially depends on the
external potential. That is, a tagged-particle was shown to experi-
ence the external potential directly (i.e., time-locally) and indirectly
through the effect it exerts on the memory kernel. This effect is
general—it occurs whenever the potential is sufficiently strong and
also acts on either the latent degrees of freedom (i.e., those that are
integrated out) or the interaction between the tagged-particle and
the latent degrees of freedom that is not harmonic or, more gener-
ally, non-negligible. Direct evidence for the effect has been found
in all-atom computer simulations of the hydration of molecular
solutes.91 It is important to keep this in mind when applying gen-
eralized Langevin equations (GLEs) with phenomenological mem-
ory kernels or microscopically consistent GLEs “decorated” with an
external potential as these may lead to erroneous conclusions or
misinterpretations.
The application of the methodology for extracting and analyz-
ing memory in tagged-particle dynamics put forward in Eqs. (10),
(14), and (16) requires neither Ci(t) nor G(x, t∣x0i) to be known
analytically. The quantities can be equally well determined from
experiments or computer simulations. The analysis is expected to
provide insight into memory effects as long as either the “crowd-
ing” (i.e., the concentration of background particles) and/or the
barrier-height can be controlled. The qualitative features of the sig-
natures of memory are expected to be preserved in most systems of
effectively one-dimensional systems with obstructed tagged-particle
dynamics. The proposed analysis of memory effects can be viewed
as complementary to the analysis of anomalies in tagged-particle
diffusion.97–99
Our results can readily be tested by existing experiments prob-
ing colloidal particle systems (see, e.g., Refs. 100–102) and may,
furthermore, be relevant for a theoretical description of transport
in ion-channels.103–106 Our results can be extended in diverse ways,
most immediately by including other types of inter-particle interac-
tions81 and time-dependent energy barriers.107
SUPPLEMENTARY MATERIAL
See the supplementary material for the extension of the code
published in Ref. 84 that implements the analytical results presented
this article.
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APPENDIX: SINGLE PARTICLE EIGENSPECTRUM
In this appendix, we give explicit expressions for the single-
particle eigenfunctions that are required in the diagonalization of
the many-body Fokker–Planck operator using the so-called coordi-
nate Bethe ansatz. For details of the solution method, see Refs. 35,
79, and 84. The eigenfunctions of the corresponding single-particle
eigenvalue problem are
(∂2x + ∂x{∂xU(x)})ψRk (x) = −λkψRk (x),(∂2x − {∂xU(x)}∂x)ψLk(x) = −λkψLk(x), (A1)
where ψL,Rk (x) : [−π,π] → R allow for a spectral decomposition of
the single-particle Green’s function,
Γ(x, t∣x0) =∑
k
ψRk (x)ψLk(x0)e−λkt . (A2)
ψL,Rk (x) enter Eq. (5) and are here defined via their “Hermitianized”
counterpart ψk(x) : [−π,π] → R as ψRk (x) = e−U(x)/2ψk(x) and






π(1 + e−f 0) cos(
√




− cos(√λk(x + π))√
π
, x < −π/2
sin(√λkx)√
π
, ∣x∣ ≤ π/2
cos(√λk(x − π))√
π
, x > π/2
, mod (k, 4) = 1,
(A4)
ψk(x) =√2 eU(x)/2√
π(1 + ef 0) cos(
√
λkx), mod (k, 4) = 2, (A5)
J. Chem. Phys. 153, 194104 (2020); doi: 10.1063/5.0025785 153, 194104-8
© Author(s) 2020
The Journal





, x < −π/2
sin(√λkx)√
π
, ∣x∣ ≤ π/2
− cos(√λk(x − π))√
π
, x > π/2
, mod (k, 4) = 3,
(A6)
where δk ,0 is the Kronecker delta.
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Chapter 9
A Toolbox for Quantifying
Memory in Dynamics Along
Reaction Coordinates
This article is currently under review. The pre-print is freely available from
the ArXiv repository [56]. Often experimental time-series represent a pro-
jected observable and the presence and extent of memory in these traces
is not easy to quantify. In this work we provide two practical tools to
measure memory effects: the first relies on the comparison with a related
Markovian (by definition) process displaying the same equilibrium proba-
bility density function, while the second checks if the process satisfies the
Markovian semi-group property. We test both methods against a theoretical
model for flexible polymers (the Rouse chain) and against an experimental
series describing the end-to-end distance of a DNA hairpin kindly provided
by the Woodside lab from the University of Alberta (Canada).
121
A Toolbox for Quantifying Memory in Dynamics Along Reaction Coordinates
Alessio Lapolla and Aljaž Godec∗
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Memory effects in time-series of experimental observables are ubiquitous, have important con-
sequences for the interpretation of kinetic data, and may even affect the function of biomolecular
nanomachines such as enzymes. Here we propose a set of complementary methods for quantifying
conclusively the magnitude and duration of memory in a time series of a reaction coordinate. The
toolbox is general, robust, easy to use, and does not rely on any underlying microscopic model. As
a proof of concept we apply it to the analysis of memory in the dynamics of the end-to-end distance
of the analytically solvable Rouse-polymer model and an experimental time-series of extensions of
a single DNA hairpin measured in an optical tweezers experiment.
The dynamics of complex, high-dimensional physical
systems such as complex biomolecules is frequently de-
scribed by means of memory-less, Markovian diffusion
along a low-dimensional reaction coordinate [1–9]. Such
simplified models often accurately describe selected ob-
servations in experiments [10–14] and computer simula-
tions [1, 6, 7]. However, as soon as latent, hidden de-
grees of freedom that become projected out do not relax
instantaneously on the time scale we observe the reac-
tion coordinate [15], or the reaction coordinate does not
locally equilibrate in long-lived meta-stable meso-states
[16], almost any projection of high-dimensional dynamics
onto a lower dimensional coordinate introduces memory
[15–24].
Memory effects can have intriguing manifestations in
the evolution of both, ensemble- [15, 25–28] and time-
average observables [15, 29], and are often particularly
well-pronounced in observations that reflect, or couple
to, intra-molecular distances in conformationally flexible
biomolecules [16, 18, 20–22, 25, 30–38]. Moreover, if the
dynamics is ergodic in the sense that the system relaxes
to a unique equilibrium probability density function from
any initial condition (i.e. the reaction coordinate has a
unique free energy landscape) then the memory is neces-
sarily transient [15]. Whether or not memory is in fact
relevant depends on how its extent compares to the re-
laxation time and whether or not the latter is reached in
an experiment. If the extent of memory is comparable
to, or longer than, the time-scale on which biomolecules
operate, such e.g. enzymes catalyzing chemical reactions
[39, 40], non-Markovian effects shape biological function.
It is therefore important to asses the presence and
duration of memory effects in the dynamics along re-
action coordinates. An elegant “test of Markovianity”
of a reaction coordinate has recently been proposed by
Berezhkovskii and Makarov, who considered the behav-
ior of transition paths [41]. The authors provide a pair of
inequalities whose violation conclusively reflects that the
dynamics is non-Markovian. However, memory-effects
are typically transient [15] although their extent may
exceed the duration of experimental observations [33].
There is thus a need to determine not only the presence
of memory in a time-series of a reaction coordinate but
also its extent and attenuation at different time-scales.
Here, we fill this gap by providing a toolbox for quan-
tifying memory in a time-series of a low-dimensional re-
action coordinate. We propose a set of model-free com-
plementary methods that are easy to use and are suited
to treat reaction coordinates with arbitrary dimensional-
ity. As a proof of concept we apply these methods to the
analysis of an experimental time-series of the extension
of a DNA-hairpin measured in an optical tweezers exper-
iment and the exactly-solvable Rouse model of polymer
chain.
Theory.— Our approach rests on a comparison of the
true time-evolution with a pair reference processes: one
constructed as a fictitious, Markovian time-series and the
other testing for the semi-group property. Let qt with
0 ≤ t ≤ T denote the time-series of the reaction coor-
dinate and qMt the fictitious Markovian series. Without
any loss of generality we assume that the reaction co-
ordinate is one-dimensional – the generalization to mul-
tiple dimensions is straightforward. We assume qt and
qMt to be ergodic with an equilibrium probability den-
sity peq(q) that is by construction identical for both pro-
cesses. Let G(q, t|q0) = 〈δ(qt − q)〉q0 denote the proba-
bility density that the reaction coordinate evolving from
qt=0 = q0 is found at time t to have a value in an infinites-
imal neighborhood of q and GM(q, t|q0) = 〈δ(qMt − q)〉q0
the corresponding Markovian counterpart, where δ(x) de-
notes Dirac’s delta function and the angular brackets 〈·〉q0
the average over all realizations of qt evolving from q0.
We then have limt→∞G(q, t|q0) = limt→∞GM (q, t|q0) =
peq(q) as a result of ergodicity. In practice the limits are
achieved as soon as t becomes sufficiently larger than the
relaxation time trel, i.e. t & trel, which may or may not
be reached in an experiment. Note that the relaxation
times of the true and Markovian reference process are
typically not equal.
We use two descriptors, the Kullback-Leibler diver-





























a fictitious reference process defined as [42]
Daq0(t) ≡
∫
dqG(q, t|q0) ln[G(q, t|q0)/Ga(q, t|q0)], (1)
where a = M,CK denotes the particular kind of reference
process that we detail below. By construction Daq0(t) 6= 0
if and only if G(q, t|q0) 6= Ga(q, t|q0) and thus non-zero
values of Daq0(t) reflect memory in the dynamics of qt.
When qt reaches equilibrium in the coarse of the exper-
iment we may also consider the normalized equilibrium





















where the respective definitions in terms of time-averages
hold if the trajectory is much longer than the relaxation
time, i.e. T  trel. The absence of an index refers to the
true process and the index M to the fictitious Markovian
counterpart.
In the comparison we consider two distinct reference
processes. The first one builds on the semi-group prop-
erty of Markov processes, i.e. the so-called Chapman-
Kolmogorov equation that we may write as
GCKτ (q, t|q0) ≡
∫
G(q, t− τ |q′)G(q′, τ |q0)dq′ (4)
because the Green’s function of a time-homogeneous
Markov process is time-translation invariant, G(q, t −
τ |q′) = G(q, t|q′, τ) [43]. The physical interpretation of
the construction is that we observe the true dynamics qt
until time τ and then instantaneously reset the memory
(if any) to zero.
If qt is indeed memoryless we have identically
GCKτ (q, t|q0) = G(q, t|q0) for any τ and thus DCKτ,q0(t) =
0 for any t and τ . If GCKτ (q, t|q0) 6= G(q, t|q0) for
some t and τ then qt is conclusively non-Markovian and
DCKτ,q0(t) > 0 but the converse is not true. Namely, there
exist non-Markovian processes that satisfy the Chapman-
Kolmogorov equation [15, 44]. Note that this method
does not require qt to reach equilibrium during an exper-
iment and requires only G(q, t|q0) that is straightforward
to determine from a time series qt. However, if equilib-
rium is reached then limttrel DCKτ,q0(t) = 0 for any q0. By
analyzing DCKτ,q0(t) we can quantify the degree of mem-
ory and its range as a function of τ and q0 which we
demonstrate below.
In the second method we construct from qt a cor-
responding Markovian time-series qMt evolving under
the influence of the potential of mean force w(q) ≡





t )/kBT + ξt (5)
where f(qMt ) ≡ −kBT∂q ln peq(q)|q=qMt and ξt denotes
zero mean Gaussian white noise with variance 〈ξtξt′〉 =
2Dδ(t−t′) and D is the diffusion coefficient. This method
assumes that we are able to determine the equilibrium
probability density peq(q) and thus requires qt to reach
equilibrium. In the simplest model, which we adopt here,
it is assumed that the diffusion coefficient does not de-
pend on q. In this case inferring D is straightforward.
However, we note that the best possible Markovian ap-
proximation would allow that the diffusion coefficient de-
pends on q, i.e. D → D(q) [45] and efficient methods
have been developed to treat this case as well [46, 47].
In this case Eq. (5) is to be interpreted in the thermo-
dynamically consistent anti-Itô or post-point convention
[16].
On the level of the probability density function Eq. (5)
corresponds to the Fokker-Planck equation
∂tG
M(q, t|q0) = ∂qD[∂q − (kBT )−1f(q)]GM(q, t|q0) (6)
with initial condition GM(q, t|q0) = δ(q − q0) and
natural boundary conditions imposed by the under-
lying physics. Depending on the specific problem
GM(q, t|q0) can be found by a numerical integration of
the Langevin equation and subsequent histogram analy-
sis, i.e. GM(q, t|q0) = 〈δ(qMt −q)〉q0 , or directly by solving
Eq. (6) as e.g. [15, 48]. In the following we illustrate both
approaches.
End-to-end distance of a Rouse polymer.— As a first
example we consider a Rouse polymer chain with N + 1-
beads (N -bonds) in absence of hydrodynamic interac-
tions [49, 50] and focus on the end-to-end distance as the
reaction coordinate, i.e. qt ≡ |r1 − rN+1|. An important
feature of this model is that it is exactly solvable. We ex-
press time in units of tKuhn, the characteristic diffusion
time of a Kuhn-segment, i.e. tKuhn = b
2/D, where b is
the Kuhn-length and D the diffusion coefficient of a bead.
The probability density function for the positions of all
beads {ri} is well-known [49, 50] and allows us to de-
termine exactly the probability density of the end-to-end
distance. Introducing νk ≡ kπ/2(N + 1), αk = 4 sin2(νk)
as well as Qik ≡
√
2/(N + 1) cos(νk[2i − 1]) and ηt ≡∑N
k=1(Q1k − Q1k)2e−αkt/2αk the equilibrium probabil-











and mean square extension 〈d2〉 = 6η0. The probability















The exact autocorrelation function in Eq. (2) is in turn

















The Fokker-Planck equation in the Markovian approx-
imation to the evolution of q for the Rouse polymer
(i.e. Eq. (6)) can be obtained exactly in the form





















where Γ(x) denotes the Gamma-function and L
1/2
k (x) the
generalized Laguerre polynomial of degree k with pa-
rameter 1/2 (see [51]) that we compute using the Arb-
library [52] and ψRk (x) = peq(x)ψ
L
k (x). Here from it is
straightforward to obtain the autocorrelation function in









A comparison of the true autocorrelation function C(t)
given by Eq. (8) and the Markovian approximation CM (t)
given by Eq. (10) is shown in Fig. 1a, with the inset de-
picting the corresponding equilibrium probability density
function peq(q). Note that when the free energy land-
scape w(q) overestimates the confining effect of hidden
degrees of freedom on qt the approximate Markovian evo-
lution always overestimates the relaxation rate (e.g. [15];
see also SM). Namely, the Markovian evolution assumes
the hidden degrees of freedom to remain at equilibrium at
all times whereas the instantaneous fluctuating restoring
force on qt is in this case smaller than the force arising
from the free energy landscape that corresponds to the
average of the fluctuating force.
The Chapman-Kolmogorov-construct for the Rouse
polymer, GCKτ (q, t|q0), is somewhat lengthy and is the-
fore given explicitly in the Supplementary Material, SM.
GCKτ (q, t|q0) differs from Eq. (7) for all expect large val-
ues of t− τ . A quantification of the discrepancy between
the true and “Chapman-Kolmogorov” evolution of the
end-to-end distance of the Rouse-polymer in terms of the
Kullback-Leibler divergence (1) is shown in Fig. 2a.

















































Figure 1. Comparison of the true autocorrelation func-
tion C(t) (orange) with the Markovian approximation CM (t)
(blue) for a) a Rouse-polymer with 1000 monomers with time
expressed in units of the diffusion time of a Kuhn-segment
tKuhn; b) the extension of a DNA-hairpin. The insets depict
the respective equilibrium probability density function peq(q).













































Figure 2. Kullback-Leibler divergence defined in Eq. (1)
between the true Green’s function G(q, t|q0) and the ap-
proximate Green’s function constructed from the Chapman-
Kolmogorov equation (4) as a function of time t for a) the
Rouse-polymer with 1000 beads and b) the extension of a
DNA-hairpin. Several values of τ are considered in the con-
struction of GCKτ (q, t|q0) as well as a pair of different initial
conditions q0. Note that due to the particular construction of
Eq. (4) times shorter than depicted are not accessible due to
numerical instability and poor statistics.
from zero, reaches a maximum and afterwards returns
back to 0, which reflects the gradual build-up and atten-
uation of memory because qt “remembers” the initial con-
dition of the hidden degrees of freedom [15]. As a result,
the Chapman-Kolmogorov Green’s function GCKτ (q, t|q0)
fails to predict the true evolution of qt, and DCKτ,q0(t) con-
structed this way depends on both, τ and initial condition
q0. For the Rouse-polymer with 1000 beads DCKτ,q0(t) 6= 0
at least up to t ∼ 104 × tKuhn.
Next we examine DMq0(t), the Kullback-Leibler diver-
gence (1) between the true Green’s function G(q, t|q0)
and the Markovian approximation corresponding to the



































Figure 3. Kullback-Leibler divergence DMt defined in Eq. (1)
between the true Green’s function G(q, t|q0) and the Marko-
vian approximation to the Green’s function GM(q, t|q0) corre-
sponding to the evolution equation (5) as a function of time
t for a) the Rouse-polymer with 1000 beads evolving from
q0 = 40 (orange), q0 = 50 (black), q0 = 60 (blue) and b) the
extension of a DNA-hairpin evolving from a distance within
a bin of thickness 1nm centered at q0 = 664 nm (orange),
q0 = 668 (black) and q0 = 671 nm (blue).
landscape (i.e. Eq. (5)). The results are shown in Fig. 3a.
The qualitative features of the time-dependence of
DMq0(t) are similar to those observed in Fig. 2 – mem-
ory builds up in a finite interval and smoothly returns
back to zero from the attained maximum. The intuition
behind this result is that it takes a finite time to allow
for distinct evolutions of hidden degrees of freedom that
introduce memory in the dynamics of the reaction coor-
dinate qt. At long times memory is progressively lost as
a result of the gradual relaxation of the hidden degrees of
freedom to their respective equilibrium that in turn ren-
ders the dynamics of the reaction coordinate effectively
memory-less and correspondingly DMq0(t) vanishes.
Single-molecule experiments on a DNA hairpin.— As a
second example we consider an experimental time-series
of the end-to-end distance of a single-strand DNA hairpin
measured in an optical tweezers experiment performed
by the Woodside group [53]. The data-set contains 11
million measurements of the extension of the DNA hair-
pin 30R50T4 held in a pair of optical traps with stiffness
0.63 pN/nm and 1.1 pN/nm, respectively, sampled with
a 2.5µs temporal resolution. It has been shown that this
time-series is non-Markovian [38]. We find the length
of the time-series to be much larger that the relaxation
time (see Fig. 1b) and therefore slice it into several pieces
that are statistically independent. More precisely, we use
a conservative estimate, namely the time-scale tcut where
the autocorrelation function of the extension, C(t), falls
to below '0.05. Note that this enssures tcut  trel and
yields an ensemble of 50 statistically independent trajec-
tories.
We determine the equilibrium probability density
peq(q) (see inset of Fig. 1b) and two-point joint prob-
ability density p(q, t, q0, 0) = p(q, t0 + t, q0, t0) by per-
forming a standard histogram analysis with a bin-size
of lbin =0.35 nm, such that q refers to a bin of width
lbin centered at q. The Greens function is thereupon ob-
tained by the law of conditional probability, G(q, t|q0) =
p(q, t, q0, 0)/peq(q) while the autocorrelation function in
Eq. (2) is determined directly from the respective second
lines of Eq. (3).
The Chapman-Kolmogorov construct is determined
from G(q, t|q0) by direct integration of Eq. (4) and is
used to determine DCKτ,q0(t), while the corresponding fic-
titious Markovian process evolves as Markovian diffusion
in a free energy landscape w(q) ≡ −kBT ln peq(q) with
a diffusion coefficient D that we parameterize as fol-
lows. We first determine the first and second moment
of the displacement from each bin-point ql after a single
time-step δt = 2.5µs, i.e. 〈δq2δt(l)〉 and 〈δqδt(l)〉 where
δqδt(l) = qt+δt − qt|qt=ql . We consider two bin-sizes,
lD =0.01 nm and lD =0.001 nm, and find the result to
be essentially independent on the precise value of lD we
choose (see SM). Moreover, the results are also rather
independent of the location of the bin ql (see SM), im-
plying that to a good approximation D may indeed be
taken as being constant. It is of course possible to extend
the analysis to include a coordinate dependent diffusion
coefficient D(q) (see e.g. [47]), which, however, is beyond
the scope of this proof-of-concept paper.
From the first and second local moments of q the dif-







where the brackets 〈·〉 here denote the average over all
displacements from this bin observed during the entire
time-series. The analysis yields D = 447± 9 nm2/ms for
lD =0.001 nm and D = 448 ± 9 nm2/ms for lD =0.01
nm, respectively. Using the values for and D obtained
in this way we generate the Markovian time-series qMt by
integrating the Itô Langevin equation (5) using the Euler-
Mayurama scheme, and determine DMt (q0) in Eq. (1) and
CM (t) in Eq. (2), respectively.
In contrast to the Rouse-polymer the DNA hairpin ex-
ists in two characteristic conformational states – folded
and unfolded. As a result, the equilibrium probability
density function peq(q) is bimodal and the dynamics of qt
displays signatures of metastability [53]. However, since
the two peaks corresponding to the two sub-populations
are not separated (see inset of Fig.1b) the potential of
mean force w(q) is expected to underestimate the free
energy barrier and therefore the Markovian evolution is
likely to overestimate the relaxation rate. In complete
agreement Fig.1b displays an overestimation of the rate
of decay of autocorrelations in the Markovian approxi-
mation by two orders of magnitude in time. Moreover, a
long-lived plateau is observed in the true C(t) spanning
more than an order of magnitude in time.
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In order to assess whether the mismatch between true
and Markovian time evolution is predominantly due to
an underestimation of the free energy barrier between
folded and unfolded states of the hairpin we inspect he
Kullback-Leibler divergence (1) between the true and
“Chapman-Kolmogorov evolution” of the extension of
the hairpin is shown in Fig. 2b. The result clearly shows
pronounced signatures of memory in the evolution of the
end-to-end distance of the hairpin that extend over more
than ∼10 ms. Note that the “Chapman-Kolmogorov evo-
lution” describes the correct evolution until time t = τ
whereupon memory is reset to zero. Therefore a non-
zero DCkτ,q0(t) is a clear signature of memory arising from
the dynamical coupling of qt to hidden degrees of free-
dom. Similar to the Rouse-polymer DCKτ,q0(t) depends on
the initial condition q0.
A build-up and decay of memory similar to the Rouse-
polymer is also observed in the time evolution of DMq0(t),
the Kullback-Leibler divergence between the Green’s
function of the true evolution and the white-noise Marko-
vian diffusion in the exact free energy landscape shown in
Fig. 3b. Notably, Fig. 2b and Fig. 3b display essentially
the same extent of memory (though the peak is attained
sooner in the white-noise Markovian diffusion), demon-
strating that metastability does not necessarily destroy
nor dominate memory in the evolution of reaction coordi-
nates. Note that the presence of memory in metastable
systems is not unusual (see e.g. [20, 21] and [28]). In
total, the analysis conclusively identifies the presence of
extended memory effects in the dynamics of the extension
of the hairpin.
It is important to note that the extent of memory (of
the order of∼ 10ms) is clearly shorter than the relaxation
time (compare Figs. 1b and 3b), and therefore the decay
of memory does not coincide with the relaxation time
and the corresponding “forgetting” of initial conditions
of the coordinate itself. Instead the memory reflects the
correlations between qt and the initial conditions of the
hidden degrees of freedom [15]. The information encoded
in C(t) and DM,CK(t) is therefore different – DM,CK(t) is
a genuine measure of the extent and duration of memory.
Conclusion.— We presented a set of complementary
methods to quantify conclusively the degree and dura-
tion of memory in a time series of a reaction coordinate
qt. The proposed toolbox does not assume any partic-
ular physical model. Instead it exploits the semi-group
property of Markov processes and constructs a fictitious
Markovian diffusion process in the free energy landscape
of qt, and compares the artificially constructed transi-
tion probability density with the observed probability
density. The analysis not only determines whether the
dynamics of qt has memory but also quantifies the mag-
nitude and duration of memory and thus complements
the recently proposed “test for Markovianity” based on
transition paths [41]. Whereas in our examples we con-
sidered only one-dimensional coordinates and constant
diffusion coefficients the toolbox generalizes straightfor-
wardly to higher-dimensional reaction coordinates and
diffusion landscapes D(q). The method is general, ro-
bust, and easy to use. We therefore hope that it will find
numerous applications involving time-series derived from
experiments and computer simulations.
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A Toolbox for Quantifying Memory in Dynamics Along Reaction Coordinates
Alessio Lapolla and Aljaž Godec
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Abstract
In this Supplementary Material (SM) we present the exact result for the “Champman-Kolmogorov”
construction of the Green’s function of the end-to-end distance and other internal coordinates of the Rouse
polymer defined in Eq. (4) in the manuscript as well as a local error analysis of the inferred diffusion
coefficient D entering the Markovian approximation of the end-to-end diffusion of the DNA hairpin. In
addition, supplementary figures are included showing the various Green’s functions for the Rouse polymer
and DNA hairpin.
DETAILS OF THE PROJECTION AFFECT THE RELAXATION TIME AND EXTENT OF MEMORY
In the main text we consider Rouse polymer chain composed of 1000 beads and we focus on the autocorrelation
function of its end-to-end distance as the reaction coordinate qt. We find that the fictitious Markovian reference process
describing Brownian diffusion in the free energy landscape overestimates the relaxation rate; a similar observation is
also made in the case of the experimental hairpin data. However this difference in the rate of relaxation is non-unique
















Figure S4. The autocorrelation function of the distance between the first and the second bead (dashed lines) and first and last
bead (full lines) of a Rouse chain composed by 1000 according to the true (orange) and fictitious Markovian evolution (blue).
Note the the free energy landscape for both orange-blue pairs is by construction identical. The continuous lines are those shown
in the main text.
For example we demonstrate in Fig. S4 the opposite trend that arises when we observe the autocorrelation function
of the distance between the first and the second bead of the same Rouse Chain (see dashed lines).
In addition, is worth to note that if the Green’s function G describing the full many-dimensional system is diago-









where ψRk and ψ
L
k are respectively the right and left eigenfunctions of the underlying Fokker-Planck-Smoluchowski
operator, while λk denotes the eigenvalues. Then the Green’s function of the projected observable – the reaction









where the elements V Rk and V
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k , and on the projection Γ(x). In turn the autocorrelation


















and one can show that for systems obeying detailed balance aR,Πk b
L,Π
k ≥ 0 [2]. The analysis shows that the projection
only affects the weights whereas the exponentiated eigenvalues (and thus time-scales) are those of the full system’s
dynamics.
Nevertheless, the autocorrelation function of different observables of the same system may decay on widely disparate
time-scales; compare the dashed and continuous lines in Fig. S4 where in the end-to-end distance the relaxation time is
∼ 106 while in the first-to-second distance is ∼ 101. This disparity is simply a result of the projection that determines
the relative contribution of different eigenfunctions.
THE CHAPMAN-KOLMOGOROV CONSTRUCTION
In the case of the Rouse chain the integral defined in Eq. (4) in the main text can be solved analytically via a
straightforward but tedious calculation using Eq. (7) in the main text. The result of the integral reads exactly














































0 ± η2t , Ξτ,t−τ = 4η40 − Ω+τ Ω+t−τ . (S5)
Notably, the structure of Eq. (S4) is identical to the structure of the plain Green’s function (Eq. (7) in the main text)
but here the temporal dependence is obviously different.
Note that in when the observation time is much larger than the relaxation time of the observable trel, we find
for t − τ > trel that GCKτ (q, t|q0) ' peq(q)
∫
dq′G(q′, t|q0) = peq(q). Therefore, since limt→∞G(q, t|q′) = peq(q), the
definition of GCKτ (q, t|q0) (Eq. (4) in the main text) by construction ensures limt→∞DCKτ,q0(t) = 0. In Fig. S5 we
explicitly show the Green’s function that is required for the computation of the Kullback-Liebler divergence.
ESTIMATION OF THE DIFFUSION COEFFICIENT
Eq. (12) in the main text demonstrates how one can estimate the (q-independent) diffusion coefficient D from a
time-series using the first two moments of the local displacement.
The moments are in turn determined as follows: if qt is found during an epoch in the bin centered around q and of
size lD its displacement from the previous epoch is determined and its square and both are averaged over all epochs
in the time-series yielding 〈δqδt(l)〉 and 〈δq2δt(l)〉 respectively.
This procedure is repeated for different positions q on the support of the equilibrium distribution. We find that the
resulting diffusion coefficient changes little over the entire support even for different bin-sizes lD (see Fig.S6). Therefore
we treat it, as a first approximation, as being independent of q and average over all bins to obtain D ' D = 448
nm2/ms. Using this value of D we perform Brownian Dynamics simulations of the fictitious Markovian process




































































Figure S5. Green’s function at different times for both considered systems. a) and b) depict the true Green’s function for the
end-to-end distance of the Rouse chain and of the DNA hairpin respectively. Panels c) and d) show the Green’s function of
their respective fictitious Markovian processes at the same times. The initial conditions are q0 = 60 for the Rouse chain and

















∆l = 0.01 nm
Figure S6. Relative deviation of the local diffusion coefficient in a given bin Dl from the average value D = N
−1 ∑N
l=1Dl as
a function of the position of the bin. In the case of ∆l = 0.001 nm we find D = 447 nm2/ms with a deviation ±9 nm2/ms
and for ∆l = 0.01 nm we find D = 448 nm2/ms with a deviation ±9 nm2/ms. In a first approximation the values of Dl are
independent of l and we thus set D ≈ D ' 448 nm2/ms.
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This article is currently under review. The pre-print is freely available on
the ArXiv repository [57]. The article investigates a particularly striking ef-
fect of the memory generated by a projection. Specifically, we are interested
in the breaking of the time-translation invariance, in other words: given a
starting time t0 and a waiting time t1, t1 > t0, we ask if and to which extent
the evolution between times t1 and t1 + t0 depends on t0. We find that
(unless the probing times are very different or very close to each others) this
effect naturally arises because of the memory generated by the projection.
We prove that even if the full Markovian dynamics of the entire system
evolves from equilibrated initial condition the breaking of the invariance is
always present, as long as the projected observable does not evolve from its
equilibrium distribution (which includes the case in which the equilibrium
distribution is undersampled). We explicitely show our findings via theoreti-
cal models, experimental time-series, and time-series generated by computer
experiments.
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Many measurements on soft condensed matter (e.g., biological and materials) systems track low-
dimensional observables projected from the full system phase space as a function of time. Examples
are dynamic structure factors, spectroscopic and rheological response functions, and time series of
distances derived from optical tweezers, single-molecule spectroscopy and molecular dynamics simu-
lations. In many such systems the projection renders the reduced dynamics non-Markovian and the
observable is not prepared in, or initially sampled from and averaged over, a stationary distribution.
We prove that such systems always exhibit non-equilibrium, time asymmetric dynamics. That is,
they evolve in time with a broken time-translation invariance in a manner closely resembling aging
dynamics. We identify the entropy associated with the breaking of time-translation symmetry that
is a measure of the instantaneous thermodynamic displacement of latent, hidden degrees of freedom
from their stationary state. Dynamical time asymmetry is a general phenomenon, independent of
the underlying energy surface, and is frequently even visible in measurements on systems that have
fully reached equilibrium. This finding has fundamental implications for the interpretation of many
experiments on, and simulations of, biological and materials systems.
INTRODUCTION
Relaxation refers to the dynamics of approaching a sta-
tionary state (e.g. thermodynamic equilibrium) and is
a hallmark of non-equilibrium physics, from condensed
matter [1–3] to single-molecule systems [4] initially per-
turbed near [3, 5–13] or far [14–19] from equilibrium. In
extreme cases the non-stationary behavior of a system
extends over all experimentally accessible time-scales –
a phenomenon often referred to as “aging” [20–24]. Ag-
ing is typically assumed to occur in systems whose energy
landscapes contain a large number (scaling exponentially
with the system size) of meta-stable states [20–25]. It
has been observed in polymeric [26, 27], spin [28, 29] and
colloidal glasses [30, 31], supercooled liquids [32–35] and
recently in protein internal dynamics [36–39], where it
may also affect biological function [40–43].
Typical manifestations of aging are a complex, non-
exponential relaxation spectrum and non-stationary cor-
relation and response functions [26–34, 36–39, 44, 45]
that depend strongly and systematically on the time
elapsed since the system was prepared [15, 26, 46–48]
or, when derived from time-series measurements, on the
duration of the observation [39, 45]. The temporal extent
of apparent aging dynamics in experimental systems (e.g.
spin glass materials), although very long, may be finite
[29]. Throughout we will refer to aging systems with
experimentally observable equilibration as “transiently
aging” irrespective of the precise manner in which the
relaxation time depends on the system size.
Theoretical studies on aging have focused mainly
∗ agodec@mpibpc.mpg.de
on non-stationary correlations and responses [24, 45–
52] as well as generalizations to aging systems of the
fluctuation-dissipation relation [14, 15, 53–55]. Aging dy-
namics has frequently been associated with the existence
of deep traps with unbounded depth in the potential en-
ergy function [21, 23], fractal properties of the underlying
free energy landscape [36, 37, 56], the presence of disorder
[48, 53], and other effects [25, 46, 47, 57, 58].
Recent efforts in understanding relaxation dynamics
that are not limited to systems with unobservable sta-
tionary states focus on diverse aspects of the thermo-
dynamics of relaxation, e.g. the rôle of initial condi-
tions in the context of the so-called “Mpemba effect” (i.e.
the phenomenon where a system can cool down faster
when initiated at a higher temperature) [16, 17], asym-
metries in the kinetics of relaxation from thermodynami-
cally equidistant temperature quenches [19], a spectral
duality between relaxation and first-passage processes
[59, 60], so-called “frenetic” concepts [12, 13], and the
statistics of the ’house-keeping’ heat [61, 62] and entropy
production [63]. Important advances in understanding
transients of relaxation also include information-theoretic
bounds on the entropy production during relaxation far
from equilibrium [18] and the so-called “thermodynamic
uncertainty relation” for non-stationary initial conditions
that bounds transient currents by means of the total en-
tropy production [64].
Here, we look at non-stationary physical observables
from a more general, “first principles” perspective. By di-
rectly analyzing the mathematical structure of the under-
lying multi-point probability density functions we reveal
the universality of a broken time-translation invariance
that we coin as dynamical time asymmetry (DTA). We
prove the established linear aging correlation functions





























variance. DTA has many of the properties commonly as-
sociated with aging but, unlike theoretical models of ag-
ing [20–25, 65], does not require any particular functional
form of the dependence on the aging time nor that the
relaxation time increases exponentially with system size
and is therefore experimentally unobservable. Moreover,
we here show that specific properties, such as deep traps
in the potential energy function [21, 23], fractal proper-
ties of the underlying free energy landscape [36, 37, 56],
or the presence of disorder [48, 53] that are often required
for aging to occur, are not required for DTA dynamics, al-
though they can amplify the breaking of time-translation
invariance. In fact, DTA typically implies (transient) ag-
ing but the converse is not true. Instead, we prove DTA
to emerge whenever (i) a physical observable corresponds
to a lower-dimensional projection in configuration space
that renders the reduced dynamics non-Markovian, and
(ii) the projected physical observable is not prepared in,
or initially sampled from and averaged over, a stationary
distribution i.e., a distribution that does not change in
time.
Most measurements on condensed matter correspond
to projections of type (i), examples being structure fac-
tors in scattering experiments [30, 31, 33, 34, 56], spectro-
scopic response functions (e.g. magnetization [28, 29, 53]
and dielectric responses [27, 32, 49]), the rheology of
soft materials [66, 67], diverse empirical order parameters
[45–47] and measurements of mechanical responses [26].
These projections also inevitably arise in single-particle
tracking [34, 45, 56] and measurements of various reac-
tion coordinates in all single-molecule experiments (e.g.
internal distances) and simulations (e.g. projections onto
dominant principal modes in Principal Component Anal-
ysis) [37–39, 41–43, 68–71].
In these measurements (i) applies as soon as the latent
degrees of freedom (DOF) (those being effectively inte-
grated out) evolve on a time-scale similar to the moni-
tored observable. In contrast, (i) does not apply when
the latent DOF relax much faster than the observable,
for example when neglecting inertia and integrating out
solvent degrees of freedom of a colloidal particle in a low
Reynolds number environment. Condition (ii) applies
whenever the observable evolves from a non-stationary
initial condition. This includes all experiments involv-
ing an instantaneous perturbation of the observable in
equilibrium (e.g. magnetization or dielectric, rheological
and mechanical response), and all experiments involving
evolution from a quench, such as in temperature, pres-
sure, or volume (which inter alia includes scattering ex-
periments on supercooled liquids). Condition (ii) also
holds in situations where the observable is neither per-
turbed nor quenched but is initially under-sampled from
equilibrium, that is, when it is sampled from equilibrium
with a limited number of repetitions (say 1 − 103) such
as in single-molecule FRET, AFM or optical tweezers
experiment, as well as particle-based computer simula-
tions. This yields a distribution that does not converge
to the invariant measure. In fact, as regards DTA we
prove quenching and the under-sampling of equilibrium
to be qualitatively equivalent. Whenever both conditions
(i) and (ii) are fulfilled, DTA emerges irrespective of the
details of the dynamics.
In the main text and in the examples we focus on sys-
tems whose dynamics obey detailed balance and, as a
whole, are initially prepared at equilibrium. The moni-
tored lower-dimensional observable is assumed to evolve
from some non-equilibrium initial distribution (i.e. not
the marginalized equilibrium distribution [72]). Gener-
alizations to a non-equilibrium preparation of the full
system (e.g. by a temperature quench) are discussed in
detail the Appendix.
THEORY
We consider a mechanical system at least weakly cou-
pled to a thermal reservoir, such that the full system’s
dynamics (i.e. all degrees of freedom; Fig. 1a, red tra-
jectory) obeys a time-homogeneous Markovian stochas-
tic equation of motion [73] (for details see Appendix),
which generates ergodic dynamics in phase space. That
is, starting from any initial condition the system is as-
sumed to evolve to a unique stationary distribution in a
finite, but potentially extremely long, time that may or
may not be reached during an observation. This assump-
tion is true for a vast majority of soft matter and biologi-
cal systems of interest and also includes glassy materials.
To impose only the mildest of assumptions we consider
that the full system is prepared in an equilibrium state at
t = 0, i.e. the full system was created at a time t = −∞
and the initiation of an experiment or phenomenon im-
poses a time origin at t = 0, whereas the actual obser-
vation starts after some time ta ≥ 0 (see Fig. 1b), where
ta is the so-called aging (or waiting) time and the mea-
surement time-window is the time delay τ = t− ta. The
more restrictive assumption of a non-stationary prepa-
ration (e.g. a temperature quench [14, 19]) is treated
in the Appendix B 2. In practice, a stationary prepara-
tion means that at t = 0 the full system’s configuration
is distributed according to a stationary, invariant prob-
ability measure. This refers either to the initial statis-
tical ensemble of configurations in a bulk system or to
the repeated sampling of individual initial configurations
(say in a single molecule experiment), which are drawn
randomly from the invariant probability measure. We
assume that only the projected observable is being mon-
itored at all times t ≥ 0. The assumptions stated above
suffice to prove our claims (for details see Appendix).
For simplicity we use 〈·〉 interchangeably to denote the
average over an ensemble of trajectories at a given time
and over time along a given trajectory, respectively, keep-
ing in mind that they are identical only when the tra-
jectory is much longer than the longest relaxation time
trel. The state of the observable is denoted by q(t) ∈ Ξ
(Fig. 1a, black trajectory), which we assume, without loss
of generality, to be one dimensional (for the general case
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Figure 1. Schematics of projected observ-
ables, multi-point propagation and model
systems. a) A physical observable correspond-
ing to a simple lower-dimensional projection
(shadow trajectory) of the full system’s trajec-
tory (red line), defining projected and latent
(hidden) degrees of freedom. b) Trajectories of
length t evolving from preparation, through an
aging (or pre-evolution) period of length ta, fol-
lowed by the observation of duration τ = t− ta.
c) Optical tweezers experimental set-up prob-
ing DNA-hairpin dynamics; d) Structure of the
yeast PGK protein with the reduced coordinate
represented by the arrow. e) Rouse model of
a polymer chain, comprising Hookean springs
with a zero rest-length immersed in a heat bath.
The reduced coordinate corresponds to the end-
to-end distance. f) Single file model with the
tracer particle depicted in red.
see the Appendix). Theoretically, each repetition of the
experiment/process leads to an initial condition for q(t)
drawn randomly from the reduced stationary probability
density pinv(q0). In practice, however, this is not neces-
sarily the case. For example, supercooled liquids [32–34]
as well as polymeric [26, 27], spin [28, 29], and colloidal
[30, 31] glasses are prepared by a quench in an external
parameter (typically temperature) [26–31], such that the
observable q(t) nominally attains a non-stationary initial
condition. A process may also start with the observ-
able internally constrained to a subdomain of pinv(q0),
e.g. a chaperone stabilizing a particular configuration
of a folded protein, with the biological process starting
upon unbinding of the chaperone [74]. In another exam-
ple single-molecule enzyme experiments may monitor the
statistics of substrate turnover, where q(t) reflects the ge-
ometry of the catalytic site of an enzyme that is reactive
only for a specific sub-ensemble of configurations [41–
43]. Binding of a substrate molecule enforces an initial
constraint on q(t) thereby imposing non-stationary ini-
tial conditions on the chemical reaction. Alternatively,
we may simply choose to initialize the experiment (i.e.
reset our clock) a posteriori, such that q(0) has a pre-
set value, or we are dealing with a single, or a limited
number of time-series [39] which do not sample pinv(q0)
sufficiently. In all these cases the observable is effectively
not prepared in a stationary state, i.e. p0(q0) 6= pinv(q0).
The dynamics in aging systems is conventionally an-
alyzed via the normalized two-time correlation function
[15, 28, 45–48]
Cta(τ) =
〈q(τ + ta)q(ta)〉 − 〈q(τ + ta)〉〈q(ta)〉
〈q(ta)2〉 − 〈q(ta)〉2
. (1)
A system is often said to be aging if Cta(τ) strongly de-
pends on ta in the sense that the relaxation of a system
takes place on time-scales that grow with the age of the
system ta, and continue to do so beyond the largest times
accessible within an experiment or simulation [21, 23–
25, 65].
However, the analysis and interpretation of time-series
of physical observables that show DTA require a fun-
damentally different approach irrespective of whether
equilibrium is attainable in an experiment or not. We
prove below that Cta(τ) cannot conclusively indicate
whether time-translation invariance is broken (see Ap-
pendix C, Lemma 2); in particular it cannot disentangle
broken time-translation invariance from “trivial” corre-
lations with a non-stationary initial condition (i.e. from
“weak” or “second order” non-stationarity [75]). This is
particularly problematic if one uses Eq. (1) as a “defini-
tion of DTA” to infer whether a complex experimental
system, such as an individual protein molecule [38, 39],
evolves with broken time-translation invariance or not.
Eq. (1) is nevertheless reasonable, albeit sub-optimal, for
quantifying DTA in materials that are known to posses
a broken time-translation invariance.
Our aim is to conclusively and unambiguously in-
fer whether relaxation evolves with a broken time-
translation invariance that is encoded in G(q, ta +
τ |q′, ta, q0 ∈ Ω0), the probability density for the observ-
able to be found in an infinitesimal volume element cen-
tered at q at time τ + ta given that it was at q
′ at
time ta and started at t = 0 somewhere in a subdomain
q0 ∈ Ω0 ⊂ Ξ (Fig. 1b) with probability p0(q0). Ω0 is
strictly non-empty and may be a point, an interval or a
union of intervals.
The dynamics of an observable q(t) is generally said to
be time-translation invariant (mathematically referred to
as “strictly stationary” [75, 76] or “well-aged” [77]) if the
underlying (effective) equations of motion that govern the
evolution of q(t) do not explicitly depend on time. That
is, the probability of a path {q(t)} for t ∈ [ta, ta + τ ]
does not depend on ta. This is the case, e.g. in Newto-
nian dynamics or Langevin dynamics driven by Gaussian
white noise [75] as well as generalized Langevin dynam-
4
ics driven by stationary Gaussian colored noise [78–80].
Here q(t) is said to be time-translation invariant if and
only if (see also Definition 1 in Appendix C)
G(q, ta+τ |q′, ta, q0∈Ω0) = G(q, t′+τ |q′, t′, q0∈Ω0), (2)
holds for any τ and t′ [81]. Conversely, if time-translation
invariance is broken we say that the system is dynami-
cally time asymmetric. That is, time-translation invari-
ance is broken if and only if the two-point conditioned
Green’s function G(q, ta + τ |q′, ta, q0 ∈ Ω0) depends on
ta (see also Definition 2 in Appendix C). The two-point
conditioned Green’s function is defined as
G(q, ta + τ |q′, ta, q0∈Ω0) ≡
P (q, ta + τ, q
′, ta, q0∈Ω0)
P (q′, ta, q0∈Ω0)
,
(3)
where P (q, ta+ τ, q
′, ta, q0∈Ω0) denotes the joint density
of q(t) to be found initially within Ω0 and to pass q
′ at
time ta and to end up in q at time ta+τ , and P (q
′, ta, q0∈
Ω0) the joint density of q(t) to be found initially within
Ω0 and to pass q
′ at time ta.
Note that there seems to be some relation between
DTA and aging. A system is typically said to be aging if
Cta(τ) in Eq. (1) depends on ta (i.e. that q(t) is weakly
non-stationary) but in a specific manner, e.g. the so-
called “slow”, non-stationary component of Cta(τ) must
scale for all large ta as some power of τ/ta [21, 23, 24]
(for a rigorous discussion see [65]). However, this does
not require that time-translation invariance (i.e. Eq. (2))
is broken [21, 23, 24]. So-called kinetically constrained
models [25] and the spherical p-spin model [52, 53, 82],
for example, have correlation functions Eq. (1) that show
aging, but, when fully observed and not averaged over
disorder (and only then), satisfy Eq. (2. Clearly, if time-
translation invariance is broken (see also Definition 1 in
the Appendix C) then Cta(τ) automatically depends on
ta. If the dynamics is furthermore such that Cta(τ) de-
pends on ta as some power of τ/ta (see Eq. (8) below
as well as Eqs. (C7) and (C10) as well as [45, 83, 84])
and, in addition, equilibrium cannot be attained during
an observation then DTA also implies aging dynamics.
However, the converse is not true.
To connect the aging correlation function in Eq. (1)











qq′G(q, τ + ta, q
′, ta|q0∈Ω0)dqdq′
where the conditional density of the projected observable
G(q, t|q0∈Ω0) is discussed in [19, 85] and in Appendix B 2
(see Eq. (B2)). The three-point conditional probability
density G(q, τ+ta, q
′, ta|q0∈Ω0) – the probability density
for the observable to pass through an infinitesimal volume
element centered at q′ at time ta and end up in q at time
τ + ta having started at t = 0 in a subdomain q0 ∈ Ω0 ⊂
Ξ with probability p0(q0), is defined as (for details see
Appendix B 2, Eq. (B20))
G(q, ta + τ, q
′, ta|q0∈Ξ0) ≡





Based on the mathematical properties of G(q, ta +
τ |q′, ta, q0 ∈ Ω0) and G(q, ta + τ, q′, ta|q0 ∈ Ξ0) we
prove in the Appendix C (see Theorem 1, Corollary 1.1
and, Lemma 2) that Cta(τ) in Eq. (1) can show a ta-
dependence even if Eq. (2) is satisfied, i.e. when the sys-
tem is time-translation invariant. That is, if the system is
dynamically time asymmetric then Cta(τ) depends on ta,
whereas the converse is not necessarily true. In turn this
implies that one cannot determine on the basis of Cta(τ)
derived from a time-series q(t) whether time-translation
invariance is broken, and a definitive and unambiguous
indicator must be sought for.
We demonstrate this using the cleanest and most ele-
mentary example of a time-translation invariant system
– a Brownian particle confined to a box of unit length
(i.e. L = 1) evolving from a a point Ω0 = x0 and from
a uniform distribution within an interval Ω0 = [a, b] for
some 0 < a < b < 1. For this example the denominator




and the numerator as P (q, ta + τ, q
′, ta, q0 ∈ Ω0) ≡
Q(q, τ + ta|q′)P (q′, ta, q0∈Ω0), where Q(x, t|x0) denotes
the propagator of the confined Brownian particle. Plug-
ging into Eq. (3) confirms the validity of Eq. (2) and
hence time-translation invariance. Nevertheless, the very
same system exhibits a ta-dependence of the aging auto-
correlation function defined in Eq. (1) over more than
two orders of magnitude in time measured in units of
the relaxation time trel = L
2/Dπ2 as depicted explic-
itly in Fig. 2. Note that by allowing the box to become
macroscopic in size (i.e. L → ∞) the relaxation time
and thereby the extent of the ta-dependence can become
arbitrarily large when expressed in absolute units.
A general mathematical analysis (see Appendix B 2)
therefore necessarily ties DTA to the three-point (non-
Markovian) conditional probability density, G(q, τ +
ta, q
′, ta|q0 ∈ Ω0). If the projected dynamics is Marko-
vian it is in turn fully described by two-point con-
ditional densities GMarkov(q, τ + ta, q
′, ta|q0 ∈ Ω0) =
G(q, τ |q′, 0)G(q′, ta|q0 ∈ Ω0). If, on the other hand, the
reduced dynamics is non-Markovian but the initial con-
dition is sampled from the full (invariant) stationary den-
sity p0(q0)→ pinv(q0) (or equivalently, Ω0 = Ξ), we have
G(q, τ + ta, q
′, ta|q0 ∈ Ξ) = G(q, τ |q′, 0)pinv(q′). In both
cases there is no DTA (see Appendix C). To quantify bro-
ken time-translation invariance on the level of reduced
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Figure 2. Aging correlation functions display fictitious
dynamical time asymmetry in time-translation invari-
ant systems. Analytical results for the aging correlation
function Cta(τ) defined in Eq. (1) for a Brownian particle
confined to a unit box evolving from a) the point Ω0 = 0.3
and b) the interval Ω0 = [0.25, 0.35] for several values of the
aging time ta. Time τ is expressed in units of the relaxation
time λ−11 .









G(q, τ + ta, q
′, ta|q0∈Ω0)×
ln
G(q, τ + ta, q
′, ta|q0∈Ω0)
G(q, τ |q′)G(q′, ta|q0∈Ω0)
]
(6)
where for notational convenience we henceforth drop the
explicit dependence on Ω0, i.e. ΥΩ0(ta, τ) ≡ Υ(ta, τ).
The time asymmetry index measures the relative entropy
between the actual evolution of the observable and a cor-
responding “fictitious” dynamics that has the same prob-
ability density of the intermediate point q at time ta but
where at time ta the latent degrees of freedom are instan-
taneously quenched to equilibrium. Broken time trans-
lation invariance reflects that the effective equations of
motion that govern the evolution of q(t) change in time
as a result of the relaxation of the hidden DOF the ob-
servable is coupled to. That is, if one were e.g. to derive
an effective generalized Langevin equation for q(t) the
latter would contain a memory kernel and noise that de-
pend explicitly on the time elapsed since the preparation
of the system (see e.g. [86]).
A broken time-translation invariance is evidently a
clear signature of non-equilibrium dynamics and there-
fore intimately related to entropy production. Υ may
thus also be given a thermodynamic interpretation as an
entropy associated with the breaking of time-translation
invariance in analogy to the “instantaneous excess free
energy” – the relative entropy between G(q, t|q0 ∈ Ω0)
and pinv(q) [19, 87–89]. Therefore it appears that the en-
tropy of breaking time-translation invariance measures
the instantaneous thermodynamic displacement of latent
degrees of freedom at time ta from their stationary state.
Note that Υ(ta, τ) > 0 also implies a violation of the
fluctuation-dissipation theorem for non-Markovian sys-
tem because it implies that the “bath” is non-stationary
[90]. In general Υ is experimentally measurable simply
by monitoring the time-series of the observable q(t) (for
details see Appendix D 4).
The relative entropy is a pseudo-metric and therefore
the absolute value of the time asymmetry index (other
than Υ(ta, τ) = 0 implying time-translation invariance
and Υ(ta, τ) > 0 its violation) does not necessarily im-
mediately allow for a quantitative comparison of DTA in
different systems with disparate dimensionality. It is al-
ways meaningful when one considers a comparison of the
same system and observable under different conditions
(e.g. initial conditions, values of control parameters etc.).
If one aims at comparing quantitatively DTA in different
systems and/or observables one should instead consider
a symmetrized version of the relative entropy (see e.g.
[91]).
The time asymmetry index is constructed to detect and
quantify conclusively broken time-translation invariance
according to Eq. (2). It effectively measures the instan-
taneous relaxation of the latent degrees of freedom and
is unaffected by spurious non-stationarity due to correla-
tions between the value of the observable at time ta + τ
and the particular “initial” value at time ta. These cor-
relations are spurious because they exist for any ta and
relax as a function of τ irrespective of whether a system
is time-translation invariant or not.
By construction Υ(ta, τ) ≥ 0 and is identically zero
for any ta and τ if and only if q(t) is time-translation
invariant. In turn, the observable q(t) is time-translation
invariant if and only if it is Markovian and/or q(t = 0)
is sampled from a distribution converging in law to the
invariant measure (the proof is presented in the Ap-
pendix C, Theorem 2 and Corollary 1.1). As a result
Υ(ta, τ) is identically zero for all τ and ta for the time-
translation invariant dynamics of a confined Brownian
particle evolving from a non-equilibrium initial condi-
tion (see, however, the fictitious DTA due to weak non-
stationarity that is implied by the aging autocorrelation
function in Fig. 2). Moreover, the extent of DTA is lim-
ited by the relaxation time trel such that Υ(ta, τ) → 0
whenever ta  trel or τ  trel. Obviously, if the full sys-
tem is initially quenched into any non-stationary initial
condition (see e.g. [19]), then Υ(ta, τ) > 0 as long as the
projection renders the reduced dynamics non-Markovian.
Therefore, as soon as Υ(ta, τ) 6= 0 for some values ta and
τ smaller than trel, the dynamics is time asymmetric, in
specific cases with a self-similar scaling (see Appendix C,
Propositions 1 & 2). In addition the following generic
structure emerges:
Cta(τ) = (1− ϕ)g1(τ) + ϕg2(τ, ta), (7)
with 0 < ϕ < 1 and g1,2 depending on the details of the
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dynamics (see Appendix C, Theorem 3) in agreement
with the properties of aging systems [15, 28, 45–49, 54].
These results are universal – they are independent of de-
tails of the dynamics, and, in particular, the underlying
energy landscape.
Microscopically reversible dynamics in general allows
for a spectral expansion of propagators and thus correla-
tion and response functions (see e.g. Appendix B). More-
over, in specific cases the projection renders the observed
dynamics self-similar with parameter α, that is, a change
of time-scale merely effects an α-dependent renormalizion
of the spectrum (for details see Definition 4 in the Ap-
pendix B 2). This arises, for example, when the observ-
able corresponds to an internal distance within a single
polymer molecule [92] (studied here in Figs. 3a and 4)
or within individual protein molecules [93, 94], as well as
in diffusion on fractal objects [95]. The aging correlation
function in Eq. (1) then displays a power-law scaling for
α > 0 (as in Fig. 3d and Eq. (C5) in the Appendix C)
or, when α = 0 a logarithmic behavior (as observed in
[38]; see also Eq. (C8) in the Appendix C). The latter
is mathematically equivalent to the logarithmic relax-
ation found in [96]. For more details see Propositions 1
and 2 in the Appendix C, respectively. In particular for
τ/ta  1, in the glassy literature referred to as the “full
aging” [20, 49, 96, 97] regime, we find (see Appendix C,














, α = 0.
(8)
with constants A and Bα that depend on the details
of the dynamics. On a transient time-scale the asymp-
totic results in Eq. (8) agree with predictions of min-
imalistic “trap” models [21, 23, 24] as well as frac-
tional dynamics and random walks with diverging wait-
ing times [45, 58, 98] (for more details see also Remark 2.1
in the Appendix C). Fractional dynamics and random
walks with long waiting times (that as well display DTA
[83, 84, 98]) were in fact explicitly shown to arise as tran-
sients in projected dynamics when the latent degrees of
freedom are orthogonal to q(t) [85] and in the spatial
coarse-graining of continuous dynamics on networks [99].
The phenomenology of systems displaying an algebraic
scaling of Cta(τ) as in Eq. (8) is therefore by no means
unique, and represents only a specific class of dynamical
systems with a broken time-translation invariance. Dy-
namical time asymmetry is much more general.
EXAMPLES
It is not difficult to verify the above claims in practice
as all corresponding quantities can readily be obtained
from experimental or simulation-derived time-series. To
that end we analyze DTA in four very different systems
(see Fig. 1c-e): DNA hairpin dynamics measured by dual
optical tweezers experiments, where q(t) reflects the end-
to-end distance (Fig. 1c and Appendix D 4 a) [68, 69],
extensive MD simulations of internal motions of yeast
PGK, where q(t) corresponds to the inter-domain dis-
tance (Fig. 1d and Appendix D 4 b) [39], as well as two
theoretical examples: the end-to-end distance fluctua-
tions of a Rouse polymer chain [100] (Fig. 1e and Ap-
pendix D8) and tracer particle dynamics in a single file
of impenetrable diffusing particles, where q(t) reflects the
position of the tracer particle [19, 85, 101] (Fig. 1f and
Appendix D 3). The underlying energy landscapes of
these four systems are fundamentally very different; the
DNA-hairpin exhibits two well-defined metastable con-
formational states/ensembles [68, 69], the yeast PGK has
a very rugged and apparently fractal energy landscape
[39], that of the Rouse polymer is perfectly smooth and
exactly parabolic, and that of the single file is flat with
the tracer motion confined to a hyper-cone as a result
of the non-crossing condition between particles. Yet, de-
spite these striking differences, all systems display the
same qualitative time asymmetric behavior, consistent
with the proven universality of DTA.
The aging correlation functions Cta(τ) and time asym-
metry indices Υ(ta, τ) are shown in Fig. 3. With the ex-
ception of the PGK protein, which does not equilibrate
within the duration of the trajectory, in agreement with
previous findings [39], DTA is manifested as a transient
phenomenon. The precise form of Cta(τ) depends on the
details of the dynamics, which naturally vary between
the systems. Moreover, the dependence of Cta(τ) on ta
is non-monotonic. The generic form of Υ(ta, τ) displays
an initial increase towards a plateau, followed by a long-
time decay to zero, which can be understood as follows.
Irrespective of the details a finite time is required in order
to allow for a build-up of memory, that is, of correlations
between the instantaneous state of the projected observ-
able and the initial condition of the latent variables. The
memory at some point reaches a maximum. Afterwards,
the memory of the preparation of the system is progres-
sively lost as a result of the mixing of trajectories in full
phase space during relaxation. Due to a relatively higher
sampling frequency and sufficiently long sampling times
that extend beyond the relaxation time all these effects
are resolved in the experimental DNA-hairpin data but
not in the case of the PGK simulation.
Moreover, a hallmark of aging is that at least part of
the relaxation of a system takes place on time-scales that
grow with the age of the system ta, and continue to do so
up to the largest times accessible within an experiment
or simulation. Interestingly, Figs. 3 and 4 show that the
relaxation time increases (at least transiently) with the
aging time, i.e. Υ(ta, τ) decays with t more slowly as ta
grows at least up to a threshold time. If an experiment or
simulation does not reach this threshold time the break-
ing of time-translation invariance would seemingly take
place on timescales that grow indefinitely, somewhat sim-
ilar to the aging phenomenon. Note that the threshold
time may become arbitrarily large in large systems (e.g.
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Figure 3. Aging two-point correlation function and time asymmetry index. Cta(τ) for different values of aging time
ta and corresponding Υ(ta, τ) for: a) the Rouse polymer chain with 50 beads with initial end-to-end distance in dimensionless
units equal to q0 = 9.85, which corresponds to the most likely end-to-end distance (the dimensionless relaxation time here
corresponds to trel ' 253.38); b) tracer-particle dynamics in a single file with N = 5 confined to a box of unit length, tagging
the central particle particle with initial condition q0 = 0.5 (the relaxation time measured in natural units of the “collision time”
of is trel ' 2.5), c) the DNA-hairpin extension determined from a trajectory of length of 2.75 · 104 ms sampled at 400kHz.
The initial condition was taken at the absolute maximum of equilibrium probability density q0 = 2.0 ± 1 nm, and q refers
to deviations from the mean distance 〈d〉, i.e. q(t) = d(t) − 〈d〉 (the relaxation time is trel ≈ 15 ms); The statistical error in
determining Υ(ta, τ) from the hairpin data is less than 1% (see Fig. D6 in the Appendix D 4 a); d) inter-domain motion between
the centers of mass of the N-terminal (residues 1-185) and C-terminal domains (residues 200-389) in yeast PGK determined
from a 200 ns atomistic MD simulation sampled every 150 ps. The initial condition was q0 = 0.01 ± 0.2 nm relative to the
average inter-domain distance 〈d〉, i.e. q(t) = d(t)− 〈d〉. c) was obtained from experimental data of Refs. [68, 69] and d) was
determined from molecular dynamics simulations in Ref. [39]. Further details can be found in Appendix D. “Transient aging”
in Cta(τ) arises whenever there is a region (ta, τ) where Υ(ta, τ) > 0. In the case of PGK (panel d) trel is not reached within
the simulation time, which renders the system virtually eternally time asymmetric and “forever aging” [39, 102].
ral units for the Rouse polymer and single file grow with
the number of particles as ∝ N2 (see e.g. Fig. D2 in the
Appendix D8); for any duration of an observation one
may find a N that makes DTA appear as everlasting).
One appreciates that Υ(ta, τ) truly quantifies the de-
gree of broken time-translation invariance and not cor-
relations with the value of the observable at ta. This is
also the reason why Υ(ta, τ) decays to zero on a time-
scale shorter than Cta(τ). Cta(τ) starts at 1 and decays
to zero as a result of “forgetting the initial condition”.
Because the probability density of being found at a given
point always depends trivially on ta 6= 0 (see Eq. (5)) irre-
spective of whether time-translation invariance in Eq. (2)
is broken or satisfied, Cta(τ) displays non-stationarity
manifested in a ta-dependence even for time-translation
symmetric dynamics. Conversely, Υ(ta, τ) is constructed
to not be affected by such spurious non-stationarity. In-
stead, it reflects how far the latent degrees of freedom are
displaced from equilibrium at time ta. In other words,
Υ(ta, τ) compares the probability densities of the actual
dynamics with those of fictitious dynamics that have the
same probability density at time ta but in which at time
ta the latent degrees of freedom are quenched to equilib-
rium (see Eq. (B25)).
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Figure 4. Attenuation and disappearance of dynamical time asymmetry upon approaching stationary initial
conditions. Gradual vanishing of the time asymmetry index Υ(ta, τ) when the initial distribution of the projected coordinate
p0(q0) is sampled from a distribution being closer and closer to the density of the invariant measure, pinv(q0) for: a) Rouse
model of a polymer chain (the parameters are the same as in Fig. 3); The initial end-to-end distance is sampled from intervals
(from left to right): q0 =9.85, q0 ∈ [9 − 11], q0 ∈ [7 − 13] and q0 ∈ [4 − 16], respectively. b) experimental data for the
DNA-hairpin. The initial conditions (relative to the mean value 〈d〉, that is, d(t) = q(t) + 〈d〉) are sampled (from left to right)
from the following intervals: q0 ∈ [1, 3] nm, q0 ∈ [−3, 7] nm, q0 ∈ [−6, 10] and q0 ∈ [−8, 12] nm, respectively. When the initial
condition is sampled from a distribution closer to the invariant measure, DTA vanishes confirming the claims of our theory.
One can look at Υ(ta, τ) in two ways; as a function of
τ at fixed ta and as a function of ta at fixed τ . While
the former intuitively reflects how the relaxation of the
observable to equilibrium depends on the instantaneous
(“initial”) state of the latent degrees of freedom at time
ta, the latter measures how the correlation of the value of
the observable at two times separated by τ changes due to
the relaxation of the latent degrees of freedom to equi-
librium. The time asymmetry index therefore provides
access to the dynamics of hidden degrees of freedom cou-
pled to the observable through an analysis of time-series
derived from measurements on the observable.
A verification that a breaking of time-translation in-
variance occurs whenever the distribution of initial con-
ditions sampled by the experiment has not converged to
the equilibrium distribution follows from inspection of
Υ(ta, τ) evolving from an ensemble of initial conditions
being closer and closer to an equilibrium distribution,
i.e. Ω0 → Ξ (see Fig. 4 for the Rouse chain and DNA-
hairpin). Indeed, Υ(ta, τ) progressively vanishes when
the initial condition becomes sampled from a distribution
approaching the invariant measure, p0(q0) → pinv(q0).
In the Appendix C we prove that this is a general effect
(Theorem 1), independent of any details of the dynamics.
DISCUSSION
Non-stationary behavior of physical observables is tra-
ditionally considered as being important in systems with
glassy, aging dynamics, such as polymer, spin or colloidal
glasses, that attain glassy properties upon a quench in an
external parameter [26–31]. During, for example, a tem-
perature quench, the system (e.g. a supercooled liquid or
a set of spins) at some point cannot keep pace with rapid
changes in the bath, and is pushed out of equilibrium [14].
After the quench at t = 0 the observable is thus (at least
weakly) non-stationary – it is sampled from and averaged
over a non-equilibrium ensemble, i.e. p0(q0) 6= pinv(q0).
The absence of such an obvious quench rendered the ori-
gin of non-stationary, apparent aging behavior in biolog-
ical macromolecules somewhat mysterious [36, 37, 39–
43]. However, in biological systems the observable can
become quenched implicitly, e.g. by the ’locking in’ of
a protein’s configuration by a chaperone [74], the config-
urational requirements for enzymatic catalysis [41–43],
or simply by the under-sampling of equilibrium such as
in single-molecule experiments and particle-based com-
puter simulations [39], such that p0(q0) 6= pinv(q0). In
an experiment one can check for non-stationarity of ini-
tial conditions, e.g. by inspecting whether histograms of
the observable (also referred to as the “occupation time
fraction” or “empirical density”) at t = 0 and at all later
times coincide [103].
Here, we highlight a more general and wide-spread as-
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pect of out-of-equilibrium dynamics of physical observ-
ables – dynamical time asymmetry. The requirements for
DTA to occur are much weaker than for aging, and it is
manifested in a very broad variety of experimental situa-
tions, and in particular, one may also expect aging phys-
ical observables probed in many experiments to display
DTA. Even measurements on polymer, spin and colloidal
glasses have built-in underlying projections. For exam-
ple, in tensile creep experiments in polymeric glasses the
motion in a (cold) polymer is projected onto a local, effec-
tively one-dimensional flow [26]. In supercooled liquids
and colloidal glasses the dynamics is typically projected
onto local particle displacements, pair correlation func-
tions and structure factors [30, 31, 33, 34]. In bulk ex-
periments with spin glasses and supercooled liquids one
measures quantities such as the average single-spin auto-
correlation function [21, 104] , magnetization, conduc-
tance or the dielectric constant, which correspond to pro-
jections of many-particle dynamics onto a scalar param-
eter [29, 32, 49]. In biological macromolecules the pro-
jection may correspond to [37, 39] or depend on [41–43]
some internal distance within the macromolecule. These
projections lead to non-Markovian observables evolving
from non-stationary initial conditions which are in turn
expected to show DTA. In fact we can appreciate that
the physical origin of DTA in both, ’traditional’ glassy
systems [26–31] and biological matter [36, 37, 39–43],
is qualitatively the same and simply results from non-
stationary initial conditions of non-Markovian observ-
ables (see Observation 2 in the Appendix C). In most
of these aforementioned systems the dynamics is also ag-
ing [26–31, 36, 37, 39].
It is important to realize that it is not possible to infer
from a finite measurement whether the observed process
is genuinely non-ergodic (i.e. a result of some true lo-
calization phenomenon in phase space) or whether the
observation is made on an ergodic system but on a time-
scale shorter the relaxation time [85] (note that a compar-
ison of the dynamics of PGK in Fig. 3d with a transient
shorter than the relaxation time in any of the remaining
examples in Fig. 3a-c shows no qualitative difference). A
theoretical description of both scenarios on time-scales
shorter than the relaxation time is in fact identical (for
details see [85] as well as [24] in the context of glasses).
Although sporting characteristics commonly associ-
ated with aging, DTA and aging are not quite the same
thing. DTA does not require the relaxation to take place
on time-scales that grow indefinitely with the age of the
system ta beyond the largest times accessible within an
experiment or simulation, nor does it impose require-
ments on the precise form of the dependence on ta. It is
likely to be a ubiquitous phenomenon that is frequently
observed in measurements of projected observables. In
turn, aging does not imply a broken time-translation in-
variance according to Eq. (2).
Note, however, that many paradigmatic models of ag-
ing dynamics (e.g. continuous-time random walks with
diverging mean waiting times and fractional diffusion
[45, 83, 84]) display a (strongly) broken time-translation
invariance. Furthermore, most experimental observa-
tions of aging dynamics monitor projected observables,
e.g. magnetization, single-spin auto-correlation functions
averaged over the sample and potentially also over disor-
der [26–31, 36, 37, 39]. The dynamics of these observables
is thus almost surely non-Markovian [85] and expected to
display DTA.
The observation of Υ(ta, τ) > 0 on a given scale of ta
and τ implies that the dynamics of the observable q(t)
fundamentally changes in the course of time as a results of
the relaxation of hidden DOF, and does not reflect corre-
lations with the value of the observable at zero time q(0).
That is, the effective equations of motion for q(t) truly
change in time. In biological systems and in particular
enzymes and other protein nanomachines non-stationary
effects are thought to influence function, e.g. memory
effects in catalysis [41–43]. This is particularly impor-
tant because some larger proteins potentially never relax
within their life-times, i.e. before they become degraded
(note that relaxation corresponds to attaining the spon-
taneous unfolding-refolding equilibrium). This renders
the dynamically time asymmetric regime virtually ’for-
ever lasting’ and implies that the system is aging [39].
As proteins are produced in the cell in an ensemble of
folded configurations under the surveillance of chaper-
ones [74], our theory implies that DTA during function
[41–43] should arise naturally and generically due to the
memory of a protein’s preparation.
We expect DTA to be particularly pronounced in
measurements on systems with entropy-dominated, tem-
porally heterogeneous collective conformational dynam-
ics involving (transient) local structure-formation where
the background DOF evolve on the same time-scale
as the observable [38], and we suggest the breaking
of time-translation invariance to be closely related to
the phenomenological notion of “dynamical disorder” in
biomolecular dynamics [41–43, 71].
Our results have some intriguing implications. First,
a quench in an external parameter and the mere under-
sampling of equilibrium distributions give rise to quali-
tatively equivalent manifestations (but potentially with
a largely different magnitude and duration) of DTA as
soon as the observable follows a non-Markovian evolution
(see Appendix C, Observation 2). This has important
practical consequences in fields such as single-molecule
spectroscopy and computer simulations of soft and bi-
ological matter, which often suffer from sampling con-
straints. Second, broken time-translation invariance is
’in the eye of the beholder’, insofar as its degree depends
on the specific observable; there should exist a (poten-
tially less) reduced coordinate, not necessarily accessible
to experiment (e.g. when we follow all degrees of free-
dom), according to which the same system will exhibit
virtually time-translation invariant dynamics. However,
auto-correlation functions will show a ta-dependence for
essentially any non-stationary initial condition in any sys-
tem.
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A broken time-translation invariance was shown to be
linked to a form of entropy embodied in a time asymmetry
index that is a measure of the instantaneous thermody-
namic displacement of latent, hidden degrees of freedom
from their stationary state. The time asymmetry index
may therefore be used to probe systematically the time-
scale of dynamics of hidden, slowly relaxing degrees of
freedom relative to the time-scale of the evolution of the
observable. In particular, it may be useful as a prac-
tical tool to discriminate between situations where the
hidden degrees of freedom evolve through a sequence of
local equilibria that would yield small values of the time
asymmetry index Υ from those cases where their evolu-
tion is transient and slow on the time-scale of the ob-
servable thus implying a significant Υ. For example, Υ
may potentially provide additional insight into the domi-
nant folding mechanism of a protein from single-molecule
force-spectroscopy data [105], in particular about the
much debated heterogeneity of folding trajectories and
its functional relevance [106, 107].
The present theory ties dynamical time asymmetry in
a general setting to both the non-stationary prepara-
tion of an observable and its non-Markovian time evo-
lution. Thereby it connects aspects of the better known
phenomenology of aging of projected observables with
the broken time-translation invariance observed in recent
measurements on in soft and biological materials on a
common footing. Moreover, dynamical time asymmetry
is suggested to be a ubiquitous phenomenon in biological
and materials systems.
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In this Appendix we present the main theorems needed for the article with the corresponding proofs.
We treat the problem in a general setting, that is, not assuming that the full system is initially prepared
in equilibrium. Further included are analytical results with details of calculations for the Rouse polymer
and single file diffusion, all details of the numerical analyses of the DNA-hairpin and protein PGK data
and further supporting results.
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Appendix A: Definitions, notation and preliminaries
We consider a stable conservative mechanical system in a continuous domain Ω ∈ Rd that is at least weakly coupled
to a thermal bath with Gaussian statistics with the longest correlation time τb being much shorter than that of the
system, τs (i.e. τb  τs) such that the bath can be considered as representing stationary white noise on the time-scale
of the system’s dynamics [73]. The thermal bath is either external or the result of integrating out an additional
subset of internal degrees of freedom that relaxes much faster than the system. At any time t the state of the system
is specified by a d-dimensional state (column) vector xt ∈ Rd, whose entries are generalized coordinates xt,i. Note
that the dynamics in soft matter and biological systems is typically strongly overdamped which we also assume here.
The extension to underdamped systems is conceptually straightforward (since we consider microscopically reversible
dynamics) [108], but since a broken time-translation invariance in soft and biological matter is not tied to momenta,
we omit these for convenience. We are strictly interested in the evolution of xt for t τb. It is well known that under
certain technical conditions imposed on the dynamics of the bath [73], which we will not further detail here but are
strictly granted for the physical systems relevant to the discussion, xt evolves according to the Itô equation
dxt = F(xt)dt+ σdWt (A1)
where Wt is a d-dimensional vector of independent Wiener processes whose increments have a Gaussian distribution
with zero mean and variance dt, i.e. E[dWt,idWt′,j ] = δijδ(t− t′)dt, E[·] denotes the expectation over the ensemble of
Wiener increments and where σ is a d× d symmetric noise matrix. If momentum coordinates were included σ would
be positive semi-definite with zeros in the sector of position variables and non-zero terms proportional to the friction
constant γ in the momentum sector, and is strictly positive definite with terms ∝ γ−1 for over-damped dynamics (i.e.
for γ  1) [108]). We focus on microscopically reversible dynamics, that is, we consider d-dimensional Markovian
diffusion with a d×d symmetric positive-definite diffusion matrix D = σσT /2 and mobility tensor M = D/kBT (with
β−1 ≡ kBT being the thermal energy) in a drift field F(x), such that M−1F(x) = −∇ϕ(x) is a gradient flow. The
drift field F(x) : Rd → Rd, is either nominally confining (in this case Ω is open) or is accompanied by corresponding
reflecting boundary conditions at ∂Ω (in this case Ω is closed) thus guaranteeing the existence of an invariant measure
and hence ergodicity [73, 108].
2
On the level of probability measures in phase space the dynamics is governed by the (forward) Fokker-Planck
operator L̂ : V → V , where V is a complete normed linear vector space with elements f ∈ C2(Rd). In particular,
L̂ = ∇ ·D∇−∇ · F(x). (A2)
F(x) is assumed to be sufficiently confining, i.e. limx→∞ P (x, t) = 0,∀t sufficiently fast to assure that L̂ corresponds
to a coercive and densely defined operator on V with a pure point spectrum [109–111]. L̂ propagates probability
measures µt(x) in time, which will throughout be assumed to possess well-behaved probability density functions
P (x, t), i.e. dµt(x) = P (x, t)dx. The nullspace of L̂ (i.e. the solution of L̂Peq(x) = 0) is the equilibrium (Maxwell-
)Boltzmann-Gibbs distribution, Peq(x) = Q
−1e−βϕ(x), with partition function Q =
∫
Ω
dxe−βϕ(x). We define the
(forward) propagator Û(t) = eL̂t that is the generator of a semi-group Û(t+ t′) = Û(t)Û(t′). The formal solution of
the Fokker-Planck equation (∂t − L̂)P (x, t) = 0 is thereby given as P (x, t) = Û(t)P (x, 0). The expectation over the






B(x)P (x, t)dx ≡
∫
Ω
B(x)Û(t)P (x, 0)dx (A3)
Part of the analysis will involve the use of spectral theory in Hilbert space, for which it is convenient to introduce
the bra-ket notation; the ’ket’ |g〉 represents a vector in V written in position basis as g(x) ≡ 〈x|g〉, and the ’bra’
〈h| as the integral
∫
dxh†(x). The scalar product is defined with the Lebesgue integral 〈h|g〉 =
∫
dxh†(x)g(x). In
this notation we have the following evolution equation for the probability density function starting from an initial
condition |p0〉: |pt〉 = eL̂t|p0〉. Since the process is ergodic we have limt→∞ eL̂t|p0〉 = |eq〉, where 〈x|eq〉 = Peq(x). We
also define the (typically non-normalizable) ’flat’ state |–〉, such that 〈x|–〉 = 1 and 〈–|pt〉 = 1. Hence, ∂t〈–|pt〉 = 0
and 〈–|L̂ = 0.
Whereas L̂ by itself is not self-adjoint, it is orthogonally equivalent to a self-adjoint operator, i.e. the operator
L̂s = eβϕ(x)/2L̂e−βϕ(x)/2 is self-adjoint, and, moreover the operator eβϕ(x)L̂ is self-adjoint (for a proof see [108]).
Because any self-adjoint operator in Hilbert space is diagonalizable, L̂ is diagonalizable as well, but with a separate
set of left and right bi-orthonormal eigenvectors 〈ψLk | and |ψRk 〉, respectively. That is, L̂|ψRk 〉 = −λk|ψRk 〉 and 〈ψLk |L̂ =
−λk〈ψLk | with real eigenvalues λk ≥ 0 (assured by detailed balance) and where λ0 = 0, |ψR0 〉 = |eq〉, 〈ψL0 | = 〈–|,
and 〈ψLk |ψRl 〉 = δkl. Moreover, since eβϕ(x)L̂ is self-adjoint it follows that that |ψLk 〉 = eβϕ(x)|ψRk 〉. The resolution of
identity is given by 1 =
∑
k |ψRk 〉〈ψLk | and the propagator by Û(t) =
∑
k |ψRk 〉〈ψLk |e−λkt.
The Markovian Green’s function of the process xt corresponds to the conditional probability density function for a
localized initial condition 〈x|p0〉 = δ(x − x0) and is defined as Q(x, t|x0, 0) = 〈x|Û(t)|x0〉, such that the probability
density starting from a general initial condition |p0〉 becomes P (x, t, p0) = 〈x|Û(t)|p0〉 ≡
∫
dx0p0(x0)Q(x, t|x0, 0). In
the spectral representation the Green’s function reads







where the semi-group property means that Q(x, τ |x0, 0) = Q(x, t+ τ |x0, t) is independent of t as is easily verified via
∫
Ω
dx′Q(x, t|x′, t′)Q(x′, t′|x0, 0) =
∑
k,l
ψRk (x)〈ψLk |ψRl 〉ψLl (x0)e−λk(t−t
′)−λlt′ ≡ Q(x, t|x0, 0), (A5)
where we have used that 〈ψLk |ψRl 〉 = δk,l.
In the presence of a time-scale separation giving rise to local equilibrium the system’s dynamics may be coarse-
grained further into a discrete-state Markov jump master equation (see e.g. [112, 113]). In this case the configuration
space would be discrete and d−dimensional, L̂ would be replaced by a d × d symmetric stochastic matrix M, and
the Fokker-Planck equation by the master equation ddtQ = MQ. Since this situation corresponds to an approximate,
lower-resolution dynamics of the system that is mathematically simpler and the mapping between the Fokker-Planck
equation and Markov-state jump dynamics is well-known [103, 108, 112] and does not introduce any further conceptual
changes (the complete spectral-theoretic approach in particular remains unchanged), we will without any loss of
generality focus on the continuous scenario.
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Appendix B: Dynamics of the projected lower-dimensional observable
In order to describe the dynamics of the r-dimensional projected observable q = Γ(x) : Rd → Rr with r < d and q
lying in some orthogonal system in Euclidean space q ∈ Ξ(Rr) ⊂ Ω(Rd), we define the operator P̂x(Γ; q), such that,





where δ(y) is to be understood in the distributional sense. We can now define the (in general) non-Markovian two-
point conditional probability density of projected dynamics starting from q0 ∈ Ξ0, where the subdomain Ξ0 is not
necessarily simply connected, with the extended operator P̂x(Γ; q ∈ Ξ0) =
∫
Ξ0
dqP̂x(Γ; q) in terms of the single-point
and joint two-point density P 0p0(q0 ∈ Ξ0) and Pp0(q, t,q0 ∈ Ξ0), respectively, as
Gp0(q, t|q0 ∈ Ξ0) =
Pp0(q, t,q0 ∈ Ξ0)
P 0p0(q0 ∈ Ξ0)
≡ P̂x(Γ; q)P̂x0(Γ; q0 ∈ Ξ0)Q(x, t|x0, 0)p0(x0)
P̂x0(Γ; q0 ∈ Ξ0)p0(x0)
(B2)
with the convention that Pp0(q, t,q0) and Gp0(q, t|q0) stand for Ξ0 corresponding to a single point q0. The full system
is said to have a stationary preparation if and only if p0(x0) = Peq(x), whereas the projected observable is said to




where we have defined Peq(q) ≡ P̂x(Γ; q)Peq(x) as well as Pp0(q0) ≡ P̂x0(Γ; q0)p0(x0). In turn it follows that
limt→∞Gp0(q, t|q0 ∈ Ξ0) = Peq(q). Eq. (B2) demonstrates that the entire time evolution of projected dynamics
starting from a fixed condition q0 depends on the initial preparation of the full system p0(x0) as denoted by the
subscript, which is the first signature of the non-stationary nature of projected dynamics. In addition, the dynamics
described by Eq. (B2) is, except for quite exotic projections Γ(x), non-Markovian (see [85]).
We can now define averages and two-point correlation functions of q(t). The n-th moment of the position averaged
over an ensemble of all projected non-Markovian evolutions prepared in the point q0 while the full system at t = 0 is










where we are here only interested in n = 1, 2, whereas the most general tensorial two-point (0, t) (non-aging) correlation
(i.e. covariance) matrix is defined as







dq0(q⊗ q0)Pp0(q, t,q0)− 〈q(t)〉Ξ0p0 ⊗ 〈q〉Ξ0p0 , (B4)
such that limt→∞C(t; p0) = 0,∀p0, where from the scalar version is in turn obtained by taking the trace
CΞ0(t; p0) ≡ 〈q(t) · q(0)〉Ξ0p0 − 〈q(t)〉Ξ0p0 · 〈q〉Ξ0p0 = TrCΞ0(t; p0) (B5)
with the convention CΞ0(t;Peq) = 〈q(t) · q(0)〉Ξ0eq − 〈q(t)〉Ξ0eq · 〈q〉Ξ0eq ≡ CΞ0(t). We can equivalently define the time-
dependent variance of q(t) with q(0) = q0 ∈ Ξ0 as
σ2Ξ0(t; p0) ≡ 〈q(t)2〉Ξ0p0 − (〈q(t)〉Ξ0p0 )2 (B6)
1. Spectral theory of projected dynamics
We now use spectral theory of the Markovian Green’s function in Eq. (A4) to analyze the general properties of the
non-Markovian time evolution of the projected lower-dimensional observable q(t). As the initial preparation of the
full system p0(x0) was found to determine the point-to-point propagation of the probability density of q, we begin by












sufficiently compact to assure that the projection at time t = 0 does not project onto an empty set of the observable
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q0. By further introducing the elements of the following infinite-dimensional matrices
Ψkl(q) = 〈ψLk |δ(Γ(x)− q)|ψRl 〉, Ψkl(Ξ0) =
∫
Ξ0
dq〈ψLk |δ(Γ(x)− q)|ψRl 〉 (B7)
where limΞ0→q Ψkl(Ξ0) = Ψkl(q), we can express Pp0(q, t|q0 ∈ Ξ0) in Eq. (B2) as

















, the conditional non-
Markovian two-point density as


















= δl,0 and hence
Peq(q ∈ Ξ0) = Ψ00(Ξ0) as well as
Geq(q, t|q0 ∈ Ξ0) =











































dq〈ψLk |δ(Γ(x)− q)|ψRl 〉 = 〈ψLk |
∫
Ξ
dqδ(Γ(x)− q)|ψRl 〉 = 〈ψLk |ψRl 〉 = δk,l, (B12)
where the order of integration can be exchanged since the delta function in the distributional sense is smooth (i.e. the
limit to a ’true’ delta-function is taken after the integrals) and the domain of the q integration Ξ by definition includes
all mappings q = Γ(x) such that
∫
Ξ
dqδ(Γ(x)−q) = 1. As a result limΞ0→ΞGeq(q, t|q0 ∈ Ξ0) = Ψ00(q) = Peq(q),∀t.






























which, once plugged into Eq. (B4) together with Eq. (B11) and the right member of Eq. (B3), yield the tensorial
correlation (or covariance) matrix C(t; p0). The case treated in the main text, that is, when the projected coordinate
is one-dimensional and the full-system’s preparation is stationary, follows trivially by appropriate simplification of
Eq. (B1) and insertion into Eq. (B10), which leads to


















As we now show in the following section dynamical time asymmetry (i.e. broken time-translation invariance) is
inherently tied to non-Markovian three-point probability density functions of the projected observable.
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2. Three-point dynamics and breaking of time-translation invariance
In order to describe dynamical time asymmetry we introduce two times, the so-called “aging” (or “waiting”) time,
ta, and the observation time window τ = t− ta. More precisely, we consider, as in the previous section, that the full
system was prepared at t = 0 in a general (not necessarily stationary) state p0(x0), whereby the choice of time origin
is dictated by the initiation of an experiment or the onset of a phenomenon. The actual observation starts at some
later (aging) time ta ≥ 0 and is carried out until a time t and hence has a duration τ = t − ta. An example of a
non-stationary preparation of a full system would be a temperature quench of a system equilibrated at some different
temperature. We assume, as before, that only the lower-dimensional observable q(t) is observed for all times t ≥ 0.
We now define time-delayed, “aging” observables. The normalized tensorial aging correlation matrix is defined as
ĈΞ0ta (τ ; p0) ≡
CΞ0ta (τ ; p0)
CΞ0ta (0; p0)
=
〈q(τ + ta)⊗ q(ta)〉Ξ0p0 − 〈q(τ + ta)〉Ξ0p0 ⊗ 〈q(ta)〉Ξ0p0
〈q(ta)⊗ q(ta)〉Ξ0p0 − 〈q(ta)〉Ξ0p0 ⊗ 〈q(ta)〉Ξ0p0
(B15)
such that Ĉta(τ ; p0) ≡ TrĈta(τ ; p0) and for the one-dimensional coordinate starting from a system prepared in a
stationary state that is studied in the main paper






〈q(τ + ta)q(ta)〉Ξ0 − 〈q(τ + ta)〉Ξ0〈q(ta)〉Ξ0
〈q(ta)2〉Ξ0 − (〈q(ta)〉Ξ0)2
. (B16)
From the definitions of aging observables in Eqs. (B15-B16) it follows that these are inherently tied to three-point
probability density functions at times 0, ta, and ta + τ . The full system’s dynamics, corresponding to a Hamiltonian
dynamics coupled to a Markovian heat bath, is Markovian and time-translation invariant. The three-point joint
density therefore reads
P p0full(x, ta + τ,x
′, ta,x0) = Q(x, ta + τ |x′, ta)Q(x′, t|x0, 0)p0(x0). (B17)
Using the definitions from the previous section and introducing the shorthand notation P̂x,x′,x0(Γ; q,q′,q0 ∈ Ξ0) ≡
P̂x(Γ; q)P̂x′(Γ; q′)P̂x0(Γ; q0 ∈ Ξ0) the three-point joint density is defined as
Pp0(q, ta + τ,q









Under the milder (as far as the non-stationarity of q(t) is concerned) assumption that the full system at t = 0 is in
equilibrium, that is p0(x0) = Peq(x0) as we have assumed in the main text, 〈ψLm|Peq〉 = δm,0 and Eq. (B18) simplifies
to
Peq(q, ta + τ,q
′, ta,q0 ∈ Ξ0) ≡ P̂x,x′,x0(Γ; q,q′,q0 ∈ Ξ0)P
Peq







The corresponding three-point conditional probability densities are in turn defined by
Gp0(q, ta + τ,q
′, ta|q0 ∈ Ξ0) ≡
Pp0(q, ta + τ,q












Geq(q, ta + τ,q
′, ta|q0 ∈ Ξ0) ≡
Peq(q, ta + τ,q








A broken time-translation invariance is, however, most explicitly visible by means of what we will refer to as the
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two-point conditioned Green’s function:
G̃p0(q, ta + τ |q′, ta,q0 ∈ Ξ0) ≡
Pp0(q, ta + τ,q
′, ta,q0 ∈ Ξ0)














G̃eq(q, ta + τ |q′, ta,q0 ∈ Ξ0) ≡
Peq(q, ta + τ,q
′, ta,q0 ∈ Ξ0)








By means of Eqs. (B20) and (B21) we can now determine aging expectation values entering Eq. (B15) and Eq. (B16),
which, for a general matrix element 〈qi(τ + ta)qj(ta)〉 read






dqjqiqjGp0(qi, ta + τ, qj , ta|q0 ∈ Ξ0)






dqjqiqjGeq(qi, ta + τ, qj , ta|q0 ∈ Ξ0) (B24)
The dynamics of the projected observable q(t) is typically referred to as aging if correlation functions like
Ĉta(τ ; p0), Ĉta(τ ; p0) and/or Cta(τ) defined in Eqs. (B4-B5) depend on ta. However, the observables in Eq.(B24) only
capture linear correlations in systems with broken time-translation invariance, and moreover display a ta-dependence
even in Markovian systems which are time-translation invariant but evolve from a non-stationary initial condition
(see Lemma 2 below). These correlation functions are therefore by no means conclusive indicators of broken time-
translation invariance. We therefore propose the time asymmetry index, Υ – a new, conclusive (albeit not unique)
indicator of broken time-translation invariance, which we define as
ΥΞ0(ta, τ) ≡ D̂q,q′ [Gp0(q, τ + ta,q′, ta|q0 ∈ Ξ0)||Gp0(q, τ |q′)Gp0(q′, ta|q0 ∈ Ξ0)] , (B25)








which has the property D̂y1,y2 [p||q] ≥ 0 with the equality being true if and only if p(y1,y2) is equal to q(y1,y2) almost
everywhere [114]. The rationale behind this choice is that it is defined to measure exactly the existence and degree of
broken time-translation invariance and we will use this property in the following section to assert the necessary and
sufficient conditions for the emergence of dynamical time asymmetry. We are now in a position to prove the central
claims in the manuscript.
Appendix C: Main theorems with proofs
Definition 1. Time-translation invariance [76, 115]. The dynamics of the observable q(t) resulting from the projection
defined in Eq. (B1) of the full Markovian dynamics xt evolving according to Eq. (A1) is said to relax to equilibrium
in a time-translation invariant manner (i.e. stationary) if and only if the two-point conditioned Green’s function in
Eqs. (B22-B23) does not depend on ta, that is
G̃p0(q, ta + τ |q′, ta,q0 ∈ Ξ0) = G̃p0(q, t′ + τ |q′, t′,q0 ∈ Ξ0),∀τ, t′ > 0.
Definition 2. Dynamical time asymmetry. The dynamics of the projected observable q(t) is said to be dynamically
time asymmetric if its relaxation to equilibrium is not time-translation invariant.
Definition 3. Trivial non-stationarity. The dynamics of the projected observable q(t) is said to be trivially non-
stationary if the relaxation is time-translation invariant but evolves from a non-equilibrium initial condition of the full
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system, p0(x0) 6= Peq(x0).
Theorem 1. The dynamics of the observable q(t) resulting from the projection defined in Eq. (B1) of the full Marko-
vian dynamics xt evolving according to Eq. (A1) is time-translation invariant if and only if at least one of the following
is true:
(1) the projected dynamics q(t) is Markovian
(2) the full system and projected observable are both prepared in and sampled from equilibrium, that is p0(x0) = Peq(x),
Ξ0 → Ξ such that limΞ0→Ξ Peq(q0 ∈ Ξ0)→ 1.
If either of these two assumptions is true ΥΞ0(ta, τ) = 0,∀ta, τ > 0.
Proof. We first prove sufficiency. If the projection P̂ is such that 1. above holds then Gp0(q, τ + ta,q′, ta|q0 ∈ Ξ0) =
Gp0(q, τ |q′)Gp0(q′, ta|q0 ∈ Ξ0) for any τ, ta,q,q′,q0,Ξ0 and p0(x0), such that the logarithmic term in Eq. (B26) is
identically zero everywhere and hence ΥΞ0(ta, τ) = 0,∀ta, τ . Conversely, if 2. is true then due to Eq. (B12) we have
Geq(q, t|q0 ∈ Ξ) = Ψ00(q) = Peq(q),∀t and according to Eq. (B20) also Gp0(q, ta + τ,q′, ta|q0 ∈ Ξ) = Gp0(q, τ |q′),
such that the logarithmic term in Eq. (B26) is again identically zero everywhere and hence ΥΞ0(ta, τ) = 0,∀ta, τ .
This proves sufficiency.
To prove necessity we first recall that D̂y1,y2 [p||q] = 0 if and only if p(y1,y2) is equal to q(y1,y2) almost everywhere
[114]. In addition, as a result of Eq. (B7) and irrespective of the projection (as long as it does not project onto an
empty set) the time evolution of Gp0(q, τ + ta,q
′, ta|q0 ∈ Ξ0) in Eq. (B20) and Eq. (B21) as well as Gp0(q, τ |q′) and
Gp0(q
′, ta|q0 ∈ Ξ0) in Eq. (B9) is smooth and continuous ∀ta > 0, τ > 0. Moreover, Ψ0k(q) 6= Ψlk(q) for l 6= 0 except
for potentially on a set of q with zero measure because of Eq. (B7) and since 〈ψL0 | and 〈ψLl | are linearly independent.
Therefore, because Gp0(q, τ + ta,q
′, ta|q0 ∈ Ξ0) ≥ 0,∀τ, ta,q,q′,q0,Ξ0 and p0(x0) the Kullback-Leibler divergence
in Eq. (B26) cannot not be zero almost everywhere except if either one or both of the statements 1. or 2. above are
true. This completes the proof of necessity.
Corollary 1.1. The dynamics of the projected observable q(t) displays a dynamical time asymmetry as soon as the
projection P̂ renders it non-Markovian and it is initially not prepared in, and averaged over, an equilibrium initial
condition, i.e. Pp0(q0 ∈ Ξ0) 6= Peq(q0 ∈ Ξ) = 1. If this is true then ΥΞ0(ta, τ) > 0 at least on a dense set of ta and τ
with non-zero measure.
Proof. The proof follows immediately from a straightforward extension of the proof of Theorem 1.
Lemma 2. Aging correlation functions like Ĉta(τ ; p0), Ĉta(τ ; p0) and/or Cta(τ) defined in Eqs. (B4-B5) are not con-
clusive indicators of the dynamical time asymmetry because they cannot discriminate between trivial non-stationarity
and broken time-translation invariance, that is, they can display a dependence on ta even if the relaxation to equilib-
rium is time-translation invariant.
Proof. A simple example suffices to prove this claim. Consider that the observable yt is evolving according to Markov
dynamics (for conditions imposed on P̂ for this to occur please see [85]) with Green’s function Q(y, t|y0). It is not
difficult to show that the relaxation to equilibrium is time-translation invariant. Namely, consider, the probability
density of y at a time τ + ta given that at time ta the system was found in a point q
′ whereby it evolved there from
an initial probability density p0(y):
G̃p0(y, τ + ta|y′, ta,y0) ≡
∫
Ξ0
dy0Q(y, τ + ta|y′, ta)Q(y′, ta|y0)p0(y0)∫
Ξ0
dy0Q(y′, ta|y0)p0(y0)
= Q(y, τ + ta|y′, ta) = Q(y, τ |y′), (C1)
where we allow (redundantly) and under-sampling of p0 by setting Ξ0 6= Ξ. Clearly, and expectedly, the relaxation
process y(ta)→ y(ta + τ) is time-translation invariant – it depends only on y′ = y(ta) but does not depend on how
this state was reached. Analogously to Eq. (B20) we also define the three-point joint probability density of y evolving
from an initial probability density p0(y)




dy0Q(y, τ + ta|y′, ta)Q(y′, ta|y0)p0(y0)∫
Ξ0
dy0p0(y0)
= Q(y, τ |y′)Q(y′, ta|Ξ0), (C2)
where the propagation from y′ = q(ta) → q(ta + τ) only depends on q(ta) but not on how this state was reached.
It follows immediately that the time asymmetry index Υ for this process is identically zero (See Theorem 1 and
Corollary 1.1). Nevertheless, because Gp0(y, τ + ta,y
′, ta|Ξ0) in Eq. (C2) depends on the probability that the system
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is found at time ta in q
′ (but not on how it got there) the aging correlation function obtained from Eq. (C2) would
display a dependence on ta as long as p0(y0) 6= Peq and Ξ0 6= Ξ, which implies non-stationarity in a trivial sense
(i.e. this would equally well be the case even simple Brownian diffusion of a particle in a box, which is manifestly
time-translation invariant).
Conversely, it is also possible that the relaxation is indeed not translationally invariant according to Definition 1
but a dependence on ta only arises in the evolution of higher order (even or odd) correlation functions and is not
visible in first order correlations in Eqs. (B15-B16).
Observation 1. Characteristic scaling of aging correlation functions. An interesting and very common observation
in the existing literature on glassy, aging dynamics is an irreducible structure Cta(τ ; p0) = f(τ + ta, ta) (see e.g.
[46, 47, 116, 117]) frequently accompanied by a characteristic power-law scaling of aging autocorrelation functions
[39, 46, 47, 117]. A particularly striking observation is the frequently observed so-called ’full aging’ regime where the
observation time window τ becomes much longer than the aging time ta, τ  ta, and the following simple scaling
emerges Cta(τ ; p0) ∝ ta/τ [20, 49, 96, 97]. Below we explain the emergence of irreducible structure as well as power-
law-decaying aging autocorrelation functions incl. the full aging within the context of our spectral-theoretic approach.
Theorem 3. A representation result. Let ϕ be a positive real number smaller than 1, 0 < ϕ < 1, and the functions
g1(t) : R+ → R and g2(τ, t) : R+ × R+ → R be smooth for t > 0 and t, τ > 0, respectively. A matrix element of aging
correlation functions, Cta,i,j(τ ; p0) or Cta(τ ; p0), defined in Eqs. (B15-B16) has the following irreducible structure in
the form of a stationary contribution g1(t) and a non-stationary contribution g2(τ, t):
Cta,i,j(τ ; p0) = (1− ϕ)g1(τ) + ϕg2(τ, ta).
Proof. We recall the definition of aging expectation values in Eq. (B24) and simply split the double sum in Eqs. (B20)










l≥1. The second term in the numerator of Eqs. (B15-B16)
is nominally non-stationary (i.e. depends on both τ = t− ta and ta). Collecting terms we obtain the representation
stated in the theorem.






The dynamics of the projected observable q(t) is said to be (transiently) self-similar on a time-scale 0 < t . λ−1kmin
(see e.g. [118]) if a time-scale change t→ tδ does not change the relaxation beyond a renormalization of the weights,
wijk → w̃
ij
k (δ). That is if λk and wk are not independent, such that ∃kmin ∈ Z+ and constants (τ0, α, δ, y) ∈ R+ with
0 < δ < 1 and y < 1 such that for k ∈ Z+ > kmin we have λk = (δkτ0)−1 and wk = δ−αky. Then we have, on the






































where Γ(α) and Γ(α, z) denote the complete and upper incomplete Gamma functions, respectively, and ' stands for
asymptotic equality, that is that the fraction of the left and the right hand side converges to 1 for 0 < τ0  t . λ−1kmin .
Cij(t; p0) thus transiently decays asymptotically according to a power-law with exponent α.
Proposition 1. Self-similar time asymmetric dynamics. Let us write the non-normalized aging correlation function,
























2 y1 for suitably chosen 0 < δ1, δ2, δ3 < 1, y1 < 1, τ = t − ta and
(τ0, α, kmin) as in Definition 4. Then we have, for 0 < τ0  t, τ, ta . λ−1kmin asymptotically


























































ln δ3 ln δ2
)
and βmin = αkmin. On
a “good” scale of ta, i.e. where y1Γ(α)C3(τ0/ta)
α/ ln δ−11 ' const ≡ B is effectively constant (that is, varies slowly)
with respect to (ta/t)
α then





















Moreover, when τ  ta we have the the “anomalous full aging” scaling
Cta,ij(t; p0) ' C1 +B
[
1 +





























where ν = α if C2 ln δ2 6= C4 ln δ3 and ν = α+ 1 otherwise.





























xτ0) ' const for t . λ−1kmin . The rest follows directly from the computation in
Definition 4 upon rearranging and collecting terms. To the the “anomalous full aging” scaling we expand (ta[τ+ta])
α =
(1+τ/ta)
−α = (ta/τ)α(1−ατ/ta+O((ta/τ)2) and collect terms. Upon identifying the constants B1 and B2 we arrive
at Eq. (C7) which completes the proof.
Remark 1.1. Note that the scaling-from in Definition 4 arises, for example, when the observable corresponds to
an internal distance within a single macromolecule (such e.g as the Rouse chain) [92] or within individual protein
molecules [93, 94], as well as in diffusion on fractal objects [95].
Proposition 2. Logarithmic relaxation and ’full aging’. Let Cta,ij(t; p0) be written as in Eq. (C4) in Proposition 1
and let α = 0, δ1 = δ3 and C2 = C4 = C ∈ R+ (i.e. 1/f self-similar scaling with logarithmic relaxation [20, 49, 96];
in fact a simple change of integration variable x → δ−x in Eqs. (C3)-(C5) with α = 0 shows that this case is
mathematically equivalent to the analysis in [49, 96]). Then we have, for 0 < τ0  t, τ, ta . λ−1kmin asymptotically






















where κ = max (λkmint, λkminτ, λkminta). Moreover, in te limit τ  ta we find























such that when λkminta = O(1) we recover the so-called ’full aging’ scaling [49, 96, 97]





Proof. The proof of the proposition is straightforward and follows from noticing that in the limit x  1 we have
Γ(0, x) = − ln(x) + γ +O(x). Plugging into the expression in Proposition 1 we find, upon elementary manipulations,
the result in Proposition 2. The ’full aging’ scaling is further obtained by Taylor expanding the logarithm to first
order.
Remark 2.1. The representation of Cta,i,j(τ ; p0) given in Theorem 3 is indeed frequently observed in experiments on
glassy systems [117], while self-similar aging dynamics with a power law scaling as in Proposition 1 has been observed
both in glassy systems [47, 116, 117] as well as in individual protein molecules [39] and, in a similar form, emerges
in the case of phenomenological so-called continuous time random walk models with diverging waiting times [119].
Notably, in the specific case of 1/f self-similar dynamics our analysis also recovers the well-known, yet puzzling, “full
aging” limiting scaling of Cta,i,j(τ ; p0) (see Eq. (C10) [20, 49, 96, 97], and in particular the presence of the logarithmic
correction in ta to the full aging scaling in Eq. (C9) may potentially explain the observation that a perfect f(ta/τ)
collapse is only observed for a specific “good” range values of the aging time ta [97]. Moreover, the power-law aging
in Eq. (C7) for t ta agrees with the “renewal aging” in fractional dynamics [45] (since zα is the leading order term
of the expansion of the incomplete Beta function, B(z, α, 1− α), as z → 0). These specific results, as wall as others,
therefore emerge as special cases of the framework presented in this work.
Observation 2. With respect to dynamical time asymmetry, the under-sampling of equilibrium is equivalent to a
temperature quench. Let PTeq(x) be the equilibrium probability density function of the full system at a temperature T
prior to a quench in temperature, that is different from the ambient temperature T0, i.e. T > T0. Expanding P
T
eq(x) in











Let us further assume that the observable q is fully sampled from PTeq(x) (like in the case of a supercooled liquid), i.e.
Ξ0 = Ξ, such that according to Eq. (B12) we have Ψkl(Ξ) = δkl.







GPTeq(q, ta + τ,q





since Ψkk(Ξ) = 〈–|PTeq
〉
= 1. According to Theorem 1 and Corollary 1.1 a temperature quench gives rise to broken
time-translation invariance as longs as the projection renders the dynamics non-Markovian. Now consider an system
prepared in equilibrium p0(x) = Peq(x) but with the projected observable undersampled from said equilibrium, i.e. for
a domain q0 ∈ Ξ0 ⊂ Ξ such that Peq(q0 ∈ Ξ0) 6= 1. Then (see Eq. (B10) and Eq. (B21))






Geq(q, ta + τ,q








which has a broken time-translation invariance as long as the projection renders the dynamics non-Markovian according
to Theorem 1 and Corollary 1.1. Clearly, the only difference between the two non-Markovian time evolutions is in the
factor ψLl |PTeq〉 versus Ψl0(Ξ0)/Ψ00(Ξ0), which demonstrates that the effect of temperature quench and under-sampling
of equilibrium are indeed (qualitatively) virtually indistinguishable as stated in the observation.
Appendix D: Physical models, experimental and simulation data
1. Fictitious dynamical time asymmetry in a time-translation invariant system: the Brownian particle in a
box
Consider the propagator (i.e. the probability density) of a Browninan particle with diffusion coefficient D1 confined
in a box of unit length L, G(x, t|x0, 0) (without loss of generality we express length in units of L and time in units of
L2/D such that x→ x/L and t→ tD/L2) with x ∈ [0, 1], evolving according the Fokker-Planck equation
∂tG(x, t|x0, 0) = ∂2xG(x, t|x0, 0), ∂xG|x=0 = ∂xG|x=1 = 0, (D1)
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with initial condition G(x, 0|x0) = δ(x− x0). The spectral expansion of the Green’s function of the problem reads






2− δ0,k cos(kπx), λk = k2π2, (D2)
where we note that the problem is self-adjoint and hence ψRk (x) = ψ
L
k (x) = ψk(x). Let us define
Ik ≡ 2−δk0 + (1− δk0)
√
2(cos(kπ)− 1)/k2π2

























which enter the definition of the aging correlation function
Cta,x0(τ) =
〈x(τ + ta)x(ta)〉 − 〈x(τ + ta)〉〈x(ta)〉
〈x(ta)x(ta)〉 − 〈x(ta)〉2
. (D5)
When the initial distribution is not a point but is sampled from a flat distribution between a and b (as in the example
in the main text), i.e. uniformly from a domain Ω0 = [a, b], we instead define
Lk(b, a) = δk0 + (1− δk0)
√
































Once inserted in Eq. (D5) Eq. (D7) deliver the aging autocorrelation function shown in Fig. 2 in the main text
that displays fictitious dynamical time asymmetry (i.e. trivial dependence on ta). In the meantime, the relaxation
dynamics is time-translation invariant according to Definition 1 as a result of Theorem 1 (see also Eq. (2) in the main
text), since it is Markovian and thus satisfies the Chapman-Kolmogorov semi-group property (see Lemma 2). The
fictitious dynamical time asymmetry is thus a result of trivial non-stationarity in Definition 3.
2. Rouse polymer model
The Rouse polymer chain [120, 121] is a flexible macromolecule consisting of harmonic springs of zero rest-length.
The potential energy of the macromolecule with N+1 point-like units (here referred to as ’beads’) with a configuration




βb2 |Ri+1−Ri|2, where b is the so-called Kuhn length
describing the size of a chain segment (i.e. the characteristic distance between two beads) and will for convenience (and
without any loss of generality) here be set to b =
√
3. The dynamics is assumed to evolve according to overdamped
diffusion (with all beads having a equal diffusion coefficient D) in a heat bath with zero mean Gaussian white noise,





where Ŵt denotes for a 3(N + 1)-dimensional vector of independent Wiener processes whose increments have a
Gaussian distribution with zero mean and variance dt: E[dŴt,idŴt′,j ] = δijδ(t − t′)dt. E[·] denotes the expectation
over the ensemble of Wiener increments. The interaction matrix M is the 3(N + 1) × 3(N + 1) tridiagonal Rouse
super-matrix whose elements are Mij1 (where 1 denotes the 3 × 3 unit matrix) and the (N + 1) × (N + 1) matrix
M has elements Mii = (2− 1δi1 − 1δiN ) and Mii+1 = Mii−1 = −1. On the level of a probability density function the
Itô process Eq. (D8) corresponds to the N -body Fokker-Planck equation, which, introducing the operator ∇ ≡ {∇i}
reads




P (R, t), (D9)
which has the structure of Eq. (A2) and can be decoupled as follows. We first rotate the coordinate system to normal
coordinates Q ∈ R3(N+1) = {Qi},∀i ∈ [0, N ] [122], i.e. Ri = SQi (Qi ∈ R3) and∇i = S∇Qi with the (N+1)×(N+1)
orthogonal matrix S, S−1 = ST , which diagonalizes the Rouse matrix, Λ = STMS, where















,∀k > 0, (D10)
and Si0 = (N + 1)
−1/2,∀i (which is not required; see footnote). Introducing the 3(N + 1)× 3(N + 1) super-matrix S,
whose elements are Sik1, the transformation to normal coordinates is found to decouple the Fokker-Planck equation
Eq. (D9):











P (Q, t), (D11)
whose structure implies that the solution factorizes P (Q, t) =
∏N
i=1 P (Qi, t) and P (Qi, t) is simply the well-known




























The Gaussian structure of the solution will permit explicit results not requiring a spectral decomposition of the
Fokker-Planck operator (which, however, is well-known [120]).
We are here interested in the dynamics of the end-to-end distance of the polymer, q(t) ≡ |q(t)| = |RN+1(t)−R1(t)|,
which would be typically probed in a single-molecule FRET or optical tweezers experiment. To make minimal
assumptions we assume a stationary initial preparation of the full system, i.e. P0(R) = Peq(R). Since q(t) at any
instance depends on all other degrees of freedom Rk(t),∀k ∈ [2, N ] its dynamics is strongly non-Markovian. In normal
























having defined Ai in Eq. (D14), such that introducing dQ ≡
∏N
i=1 dQi the projection operator Eq. (B1) can be shown
to correspond to













AiQi − q(q, ϕ, θ)
)
, (D15)
and the non-Markovian conditional two-point probability density is calculated according to Eq. (B2) and leads, upon




































e−λit, γ = φ(0). (D17)




















which decays to zero as t→∞. We now address the three-point conditional probability density Eq. (B21) and aging
autocorrelation function Eq. (B16), which are much more challenging. As such a complex calculation has, to the best
of our knowledge, not been performed before for any stochastic system, we here present a more detailed derivation.
We start with Eq. (B17), plug in Eqs. (D12) and use Eq. (D15) to first calculate the three-point joint density of
the vectorial counterpart, i.e. Peq(q, ta + τ,q
′, ta,q0). We now perform a triple Fourier transform








−iw·q0Peq(q, ta + τ,q
′, ta,q0) (D19)
and carry out all integrations over Q,Q′ and Q0 (a total of 3N integrals each) and introduce the short-hand notation
St = φ(t) to find





−γ(w2 − v2 − u2)− 2StawTv − 2StuTw − 2SτuTv
)
. (D20)
We now invert back all three Fourier transforms and introduce auxiliary functions Xτ,ta ≡ γ3 − γ(S2ta − S2t − S2τ ) +
2StaStSτ as well as Yτ,ta ≡ γSt − StaSτ and Zτ,ta ≡ γSτ − StSta (keeping in mind that t = τ + ta) to find
Peq(q, t,q




− (γXτ,ta + Yτ,ta)q
2


































dθ0, we introduce the final set
































which, after a long and laborious computation leads to the exact result
Peq(q, τ + ta, q















































The conditional three-point density is in turn obtained from Eq. (D23) by
Geq(q, τ + ta, q
′, ta|q0) = Peq(q, τ + ta, q′, ta, q0)/Peq(q0). (D24)
Having obtained all quantities required for the computation of the aging correlation function and the time asymmetry






















dq′Geq(q, τ + ta, q
′, ta|q0) log
(
Geq(q, τ + ta, q
′, ta|q0)
Geq(q, τ |q′)Geq(q′, ta|q0)
)
(D26)
are performed using an adaptive Gauss-Kronrod routine [123]. The results for a Rouse chain with N = 50 beads are
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G(q, t = 0.1, q1, ta = 0.05|q0 = 9.85)


















G(q, t = 200, q1, ta = 100|q0 = 9.85)

















Figure D1. The top left panel shows the density of the invariant measure Peq(q), while the top right panel depicts the conditional
two-point density Geq(q, t|q0) in Eq. (D16) for q0 = 9.85 and three different t. The bottom panels show the conditional three-
point probability density function Geq(q, τ + ta, q
′, ta|q0) in Eq. (D24) for two combinations of t = τ + ta and ta.
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The density of the invariant measure of the end-to-end distance, Peq(q) (Fig. D1, top left) is concentrated in the
regime 0 < q < 30 with a maximum at qpeak = 9.85 ≈ 10. The evolution of the conditional two-point conditional
probability density for an ensemble of trajectories starting at the typical distance qpeak, Geq(q, t|qpeak) (Fig. D1, top
right) evolves smoothly towards Peq(q) with a relaxation time trel = λ
−1
1 ≈ 253.4. Notably, the corresponding three-
point density Geq(q, t, q
′, ta|qpeak) (Fig. D1, bottom) shows strong long-time correlations in the evolution of q(t), e.g.
even for aging times ta = 100 (which are already of the order of, but still smaller than, trel) the value of q at time
t = 2ta is strongly correlated with its value q
′ at ta (Fig. D1, bottom right). This long-lasting correlations, which are
the result of the projection of the full 3(N +1)-dimensional dynamics of the polymer onto a single distance coordinate
q(t), are responsible for the dynamical time asymmetry.
Note that the relaxation time scales quadratically with the length of the chain, in.e. trel ∝ N2 and therefore the
dynamical time asymmetry extends, for long polymers N & 104 over many orders in time. However, for such long
chains the computation or Υ at short ta, τ becomes numerically unstable. In Fig. D2 we demonstrate the quadratic






























Figure D2. Υ(ta, τ) for a) N = 10, b) N = 10
2, and c) N = 103 portraying a growing time-scale of dynamical time asymmetry.
3. Single file diffusion
The single file model refers to the overdamped Brownian motion of a system of N particles with hard core exclusion
interactions, which for simplicity (and because the finite-size scenario is obtained by a simple re-scaling of space) we
assume to be point-like and confined to an interval of unit length L = 1 [101, 124, 125]. We express length in units of
L and time in units of τ = D/L2, where D corresponds to the diffusion coefficient which is assumed to be equal for all
particles. The state of the system is completely described with the vector of particle positions x = (x1, . . . , xN ). We
are interested in tagged-particle dynamics and therefore our projected observable corresponds to the position of the
i-th particle, q(t) = xi(t). The full system’s dynamics is driven solely by entropic driving forces because the potential
energy is strictly zero. In turn, the free energy landscape (i.e. the potential of the mean force acting on the tagged
particle) corresponds to the entropic landscape, whereas the potential energy hypersurface is perfectly flat.





∂2xi)Q(x, t|x0) = 0, Q(x, t = 0|x0) =
N∏
i=1
δ(xi,0 − xi), (D27)
which is solved under N − 1 non-crossing boundary conditions
lim
xi+1→xi
(∂x0,i+1 − ∂x0,i)Q(x, t|x0) = 0, ∀i. (D28)
The system is exactly solvable with the coordinate Bethe ansatz, which yields explicit results for the spectral expansion







−λkt according to Eq. (A4), where we introduced the N -
tuple k = (k1, . . . , kN ), ki ∈ N,∀i. Expressions for the eigenfunctions ψRk (x), ψLk (x) are given in [101, 125] and the
eignevalues corresponding to λk =
∑N
i=1 kiπ
2. Note that the relaxation time trel = 1/λ1 once re-scaled to natural
16
units in terms of the collision time (i.e. tcol = (L/N)
2/D scales as ∝ N2.
The projection operator is turn defined by Eq. (B1) with δ(xi − q), which according to Eq. (B7) yields, upon some















imki is the multiplicity of the eigenstate with mki corresponds to the number of times a particular
value of k1 appears in the tuple and NL, NR are the number of particles to the left and right from the tagged particle,
respectively. The sum
∑
{ni} is over all permutations of the elements of the N -tuple k. For the equilibrium density
we find Peq(q) =
N !
NL!NR!





1 λk = λl = 0√
2 cos(λk/lπx) λk = 0 orλl = 0


















λk cos(λlπx) sin(λkπx)− λl cos(λkπx) sin(λlπx)


















−λk cos(λlπx) sin(λkπx) + λl cos(λkπx) sin(λlπx)
π(λ2k − λ2l )
otherwise
(D33)
The autocorrelation functions C(t) and Cta(τ) can now be calculated using Eqs. (B14) and (B16), respectively, where
trivially 〈q(t)〉 = (Nl + 1)/(N + 1) and 〈q(0)2〉 = (NL + 2)(NL + 1)/[(N + 2)(N + 1)]. As it was impossible to carry
out this final step analytically, we carried out the integrals in Eqs. (B14) and (B16) depicted in Fig. 3b in the main
text numerically according to the trapezoidal rule.
The computation of the time asymmetry index Υ in Eq. (B25), which was as well performed using the trapezoidal
rule on a grid of 100 points, is extremely challenging even for moderate values of N . By repeating the integration
using a smaller grid of 50 points we double-checked that the integration routine converged to a sufficient degree. The
results for a single file of N = 5 particles tagging the third particle are presented in Fig. 3b in the main text and in
Fig. D3.
The density of the invariant measure of the tagged central particle (Fig. D3, top left) peaks in the center of the unit
box, qpeak = 0.5, and decays towards the borders due to the entropic repulsion with the neighbors. The evolution of
the conditional two-point conditional probability density for an ensemble of trajectories starting at the typical distance
qpeak, Geq(q, t|qpeak) (Fig. D3, top right) evolves smoothly towards Peq(q) with a relaxation time trel = λ−11 ≈ 2.5.
Similar to the end-to-end distance of the Rouse polymer the corresponding three-point density of the tagged particle,
Geq(q, t, q
′, ta|qpeak) (Fig. D3, bottom) shows strong long-time correlations in the evolution of q(t), e.g. even for aging
times ta = 0.125 (which are already of the order of, but still smaller than, trel) the value of q at time t = 2ta is strongly
correlated with its value q′ at ta (Fig. D1, bottom right). This long-lasting correlation reflects prolonged entropic
bottlenecks (i.e. ’traffic-jams’), which require collective rearrangements of many particles and thus decorrelate slowly,
giving rise to strong memory effects and dynamical time asymmetry (see Fig. 3b in the main text) as soon as q0 is
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Figure D3. Single file. The top left panel depicts the density of the equilibrium measure Peq(q) of the third particle in a single
file of five particles, q(t) = x3(t). The top right panel shows a two-point conditional probability density function G(q, t|q0)
for different values of t, where q0 = 0.5 (i.e. the maximum of the Peq(q)). The bottom panels depict the three-point density
G(q, t, q′, ta|q0) at different τ and ta evolving from the same initial condition. To produce G(q, t, q′, ta|q0) the spectral expansion
Eq. (A4) was truncated at maximum Bethe eigenvalue 225π2.
4. Analysis of experimental and simulation data
We now consider the time series of a low-dimensional projected observable sampled at discrete time steps that is
frequently encountered in the analysis of experimental data. Therefore we first translate all definitions in Sec. B to
discrete time series and explain in detail how to carry out the complete analysis of aging dynamics for such systems.
To ease the application of these new concepts we also provide a C++ routine TSymmetryFinder that will be made
available on GitHub.
We consider a discrete time series of length N – in our case a one-dimensional physical observable q(ti) – sampled
at constant time intervals with spacing ti+1− ti = ∆t,∀i. We pre-process the data by evaluating the mean value over
the time series q = N−1
∑N
i=1 q(ti) and then center the data by subtracting the mean value, q(ti)→ q(ti)− q. In the
first stage we determine the (non-aging) autocorrelation function
C(τ = nτ∆t) =
1
(N − nτ )∆t
N−nτ∑
i=1
q(ti+nτ )q(ti)∆t, nτ  N (D34)
and determine the relaxation time as tr : min
ti
[C(ti)/C(0) < ε], where we choose ε = 0.05. All data are henceforth
analyzed such that nmax ≡ nτmax ≈ nr = tr/(∆t) in order to assure sufficient sampling when evaluating sliding
averages.
Next we determine the equilibrium probability density function and two-point conditional probability density
(Eq. (B2)) as a histogram taken over the data. We introduce bins Bi centered at qi with a width δq and define
the characteristic function of a bin 1Bi [q(ti)] = 1 if qi − δq/2 ≤ q(ti) < qi + δq/2 and zero otherwise and let 1Ξ0 [q]
be the indicator function of the initial condition. Let us further define nl(nτ ) = max
i
q(ti) ∈ Ξ0 : nl + nτ ≤ N . The
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and the 2-point conditional probability density as
G(qi, nτ |q0 ∈ Ξ0) =
∑nl(nτ )





G(qi, nτ |qj) =
∑nl(nτ )





The three-point conditional density Eq. (B21) is defined for nτ ′ ≤ nτ analogously as
G(qi, nτ , qj , nτ ′ |q0 ∈ Ξ0) =
∑nl(nτ )





Introducing δn = nτ − na the time-asymmetry index is in turn determined as a double sum




G(qi, δn+ na, qj , na|q0 ∈ Ξ0) log
G(qi, δn+ na, qj , na|q0 ∈ Ξ0)
G(qi, δn+ na|qj)G(qi, na|q0 ∈ Ξ0)
, (D39)












qiG(qi, ni|q0 ∈ Ξ0), (D42)
where τ = δn∆t and ta = na∆t and we note that by construction (i.e. due to the centering of data) 〈q(ti)〉 = 0,∀i.
100 bins in q(tδn+na) and 100 bins in q(tna) were used for each combination of τ and ta to determine G(qi, δn +
na, qj , na|q0 ∈ Ξ0), G(qi, δn+ na|qj) and G(qi, na|q0 ∈ Ξ0) and in turn ΥΞ0(ta, τ).
a. DNA-hairpin
Dual optical tweezers data of the DNA hairpin were kindly provided by the Woodside group [69] in the form of a
constant trap measurements of the DNA hairpin 30R50T4, sampled at 400 kHz, for trap stiffness 0.63pN/nm in one
optical trap and 1.1pN/nm in the other. The time series was 2.75 · 104ms long. The normalized aging correlation
function Cta(τ) and dynamical time asymmetry index Υ are depicted in Figs. 3c and 4b in the manuscript. Here, we
additionally present in Fig. D4, for illustrative purposes and for the sake of completeness, the density of the invariant
(equilibrium) measure Peq(q) and exemplary two-point conditional probability G(q, t|q0 ∈ Ξ0) and the three-point
conditional density G(q, τ + ta, q
′, ta|q0 ∈ Ξ0), respectively, for various t. The histograms in the relative deviations
q(ti) = qraw(ti)− q were determined by binning the interval from -25 nm to +15 nm into 100 bins and q = 3.47 nm.
These probability density functions are shown in Fig. D4.
The density of the invariant measure of the extension of the hairpin is bimodal, reflecting the existence of two
long-lived conformational states (Fig. D5, top left). The evolution of the conditional two-point conditional probability
density for an ensemble of trajectories starting at the typical distance qpeak, Geq(q, t|qpeak) (Fig. D5, top right) evolves
smoothly towards Peq(q) with a relaxation time trel = λ
−1
1 ≈ 15ms, and nicely depicts the onset of conformational
transitions (see red line).
Another striking feature of hairpin dynamics is seen in the corresponding three-point density, Geq(q, t, q
′, ta|qpeak)
(Fig. D5, bottom), which depicts, alongside the linear correlations along and near the diagonal q = q′ that were
also present in the Rouse polymer and tagged-particle diffusion in a single-file, prominent non-linear correlations (see
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Figure D4. DNA Hairpin. In the top left panel depicts the density of the equilibrium measure Peq(q) of the centered time
series q(ti) = qraw(ti) − q, while the top right shows a two-point conditional probability density function G(q, t|q0 ∈ Ξ0) for
different values of t, where Ξ0 = [0.2−0.2, 0.2+0.2] nm. The bottom panels depict the three-point density G(q, t, q′, ta|q0 ∈ Ξ0)
at different τ and ta evolving from the same initial condition.
q0 = 0.2 ± 0.2nm
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Figure D5. DNA Hairpin, second example. The time asymmetry index for the DNA hairpin data as in Fig. D4 but with
the initial condition Ξ0 = [−5− 0.2,−5 + 0.2] nm.
conformational transitions, that is, the hairpin relaxation dynamics post transition remembers the configurations prior
to the transition even on time-scales of & 200 ms, which reflects a very long range of broken Markovianity. However,
a comparison with the corresponding time asymmetry index in Fig. 3c in the main text shows that at aging times
ta = 100 ms the dynamics is already time-translation invariant. This is a nice and clear practical demonstration of
the important conceptual difference between the notion of relaxation with a broken time-translation invariance and
20
memory effects in time-translation invariant relaxation of a low-dimensional physical observable.
In order to demonstrate the robustness of these observations with respect to specific the initial condition q0 = 1(0)
(as long as p0(q0) 6= Peq(q0) that is) we also present in Fig. D5 the results for a different set of initial conditions. The
results in Fig. D5 show qualitatively the same features and are fully consistent with the statements in the manuscript.
Finally, we asses the statistical uncertainty of determining Υ from the experimental time-series. We do so by
performing the analysis on an ensemble of trajectories obtained by randomly removing 10 (from the total of 50, i.e.
20% of the data) trajectories and averaging over 20 repetitions of a data-set created in this manner. We quantify the










Ni=20. The results are shown in Fig. D6 and depict a local error that is smaller than 1%.





























Figure D6. Statistical error in the DNA-hairpin analysis. a) average Υ(τ, ta) determined from an ensemble with forced
under-sampling (i.e. by omiting 20% of the data); b) the standard deviation of the local Υ(τ, ta).
b. Yeast 3-phosphoglycerate kinase (PGK)
Atomistic Molecular Dynamics (MD) simulation of yeast PGK were carried out by Hu et al. [39], starting from
the PDB structure 3PGK with a duration of 1.71 · 105ps. The observable q(ti) refers here to the distance between
the center of mass of the N-terminal domain (residues 1-185) and the center of mass of C-terminal domain (residues
200-389). In Fig. D7 we depict the density of the invariant (equilibrium) measure Peq(q) and exemplary two-point
conditional probability G(q, t|q0 ∈ Ξ0) and the three-point conditional density G(q, τ + ta, q′, ta|q0 ∈ Ξ0), respectively,
for various t. The histograms in the relative deviations q(ti) = qraw(ti) − q were determined by binning the interval
from -0.2 nm to +0.3 nm into 100 bins and q = 0.67 nm.
The density of the invariant measure Peq(q) (Fig. D7, top left) is unimodal and effects of a poorer statistics are readily
discernable through the roughness of the curve. The evolution of the conditional two-point conditional probability
density for an ensemble of trajectories starting at the typical distance qpeak, Geq(q, t|qpeak) is shown in Fig. D7 (top
right panel) and reveals that the the dynamics along q is strongly localized (i.e. Geq(q, t|qpeak barely changes between
t = 100 ps and t = 3000). Note that PGK did not relax within the duration of the trajectory. The corresponding
three-point density, Geq(q, t, q
′, ta|qpeak) (Fig. D7, bottom), shows that the observable almost does not relax at all
within 6×104 ps (compare left and right panel). As in the case of the Rouse polymer Geq(q, t, q′, ta|qpeak) shows strong
and long-lasting correlations between positions, and comparison with the dynamical time asymmetry index in Fig. 3d
in the main text reveals that the dynamics has a strongly time-translation invariance. These findings corroborate the
original analysis of Hu et al. [39] who observed aging effects.
Similar to the DNA hairpin we also present in Fig. D8 the results for the dynamical time asymmetry index for
a different set of initial conditions and two different choices of the observable q(t) for PGK, which demonstrate the
robustness of the results.
PGK obviously does not relax within the duration of the trajectory and more generally it is conceivable that larger,
complex proteins do not relax at all during their life-time [39], which makes them virtually ’forever aging’ [126],
which may have important consequences for their biological function. Such aging effects on function were observabed
in single-enzyme turnover statistics [41–43] and have so-far been rationalized only with ad-hoc phenomenological





















−0.2 −0.1 0 0.1 0.2 0.3
q





G(q, t = 11.6, q1, ta = 5.8|q0 = 0.01)
















G(q, t = 6 ∗ 104, q1, ta = 3 ∗ 104|q0 = 0.01)


















Figure D7. PGK. The top left panel depicts the density of the equilibrium measure Peq(q) of the centered time series
q(ti) = qraw(ti)− q, while the top right shows a two-point conditional probability density function G(q, t|q0 ∈ Ξ0) for different
values of t, where Ξ0 = [0.01− 0.005, 0.01 + 0.005] nm. The bottom panels depict the three-point density G(q, t, q′, ta|q0 ∈ Ξ0)
at different τ and ta evolving from the same initial condition.
broken time-translation invariance in soft and biological matter and will pave the way for deeper and more systematic
investigations of the potential biological relevance of memory and dynamical time asymmetry for enzymatic catalysis.
22







































































Figure D8. PGK, second example. Top: dynamical time asymmetry index for yeast PGK when q(t) corresponds to distance
between the center of masses of the N- and C- terminal domains (respectively residues 1-185 and 200-389) for a pair different
initial conditions. Bottom: dynamical time asymmetry index for yeast PGK when q(t) corresponds to the distance between
two specific residues (the 12th and the 400th) for two different initial conditions.
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Chapter 11
Time- and ensemble-average
statistical mechanics of the
Gaussian Network Model
This article is currently under review [58]. The pre-print is freely avail-
able from the ArXiv repository. The Gaussian Network Model describes
an isotropic network of beads in a thermal bath connected by non-Hookean
springs, i.e. the springs have a non-zero rest length at zero-temperature.
This model has been largely used for the study of large amplitude motions
in proteins, since it takes into account the internal rigidity of the system.
In the publication we focus on the statistics of the intra-beads distance. We
obtain analytical expressions for the propagator, the autocorrelation func-
tion and the local time fluctuations for the distance between two beads or
between two center of masses of a subset of beads. The final results are
computationally challenging to evaluate, therefore the publication is accom-
panied by a C++ code implementing the analytical formulae. The analytical
expression for the covariance matrix of this model, a common observable in
Molecular Dynamics simulations, has been found as well. We apply our
findings to protein structures and rigid frames.
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Abstract. We present analytical results (up to a numerical diagonalization of a real
symmetric matrix) for a set of time- and ensemble-average physical observables in
the non-Hookean Gaussian Network Model (GNM) – a generalization of the Rouse
model to elastic networks with links with a certain degree of extensional and rotational
stiffness. We focus on a set of coarse-grained observables that may be of interest in the
analysis of GNM in the context of internal motions in proteins and mechanical frames
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1. Introduction
Proteins utilize their unique dynamic character encoded in internal motions to execute
a biological function [1]. These motions span fs to s time-scales and their study thus
requires a multitude of experimental and/or computational methods [1]. The most
detailed, atomically resolved information about these motions comes – with a grain
of salt because of an underlying approximate, empirical potential energy function –
from Molecular Dynamics (MD) simulations [2, 3]. However, even if the state-of-the-art
hardware and highly parallel algorithms allow to reach ms time-scales [4] a substantial
time-scale gap remains. In addition, the sheer amount of detail in such tour de force
simulations [4] often poses a challenge if one aims at extracting minimal, “leading order”
physical principles underlying protein internal motions. Moreover, physical or even
topological properties alone may accurately predict selected features of protein dynamics
[5, 6].
To describe internal motions in proteins on an effective, coarse-grained level
disregarding chemical details Tirion introduced the so-called Elastic Network Model
(ENM) [7] akin to the seminal works of Rouse [8] and Flory [9] in polymer physics.
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precisely the respective Cα atoms, that lie within a cutoff distance typically chosen in
the range 7 − 16 Å. Subsequent works considered various alternative models, e.g. so-
called Gaussian Network Model (GNM) [10, 11] and the Anisotropic Network Model
(ANM) [12, 13].
Up do date elastic network models in various forms have have been successfully
applied (and extended) to refine NMR- [14] and X-ray crystallography-derived protein
structures [15], derive NMR-structural order parameters [16], investigate structural
correlations [17], function [18, 19, 20, 21], conformational transitions [22], and allosteric
effects [23] in proteins, and to identify and decompose protein domains [24]. Further
applications involve improving Molecular Dynamics simulations [25], the study of
protein evolution [26], investigations of smart polymers [27, 28], viruses [29], membrane
channels [30, 31], and nucleic acids [32], as well as the prediction of rupture points in
single-molecule pulling experiments [33],
Most of these works rely on “standard” Normal Mode Analysis (NMA) [34, 35],
i.e. on spectral characteristics of the underlying mechanical vibration spectrum. In
the particular context of proteins NMA has been used predominantly to identify the
large-scale collective motions encoded in the eigenvector corresponding to the principal
eigenvalue of the Hessian. Notably, the low-frequency modes are quite insensitive to the
precise value of the cutoff distance [36].
Here we go beyond and present analytical results for time- and ensemble-average
characteristics of internal “reaction coordinates” in GNM in contact with a heat bath
at a finite temperature. More precisely, we consider the non-Markovian dynamics of
internal distances at equilibrium. Our results may be relevant for interpreting single-
molecule spectroscopy data or Molecular Dynamics simulations.
2. The Gaussian Network Model
The Rouse model [8] is one of the earliest “elastic network” models of flexible linear
polymers (later on extended to more general network structures [9]). It neglects excluded
volume effects and hydrodynamic interactions. Within this theoretical framework beads
are connected by ideal, Hookean springs with vanishing resting length (i.e. at T = 0
the beads’ positions would coincide). The strength of the springs is proportional to the
temperature T of the heat bath. The model does not accurately capture the features of
molecules with a non-negligibly internal rigidity.
ENMs [7] extend these core ideas by including a non-zero resting length, i.e. at
T = 0 the residues are assumed to have distinct positions that are fixed in space. This
idea is consistent with the results of NMR and X-ray crystallography that yield a set
of positions R0 = {r0i } of the N + 1 residues to which we refer as “the structure” of a
protein (NMR experiments in fact yield an ensemble of such structures).
In GNMs a pair of residues i, j within a cutoff distance (i.e. |r0i − r0i | ≤ rc) are
assumed to be connected by identical (for sake of simplicity) but non-Hookean springs
with a constant K. The interaction energy as a function of the particles’ positions
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(rij − r0ij)T (rij − r0ij), (1)
where the sum spans all connected pairs. We now introduce for convenience the deviation
from the (equilibrium) “structure”, ∆R = {∆ri ≡ ri − r0i }. The main simplifying
hypothesis of the GNM is that ∆R at tempertature T corresponds to an isotropic












where K̃ ≡ K/kBT is the dimensionless strength (in units of thermal energy kBT ) and
Γ is a 3(N +1)×3(N +1) block matrix in which each diagonal block is the connectivity
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The dynamics of the beads’ positions (i.e. deviations from the equilibrium “structure”)




where D is the diffusion coefficient and ξ ≡ D/kBT the mobility both assumed to be
equal for all beads, and dW(t) is the increment of the multi-dimensional Wiener process
(i.e. Gaussian white noise) with zero mean and covariance 〈dWi(t)dWj(t′)〉 = δijδ(t−t′).
A discussion of ANM would require a different matrix Γ to take into account for
anisotropic interactions between beads. Moreover, the potential energy UENM would
depend only on distances between the residues [35]. We do not treat this model here.
Henceforth we measure energy in units of thermal energy kBT (i.e. U → U/kBT ),
distances in units of the cutoff distance rc (i.e. ∆Ri → ∆Ri/rc) and time in units of
the diffusion time, tD ≡ r2c/D– the time required for a bead with a diffusion coefficient
D to diffuse a distance rc (i.e. t→ t/tD).
It is convenient to pass to normal super-coordinates Q = {qk} that diagonalize Γ,
i.e. QTΓQ = diag(µ) with (Q)ij ≡ Qij1, 1 being the 3 × 3 identity matrix and where
the matrix Q diagonalizes the Kirchoff matrix, i.e. QTΓQ = diag(µi), and therefore
diag(µ)ii = µi1. For convenience we let k ∈ {0, · · · , N} with µ0 = 0 and Qi,0 referring




Qikqk, ∀i{1, · · · , N + 1}. (5)
In this notation the Itô equation corresponds to the Fokker-Planck equation describing
N independent isotropic three-dimensional Ornstein–Uhlenbeck processes. Neglecting
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the center of mass motion we obtain the following equation for the Green’s function (i.e.








with localized initial condition G(Q, t = 0|Q0) = δ(Q − Q0) and natural









where ΛN denote eigenvalues, N being a multiset of integer-triples {n1, · · · ,nN} with




(nix + niy + niz)µi, (8)
and ΨLN(Q) and Ψ
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where qx, qy and qz are the components of the vector q, and Hn(x) denotes the nth


































In what follows we will use both forms of the Green’s function, i.e. Eq. (7) and Eq. (12).
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3. Conformational dynamics
Throughout we are interested in conformational motions encoded in the dynamics of
some internal distance d, e.g. the distance between two beads i and j, l = |ri−rj| or the





i∈Ω2 rj/card(Ω2)| where card(Ωi) is the cardinality the
set Ωi. Without loss of generality we may thus focus on the distance between two
arbitrary beads. Note that in absence of any dynamics in an equilibrium at T = 0 such
a distance is constant and equal to d0. Expressed in normal coordinates we in turn have
l ≡ ri − rj =
N∑
k=1
(Qik −Qjk)qk + r0i − r0j ≡
N∑
k=1
Akqk + d0, (14)
where in the second equality we have defined Ak and d0 and omitted the labels i, j
to simplify the notation. Note, moreover, that l ≡ |l| and the generalization to lΩ1,Ω2
follows by linear superposition.
We will focus on four types of observables. The first one is the (non-Markovian)
conditional probability density of the time series of the coordinate, lt, defined as




with limt→∞ Gd0(l, t|l0) ≡ Peqd0 (l) = 〈δ(l(Q) − l)〉eq, and where in the second equality
we have used the law of conditional probability and introduced the expectation over all






and the expectation of any observable B(Q) over the equilibrium measure 〈·〉eq is
〈B〉eq ≡
∫






where we have introduced th expectations
















The third observable is the 3(N + 1)× 3(N + 1) position-covariance matrix [41] whose
elements are defined as
Cijαβ(t, t0) = 〈(ri,α(t+ t0)− r0i,α)(rj,β(t0)− r0j,β)〉Qt , (19)
where ri,α is the α = {x, y, z} component of the position vector of bead i, ri.
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The fourth, time-average observable is a functional of the projected path lτ evolving
from lτ=0 called the fraction of occupation time or “empirical density” [42]
θd0(l; t) ≡ t−1
∫ t
0
δ(lτ − l)dτ. (20)
Note that all observables defined above are assumed to evolve from equilibrium.
However, except for Cijαβ(t, t0), the initial distribution in fact corresponds to equilibrium
constrained to a given value of the tagged distance l0, i.e. from all those equilibrium
configurations drawn from Peq(Q) that are compatible with l0. This introduces memory
in the dynamics of lt [43].
3.1. Projected propagator
The non-Markovian projected propagator Gd0(l, t|l0) defined in Eq. (15) denotes the
probability density that the distance between the two tagged beads is equal to l at time






e−µkt, Ξt(d0, l, l
′) ≡ erfi
(
d0(η0 − ηt) + ηt(l + l′)
2
√
ηt(η20 − η2t )
)
(21)
we find (for details of the calculation see Appendix A)










Ξt(d0,−l, l0) + Ξt(d0, l, l0) + Ξt(−d0,−l, l0)] (22)














We also derive the spectral expansion of Gd0(l, t|l0) that reads (see Appendix B)





where the overlap elements V0N and VN0 admit a closed-form expression that is, however,
somewhat complicated and thus given in Appendix B. Note that “the ground state”
element is simple and corresponds to V00(l; d0) = Peqd0 (l).
3.2. Equilibrium distance autocorrelation function
The (normalized) autocorrelation function defined in Eq. (17) is made explicit by means





















〈l2〉eq = d20 + 6η0 (26)
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where erf is the error function. Eqs. (26) follow from direct integration of the last line
of Eq. (18) with the aid of Eq. (23). Conversely, an analytic computation of 〈l(t)l(0)〉












The analytic expression of the coefficients Vd00N is lengthy and can be found in Appendix
D. Plugging Eqs. (28) and Eq. (26) into Eq. (17) delivers an exact analytical result
for the equilibrium distance autocorrelation function Cd0(t). Alternatively one may also
evaluate Cd0(t) by numerical integration of the first line of Eq. (16) using Eq. (22), which
may in fact be numerically more convenient than implementing the analytical solution.
3.3. Position covariance matrix
In the analysis of atomistic Molecular Dynamics (MD) simulations one often focuses
on the position covariance matrix Cijαβ(t, t0) [41] and its eigendecomposition. The
trajectory derived from an MD stimulation is then projected on the eigenvector (or
principal component) corresponding the largest eigenvalue of the covariance matrix with
the aim to identify the most important (potentially functionally relevant) motion in a
protein [41]. To facilitate a comparison between the aforementioned analysis of MD
simulation with GNM we compute Cijαβ(t, t0) analytically. Passing as before to normal
coordinates we find







where the matrix elements Qij do not depend on the spatial coordinate because the
GNM is isotropic. Each process qk,α corresponds to an independent Ornstein–Uhlenbeck







Since by construction (i.e. as a result of isotropy) only the elements of the same spatial
coordinate for any given normal mode survive the averaging in Eq. (29), the elements
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3.4. Fluctuations of occupation time
Single molecule experiments typically probe time-averaged observables. For example,
Förster resonance energy transfer (FRET) [45] and plasmon ruler experiments [46] have
been used to extract information about conformational motions of macro-molecules.
A fundamental quantity to that underlies this kind of observables is the fraction of
occupation time, θd0(l; t), defined in Eq. (20) [47, 48, 49, 50, 51, 42] – the random
fraction of time a time-series (in our case an internal distance between two beads or
between two center of masses) of length t attains a given value of l.
In previous publications we have shown how to obtain the mean and the variance of
θd0(l; t) [51, 42]. Along these lines we here focus on the mean, 〈θd0(l; t)〉, and the variance,
σ2θ;d0(l; t) ≡ 〈θ2d0(l; t)〉 − 〈θd0(l; t)〉2, of the occupation time fraction at equilibrium that
read, respectively (for a derivation see Appendix F)














Note that 〈θd0(l; t)〉 corresponds to the equilibrium probability density for all times t
since we are considering an ergodic system evolving from equilibrium initial conditions.








(1− τ/t)Gd0(l, τ |l)− Peqd0 (l)
]
dτ. (34)
The integral in Eq. (34) does not admit an explicit solution. However, it can easily be
computed via numerical quadrature. Moreover, it is possible to expand Gd0(l, τ |l) for




















k. Plugging Eq. (35) into

















Since the dynamics of every stable system at equilibrium can be “linearized” for
sufficiently small times t the small deviation asymptotic in Eqs. (36) and (35) is in
fact a general result for the (large) fluctuations of θd0(l; t) at sufficiently short times.
4. Examples
We now apply the result of the previous section to the analysis of a Gaussian Network
Model of a protein called adenylate kinase and the analysis of toy-model mechanical
frames.
The Gaussian Network Model 9
Figure 1. Panels (a) and (b) depict a cartoon and the molecular surface (gray) of the
two protein structures, called (a) “the closed” configuration 1AKE and (b) “the open”
configuration 4AKE. Panels (c) and (d) show the corresponding connectivity matrices
for 1AKE and 4AKE, respectively. The blue and cyan square enclose, respectively, the
NMP and LID residues. The cutoff distance used to obtain these matrices was 8 Å.
4.1. Gaussian Network Model of adenylate kinase
Adenylate kinase (ADK) is an enzyme catalyzing the reversible phosphorylation reaction
that transforms adenosine monophosphate (AMP) to adenosine triphosphate (ATP).
The structure of ADK has been resolved using X-ray crystallography that uncovered
two distinct conformations of the protein that are deposited in the Protein Data Bank
(PDB ID: 1AKE [53] and PDB ID: 4AKE [54]) and shown in Fig. 1.
ADK consists of 214 residues divided in 3 macro-domains called CORE (residues
1−29, 68−116, and 160−214), LID (residues 118−160), and NMP (residues 30−67).
Distinct studies suggest the function to be coupled to open-closed transitions of both,
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Table 1. Distance between the center of masses of the three domains for both





LID and NMP domains with respect to the CORE domain [53, 54]. These transitions
have been observed even in absence of nucleotides [55, 56]. However, there is a lively
debate in the biophysical community about the precise mechanism and rate-limiting
steps in the catalytic function of ADK [57].
Here we analyze the autocorrelation functions of distances between the center of
mass of LID, NMP, and CORE using the results described in the previous sections. Note
that each GNM describes only a single stable structure and therefore cannot capture
transitions between the two structures. Nevertheless, the comparison between the two
respective GNMs may highlight some differences of the dynamics around the two distinct
stable minima.
We obtain the connectivity matrices (shown in Fig. 1) of the two GNMs using
the Prody package [58] with a cutoff distance rc = 8 Å. The static (zero-temperature)
distances between the center of masses of the three domains in both structures are given
in Table 1.
Fig. 2 shows the equilibrium probability density function Peqd0 (l) (panels a and b) as
well as the autocorrelation function Cd0(t) (panels c and d) for all considered distances of
the two GNMs representing the two conformational states of ADK. The structure 1AKE
is evidently more compact than 4AKE and its corresponding autocorrelation functions
consistently decay faster. Moreover, the CORE-NMP distance autocorrelation function
decays faster compared to the other two distances whose autocorrelation functions are
almost identical (see Fig. 2d). This difference in relaxation is a result of differences in
the respective projection, i.e. whereas the eigenvalues of the underlying generator are
identical (see Eq. (28)) the numerical coefficients Vd00N and Vd0N0 depend strongly on the
particular type of projection and thus modify the relaxation rate substantially [59].
The lines in Figs. 2c) and 2d) have been obtained by means of a numerical
integration of the first line of Eq. (18) using the Gauss-Kronrod quadrature [60].
Unfortunately the evaluation of the integrand is challenging for very short-times because
it is a function sharply peaked along the diagonal of the l, l0-plane. This feature prohibits
us to obtain reliably (that is, due to numerical imprecision) the autocorrelation function
for very short times.
Next we inspect the covariance matrix in Eq. (31) to identify the dominant,
potentially functional important, motions in ADK. In order to reduce the information
content while retaining the most essential physics about the extent of local fluctuations
and how much the motion of each bead correlated to the motion of other beads we



































































Figure 2. Panels (a) and (b) show the equilibrium probability density function for the
three center-of-mass distances for both structures (see Table 1 for the numerical values
of d0). Panels (c) and (d) depict the respective distance autocorrelation functions. Note
that the first structure is more compact and its Cd0(t) decorrelates faster. Moreover,
panel (d) reveals that the CORE-NMP distance decorrelates faster than the remaining
two distances.





which may be interpreted in a manner analogous to the correlation time [61, 62, 63], i.e.
as a measure of how much the motion between the beads i and j is correlated over time.
To measure how much the motion of a single bead is correlated with the rest of the
system we consider the total the total covariance-time τ toti,α ≡
∑
j 6=i |τijα|. Conversely,
the total variance-time is quantified directly by τiiα. Note that the model is isotropic
and thus independent of α. The results are shown in Fig. 3.
Notably, one can immediately observe that those residues that are involved in
the large-scale open-closed motion (i.e. residues with a large τiiα) also participate in
correlated motions denoted by large values τ toti,α . For the open structure 4AKE (see
Fig. 3 a and b) the two ends of the LID and NMP domains move in a particularly
correlated fashion. These residues are in fact those that move towards the core region
in the functional open-closed motion of the protein [55, 56]. A remnant of this collective
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Figure 3. (a) and (c) depict τiiα and (b) and (d) τ
tot
i,α for each bead in the 4AKE and
1AKE structures, respectively. Notably, the beads in the LID and NMP domains in
the 4AKE structure display a particularly large covariance-time.
motion can also be seen in the closed structure 1AKE (Fig. 3 c and d), where the same
beads as in 4AKE have a larger τ toti,α . This is likely a result of a higher local connectivity.
4.2. Simple mechanical frames
Although GNMs were originally developed to describe proteins they can in fact be used
to model any mechanical system in which some underlying network of links imposes
constraints on the position of nodes while allowing small, Gaussian fluctuations driven
by thermal noise. Examples may include nano-machines such as piezoelectric actuators
that move probe-tips in atomic force microscopes [64, 65].
In the generic context of “mechanical frames” the theory of structural rigidity deals
with the question of whether frames are rigid or not [66]. A frame is said to be rigid if one
cannot change the distance between pairs of nodes without simultaneously altering the
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Figure 4. A schematic representation of a stable (left) and an unstable (right) frame
we consider below.
length of at least one connection. A structure that is not rigid is in turn said to allow
for inextensional mechanisms. These arise due to a too low number or a particular
arrangement of links. In addition, in frames with redundant links there exist states
of self-stress. Under given circumstances these states of self-stress impart stiffness to
inextensional mechanisms [67].
As anticipated by Maxwell such a classification of mechanical frames is often non-
trivial and may require more information than encoded in the topology of the network
[68]. A complete analysis of the mechanisms of a given frame can be obtained by a
“singular value decomposition“ of the respective Equilibrium Matrix A [69] that relates
forces f on the nodes with tensions t in the links
At = f . (38)
Singular value decomposition of A allows (amongst other things) to determine the rank
r of A and thereby the number of inextensional mechanisms m and states of self-stress
s via s = b− r and m = 3j − 6− r, where j is the number of joints and b the number
of links in the structure, and note that there are in general 6 rigid-body motions in 3
spatial dimensions. Maxwell’s well-known formula b = 3j − 6 is then extended to:
b− 3j + 6 = s−m. (39)
To illustrate the concept we consider two toy-model frames depicted in Fig. 4. Both
have j = 4 nodes and s = 0 states of self-stress. The rigid structure with b = 6 links
has no inextensional mechanism (i.e. 6− 12− 6 = 0− 0) while the structure with b = 5
links has exactly m = 1 mechanism (i.e. 5− 12− 6 = 0− 1).
To highlight the rôle of rigidity and to investigate the effect of a heat-bath we first
analyze the autocorrelation function between the blue beads (see Fig. 4) as a function
of the rest-length d0. Notably, in a GNM such distance fluctuations do not depend on
the equilibrium structure R0. Only the equilibrium distance between the tagged beads,
d0 = |r0i − r0j |, is relevant. In turn there is a redundancy – many distinct equilibrium













































Figure 5. Distance autocorrelation function Cd0(t) for various values of the rest length
d0 for the rigid (top panel) and non-rigid (bottom panel) frames depicted in Fig. 4.
The black dots depict Cd0(t) in the Rouse limit d0 = 0 (see Appendix Appendix D for
details). The vertical dashed lines corresponds to the time tc at which Cd0(tc) = e−1.
Note that the unstable structure relaxes slower.
structures R0 may yield the same result that depends only on the connectivity matrix
Γ and d0.
The (normalized) distance autocorrelation function Cd0(t) (see Eq. (17)) for the
two frames is shown Fig. 5. For d0 . 0.5 (in dimensionless units) Cd0(t) depends only
very weakly on d0. For larger values of d0 the relaxation time (see dashed vertical
lines in Fig. 5) increases. This observation may be explained by noticing that entropy
dominates the motion for small d0. That is, in the limit of small d0 the rest length
may be neglected and the “Rouse limit” suffices to explain the dynamics essentially
quantitatively. Conversely, as d0 increases a certain “stiffness” emerges in the frame
and the (random) oscillations become localized around the equilibrium value d0. Note
that the entropic contribution to Cd0(t) is more important for the non-rigid frame (see
right panel in Fig. 5) as we increase the value of d0 (see Fig. 5b)). Conversely, the
departure from the Rouse limit towards the “large stiffness” case is faster in the stable
frame (see Fig. 5a)). A larger d0 leads to a slower decay of the autocorrelation function
Cd0(t).
Next we consider the fraction of occupation time θd0(l; t) [42]. We assume that the




































































Figure 6. Panels a-c show the equilibrium probability density Peqd0 (l) for the stable
(full lines) and unstable (dashed lines) structure for several values of d0. Panels e-
f depict the variance of the occupation time σ2θ;d0(l, t) for the stable (full lines) and
unstable (dashed lines) structure, respectively, for different values of d0. The length of
the trajectory t increases from d to f.
initial condition evolves from equilibrium and therefore 〈θd0(l; t)〉 = Peqd0 (l) whereas
σ2θ;d0(l, t) depends on time (see Eq. (33) as well as [51, 42]). The aforementioned
dominance of the entropic (heat bath) contribution at small values of d0 is also noticeable
the the fluctuations of θd0(l; t) as depicted in Fig. 6. Notably, as d0 increases the support
of σ2θ;d0(l, t) progressively shifts towards larger l and concentrates near d0.
Notably, the variance of the occupation time fraction σ2θ;d0(l, t) changes shape from
unimodal shape at short times t to bimodal at long t. Such a behavior is characteristic
for stochastic process in spatial confinement [42], i.e. fluctuations of θd0(l; t) are larger
in the vicinity of confining boundaries (even if these boundaries are “soft”).
Moreover as d0 increases the shape of both, Peqd0 (l) as well as σ2θ;d0(l, t) becomes
more symmetric. The reason seems to be that the effect of the confining boundary
at l = 0 becomes irrelevant as the support of σ2θ;d0(l, t) begins to concentrate near a
substantial d0. In other words although the projection of the dynamics of a link in
3-dimensional space onto a (1-dimensional) distance destroys the Gaussian behaviour,
the latter becomes (partially) restored at large values of d0.
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5. Conclusions
We presented analytical results (up to a numerical diagonalization of a symmetric
matrix) for a selection of relevant time- and ensemble-average physical observables in
the Gaussian Network Model (GNM). One may think of GNM as certain generalization
of the Rouse model to networks with links with a certain degree of extensional and
rotational stiffness. We determined a set of coarse-grained observables – internal
distances – that may be of interest in the analysis of GNM in the context of internal
motions in proteins or mechanical frames in contact with a heat bath. We hope that
our results will enable and motivate a more systematic analysis of GNM derived from
proteins [58]. To this end a C++ computer code is provided in the Supplementary
material that implements all result (for more details about the implementation see
Appendix Appendix G).
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Appendix A. Derivation of the equilibrium probability density
The equilibrium probability density function of any link-vector l is defined by





Akqk + d0 − l)ΨL0 (Q) (A.1)




−isx component-wise to Eq. (A.1)




















































d(cos θ)V00(x)δ(|x| − x), (A.5)
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where φ is the polar angle, θ is the azimuthal angle and without loss of generality we
choose a frame of reference such that the vector d0 is parallel to the z-axis. The solution
of this integral finally gives Eq (23):












Appendix B. Spectral solution for Gd0
In the spectral solution for the Green’s function in Eq. (24) we have defined the elements












Akqk + d0 − l)ΨLN(Q). (B.2)
Fortunately, the above elements V0N and VN0 are identical (cf. Eq (9)). Therefore what







































Akqk + d0 − l
)
. (B.3)
It is convenient to define the auxiliary variables {q′k} ≡ {qxk − dx0 , qyk − dy0, qzk − dz0}, and









































k /2−iAks·q′k . (B.4)
Factorizing in the three spatial dimensions, completing the square in the exponential,






2 (where the subscript h denotes the
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Completing the square in the exponential and defining th =
√















































Using the definition of M in Eq. (B.8), defining Nh =
∑N
k=1 nkh and N = Nx+Ny +Nz,
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dθ(sin θ)Nx+Ny−2(a+b)+1(cos θ)Nz−2c−mecos θld0/2η
2
0 . (B.16)
The first integral is
∫ 2π
0
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and is non-zero only if n and m are even [71]. Therefore Nx and Nx must be even.
While the second integral reads [71]∫ π
0

















































where we have introduced the Euler’s gamma function γ(x) as well as the regularized































































































which finally allows us to write down the non-Markovian Green’s function expressed as
an infinite series in Eq. 24. In addition, the series expansion allows us the compute the










that is the probability that the distance between the beads i and j is equal to l at time
t conditioned to the fact that the distance between the beads k and l at time 0 was
equal to l′, assuming that these two distances have rest lengths d0 and d′0, respectively.
In particular in order to evaluate VN0(l
′; d′0) we need to consider that the distance l
′ is
expressed via the normal coordinates as
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−µkt and ζ0 =∑N
k=1B
2
k/2µk instead of ηt and η0.
Appendix C. Closed form solution for Gd0
In order to obtain the equivalent result in a closed form solution we should consider the
following integral:








Akq1k + d0 − l1)δ(
N∑
k=1
Akqk + d0 − l). (C.1)
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so the Fourier transform of the joint-density is:





−η0u2 − η0v2 + 2ηtu · v + id0 · (u + v)
)
. (C.7)
The inversion of the two Fourier transforms gives straightforwardly











2 + η0(l1 − d0)2 − 2ηt(l− d0) · (l1 − d0)
4(η20 − η2t )
]
, (C.8)
We now marginalize over the angles






dd0δ(|d0|−d0)δ(|l1|−l1)δ(|l|−l)Jd0(l, t; l1), (C.9)
by moving to a frame of reference where d0 is parallel to the the z axis, and express all
the vectors in spherical coordinates. This removes all delta-functions and d0 in the new
frame of reference is just a scalar. By doing so we obtain
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cos θ +
(η0 − ηt)l1d0
2(η20 − η2t )
cos θ′ +
ηtll1
2(η20 − η2t )
×
(cosφ cosφ′ sin θ sin θ′ + sinφ sinφ′ sin θ sin θ′ + cos θ cos θ′)
]
. (C.10)
The two integrals over φ and φ′ (keeping in mind that cos(φ − φ′) = cosφ cosφ′ +
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where I0(x) is the modified Bessel function of the first kind. The first integral in cos θ
′
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And the final integral yields [71]














1 + 2(η0 − ηt)d20
















































2(η20 − η2t )
, (C.14)
b =
(η0 − ηt)2l21d20 + η2t l2l21




2(η20 − η2t )2
; (C.16)
the direct substitution of these auxiliary variables gives, upon division by Peqd0 and some
simplification, Eq. (22).
Appendix D. Derivation of equilibrium autocorrelation function
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If we are instead interested in the cross-correlation the more general Eq (B.20) must be
used and the two integrals differ in therms of some constants, i.e. they are obtained by
changing the following variables d0 → d′0, {Ak} → {Bk} and ηt → ζt.
Appendix D.1. Rouse-limit autocorrelation function
In Fig. 5 we showed how the autocorrelation for a GNM compares to the autocorrelation
in the Rouse limit (i.e. d0 → 0). The latter can be obtained in a closed form [59]
C(t) = 〈l(t)l(0)〉 − 〈l〉
2













η0/π, 〈l2〉 = 6η0. (D.5)
Appendix E. Short-time expansion of Gd0
Introducing the auxiliary variable φ(t) = ηt/η0 in Eq. (22) we can write the return




















2φ(t) + (1− φ(t))d20
4η0φ(t)(1− φ(t))
)
t→0∼ e−1/t → 0, (E.2)
erfi
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where all the convergences are of exponential order. Therefore, while we can neglect the
second erfi, we need to retain the product between the exponential and the two diverging
erfis and only then plug them into in Eq. (E.1). Thus considering the expansion for large
















and explicitly, multiplying by the remaining exponentials Eq. (22) becomes (note that
















1− φ(t)(1 + φ(t))3/2












1− φ(t)(1 + φ(t))3/2









k we finally arrive at
Eq. (35).
Appendix F. Evaluation of the variance of the occupation time fraction
The direct implementation of Eq. (33) suffers from slow convergence issues. We suspect
that this problem has his roots in the (well-known) slow convergence of series involving
Hermite polynomials [72]. We therefore combine the analytical short-time asymptotics
in Eq.(36) with the spectral solution. Defining a small cutoff time ts  1 and rewriting











dτ(1−τ/t)[Gd0(l, τ |l)−Peqd0 (l)].(F.1)
We can explicitly evaluate the first addend using Eq. (36) and evaluate the second
term using the spectral expansion (24). Note that the first term in the series (with
Λ0 = 0) must be treated in a manner different thant the rest. Therefore σ
2
d0
(l, t) can be
conveniently written (and implemented) in the form









































Appendix G. Notes on the numerical implementation of the results
Accompanying this article there is a C++ implementation of all analytical results. The
code allows the computation the Green’s function Gd0 , the mean 〈θt(l, d0)〉 and variance
σ2d0(d, t) of the occupation time fraction, as well as the autocorrelation function Cd0(t)
for a generic Gaussian Network. The connectivity matrix of the network Γ must be
provided as a plain text file and is diagonalized using the Armadillo libray [73, 74].
A closed-form expression of the joint density in Eq. (22) is implemented in the
available C++ code. However, for numerical stability and speed of computation it is
convenient to implement Eq. (C.12) and perform the final integral numerically using a
Gauss-Kronrod quadrature routine [60].
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Our main results are based on the evaluation of both, Eq. (B.19) and Eq. (D.2).
Both require the evaluation of the less common regularized hypergeometric functions
pF̃q. A notable exception is the Arblib library [75], that implements several ”special”
functions using arbitrary precision arithmetic. The reliable evaluation of such functions
is challenging and often requires several different methods to cover the entire domain [76].
Unfortunately this higher reliability comes with a higher computational cost compared
to machine precision arithmetic. However hypergeometric functions converge on the
entire complex plane if p ≤ q [76]. In addition, we only need to evaluate them when
all the parameters are positive real numbers. Therefore we implemented the series
definitions of these function directly since in our case these converge reasonably fast to
a desired accuracy as long as the parameters are not too large.
Many of our results, in particular the autocorrelation function and the variance
of the fraction of occupation time, can only be expressed analytically using the
eigendecomposition of the Fokker-Plank operator. Unfortunately the computational
effort required in the generation of all necessary terms to achieve convergence is huge. In
addition, this number scales non-polynomially with the number of beads in the network.
Therefore the attached program should be used with care as it does not generate reliable
results when the size of the network becomes too large.
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Sönnichsen. Conformational Dynamics of a Single Protein Monitored for 24 h at Video Rate.
Nano Lett., 18(10):6633–6637, October 2018.
[47] Kac, M. On distributions of Certain Weiner functionals. Trans. Amer. Math. Soc, 65:1–13, 1949.
[48] Ju-Yi Yen and Marc Yor. Local times and excursion theory for Brownian motion: a tale of Wiener
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Chapter 12
Summary and Conclusions
This thesis focused on the generic differences and similarities of Markovian
and non-Markovian processes arising from a projection of high-dimensional
dynamics onto a low-dimensional physical observable. Although the pres-
ence or absence of memory is not one of the most advanced but a rather fun-
damental way to categorize stochastic processes, the investigation of memory
effects begun in the last century and continues to be a promising and active
field of research in this one.
The most important contribution of this thesis has been the elucidation
of properties of non-Markovian processes arising in two distinct ways: via
time-averaging and from a projection. The former, irrespective of whether
the process is Makovian or not, considers a stochastic functional of the pro-
cess that takes into account its entire history via a time-averaging procedure.
The latter has roots in the extensive work done in the Physics community in
the 1960s. However, instead of analyzing memory effects due to the integra-
tion over degrees of freedom in deterministic systems obeying the Liouville
equation, we here projected out degrees of freedom in a Markovian stochastic
system and studied the solution of the resulting, in general non-Markovian,
proceses. In contrast to the majority of the literature dealing with projected
dynamics which is devoted to deriving effective equations of motion in the
presence of memory, we instead focused on the generic properties of the cor-
responding solutions.
In Chapter 3 we considered the dynamics of a paradigmatic many-body
system: the single file in a box [59]. In particular, we considered the Green’s
function describing the motion of a tagged particle, a paradigm for anoma-
lous diffusion. To this end we implemented a coordinate Bethe-Ansatz so-
lution. Then we studied the local time fraction statistic of this observable.
Notably, studying the covariance of the local time between two particles, we
uncovered a “jamming transition” as the density of the single file increases.
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In Chapter 4 we studied how the projection becomes manifested in the
evolution of lower dimensional observables. Considering a multi-dimensional
Markovian stochastic process we projected the full dynamics onto a lower
dimensional subspace. We proved that the resulting process is almost al-
ways non-Markovian, and that this does not happen only if the projection
is orthogonal to the latent hidden variables at all times. In addition, we
proved a sufficient condition under which the projected process is a renewal
process, a result that again involves the orthogonality between the projected
and latent degrees of freedom. We applied the result to the single file in a
box subject to a constant external potential. We used this toy-model to
study the attenuation of memory as the systems equilibrates over time.
The publication linked to Chapter 5 focused on the efficient implemen-
tation of the formally exact Bethe-Ansatz solution of the tagged particle
in a single file in the presence a potential. The coordinate Bethe-Ansatz
solution for the Green’s function is challenging to evaluate since it involves
a sum over all possible permutations over the eigenvalues of the many-body
generator, henceforth requiring a non-polynomial algorithm to compute the
conditional probability. However, exploiting the exchange symmetry of sin-
gle file systems, it was possible to greatly reduce the computational effort.
We implemented the algorithm and made it publicly available as an open-
source, easily extendable, C++ code. We also analyzed the computational
complexity of our implementation.
In Chapter 6 we studied how systems, in which thermal fluctuations play
a predominant role, relax towards equilibrium. In particular we considered
“thermodinamically equidistant temperature quenches”, that is: two identi-
cal systems prepared, respectively, below and above the equilibrium temper-
ature such that these initial conditions are thermodinamically equidistant.
We then asked which system reaches equilibrium faster. The main finding
of the article is in contradiction with common experience in the macroscopic
world: in small systems displaying a single well energetic potential, the sys-
tem starting from the lower temperature equilibrates faster than its hotter
counterpart. In the case of multi-well potentials the phenomenology is richer
and we provide insight on this case as well. The uncovered asymmetry is due
to the fact that the evolution of small noisy systems does not pass through
local equilibrium configurations.
In Chapter 7 we extended the findings on the local time statistic devel-
oped in Chapter 3 to ergodic systems evolving from general initial conditions
in presence and absence of detailed balance. We presented a detailed deriva-
tion of the first two moments of the local time using two methods: pertur-
bation theory for non-Hermitian operators and the Dyson series approach.
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Subsequently we applied our results to several toy-models and showed via
direct computation the emergence of the Central Limit Theorem for long
times. In addition, a theorem connecting the variance of the local time and
the return probability of a stochastic process has been proven and applied
to the precision of biochemical signaling by chemical receptors.
In Chapter 8 we again directed our attention to relaxation towards equi-
librium in systems with an energetic barrier in their potential landscape. In
particular, by analyzing a single file in a box with a square barrier we studied
how the relaxation towards equilibrium changes for different tracer-particles
(i.e. different projected observables) and how the height of the barrier in-
fluences the relaxation. In addition, memory kernels of the autocorrelation
functions have been computed numerically and rationalized.
In Chapter 9 we continued our investigations of memory in the dynamics of
projected observables. We devised two practical methods to quantify the ex-
tent and presence of memory in the time-evolution of a process. One method
compares the relaxation with that of a surrogate Markovian process with the
same equilibrium properties as the original one, then the differences in the
evolution of these two processes are analyzed. The other method checks if
the semi-group property is satisfied using the Chapman-Kolmogorov equa-
tion. We tested our methods for systems relevant in polymer physics: a
theoretical one, the Rouse chain, and an experimantal time-trace describing
the end-to-end distance of a DNA-hairpin.
In Chapter 10 we showed how the mere, experimentally imposed, act of
projecting out some degrees of freedom can break time-translational invari-
ance. This breaking happens if and only if the projected dynamics in non-
Markovian and if the initial condition of the non-Markovian dynamics is not
drawn from the stationary distribution. The effect is rather general and does
not require any assumption beyond the assumption that the full dynamics is
Markovian; notably it does not depend on the properties of the (free-)energy
landscape governing the diffusive process nor the scaling of the relaxation
time with respect to the size of the system. In fact, we provided practical
examples by considering two analytically solvable models presenting a very
regular potential and a quadratic scaling of the relaxation time as a function
of the system size. In addition, using data obtained from an optical-tweezers
experiment on a DNA hairpin [60] and a Molecular Dynamics simulation of
a protein called phosphoglycerate kinase [61], we demonstrated the consis-
tency of our findings in real systems with complex dynamics.
In Chapter 11 we addressed the so-called Gaussian Network Model. The
model has been found to be useful in the analysis of internal dynamics of
proteins. In particular we focused on a one-dimensional non-Markovian ob-
servable: the distance between two (sets) of beads in the network. The
corresponding projection operator reduces a high-dimensional problem to
a single coordinate. We obtained an analytical expression for time- and
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ensemble-averaged statistical quantities describing the fluctuations of such
distances. We applied our findings to the study of a protein displaying a
biologically relevant open-closed transition: the adenylate kinase. The most
interesting finding of the article is the recovery of Gaussian, yet still non-
Markovian, behavior for very rigid structures.
From a purely mathematical point of view we were able to obtain ex-
act formulae for the time-average a class of functional (Chapters 3 and 7).
Nevertheless, the understanding of these results is far from being a com-
pleted task. In principle the perturbative approach used to obtain the first
two moments of a time-averaged observable can be extended to higher order
moments. Nonetheless the computational cost of this extension is prohibitive
and, therefore, the ambitious goal of obtaining the probability density func-
tion for all times for these functionals cannot be obtained using the methods
presented in this thesis (though they could be of some help). Moreover, even
the properties of the results obtained in this thesis have still not been ex-
haustively explained yet. In particular, a partial list of open questions that
we did not attempt to solve in the thesis on the mean and variance of time-
averaged functionals are:
• How do these observables depend on the dimensionality of the stochas-
tic process (we only looked at one dimensional systems or one dimen-
sional projections/reaction coordinates)?
• In our models the variance has at most one maximum as a function of
time. Is this a universal feature? How is the position of this maximum
related to the details of the process described?
• How is the long-time Gaussian statistics approached for generic initial
conditions, i.e.: how fast the higher order moments decay to zero?
Though we did not answer to these questions, we believe that an answer
can be found on the basis of our results. In addition we did not apply our
results on time-averages to experimental time-series; nevertheless, the full
history of the process could lead to a deeper understanding of the physical
system probed experimentally.
Notably this possibility has a strong link to the results obtained in Chap-
ters 4 and 10 for projected observables. Single-molecule experiments, usu-
ally, only probe a subset of the internal degrees of freedom of the system.
Since we proved that this projected observable is non-Markovian with very
high probability (at least for not very long times), and since experimen-
tal limitations may cause an undersampling of the equilibrium distribu-
tion of the reaction coordinate, we henceforth expect a breaking of time-
translational invariance. Therefore, as a consequence, memory effects must
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be taken into account in order to unfold important features of the system
when analyzing these trajectories.
We partially investigated in Chapter 8 the non-trivial connection between
memory and barriers in the (free-)energy landscapes. We believe that this is
a promising field to apply our results that will be developed in the future. In
Chapter 9 we bridged the gap between theory and experiments by develop-
ing methods to analyze experimental time-series. Nevertheless, an extensive
explanation of the consequences of projections and how these are linked to
the physical and also biological (in the case of some systems) properties of
real experimental systems is still elusive and deserves a deeper study.
An exception to the content of this thesis is the work presented in Chap-
ter 6, the idea of comparing how non-Markovian and Markovian observables
of the same systems relax towards equilibrium lead us to the discovery of a
completely unexpected asymmetry between the “cooling” and “heating” of
a system.
In conclusion, using a pictorial metaphor, we looked at shadows of tra-
jectories that remember the bodies that generated them, and analyzed the
“shape and forms” they assume. As usual in Science, this thesis barely
scratched the surface of memory effects and left the field with more ques-
tions than answers.
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[8] VM Planck. Über einen Satz der statistischen Dynamik und seine Er-
weiterung in der Quantentheorie. Sitzungberichte der, 1917.
[9] George E Uhlenbeck and Leonard S Ornstein. On the theory of the
Brownian motion. Physical review, 36(5):823, 1930. Publisher: APS.
[10] Oskar Klein. Zur statistischen Theorie der Suspensionen und Lösungen.
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[14] Andrei Kolmogoroff. Über die analytischen Methoden in der
Wahrscheinlichkeitsrechnung. Mathematische Annalen, 104(1):415–458,
1931. Publisher: Springer.
[15] A Kolmogoroff. Zur Theorie der stetigen zufälligen Prozesse. Mathe-
matische Annalen, 108(1):149–160, 1933. Publisher: Springer.
[16] William Feller. Zur Theorie der stochastischen Prozesse. In Selected
Papers I, pages 293–340. Springer, 2015.
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