Besides the simpler ability to interact, open multi-agent systems must include mechanisms for their agents to reach agreements by taking into account their social context. Argumentation provides multi-agent systems with a framework that assures a rational communication, which allows agents to reach agreements when conflicts of opinion arise. In this paper, we present the dialogue protocol that agents of a case-based argumentation framework can use to interact when they engage in argumentation dialogues. The syntax and semantics of the argumentation protocol are formalised and discussed. To illustrate our proposal, we have applied the protocol in the context of a water market. By using our dialogue protocol, agents represent water users that are able to explore different water allocations and justify their views about what is the best water distribution in a certain environment.
• Third party: a Water User that can be affected by a water-right transfer agreement.
87
• Basin regulating authority (Basin Administrator): the Basin Administration representative that can authorize 88 a water-right transfer agreement.
89
• Jury: the referee entity for problems among the contracting parties and (possibly) third parties of a water-right 90 transfer agreement.
91
Let us propose a concrete example for this scenario, where two agents that play the role of buyers and represent C2 (shown in Table 1 ) to represent the knowledge gained from this interaction 4 .
152
A case-base with argument-cases that store previous argumentation experiences and their final outcome.
153
Argument-cases have three main objectives: they can be used by agents 1) to generate new arguments; 2) 154 to strategically select the best position to put forward in view of past argumentation experiences; and 3) to 155 store the new argumentation knowledge gained in each agreement process, improving the agents' argumen-156 tation skills. The case-base of argument-cases of the farmers of the water-right transfer scenario will store water-rights transfer scenario, the basin administrator has a power dependency relation over the farmers, while 187 they have a charity relation with each other.
188
The conclusion of the case, the value promoted, and the acceptability status of the argument at the end of the 189 dialogue are stored in the solution part. The acceptability status shows if the argument was deemed acceptable, 190 unacceptable, or undecided in view of the other arguments that were put forward in the agreement process. In 191 addition, the conclusion part includes information about the possible attacks that the argument received during 192 the process. These attacks could represent the justification for an argument to be deemed unacceptable or else 193 reinforce the persuasive power of an argument that, despite being attacked, was finally accepted. Specifically, 194 arguments in our framework can be attacked by putting forward distinguishing premises or counter-examples to 195 them, as proposed in (Bench-Capon and Sartor, 2003) , and also by questioning the validity of the conclusion drawn 196 from an argumentation scheme by instantiating a critical question.
197
Let us assume that we have a set of cases denoted as C, a set of premises denoted as F, a problem to solve 198 denoted as P (characterised by a subset of the premises of F), and a function value c (x) that returns the value of a 199 premise x ∈ F in a case c ∈ C.
200
Definition 3.1 (Distinguishing Premise). A distinguishing premise x with respect to a problem P between two 201 cases c 1 , c 2 ∈ C is defined as: ∃x ∈ c 1 ∧ x ∈ P | ∃x ∈ c 2 ∧ value c 1 (x) value c 2 (x) or else, ∃x ∈ c 1 ∧ ∃x ∈
202
Pmidvalue c 1 (x) = value P (x) ∧ x ∈ c 2 , where P ⊆ F, x ∈ F and c 1 , c 2 ∈ C.
203
Otherwise stated: a premise that does not appear in the description of the problem to solve and has different 204 values for two cases or a premise that appears in the problem description and does not appear in one of the cases.
205
For instance, in our example, if the problem specification does not include a premise that indicates that there is 206 drought in the river basin, the premise Drought of C2 can be used by another agent to attack an argument of F2 207 that includes C2 as piece of evidence to support F2 position.
208
Definition 3.2 (Counter-Example). A counter-example for a case c 1 ∈ C with respect to a problem P is another 209 case c 2 ∈ C such that: acceptable(c 2 ) ∧ ∀x i ∈ c 2 ∩ P | value c 2 (x i ) = value P (x i ) ∧ ∀x i ∈ c 1 | (∃x i ∈ c 2 ∧ value x i (c 2 ) = 210 value x i (c 1 )) ∧ conclusion(c 2 ) conclusion(c 1 ) terms of quantity of water, price, land extension, area, etc.) was assigned to another beneficiary.
211
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216
Definition 3.3. A critical question is a question associated with an argumentation scheme that represents a poten-
217
tial way in which the conclusion drawn from the scheme can be attacked.
218
Critical questions can be classified as presumptions that the proponent of the argumentation scheme has made 219 or exceptions to the general inference rule that the scheme represents (Prakken et al., 2005) . In the case of pre-220 sumptions, the proponent has the burden of proof if the critical question is asked, whereas in the case of the 221 exceptions the burden of proof falls on the opponent that has questioned the conclusion of the scheme. Therefore,
222
if the opponent asks a critical question, the argument that supports this argumentation scheme remains temporally 223 rebutted until the question is conveniently answered. This characteristic of argumentation schemes makes them 224 very suitable to devise ways to attack the conclusions drawn from other agents. For instance, in our example the 225 argument-scheme presented in this section could include an exception to capture the fact that for a specific river 226 basin, the case of drought is not considered as an exception. Therefore, if an agent can provide pieces of evidence 227 to rise and justify this exception, the conclusion of the argument-case would be invalidated and the value preference 228 order of the associated basin would remain unchanged.
229
Finally, the justification part of an argument-case stores the information about the knowledge resources that 230 were used to generate the argument represented by the argument-case (the set of domain-cases, argument-cases,
231
and argumentation schemes). In addition, the justification of each argument-case has an associated dialogue-232 graph (or several), which represents the dialogue where the argument was proposed. In this way, the sequence of 233 arguments that were put forward in a dialogue is represented (storing the complete conversation as a directed graph 234 that links argument-cases). This graph can be used later to improve the efficiency in an argumentation dialogue in 235 view of a similar dialogue that was held in the past.
236
As pointed out above, in our framework, agents can generate arguments from previous cases (domain-cases and 237 argument-cases) and from argumentation schemes. However, note that the fact that a proponent agent uses one or 238 several knowledge resources to generate an argument does not imply that it has to show all this information to its 239 opponent. The argument-cases of the agents' argumentation systems and the structure of the actual arguments that 240 are interchanged among agents is not the same. Thus, arguments that agents interchange are defined as tuples of 241 the form:
242
Definition 3.4 (Argument). Arg = {φ, v, {S }}, where φ is the conclusion of the argument, v is the value that the agent wants to promote with it, and S is a set of elements that support the argument (support set).
244
This support set can consist of different elements, depending on the purpose of the argument. On one hand, if the 245 argument provides a potential solution for a problem, the support set is the set of features (premises) that represent 246 the context of the domain where the argument has been proposed (those premises that match the problem to solve 247 and other extra premises that do not appear in the description of this problem but that have also been considered to 248 draw the conclusion of the argument) and, optionally, any knowledge resource used by the proponent to generate 249 the argument (domain-cases, argument-cases, or argumentation schemes). Also, a supporting argument promotes an opponent, the support set can also include any of the allowed attacks in our framework (critical questions,
252
distinguishing premises, or counter-examples). In our framework, we assume that an attack argument promotes the 253 value promoted by the position that it tries to defend (if an agent has generated it to rebut an attack on its supporting 254 argument) or otherwise, an attack argument promotes the agent's most preferred value over the set of values that is 255 pre-defined in the system (if an agent has generated it to attack the position of other agent).
256
For instance, in the water-right transfer domain, Arg = {F2tr, S O, {C2}}, would represent the argument that 257 farmer F2 has generated by using its domain-case C2 to justify that it should be the beneficiary of the transfer
258
(F2tr) to save his crop in a drought emergency (promoting solidarity (SO)). 
Dialogue Game Protocol
260
To formalise the protocol that agents use to engage in argumentation processes by using our framework, we Constructor Name Syntax Semantics we denote the set of individuals members of the concept Argument as A such that ∀arg ∈ A, Argument(arg).
333
Therefore, Φ is said to be an argument in support of φ if Φ ∈ A/Φ + φ. Correspondingly, Φ is said to be an
Also, agents make propositional commitments (also known as dialogical commitments) with each locution that 336 they put forward. Therefore, if an agent asserts a locution and another agent challenges it, the first agent has the 337 commitment to provide reasons (or arguments) to justify the validity of that assertion or else, it has to retract it.
338
All commitments made by an agent during the dialogue are commonly stored in an individual database called 339 commitment store (CS) (Hamblin, 1970) (there is one commitment store per agent), which is accessible by other 340 agents that are engaged in a dialogue with the agent.
341
As pointed out above, we follow the standard notation of modal logics of knowledge and belief described in forward by agent a s (addressed to agent(s) a r ) with content φ.
365
Further notation that we use throughout this paper includes the following: 
Protocol Syntax
374
In this section, we provide the syntax of the communication protocol that the agents of our argumentation frame-
375
work follow. Therefore, we present the elements of the dialogue: the set of allowed locutions, the commencement 376 rules, the combination rules that govern the course of the dialogue, the commitment rules that define the commit-377 ments that each agent makes when it utters each locution and how these commitments can be combined, the rules The set of allowed locutions of our dialogue game are the following:
388
• L1: open dialogue(a s , φ), where φ is a problem q to solve in the system application domain. With this 389 locution, an agent a s opens the argumentation dialogue, asking other agents to collaborate or negotiate to 390 solve a problem that the agent has been presented with.
391
• L2: enter dialogue(a s , φ), where φ is a problem q to solve in the system application domain. With this 392 locution, an agent a s engages in the argumentation dialogue to solve the problem.
393
• L3: withdraw dialogue(a s , φ), where φ is a problem q to solve in the system application domain. With this 394 locution, an agent a s leaves the argumentation dialogue to solve the problem. proposed solution to solve the problem under discussion in the argumentation dialogue.
397
• L5: why(a s , a r , φ), where φ can be a position p or an argument arg ∈ A. With this locution, an agent a s 398 challenges the position p or the argument arg of an agent a r , asking it for a supporting argument.
399
• L6: noCommit(a s , φ), where φ is a position p. With this locution, an agent a s withdraws its position p as a 400 solution for the problem under discussion in the argumentation dialogue.
401
• L7: assert(a s , a r , φ), where φ can be an argument arg ∈ A that supports a position, another argument, or an 402 objectively verifiable evidence about the system application domain. With this locution, an agent a s sends
403
to an agent a r an argument or an evidence that supports its position or a previous argument that a r has put 404 forward.
405
• L8: accept(a s , a r , φ), where φ can be an argument arg ∈ A or a position p to solve a problem. With this to solve the problem. In that case, a r denotes all individuals that belong to the concept Agent, except for the 409 sender a s (all : ∀a i , a i a s /Agent(a i )).
410
• L9: attack(a s , a r , φ), where φ is an argument arg ∈ A of an agent a s . With this locution, an agent a s 411 challenges an argument of an agent a r with its argument arg.
412
• L10: retract(a s , a r , φ), where φ is an argument arg ∈ A. With this locution, an agent a s informs an agent a r 413 that it withdraws the argument arg that it put forward in a previous step of the argumentation dialogue.
414
Commencement Rules
415
The dialogue starts when an agent a s is presented with a new problem q to solve. First, the agent tries to solve engaged in the dialogue with the locution why(a s , a r , p) (where a s = a i ).
422
Rules for the Combination of Locutions
423
The rules for the combination of locutions define which locution can be put forward at each step of the dialogue • R1: Once the dialogue has been opened, any agent that has been informed about it can enter in by using the 440 locution enter dialogue(a s , q).
441
• R2: After entering the dialogue, an agent can propose its position p to solve the problem q by putting forward 442 the locution propose(a s , p). Alternatively, the agent can challenge the positions of other agents engaged in 443 the dialogue (without its own position being proposed) with the locution why(a s , a r , p). Also, in this substage, 444 the agent can withdraw from the dialogue by using the locution withdraw dialogue(a s , q).
445
• R3: In this substage, an agent that has proposed its position p to solve the problem q can be asked by another 446 agent for an argument to support this position with the locution why(a s , a r , p). Also, p can be accepted by an 447 agent engaged in the dialogue, who reports to the proponent agent with the locution accept(a s , a r , p). Fur-448 thermore, the proponent agent can withdraw its position p with the locution noCommit(a s , p). Alternatively,
449
it can leave the dialogue with the locution withdraw dialogue(a s , q).
450
• R4: After being asked for an argument to support its position p, an agent can use its knowledge resources to 451 provide the requester agent with this argument arg by means of the locution assert(a s , a r , arg). Alternatively,
452
it can withdraw its position p by using the locution noCommit(a s , p).
453
• R5: An agent that has received a support or an attack argument from another agent can use its knowledge 454 resources to create an attack argument arg and send it to the other agent with the locution attack(a s , a r , arg).
455
Also, the agent can accept the supporting argument and report to the other agent with the locution 456 accept(a s , a r , arg), where arg is the supporting argument received. In its turn, an agent that has asserted 457 the argument arg can withdraw it with the locution retract(a s , a r , arg).
458
• R6: When an agent receives an attack argument from another agent, it analyses the type of the attack and 459 can use its knowledge resources to try to rebut the attack. Therefore, if the attacking argument arg was a 460 distinguishing premise or a counter-example (arg = (DP ∨ CE)), the agent can distinguish the argument 461 of the other agent with other distinguishing premise or else counter-attack with another counter-example by 462 using the locution attack(a s , a r , arg). If the attacking argument was a critical question of the type presumption 463 (arg = CQ∧CQ.type = presumption), the agent can use its knowledge resources to create and show the other 464 agent an argument arg with evidence that supports that presumption by using the locution assert(a s , a r , arg). (a s , a r , arg) . In its turn, any agent that has asserted the argument arg can withdraw it with 469 the locution retract(a s , a r , arg).
470
• R7: If an agent is asked by another agent to provide a supporting argument for its critical question of the type 471 exception, this agent must use the locution assert(a s , a r , arg) to assert an argument arg with evidence to sup-472 port this critical question attack or else retract the attack by putting forward the locution retract(a s , a r , arg).
473
• R8: Once an agent has been provided by another agent with evidence that supports the other agent's critical 474 question of the type exception, the fist agent can retract its argument arg and report to the other agent with the 475 locution retract(a s , a r , arg) or else can try to generate an attack argument arg for the other agent's argument 476 and send it the locution attack(a s , a r , arg). 
Commitment Rules
487
As pointed out above, agents make dialogical commitments with each locution that they put forward. These 488 commitments are stored in an individual commitment database called commitment store (CS). Also, the inclu-489 sion of a new commitment in the commitment store can make previous commitments be inconsistent or invalid.
490
The commitment rules that define the commitments associated with each locution and how their inclusion in the 491 commitment store affects previous commitments are presented below.
492
• CR1: The locution enter dialogue(a s , q) gives rise to the creation of the commitment store CS s of the sender 493 agent.
494
• CR2: The locution propose(a s , p) inserts the position p into the commitment store CS s of the sender agent. 
503
• CR5: The locution noCommit(a s , p) deletes p from the commitment store CS s of the sender.
504
• CR6: The locution why(a s , a r , p) commits the receiver to provide the sender with a supporting argument arg 505 for p or else to withdraw p with the locution noCommit(a s , p).
506
• CR7: The locution assert(a s , a r , arg) inserts the argument arg in the commitment store CS s of the sender.
507
Also, commitment stores cannot have inconsistent arguments. Therefore, if the conclusion of arg con-508 tradicts the conclusion of a previous argument stored in CS s , the sender cannot put forward the locution 509 assert(a s , a r , arg) before deleting the inconsistent argument from CS s with the locution retract(a s , a r , arg) ad-510 dressed to any agent that is maintaining a dialogue with the sender. Furthermore, if arg includes in its support 511 set an argumentation scheme with a critical question of the type presumption, the locution assert(a s , a r , arg) 512 commits the sender to provide evidence to support this argument if another agent attacks it with the locution 513 attack(a s , a r , arg), where arg includes such critical question, or else to retract the argument. 514 the conclusion of a previous argument stored in CS s , the sender cannot put forward the locution assert(a s , a r , 517 arg) before deleting the inconsistent argument from CS s with the locution retract(a s , a r , arg) addressed to 518 any agent that is maintaining a dialogue with the sender.
519
• CR9: The locution retract(a j , a k , arg) deletes the argument arg from the commitment store CS j of a j .
520
• CR10: The locution attack(a s , a r , arg) inserts the argument arg in the commitment store CS s of the sender.
521
As
528
• CR11: The locution accept(a s , all, p) (all : ∀a i , a i a s | Agent(a i )) deletes the commitment stores of all 529 agents that are still participating in the dialogue (including the initiator). This is a special case of commitment 530 rule that grants the initiator to manage the commitment stores of other agents and ensures an ordered termi-531 nation of the dialogue. Thus, we assume the existence of a normative level that all participants agree upon 532 before they are able to enter in the dialogue.
533
Rules for Speaker Order
534
During the dialogue, agents take turns putting forward locutions. Each time an agent a s sends a locution to 535 another agent a r , it waits for an answer from a r . However, any agent can hold parallel argumentation dialogues 536 with several agents. Thus, in each of these dialogues, the argumentation succeeds as a two-party dialogue between 537 two agents, one agent sending a locution to the other agent and waiting for a response. Nevertheless, the locution 538 open dialogue(a s , q) is received by all agents of the society S t . The locutions accept(a s , all, p), propose(a s , p), 539 noCommit(a s , p) and withdraw dialogue(a s , p) are received by all of the agents that are engaged in the dialogue.
540
With these locutions, the sender agent does not expect any response.
541
In this dialogue game protocol, we assume that all participating agents can always see the positions of the other 542 agents by looking at their commitment stores. Also, when two agents are engaged in a dialogue, each agent has full 543 view to the commitment store of the other agent. In this way, these agents can see the commitments associated to 544 the arguments of their partners, but other agents can only see to the positions proposed by each agent in the dialogue 545 (which are also stored in the commitment stores). This preserves the privacy of the arguments that an agent puts 546 forward in its argumentation dialogue with another agent. Note that if an agent wants to ask other agents for an 547 opinion about an argument that it has received, it simply has to send those agents the argument, as if the argument 548 was its own. This simple rule allows us to use the same dialogue game to govern collaborative deliberations, 549 persuasion dialogues, and negotiations. In the collaborative deliberations, all agents follow the common objective 550 of proposing the best solution for a problem at hand. Therefore, there are no agents interested in trying to take 551 advantage of the information interchanged between other agents to obtain a greater benefit with the final agreement 552 reached. However, this could be the case in a persuasion or a negotiation, where each agent tries to persuade other 553 agents to change their point of view or tries to increase its perceived utility value with the final agreement, thereby 554 using any extra information about other agents' knowledge and preferences in order to achieve that.
555
Termination Rules
556
The normal termination of the dialogue occurs when the argumentation process ends with all participating agents In any case, the agent a i that opened the dialogue is responsible for reporting to all participating agents the final 564 position p that has been selected as solution for the problem q at hand, by using the locution accept(a s , all, p) 565 (where a s = a i ). To avoid infinite dialogues, agents cannot put forward the same argument twice during a dia-566 logue with another agent, unless new pieces of evidence are available. Furthermore, a maximum time to reach an 567 agreement can be established and agents must accept a position among those available at that moment to solve the 568 problem.
569
Note that agents can maintain several parallel dialogues with other agents. Thus, once an agent has entered in the 570 argumentation process with the locution enter dialogue(a s , q), it remains waiting to propose a position in substage 571 R2 or listening to incoming locutions of other agents in substage R3. Then, the specific dialogue with an agent that 572 has asked another agent for a supporting argument for its position p continues the subsequent substages, but the 573 agent still remains in R3 listening to other requests. Finally, the locution noCommit(a s , p) commits the sender to 574 terminate any dialogue that it has started to defend p. (a s , φ) ).
600
• D2 Enter or Close Dialogue: A mechanism that allows an agent to decide to engage in a dialogue and utter 601 or not utter the locution enter dialogue(a s , q). By this mechanism, the agent makes a query to its knowledge 602 resources, trying to find a solution for the problem to solve. If the agent can provide a solution for the problem, 603 the agent uses the mechanism to decide whether or not it enters in the dialogue. Alternatively, the agent that 604 started the dialogue can also close it with the locution accept(a s , all, p). The outputs of this mechanism are: 605 send(enter dialogue(a s , φ)), listen(), or send(close dialogue(a s , all, φ)).
606
• D3 Withdraw from Dialogue: A mechanism that allows an agent to withdraw from the dialogue and put 607 forward the locution withdraw dialogue(a s , q). The mechanism first checks that the agent does not have any 608 active position to solve the problem (agents cannot withdraw from the dialogue before withdrawing their 609 positions). Possible outputs are: send(withdraw dialogue(a s , φ)).
610
• D4 Propose or Challenge: A mechanism that allows an agent to make a proposal to solve the problem under 611 discussion and utter the locution propose(a s , p) or to challenge the positions of other agents by uttering the 612 locution why(a s , a r , p). By this mechanism the agent uses its knowledge resources to generate and select 613 the position to propose. If the agent has been able to generate a position to solve the problem, it uses the 614 mechanism to decide whether to put forward that position. In any case, the agent can challenge other positions 615 or remain listening to the utterances of other agents. The outcomes for this mechanism are: send(propose(a s , 616 φ)), send(why(a s , a r , φ)), or listen().
617
• D5 Accept or Challenge: A mechanism that allows an agent to query its knowledge resources and decide (a s , a r , φ) ).
623
• D6 Defend Position: A mechanism that allows an agent to defend its position from a challenge or else, to 624 withdraw it. By this mechanism the agent decides if it is able to use its knowledge resources to provide the 625 challenger with an argument that supports its position. In that case, it can utter the locution assert(a s , a r , arg).
626
Otherwise, the agent has to withdraw the position by using the locution noCommit(a s , p). Also, the agent that 627 put forward the challenge can use this mechanism to listen for the answer to its challenge. The outcomes of 628 this mechanism are: send(assert(a s , a r , φ)), send(noCommit(a s , φ)) or listen().
629
• D7 Withdraw Argument: This mechanism allows an agent to decide whether to withdraw an argument that 630 it has put forward, using the locution retract(a s , a r , φ). Possible outcomes are: send (retract(a s , a r , φ) ).
631
• D8 Withdraw Position: A mechanism that allows an agent to decide whether to withdraw its proposed 632 position with the locution noCommit(a s , p). The output of this mechanism is: send (noCommit(a s , φ) ).
633
• D9 Accept or Attack: A mechanism that allows an agent to query its knowledge resources and decide to 634 accept or attack the argument of other agent. If the argument is consistent with the information inferred 635 from the knowledge resources of the agent, it can utter the locution accept(a s , a r , arg) to accept the other's 636 argument. Otherwise, if the argument is inconsistent and an attack argument can be generated from the 637 knowledge resources, the agent can use this mechanism to decide to attack the argument by uttering the 638 locution attack(a s , a r , arg). Otherwise, if the argument cannot be decided (there is not enough information in 639 the knowledge resources to support or rebut the argument), the agent also accepts it. Thus, possible outcomes 640 are: send(accept(a s , φ)) or send (attack(a s , a r , φ) ).
641
• D10 Withdraw Attack: This mechanism allows an agent to decide whether to withdraw an attack that it has 642 put forward, using the locution retract(a s , a r , φ). Possible outcomes are: send(retract(a s , a r , φ)) or listen().
643
• D11 Rebut Attack: A mechanism that allows an agent to rebut an attack to its argument. By this mech- (a s , a r , φ) . If the attack argument poses a critical question of the type exception, the agent can 648 rebut the attack by challenging it with the locution why(a s , a r , φ) . Otherwise, if the attack argument poses a 649 distinguishing-premise or a counter-example to the agent's argument, it can use the locution attack(a s , a r , arg) 650 to rebut the attack by counter-attacking with another distinguishing-premise or counter-example. In any case, 651 if the agent is not able to rebut the attack with the information inferred from its knowledge resources, it can 652 retract its argument by uttering the locution retract(a s , a r , φ) . Therefore, the outcomes of this mechanism are: 653 send (assert(a s , a r , φ) ), send(why(a s , a r , φ)), send(attack (a s , a r , φ) ), or send (retract(a s , a r , φ) ).
654
• D12 Defend Argument: This mechanism allows an agent to rebut a challenge to its argument, which poses 655 a critical question of the type exception. With this mechanism, the agent queries its knowledge resources 656 and tries to find information that supports its attack argument. In that case, the agent can rebut the attack by 657 showing this information uttering the locution assert(a s , a r , arg) . Otherwise, the agent has to withdraw the 658 attack by uttering retract(a s , a r , arg). Also, the agent that put forward the challenge can use this mechanism 659 to listen for the answer to its challenge. Possible outcomes are: send(assert(a s , a r , φ)), send(retract(a s , a r , 660 φ)), or listen().
661
• D13 Retract or Attack: This mechanism allows an agent to counter-attack a critical question attack of the 662 type exception posed to its argument. With this mechanism, the agent queries its knowledge resources to 663 search for information that rebuts the attack. Then, if the agent finds this information, it can counter-attack by 664 uttering the locution attack(a s , a r , φ). Otherwise, the agent has to withdraw its argument by uttering the lo-665 cution retract(a s , a r , φ). Thus, the outcomes of the mechanism are: send(attack(a s , a r , φ)) or send(retract(a s , 666 a r , φ)). a s , a r , φ) )
667
L10 − −− → a s , D6, .
TR26:
a s , D9, send(accept(a s , a r , φ))
TR33:
a s , D10, send(retract(a s , a r , φ))
TR34:
TR35:
TR37:
a s , D11, send(assert(a s , a r , φ)) L7 − − → a s , D8, .
TR38:
a s , D11, send(assert(a s , a r , φ)) L7 − − → a r , D9, .
TR39:
a s , D11, send(why(a s , a r , φ))
TR41:
L5
− − → a r , D12, .
TR42:
a s , D11, send(attack(a s , a r , φ))
L9
− − → a s , D7, .
TR43:
L9
− − → a s , D8, .
TR44:
L9
− − → a r , D9, .
TR45:
a s , D11, send(retract(a s , a r , φ))
TR50:
a s , D12, send(retract(a s , a r , φ))
TR52:
TR54:
a s , D13, send(attack(a s , a r , φ))
L9
TR55:
L9
TR56:
a s , D13, send(retract(a s , a r , φ))
TR57:
L10
− −− → a r , D6, listen() Table 4 : Transition Rules of the Dialogue Game Protocol.
These transition rules provide the operational semantics of the dialogue, defining the range of potential decisions 669 that agents can make in each stage of the dialogue. In section 5, an example of the water-right transfer scenario is 670 provided to illustrate the performance of the dialogue game protocol proposed in this section. to assess a dialogue game protocol for agent interactions, proposing a set of desiderata that protocols of this type 680 should satisfy. These desiderata draw on research in agent interaction, on criteria for assessment of automated 681 auction mechanisms, and on elements of argumentation theory and political theory. In this section, we discuss 682 that our dialogue game protocol satisfies the desiderata following this approach. Also, by conforming with these 683 desiderata, our dialogue game protocol produces outcomes that are Pareto optimal, i.e., that any other outcome 684 leaves at least one participant worse off (demonstration available at McBurney02c).
685
• Stated Dialogue Purpose: the purpose of the dialogue is to reach an agreement to provide the best solution for 
694
• Inclusiveness: agents participating in the agreement process must agree on a set of norms that control the 695 behaviour of the society that agents belong. Assuming that agents observe these norms, the protocol allows 696 any potential agent that is qualified and willing to participate to engage in the dialogue.
697
• Transparency: protocol syntax and semantics are public and available to all participants, so they know the 698 rules and structure of the dialectical system prior to commencement of the dialogue.
699
• Fairness: locutions, rules and semantics of the protocol are the same for all participants except for the ini-700 tiator of the dialogue, which has the extra responsibilities of starting the dialogue process and conveying the 701 information about the final outcome. This is known by the other participants, does not affect its performance 702 as dialogue participant, and does not grant this agent any privileges over their partners.
703
• Clarity of Argumentation Theory: protocol syntax and semantics conforms to the argumentation theory 704 formed by our case-based argumentation framework, the knowledge resources of our framework, and the 
710
• Separation of Syntax and Semantics: syntax and semantics are defined separatedly and are publicly available 711 to all participants.
712
• Rule-Consistency: all protocol rules are consistent with the syntax and semantics. 
727
• System Simplicity: the protocol is quite simple, including only 10 locutions and 8 rules for their combination.
728
In each stage of the dialogue, only a set of locutions are permitted. Agents take turns to make locutions in 729 two-party dialogues, but each agent can hold parallel argumentation dialogues with several participants. Assuming that both farmers F1 and F2 are interested in entering in the dialogue and arguing to win the transfer, 747 they will assert the locutions enter dialogue(F1, q) and enter dialogue(F2, q), respectively. After that, they will 
756
In the case of F2, the figure shows that it has also retrieved a similar domain-case C2, which shows how the same 757 water-right transfer was granted to F2 to promote solidarity and irrigate the dry land during a drought. Therefore,
758
F2 can generate a position that is on its favour, pos F2 , and it will communicate this by putting forward the locution 759 propose(F2, pos F2 ).
760
9 In this example, we assume that agents only propose the positions that are on their favour. a distinguishing premise for these cases. in Figure 8 , suppose that the BA finds one counter-example for each case (C3 for C1 and C4 for C2). are triggered by the utterance of each locution. The dialogue game proposed in this paper has been formalised by 905 specifying its operational semantics, which provides an intuitive view of the protocol dynamics. Nevertheless, the 906 axiomatic semantics of the protocol has also been defined and can be consulted in (Heras, 2011 , Chapter 4).
907
In a third type of semantics, denotational semantics, each element of the language syntax is assigned a rela- Game-theoretical semantics are usually applied to abstract argumentation frameworks where the strategies of 915 agents determine which argument(s) they will reveal in each argumentation step. However, they assume the ex-
916
istence of a pre-defined utility function about the payoff that an agent obtains for winning the dialogue or having 917 accepted more or fewer arguments. Game theory assumes complete knowledge of the space of arguments proposed 918 in the argumentation framework. There is a large body of literature on mechanism design and game-theoretical that have individual and private knowledge resources to generate arguments, which is our case. This work has introduced a running example that motivates the need for a dialogue protocol that controls agree- have some previous knowledge about the value preferences of similar agents playing the same role as the opponent.
949
If agents belong to different groups, the group features may be unknown, but the proponent could use its experience 950 with other agents of the opponent's group and infer them. Therefore, many interesting questions on how to infer 951 the opponents' social context remain to be studied as future work. A battery of tests to evaluate the influence of 952 the knowledge that an agent has about the social context of its opponents on the performance of the system was 953 developed and analysed in (Heras, 2011, Chapter 6) . Even though the framework is flexible enough to cope with 954 this lack of knowledge, the reliability of the conclusions drawn from previous experience would not be as good.
955
Furthermore, the features of the proponent or the opponent could represent information about agents that act 956 as representatives of a group and any agent can belong to different groups at the same time. In addition, the 957 argumentation dialogue is centralised by the basin administrator and agents do not speak to each other directly;
958
however the basin administrator could use the information provided by an agent to attack the arguments of another 959 agent. Nevertheless, our protocol is conceived to serve for both mediated and face-to-face argumentation dialogues.
960
Also for simplicity, the example does not show how agents can use the dialogue graphs associated to argument-961 cases to take strategic decisions about which arguments are more suitable in a specific situation or about whether 962 continuing with a current argumentation dialogue is worth. Tackling doing strategies in argumentation dialogues is 963 a complex problem that we are dealing with in current research. For instance, to improve efficiency in a negotiation 964 an argumentation dialogue could be terminated if it were similar to a previous one that didn't reach an agreement.
965
Otherwise, opponent moves in a dialogue could be inferred by looking at a similar previous dialogue with the same 966 opponent.
967
