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1 Einleitung
Die Theoretische Chemie dient im weitesten Sinne der Erkla¨rung und Vorhersage
von chemischen Sachverhalten mit Hilfe von mathematisch/physikalischen und
numerischen Methoden. Mo¨gliche Anwendungen sind z.B. die Berechnung von
Reaktions- oder Aktivierungsenergien: Also der quantitativen Voraussage, wie-
viel Energie bei einer chemischen Reaktion frei wird (Reaktionsenergie) bzw. ob
und wie schnell eine Reaktion unter bestimmten Bedingungen — meist Tempe-
ratur und Druck — ablaufen kann (Aktivierungsenergie). Diese Informationen
sind unter anderem fu¨r technische Fragestellungen von großer Bedeutung. So
lassen sich z.B. Verbrennungsprozesse durch die Methoden der Theoretischen
Chemie besser verstehen.1 Dies geschieht oft in Zusammenarbeit mit Experi-
mentatoren und Analytikern, welche durch eine Art empirische Grundlage die
ersten groben Einblicke geben, welche mit Hilfe von theoretischen Methoden
nach und nach verfeinert werden.
Weiterhin lassen sich Absorptionsspektren von Moleku¨len berechnen. Zusam-
men mit Spektroskopikern ko¨nnen so detaillierte und genauere Informationen
u¨ber die Struktur der Materie gewonnen werden. Dies ist allerdings nicht auf
Moleku¨le beschra¨nkt, sondern la¨sst sich auf Festko¨rper oder Polymere ausdeh-
nen.2
Ebenso lassen sich ausgezeichnete Geometrien ermitteln. Dies ist unter ande-
rem fu¨r biologische und medizinische Fragestellungen von großem Interesse. So
ko¨nnen z.B. die Strukturen von Proteinen berechnet werden. Ebenso la¨sst sich
mit den Methoden der Theoretischen Chemie ein tieferes Versta¨ndnis der Wech-
selwirkungen von entsprechenden Substratmoleku¨len (z.B. potentiellen Bestand-
1
1 Einleitung
teilen von Medikamenten) mit den aktiven Zentren von Enzymen oder Rezep-
toren gewinnen.
Mit Hilfe moderner Computercluster lassen sich Moleku¨le, welche aus mehreren
tausend Atomen bestehen, berechnen. Neben der Verwendung von mo¨glichst
leistungsfa¨higen Rechnern ist aber auch die Wahl einer geeigneten Methode von
entscheidender Bedeutung. Die Theoretische Chemie unterscheidet im Wesent-
lichen drei verschiedene Klassen von Methoden. Diese sind ab initio-, semiem-
pirische und Kraftfeldmethoden.
Fu¨r die genaue Berechnung von Moleku¨len mu¨ssen die Bewegungen von Elektro-
nen und Atomkernen beschrieben werden. In diesen Dimensionen versagen die
Gesetze der Klassischen Mechanik. Vom Standpunkt der Theoretischen Phy-
sik ist die Klassische Mechanik, welche die Gesetzma¨ßigkeiten des vom Men-
schen wahrgenommenen, makroskopischen Teil des Kosmos exakt zu beschrei-
ben scheint, nur ein Spezialfall der Quantenmechanik.3
Fu¨r Teilchen in der Gro¨ßenordnung von Elektronen und Atomkernen lassen sich
Ort und Impuls nicht gleichzeitig beliebig genau bestimmen. D.h. man kann
keine Aussage daru¨ber treffen, an welchem Ort sich ein Teilchen befindet und
gleichzeitig angeben, wie schnell es ist. Dieses Naturgesetz wird als die Heisen-
bergsche Unscha¨rferelation bezeichnet.3 Ein Moleku¨l la¨sst sich auf Grundlage
der Schro¨dingergleichung beschreiben:
HˆΨ = EΨ (1.1)
Eine analytische Lo¨sung der Schro¨dingergleichung ist fu¨r Systeme mit mehr als
zwei Elektronen mathematisch nicht mo¨glich. Im vergangenen Jahrhundert sind
eine Vielzahl von Na¨herungsverfahren entwickelt worden. Da diese direkt auf der
Schro¨dingergleichung aufbauen, werden sie als ab initio-Verfahren bezeichnet.
Eine der ersten und bekanntesten ist das Hartree-Fock-Verfahren (HF), welches
die Wellenfunktion Ψ aus Einelektronenwellenfunktionen aufbaut. Die Lo¨sung
der Schro¨dingergleichung wird so auf die Lo¨sung von Integralen u¨ber diese Ein-
2
elektronenwellenfunktionen zuru¨ckgefu¨hrt.
Bei den semiempirischen Methoden werden diese Integrale aufgrund ihrer physi-
kalischen Interpretation entweder vernachla¨ssigt (wenn ihr Beitrag als marginal
gedeutet werden kann) oder durch experimentell ermittelbare Gro¨ßen ersetzt.
Kraftfeldmethoden schließlich beschreiben ein Moleku¨l auf Grundlage der Klas-
sischen Mechanik. Man geht dabei davon aus, dass die Atome, aus welchen
dieses aufgebaut ist, durch Federn miteinander verbunden sind. Die auftreten-
den Wechselwirkungen lassen sich so letztlich auf Grundlage des Hookschen
Gesetzes beschreiben. Dies fu¨hrt zu einer deutlichen Reduzierung der beno¨tig-
ten Rechenoperationen, was diese Methode insbesondere zur Berechnung von
großen Biomoleku¨len pra¨destiniert.
Die Genauigkeit von semiempirischen und Kraftfeldmethoden ha¨ngt entschei-
dend von der Wahl der jeweiligen Parameter bzw. der Verfu¨gbarkeit bestimm-
ter experimenteller Daten ab. Im Gegensatz dazu besitzen ab initio-Methoden
keine solche Abha¨ngigkeit sondern ko¨nnen prinzipiell auf jedes beliebige Sys-
tem angewendet werden. Zu beachten ist dabei die Rechenzeit, welche in der
Reihenfolge ab initio-, semiempirische und Kraftfeld-Methoden abnimmt, was
unter anderem die Rechtfertigung der letzten beiden Methoden bedingt.
Die Schro¨dingergleichung beschreibt ein Vielteilchensystem, welches im HF-Ver-
fahren na¨herungsweise durch Einelektronenwellenfunktionen beschrieben wird.
Die gegenseitige Wechselwirkung der Elektronen, die sogenannte Elektronenkor-
relation — einer der zentralen Begriffe der Theoretischen Chemie — wird daher
nur unzureichend beschrieben. In der zweiten Ha¨lfte des letzten Jahrhunderts
sind eine Vielzahl von Methoden entwickelt worden um die Elektronenkorrela-
tion zu erfassen und so eine mo¨glichst genaue Lo¨sung der Schro¨dingergleichung
zu erhalten.4,5 Ein U¨berblick u¨ber diese Methoden soll im ersten Kapitel dieser
Arbeit gegeben werden. Der gro¨ßte Teil dieser Methoden baut auf dem HF-
Verfahren auf und ist somit orbitalbasiert; d.h. die Lo¨sung der Schro¨dingerglei-
chung wird wiederum auf die Integration u¨ber Einelektronenwellenfunktionen
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zuru¨ckgefu¨hrt.
Quanten-Monte-Carlo-Verfahren (QMC) bilden hier die große Ausnahme. Es
handelt sich um stochastische Verfahren, welche eine numerische Lo¨sung der
Schro¨dingergleichung auf Grundlage von computergenerierten Zufallszahlen lie-
fern. Die beiden bekanntesten Verfahren sind das Variational Monte Carlo-
(VMC) und das Diffusions-Quanten-Monte-Carlo-Verfahren (DMC), wobei letz-
teres Gegenstand dieser Arbeit sein wird.6–9
Das DMC-Verfahren beruht auf der formalen A¨hnlichkeit der zeitabha¨ngigen
Schro¨dingergleichung
∂Ψ(τ, x)
∂τ
= −1
2
∇2Ψ(τ, x) + V (x)Ψ(τ, x) (1.2)
mit dem verallgemeinerten zweiten Fick’schen Diffusionsgesetz
∂c(τ, x)
∂τ
= −1
2
∇2c(τ, x) + k(x)c(τ, x) (1.3)
was dem Verfahren seinen Namen gibt. Unter den ersten, die diese A¨hnlichkeit
bemerkten, waren Metropolis und Ulam, welche vorschlugen, die Schro¨dinger-
gleichung mit einem Random Walk-Prozess zu lo¨sen.10 1975 wendete Anderson
diesen Formalismus auf molekulare Systeme (hier den Grundzustand von H+3 )
erfolgreich an.11
Das zweite Fick’sche Diffusionsgesetz
∂c(τ, x)
∂τ
= −1
2
∇2c(τ, x) (1.4)
beschreibt die zeitliche Entwicklung einer Konzentration — z.B. der eines Farb-
stoffes — in Abha¨ngigkeit vom Ort x und der Zeit τ . Die Lo¨sung dieser Glei-
chung, also c(τ, x), kann entweder analytisch oder durch Simulation auf Basis
eines Random Walk-Prozesses erhalten werden.
Analog la¨sst sich auch die zeitabha¨ngige Schro¨dingergleichung durch einen Ran-
dom Walk-Prozess simulieren. Das x ist fu¨r Moleku¨le im Allgemeinen 3N -di-
mensional, wobei N fu¨r die Anzahl der Elektronen steht. Ein Randomwalker ist
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ein 3N dimensionaler Vektor, welcher die Positionen von allen N Elektronen
entha¨lt. Ein wesentlicher Aspekt der DMC-Theorie ist der, dass die Wellen-
funktion Ψ durch ein Ensemble von Random Walkern dargestellt werden kann.
Genau wie nun die Diffusion eines Farbstoffmoleku¨ls durch eine Lo¨sung mit
einem Random Walk-Prozess simuliert werden kann, so ist dies auch fu¨r die
”
Diffusion“ der Elektronen durch ihren 3N -dimensionalen Konfigurationsraum
mo¨glich.
Kann der Farbstoff nun an bestimmten Orten (z.B. einem immobilen Kataly-
sator an dem eine entsprechende Zersetzungreaktion stattfindet) reagieren, so
verschwindet das betreffende Moleku¨l an dieser Stelle. Dies wird durch den Term
k(x) beru¨cksichtigt. Analog dazu ist das Potential V (x) in der Schro¨dingerglei-
chung zu sehen. An Orten im Konfigurationsraum, an denen die potentielle
Energie entsprechend hoch ist, verschwinden Random Walker. In der physika-
lischen Anschauung bedeutet dies, dass an solchen Orten die Aufenthaltswahr-
scheinlichkeit entsprechend gering ist. Analog ko¨nnen Walker an Orten mit sehr
geringer potentieller Energie vermehrt werden; die Aufenthaltswahrscheinlich-
keit wird dort gro¨ßer.
Fu¨r den Singulettgrundzustand des H+3 -Moleku¨ls ist die Ortswellenfunktion sym-
metrisch, d.h. Ψ besitzt keine Nullstellen. Das DMC-Verfahren liefert die exakte
Lo¨sung der Schro¨dingergleichung.
Fu¨r Systeme mit wenigstens drei Elektronen, aber auch angeregte Zusta¨nde von
Zweielektronensystemen muss Ψ antisymmetrisch sein, also Nullstellen besitzen,
um den Pauliprinzip zu genu¨gen. 1976 hat Anderson das Verfahren daher er-
weitert.12 Die Position der Nullstellen im Konfigurationsraum der Elektronen
wird vorgegeben und der Random Walk-Prozess so konstruiert, dass diese nicht
u¨bertreten werden. Die resultierende Funktion Ψ, dargestellt durch ein Ensem-
ble von Random Walkern genu¨gt somit dem Pauliprinzip.
Die exakte Position der Knoten ist nicht bekannt. Die Information u¨ber die La-
ge der Knoten erha¨lt man aus Wellenfunktionen, welche mit ab initio-Verfahren
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wie z.B. dem HF-Verfahren generiert werden; im DMC-Verfahren werden sol-
che Funktionen dann als Trial-Funktionen bezeichnet. Diese stimmen allerdings
nicht mit denen der exakten Wellenfunktion u¨berein, was zu einem systemati-
schen Fehler, dem sogenannten Knotenfehler fu¨hrt.
Trotz des Knotenfehlers liefert das DMC-Verfahren sehr genaue Energien. Daru¨-
ber hinaus skaliert die Rechenzeit sehr gut mit der Systemgro¨ße, was bei anderen
Methoden (z.B. Coupled-Cluster-Verfahren), welche eine a¨hnliche Genauigkeit
besitzen, nicht der Fall ist.6 So lassen sich mit DMC auch große Systeme wie
z.B. Fullerene13 (bis C80), Porphyrin,
14 diamanta¨hnliche Nanopartikel15 (in der
Gro¨ßenordnung C10H6 bis C87H76), gesa¨ttigte Kohlenwasserstoffe
16 (bis C25H52)
oder DNA-Basenpaare17 berechnen.
In der Theoretischen Chemie unterscheidet man zwei Arten von Elektronen-
korrelation: Die dynamische und die nichtdynamische. Als dynamische Kor-
relation werden die instantanen Wechselwirkungen bezeichnet, welche durch
das HF-Verfahren nicht beschrieben werden. Die nichtdynamische Korrelati-
on beschreibt die Wechselwirkung von unterschiedlichen Konfigurationen bzw.
Zusta¨nden gleicher Symmetrie. Beide Formen der Korrelation manifestieren
sich in der Struktur der Knoten und beeinflussen so das Ergebnis einer DMC-
Rechnung.
Um Vorhersagen u¨ber Reaktions-, Aktivierungs-, oder Anregungsenergien tref-
fen zu ko¨nnen mu¨ssen vornehmlich Energiedifferenzen berechnet werden. Dem-
entsprechend ist der Knotenfehler nicht als solcher sondern vor dem Hintergrund
einer mo¨glichst effektiven Fehlerkompensation zu sehen. So lassen sich Diffe-
renzen zwischen zwei Moleku¨len, welche einen unterschiedlichen Charakter an
dynamischer und nichtdynamischer Korrelation enthalten mit vielen ab initio-
Verfahren nur schwer hinreichend genau berechnen.
Am Beispiel der Isomerisierungsreaktion von [1.1.0]-Bicyclobutan zu trans-1,3-
Butadien18 wird in dieser Arbeit gezeigt werden, dass dies mit der DMC-Me-
thode mo¨glich ist. Vom Standpunkt der Chemie ist diese Reaktion zudem sehr
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interessant, weil sie einen Prototypen fu¨r thermische Reaktionen von Bicyclo-
butanderivaten darstellt.
Das vorliegende Reaktionssystem la¨sst sich mit dem DMC-Verfahren berechnen,
indem durch eine geschickte Konstruktion der Trial-Funktion die Anteile der dy-
namischen und nichtdynamischen Korrelation in den beteiligten Verbindungen
zu gleichen Anteilen beschrieben werden. Der aus den nicht beru¨cksichtigten
Anteilen der Korrelation resultierende Knotenfehler liegt daher in allen Verbin-
dungen in der gleichen Gro¨ßenordnung. Daraus ergibt sich eine gute Fehlerkom-
pensation und somit akkurate Reaktions- und Anregungsenergien, welche mit
denen aus hochgenauen completely renormalized Coupled-Cluster-Verfahren19,20
u¨bereinstimmen.
Weil die Wellenfunktion im QMC-Verfahren als ein Ensemble von Random Wal-
kern ausgedru¨ckt wird und die Energie als ein entsprechender Mittelwert u¨ber
dieses ausgedru¨ckt wird, besitzen die so erhaltenen Energien einen statistischen
Fehler. Geht man davon aus, dass die einzelnen Fehler der entsprechenden Ver-
bindungen in der gleichen Gro¨ßenordnung liegen, so ist der Fehler in der Ener-
giedifferenz um das
√
2 ≈ 1, 4-fache gro¨ßer. Dies entspricht aber einem Faktor
von 2 in der beno¨tigten Rechenzeit.
Das correlated sampling-Verfahren6 bietet grundsa¨tzlich die Mo¨glichkeit die En-
ergiedifferenz zwischen zwei Verbindungen auf Grundlage eines Random Walk-
Prozess zu beschreiben und so die zum Erreichen einer bestimmten statistischen
Genauigkeit beno¨tigte Rechenzeit — mit einer Rechnung wird direkt die Ener-
giedifferenz erhalten — deutlich zu reduzieren.6 Bis dato ist keine Umsetzung
des correlated sampling-Formalismus fu¨r die DMC-Methode bekannt.
In der vorliegenden Arbeit wird ein mathematischer Ansatz auf Grundlage der
numerischen Lo¨sung von partiellen Differentialgleichungen mittels Pfadintegra-
len vorgestellt werden. Desweiteren wird die Implementierbarkeit des pra¨sentier-
ten Ansatzes anhand von Rechnungen an kleinen Testsystemen belegt werden.
Der vorgestellte Ansatz fu¨r correlated sampling soll in naher Zukunft z.B. fu¨r
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die effiziente Berechnung von schwachen Wechselwirkungen angewendet werden.
Der Gewinn an Rechenzeit sollte hier besonders groß sein, da die entsprechen-
den Energiedifferenzen sehr klein sind; gleiches muss auch fu¨r den statistischen
Fehler gelten, da dieser nicht in der Gro¨ßenordnung der Energiedifferenz liegen
darf.
Um das correlated sampling-Verfahren in das in unserer Arbeitsgruppe entwi-
ckelte QMC-Programm Amolqc16,21, 22 zu implementieren sind grundlegende Er-
weiterungen erforderlich. Eine wesentliche ist die Implementierung einer Wellen-
funktion, welche an den Knoten der Trial-Funktion nicht verschwindet. Dieser
erste Schritt und die korrespondierenden nummerischen Tests werden am Ende
dieser Arbeit vorgestellt werden.
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2.1 Einleitung
Im Folgenden sollen einige ab initio-Methoden vorgestellt werden. Bei der Viel-
zahl von verschiedenen Ansa¨tzen ist es weder mo¨glich alle zu diskutieren, noch
bei jenen, welche im weiteren Verlauf dieses Kapitels kurz vorgestellt werden
sollen, auf alle Details bezu¨glich einer korrekten mathematischen Herleitung so-
wie einer effizienten Implementierung einzugehen.
Die Auswahl der hier vorgestellten Verfahren erfolgt nach dem Gesichtspunkt,
ob eine Grundkenntnis fu¨r die Diskussion in spa¨teren Kapiteln erforderlich ist;
in der Regel also im Hinblick auf die Generierung von Trial-Funktionen, wel-
che zur Durchfu¨hrung von QMC-Rechnungen beno¨tigt werden (vgl. hierzu Ab-
schnitt 4.4) oder zum Vergleich mit den korrespondierenden DMC-Ergebnissen.
Somit sollen die grundlegenden, aber entscheidenden Ideen hinter den einzelnen
Verfahren kurz dargestellt werden. Fu¨r weitere Details sei auf die umfangreiche
Literatur u¨ber quantenchemische Methoden verwiesen.
2.2 Das Hartree-Fock-Verfahren
In der Born-Oppenheimer-Na¨herung kann der elektronische Hamiltonoperator
in atomaren Einheiten wie folgt ausgedru¨ckt werden:
Hˆ = −1
2
N∑
i
∇2i −
N,K∑
i,I
ZI
riI
+
N∑
i<j
1
rij
(2.1)
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Der Hamiltonoperator la¨sst sich in einen Ein- und einen Zweielektronenoperator
aufteilen:
Hˆ = Oˆ1 + Oˆ2 mit Oˆ1 =
N∑
i
hˆ(i) , Oˆ2 =
N∑
i,j
1
rij
(2.2)
Der Summand hˆ(i) beschreibt dabei die Wechselwirkung zwischen dem i-ten
Elektron mit allen Kernen, sowie dessen kinetischer Energie:
hˆ(i) = −1
2
∇2i −
K∑
I
ZI
riI
(2.3)
Da ein System aus Teilchen mit ungradzahligem Spin (hier s = 1/2) beschrieben
werden soll, muss die Wellenfunktion bei Vertauschung der Koordinaten von
zwei Elektronen ihr Vorzeichen a¨ndern (Pauliprinzip). Durch den Ansatz der
Wellenfunktion als Slaterdeterminante wird diese Bedingung erfu¨llt.
Ψ(x1, ...,xN) =
1√
N !
·
∣∣∣∣∣∣∣∣∣∣∣
χ1(x1) χ2(x1) · · · χN(x1)
χ1(x2) χ2(x2) · · · χN(x2)
...
...
. . .
...
χ1(xN) χ2(xN) · · · χN(xN )
∣∣∣∣∣∣∣∣∣∣∣
(2.4)
Bei den χk(xi) handelt es sich um Spinorbitale.
23 Diese werden als Produkt aus
einem Raumorbital ψk(ri) mit einer Spinfunktion θk(σi) dargestellt. Fu¨r θk gibt
es nur zwei mo¨gliche Funktionen, die mit α und β bezeichnet werden. Der Vektor
xi beschreibt die kartesischen Koordinaten ri des Elektrons, sowie den Wert der
Spinvariablen σi. Diese kann nur die Werte +1/2 und −1/2 annehmen.
χk(xi) = ψk(ri) · θk(σi) (2.5)
Im Fall von orthonormierten Spinorbitalen gilt fu¨r den Erwartungswert der
Energie des Grundzustandes.
E0 =
〈
Ψ0|Hˆ|Ψ0
〉
=
N∑
a=1
[a|hˆ|a] +
∑
a<b
([aa|bb] − [ab|ba]) (2.6)
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Die Ausdru¨cke in den eckigen Klammern stehen fu¨r:
[a|hˆ|a] =
∫
χahˆχadτ (2.7)
und
[aa|bb] =
∫
χaχa
1
r12
χbχbdτ und [ab|ba] =
∫
χaχb
1
r12
χbχadτ (2.8)
Nach Spinsummation erha¨lt man fu¨r ein closed shell -System unter Beru¨cksich-
tigung der Orthonormiertheit der Spinfunktionen:24
E0 =
〈
Ψ0|Hˆ|Ψ0
〉
= 2
N/2∑
a
(a|hˆ|a) +
N/2∑
a
N/2∑
b
(2(aa|bb)− (ab|ba)) (2.9)
Die runden Klammern bedeuten, dass u¨ber Raumorbitale integriert wird. Da
hier alle Raumorbitale doppelt besetzt sind, muss nur noch bis N/2 summiert
werden.
E0 ist ein Funktional der Slaterdeterminante Ψ0 — also E0[Ψ0] — und somit
auch der Raumorbitale ψa. Unter der Nebenbedingung orthonormierter Raumor-
bitale, kann E0 nach allen ψa minimiert werden. Dies geschieht mit der Methode
der Lagrange’schen Multiplikatoren.25 Es ergibt sich ein Gleichungssystem aus
N Gleichungen.26
fˆ1ψa(1) = ǫaψa(1) (2.10)
Dabei ist fˆ1 der Fock-Operator. Die Eins im Index, bedeutet, dass er auf das
erste Elektron angewendet wird. ǫa ist die Energie des Raumorbitals ψa. Der
Fock-Operator ist wie folgt definiert:
fˆ1 = hˆ(1) +
∑
j
2Jˆj(1)− Kˆj(1) (2.11)
Der Coulomb-Operator Jˆj beschreibt die Coulomb-Wechselwirkungen von Elek-
tron 1 mit Elektron j. Der Austausch-Operator Kˆj beru¨cksichtigt Spin-Korre-
lations-Effekte.
Jˆjψa(1) =
{∫
ψ∗j (2)
1
r12
ψj(2)dτ2
}
ψa(1) (2.12)
Kˆjψa(1) =
{∫
ψ∗j (2)
1
r12
ψa(2)dτ2
}
ψj(1) (2.13)
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Anschaulich handelt es sich beim Fock-Operator um einen Ein-Elektronen-Ope-
rator, der die Bewegung von Elektron 1 im mittleren Feld der anderen Elek-
tronen beschreibt. Der Austauschoperator beru¨cksichtigt, dass sich Elektronen
gleichen Spins abstoßen. ψa la¨sst sich nun als Linearkombination von Basisfunk-
tionen ausdru¨cken.
ψa =
M∑
j=1
cjaφj (2.14)
Einsetzen von Gleichung 2.14 in 2.10, Multiplikation von rechts mit φ∗i und
Integration u¨ber Elektron 1 liefert:
M∑
j=1
Fijcja = ǫa
M∑
j=1
Sijcja, i = 1, ..M a = 1, ...M (2.15)
Fij ist ein Element der Fock-Matrix in der Basis von φj. Sij ist ein Element
der U¨berlappungs-Matrix S. Gleichung 2.15 beschreibt ein verallgemeinertes
Matrix-Eigenwert-Problem, wobei cja ein Element der Koeffizienten-Matrix C
ist:
FC = SCE (2.16)
Da die Elemente von C in F enthalten sind, wird Gleichung 2.16 in einem self-
consistent field -Ansatz (SCF) gelo¨st. Nach jeder Iteration ergibt sich dabei ein
Satz von neuen Koeffizienten cja. Mit der Iteration wird so lange fortgefahren, bis
ein vorgegebenes Konvergenzkriterium erreicht worden ist. Die hier beschriebene
Methode wird als Hartree-Fock-Verfahren (HF) beschrieben.
2.3 Elektronenkorrelation
Um die Elektronenkorrelation quantitativ zu erfassen fu¨hrt man den Begriff der
Korrelationsenergie Ecorr ein. Diese ist definiert als die Differenz der HF-Energie
im Basissatzlimit (EHF ) und der exakten Lo¨sung der Schro¨dingergleichung in
der Born-Oppenheimer-Na¨herung:
Ecorr = Eexakt − EHF (2.17)
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Die Elektronenkorrelation setzt sich aus zwei verschiedenen Anteilen zusammen;
der dynamischen und der nichtdynamischen Korrelation. Erstere beschreibt die
instantanen, kurzreichweitigen Wechselwirkungen der Elektronen welche durch
ihre gegenseitige Abstoßung hervorgerufen wird. Die nichtdynamische Korrela-
tion wird auch als near degeneracy Korrelation bezeichnet und beschreibt die
Wechselwirkungen von unterschiedlichen Konfigurationen bzw. Zusta¨nden glei-
cher Symmetrie. Das bekannteste Beispiel hierfu¨r ist sicherlich die Dissoziation
von molekularem zu atomarem Wasserstoff.27 So kommt es bei Zunahme des
Bindungsabstandes zu einer steigenden Wechselwirkung zwischen den beiden
niedrigsten Σ+g -Zusta¨nden. Ersterer hat die Besetzung 1σ
2
g , letzterer 1σ
2
u.
Beide Formen der Korrelation mu¨ssen im Ansatz fu¨r die Wellenfunktion ex-
plizit beru¨cksichtigt werden. Die nichtdynamische Korrelation kann, wie oben
bereits angedeutet, ausschließlich u¨ber einen Multideterminanten-Ansatz er-
fasst werden. Zudem mu¨ssen die MOs die korrekte Struktur haben. So erfas-
sen Ansa¨tze wie configuration-interaction-Verfahren (CI) oder coupled-cluster -
Verfahren (CC) die nichtdynamische Korrelation nur unzureichend, weil sie
auf Grundlage von HF-MOs konstruiert werden. Die virtuellen HF-MOs sind
na¨mlich zu diffus, als dass die Beru¨cksichtigung von Determinanten, die An-
regungen in energetisch ho¨her liegende MOs enthalten, die nichtdynamische
Korrelation beschreiben ko¨nnten. Dazu werden Methoden wie das multiconfi-
gurational self-consistent field -Verfahren (MCSCF) beno¨tigt, welche ebenso die
MOs optimieren.
Die dynamische Korrelation kann durch eine explizite Abha¨ngigkeit von rij (Ab-
stand der Elektronen i und j) sowie ria (Abstand zwischen Elektron i und Kern
a) beru¨cksichtigt werden. Anschaulich la¨sst sich dies wie folgt verstehen. Fu¨r
die exakte Wellenfunktion muss die lokale Energie
EL(x) = −1
2
∇2Ψ(x)
Ψ(x)
+ V (x), x ∈ R3N (2.18)
eine Konstante sein. An Koinzidenzpunkten zweier Elektronen bzw. eines Elek-
trons und eines Kerns wird die potentielle Energie unendlich. Damit EL(x) auch
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Exakte Wellenfunktion
CI−WellenfunktionΨ
r = r r1 2 1
Abbildung 2.1: Vereinfachte Darstellung des Elektron-Elektron-Cusps. Fu¨r die
exakte Wellenfunktion (gestrichelte Linie) und eine CI-Wellenfunktion (durch-
gezogene Linie).
an diesen Stellen eine Konstante ist, muss diese Singularita¨t durch eine entspre-
chende Singularita¨t in der ersten Ableitung der Wellenfunktion nach rij bzw. ria
kompensiert werden.5 Diese Forderung wurde von Kato mathematisch bewiesen
und ist daher auch unter der Bezeichnung Kato’s Cusp-Condition bekannt.28
Sie lautet allgemein:
lim
ria→0
(
∂Ψˆ
∂ria
)
= −ZΨ(ria = 0), (2.19)
wobei Z die Ladungszahl des Kerns ist.
Fu¨r zwei Elektronen erfu¨llt die exakte Wellenfunktion die folgende Bedingung:
lim
rij→0
(
∂Ψˆ
∂rij
)
= γΨ(rij = 0). (2.20)
In den Gleichungen 2.19 und 2.20 bezeichnet Ψˆ das spha¨rische Mittel u¨ber die
ra¨umliche Ausrichtung der
”
Elektron-Kern-“ bzw.
”
Elektron-Elektron-Hantel“.
Die Konstante γ hat den Wert 1/2 fu¨r Elektronen unterschiedlichen und 1/4 fu¨r
Elektronen gleichen Spins.
Dementsprechend weist die exakte Wellenfunktion an den Stellen rij → 0 und
ria → 0 eine Unstetigkeit in der ersten Ableitung auf. Dies ist in Abbildung 2.1
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anschaulich dargestellt.
Eindeterminanten-Wellenfunktionen erfu¨llen diese Bedingung nicht. Viele quan-
tenchemische Verfahren approximieren das oben erla¨uterte Verhalten durch eine
Linearkombination von Slaterdeterminanten wie z.B. das CI oder CC-Verfahren.
Es la¨sst sich zeigen, dass sich der Cusp durch eine unendlich große Expansion
von Slaterdeterminanten exakt beschreiben la¨sst. D.h. also fu¨r eine unendlich
große Anzahl an Basisfunktionen (Basissatzlimit).
Eine andere Mo¨glichkeit ist die Verwendung von explizit korrelierten Wellen-
funktionen wie z.B. Hylleraasfunktionen.5,29, 30 Aufgrund der auftretenden rij-
Terme sind die auftretenden Integrale nicht analytisch lo¨sbar. Die Hylleraas-
Methode kann daher nur fu¨r kleine Atome, welche nur wenige Elektronen ent-
halten, angewendet werden.
In Quanten-Monte-Carlo-Verfahren wird ebenfalls ein explizit korrelierter An-
satz fu¨r die Wellenfunktion verwendet (vgl. Abschnitt 4). Dies ist mo¨glich, da
bei dieser Methode keine Integrale analytisch gelo¨st werden mu¨ssen.
2.4 Die Dichte-Funktional-Theorie
Der Grundgedanke der Dichtefunktionaltheorie ist der, dass die elektronische
Energie eines Moleku¨ls im Grundzustand ein Funktional der Elektronendichte
ρ(r) ist, also E[ρ(r)].4,31, 32 Dabei ist ρ(r) die Gesamtelektronendichte an einem
Punkt r:
E[ρ] = TSD[ρ] + Vne[ρ] + J [ρ] + Exc[ρ] (2.21)
Bekannt sind nur der Ausdruck fu¨r das Kern-Elektron-Dichtefunktional (Vne[ρ]),
sowie das Coulomb-Funktional (J [ρ]). Das exakte Funktional fu¨r die kinetische
Energie (Texakt[ρ]) ist nicht bekannt. Es kann aber na¨herungsweise erfasst wer-
den, wenn die Elektronendichte durch die Kohn-Sham-Orbitale (φi(r)) ausge-
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dru¨ckt wird.
ρ(r) =
N∑
i=1
|φi(r)|2 (2.22)
TSD[ρ] =
N∑
i=1
−1
2
〈
φi|∇2i |φi
〉
(2.23)
Gleichung 2.23 entspricht fu¨r ein fiktives System, nicht miteinander wechselwir-
kender Elektronen, dem exakten Ausdruck Texakt[ρ]. Es handelt sich hier also
um eine Na¨herung. Das unbekannte Funktional Exc[ρ] beru¨cksichtigt Austausch-
und Korrelations-Wechselwirkungen, sowie Texakt[ρ]− TSD[ρ].
Die Kohn-Sham-Orbitale ko¨nnen ermittelt werden, indem die Kohn-Sham-Glei-
chung gelo¨st wird. Sie ergibt sich in Analogie zur Herleitung der Hartree-Fock-
Gleichung durch Minimieren von E[ρ] unter der Nebenbedingung orthonormaler
Orbitale.{
−1
2
∇2 −
N∑
I=1
ZI
rI1
+
∫
ρ(2)
r12
dτ2 + Vxc(1)
}
φi(1) = ǫiφi(1) (2.24)
Der Operator in der Kohn-Sham-Gleichung a¨hnelt dem Fockoperator (vgl. Glei-
chung 2.11). Der Unterschied liegt darin, dass letzterer die Austauschwechselwir-
kung vollsta¨ndig beru¨cksichtigt, die Korrelationswechselwirkung allerdings voll-
kommen vernachla¨ssigt. In der Dichte-Funktional-Theorie werden beide Arten
der Wechselwirkung durch eine entsprechendes Austausch-Korrelations-Funk-
tional (Exc[ρ]) na¨herungsweise erfasst, wobei es auch Funktionale gibt, die den
exakten Hartree-Fock-Austausch verwenden. Da die Wahl des Austausch-Kor-
relations-Funktionals (Exc[ρ]) die Genauigkeit des Ergebnisses entscheidend be-
einflusst, sollen die verschiedenen Arten hier kurz diskutiert werden.
Im einfachsten Fall geht man davon aus, dass die Elektronendichte sich lokal
wie ein homogenes Elektronengas verha¨lt. Dieser Ansatz wird als local density
approximation (LDA) bezeichnet. Fu¨r offenschalige Systeme sind die Dichten
fu¨r α-und β-Elektronen nicht identisch und mu¨ssen separat behandelt werden.
Man erha¨lt so die local spin density approximation (LSDA).
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Eine Verbesserung der LSDA macht die Annahme, dass Exc[ρ] nicht nur von
der Dichte, sondern auch von deren Gradient abha¨ngt. Diese Na¨herung wird
als generalized gradient approximation (GGA) bezeichnet. Ein Beispiel ist das
Funktional von Perdew und Wang (PW86).33
Eine weitere wichtige Klasse von Austausch-Korrelations-Funktionalen sind die
Hybrid-Funktionale. Da der Term fu¨r die Austauch-Energie im HF-Verfahren
exakt gegeben ist, kann dieser in die Konstruktion eines Funktionals mit einbe-
zogen werden. Das so erhaltene Funktional setzt sich aus Anteilen des exakten
Austausch- und eines LSDA-Terms sowie einer Gradientenkorrektur zusammen.
Sehr prominente Beispiele sind das B3LYP- sowie das BP86-Funktional.4
Fu¨r weitere Informationen zu diesem sehr umfangreichen Thema sei ebenfalls
auf die Literatur verwiesen.4
2.5 Das CI-Verfahren
Der exakte Grundzustand, sowie alle angeregten Zusta¨nde lassen sich als Line-
arkombination aller mo¨glichen Slaterdeterminanten ausdru¨cken, die aus einem
kompletten Satz an Spinorbitalen gebildet werden ko¨nnen. Die Gesamtheit aller
Slaterdeterminanten, welche auf Grundlage von M Basisfunktionen konstruiert
und mit N Elektronen besetzt wird, spannt einen
(
M
N
)
-dimensionalen Unter-
raum des 2M -dimensionalen Fock-Raumes auf. Die Wellenfunktion fu¨r die full
configuration interaction-Methode (FCI) la¨sst sich wie folgt schreiben:
|CI〉 =
(
1 +
∑
µ
cµτˆµ
)
|HF 〉 . (2.25)
Der Operator τˆµ beschreibt die Anregung von |HF 〉 in den Zustand |µ〉. Auch
bei einer kleinen Anzahl von Basisfunktionen ist die Anzahl aller mo¨glichen An-
regungen zu groß und somit die beno¨tigte Rechenzeit zu lang. FCI kann daher
nur fu¨r sehr kleine Systeme angewendet werden.
Um ein Modell zu entwickeln, welches innerhalb vernu¨nftiger Rechenzeiten ein
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mo¨glichst genaues Ergebnis liefert, muss die Anzahl an angeregten Determinan-
ten reduziert werden. Dies wird als truncated CI bezeichnet. Dabei ist die Ent-
wicklung einer Hierarchie der Anregungen entscheidend. Beim CISD-Verfahren
werden nur ein- und doppelt Anregungen beru¨cksichtigt. Die doppelt Anregun-
gen leisten den deutlichsten Beitrag zur Beschreibung der Elektronenkorrelati-
on. Der Einfluss der einfach Anregungen ist sehr gering, weil diese nicht mit der
Grundzustandsdeterminante (|HF 〉) wechselwirken (Brillouins Theorem). Die
na¨chst ho¨here Stufe in dieser Hierarchie ist das CISDT-Verfahren, welches eben-
so Dreifachanregungen beru¨cksichtigt. Das CISDTQ-Verfahren schließt vierfach
Anregungen mit ein und liefert Ergebnisse nah an FCI. Allerdings ist die Anzahl
an Determinanten dann schon so groß, dass nur noch kleine Moleku¨le berechen-
bar sind bzw. entsprechend kleinere Basissa¨tze verwendet werden ko¨nnen.
Oft werden zur Darstellung entsprechender Linearkombination keine Determi-
nanten, sondern configuration state functions (CSFs) verwendet. CSFs sind aus
einer odere mehreren Determinanten aufgebaut und im Gegensatz zu diesen
auch Eigenfunktionen des Sˆ2-Operators.
Allgemein la¨sst sich die Wellenfunktion des Zustandes s also als Kontraktion
von L CSFs (ΦJ) ausdru¨cken. Dabei wird u¨ber die Zusta¨nde von J = 1 bis
J = L summiert.
Ψs =
L∑
J=1
CJsΦJ (2.26)
Analog zum Hartree-Fock-Verfahren la¨sst sich der Erwartungswert der Energie
nach den Koeffizienten CJs minimieren. Das Problem kann also auf die Lo¨sung
eines verallgemeinerten Matrix-Eigenwertproblems zuru¨ckgefu¨hrt werden.
HC = SCE ⇔ HC = EC (2.27)
Auf der rechten Seite von Gleichung 2.27 wurde die Orthonormiertheit der Sla-
terdeterminanten beru¨cksichtigt. Die Matrixeigenwertgleichung kann durch Dia-
gonalisieren der Hamiltonmatrix H gelo¨st werden. Als Lo¨sung ergeben sich L
Funktionen Ψs, sowie die korrespondierenden Energien (Es). Die Koeffizienten
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Aktiver Raum Alle möglichen
Anregungen
Abbildung 2.2: Veranschaulichung des Konzeptes des aktiven Raums. Der hier
dargestellte aktive Raum entspricht einem CAS(6,6) (complete active space);
dies bedeutet, dass sechs Elektronen auf sechs MOs verteilt werden. Die korre-
spondierende Wellenfunktion wird als CASSCF(6,6) bezeichnet.
CJs sind die Elemente des s-ten Eigenvektors von H und Es der jeweilige Ei-
genwert.
Ein wesentlicher Nachteil der CI-Methoden ist, dass sie mit Ausnahme von FCI,
nicht gro¨ßenkonsistent sind. Die Davidson-Korrektur
EQ = Ecorr · (1− C20 ) (2.28)
sorgt dafu¨r, dass die erhaltene CI-Energie na¨herungsweise gro¨ßenkonsistent ist.
Dabei ist C0 der Koeffizient der HF-Wellenfunktion in der CI-Expansion. E
corr
ist die Differenz der HF-Energie und entsprechenden CI-Energie.34
2.6 Das MCSCF-Verfahren
Das multiconfigurational self-consistent field - (MCSCF) ist eng mit dem CI-
Verfahren verwandt. Wa¨hrend bei letzterem nur die Koeffizienten vor den De-
terminanten optimiert werden, so gilt dies beim MCSCF-Verfahren auch fu¨r
die MO-Koeffizienten. Aufgrund dieses zusa¨tzlichen Rechenschrittes ist die Li-
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nearkombination von CSFs viel kleiner als beim CI-Verfahren. Dementspre-
chend ist der erfasste Anteil der dynamischen Korrelation viel geringer als
beim CI-Verfahren. Die MOs haben aber eine geeignete Struktur, um die nicht-
dynamische Korrelation effektiv zu beschreiben. Letzteres ist auf Basis von
HF-Orbitalen, aufgrund des diffusen Charakters der virtuellen Orbitale nicht
mo¨glich.
Um die Expansion von CSFs auf solche zu beschra¨nken, welche einen nicht
unerheblichen Beitrag zur nicht-dynamischen Korrelation liefern wird ein soge-
nannter aktiver Raum eingefu¨hrt. Dies ist der Teil des MO-Schemas, aus dem
durch Anregung von Elektronen neue CSFs geeigneter Symmetrie erzeugt wer-
den ko¨nnen (vgl. Abbildung 2.6). Die Wahl dieses aktiven Raums ha¨ngt dabei
stark vom betrachteten System ab. Diese Variante wird als complete active space
self-consistent field -Ansatz (CASSCF) bezeichnet, wenn alle mo¨glichen Anre-
gungen innerhalb des aktiven Raums beru¨cksichtigt werden.
Der Vollsta¨ndigkeit wegen sei darauf hingewiesen, dass es noch weitere Varian-
ten der MCSCF-Methoden wie das Restricted Active Space Self-consistent Field -
Verfahren gibt, bei dem nur bestimmte Anregungen (also z.B. nur Einfach- und
Doppeltanregungen) innerhalb des aktiven Raumes zugelassen werden. Fu¨r wei-
tere Informationen sei auf die Literatur verwiesen.4,5
Um die dynamische Korrelation zu erfassen, kann eine MCSCF-Wellenfunktion
als Referenzfunktion fu¨r eine CISD-Rechnung dienen. Im Gegensatz zu einer HF-
Referenzfunktion werden so beide Formen der Korrelation beru¨cksichtigt. Die-
sen Ansatz bezeichnet man als Multi-reference Configuration Interaction kurz
MRCI-Ansatz. Die so erhaltenen Energien sind sehr genau; allerdings ist der
Rechenzeitaufwand wegen der hohen Anzahl an CSFs entsprechend hoch.
2.7 Die Møller-Plesset-Sto¨rungstheorie
Die Møller-Plesset-Sto¨rungstheorie (MPPT fu¨r Englisch Møller-Plesset pertu-
bation theory) erfasst die dynamische Korrelation im Rahmen eines sto¨rungs-
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theoretischen Ansatzes. Der Sto¨roperator H(1) ist dabei wie folgt definiert:
H(1) = Hˆ −
n∑
i=1
fˆi, (2.29)
wobei fˆi der Fock-Operator ist. Demnach ist die ungesto¨rte Energie E
(0) die
Summe der Orbitalenergien ǫi und E
(1) die Differenz zwischen der Hartree-Fock
(E(HF )) und der ungesto¨rten Energie. Die erste Korrektur von E(HF ) liefert
daher die Sto¨rungstheorie zweiter Ordnung (MP2). Fu¨r die Energiekorrektur
ergibt sich demnach:
E(2) =
∑
J
〈
ΦJ |H(1)|Φ0
〉 〈
Φ0|H(1)|ΦJ
〉
E(0) − EJ . (2.30)
Werden auch Energiekorrekturen ho¨herer Ordnung berechnet, so spricht man
von MP3, MP4 etc.. Mit zunehmender Ordnung nimmt der Rechenaufwand
stark zu. So skaliert MP2 mit n5, wobei n die Anzahl der Elektronen ist. MP3
skaliert mit n6, MP4 mit n7 usw..
Ein entscheidender Nachteil von sto¨rungstheoretischen Ansa¨tzen ist ihre Ab-
ha¨ngigkeit von der Referenz-Wellenfunktion. Ist die Approximation durch die
HF-Wellenfunktion zu schlecht, kann dies nicht durch die Berechnung von
”
klei-
nen“ Korrekturen zweiter, dritter,... Ordnung korrigiert werden. Ein Beispiel
hierfu¨r sind Systeme mit einem nicht zu vernachla¨ssigenden Anteil an nicht dy-
namischer Korrelation.
Um solche Systeme berechnen zu ko¨nnen, kann eine allgemeinere Form der Sto¨-
rungstheorie formuliert werden, wobei der ungesto¨rte Zustand bereits multicon-
figurational ist (MRPT: multireference perturbation theory). Eine der bekann-
testen Ansa¨tze ist die complete active space perturbation theory (CASPT), wo
eine CASSCF-Funktion als ungesto¨rte Wellenfunktion verwendet wird. Die Be-
rechnung der Energiekorrektur zweiter Ordnung einer solchen Funktion wird
z.B. als CASPT2 bezeichnet.35
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2.8 Das coupled-cluster-Verfahren
Das coupled-cluster -Verfahren (CC) ist eines der genauesten Verfahren in der
Quantenchemie, welches zudem fu¨r relativ große Systeme angewendet werden
kann. Es ermo¨glicht einen großen Anteil der Korrelationsenergie zu erfassen und
ist gro¨ßenkonsistent.
Fu¨r die Wellenfunktion wird der folgende Ansatz gewa¨hlt:
|CC〉 = eTˆ |HF 〉 =
[∏
µ
(1 + tµτˆµ)
]
|HF 〉 mit Tˆ =
∑
µ
tµτˆµ. (2.31)
Der Operator τˆµ beschreibt eine Anregung vom Grundzustand in den Zustand
µ. D.h. τˆµ angewandt auf |HF 〉 ergibt |µ〉. Der Faktor tµ wird als Amplitude
bezeichnet, und beschreibt daher den Anteil von |µ〉 an der Gesamtwellenfunk-
tion |CC〉. Werden alle mo¨glichen Anregungen beru¨cksichtigt, so unterscheidet
sich |CC〉 in seiner Struktur nicht von |CI〉, also der Wellenfunktion des FCI.
D.h. die tµ besitzen grundsa¨tzlich andere Werte als die cµ (siehe Gleichung 2.25).
Wie bereits fu¨r das CI-Verfahren beschrieben, mu¨ssen auch im Coupled-Cluster-
Verfahren Na¨herungen gemacht werden.
Die einfachste Mo¨glichkeit ist das coupled-cluster doubles-Verfahren (CCD), wel-
ches nur doppelte Anregungen beru¨cksichtigt.
|CCD〉 =
∏
A>B,I>J
(1 + tABIJ τˆ
AB
IJ ) |HF 〉 (2.32)
Im Vergleich zum CI-Verfahren werden durch den Produktansatz auch Vierfach-,
Sechsfach-,... Anregungen (jeweils zusammengesetzt aus Zweifach-Anregungen)
beru¨cksichtigt. Die in diesen Termen auftretenden Produkte der Amplituden tABIJ
mu¨ssen aber nicht extra berechnet werden, was letztlich die Gro¨ßenkonsistenz
des CC-Verfahrens ausmacht.
Fu¨r eine gegebene Basis {φi} lo¨st die Wellenfunktion |CC〉 aus Gleichung 2.31
die Schro¨dingergleichung:
HˆeTˆ |HF 〉 = ECCeTˆ |HF 〉 (2.33)
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Die Amplituden tµ ko¨nnen aus der Schro¨dingergleichung mit Hilfe des Operators
〈µ| herausprojiziert werden. Dazu wird Gleichung 2.33 von rechts mit e−Tˆ und
anschließend mit 〈µ| multipliziert. Daraus ergibt sich das folgende Gleichungs-
system zur Berechnung der Coupled-Cluster-Amplituden tµ.〈
HF |e−Tˆ HˆeTˆ |HF
〉
= ECC (2.34)〈
µ|e−Tˆ HˆeTˆ |HF
〉
= 0 ∀µ (2.35)
Das Gleichungssystem wird iterativ gelo¨st, wobei in jedem neuen Schritt die nach
Gleichung 2.35 berechnete Energie des vorherigen Schrittes eingesetzt wird, bis
das Konvergenzkriterium erreicht ist.
Durch Beru¨cksichtigung von Dreifachanregung ließe sich die Genauigkeit des
Verfahrens weiter steigern, was bezogen auf die Rechenzeit jedoch zu aufwendig
wa¨re. Das CCSD(T)-Verfahren ist eines der am ha¨ufigsten verwendeten CC-
Methoden. Hier wird der Einfluss der Dreifachanregungen im Rahmen eines
sto¨rungstheoretischen Rechnung (vgl. Abschnitt 2.7) approximativ erfasst, wo-
durch ein sehr großer Anteil der Korrelationsenergie erfasst wird. Aufgrunddes-
sen wird das CCSD(T)-Verfahren auch als
”
goldener Standard“ der Quanten-
chemie bezeichnet. Fu¨r weitere Details sei auch hier auf die zahlreiche Literatur
verwiesen.4,5
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3 Statistische Grundlagen
In Kapitel 4 wird erkla¨rt werden, wie die elektronische Energie von Atomen
und Moleku¨len mit Hilfe des VMC- und DMC-Verfahrens auf Grundlage eines
Erwartungswertes berechnet werden ko¨nnen. Als Grundlage fu¨r ein umfangrei-
cheres Versta¨ndnis sollen in diesem Kapitel Methoden vorgestellt werden, mit
denen computergenerierte Zufallsvariablen und Vektoren erzeugt werden.
Ebenso mu¨ssen die statistischen Grundlagen der Erwartungswertberechnung
diskutiert werden. Dies ist insofern bedeutsam, als dass bei der numerischen
Durchfu¨hrung von QMC-Verfahren nur endliche Stichproben zur Verfu¨gung ste-
hen. Die korrekte Berechnung und Beurteilung des daraus resultierenden statis-
tischen Fehlers ist daher von entscheidender Bedeutung.
3.1 Generierung von Zufallsvariablen
Die Generierung von Zufallszahlen, welche einer bestimmten Verteilung gehor-
chen, ist von entscheidender Bedeutung fu¨r alle Monte-Carlo-Verfahren. Einige
Ansa¨tze, die fu¨r diese Arbeit wichtig sind, sollen daher im Folgenden kurz vor-
gestellt werden.
3.1.1 Transformierung von Zufallsvariablen
Gegeben sei eine Zufallsvariable X mit Verteilungsfunktion PX(x) und der
Wahrscheinlichkeitsdichte
pX(x) =
dPX(x)
dx
. (3.1)
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Ist y(x) eine stetig monoton wachsende Funktion, dann gilt fu¨r alle Werte von
X, die kleiner oder gleich eines bestimmten Wertes x sind:36
y(X) ≤ y(x) fu¨r alle X ≤ x (3.2)
Damit gilt fu¨r die Wahrscheinlichkeiten:
P {y(X) = Y ≤ y(x)} = P {X ≤ x} (3.3)
bzw.
PY (y) = PX(x) wobei y = y(x) (3.4)
Mit Gleichung 3.1 erha¨lt man so den folgenden Zusammenhang zwischen den
Wahrscheinlichkeitsdichte von X und Y :
pY (y)
dy
dx
= pX(x) (3.5)
Analog ergibt sich fu¨r monoton fallende Funktionen der Zusammenhang
pY (y)
dy
dx
= −pX(x) (3.6)
Allgemein gilt dementsprechend:
pY (y)
∣∣∣∣dydx
∣∣∣∣ = pX(x) (3.7)
In vielen Fa¨llen sollen mit Hilfe einer zwischen Null und Eins gleichverteilten Zu-
fallsvariablen ξ Zufallszahlen, welche nach der Wahrscheinlichkeitsdichte pY (y)
verteilt sind, erzeugt werden. Gesucht ist also die Funktion y(x).
Die Verteilungsfunktion von ξ ist wie folgt definiert:
Pξ(ξ) =


0, ξ < 0
ξ, 0 ≤ ξ ≤ 1
1, ξ ≥ 1
(3.8)
Ist die folgende Wahrscheinlichkeitsdichte gegeben
pR(r) = re
− 1
2
r2 0 < r <∞ (3.9)
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so erha¨lt man mit Hilfe von Gleichung 3.1 und 3.4:
PR(r) =
∫ r
0
ue−
1
2
u2du = 1− e− 12 r2 = ξ (3.10)
Somit ko¨nnen nach pR(r) verteilte Zufallsvariablen R durch die folgende Re-
chenforschrift erhalten werden:
r =
√
−2log(1− ξ) (3.11)
Diese Gleichung entspricht also der stetig monoton wachsenden Funktion y(x).
Mit ihrer Hilfe lassen sich gaussverteilte Zufallsvariablen generieren. Die ent-
sprechende Wahrscheinlichkeitsdichte mit einem Mittelwert von Null und einer
Varianz von Eins ist gegeben durch:
pG(y) =
1√
2π
exp
[
−1
2
y2
]
. (3.12)
Praktisch gesehen ist es am einfachsten, zwei unabha¨ngige gausssche Zufallsva-
riablen, hier y1 und y2, gemeinsam zu erzeugen. Die Wahrscheinlichkeitsdichte
f(y1, y2) = pG(y1) · pG(y2) = 1
2π
exp
[
−1
2
(
y21 + y
2
2
)]
(3.13)
kann mit Hilfe einer Polarkoordinatentransformation
y1 = r cosφ
y2 = r sinφ
(3.14)
sowie unter Beru¨cksichtigung der Funktionaldeterminante dy1dy2 = rdrdφ um-
geformt werden:
f(y1, y2)dy1dy2 =
(
exp
[
−1
2
r2
]
rdr
)(
1
2π
dφ
)
. (3.15)
Der Winkel φ ist gleichverteilt im Bereich von [0, 2π] und kann wie folgt mit
Hilfe der Zufallszahl ξ2 erhalten werden:
φ = 2πξ2. (3.16)
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Die Wahrscheinlichkeitsdichte fu¨r r ist dieselbe wie in Gleichung 3.9. Eine ent-
sprechende Zufallszahl kann daher mit ξ1 u¨ber Gleichung 3.11 erhalten werden.
Ru¨cktransformation auf y1 und y2 liefert:
y1 = [−2 log ξ1]1/2 cos 2πξ2
y2 = [−2 log ξ1]1/2 sin 2πξ2
(3.17)
Aus den zwei gleichverteilten Zufallsvariablen ξ1 und ξ2 erha¨lt man also die
beiden gaussverteilten y1 und y2. Diese Methode wird als Box-Muller-Verfahren
bezeichnet.
Bezu¨glich der beno¨tigten Rechenzeit ist diese allerdings nicht effektiv, da sie
die Auswertung von Logarithmen und trigonometrischen Funktionen erfordert.
Eine effizientere Methode ist z.B. die Polar-Methode.
3.1.2 Der Metropolis-Algorithmus
Der Metropolis-Algorithmus wurde erstmals 1953 in einem Paper von Metro-
polis, Rosenbluth, Rosenbluth, Teller und Teller vorgestellt.37 Es handelt sich
hier um eine sehr ma¨chtige Methode, mit der Zufallszahlen nahezu beliebiger
Wahrscheinlichkeitsdichten ungeachtet ihrer Komplexita¨t oder Dimensionalita¨t
erzeugt werden ko¨nnen.
Allerdings hat der Metropolis-Algorithmus auch einige Nachteile. Zum einen
sind aufeinander folgende Zufallszahlen stark miteinander korreliert, zum ande-
ren konvergiert er nur asymptotisch gegen die zu Grunde liegende Wahrschein-
lichkeitsdichte.
Die detailed balance-Bedingung
Der Zustand eines beliebigen Systems, welcher von n Parametern abha¨ngt, kann
durch einen Vektor im Rn beschrieben werden. Die zeitliche Entwicklung dieses
Systems wird mit der U¨bergangdichte K(X|Y ) ausgedru¨ckt. Dies ist die Wahr-
scheinlichkeit dafu¨r, dass ein System von dem Zustand Y in den Zustand X
u¨bergeht, wobei die Dichte bzw. Population eines Zustandes durch die Funktion
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f gegeben sein soll. Entscheidend ist dabei, dass K(X|Y ) so gewa¨hlt sein muss,
dass im Gleichgewicht die sogenannte detailed balance-Bedingung erfu¨llt ist:
K(X|Y )f(Y ) = K(Y |X)f(X) (3.18)
Gleichung 3.18 beschreibt ein dynamisches Gleichgewicht, d.h., dass im Gleich-
gewicht genauso viele U¨berga¨nge von Y nach X wie von X nach Y stattfinden.
Das grundlegende Problem besteht nun darin, bei vorgegebenem f die U¨ber-
gangsdichte so zu wa¨hlen, dass die detailed balance-Bedingung erfu¨llt wird.
Konstruktion von K(X|Y)
Ausgehend von einer bekannten U¨bergangsdichte T (X|Y ) ko¨nnen Schritte von
Y nach X vorgeschlagen werden, welche mit der Wahrscheinlichkeit A(X|Y )
akzeptiert werden. Dementsprechend ergibt sich:
K(X|Y ) = T (X|Y )A(X|Y ) (3.19)
bzw. mit Gleichung 3.18:
T (X|Y )A(X|Y )f(Y ) = T (Y |X)A(Y |X)f(X). (3.20)
Die U¨bergangsdichte T (X|Y ) ist dabei wie folgt normiert:∫
T (X|Y )dX = 1 (3.21)
In dem Paper von Metropolis, Rosenbluth, Rosenbluth, Teller und Teller ist
T (X|Y ) = T (Y |X). Die verallgemeinerte Form (verallgemeinerter Metropolis-
Algorithmus), schließt eine nichtsymmetrische U¨bergangsdichte mit ein und
wurde 1970 von W. K. Hastings38 vorgestellt. Wa¨hlt man nun
A(X|Y ) = min (1, q (X|Y )) und q (X|Y ) = T (Y |X)f(X)
T (X|Y )f(Y ) ≥ 0, (3.22)
so ist die detailed balance-Bedingung automatisch erfu¨llt, was sich durch Ein-
setzen leicht zeigen la¨sst.
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Konvergenz des Algorithmus
Der so beschriebene Algorithmus erzeugt eine rekursive Folge von φn(X) Ver-
teilungen. Zu kla¨ren ist nun die Beziehung zwischen φn(X) und φn+1(X). Die
Wahrscheinlichkeit eines Zuges von Y nachX betra¨gt A(X|Y )T (X|Y )φn(Y )dY .
Wird nun u¨ber den gesamten Definitionsraum von Y integriert, ergibt sich:∫
A(X|Y )T (X|Y )φn(Y )dY. (3.23)
Ebenso kann die Wahrscheinlichkeit eines Zuges von X zu irgendeinem beliebi-
gen Wert von Y berechnet werden:∫
(1−A(Y |X))T (Y |X)dY (3.24)
Durch Multiplikation obiger Gleichung mit φn(X) und Kombination mit Glei-
chung 3.23 folgt:
φn+1(X) =
∫
A(X|Y )T (X|Y )φn(Y )dY + φn(X)
∫
(1−A(Y |X))T (Y |X)dY
(3.25)
Im Folgenden soll gezeigt werden, dass f(X) die Grenzdichte der obige Rekur-
sionsformel ist. Dazu setzt man φn(X) = f(X):
φn+1(X) =
∫
A(X|Y )T (X|Y )f(Y )dY + f(X)
∫
(1−A(Y |X))T (Y |X)dY
(3.26)
Das erste Integral hebt sich wegen der detailed balance-Bedingung mit dem ne-
gativen Anteil des zweiten Integrals auf und man erha¨lt unter Beru¨cksichtigung
von Gleichung 3.21:
φn+1(X) = f(X)
∫
T (Y |X)dY = f(X) (3.27)
Somit ist garantiert, dass der Metropolis-Algorithmus asymptotisch gegen f(X)
konvergiert, also:
lim
n→∞
φn(X) = f(X) (3.28)
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3.2 Berechnung von Erwartungswerten
Sei f(x) eine Wahrscheinlichkeitsdichte und x ein beliebig dimensionaler Zu-
fallsvektor, dann kann der Mittelwert von x wie folgt berechnet werden:
E(x) =
∫
xf(x)dx (3.29)
Der Erwartungwert E(x) ist dann ebenfalls ein Vektor.
Fu¨r den Erwartungswert einer Funktion g(x) gilt analog:
E(g(x)) =
∫
g(x)f(x)dx (3.30)
So gilt z.B. fu¨r g(x) = x2
E(x2) =
∫
x2f(x)dx (3.31)
Handelt es sich bei x um einen Vektor, so ist x2 = x · x das Skalarprodukt
und E(x2) somit ein Skalar. Die Varianz, also der Erwartungswert der mittleren
quadratischen Abweichung vom Mittelwert, kann fu¨r x wie folgt ausgedru¨ckt
werden:
var {x} = E(x2)− [E(x)]2 = 〈x2〉− 〈x〉2 (3.32)
Und analog fu¨r eine beliebige Funktion von x:
var {g(x)} = E(g(x)x2)− [E(g(x))]2 = 〈g2(x)〉− 〈g(x)〉2 (3.33)
Fu¨r eine endliche Stichprobe aus N nach f(x) verteilten Zufallsvariablen {xi}
definiert man die Funktion GN :
GN =
1
N
N∑
i=1
g(xi) (3.34)
Fu¨r jedes der N Elemente beinhaltende Ensemble {xi} erha¨lt man so einen
statistisch unterschiedlichen Wert fu¨r GN .
Der Erwartungswert von GN kann wie folgt berechnet werden:
E(G) = E
(
1
N
N∑
i=1
g(xi)
)
=
〈
1
N
N∑
i=1
g(xi)
〉
(3.35)
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Aufgrund der Linearita¨t des Erwartungswertes ergibt sich:
E(GN) =
1
N
N∑
i=1
〈g(x)〉 = 〈g(x)〉 (3.36)
Dies bedeutet, dass die Funktion GN , welche der arithmetische Mittelwert von
g(x) ist, den selben Erwartungswert wie g(x) besitzt. Man sagt auch, GN ist ein
erwartungstreuer Scha¨tzer fu¨r 〈g(x)〉.
Unter der Bedingung, dass die xi statistisch unabha¨ngig voneinander sind, ergibt
sich fu¨r die Varianz von GN :
var {GN} =
〈
G2N
〉− 〈GN 〉2
= var
{
1
N
N∑
i=1
g(xi)
}
=
1
N
var {g(x)}
(3.37)
Dementsprechend ist die Varianz von GN umgekehrt proportional zur Stichpro-
bengro¨ße N . D.h. GN konvergiert fu¨r eine unendlich große Stichprobe gegen
〈g(x)〉.
Dies fu¨hrt direkt zur zentralen Idee der Monte-Carlo-Verfahren, na¨mlich der Be-
rechnung von Integralen, welche die in Gleichung 3.30 dargestellte Form haben.
Fu¨r das VMC- und das DMC-Verfahren, welche in Kapitel 4 vorgestellt werden,
ist
g(x) = EL(x). (3.38)
Weiterhin sind die Wahrscheinlichkeitsdichten fu¨r VMC
f(x) =
|ΨT (x)|2∫ |ΨT (x)|2dx (3.39)
und
f(x) =
ΨT (x)ΦFN(x)∫
ΨT (x)ΦFN (x)dx
(3.40)
fu¨r DMC. Wie Zufallsvektoren dieser Wahrscheinlichkeitsdichten erzeugt werden
ko¨nnen, ist dann Gegenstand von Kapitel 4.
Auch wenn die Varianz von G prinzipiell u¨ber Gleichung 3.37 erhalten wird,
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kann noch keine quantitative Aussage u¨ber die Genauigkeit des Scha¨tzers fu¨r
〈g(x)〉 getroffen werden. Zu diesem Zweck ist es notwendig, die Verteilung von G
zu kennen. Eine Aussage hieru¨ber kann mit Hilfe des zentralen Grenzwertsatzes
getroffen werden.
3.2.1 Der zentrale Grenzwertsatz
Werden m Quanten-Monte-Carlo-Rechnungen jeweils mit einer Stichproben-
gro¨ße von N durchgefu¨hrt, so sind die auftretenden Werte GN nach einer be-
stimmten Wahrscheinlichkeitsdichte verteilt. Der zentrale Grenzwertsatz sagt
aus, dass besagte Wahrscheinlichkeitsdichte fu¨r N →∞ gegen eine Normalver-
teilung konvergiert.
Die Wahrscheinlichkeitsdichte von GN kann fu¨r große Stichproben als Normal-
verteilung geschrieben werden:
p(GN) =
1√
2π · var {GN}
· exp
(
−(GN − 〈g(x)〉)
2
2 · var {GN}
)
(3.41)
Unter Beru¨cksichtigung von Gleichung 3.37 ergibt sich somit:
p(GN) =
1√
2π · var {g(x)} /N · exp
(
−N (GN − 〈g(x)〉)
2
2 · var {g(x)}
)
(3.42)
Fu¨r hinreichend große N kann man daher statistische Fehlerschranken angeben.
Die Wahrscheinlichkeit P, dass GN innerhalb der einfachen, zweifachen bzw.
dreifachen Standardabweichung, hier σ¯ =
√
var {g(x)} /N , von 〈g(x)〉 liegt, ist
somit wie folgt gegeben:
P {GN ∈ [〈g(x)〉 − σ¯, 〈g(x)〉+ σ¯]} = 68%
P {GN ∈ [〈g(x)〉 − 2σ¯, 〈g(x)〉+ 2σ¯]} = 95%
P {GN ∈ [〈g(x)〉 − 3σ¯, 〈g(x)〉+ 3σ¯]} = 99, 7%
(3.43)
3.2.2 Berechnung der Varianz
Wie bereits diskutiert worden ist, kann die Varianz von GN gema¨ß Gleichung
3.37 berechnet werden. Dazu muss zuna¨chst ein Scha¨tzer fu¨r var {g(x)} bekannt
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sein. Letzterer kann u¨ber den folgenden Erwartungswert erhalten werden.
〈
1
N
N∑
i=1
g2(xi)−
[
1
N
N∑
i=1
g(xi)
]2〉
=
〈
g2(x)
〉− 1
N2
〈(
n∑
i=1
g(xi)
)2〉
(3.44)
Der zweite Term auf der rechten Seite kann weiter umgeformt werden.
1
N2
〈(
n∑
i=1
g(xi)
)2〉
=
1
N2
〈
n∑
i=1
g2(xi) +
n∑
i6=j
g(xi)g(xj)
〉
(3.45)
Unter der Bedingung, dass die xi unabha¨ngig voneinander sind, folgt mit
〈g(xi)g(xj)〉 = 〈g(xi)〉 〈g(xj)〉 fu¨r i 6= j:
1
N2
〈(
n∑
i=1
g(xi)
)2〉
=
1
N
〈
g2(x)
〉
+
N(N − 1)
N2
〈g(x)〉2 (3.46)
Kombination der Gleichungen 3.44 und 3.46 liefert(
1− 1
N
)〈
g2(x)
〉− N(N − 1)
N2
〈g(x)〉2 = N − 1
N
var {g(x)} (3.47)
Dementsprechend konvergiert der Ausdruck 3.44 fu¨r N →∞ gegen die Varianz
von g(x). Aufgrund dieses Konvergenzverhaltens spricht man auch von einem
asymptotisch erwartungstreuen Scha¨tzer.
Ein Scha¨tzer fu¨r die Varianz σ2 ist demnach der folgende Ausdruck:
σ2 ∼= N
N − 1

 1
N
N∑
i=1
g2(xi)−
[
1
N
N∑
i=1
g(xi)
]2 (3.48)
Mit Gleichung 3.37 erha¨lt man fu¨r die Varianz des Scha¨tzers GN .
var {GN} ∼= 1
N − 1

 1
N
N∑
i=1
g2(xi)−
[
1
N
N∑
i=1
g(xi)
]2 (3.49)
3.2.3 Generierung von statistisch unabha¨ngigen Daten
Die Bedingung, unter welcher Gleichung 3.49 zur Berechnung der Varianz ver-
wendet werden kann, ist, dass die xi statistisch unabha¨ngig voneinander sind.
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Die Daten {xi} werden im VMC- und DMC-Verfahren auf Grundlage des Me-
tropolis-Algorithmus erzeugt. Dabei werden die Zufallsvektoren mit Hilfe eines
Drift-Diffusions-Algorithmus erzeugt.
xn+1 = xn + b(xn)∆t+∆W
√
∆t (3.50)
In Abha¨ngigkeit von der Gro¨ße des Zeitschrittes ∆t sind die nacheinander er-
zeugten xn dementsprechend nicht unabha¨ngig.
Um statistisch unabha¨ngige Daten zu erzeugen, werden die erzeugten Daten
in Blo¨cke der La¨nge mB aufgeteilt. Fu¨r den so genannten Blockmittelwert des
j-ten Blocks gilt somit:
g(j)mB =
1
mB
mB∑
i=1
g(x
(j)
i ) (3.51)
Bei hinreichend großer Blockla¨nge mB sind die g
(j)
mB statistisch unabha¨ngig. Be-
tra¨gt die Anzahl der Blo¨cke MB, dann ist
N = mB ·MB (3.52)
Somit kann GN wie folgt ausgedru¨ckt werden.
GN =
1
MB
MB∑
j=1
g(j)mB
=
1
MB ·mB
MB∑
j=1
mB∑
i=1
g(x
(j)
i )
=
1
N
N∑
i=1
g(xi)
(3.53)
Die Varianz von GN la¨sst sich somit auf Grundlage der Blockmittelwerte be-
rechnen.
var {GN} ∼= 1
MB − 1

 1
MB
MB∑
j=1
(
g(j)mB
)2 −
[
1
MB
MB∑
j=1
g(j)mB
]2 (3.54)
Die Anzahl der effektiv unabha¨ngigen Daten Neff la¨sst sich wie folgt bestimmen:
var {GN} = σ
2
Neff
⇔ Neff = σ
2
var {GN}
(3.55)
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Das Verha¨ltnis
Tcorr =
N
Neff
(3.56)
wird als Korrelationszeit bezeichnet. Nach Tcorr Schritten ko¨nnen die Daten als
statistisch unabha¨ngig angesehen werden. D.h. die Blockla¨ngemB muss dement-
sprechend groß gegen Tcorr gewa¨hlt werden, damit die g
(j)
mB unabha¨ngig vonein-
ander sind und var {GN} gema¨ß Gleichung 3.55 berechnet werden kann.
3.2.4 Die Kovarianz und statistisch abha¨ngige Daten
Die Kovarianz ist wie folgt definiert:
cov(x, y) = 〈(x− 〈x〉) (y − 〈y〉)〉 (3.57)
oder
cov(x, y) = 〈xy〉 − 〈x〉 〈y〉 (3.58)
Die Kovarianz ist ein Maß fu¨r den Zusammenhang zwischen zwei Zufallsvaria-
blen x und y. Positive Kovarianz bedeutet, dass eine Tendenz besteht, nach der
x tendenziell gro¨ßere Werte annimmt, wenn y ebenfalls gro¨ßere Werte annimmt.
Dann wird na¨mlich ha¨ufig (x− 〈x〉) das gleiche Vorzeichen haben wie (y − 〈y〉).
Ist die Kovarianz negativ, so nimmt x tendenziell gro¨ßere Werte an, wenn y
kleinere annimmt.
Besteht keiner der oben beschriebenen Zusammenha¨nge zwischen x und y, so
ist die Kovarianz Null.
Sei z die Summe aus den beiden Zufallszahlen x und y. Somit ist auch z eine
Zufallsvariable. Die Varianz von z kann dann wie folgt erhalten werden:
var {z} = 〈(z − 〈z〉)2〉 (3.59)
Mit z = x+ y folgt dann:
var {z} = 〈((x+ y)− 〈x+ y〉)2〉
=
〈
(x+ y)2 − 2(x+ y) 〈x+ y〉+ (〈x+ y〉)2〉
= var {x} + var {y} − 2 〈(x− 〈x〉)(y − 〈y〉)〉
= var {x} + var {y} − 2cov(x, y)
(3.60)
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Daraus folgt, dass die Varianz der Differenz oder Summe zweier positiv korre-
lierter Zufallszahlen um das zweifache der Kovarianz reduziert wird. Dies kann
zur Berechnung von Energiedifferenzen im VMC-Verfahren ausgenutzt werden
(vgl. hierzu Abschnitt 4.3).
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Im Folgenden sollen die beiden am ha¨ufigsten verwendeten Quanten-Monte-
Carlo-Verfahren (QMC), das Variational- (VMC) und das Diffusions-Quanten-
Monte-Carlo-Verfahren (DMC), in ihren wesentlichen Zu¨gen diskutiert werden.
4.1 Das Variational Monte Carlo-Verfahren
Das VMC-Verfahren kann formal als eine 3N-dimensionale Integration des Ray-
leigh-Ritz-Quotienten angesehen werden. Dies steht im Gegensatz zu den orbi-
talbasierten ab initio-Verfahren, welche in Kapitel 2 bereits diskutiert worden
sind. Dabei wird ein hochdimensionales Integral auf drei- und sechsdimensio-
nale Integrale u¨ber die entsprechenden Basisfunktionen zuru¨ckgefu¨hrt (siehe
Gleichung 2.6).
Die Trial-Funktion ΨT sei keine exakte Lo¨sung der zeitunabha¨ngigen Schro¨din-
gergleichung. Um den Ritz-Quotienten
E =
〈ΨT | HˆΨT 〉
〈ΨT | ΨT 〉 (4.1)
in eine mit Monte-Carlo-Verfahren lo¨sbare Form zu u¨berfu¨hren wird der Za¨hler
mit ΨT/ΨT erweitert:
E =
∫
Ψ∗T
ΨT
ΨT
HˆΨTdx∫
Ψ∗TΨTdx
. (4.2)
Diese Gleichung kann auch wie folgt ausgedru¨ckt werden:
E =
∫
EL(x)p(x)dx, (4.3)
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wobei EL(x) =
HˆΨT (x)
ΨT (x)
die lokale Energie und p(x) die Wahrscheinlichkeitsdichte
der Elektronen ist. Fu¨r Letztere gilt:
p(x) =
| ΨT (x) |2∫ | ΨT (x) |2 dx (4.4)
Die Gleichung 4.3 kann nun mit Hilfe der Monte Carlo Integration gelo¨st werden.
Dabei kann ein Scha¨tzwert fu¨r den Ritz-Quotienten, also die Energie, in der
folgenden Form angegeben werden:
E =
1
N
N∑
i=1
EL(xi) (4.5)
Bei den xi, hier den Elektronenpositionen, handelt es sich formal um 3N-di-
mensionale Zufallsvektoren, welche nach p(x) verteilt sind und mit Hilfe des
Metropolis-Algorithmus erzeugt werden ko¨nnen. Eine genauere Darstellung des
Algorithmus und die Konstruktion der U¨bergangsdichte T (X|Y ) soll im folgen-
den Abschnitt im Zusammenhang mit der Fokker-Planck-Gleichung diskutiert
werden.
4.2 Die Fokker-Planck-Gleichung
In ihrer allgemeinen Form lautet die Fokker-Planck-Gleichung (FPG) wie folgt:
∂
∂t
f(x, t) = ∇2[D2(x, t)f(x, t)]−∇[D1(x, t)f(x, t)] (4.6)
Sie beschreibt die zeitliche Entwicklung der Dichtefunktion f(x, t) unter Einfluss
eines von Ort und Zeit abha¨ngigen Diffusions- (D2(x, t)) sowie Drift-Termes
D1(x, t).
39 Im Folgenden soll nur die folgende, spezielle Form der FPG betrachtet
werden, bei der lediglich der Drift, von nun an als b(x) bezeichnet, vom Ort
abha¨ngig ist:
∂
∂t
f(x, t) =
1
2
∇2f(x, t)−∇(b(x)f(x, t)) (4.7)
Der Operator
LˆFP =
1
2
∇2 −∇b(x) (4.8)
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soll im Folgenden als Fokker-Planck-Operator bezeichnet werden. LˆFP kann als
ein Generator der folgenden Itoˆ-Diffusion aufgefasst werden:
dxt = b(xt)dt+ dWt (4.9)
Dabei bezeichnet b(xt) eine Driftfunktion im R
n und dW einen n-dimensionalen
Wiener-Prozess. Fu¨r einen Beweis sei auf die zahlreiche mathematische Litera-
tur zu diesem Thema verwiesen.39–41 Anschaulich bedeutet dies, dass die Lo¨sung
der stochastischen Differentialgleichung 4.9 und die der partiellen Differential-
gleichung 4.7 identisch sind. Wird
b(x) =
∇ΨT (x)
ΨT (x)
(4.10)
gewa¨hlt, so gilt nach Erreichen der Grenzdichte, also fu¨r große t, wie sich durch
Einsetzen zeigen la¨sst:
LˆFPf(x, t) = 0 (4.11)
wobei ∂
∂t
f(x, t) = 0 und f(x, t) = ΨT (x)
2.
Gleichung 4.9 la¨sst sich u¨ber
Yn+1 = Yn + b(Yn) ·∆t+∆W ·
√
∆t (4.12)
mit Hilfe einer Monte-Carlo-Simulation beschreiben. Diese Gleichung ist nur ex-
akt, wenn sich der Drift b im Zeitintervall ∆t u¨ber die Strecke Yn+1 − Yn nicht
a¨ndert. Wegen Gleichung 4.10 ist dies allerdings nicht der Fall. Dementsprechend
ist die resultierende Gleichgewichtsverteilung mit einem Zeitdiskretisierungsfeh-
ler behaftet. Die zu 4.12 korrespondierende Greensche Funktion
GFP (y, x,∆t) =
1
(2π∆t)3N/2
e−
(x−y−b(x)∆t)2
2∆t (4.13)
entspricht der U¨bergangsdichte T (X|Y ) im verallgemeinerten Metropolis-Algo-
rithmus. Den Ausdruck in Gleichung 4.13 erha¨lt man formal, indem man den
Zeitentwicklungsoperator e−LˆF P∆t in die Ortsdarstellung, also 〈y | e−LˆF P∆t | x〉
u¨berfu¨hrt, wobei der so erhaltene Ausdruck nur fu¨r unendlich kleine Zeitschritte
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exakt ist.
Durch die Konstruktion des Metropolis-Algorithmus muss die U¨bergangsdich-
te nicht exakt sein. Dass nach Erreichen der Grenzdichte nach p(x) verteilte
Zufallszahlen generiert werden, wird durch den Akzeptanzschritt gewa¨hrleistet.
Als eine Art Daumenregel wird der Zeitschritt ∆t so gewa¨hlt, dass ca. die Ha¨lfte
aller Schritte akzeptiert werden, wodurch ein mo¨glichst effektives Sampling des
entsprechenden Definitionsraumes gewa¨hrleistet wird.
Auf die Fokker-Planck-Gleichung soll auch in einem spa¨teren Kapitel im Zu-
sammenhang mit dem Feynman-Kac-Formalismus eingegangen werden.
4.2.1 Implementierung des VMC-Verfahrens
Die Dichte p(x) wird durch ein Ensemble von Random Walkern repra¨sentiert.
Jeder Random Walker wird gema¨ß Gleichung 4.12 propagiert. Im Anschluss an
die Propagation wird die Akzeptanzwahrscheinlichkeit berechnet:
A(Yn+1, Yn) = min
(
1,
GFP (Yn+1, Yn,∆t)|ΨT (Yn)|2
GFP (Yn, Yn+1,∆t)|ΨT (Yn+1)|2
)
(4.14)
A(Yn+1, Yn) wird mit einer im Intervall [0, 1] gleichverteilten Zufallsvariable ξ
verglichen. Fu¨r den Fall A(Yn+1, Yn) < ξ wird der Zug von Yn nach Yn+1 abge-
lehnt.
Formal konvergiert die Verteilung, nach der die Random Walker verteilt sind,
erst fu¨r eine unendlich große Zahl an Schritten gegen die Dichte p(x) (vgl. Glei-
chung 3.28).
Praktisch geht man jedoch davon aus, dass diese schon nach einer endlichen
Anzahl von Schritten erreicht ist. Nach dieser endlichen Equilibrierungsphase
liefert der so konstruierte Algorithmus nach jedem Schritt ein nach p(x) ver-
teiltes Ensemble von Zufallsvektoren x. Die Energie la¨sst sich dann mit Hilfe
von Gleichung 4.5 berechnen. Da die so erzeugten Stichproben nicht statistisch
unabha¨ngig sind, wird zur Berechnung des statistischen Fehlers die Formel 3.54
verwendet.
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4.3 Correlated Sampling in der VMC-Methode
Correlated Sampling ist eine Methode um Energiedifferenzen mit einem gerin-
gen statistischen Fehler zu erhalten. Dabei wird die serielle Korrelation zwischen
Daten explizit ausgenutzt.6
Die Systeme A und B sollen durch die Funktionen Ψ(A) und Ψ(B) beschrieben
werden. Dabei kann man System B als eine Art Sto¨rung von System A auffassen.
Beispiele fu¨r eine solche Sto¨rung sind z.B. ein elektrisches Feld, eine Verschie-
bung der Geometrie oder auch eine A¨nderung eines beliebigen Parameters von
Ψ(A).
Gema¨ß den Ausfu¨hrungen in Abschnitt 4.2 wird zuna¨chst ein Random-Walk-
Prozess auf der Basis einer weiteren Funktion Ψ durchgefu¨hrt. Das resultierende
Ensemble ist nach einer geeignet langen Equilibrierungsphase nach p(x) = |Ψ|2
verteilt. Durch eine Umgewichtung mit
W (A)(Y (k)) =
|Ψ(A)(Y (k))|2
|Ψ(Y (k))|2 und W
(B)(Y (k)) =
|Ψ(B)(Y (k))|2
|Ψ(Y (k))|2 (4.15)
erha¨lt man somit Stichproben, welche nach |Ψ(A)|2 und |Ψ(B)|2 verteilt sind.
Die Energien fu¨r System A und B erha¨lt man mit dem nicht erwartungsgetreuen
Scha¨tzer:
E(A) =
M∑
k=1
E
(A)
L (Y
(k))W (A)(Y (k))
M∑
k=1
W (A)(Y (k))
(4.16)
und
E(B) =
M∑
k=1
E
(B)
L (Y
(k))W (B)(Y (k))
M∑
k=1
W (B)(Y (k))
(4.17)
Die lokalen Energien fu¨r System A und B werden wie folgt berechnet:
E
(A)
L (Y
(k)) = −1
2
∇2Ψ(A)(Y (k))
Ψ(A)(Y (k))
+ V (A)(Y (k))
E
(B)
L (Y
(k)) = −1
2
∇2Ψ(B)(Y (k))
Ψ(B)(Y (k))
+ V (B)(Y (k))
(4.18)
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Die lokalen Energien sind Funktionen von Zufallsvektoren und damit selbst wie-
der Zufallsvariablen. Da diese fu¨r System A und B auf Grundlage der selben
Stichprobe berechnet werden, sind sie nicht la¨nger statistisch unabha¨ngig von-
einander. Dementsprechend kann fu¨r den statistischen Fehler der Energiediffe-
renz
∆E = E(B) − E(A) (4.19)
Gleichung 3.60 beru¨cksichtigt werden und man erha¨lt:
var {∆E} = var{E(A)}+ var{E(B)}− 2cov(E(A), E(B)) (4.20)
Dieses Verfahren funktioniert nur auf Basis der VMC-Methode worauf in Kapitel
6 na¨her eingegangen werden wird. Angewendet wurde das hier kurz vorgestellte
Verfahren unter anderem von Filippi et al. zu Berechnung von Kra¨ften.42
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4.4 Die Diffusions-Quanten-Monte-Carlo-Methode
Grundlage der Diffusions-Quanten-Monte-Carlo-Methode (DMC) ist die zeitab-
ha¨ngige Schro¨dingergleichung:
i
∂Ψ
∂τ
= HˆΨ = −1
2
∇2Ψ+ (V (x)− ET )Ψ (4.21)
Durch die Variablensubstitution t = τ · i erha¨lt man die zeitabha¨ngige Schro¨din-
gergleichung in imagina¨rer Zeit:
∂Ψ
∂t
= −HˆΨ = 1
2
∇2Ψ− (V (x)− ET )Ψ (4.22)
Die Grundidee des FN-DMC-Ansatzes liegt in der A¨hnlichkeit von Gleichung
4.22 zum zweiten Fickschen Diffusionsgesetz.43 Formal handelt es sich hier um
eine partielle Differentialgleichung welche auf Grundlage eines Random Walk-
Prozesses gelo¨st werden kann. Der entsprechenden Formalismus und der daraus
resultierende Algorithmus sollen im Folgenden vorgestellt werden.6,44, 45
4.4.1 Theoretische Grundlagen
Die allgemeinen Lo¨sungen der Gleichungen 4.21 und 4.22 lauten:
Ψ(x, τ) =
∑
i
aiφi(x)e
−iτ(Ei−ET ) (4.23)
und
Ψ(x, t) =
∑
i
aiφi(x)e
−t(Ei−ET ) (4.24)
Durch die Variablensubstitution ist das oszillierende Verhalten verschwunden.
Wa¨hlt man ET ≈ E0 ergibt sich stattdessen ein exponentieller Abfall der ange-
regten Zusta¨nde, so dass man fu¨r große t den Grundzustand erha¨lt.
Gleichung 4.24 enspricht der Propagatorgleichung
Ψ(t) = e−(Hˆ−ET )tΨ(0). (4.25)
Dies la¨sst sich formal durch Taylorreihenentwicklung des Propagators
e−(Hˆ−ET )t = 1− (Hˆ − ET ) · t+ 1
2
(Hˆ − ET )2 · t2 + ... (4.26)
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sowie durch Entwicklung von Ψ(0) nach den Eigenfunktionen der zeitunabha¨ngi-
gen Schro¨dingergleichung zeigen.
Fu¨r t→∞ projiziert der Operator e−(Hˆ−ET )t aus einer beliebigen Anfangswel-
lenfunktion Ψ(0) die exakte Grundzustandswellenfunktion heraus.
4.4.2 Die importance sampling-Transformation
Die importance sampling-Transformation dient der Generierung eines effizien-
teren Algorithmus. Auf Basis einer so genannten Guide-Funktion erha¨lt man
einen a¨hnlichkeitstransformierten Hamiltonoperator
H¯ = ΨGHˆΨ
−1
G (4.27)
und die korrespondierende partielle Differentialgleichung
∂f
∂t
= −(H¯ − ET )f. (4.28)
Der a¨hnlichkeitstransformierte Hamiltonoperator H¯ kann wie folgt ausgedru¨ckt
werden:
H¯ = LˆFP + V¯ mit V¯ = EL(x)− ET (4.29)
LˆFP ist Fokker-Planck-Operator (vgl. Abschnitt 4.2). EL(x) ist die bereits ein-
gefu¨hrte lokale Energie.
Durch die A¨hnlichkeitstransformation bleibt das Eigenwertspektrum bestehen,
wa¨hrend man die folgenden Eigenfunktionen erha¨lt:
f(x, t) = ΦFN(x, t)ΨG. (4.30)
Fu¨r lange Simulationszeiten entha¨lt ΦFN (x, t) dann nur noch die Grundzu-
standswellenfunktion:
ΦFN(x, t) = a0 · φ0 · e−(E0−ET )t (4.31)
Die Funktion ΨG wird so gewa¨hlt, dass sie der exakten so gut wie mo¨glich ent-
spricht. Wie genau sie konstruiert wird, soll in Abschnitt 4.5.1 na¨her diskutiert
werden.
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Herleitung eines Ausdrucks fu¨r die Greensche Funktion
Gleichung 4.27 ist die Integralform der Schro¨dingergleichung. Um diese in eine
Form zu u¨berfu¨hren, welche auf Grundlage eines Random-Walk-Prozesses lo¨sbar
ist wird ein kompletter Satz von Ortseigenfunktionen eingefu¨hrt. Mit Hilfe der
Zerlegung der Einheit
∫ |x′〉〈x′|dx′ = 1 und Anwendung des Bras 〈x| von links
erha¨lt man:46
〈x | f(x, t)〉 =
∫
〈x | e−(H¯−ET )t | x′〉〈x′ | f(x, 0)〉dx′ (4.32)
Mit 〈x | f(x, t)〉 = f(x, t) ergibt sich:
f(x, t) =
∫
〈x | e−(H¯−ET )t | x′〉f(x′, 0)dx′ (4.33)
Aus der Theorie der Differentialgleichungen ist bekannt, dass die Lo¨sung von
Gleichung 4.22 mit Hilfe der folgenden Integralgleichung ausgedru¨ckt werden
kann:
f(x, τ) =
∫
G(x, x′, t)f(x′, 0)dx′ (4.34)
G(x, x′, t) ist die Greensche Funktion. Vergleich der Gleichungen 4.33 and 4.34
ergibt schließlich:
G(x, x′, t) = 〈x | e−(H¯−ET )t | x′〉 (4.35)
Dies ist der exakte Ausdruck fu¨r die Greensche Funktion im Quanten-Monte-
Carlo-Verfahren.
4.4.3 Die Kurzzeitna¨herung
Der Ausdruck fu¨r die Greensche Funktion aus Gleichung 4.35 kann, unter Beru¨-
cksichtigung von Gleichung 4.29 wie folgt ausgedru¨ckt werden:47
e−(H¯−ET )∆t ≈ e− 12 V¯∆te−LˆF P∆te− 12 V¯∆t (4.36)
Kombination der Gleichungen 4.35 und 4.36 ergibt:
G(x, x′,∆t) = 〈x | e− 12 V¯∆te−LˆF P∆te− 12 V¯∆t | x′〉 (4.37)
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Fu¨gt man zweimal die Zerlegung der Einheit ein und multipliziert von Links
mit dem Bra 〈x| erha¨lt man:
G(x, x′,∆τ) =
∫ ∫
〈x | e− 12 V¯∆t | x′′〉〈x′′ | e−LˆF P∆t | x′′′〉
〈x′′′ | e− 12 V¯∆t | x′〉dx′′dx′′′
(4.38)
Nach einigen mathematischen Umformungen folgt daraus:
G(x, x′,∆t) = 〈x | e−LˆF P∆t | x′〉e− 12 V¯ (x)∆te− 12 V¯ (x′)∆t
= 〈x | e−LˆF P∆t | x′〉e−(1/2(EL(x)+EL(x′))−ET )∆t
(4.39)
In einer a¨hnlichen Weise la¨sst sich der gena¨herte Ausdruck
GFP (x, x
′,∆t) = 〈x | e−LˆF P∆t | x′〉
=
(
1
4πD∆t
)3N/2
· e−(x′−x−∆tb(x′))2/(2∆t)
(4.40)
herleiten.
Die gena¨herte Ausdruck fu¨r die Greensche Funktion setzt sich also wie folgt
zusammen:
G(x, x′,∆t) = GFP (x, x
′,∆t) ·GB(x, x′,∆t) (4.41)
Formal ergibt sich die Lo¨sung von Gleichung 4.33 durch sukzessive Integration
der Form:
f˜(xn, n∆t) =
∫ ∫
...
∫ ∫
GFP (xn, xn−1,∆t)GB(xn, xn−1,∆t)
·GFP (xn−1, xn−2,∆t)GB(xn−1, xn−2,∆t) ...
·GFP (x2, x1,∆t)GB(x2, x1,∆t)
·GFP (x1, x0,∆t)GB(x1, x0,∆t)f(x0, 0)dx0dx1...dxn−2dxn−1
(4.42)
Die Lo¨sung f˜(xn, n∆t), ausgedru¨ckt durch die Tilde, entspricht nicht der exak-
ten aus Gleichung 4.33, sondern ist mit einem Zeitschrittfehler behaftet. Da die
Kurzzeitna¨herung fu¨r unendlich kleine Zeitschritte exakt ist gilt aber:
lim
∆t→0
f˜(x, t) = f(x, t) (4.43)
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4.4.4 Beru¨cksichtigung der Antisymmetrie
Ein wichtiger Aspekt fu¨r die DMC-Theorie ist die Beru¨cksichtigung der Anti-
symmetrie einer fermionischen Wellenfunktion. Gema¨ß der Propagatorgleichung
erha¨lt man nach einer entsprechend langen Simulationszeit die Wellenfunktion
mit dem niedrigsten Energieeigenwert. Da der Hamiltonoperator totalsymme-
trisch ist, entspricht diese allerdings dem bosonischen Grundzustand. Dieses
Problem kann umgangen werden, indem die Knotenhyperfla¨che einer antisym-
metrischen Trial-Funktion als zusa¨tzliche Randbedingung beru¨cksichtigt wer-
den.
4.4.5 Die Knotenhyperfla¨che der Trial-Funktion
Im R3N , wobei N fu¨r die Anzahl der Elektronen steht, ist die Knotenhyper-
fla¨che 3N − 1 dimensional. Sie teilt den Konfigurationsraum in K Gebiete auf
(Ω1, ...,ΩK). Zwei Walker A und B befinden sich in einem Gebiet, wenn man
von A nach B oder umgekehrt gelangt, ohne dass dabei ein Knotenu¨bertritt
stattfindet, also die Wellenfunktion ihr Vorzeichen a¨ndert.48,49
Das Grundgeru¨st der Knotenhyperfla¨che bildet die 3N − 3 dimensionale Kno-
tenhyperfla¨che, welche sich direkt aus der Antisymmetrie ergibt. Aus
Ψ(..., ~xi, ~xj, ...) = −Ψ(..., ~xj , ~xi, ...) (4.44)
folgt
Ψ = 0 fu¨r ~xi = ~xj (4.45)
Daher wird sie auch als Pauli- oder Koinzidenzhyperfla¨che bezeichnet. Mit Aus-
nahme des eindimensionalen Falles mu¨ssen Elektronen nicht koinzidieren, wenn
sie vertauschen. Die 3N−3 dimensionale Knotenhyperfla¨che beschreibt also nur
den Teil der Knotenhyperfla¨che bei dem sich zwei Elektronen direkt
”
begegnen“.
Die Lage dieser Knoten wird durch die Slaterdeterminante exakt wiedergegeben.
Im Grundzustand haben alle Gebiete sowohl fu¨r die exakte als auch fu¨r die nicht
exakte Wellenfunktion die gleiche ra¨umliche Gestalt (Topologie), sowie die glei-
che Energie (ei). Die so erhaltene Energie (E
(FN)
0 ) ist eine obere Schranke fu¨r
49
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den exakten Wert (E0).
50
ei = E
(FN)
0 ∀ i wobei E(FN)0 > E0 (4.46)
Bei angeregten Zusta¨nden kommen weitere, so genannte Anregungsknoten, hin-
zu. Fu¨r die exakte Wellenfunktion haben alle Gebiete gleiche Energien aber
eine unterschiedliche Topologie. Ist die Knotenfla¨che nicht exakt, so haben die
Gebiete zudem unterschiedliche Energien. Einen signifikanten Beitrag zu E
(FN)
0
liefert dann nur das Gebiet mit der niedrigsten Energie.
Entsprechend den obigen Erla¨uterungen ist das DMC-Verfahren fu¨r den Grund-
zustand variationell. Gleiches gilt gema¨ß Foulkes et al. jeweils fu¨r den energetisch
niedrigsten Zustand einer bestimmten Symmetrie.51
4.4.6 Weitere Bemerkungen zur DMC-Theorie
Formal entspricht die Beru¨cksichtigung der Knotenhyperfla¨che einer antisym-
metrischen Trial-Funktion als zusa¨tzliche Randbedingungen einer Lo¨sung der
Schro¨dingergleichung in einem bestimmten Gebiet. Fu¨r das i-te Gebiet erha¨lt
man die folgende Eigenwertgleichung:
hˆiϕi = ǫiϕi (4.47)
Die Hamiltonoperatoren hˆiϕi haben prinzipiell die selbe Struktur. Sie unter-
scheiden sich nur in den zugrundeliegenden Randbedingungen, welche durch
die jeweiligen Gebietsgrenzen determiniert sind. Fu¨r jeden Hamiltonoperator
existiert ein kompletter Satz von Eigenfunktionen {χi} und Eigenwerten {ei}.
Aufgrund der identischen ra¨umlichen Gestalt aller Knotengebiete haben diese
fu¨r den Grundzustand alle das gleiche Eigenwertspektrum. Dies gilt bis auf ihre
Lage im Konfigurationsraum auch fu¨r die Eigenfunktionen.
Auf Grundlage des Propagatorgleichung kann die Lo¨sung von Gleichung 4.47
wie folgt ausgedru¨ckt werden:
ϕi(t) = a0 · e−(e0−ET )tχ0 + a1 · e−(e1−ET )tχ1 + a2 · e−(e2−ET )tχ2 + ... (4.48)
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Fu¨r lange Simulationszeiten t verschwinden wiederum alle angeregten Zusta¨nde.
Die Lo¨sung im gesamten Konfigurationsraum ergibt sich formal durch Anwen-
dung des Antisymmetrierungsoperators A auf ϕi.
ΦFN(x, t) = Aϕi =
∑
P
(−1)T (P )ϕi(Pˆ x, t) (4.49)
Die Summe la¨uft u¨ber alle n! Permutationen. T (P ) steht fu¨r die Anzahl an
Transpositionen in welche die jeweilige Permutation zerlegt werden kann. Pˆ ist
der Permutationsoperator.
Durch das Lo¨sen der Schro¨dingergleichung in einer Region kann man auf Grund-
lage des hier erla¨uterten Formalismus das Konvergieren zum bosonischen Grund-
zustand verhindern und man erha¨lt eine antisymmetrische (fermionische) Wel-
lenfunktion.
4.4.7 Numerische Simulation
Die Greensche Funktion besteht aus zwei Teilen. Dem Fokker-Planck-Teil und
dem so genannten branching-Teil:
GB(x, x
′,∆t) = e−(1/2(EL(x)+EL(x
′))−ET )∆t (4.50)
GFP kann, wie bereits in Abschnitt 4.2.1 erla¨utert worden ist, u¨ber einen Ran-
dom-Walk-Prozess mit anschließendem Akzeptanzschritt berechnet werden.52
Um die Fixed-Node-Na¨herung zu beru¨cksichtigen wird fu¨r jeden Walker die
Bedingung
ΨT (Yn+1) ·ΨT (Yn) < 0 (4.51)
u¨berpru¨ft. Ist diese erfu¨llt, so wurde ein Knoten u¨bertreten und der entsprechen-
de Schritt wird abgelehnt. An dieser Stelle tritt gelegentlich die Diskussion auf,
ob dies u¨berhaupt richtig sei und der Walker nicht korrekterweise gelo¨scht wer-
den mu¨sste. Diese Diskussion ist aber insofern irrelevant, als dass es im Grenzfall
unendlich kleiner Zeitschritte keine Knotenu¨bertritte mehr gibt. Dies ha¨ngt wie-
derum damit zusammen, dass der Drift-Term direkt am Knoten unendlich groß
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wird und von diesem weg weist.
Der branching-Teil wird durch ein zusa¨tzliches Gewicht beru¨cksichtigt, mit dem
jeder Walker versehen wird. Fu¨r den k-ten Random-Walker berechnet sich der
Gewichtsfaktor nach dem (n+ 1)-ten Schritt wie folgt:
w(Y
(k)
n+1) = e
−( 1
2
(EL(Yn+1)+EL(Yn))−ET )∆t (4.52)
Nach insgesamt n+1-Schritten entspricht das Gesamtgewicht des k-ten Walkers
dem Produkt der Gewichte u¨ber alle Schritte:
W (Y (k)) =
N∏
n=0
w(Y
(k)
n+1) (4.53)
In dem Gewichtsfaktor steckt somit der in Abschnitt 4.4.1 diskutierte Abfall der
angeregten Zusta¨nde. Nach einer bestimmten Equilibrierungsphase liefert diese
Random-Walk-Prozess nach jedem Schritt ein nach ΦFN(x, t)ΨG(x) verteiltes
Ensemble.
Der Ausdruck fu¨r die DMC-Energie
EFN =
∫
EL(x)Φ(x, t)ΨG(x)dx∫
Φ(x, t)ΨG(x)dx
(4.54)
kann somit u¨ber folgende Gleichung berechnet werden
EFN =
M∑
k=1
EL(Y
(k))W (Y (k))
M∑
k=1
W (Y (k))
, (4.55)
wobei das Ensemble der Gro¨ßeM nach p(x) = |ΨT |2 verteilt ist. Die statistische
Unsicherheit von EFN (bedingt durch die Na¨herung eines Integrals als endliche
Summe) wird gema¨ß Gleichung 3.37 auf Basis der entsprechenden Blockmittel-
werte berechnet.
Ein Blick auf Gleichung 4.55 zeigt, dass die Schwankungen von EFN auch von
denen von W (Y (k)) abha¨ngt. Um diese zu verringern wird ein so genannter
branching-Schritt durchgefu¨hrt. Dazu wird fu¨r jeden Walker die folgende Gro¨ße
berechnet:
mb = int(W (Y
(k)) + ξ), (4.56)
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wobei int eine intrinsische Fortan90-Funktion ist.53,54 Fu¨r den Fall, dass mb = 0
wird der Walker gelo¨scht. Ist mb > 1, so werden mb − 1 Kopien dieses Walkers
erstellt. Jede Kopie erha¨lt dabei das 1mb -fache seines Ausgangsgewichtes.
Um zu verhindern, dass so die Populationsgro¨ße stetig ansteigt oder aber Null
wird, muss die Trial-Energie wa¨hrend des Random-Walks so angepasst werden,
dass55
ET ≈ EFN (4.57)
Damit schwankt das mittlere Gewicht aller Random Walker um Eins und die
Normierung bzw. die Stichprobengro¨ße bleibt konstant.
4.5 Wellenfunktionen fu¨r das
Quanten-Monte-Carlo-Verfahren
In den voranstehenden Abschnitten sind bereits mehrfach die Begriffe Guide-
und Trial-Funktion gefallen. Aufgrund der immensen Wichtigkeit fu¨r das Ver-
fahren sollen diese im Folgenden diskutiert werden.
Im VMC- sowie im FN-DMC-Verfahren sind Trial- und Guide-Funktion iden-
tisch. Die unterschiedlichen Bezeichnungen ru¨hren daher, dass auf Basis der
Guide-Funktion der Random-Walk-Prozess konstruiert wird (vgl. Formel 4.12).
Also durch den Drift in Bereiche
”
gefu¨hrt“wird, in denen die Aufenthaltswahr-
scheinlichkeitsdichte entsprechend groß ist.
Im Sinne der Schreibweise der Energie als Funktional von ΨT im VMC-Verfahren
(vgl. Gleichung 4.5) handelt es sich um eine Versuchswellenfunktion fu¨r welche
die Energie zu berechnen ist. A¨hnliches gilt fu¨r das FN-DMC-Verfahren, da
die DMC-Energie ebenfalls, wenn auch nur indirekt u¨ber die Struktur der von
ihr definierten Knotenhyperfla¨che, von ΨT abha¨ngt. Wird eine Wellenfunktion
bezu¨glich ihres Einflusses auf die Energie diskutiert, spricht man daher von einer
Trial-Funktion.
Die Trial-Funktion hat ebenso einen Einfluss auf die Statistik. Je besser diese
mit der exakten u¨bereinstimmt, desto geringer wird die statistische Ungenauig-
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keit im Ergebnis. Dies ha¨ngt letztlich damit zusammen, dass die lokale Energie
fu¨r die exakte Energie eine Konstante ist. In diesem Fall ist leicht einzusehen,
dass die Gleichungen 4.5 und 4.55 dann der Summe u¨ber eben diese Konstante
entsprechen.
4.5.1 Konstruktion der Trial-Funktion
Die Trial-Funktion wird wie folgt aufgebaut:
Ψ = F
n∑
i=1
ciΦi (4.58)
Die Funktionen Φi sind entweder Slaterdeterminanten oder CSFs, welche mit
Hilfe von Standard-ab initio-Verfahren wie HF, DFT oder MCSCF generiert
werden. Dies ist der antisymmetrische Anteil der Trial-Funktion, welcher die
Struktur der Knotenhyperfla¨che vollsta¨ndig determiniert und somit auch fu¨r
den Knotenfehler verantwortlich ist.
Der symmetrische Anteil der Wellenfunktion wird als Jastrow-Faktor bezeich-
net. Durch eine explizite Abha¨ngigkeit von rij beschreibt er die dynamische
Korrelation.
Der Jastrow-Faktor kann auf verschiedene Weisen konstruiert werden.55–59
In dieser Arbeit wurde der Schmidt-Moskowitz-Typ verwendet:60
F = exp
∑
I,i<j
(UIij) ,
=
N(I)∑
k
∆(mkI , nkI)ckI
(
r¯mkIiI r¯
nkI
jI + r¯
mkI
jI r¯
nkI
iI
)
r¯okIij
(4.59)
Die r¯-Funktionen stehen fu¨r die Elektron-Kern-Terme:
r¯iI =
bIriI
1 + bIriI
(4.60)
und fu¨r die Elektron-Elektron-Terme:
r¯ij =
dIrij
1 + dIrij
(4.61)
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Zudem gilt
∆(m,n) =

 1, m 6= n1/2, m = n (4.62)
Dieser Parameter sorgt fu¨r Konsistenz mit den Arbeiten von Boys und Han-
dy.61,62
Die unterschiedlichen Wechselwirkungen werden durch entsprechende Kombi-
nationen der Terme m, n und o beru¨cksichtigt. Elektron-Elektron-Wechselwir-
kungen werden durch m = n = 0 und o ≥ 1 beschrieben. In diesem Fall ha¨ngt
die Summe in Gleichung 4.59 nur noch vom r¯ij-Term ab. Zudem kann man sich
leicht u¨berzeugen, dass fu¨r o = 1 die Elektron-Elektron-Cusp-Bedingung (vgl.
2.20) erfu¨llt ist.
Fu¨r Elektron-Kern-Wechselwirkungen ist o = 0 und m oder n ungleich Null.
Drei-Teilchen-Wechselwirkungen zwischen zwei Elektronen und einem Kern wer-
den erhalten, wenn o ≥ 1 und m oder n von Null verscheiden sind. Fu¨r genaue
Informationen bezu¨glich der genauen Zusammensetzung dieser Terme sei auf die
Vero¨ffentlichung von Schmidt und Moskowitz verwiesen.60
Die Koeffizienten ckI (lineare Jastrow-Parameter) sowie bI und dI (nichtlineare
Jastrow-Parameter) ko¨nnen auf Grundlage der Varianz der lokalen Energie
V =
M∑
i=1
(
HˆΨT (Y
(i))
ΨT (Y (i))
−ET
)2
(4.63)
u¨ber ein Ensemble von Random Walkern der Gro¨ßeM optimiert werden. Dieses
ist nach p(x) = |ΨT |2 verteilt und im Rahmen eine VMC-Rechnung generiert
worden.
Da die Varianz fu¨r die exakte Wellenfunktion Null ist, geht man davon aus, dass
eine Minimierung der Varianz zu einer Verbesserung der Trial-Wellenfunktion
fu¨hrt.
Dazu mu¨ssen zuna¨chst die Ableitungen ∂V
∂ckI
sowie die korrespondierenden Aus-
dru¨cke fu¨r bI und dI berechnet werden. Die Minimierung kann dann u¨ber ein
Levenberg-Marquardt-Verfahren63 erfolgen.
Im Zuge der Vollsta¨ndigkeit sei darauf hingewiesen, dass in der letzten Dekade
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Algorithmen zur Jastrow-Optimierung vero¨ffentlicht wurden, in denen an Stelle
der Varianz, direkt die Energie optimiert wird.64–68
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5 Untersuchung der
Isomerisierungspfade von
[1.1.0]-Bicycloisobutan zu
1,3-trans-Butadien
5.1 Einleitung
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Abbildung 5.1: Isomerisierung von Bicyclobutan zu trans-1,3-Butadien.
In den spa¨ten 1960er Jahren sind die ersten Experimente zur Untersuchung
der thermischen Umlagerung von [1.1.0]-Bicycloisobutan zu 1,3-trans-Butadien
durchgefu¨hrt worden.69–72 Die chemische Bedeutung dieser Reaktion liegt vor
allem darin, dass sie einen Prototypen fu¨r thermische Reaktionen von Bicyclo-
butan-Derivaten darstellt. Das Experiment liefert eine Aktivierungsenergie von
40 ± 2,5 kcal/mol.69
Mit Hilfe von MRCI- und MRPT-Rechnungen, welche in den folgenden Jahr-
zehnten durchgefu¨hrt wurden, konnte herausgefunden werden, dass die Isome-
risierung von Bicyclobutan konzertiert verla¨uft sowie Einblicke in den zugrunde
liegenden Reaktionsmechanismus gewonnen werden.73 Demnach bewegen sich
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Abbildung 5.2: Veranschaulichung der Isomerisierung von Bicyclobutan gema¨ß
den Woodward-Hoffmann-Regeln. Fu¨r diese Reaktion, an welcher vier π-
Elektronen beteiligt sind, erfolgt wie dargestellt eine konrotatorische Drehung
der Methylengruppen.70
die Methylengruppen in einer konzertierten Art und Weise, was, im Gegen-
satz zu einem nichtkonzertierten biradikalischen Prozess, mit den Woodward-
Hoffmann-Regeln u¨bereinstimmt.74
Um die Anwendung dieser Regeln zu veranschaulichen, empfiehlt es sich, die
Umkehrreaktion dieser thermischen Isomerisierungsreaktion zu betrachten,72
was in Abbildung 5.2 gezeigt ist. Die dargestellte Reaktion korrespondiert direkt
mit der aus Abbildung 5.1.
Die MRCI und MPRT-Rechnungen liefern eine Aktivierungsenergie von 41,5
kcal/mol fu¨r den konzertierten Reaktionsweg. Weiterhin zeigen sie, dass der
verbotene disrotatorische Pfad u¨ber einen U¨bergangszustand (dis TS) verla¨uft,
welcher ungefa¨hr 15 kcal/mol u¨ber dem des konrotatorischen Pfades (con TS)
liegt.73 Fu¨r eine detaillierte Beschreibung des Reaktionsweges sowie der dabei
auftretenden chemischen Strukturen sei auf Abschnitt 5.3 verwiesen.
Grundsa¨tzlich stellt die korrekte Beschreibung dieses Reaktionspfades eine große
Herausforderung fu¨r die Methoden der Quantenchemie dar. Dies ist insbeson-
dere auf den starken biradikalischen Charakter von dis TS zuru¨ckzufu¨hren.18
Dementsprechend besitzt diese Spezies einen starken Multireferenzcharakter.
CC-Verfahren wie CCSD(T) liefern keine akkurate Beschreibung dieser Isomeri-
sierungsreaktion.18 Dies ist darauf zuru¨ckzufu¨hren, dass CCSD(T) fu¨r Systeme,
zu deren korrekter Beschreibung nur dynamische Korrelationseffekte beru¨cksich-
tigt werden mu¨ssen, sehr viel bessere Ergebnisse liefert, als fu¨r solche in denen
der Anteil an nichtdynamischer Korrelation nicht unerheblich ist (hier dis TS).
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Methode con TS dis TS g-but gt-TS t-but
DFT/B3LYP 41,5 49,8 -26,3 -22,8 -29,9
CCSD(T) 40,6 21,8 -25,1 -22,3 -28,0
CR-CC(2,3) 41,1 66,1 -24,9 -22,1 -27,9
CR-CCSD(T) 42,8 68,8 -24,8 -22,1 -27,7
Tabelle 5.1: Ergebnisse fu¨r die Isomerisierung von Bicyclobutan zu 1,3-Butadien
von Piecuch et al. fu¨r verschiedene Methoden; Werte in kcal/mol inklusive Null-
punktsenergiekorrektur.18
Bei der Berechnung von Energiedifferenzen fu¨hrt dies allerdings zu einer schlech-
ten Fehlerkompensation und somit zu einer großen Ungenauigkeit.
Auch das DFT-Verfahren (hier B3LYP) scheitert bei der korrekten Beschrei-
bung des Reaktionssystems, da es die Aktivierungsenergie fu¨r den disrotatori-
schen U¨bergangszustand stark unterscha¨tzt.
Aufgrund der oben aufgefu¨hrten Erla¨uterungen kommen nur Methoden, welche
eine ausgewogene Balance der Beru¨cksichtigung von dynamischer und nichtdy-
namischer Anteile der Elektronenkorrelation beinhalten, fu¨r die Beschreibung
des vorliegenden Reaktionssystems in Frage.
Piecuch et al. schlagen completely renormalized CC-Methoden (CR-CC), hier
CR-CCSD(T), und den erst ku¨rzlich entwickelten, gro¨ßenkonsistenten CR-CC
(2,3)-Ansatz als geeignete Methoden vor.19,20 Wie man aus Tabelle 5.1 entneh-
men kann, liefern diese Methoden, auch fu¨r dis TS sehr gute Ergebnisse. D.h.
die Aktivierungsenergie des disrotatorischen Reaktionsweges liegt so weit u¨ber
der des konrotatorischen, dass dies im Einklang mit den Woodward-Hoffmann-
Regeln steht, die Reaktion also ausschließlich u¨ber con TS verla¨uft.
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5.2 Beschreibung der dynamischen und
nichtdynamischen Korrelation in der
FN-DMC-Methode
− −
+
+
α−  Austausch
Hyperfläche
  Austauschβ−
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Abbildung 5.3: Skizze der Topologie der Knotenhyperfla¨che fu¨r die Eindetermi-
nantenwellenfunktion (1s22s2).
Im vorangegangenen Abschnitt wurde bereits erla¨utert, dass nur solche quanten-
chemischen Methoden, welche dynamische und nichtdynamische Korrelation mit
der gleichen Genauigkeit beschreiben, den vorliegenden Reaktionsmechanismus
korrekt beschreiben ko¨nnen. Die FN-DMC-Methode ist hervorragend geeignet,
um beide Formen der Korrelation prinzipiell sogar exakt zu beschreiben.
Sowohl dynamische als auch nichtdynamische Korrelationseffekte manifestieren
sich in der Struktur der Knotenhyperfla¨che und bedingen so den Knotenfehler.
Einflu¨sse der dynamischen Korrelation ko¨nnen als eine Art Abweichung der Kno-
tenhyperfla¨che der Trial-Funktion von jener der exakten interpretiert werden.
Der Einfluss eines Multireferenzcharakters kann eher als ein direkter Einfluss auf
die Topologie der Knotenfla¨che angesehen werden. Dieser Effekt ist von Bressa-
nini et al. unter anderem am Beispiel des Berylliums diskutiert worden.75 So
la¨sst sich zeigen, dass die exakte Grundzustandswellenfunktion fu¨r das Berylli-
umatom zwei Knotengebiete besitzt. Eine Wellenfunktion, welche auf Basis von
nur einer Slaterdeterminante konstruiert wird, hat immer vier Knotengebiete.
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Abbildung 5.4: Skizze der Topologie der Knotenhyperfla¨che fu¨r die eine Trial-
Wellenfunktion bestehend aus zwei CSFs (1s22s2 + 1s22p2); dargestellt ist ein
Durchgang zwischen zwei positiven Bereichen.
Der einfachste Ansatz fu¨r eine Grundzustandswellenfunktion des Berylliuma-
toms ist eine Slaterdeterminante mit der Besetzung (1s22s2). Die Nullstellen
dieser Trial-Funktion sind durch die Bedingung (r1− r2) · (r3− r4) = 0 gegeben,
wobei 1 und 2 α- und 3 und 4 β-Elektronen sind.
Die Knotenstruktur als Funktion des interelektronischen Abstands r1 − r2 und
r3−r4 ist in Abbildung 5.3 skizziert. Ein Durchgang zwischen Gebieten gleichen
Vorzeichens kann leicht durch Hinzufu¨gen der CSF (1s22p2) erreicht werden.
Dies ist in Abbildung 5.4 fu¨r zwei positive Gebiete dargestellt. Dasselbe gilt
ebenso fu¨r die negativen Gebiete. Durch Hinzufu¨gen einer weiteren CSF ist es
also mo¨glich, die korrekte Topologie der Knotenhyperfla¨che zu erhalten.
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5.2.1 Optimierung der Knoten
In den letzten 15 bis 20 Jahren sind viele Systeme, welche eine nicht zu ver-
nachla¨ssigenden Multireferenzcharakter aufweisen, mit QMC-Verfahren berech-
net worden. Im Folgenden sollen einige der in den letzten Jahren vero¨ffentlichten
Arbeiten kurz vorgestellt werden.
Gema¨ß den Erla¨uterungen im vorangegangenen Abschnitt muss der antisym-
metrische Teil der Trial-Funktion aus mehreren CSFs aufgebaut werden. Die
Trial-Funktion wird wie in Abschnitt 4.5.1 erla¨utert konstruiert. Entscheidend
dabei ist die Frage, nach welchen Kriterien die CSFs ausgewa¨hlt werden sollen.
Eine in den letzten Jahren sehr oft verwendete Methode ist die, einen threshold
zu definieren und alle CSFs zur Konstruktion der Trial-Funktion zu verwenden,
deren CSF-Koeffizient einen Betrag besitzt, welcher gro¨ßer als der entsprechende
threshold ist. Ebenso ist es natu¨rlich mo¨glich mittels chemischer bzw. physika-
lischer Intuition gezielt einige wenige CSFs auszusuchen und ihren Einfluss auf
die DMC-Energie zu untersuchen.76
Im Allgemeinen sind die CSF-Koeffizienten in Gegenwart des Jastrow-Faktors
nicht optimal und mu¨ssen daher entsprechend optimiert werden. Weiterhin ist
eine Optimierung der Moleku¨lorbitale mo¨glich.
Filippi et al. haben 1996 die Jastrow-, CSF-, und MO-Koeffizienten simultan
durch eine Varianzminimierung einer nach |ΨT |2 (VMC) verteilten Stichprobe
optimiert.77 Die so konstruierten Trial-Funktionen liefern sehr genaue Energien
fu¨r die zweiatomigen Moleku¨le der 2. Periode.
In den 1990er Jahren noch als zu wenig stabil beurteilt, wurde in den 2000er
Jahren zunehmend effektivere Verfahren zur direkten Optimierung der Ener-
gie vorgestellt. So konnten im Jahr 2004 die Anregungsenergien von photo-
aktiven Moleku¨len auf Basis der so genannten energy fluctuation potential -
Methode67,68, 78, 79 sehr genau berechnet werden. Betrachtet wurden zum einen
Formaldehyd und Formaldimin als Prototypen photosensitiver Moleku¨le sowie
eine einfach protonierte Schiff’sche Base, welche als Modelsystem eines Retinal-
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Chromophors dient.80
Ab 2005 begannen Umrigar et al. eine der zur Zeit am ha¨ufigsten verwende-
ten Methoden zur gleichzeitigen Optimierung von Orbital-, CSF- und Jastrow-
Parametern zu entwickeln.64–66 Durch eine Erweiterung ist auch die Optimierung
der Exponenten der Basisfunktionen mo¨glich.81 Das Verfahren basiert auf einer
Taylorreihen-Entwicklung der Trial-Funktion erster Ordnung nach den Varia-
tionen aller Parameter. Letztere werden als
∆p = p− p0, (5.1)
definiert, wobei p0 ein Vektor der Dimension Np bestehend aus allen aktuellen
Parametern ist:
ΨT (p) = ΨT (p
0) +
Np∑
j=1
∆pjΨ
(j)
T (5.2)
Dabei ist Ψ
(j)
T die Ableitung der Wellenfunktion nach dem j-ten Parameter.
Minimierung der Ritz-Energie E[ΨT ] nach ∆p fu¨hrt auf eine Matrix-Eigenwert-
Gleichung: 
 E0 gT/2
g/2 H



 1
∆p

 = E

1 0T
0 S



 1
∆p

 , (5.3)
welche iterativ gelo¨st werden kann. H ist die Hamiltonmatrix zusammenge-
setzt aus Hij = 〈Ψ(i)T |Hˆ|Ψ(j)T 〉, S die U¨berlappungsmatrix bestehend aus Sij =
〈Ψ(i)T |Ψ(j)T 〉, E0 = 〈Ψ(0)T |Hˆ|Ψ(0)T 〉 und gi = 2〈Ψ(i)T |Hˆ|Ψ(0)T 〉. Gema¨ß Nightingale und
Melik-Alaverdian82 ko¨nnen die einzelnen Matrixelemente so umgeformt werden,
dass sie unter Ausnutzung eines starken zero variance-Prinzips6 auf Basis einer
VMC-Stichprobe berechnet werden ko¨nnen.
Diese Methode wurde 2009 zur Berechnung der vier energetisch niedrigsten
Zusta¨nde des Methylens angewendet, wobei die erhaltenen Anregungsenergi-
en mit den zur Verfu¨gung stehenden experimentellen Daten sehr gut u¨berein
stimmen.83 Fu¨r gro¨ßere Systeme wie m-Benzol scheint eine komplette Optimie-
rung, inklusive der Orbitale allerdings noch zu aufwendig. So beschra¨nken sich
Umrigar et al. in diesem Fall auf die Optimierung der CSF-Koeffizienten.84
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Eine weitere Mo¨glichkeit, den Knotenfehler zu verringern, ist die Kombinati-
on einer so genannten backflow -Transformation85,86 der Elektronenkoordinaten
und der linearen Optimierung der CSF- und Jastrow-Parameter nach Umrigar
et al.. Angewendet auf die Atome der zweiten Periode erha¨lt man so zwischen
97 % und 99 % der Korrelationsenergie.87
Die Optimierung der CSF-Koeffizienten bewirkt allerdings nicht zwingend eine
Verbesserung der DMC-Energie. Dies konnte von Caffarel et al. am Beispiel des
O4-Moleku¨ls gezeigt werden,
88 wobei sich letztere im Rahmen der Statistik durch
eine Varianzoptimierung89 in Gegenwart des Jastrow-Faktors nicht a¨ndert.
Caffarel et al. haben 2008 eine Konstruktion der Trial-Funktion vorgeschlagen,
welche auf jedwede Art der nachtra¨glichen Optimierung verzichtet. Die fu¨r die
einfache n→ π∗ (CO), vertikale Anregung des Acroleins erhaltenen FN-DMC-
Ergebnisse stimmen nahezu mit dem experimentellen Wert u¨berein.90 Die Trial-
Wellenfunktion fu¨r den Grund- und den angeregten Zustand wurden mit einer
state averaged MCSCF-Rechnung, welche im Programmpaket GAMESS91 imple-
mentiert ist, erzeugt. Die Idee dabei ist, auf diese Weise eine maximale Korrela-
tion in den Knotenhyperfla¨chen besagter Zusta¨nde zu erzeugen, was wiederum
zu einer hervorragenden Fehlerkompensation fu¨hrt.
Abschließend la¨sst sich feststellen, dass es eine Vielzahl von Vorgehensweisen
gibt, um Effekte der nichtdynamischen Korrelation auf die Knotenhyperfla¨che
zu beru¨cksichtigen und so den Knotenfehler entsprechend zu minimieren. Die
erwa¨hnten Optimierungen stellen in diesem Sinne keinen systematischen An-
satz zur Verbesserung der DMC-Energie dar, weil diese im Rahmen der VMC-
Methode stattfinden und die Minimierung der VMC-Energie nicht zwingend die
Knotenstruktur verbessert.
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5.3 Beschreibung des Reaktionspfades
Die Geometrien der auftretenden Spezies sind von
Piecuch et al auf Grundlage von CASSCF(10,10)-
Rechnungen erhalten worden.18 Das Energieprofil
des Reaktionspfades sowie die dabei auftretenden
Moleku¨le sind in den Abbildungen 5.5 bis 5.11 dar-
gestellt.
Der erste Schritt besteht in der Isomerisierung
von Bicyclobutan (bicybut) in eine gauche-Form
des 1,3 Butadiens (g-but). Dabei werden insge-
samt zwei σ-Bindungen gebrochen und zwei neue
π-Bindungen entstehen. Es existieren zwei unter-
schiedliche Reaktionspfade, die diese beiden Spe-
zies miteinander verbinden. Der energetisch gu¨ns-
tigere von beiden verla¨uft u¨ber einen konrotatori-
schen (con TS), der andere u¨ber den disrotatori-
schen U¨bergangszustand (dis TS).
Durch Drehung um die C-C-Einfachbindung wird
g-but in die thermodynamisch stabilere trans-
Form des 1,3-Butadiens u¨berfu¨hrt (t-but). Der
korrespondierende U¨bergangszustand wird im Fol-
genden als gt-TS bezeichnet.
Abbildung 5.5: Strukturformel von dis TS.
Abbildung 5.6: Struktur-
formel von bicybut.
Abbildung 5.7: Struktur-
formel von con TS.
Abbildung 5.8: Struktur-
formel von g-tbut.
Abbildung 5.9: Struktur-
formel von gt-TS.
Abbildung 5.10: Struk-
turformel von t-but.
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Abbildung 5.11: Energieschema der Isomerisierung von Bicyclobutan zu trans-1,3-Butadien.
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5.4 Ergebnisse und Diskussion
5.4.1 Technische Details
Alle dieser Arbeit zugrunde liegenden DMC-Rechnungen wurden als all -Elektro-
nen-Rechnungen durchgefu¨hrt, fu¨r die ein Zeitschritt von ∆t = 0, 002 verwendet
wurde.
Als Trial-Funktion wurde ein Produkt aus einer Einteilchenwellenfunktion und
einer Korrelationsfunktion, dem Jastrow-Faktor, verwendet. Die genaue Kon-
struktion ist in Abschnitt 4.5.1 bereits beschrieben worden.
Die Einteilchenwellenfunktion wird mit Hilfe des Programmpaketes GAMESS91 auf
Basis von ab initio-Verfahren konstruiert. Die hier verwendeten sind Hartree-
Fock-, B3LYP- sowie das CASSCF-Verfahren.
Fu¨r alle Rechnungen wurde ein cc-pVTZ-f Basissatz verwendet. Dies ist eine
cc-pVTZ-Basis92 bei der die f-Funktionen am Kohlenstoff weggelassen wurden.
Letztere leisten einen entscheidenden Beitrag zu Erfassung der dynamischen
Korrelation in orbitalbasierten ab initio-Verfahren. Im DMC-Verfahren wird die
dynamische Korrelation durch den Jastrow-Faktor beschrieben. Die Inkorpora-
tion der f-Funktionen ist also unno¨tig.
Ein cc-pVTZ-Basissatz beschreibt den Elektron-Kern-Cusp (vgl. Abschnitt 2.3)
fu¨r die 1s-Wellenfunktion sehr gut, weil dieser durch eine große Kontrakti-
on von Gaußfunktionen (insgesamt 10) sehr gut approximiert wird. Daher ist
eine ccpVTZ-f-Basis fu¨r die DMC-Methode sehr gut geeignet, da die Cusp-
Korrektur16 klein ist. Das entsprechende Kontraktionsschema lautet: Kohlen-
stoff [22s 7p 2d] → (4s 3p 2d), Wasserstoff [7s 2p 1d] → (3s 2p 1d).
Um die Multikonfigurationswellenfunktionen zu erzeugen wurde fu¨r alle betei-
ligten Verbindungen ein CAS(10,10) erzeugt. Der aktive Raum wird so gewa¨hlt,
dass er die fu¨nf doppelt besetzten MOs, welche die C1-C2, C1-C3, C2-C3, C2-C4,
und C3-C4 Bindungen beschreiben und die korrespondierenden antibindenden
MOs entha¨lt. Die CSFs werden dann durch alle mo¨glichen Besetzungen dieser so
definierten zehn MOs mit zehn Elektronen konstruiert. Die daraus resultierende
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Anzahl an CSFs liegt bei mehreren Tausend.
Um die Abha¨ngigkeit der DMC-Energie von der Wahl des aktiven Raumes
zu u¨berpru¨fen, wurden ebenfalls CASSCF-Rechnungen mit einem entsprechend
kleineren aktiven Raum durchgefu¨hrt. Dessen geschickte Wahl ist nicht fu¨r jede
der beteiligten Spezies identisch. Darum soll dies erst spa¨ter in Abha¨gigkeit von
der zu untersuchenden Verbindung diskutiert werden.
Fu¨r die DMC-Rechnungen sollen nicht alle CSFs, welche bei einer CASSCF-
Rechnung erzeugt werden, Verwendung finden, sondern nur eine Auswahl, die
zu einem mo¨glichst niedrigen Knotenfehler bzw. einer a¨hnlichen Gro¨ßenordnung
desselbigen in allen relevanten Spezies fu¨hrt.
5.4.2 DMC-Ergebnisse fu¨r Trial-Funktionen auf Basis einer
Slaterdeterminante
In Tabelle 5.3 sind die DMC-Energien fu¨r eine Determinante dargestellt. Es
wurden HF-, B3LYP- sowie MCSCF-Orbitale verwendet. Letztere sind aus einer
CASSCF(10,10)-Rechnung entnommen worden. Die daraus resultierenden Re-
aktionsenergien befinden sich in Tabelle 5.4.2. Die dargestellten DMC-Energien
sind jeweils auf die von bicybut bezogen.
Die Reaktionsenergie fu¨r g-but, gt-TS und t-but werden in jedem der drei Fa¨lle
richtig beschrieben. Die Reaktionsenergie fu¨r die Umwandlung von bicybut in
t-but stimmt jeweils mit dem experimentellen Wert von (−25, 9±0, 4) kcal/mol
u¨berein.72
Die Aktivierungsenergien fu¨r den konrotatorischen Reaktionspfad liegen deut-
lich u¨ber dem experimentellen Wert von (40, 6 ± 2, 5) kcal/mol.69 Dies ha¨ngt
damit zusammen, dass con TS einen nicht unerheblichen Multireferenzcharak-
ter besitzt. Dieser kann durch eine Slaterdeterminante nicht beschrieben werden.
Die Topologie der Knotenhyperfla¨che weicht in diesem Falle besonders stark von
jener der exakten ab (vgl. hierzu die Ausfu¨hrungen in Abschnitt 5.2). Der Kno-
tenfehler ist somit gro¨ßer als fu¨r Bicyclobutan. Die Fehlerkompensation und
somit die Aktivierungsenergie sind dementsprechend schlecht.
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Orbitale con TS dis TS g-but gt-TS t-but
Experiment69,72 40(±2,5) - - - 25,9(4)
HF 51(1) 95(1) -22,8(9) -20,1(9) -25(1)
B3LYP 54(1) 85,1(8) -23,1(9) -21,1(8) -26(1)
MCSCF 47(1) 91,7(9) -22,5(9) -19,4(9) -25,5(9)
Tabelle 5.2: DMC-Reaktionsenergien fu¨r eindeterminanten Einteilchenwellen-
funktionen inklusive Nullpunktsenergiekorrektur.18 Einheit kcal/mol. Energien
sind bezogen auf die von Bicyclobutan.
Durch Verwendung von MCSCF-Orbitalen erha¨lt man das beste Resultat. Dies
ist vermutlich mit der Tatsache zu erkla¨ren, dass erstere wa¨hrend der ab in-
itio-Rechnung optimiert werden und den Multireferenzcharakter somit teilweise
beschreiben (vgl. Abschnitt 2.6).
Der disrotatorische Reaktionspfad wird in allen drei Fa¨llen insofern richtig be-
schrieben, als dass die korrespondierende Aktivierungsenergie weit u¨ber der von
con TS liegt. Im Hinblick auf die Ergebnisse von Piecuch et al. scheinen die sel-
bigen allerdings deutlich u¨berscha¨tzt zu werden (vgl. Tabelle 5.1). Der Grund ist
vermutlich derselbe wie fu¨r con TS. Da der Multireferenzcharakter durch eine
Determinante nur unzureichend beschrieben wird, ist die Fehlerkompensation
entsprechend schlecht. Der Effekt sollte zudem gro¨ßer als beim con TS sein, da
der Multireferenzcharakter von dis TS sta¨rker ist. Hervorzuheben ist weiterhin,
dass, im Gegensatz zum CCSD(T)-Ergebnis, der disrotatorische Reaktionspfad
qualitativ richtig erfasst wird (vgl. Tabelle 5.1).
Fu¨r eine quantitativ korrekte Beschreibung des kompletten Reaktionspfades ist
daher die Verwendung von Multideterminanten-Trial-Wellenfunktion notwen-
dig. Dementsprechend wurde auf die Durchfu¨hrung von weiteren Rechnungen
zur Erho¨hung der statistischen Genauigkeit an dieser Stelle verzichtet.
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Orbitale bicybut con TS dis TS g-but gt TS t-but
HF -155,904(1) -155,818(1) -155,7466(8) -155,939(1) -155,934(1) -155,9427(9)
B3LYP -155,908(1) -155,819(1) -155,7666(8) -155,943(1) -155,9395(9) -155,9501(8)
MCSCF -155,905(1) -155,826(1) -155,753(1) -155,939(1) -155,934(1) -155,944(1)
Tabelle 5.3: DMC-Energien in a.u., Trial-Funktion konstruiert mit einer Slaterdeterminante unter Verwendung von
HF-, B3LYP- und MCSCF-Orbitalen.
threshold bicybut con TS dis TS g-but gt-TS t-but
eine Det -155,905(1) -155,826(1) -155,753(1) -155,939(1) -155,934(1) -155,944(1)
0,050 -155,893(1) -155,830(1) -155,804(1) -155,940(1) -155,9372(9) -155,9464(9)
0,040 -155,883(1) -155,831(1) -155,803(1) -155,940(1) -155,9350(9) -155,9409(9)
0,030 -155,873(1) -155,828(1) -155,802(1) -155,937(1) -155,9345(9) -155,9284(9)
0,025 -155,867(1) -155,824(1) -155,800(1) -155,938(1) -155,931(1) -155,9249(9)
Tabelle 5.4: DMC-Energien fu¨r Trial-Funktionen konstruiert mit einer unterschiedlichen Anzahl an CSFs (verschieden
große thresholds).
70
5.4 Ergebnisse und Diskussion
5.4.3 Konstruktion der Trial-Funktion mit mehr als einer CSF
0,050 0,040 0,030 0,025
bicybut 15 38 82 112
con TS 5 10 39 70
dis TS 6 8 20 40
g-but 9 20 65 108
gt-TS 9 12 50 98
t-but 9 25 60 114
Tabelle 5.5: Anzahl der Determinanten in Abha¨ngigkeit vom verwendeten thres-
hold.
In Abbildung 5.12 ist die DMC-Energie gegen die Anzahl an Determinanten,
welche in der korrespondierenden Trial-Funktion enthalten sind, aufgetragen.
Ebenso la¨sst sich ein entsprechender threshold definieren, wobei nur solche De-
terminanten fu¨r die Konstruktion der Trial-Funktion beru¨cksichtigt werden,
deren Koeffizienten einen Betrag gro¨ßer oder gleich dem threshold haben. In
Abbildung 5.13 sind die DMC-Energien gegen den threshold aufgetragen. Je
kleiner dieser ist, umso gro¨ßer ist die Anzahl der beitragenden Determinanten
(vgl. Tabelle 5.5). Bei einem threshold von Null wu¨rde die gesamte CASSCF-
Wellenfunktion beru¨cksichtigt werden.
Ein Blick in Abbildung 5.12 zeigt weiterhin, dass die Energie aller Verbindungen
fu¨r eine sehr geringe Anzahl an Determinanten durch ein Minimum la¨uft, bevor
sie wieder anzusteigen beginnt. Dies ha¨ngt damit zusammen, dass eine kleine
Linearkombination alle Determinanten entha¨lt, die zur Erfassung der nichtdyna-
mischen Korrelation beitragen und zusa¨tzliche, wie es bei einer gro¨ßeren Anzahl
(kleinerer threshold) der Fall ist, im Wesentlichen dynamische Korrelationseffek-
te beru¨cksichtigen. Da letztere bereits durch den symmetrischen Jastrow-Faktor
erfasst werden, haben solche Effekte nur einen geringen Einfluss auf die Struktur
der Knotenhyperfla¨che. Sind sie im antisymmetrischen Teil, also der Einteilchen-
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wellenfunktion, enthalten, so fu¨hrt dies zu einer Verschlechterung der Knoten
und somit zu einem Anstieg der DMC-Energie.
Die Abha¨ngigkeit der DMC-Energie von der Anzahl der Determinanten ist von
Lu¨chow und Fink unter anderem fu¨r das Wassermoleku¨l beobachtet worden. Da-
bei steigt diese zuna¨chst deutlich an und besitzt fu¨r 300 Determinanten einen
Wert der etwa 8 mH unter dem fu¨r die Trial-Funktion liegt, welche nur aus der
Grundzustandsdeterminante gebildet wird.93 Ein a¨hnliches Verhalten ist auch
fu¨r die an der vorliegenden Isomerisierungsreaktion beteiligten Verbindungen
zu erwarten. Da diese aber deutlich mehr Elektronen als das Wassermoleku¨l
besitzen ist es im Hinblick auf die Rechenzeit wenig sinnvoll, die Anzahl der
verwendeten Determinanten soweit zu erho¨hen, bis die DMC-Energie deutlich
absinkt oder sogar Konvergenz erreicht worden ist.
Abbildung 5.13 zeigt, dass die Energie der Verbindungen in Abha¨ngigkeit von
dem gewa¨hlten threshold unterschiedlich stark zunimmt. So steigt insbesondere
die Energie fu¨r Bicyclobutan viel drastischer als die fu¨r die anderen Verbindun-
gen. Dies ha¨ngt vermutlich damit zusammen, dass es keinen großen Multire-
ferenzcharakter besitzt. Dementsprechend fu¨hrt schon eine kleine Linearkom-
bination von Determinanten zu einer Verschlechterung der Knotenhyperfla¨che.
Bei den anderen Verbindungen ist dieser Effekt geringer, weil es auch einige
Determinanten gibt, die hauptsa¨chlich die nichtdynamische Korrelation beru¨ck-
sichtigen und somit die Topologie der Knotenhyperfla¨che verbessern. Aus dem
zuvor Gesagten la¨sst sich schlussfolgern, dass somit keine gute Fehlerkompensa-
tion mo¨glich ist. Dies geht aus Tabelle 5.6 hervor. Dort sind die Reaktionsenergie
fu¨r die unterschiedlichen thresholds dargestellt. Wie aufgrund des im Vergleich
zu den anderen Verbindungen starken Anstiegs der Energie von Bicyclobutan
zu erwarten war, werden die Aktivierungsenergien fu¨r con TS und dis TS im-
mer niedriger, wa¨hrend die Reaktionsenergien fu¨r g-but, gt-TS und t-but immer
gro¨ßer werden.
Um eine bessere Fehlerkompensation zu gewa¨hrleisten, ko¨nnte z.B. eine Ener-
gieoptimierung der Jastrow-Faktoren sowie der Determinanten und MO-Koef-
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threshold con TS dis TS g-but gt-TS t-but
1 Det 47,4(9) 89(1) -22,9(9) -20,5(9) -26,0(9)
0,05 36,6(9) 52,6(9) -30,8(9) -29,3(8) -34,7(8)
0,04 29,8(9) 46,5(9) -37,2(9) -34,1(8) -37,4(8)
0,03 25,2(9) 40,3(9) -41,8(9) -40,3(9) -36,2(8)
0,025 23,8(7) 38,0(9) -46,1(7) -42,1(9) -37,6(9)
Tabelle 5.6: Ergebnisse fu¨r die Isomerisierung von Bicyclobutan zu 1,3-Butadien
fu¨r verschiedene thresholds. Werte in kcal/mol inklusive Nullpunktsenergiekor-
rektur.18
fizienten vorgenommen werden. Stattdessen soll im Folgenden ein Ansatz zur
korrekten Auswahl der entscheidenden Determinanten vorgestellt werden, ohne
das die Notwendigkeit besteht, die CASSCF-Koeffizienten nachtra¨glich zu opti-
mieren.
Im Folgenden soll die DMC-Energie nicht mehr in Abha¨ngigkeit von der Anzahl
der Slaterdeterminanten sondern von der Anzahl der CSFs ausgedru¨ckt werden.
D.h. entsprechende Slaterdeterminanten werden kombiniert, so dass sie Eigen-
funktionen des Spinoperators Sˆ2 darstellen.
Tabelle 5.7 entha¨lt die DMC-Energie in Abha¨ngigkeit von der Anzahl der ver-
wendeten CSFs. Es wird deutlich, dass sich diese durch die Beru¨cksichtigung
einiger weniger CSFs signifikant verbessern la¨sst. Die A¨nderung ist dabei um-
so gro¨ßer, je sta¨rker der Multireferenzcharakter der entsprechenden Verbindung
ist. Ausgehend von der Tatsache, dass das DMC-Verfahren variationell51 ist und
fu¨r organische Moleku¨le nur einige wenige CSFs einen signifikanten Beitrag zur
nichtdynamischen Korrelation liefern, ist die Minimierung der DMC-Energie in
Abha¨ngigkeit von den verwendeten CSFs eine sinnvolle Mo¨glichkeit, den Kno-
tenfehler zu minimieren. Im Hinblick auf eine gute Fehlerkompensation scheint
diese Vorgehensweise geeignet. Es ist davon auszugehen, dass die verbleibenden
Einflu¨sse der dynamischen und nichtdynamischen Korrelation auf die Knoten-
hyperfla¨che dann bei allen Verbindungen in der gleichen Gro¨ßenordnung liegen.
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Im weiteren Verlauf soll daher diskutiert werden, wie korrekte Reaktionsener-
gien durch geschickte Wahl einiger weniger CSFs erhalten werden ko¨nnen. Der
Vorteil gegenu¨ber den vielfach angewendeten Optimierungsverfahren wird darin
bestehen, dass nur Linearkombination von ein bis drei CSFs beno¨tigt werden,
was den Rechenzeitaufwand insbesondere fu¨r gro¨ßere Systeme drastisch absenkt.
Es sollen also solche CSFs identifiziert werden, die einen signifikanten Beitrag
zur nichtdynamischen Korrelation liefern. Ein wesentliches Auswahlkriterium ist
dabei der korrespondierende CASSCF-Koeffizient. Ist dieser entsprechend groß,
so ist davon auszugehen, dass die CSF einen entscheidenden Beitrag liefert. Der
Einfluss auf die Qualita¨t der Knotenhyperfla¨che und somit die DMC-Energie ist
entsprechend zu pru¨fen.
Weiterhin kann man davon ausgehen, dass CSFs mit einem kleinen Koeffizienten
vor allem zur dynamischen Korrelation beitragen und somit fu¨r die Konstruk-
tion einer Trial-Funktion nicht beru¨cksichtigt werden sollen.
Ebenso sollte sich der CASSCF-Koeffizient einer signifikant zur nichtdynami-
schen Korrelation beitragenden CSF nur geringfu¨gig von dem optimalen — bezo-
gen auf die DMC-Energie — unterscheiden. Sicher sind laut Umrigar et al.81 die
CASSCF-Koeffizienten in Gegenwart des Jastrow-Faktors nicht optimal. Dies
sollte aber vor allem fu¨r solche CSFs gelten, welche vornehmlich die dynamische
Korrelation beschreiben, was im DMC-Verfahren durch den Jastrow-Faktor ge-
schieht.
In den Tabellen 5.7 und 5.8 sind die Energien der jeweiligen Spezies in Abha¨ngig-
keit von der Anzahl der verwendeten CSFs angegeben. So bedeutet z.B. der Ein-
trag #CSF = 4, dass die ersten vier CSFs mit dem jeweils gro¨ßten Koeffizienten
verwendet wurden usw. Eine graphische Auftragung findet sich in den Abbil-
dungen 5.11, 5.13 und 5.21. Diese Abbildungen geben erste Hinweise darauf,
welche CSFs zur nichtdynamischen Korrelation beitragen. So ist allen Systemen
gemein, dass die zweite CSF zu einer Verbesserung der DMC-Energie fu¨hrt. Im
Weiteren ist daher zu pru¨fen, ob es noch zusa¨tzliche gibt.
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An dieser Stelle sei darauf hingewiesen, dass das DMC-Verfahren fu¨r Grund-
zusta¨nde variationell ist. D.h. eine Verbesserung der Energie korreliert direkt
mit einer Verbesserung der Knotenhyperfla¨che und liegt immer oberhalb oder
ist gleich der exakten Energie.
Eine weitere wichtige Frage ist die, ob und gegebenenfalls, wie sich die Wahl des
aktiven Raumes auf das Ergebnis auswirkt.
Die hier betrachteten Verbindungen weisen einen zum Teil deutlich unterschied-
lich stark ausgepra¨gten Multireferenzcharakter auf, so dass es sinnvoll ist, diese
einzeln (bicybut) bzw. in Gruppen, d.h. con TS und dis TS sowie g-but, gt-TS
und t-but, zu diskutieren.
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Abbildung 5.12: DMC-Energien in Abha¨ngigkeit von der Anzahl der Determinanten.
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Abbildung 5.13: DMC-Energien in Abha¨ngigkeit des thresholds.
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# CSFs bicybut con TS dis TS g-but gt-TS t-but
1 -155,905(1) -155,826(1) -155,753(1) -155,939(1) -155,934(1) -155,944(1)
2 -155,9062(9) -155,8331(8) -155,776(1) -155,945(1) -155,938(1) -155,9487(8)
3 -155,9013(9) -155,832(1) -155,8045(7) -155,942(1) -155,9365(8) -155,9469(9)
4 -155,901(1) -155,831(1) -155,803(1) -155,942(1) -155,9365(9) -155,9483(9)
5 -155,893(1) -155,831(1) -155,803(1) -155,943(1) -155,9371(9) -155,9467(9)
6 - - -155,803(1) - - -
7 - - -155,804(1) - - -
8 - - -155,803(1) - - -
Tabelle 5.7: DMC-Energien fu¨r Trial-Funktionen mit aufsteigender Anzahl an CSFs (CASSCF(10,10)).
# CSFs bicybut1 bicybut2 con TS dis TS g-but gt-TS t-but
1 -155,904(1) -155,9056(9) -155,8250(9) -155,747(1) -155,940(1) -155,933(1) -155,9424(9)
2 -155,901(1) -155,904(1) -155,8307(8) -155,775(1) -155,943(1) -155,937(1) -155,9466(9)
3 - -155,900(1) -155,832(1) -155,804(1) -155,942(1) -155,936(1) -155,9453(9)
4 - -155,900(1) - - -155,941(1) -155,935(1) -155,9441(8)
5 - -155,897(1) - - -155,939(1) -155,9333(9) -155,9437(8)
Tabelle 5.8: DMC-Energien fu¨r Trial-Funktionen mit aufsteigender Anzahl an CSFs. CASSCF(4,4) bzw. CASSCF(2,2)
vgl. Text. Fu¨r bicybut: 1 = CASSCF(2,2), 2 = CASSCF(6,6).
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Konstruktion von ΨT fu¨r bicybut
Nr. Koef.1 Koef.2 Koef.3 Besetzung
1 0,9914 0,9797 0,9641 a211 a
2
12 a
2
13 a
2
14 a
2
15
2 -0,1301 -0,1030 -0,0905 a211 a
2
12 a
2
13 a
2
14 a
2
16
3 - -0,0738 0,0660 a211 a
2
12 a
1
13 a
1
14 a
2
15 a
1
16 a
1
17
4 - -0,0691 -0,0648 a211 a
2
12 a
1
13 a
2
14 a
1
15 a
1
16 a
1
18
5 - - -0,0581 a211 a
1
12 a
2
13 a
1
14 a
2
15 a
1
17 a
1
20
5’ - 0,0666 - a211 a
2
12 a
1
13 a
2
14 a
1
15 a
1
16 a
1
18
Tabelle 5.9: bicybut: CASSCF-Koeffizient und Besetzung fu¨r verschiedene CSFs.
1 = CASSCF(2,2), 2 = CASSCF(6,6), 3 = CASSCF(10,10).
Aus Abbildung 5.11 geht hervor, dass die Wahl des aktiven Raumes einen deut-
lichen Einfluss auf die DMC-Energie hat, wobei grundsa¨tzlich ein a¨hnlicher Ver-
lauf der Energien in Abha¨ngigkeit von der Anzahl der CSFs zu verzeichnen
ist. Nur fu¨r CASSCF(10,10) sinkt diese jedoch gegenu¨ber der single reference-
Rechnung leicht ab. Ein Blick in Tabelle 5.9 zeigt weiterhin, dass die CSFs
Nummer 5 (CASSCF(10,10)) und Nummer 5’ (CASSCF(6,6)) eine unterschied-
liche Besetzung haben. Dementsprechend lassen sich die Energie fu¨r #CSF = 5
nicht mehr miteinander vergleichen.
Aufgrund der hohen Anregungen in CSF 5 fu¨r CASSCF(10,10) (das MO a20 ist
einfach besetzt) ist davon auszugehen, dass diese eher einen Beitrag zu dyna-
mischen Korrelation liefert und so nicht zur Konstruktion einer Trial-Funktion
geeignet ist; E(a20) = 0, 7703 a.u. ist im Vergleich mit der Energie des HOMO
von E(a15) = −0, 3607 a.u. sehr hoch.
Wird die Trial-Funktion auf Basis einer CASSCF(10,10)-Rechnung konstruiert,
so liefert dies die niedrigsten DMC-Energien. Dies ha¨ngt vermutlich damit zu-
sammen, dass die Orbitale die nichtdynamische Korrelation besser beschreiben.
Die CSF-Koeffizienten unterscheiden sich, weil sie die Normierungsbedingung∑
c2i = 1 erfu¨llen. Bei einem kleineren aktiven Raum und dementsprechend we-
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CSF Kombination Energie / a.u.
1 -155,905(1)
1, 2 -155,9062(9)
1, 3 -155,8992(9)
1, 4 -155,9045(9)
1, 5 -155,9005(9)
1, 2, 3 -155,9013(9)
1, 2, 4 -155,9034(8)
Tabelle 5.10: bicybut: Einfluss unterschiedlicher Kombinationen von CSFs auf
die DMC-Energien.
niger CSFs sind dann alle Koeffizienten ein wenig gro¨ßer.
Die Beru¨cksichtigung der zweiten CSF fu¨r CASSCF(10,10) fu¨hrt zwar zu einer
kleinen Verringerung der Energie, allerdings ist diese nicht statistisch signifikant.
Ebenso leisten weder die dritte CSF noch die vierte CSF einen weiteren Beitrag
zur Erfassung der nichtdynamischen Korrelation, da sie die Energie nicht weiter
absenken (vgl. Tabelle 5.10). Dies entspricht den Erwartungen, weil die dritte
CSF, vierte CSF und fu¨nfte CSF Anregungen in energetisch hohe Orbitale wie
a17 und a18 aufweisen; E(a17) = 0, 5945 a.u. und E(a18) = 0, 7074 a.u. sind im
Vergleich mit der Energie des HOMO sehr hoch. Dementsprechend ist davon
auszugehen, dass sie keinen signifikanten Beitrag zur nichtdynamischen Korre-
lation liefern. Vermutlich tragen diese bereits zur Beschreibung der dynamischen
Korrelation bei. Im antisymmetrischen Teil der Trial-Funktion fu¨hrt dies aber
zu einer Verschlechterung der Knoten, was den Anstieg der Energie in Tabelle
5.10 erkla¨rt.
Somit ist fu¨r bicybut nur die Grundzustandsdeterminante zu beru¨cksichtigen.
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Tabelle 5.11: bicybut: DMC-Energien in Abha¨ngigkeit von der Anzahl der CSFs.
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Konstruktion von ΨT fu¨r con TS und dis TS
dis TS:
Abbildung 5.14: Moleku¨lorbitale a15 (links) und a16 (rechts) von dis TS. Erhal-
ten aus einer CASSCF(10,10)-Rechnung. E(a15) = −0, 080 a.u., E(a16) = 0, 122
a.u..
Da con TS und dis TS sich bezu¨glich ihrer MO-Schemata recht a¨hnlich sind, ist
es sinnvoll sie gemeinsam zu diskutieren.
Die fu¨r die korrekte Beschreibung der nichtdynamischen Korrelation entschei-
denden Moleku¨lorbitale sind in Abbildung 5.14 dargestellt. Insgesamt hat dis TS
30 Elektronen, welche in der Grundzustandsdeterminante auf die 15 MOs mit
den niedrigsten Energien verteilt sind. Der biradikalische Charakter von dis TS
ist auf Grundlage der zweiten CSF interpretierbar (vgl. Tabelle 5.12), da jeweils
das Orbital a15 und a16 einfach mit einem Elektron unterschiedlichen Spins be-
setzt ist.
Gema¨ß Abbildung 5.13 fu¨hrt die Beru¨cksichtigung der ersten drei CSFs zu ei-
nem starken Abfall der DMC-Energie sowohl fu¨r CASSCF(2,2) als auch fu¨r
CASSCF(10,10). Weitere CSFs fu¨hren fu¨r CASSCF(10,10) nicht mehr zu einem
statistisch signifikanten Abfall (vgl. dazu auch Tabelle 5.7 und 5.8).
Die entscheidenden CSFs, um die nichtdynamische Korrelation zu beschreiben
sind genau die, welche sich durch die drei Mo¨glichkeiten, zwei Elektronen auf
die MOs a15 und a16 zu verteilten, bilden lassen. Dies liegt daran, dass der Ener-
gieunterschied zwischen diesen MOs entsprechend gering ist und die ersten drei
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Nr. Koef.1 Koef.2 Besetzung
1 0,6041 0,5897 a211 a
2
12 a
2
13 a
2
14 a
2
15
2 -0,5906 -0,5726 a211 a
2
12 a
2
13 a
2
14 a
1
15 a
1
16
3 -0,5351 -0,5072 a211 a
2
12 a
2
13 a
2
14 a
2
16
4 - 0,0971 a211 a
2
12 a
1
13 a
2
14 a
1
15 a
2
16
5 - -0,0445 a211 a
2
12 a
2
13 a
1
14 a
2
15 a
1
16
6 - -0,0367 a211 a
2
12 a
2
13 a
2
15 a
2
17
Tabelle 5.12: dis TS: CASSCF-Koeffizient und Besetzung fu¨r verschiedene CSFs.
1 = CASSCF(2,2), 2 = CASSCF(10,10).
CSFs somit energetisch dicht beieinander liegen sowie zudem die gleiche Sym-
metrie besitzen.
Die DMC-Energie ist bei Hinzunahme der ersten beiden angeregten CSFs fu¨r
CASSCF(2,2) etwas ho¨her als fu¨r CASSCF(10,10). Im Folgenden sollen daher
die Koeffizienten fu¨r CASSCF(10,10) optimiert werden. Die Kombination aus
erster, zweiter und dritter Determinante liefert die niedrigste Energie. Die Op-
timierung des Koeffizienten kann wie folgt vorgenommen werden. Der zweite
CASSCF-Koeffizient wird entsprechend verkleinert bzw. vergro¨ßert und die kor-
respondierenden DMC-Energien berechnet. Die resultierenden Daten, also die
DMC-Energie als Funktion des CASSCF-Koeffizienten, werden mit Hilfe des
Programms Gnuplot94 an eine Parabel gefittet (vgl. Abbildung 5.15). Der opti-
male Koeffizient ist das Minimimum der resultierenden Parabel.
Im vorliegenden Fall liefert die Optimierung des zweiten Koeffizienten in Gegen-
wart der dritten, nicht optimierten CSF c
(opt)
2 = −0, 645. Der dritte wird nun in
der Gegenward des optimierten zweiten Koeffizienten optimiert. Die in Abbil-
dung 5.16 dargestellten Daten werden an ein Polynom dritten Grades gefittet.
Man erha¨lt c
(opt)
3 = 0, 592 und eine Energie von -155,8041(7) a.u..
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Abbildung 5.15: dis TS: Optimierung des zweiten CSF-Koeffizienten.
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Abbildung 5.16: dis TS: Optimierung des dritten CSF-Koeffizienten.
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disTS CASSCF(10,10)
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conTS CASSCF(2,2)
Tabelle 5.13: DMC-Energien fu¨r con TS und dis TS in Abha¨ngigkeit von der Anzahl der CSFs fu¨r CASSCF(10,10) und
CASSCF(2,2).
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con TS:
Abbildung 5.17: Moleku¨lorbitale a15 (links) und a16 (rechts) von con TS. Erhal-
ten aus einer CASSCF(10,10)-Rechnung.
Fu¨r die ersten beiden CSFs erha¨lt man die niedrigste Energie. Diese haben die
Besetzungen a215 a
0
16 und a
0
15 a
2
16. Im Gegensatz zu dis TS leistet die CSF mit der
Besetzung a115 a
1
16 keinen signifikanten Beitrag zur Erfassung des Multireferenz-
Charakters.
Sowohl fu¨r CASSCF(10,10) als auch fu¨r CASSCF(2,2) hat die dritte CSF einen
sehr kleinen Koeffizienten und dementsprechend auf die DMC-Energie keinen
Einfluss (vgl. Tabelle 5.8). In der gleichen Tabelle sind zudem die Einflu¨sse
der dritten, vierten und fu¨nften CSF dargestellt. Die Energien entsprechen den
Erwartungen, da in keinem Fall eine weitere Verbesserung der Energie zu ver-
zeichnen ist.
Wie im Fall von dis TS sind die Moleku¨lorbitale a15 und a16 entscheidend fu¨r
die Beschreibung der nichtdynamischen Korrelation. Allerdings ist der Multire-
ferenzcharakter hier nicht so groß. Ein Vergleich der in den Abbildungen 5.17
und 5.14 dargestellten MOs zeigt, dass bei con TS noch ein deutlich bindender
in a15 und ein antibindender Charakter in a16 vorherrschend ist. Bei dis TS ha-
ben die beiden MOs jeweils einen ausgepra¨gten p-Atomorbital Charakter und
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Nr. Koef.1 Koef.2 Besetzung
1 0,9244 0,9085 a211 a
2
12 a
2
13 a
2
14 a
2
15
2 -0,3777 -0,3280 a211 a
2
12 a
2
13 a
2
14 a
2
16
3 - -0,0851 a211 a
2
12 a
1
13 a
2
14 a
1
15 a
2
16
4 - -0,0582 a211 a
2
12 a
2
13 a
2
15 a
2
17
5 - -0,0472 a211 a
2
12 a
2
14 a
2
15 a
2
17
...
...
-0,0533 -0,0374 a211 a
2
12 a
2
13 a
2
14 a
1
15 a
1
16
Tabelle 5.14: con TS: CASSCF-Koeffizient und Besetzung fu¨r verschiedene
CSFs. 1 = CASSCF(2,2), 2 = CASSCF(10,10).
ko¨nnen als nichtbindend angesehen werden.
Fu¨r con TS fu¨hrt die bindende Wechselwirkung in a15 zu einer deutlich niedri-
geren MO-Energie verglichen mit dis TS. Der Energieunterschied (∆EHL) zwi-
schen HOMO und LUMO betra¨gt fu¨r dis TS
∆EHL = E(a16)−E(a15) = (−0.080 + 0, 122)a.u. = 0, 042 a.u. (5.4)
und
∆EHL = E(a16)− E(a15) = (−0, 082 + 0, 246)a.u. = 0, 164 a.u. (5.5)
fu¨r con TS. Dies ist in qualitativem Sinne konsistent mit einem CASSCF(10,10)-
Koeffizienten von −0, 328 fu¨r con TS verglichen mit −0, 507 fu¨r dis TS sowie
−0, 573 und −0, 037 fu¨r die CSF mit der Besetzung a115 a116.
Die Optimierung des zweiten Koeffizienten liefert c
(opt)
2 = −0, 248 (vgl. Abbil-
dung 5.18). Die korrespondierende DMC-Energie liegt bei -155,8365(8) a.u..
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CSF Kombination Energie / a.u.
1 -155,826(1)
1,2 -155,832(1)
1, 2, 3 -155,832(1)
1, 2, 4 -155.831(1)
1, 2, 5 -155.830(1)
1, 2 + (a115 a
1
16) -155.828(1)
Tabelle 5.15: con TS: Einfluss unterschiedlicher Kombinationen von CSFs auf
die DMC-Energien fu¨r CASSCF(10,10).
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Abbildung 5.18: Optimierung des zweiten CSF-Koeffizienten fu¨r con TS.
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Konstruktion von ΨT fu¨r g-but, gt-TS und t-but
Da g-but, gt-TS und t-but bezu¨glich ihrer MO-Schemata sehr a¨hnlich sind,
sollen sie im Folgenden gemeinsam diskutiert werden. Diese A¨hnlichkeit mani-
festiert sich unter anderem in der Art und Weise, wie das Hinzuaddieren ver-
schiedener CSFs die single reference-Energie beeinflusst (vgl. Abbildung 5.21).
Um den Einfluss des aktiven Raumes diskutieren zu ko¨nnen, wurden die entspre-
chenden Trial-Funktionen auf Basis von CASSCF(4,4)-Rechnungen konstruiert.
Fu¨r jede der drei Verbindungen wurde der aktive Raum so gewa¨hlt, dass er aus
den vier π-Orbitalen besteht, welche aus den am Kohlenstoff zentrierten 2pz-
Orbitalen (Moleku¨l liegt in der xy-Ebene) gebildet werden.
Ein Blick in Abbildung 5.21 zeigt, dass die DMC-Energie fu¨r CASSCF(10,10)
tendenziell u¨ber der fu¨r CASSCF(4,4) liegt, wobei der Unterschied nicht immer
statistisch signifikant ist.
Im Hinblick auf die Erniedrigung der DMC-Energie als Maß fu¨r die Inkorpora-
tion der nichtdynamischen Korrelation durch die Trial-Funktion sollen die fol-
genden Untersuchungen auf Grundlage der CASSCF(10,10)-Rechnungen durch-
gefu¨hrt werden.
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g-but:
Nr. Koef.1 Koef.2 Besetzung
1 0,9525 0,9460 a211 a
2
12 a
2
13 a
2
14 a
2
15
2 -0,1992 -0,1638 a211 a
2
12 a
2
13 a
1
14 a
1
15 a
1
16 a
1
17
3 -0,1618 -0,1382 a211 a
2
12 a
2
13 a
2
14 a
2
16
4 -0,0983 -0,0827 a211 a
2
12 a
2
13 a
2
15 a
2
16
5 -0,0838 -0,0682 a211 a
2
12 a
2
13 a
2
14 a
2
17
Tabelle 5.16: g-but: CASSCF-Koeffizient und Besetzung fu¨r verschiedene CSFs.
1 = CASSCF(4,4), 2 = CASSCF(10,10).
Die zweite CSF, welche sowohl eine Anregung in a16 als auch in a17 entha¨lt, fu¨hrt
zu einem deutlichen Absinken der DMC-Energie. Dies entspricht der chemischen
Intuition, weil so alle energetisch nahe beeinander liegenden π-Orbitale beru¨ck-
sichtigt werden. Grundsa¨tzlich wa¨re davon auszugehen, dass weitere CSFs, wie
z.B. die dritte, welche ebenfalls einen großen Koeffizienten besitzt und eine dop-
pelte Anregung von a15 nach a16 entha¨lt, einen nicht zu vernachla¨ssigenden
Beitrag zur nichtdynamischen Korrelation liefert. Gema¨ß den Ergebnissen aus
Tabelle 5.17 ist dies jedoch nicht der Fall. Somit tra¨gt ausschließlich die zwei-
te CSF zu einer Verbesserung der Knotenhyperfla¨che bei. Die Optimierung des
entsprechenden Koeffizienten (vgl. Abbildung 5.19) liefert c(opt) = −0, 132 und
eine korrespondierende DMC-Energie von -155,9437(7) a.u..
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CSF Kombination Energie / a.u.
1 -155,939(1)
1, 2 -155,945(1)
1, 3 -155,9423(9)
1, 2, 3 -155,942(1)
1, 2, 4 -155,9414(9)
1, 2, 5 -155,940(1)
Tabelle 5.17: g-but: Einfluss unterschiedlicher Kombinationen von CSFs auf die
DMC-Energien.
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Abbildung 5.19: Optimierung des zweiten CSF-Koeffizienten fu¨r g-but
.
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gt-TS:
Nr. Koef.1 Koef.2 Besetzung
1 0,9537 0,9473 a211 a
2
12 a
2
13 a
2
14 a
2
15
2 -0,2093 0,1713 a211 a
2
12 a
2
13 a
1
14 a
1
15 a
1
16 a
1
17
3 -0,1109 -0,0937 a211 a
2
12 a
2
13 a
2
14 a
2
16
4 -0,1087 -0,0868 a211 a
2
12 a
2
13 a
2
15 a
2
16
5 -0,0945 -0,0851 a211 a
2
12 a
2
13 a
2
14 a
2
17
Tabelle 5.18: gt TS: CASSCF-Koeffizient und Besetzung fu¨r verschiedene CSFs.
1 = CASSCF(4,4), 2 = CASSCF(10,10).
Wie im Fall von g-but fu¨hrt die Beru¨cksichtigung der zweiten CSF zu einer
Verringerung der DMC-Energie. Wie aus Tabelle 5.19 ersichtlich, ist dies fu¨r
alle weiteren nicht der Fall. Die Optimierung des Koeffizienten der zweiten CSF
(vgl. Abbildung 5.20) liefert c(opt) = 0, 143 und eine korrespondierende DMC-
Energie von 155,9382(6) a.u..
CSF Kombination Energie / a.u.
1 -155,934(1)
1, 2 -155,939(1)
1, 3 -155,9353(9)
1, 2, 3 -155,936(1)
1, 2, 4 -155,9357(9)
1, 2, 5 -155,9378(9)
Tabelle 5.19: gt TS: Einfluss unterschiedlicher Kombinationen von CSFs auf die
DMC-Energien.
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t-but:
Nr. Koef.1 Koef.2 Besetzung
1 0,9519 0,9456 a211 a
2
12 a
2
13 a
2
14 a
2
15
2 -0,1929 -0,1589 a211 a
2
12 a
2
13 a
1
14 a
1
15 a
1
16 a
1
17
3 -0,1830 -0,1546 a211 a
2
12 a
2
13 a
2
14 a
2
16
4 -0,0876 -0,0757 a211 a
2
12 a
2
13 a
2
15 a
2
16
5 -0,0811 -0,0655 a211 a
2
12 a
2
13 a
2
15 a
2
17
Tabelle 5.20: t-but: CASSCF-Koeffizient und Besetzung fu¨r verschiedene CSFs.
1 = CASSCF(4,4), 2 = CASSCF(10,10).
Auch hier ist eine statistisch signifikante Verbesserung der DMC-Energie aus-
schließlich durch Beru¨cksichtigung der zweiten CSF mo¨glich (vgl. Tabelle 5.21).
Die Optimierung des Koeffizienten (vgl. Abbildung 5.22) liefert c(opt) = −0, 117
und eine korrespondierende DMC-Energie von -155.9480(7) a.u..
CSF Kombination Energie / a.u.
1 -155,944(1)
1, 2 -155,9487(9)
1, 3 -155,9473(9)
1, 2, 3 -155,9469(9)
1, 2, 4 -155,9496(9)
1, 2, 4 -155,9461(9)
Tabelle 5.21: t-but: Einfluss unterschiedlicher Kombinationen von CSFs auf die
DMC-Energien.
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Abbildung 5.20: Optimierung des zweiten CSF-Koeffizienten fu¨r gt-TS.
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Abbildung 5.22: Optimierung des zweiten CSF-Koeffizienten fu¨r t-but.
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Anzahl der CSFs
gbut CASSCF(10,10)
gbut CASSCF(4,4)
gtTS CASSCF(10,10)
gtTS CASSCF(4,4)
tbut CASSCF(10,10)
tbut CASSCF(4,4)
Abbildung 5.21: Energien fu¨r g but, gt-TS und t but in Abha¨ngigkeit von der Anzahl der CSFs fu¨r CASSCF(4,4) und
CASSCF(10,10).95
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5.4.4 Diskussion der Optimierung
Moleku¨l c(CASSCF ) E
(1)
DMC c
(opt) E
(2)
DMC c%
con TS -0,328 -155,8331(8) -0,248 -155,8365(8) 24
-0,573 -0,645 13
dis TS
-0,507
-155,8045(7)
-0,592
-155,8041(7)
16
g-but -0,164 -155,9421(7) -0,132 -155,9437(7) 20
gt-TS 0,171 -155,9384(6) 0,143 -155,9382(6) 18
t-but -0,159 -155.9474(7) -0,117 -155,9480(7) 26
Tabelle 5.22: Vergleich der Koeffizienten vor und nach der Optimierung. 1 =
DMC-Energie mit CASSCF(10,10)-Koeffizienten, 2 = DMC-Energie mit opti-
mierten Koeffizienten. Die Spalte c% gibt die prozentuale A¨nderung des Koeffi-
zienten an.
Tabelle 5.22 fast die Ergebnisse aus den vorangegangenen Abschnitten zusam-
men. Es ist ein Einfluss auf die Koeffizienten zu verzeichnen, welche, bis auf die
von dis TS, dazu tendieren, kleiner zu werden. Dies kann damit interpretiert
werden, dass die Koeffizienten in Gegenwart des Jastrow-Faktors nicht la¨nger
optimal sind. Ihr Kleinerwerden entspricht somit einer Auslo¨schung jener Antei-
le der dynamischen Korrelation im antisymmetrischen Teil der Trial-Funktion,
welche durch den Jastrow-Faktor bereits beschrieben werden.
Fu¨r con TS liefert die Optimierung eine deutliche Absenkung der DMC-Energie.
Fu¨r g-but, gt-TS und t-but sind die Energiea¨nderungen marginal.
Auch fu¨r dis TS ist keine signifikante A¨nderung der Energie zu verzeichnen. Dies
kann damit interpretiert werden, dass die statische Korrelation hier so groß ist,
dass keine nennenswerten dynamischen Korrelationsanteile vorhanden sind und
die Koeffizienten demnach schon quasi optimal sind. Ihr leichter Anstieg lie-
ße sich dann auf Grundlage der jeweiligen statistischen Unsicherheit der Fits
deuten.
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5.4.5 Beru¨cksichtigung des Multireferenzcharakters im
DMC-Verfahren
Methode con TS dis TS g-but gt-TS t-but
CAS(10,10)/opt 6,7(9) 32,0(8) 2,7(8) 2,7(7) 2,4(7)
CAS(10,10) 4,5(9) 32,2(8) 1,7(8) 2,8(7) 2,0(7)
kleiner CAS 3,8(7) 35,8(8) 2,3(8) 3,4(8) 2,2(8)
Tabelle 5.23: Energieabsenkung relativ zur Eindeterminanten-Trial-Funktion
unter Verwendung der optimierten sowie der CASSCF-Koeffizienten. Die letzte
Zeile zeigt die Ergebnissse fu¨r den entsprechend kleineren aktiven Raum, also
CAS(6,6), CAS(2,2) und CAS(4,4) (die Koeffizienten wurden nicht optimiert).
Es konnte gezeigt werden, dass sich die DMC-Energie durch Beru¨cksichtigung
weiterer CSFs deutlich absenken la¨sst; je gro¨ßer der Multireferenzcharakter ist,
umso gro¨ßer ist die Energieabsenkung. Letztere ist daher fu¨r dis TS am gro¨ßten.
Die Energiedifferenzen aus Tabelle ko¨nnen daher als ein Maß fu¨r den Teil des
Knotenfehlers verstanden werden, welcher durch die Vernachla¨ssigung eines ent-
sprechenden großen Anteils an nichtdynamischer Korrelation durch die Grund-
zustandsdeterminante zustande kommt.
Weiterhin sei darauf hingewiesen, dass die U¨berlegungen bezu¨glich con TS und
dis TS mit denen von Bressanini et al. (vgl. Abschnitt 5.2) u¨bereinstimmen.
Letzterer konnte zeigen, dass fu¨r Beryllium die Beru¨cksichtigung der CSF mit
einer Doppeltanregung der 2s Elektronen in ein 2p-Orbital (dem na¨chst ho¨heren
Orbital) die Topologie der Knotenhyperfla¨che deutlich verbessert und somit zu
einem starken Absinken der DMC-Energie fu¨hrt. Natu¨rlich ko¨nnen die Knoten
der hier diskutierten Trial-Funktionen nicht so einfach dargestellt werden, wie
im Falle von Beryllium. Es ist jedoch davon auszugehen, dass sich durch Hin-
zuaddieren der CSF (a214 a
2
16) bzw. (a
1
15 a
1
16) — bei Beryllium ist es (1s
2 2p2) —
in a¨hnlicher Weise Durchga¨nge zwischen Gebieten gleichen Vorzeichens bilden
lassen.
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Eine a¨hnliche Diskussion la¨sst sich auch fu¨r g-but, gt TS and t-but fu¨hren.
Allerdings wird der entscheidende aktive Raum hier aus vier Moleku¨lorbitalen
gebildet. D.h. es mu¨ssen sowohl Anregungen in a16 als auch in a17 beru¨cksichtigt
werden.
5.4.6 Vergleich mit anderen Methoden
Method con TS dis TS g-but gt-TS t-but
Experiment69,72 40(±2,5) - - - 25,9(4)
DFT/B3LYP18 41,5 49,8 -26,3 -22,8 -29,9
CCSD(T)18 40,6 21,8 -25,1 -22,3 -28,0
CR-CCSD(T)18 42,8 68,8 -24,8 -22,1 -27,7
CR-CC(2,3)18 41,1 66,1 -24,9 -22,1 -27,9
FN-DMC/CAS(10,10)/opt 40,4(5) 59,7(5) -25,2(5) -22,2(5) -27,9(5)
FN-DMC/CAS(10,10) 42,6(6) 59,4(5) -24,2(5) -22,3(5) -27,5(5)
FN-DMC/kleiner CAS 43,4(6) 59,1(5) -25,8(5) -22,8(5) -27,0(5)
Tabelle 5.24: Vergleich der FN-DMC-Ergebnisse mit den denen anderer Metho-
den. Werte in kcal/mol inklusive Nullpunktsenergiekorrektur.18
In Tabelle 5.24 sind die in dieser Arbeit erhaltenen DMC-Ergebnisse denen aus
CC-, CR-CC- sowie DFT-Rechnungen gegenu¨bergestellt. Die jeweiligen DMC-
Energien sind auf Basis der Minima in den Abbildungen 5.13 und 5.21 erhalten
worden. Der Zusatz
”
opt“ bedeutet, dass die optimierten CAS-Koeffizienten
beru¨cksichtigt wurden. Der Zusatz
”
kleiner CAS“ bezieht sich auf die Trial-
Funktionen, die mit CASSCF(6,6)- (bicybut), CASSCF(2,2)- (con TS, dis TS)
sowie CASSCF(4,4)-Rechnungen (g-but, gt-TS, t-but) konstruiert worden sind.
Bis auf die Aktivierungsenergie des disrotatorischen U¨berganszustandes, stim-
men die DMC-Ergebnisse statistisch mit den aus CC- und DFT-Rechnungen
erhaltenen u¨berein. Wie bereits in der Einleitung erla¨utert worden ist, kann
CCSD(T) dis TS nicht korrekt beschreiben und ist daher fu¨r die Berechnung
98
5.4 Ergebnisse und Diskussion
des vorliegenden Reaktionssystems nicht geeignet. Besonders vor dem Hinter-
grund, dass CCSD(T) eine der genausten zur Zeit bekannten Methoden ist und
somit auch als
”
goldener Standard der Quantenchemie“ bezeichnet wird, zei-
gen die hier vorgestellten DMC-Ergebnisse das vielversprechende Potential des
DMC-Verfahrens.
Die CR-CC(2,3)-Methode liefert von den hier vorgestellten CC- und CR-CC-
Methoden die genauesten Ergebnisse.18 Bis auf die Aktivierungsenergie des dis-
rotatorischen U¨bergangszustandes stimmen die DMC-Energien im Rahmen der
Statistik mit diesen weitesgehend u¨berein; eine graphische Darstellung dieser
Ergebnisse findet sich in Abbildung 5.23. Welche der beiden Methoden die ge-
nauste Energie liefert, la¨sst sich nicht sagen, da keine experimentellen Daten zur
Verfu¨gung stehen. Fest steht, dass die DMC-Methode eine korrekte Beschrei-
bung des vorliegenden Reaktionssystems liefert, da dis TS energetisch deutlich
u¨ber con TS liegt.
Alle in Tabelle 5.24 dargestellten ab initio-Verfahren liefern fu¨r con TS eine
Aktivierungsenergie, welche mit dem experimentellen Wert u¨bereinstimmt. Fu¨r
die Reaktionsenergie von t-but liefern sowohl alle CC-Methoden als auch DMC
eine Energie, welche gro¨ßer als die experimentelle ist.
Ein Vergleich der letzten beiden Zeilen in Tabelle 5.24 zeigt, dass die Wahl
des aktiven Raumes hier keinen Einfluss auf das Ergebnis hat. Die jeweiligen
Eintra¨ge sind im Rahmen der Statistik gleich.
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Abbildung 5.23: Energieschema der Isomerisierung von Bicyclobutan zu trans-1,3-Butadien. Vergleich der DMC- und
CR-CC(2,3)-Ergebnisse. Energie in kcal/mol. Die DMC- sind rot die CR-CC(2,3)-Ergebnisse schwarz dargestellt.
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5.5 Fazit und Ausblick
Der Vorteil des hier vorgestellten Verfahrens besteht neben seiner Einfachheit
darin, dass die DMC-Energie und somit der Knotenfehler direkt optimiert wer-
den ko¨nnen. Fu¨r con TS konnte somit eine signifikante Vebesserung der DMC-
Energie erhalten werden.
Die bis dato bekannten Energieoptimierungsverfahren (vgl. Abschnitt 5.2.1) ba-
sieren auf einer VMC-Rechnung und optimieren prima¨r nur die VMC-Energie.
Zudem sind sie in Bezug auf die beno¨tigte Rechenzeit deutlich aufwendiger.
Sicher ließen sich Argumente vorbringen, dass neben den hier ausgewa¨hlten
CSFs noch weitere existierten, die einen geringen, aber signifikanten Beitrag zur
nichtdynamischen Korrelation liefern und damit einen Einfluss auf die DMC-
Energie haben. Diesen Argumenten sei folgendes entgegnet.
Zur Beschreibung der hier betrachteten Isomerisierungsreaktion mu¨ssen nicht
die Absolutenergien sondern die Energiedifferenzen akkurat sein. Dies wird im
DMC-, wie in anderen quantenchemischen Verfahren, durch Fehlerkompensation
(hier Knotenfehler) erreicht. Energiedifferenzen zwischen Systemen mit unter-
schiedlichem Multireferenzcharakter (z.B. disTS und bicybut) sind nur dann
hinreichend genau, wenn die nicht erfassten Anteile an nichtdynamischer und
dynamischer Korrelation in beiden die gleiche Gro¨ßenordnung haben.
Werden fu¨r beide Systeme die wichtigsten CSFs und somit der gro¨ßte Anteil an
nichtdynamischer Korrelation erfasst, so liegt der Rest, welcher fu¨r jedes System
durch CSFs mit kleinem Vorfaktor beschrieben wird in der gleichen Gro¨ßenord-
nung.
In a¨hnlicher Weise verha¨lt es sich auch mit der dynamischen Korrelation, welche
im DMC-Verfahren vor allem durch den Jastrow-Faktor beschrieben werden. Es
ist davon auszugehen, dass etwaige Effekte auf die Knotenstruktur, also den
Knotenfehler, in den entsprechenden Systemen in der selben Gro¨ßenordnung
liegen. Auch im Hinblick auf die dynamische Korrelation ist dementsprechend
eine gute Fehlerkompensation mo¨glich, was letztlich anhand der hier vorgestell-
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ten Ergebnisse gezeigt werden konnte.
Der hier vorgestellte Ansatz zur effizienten Auswahl von CSFs kann in Zukunft
auf weitere Reaktionssysteme angewendet werden, wo die Energiedifferenz zwi-
schen Moleku¨len mit unterschiedlich stark ausgepra¨gtem Multireferenzcharakter
zu berechnen ist.
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node-Na¨herung
Das Ziel von correlated sampling ist es, Differenzen von Zufallsvariablen mit
einem verringerten statistischen Fehler zu erhalten. Dies ist bis dato nur fu¨r das
VMC-Verfahren mo¨glich (vgl. Abschnitt 4.3). Ein Ansatz, correlated sampling
auch in der fixed node-Na¨herung zu realisieren ist bis dato nicht bekannt.
Eine mo¨gliche Anwendung wa¨re die Berechnung von schwachen Wechselwirkun-
gen, wie z.B. jener zwischen DNA-Basenpaaren. Dies konnte bereits von Grimme
et al. mit dem FN-DMC-Verfahren durchgefu¨hrt werden.17 Ziel der Implemen-
tierung von correlated sampling in den fixed node-Formalismus ist es, dieselben
Ergebnisse mit derselben statistischen Unsicherheit allerdings innerhalb einer
deutlich ku¨rzeren Rechenzeit zu liefern.
Eine weitere Anwendungsmo¨glichkeit ist die genaue Berechnung von numeri-
schen Ableitungen (Gradienten), da hierzu ebenfalls die Berechnung von Ener-
giedifferenzen mit entsprechend kleinem statistischen Fehler notwendig sind. So
ko¨nnte man z.B. bestimmte Parameter einer Trial-Funktion im Hinblick auf ei-
ne Minimierung des Knotenfehlers optimieren. Prinzipiell ist es nicht aufwendig,
den hier vorgestellten Formalismus so zu erweiteren, dass nicht nur zwei Systeme
(hier A und B), sondern beliebig viele (Sys(1), Sys(2),...,Sys(N)) auf Grundlage
des selben Random Walk-Prozesses beschrieben werden ko¨nnen. Somit sollte
z.B. auch die Berechnungn von Kra¨ften mit Hilfe von numerischen Ableitungen
mo¨glich sein.
Die Schwierigkeit correlated sampling in der fixed node-Na¨herung zu realisieren
besteht im Wesentlichen darin, dass die Trial-Funktionen Ψ(A) und Ψ(B), wel-
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Ψ(Α)
Ψ(Β)
Abbildung 6.1: Visualisierung der auftretenden Probleme beim correlated samp-
ling in der fixed node-Na¨herung.
che die Systeme A und B beschreiben, nicht die gleichen Knotenhyperfla¨chen
besitzen. Ein Random Walk-Prozess, welcher auf Basis von Ψ(A) oder Ψ(B) kon-
struiert wird, kann A und B nicht gleichzeitig beschreiben. Dementsprechend
ist ein einfaches
”
Umgewichten“, wie im VMC-Verfahren hier nicht mo¨glich.
Der erla¨uterte Sachverhalt ist in Abbildung 6.1 anschaulich dargestellt. Ein Ran-
dom Walker (hier blau), welcher den Drift b(x) = ∇Ψ(A)/Ψ(A) spu¨rt, kann den
Knoten von Ψ(A) nicht u¨bertreten und so den schraffierten Bereich, welcher zur
korrekten Beschreibung von System B populiert werden muss, nicht erreichen.
Um dieses Problem zu u¨berwinden, kann eine Guide-Funktion ΨG eingefu¨hrt
werden, welche u¨berall positiv und an den Knoten von Ψ(A) und Ψ(B) von Null
verschieden ist. Die genaue Konstruktion und Implementierung dieser Funktion
soll Gegenstand von Kapitel 7 werden.
Jedes Ensemble, welches auf Basis von ΨG erzeugt worden ist, populiert den zur
korrekten Beschreibung beider Systeme erforderlichen Raum.
Die grundlegende Idee des hier vorzustellenden Ansatzes liegt in der Generie-
rung eines Random Walk-Prozesses, welcher auf ΨG basiert und gleichzeitig
die unterschiedlichen Knotenfla¨chen von Ψ(A) und Ψ(B) beru¨cksichtigt. Die dar-
aus resultierende statistische Korrelation verringert gema¨ß den Ausfu¨hrungen in
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den Abschnitten 3.2.4 und 4.3 den statistischen Fehler der korrespondierenden
Energiedifferenz:
∆E = E(B) − E(A) (6.1)
Das erste wesentliche Teilproblem besteht in der korrekten Beschreibung des
Falls, dass Guide- und Trial-Funktion unterschiedlich sind. Die Knoten der Trial-
Funktion mu¨ssen als zusa¨tzliche Randbedingungen beru¨cksichtigt werden, um
das Pauliprinzip zu erfu¨llen. Beim FN-DMC-Verfahren sind Trial- und Guide-
Funktion identisch (vgl. Abschnitt 4.5). Somit entha¨lt der Random Walk direkt
die Information u¨ber die Lage der Knoten. Dies ist darauf zuru¨ckzufu¨hren, dass
der Drift-Term an den Knoten gegen unendlich geht sowie von diesem weg zeigt
und daher im Fall von unendlich kleinen Zeitschritten kein Pfad den Knoten
u¨bertreten kann.
Da die Funktion ΨG an den Knoten von Ψ
(A) von Null verschieden sein soll, wird
es auch bei unendlich kleinen Zeitschritten eine Bewegung der Walker u¨ber die
Knoten hinaus geben. Im Rahmen des FN-DMC-Verfahrens ko¨nnen Walker,
welche den Knoten u¨bertreten haben, entweder gelo¨scht werden oder der ent-
sprechende Schritt wird lediglich abgelehnt. Beides ist korrekt, da es im Limit
unendlich kleiner Zeitschritte keine Knotenu¨bertritte mehr gibt.
Die oben dargestellte Verwendung von unterschiedlichen Guide- und Trial-Funk-
tionen ist in der uns bekannten Literatur zum Quanten-Monte-Carlo-Verfahren
noch nicht diskutiert worden.
Die Herleitung eines Algorithmus zum Correlated Sampling in der Fixed-Node-
Methode ist daher wie folgt gegliedert.
1. Herleitung eines Algorithmus zur Propagation mit einer an den Knoten
von ΨT positiven Guide-Funktion.
2. Herleitung eines Correlated Sampling Algorithmus.
3. Testen der Methode anhand von einfachen Beispielen wie dem Harmoni-
schen Oszillator und dem Teilchen im Kasten.
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Um die Probleme zu verstehen, welche mit der Verwendung einer positiven
Guide-Funktion einhergehen und der daraus resultierenden Tatsache, dass der
Random Walk-Prozess nicht
”
weiß“, wo die Knoten liegen, muss man sich na¨her
mit der Theorie der stochastischen Differentialgleichungen und deren Lo¨sungen
mit Hilfe von Monte-Carlo-Verfahren auseinandersetzen.
6.1 Stochastische Lo¨sungen von partiellen
Differentialgleichungen
Im folgenden Abschnitt sollen partielle Differentialgleichungen (PDE) der fol-
genden Form diskutiert werden:
∂u
∂t
= Lu− cu u(0, x) = f(x), x ∈ Rm und c(x) ∈ C(Rn), (6.2)
mit
L =
1
2
σ2
m∑
i=1
∂2
∂x2i
+
m∑
i=1
bi(x)
∂
∂xi
=
1
2
σ2∇2 + b(x)∇. (6.3)
Der Operator L ist der Generator einer Itoˆ-Diffusion. Letztere wird mit Hilfe
der folgenden stochastischen Differentialgleichung (SDE) beschrieben:41
dXt = σWt + b(Xt)dt (6.4)
Dabei ist σ eine Konstante, Wt ein m-dimensionaler Wiener-Prozess und b ein
Driftvektor im Rm. Als Lo¨sung einer SDE versteht man die Generierung einer
Wahrscheinlichkeitsdichte w(t, x), welche die Wahrscheinlichkeit eines beliebigen
Ortes x zu einem bestimmten spa¨teen Zeitpunkt t auf Grundlage der Anfangs-
verteilung w(0, x) = f(x) definiert.
Anschaulich gesprochen bedeutet der Terminus Generator, dass die folgende
PDE
∂u
∂t
= Lu(t, x) mit u(0, x) = f(x) (6.5)
und Gleichung 6.4 dieselbe Lo¨sung u(t,x) besitzen. D.h. also u(t, x) = w(t, x).
Diese Relation wird unter anderem bedeutsam werden, wenn die Lo¨sungen einer
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PDE auf Grundlage von Monte-Carlo-Methoden diskutiert werden wird.
Die Lo¨sung von Gleichung 6.5 kann wie folgt ausgedru¨ckt werden:
u(t, x) = Ex[f(Xt)] (6.6)
Der Ausdruck Ex kann als Erwartungswert aller mo¨glichen Pfade ausgehend von
X0 = x verstanden werden. Alternativ la¨sst sich auch schreiben:
u(t, x) =
∫
f(X)DWX (6.7)
Wobei DWX das so genannte Wiener-Maß ist, welches mit der Itoˆ-Diffusion
in Gleichung 6.4 korrespondiert. Als Wiener-Maß bezeichnet man eine Funkti-
on, die jeder Funktion X(t) (X : [0,∞) → Rm, mit X(0) = x), welche eine
beliebige Trajektorie in Abha¨ngigkeit von der Zeit t definiert, eine bestimm-
te Wahrscheinlichkeit zuordnet.41,95 Diese Wahrscheinlichkeit ist wiederum be-
stimmt durch den zugrunde liegenden Wiener-Prozess. Ein Integral der Form
6.7 wird dementsprechend als Wiener-Integral bezeichnet.
In Gleichung 6.6 wird der Funktionswert der Anfangsfunktion f an der Stel-
le Xt ausgewertet. Die Mittelung u¨ber alle mo¨glichen Pfade liefert dann den
Funktionswert von u an der Stelle x zum Zeitpunkt t, also u(t, x). Aufgrund der
hieraus resultierenden Zeitumkehr wird die PDE Gleichung 6.5 als Kolmogorov
backward equation bezeichnet.41
Der zu L adjungierte Operator L∗y liefert die folgende PDE:
∂g
∂t
= L∗yg(y, t) =
1
2
σ2
m∑
i=1
∂2g
∂y2i
−
m∑
i=1
∂
∂yi
(bi(y) · g) = 1
2
σ2∇2g −∇(b · g). (6.8)
Letztere wird als Kolmogorov forward equation bezeichnet. Diese Gleichung ist
auch unter dem Namen Fokker-Planck-Gleichung bekannt und ist bereits in
Abschnitt 4.2 diskutiert worden.
6.1.1 Die Feynman-Kac-Formel
Mit Hilfe desselben stochastischen Prozesses, welcher der Gleichung 6.5 zugrun-
de liegt, la¨sst sich die Lo¨sung der Gleichung 6.2 gema¨ß Feynman und Kac u¨ber
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den folgenden Erwartungswert ausdru¨cken:41,96–98
u(t, x) = Ex
[
exp
(
−
∫ t
0
c(Xs)ds
)
f(Xt)
]
(6.9)
Dabei wird entlang eines jeden Pfades, welcher bei x = X0 startet und Xt endet,
u¨ber die Funktion c(x) integriert.
Die Gleichung 6.9 kann so erweitert werden, dass sie zur Lo¨sung von Rand-
wertproblemen heran gezogen werden kann. Im Folgenden soll nun die Lo¨sung
u(t, x) der Gleichung 6.2 innerhalb eines bestimmten Gebiets D ⊂ Rm bestimmt
werden.
Als so genannte exit time τD soll die Zeit bezeichnet werden, nach der ein be-
stimmter Pfad, generiert auf Basis von Gleichung 6.4, die Grenze des Gebiets,
hier ∂D, zum ersten Mal trifft.99
τD = inf {t > 0;Xt ∈ ∂D} (6.10)
Auf Grundlage von τD la¨sst sich ein Diffusionsprozess beschreiben, welcher auf
das Gebiet D beschra¨nkt ist. Im Hinblick auf die fixed node-Na¨herung soll der
Spezialfall behandelt werden, dass die Lo¨sungsfunktion u(t, x) an den Ra¨ndern
von D verschwindet. Dies kann mit Hilfe der Indikatorfunktion χ realisiert wer-
den. Es gilt:
χ =

 1, t ≤ τD0, t > τD . (6.11)
Dementsprechend kann Gleichung 6.9 wie folgt erweitert werden:40
u(t, x) = Ex
[
exp
(
−
∫ t
0
c(Xs)ds
)
χ(t<τD)f(Xt)
]
(6.12)
Anschaulich bedeutet dies, dass ein Pfad gelo¨scht wird, sobald er die Grenze der
Doma¨ne zum ersten Mal u¨berschritten hat. Man spricht daher auch von einem
killed diffusion-Prozess. Trotzdem mu¨ssen bei der Berechnung des Erwartungs-
wertes auch die gelo¨schten Pfade beru¨cksichtigt werden.
Der Eigenwert λ0, welcher durch die Struktur der Randbedingung determiniert
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wird, kann mit Hilfe der folgenden Formel berechnet werden:100,101
λ0 = − lim
t→∞
1
t
ln Ex
[
exp
(
−
∫ t
0
c(Xs)ds
)
χ(t<τD)f(Xt)
]
(6.13)
Ebenso la¨sst sich λ0 na¨herungsweise mit Hilfe des Growth-Estimators bestim-
men:102
λ0 ≈ − 1
t2 − t1 ln
(
u(t2, x)
u(t1, x)
)
(6.14)
Fu¨r die Zeiten t1 und t2 kann u mit Hilfe der Gleichung 6.12 bestimmt werden.
6.2 Anwendung der Feynman-Kac-Formel zur
Lo¨sung der Schro¨dingergleichung
Im FN-DMC-Verfahren wird auf Basis der Guide-Funktion ΨG eine importance
sampling bzw. A¨hnlichkeitstransformation durchgefu¨hrt. Die daraus resultieren-
de PDE (vgl. Gleichung 4.28) hat die allgemeine Form:
∂g
∂t
= −H˜∗g = 1
2
∆g +∇(b · g)− (EL − Eref) g (6.15)
Bis auf den Term (EL − Eref) entspricht dies der Form der Gleichung 6.8, so
dass es sich hier um eine Kolmogorov forward equation handelt.
Der zu H˜∗ = ΨGHˆΨ
−1
G adjungierte Operator ist H˜ = Ψ
−1
G HˆΨG, da
〈f | H˜∗g〉 = 〈fΨG | HˆΨ−1G g〉 = 〈HˆΨGf | Ψ−1G g〉 = 〈Ψ−1G HˆΨGf | g〉
= 〈H˜f | g〉 = 〈g | H˜f ∗〉
(6.16)
wobei vorausgesetzt worden ist, dass ΨG eine reelle Funktion ist.
Die zur Gleichung 6.15 korrespondierende Kolmogorov backward equation lautet
demnach:
∂u
∂t
= −H˜u = 1
2
∆u+ b∇u− (EL − Eref)u (6.17)
Die stationa¨re Lo¨sung erha¨lt man, indem man den Zeitentwicklungsoperator
e−(H˜−Eref)t (6.18)
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auf eine beliebige Anfangsverteilung anwendet:
u(t, x) = e−(Ψ
−1
G
HˆΨG−ERef )tu(0, x) (6.19)
u(t, x) =
1
ΨG
∞∑
i
e−(λi−ERef )tφi (6.20)
Nach dem Abklingen der angeregten Zusta¨nde erha¨lt man so:
u(t, x) = e−(λ0−ERef )t
φ0
ΨG
(6.21)
Wa¨hlt man ERef ≈ λ0 so ist:
u(t, x) ≈ φ0
ΨG
(6.22)
Die zu den Gleichungen 6.15 und 6.17 korrespondierende Greensche Funktion
lautet:
G˜(t, x, y) = ΨG(y)G(t, x, y)ΨG(x)
−1 = ΨG(x)
−1G(t, x, y)ΨG(y), (6.23)
wobei
G(t, x, y) =
n∑
i=1
φi(y)φi(x)e
−Eit (6.24)
die Greensche Funktion der zeitabha¨ngigen Schro¨dingergleichung ist.
Man kann nun zeigen, dass G˜(t, x, y) sowohl Gleichung 6.15 als auch 6.17 lo¨st,
wobei die Anfangsbedingung u(0, x) = f(x) erfu¨llt wird.
Da G(0, x, y) = δ(x− y) liefert G˜(t, x, y) fu¨r t = 0:∫
f(y)ΨG(y)G(0, x, y)Ψ
−1
G (x)dy =
∫
f(y)ΨG(y)δ(x− y)Ψ−1G (x)dy
= f(x)ΨG(x)Ψ
−1
G (x) = f(x)
(6.25)
Ebenso lo¨st G˜(t, x, y) die folgenden PDEs, wie sich unter Beru¨cksichtigung der
Gleichungen 6.23 und 6.24 leicht zeigen la¨sst:
∂G˜(t, x, y)
∂t
= −H˜∗G˜(t, x, y) ∂G˜(t, x, y)
∂t
= −H˜G˜(t, x, y) (6.26)
Fu¨r die Lo¨sung der Gleichung 6.15 ergibt sich unter Beru¨cksichtigung der Green-
schen Funktion:
u(t, y) =
∫
f(x)G˜(t, x, y)dx (6.27)
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Dies kann als forward equation angesehen werden, da die zeitliche Entwicklung
einer Dichte beschrieben wird.
Integriert man stattdessen u¨ber die Variable y, also die Endpunkte aller Trajek-
torien zum Zeitpunkt t, so erha¨lt man die backward equation:
u(t, x) =
∫
f(y)G˜(t, x, y)dy (6.28)
Man erha¨lt also den Funktionswert von u an der Stelle x.
6.2.1 Beru¨cksichtigung der fixed node-Na¨herung
Analog zum FN-DMC-Verfahren, werden die Knoten einer auf Basis von stan-
dard ab initio-Methoden generierten Trial-Funktion als zusa¨tzliche Randbedin-
gung beru¨cksichtigt, um das Pauli-Prinzip zu erfu¨llen.
Im Gegensatz zum FN-DMC-Verfahren sind Guide- und Trial-Funktion nun un-
terschiedlich. Die Guide-Funktion ΨG ist u¨berall positiv, auch an den Knoten
der Trial-Funktion ΨT . Jenseits der Knoten haben sie eine a¨hnliche Form.
Die importance sampling transformation ist auf Basis von ΨG durchgefu¨hrt wor-
den. Dementsprechend wird der Drift-Vektor an den Knoten von ΨG nicht un-
endlich und es gibt selbst im Limit unendlich kleiner Zeitschritte noch einen
Fluss u¨ber die Knoten.
Somit determiniert die Lage der Knoten der Trial-Funktion die first exit time
τD. Die Lo¨sung von Gleichung 6.17 erha¨lt man somit aus Gleichung 6.12. χ(t<τD)
entha¨lt dabei die Information u¨ber die Lage der Knoten von ΨT .
6.3 Herleitung des Algorithmus fu¨r correlated
sampling in der fixed-node-Na¨herung
Ziel dieses Abschnittes ist die Herleitung eines Algorithmus um zwei unterschied-
liche Systeme mit Hilfe desselben Random Walk-Prozesses zu beschreiben. Da
in der mathematischen Literatur der zugrundeliegende Formalismus auf Basis
der Kolmogorov backward equation formuliert wird, soll die folgende Herleitung
dementsprechend von der Gleichung 6.17 ausgehen.
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6.3.1 Herleitung des zugrunde liegenden Formalismus mit
Hilfe der Kolmogorov backward equation
Die beiden zu beschreibenden Systeme sollen mit A und B gekennzeichnet wer-
den und durch die folgenden Hamiltonoperatoren beschrieben werden
Hˆ(A) = −1
2
∆ + V (A) und Hˆ(B) = −1
2
∆ + V (B), (6.29)
welche sich nur durch den Term der potentiellen Energie voneinander unter-
scheiden. Die korrespondierenden Eigenfunktionen sollen im Folgenden als{
φ
(A)
i
}
und
{
φ
(B)
i
}
(6.30)
bezeichnet werden. Die A¨hnlichkeitstranformation mit der u¨berall von Null ver-
schiedenen, reellen Guide-Funktion ΨG liefert die entsprechenden Hamiltonope-
ratoren H˜(A) and H˜(B):
H˜(A) = Ψ−1G Hˆ
(A)ΨG and H˜
(B) = Ψ−1G Hˆ
(B)ΨG (6.31)
Die korrespondierenden PDEs sind:
∂u(A)
∂t
= −H˜(A)u(A) = 1
2
∆u(A) + b∇u(A) −
(
E
(A)
L − E(A)ref
)
u(A) (6.32)
∂u(B)
∂t
= −H˜(B)u(B) = 1
2
∆u(B) + b∇u(B) −
(
E
(B)
L − E(B)ref
)
u(B) (6.33)
mit
b(x) =
∇ΨG(x)
ΨG(x)
(6.34)
Die lokalen Energien werden wie folgt berechnet:
E
(A)
L = −
1
2
∆ΨG
ΨG
+ V (A) and E
(B)
L = −
1
2
∆ΨG
ΨG
+ V (B) (6.35)
Gema¨ß dem Formalismus in Abschnitt 6.2 erha¨lt man fu¨r große t:
φ˜
(A)
i ≈
φ
(A)
i
ΨG
mit φ˜
(B)
i ≈
φ
(B)
i
ΨG
(6.36)
φ
(A)
i ist die i-te Eigenfunktion von Hˆ
(A), welche die Symmetrie hat, die durch
die Knoten der entsprechenden Trial-Funktion vorgegeben worden ist, wobei
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weiterhin angenommen wurde, dass diese mit den Exakten u¨bereinstimmen.
Weiterhin sei u(A) = φ˜
(A)
0 . Das Gleiche gilt ebenso fu¨r φ˜
(B)
i .
Ein Vergleich der Gleichungen 6.32 und 6.33 zeigt, dass sie beide den gleichen
Driftterm b enthalten. Dementsprechend ist der Generator
L =
1
2
∆ +
∇ΨG
ΨG
∇ (6.37)
fu¨r den Diffusionsprozess (vgl. Gleichung 6.4) in beiden PDEs derselbe.
Auf Grundlage der Feynman-Kac-Formel (vgl. Gleichung 6.12) ergibt sich fu¨r
die Lo¨sungen u(A) und u(B):
u(A)(t, x) = Ex
[
exp
(
−
∫ t
0
(
E
(A)
L (Xs)− E(A)ref
)
ds
)
χ
(A)
(t<τD)
f(Xt)
]
(6.38)
u(B)(t, x) = Ex
[
exp
(
−
∫ t
0
(
E
(B)
L (Xs)− E(B)ref
)
ds
)
χ
(B)
(t<τD)
f(Xt)
]
,(6.39)
wobei davon ausgegangen worden ist, dass beide Systeme die gleiche Anfangs-
verteilung f(x) haben. Dies ist insbesondere dann gerechtfertigt, wenn sich die
Systeme A und B nur wenig voneinander unterscheiden. Die Indikatorfunktio-
nen χ(A) und χ(B) werden durch die Knotenfla¨chen der Trial-Funktionen Ψ
(A)
T
und Ψ
(B)
T bestimmt.
Die Erwartungswerte der Gleichungen 6.38 und 6.39 werden auf Grundlage des-
selben Diffusionsprozesses berechnet, was zu der gewu¨nschten Korrelation zwi-
schen u(A)(t, x) und u(B)(t, x) fu¨hrt. Außer den Indikatorfunktionen unterschei-
den sie sich nur in der Berechnung der Integrale, was auf die unterschiedlichen
Potentiale V (A) und V (B) in den lokalen Energien zuru¨ckzufu¨hren ist. Der Anteil
der kinetischen Energie ist in beiden Fa¨llen derselbe.
Die entsprechenden Energien ko¨nnen mit Hilfe des Growth-Estimators (vgl.
Gleichung 6.14) berechnet werden.
E(A) ≈ E(A)Ref −
1
t2 − t1 ln
(
u(A)(t2, x)
u(A)(t1, x)
)
(6.40)
E(B) ≈ E(B)Ref −
1
t2 − t1 ln
(
u(B)(t2, x)
u(B)(t1, x)
)
(6.41)
Aufgrund der Korrelation zwischen u(A)(t1, x) und u
(B)(t1, x) sowie u
(A)(t2, x)
und u(B)(t2, x) sind E
(A) und E(B) nicht statistisch unabha¨ngig voneinander.
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6.4 Monte-Carlo-Simulation
Monte-Carlo-Simulationen basieren auf einer Zeitschrittdiskretisierung. Zu die-
sem Zweck wird der konstante Zeitschritt ∆t eingefu¨hrt:
∆t = ti+1 − ti. (6.42)
Die stochastische Differentialgleichung 6.4 kann fu¨r kleine aber endliche Zeit-
schritte wie folgt ausgedru¨ckt werden (Euler-Na¨herung):
Yn+1 = Yn + b(Yn)∆t+
√
∆t∆W (6.43)
Dabei ist ∆W eine gaussverteilte Zufallsvariable mit Mittelwert Null und Stan-
dardabweichung Eins. Die Umbenennung von x nach Y soll veranschaulichen,
dass obige Gleichung in einer Computersimulation nur fu¨r eine endliche Anzahl
von Zufallsvektoren realisiert werden kann und mit einem Zeitschrittfehler be-
haftet ist.
Eine Sequenz von Zufallsvektoren Y beschreibt eine Trajektorie. Aufgrund der
Zeitschrittdiskretisierung skaliert der Zeitschrittfehler hier linear mit ∆t, also
O(∆t).
In einer Monte-Carlo-Simulation werden Scha¨tzer fu¨r u(A) und u(B) wie im Fol-
genden dargestellt erhalten.
Ein Ensemble von N Random Walkern, also Zufallsvektoren Y ∈ Rm, werden,
ausgehend von einem Startpunkt x, auf Basis von Gleichung 6.43 propagiert.
Nach jedem Schritt werden die gewu¨nschten Gro¨ßen als Mittelwert u¨ber das
gesamte Ensemble berechnet:
u(A)(n∆t, x) =
1
N
N∑
i=1
w
(A)
i (n∆t) · χ(A)i · f(Y (i)n ) (6.44)
und
u(B)(n∆t, x) =
1
N
N∑
i=1
w
(B)
i (n∆t) · χ(B)i · f(Y (i)n ) (6.45)
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Der Term w
(A)
i (n∆t) repra¨sentiert eine Na¨herung des Integrals in Gleichung
6.38.
w
(A)
i (n∆t) ≈ exp
(
−
∫ n∆t
0
(
E
(A)
L (X
(A)
s )− E(A)ref
)
ds
)
(6.46)
Anwendung der Summen-Trapez-Formel63 liefert:
w
(A)
i (n∆t) =
n∏
k=1
w
(A)
i (k,∆t), (6.47)
wobei die w
(A)
i (k,∆t) wie folgt berechnet werden:
w
(A)
i (k,∆t) = exp
(
−
[
1
2
(
E
(A)
L (Y
(i)
k ) + E
(A)
L (Y
(i)
k−1)
)
−E(A)ref
]
∆t
)
(6.48)
Der aus der numerischen Integration resultierende Fehler liegt in der Gro¨ßen-
ordnung von O(∆t3).63
Dieselben Formeln ko¨nnen entsprechend auch fu¨r die Berechnung von w
(B)
i (n∆t)
in Gleichung 6.39 verwendet werden.
Die Energiedifferenz ∆E kann mit Hilfe des Growth-Estimators berechnet wer-
den. Eine Ringspeicher-Implementation ist dazu die effektivste Variante. Wird
der Abstand zwischen t2 und t1 wie folgt definiert
ng ·∆t = t2 − t1, (6.49)
kann ∆E nach den ersten ng Schritten berechnet werden. Kombination der
Gleichungen 6.1, 6.40, 6.41 und 6.49 liefert folgenden Ausdruck fu¨r die Energie-
differenz:
∆E = ∆ERef − 1
ng ·∆t ln
(
u(A)(t+ ng∆t, x) · u(B)(t, x)
u(B)(t+ ng∆t, x) · u(A)(t, x)
)
, (6.50)
mit ∆ERef = E
(B)
Ref −E(A)Ref .
Nach einer bestimmten Equilibrierungsphase wird ∆E nach jedem Schritt be-
rechnet. Der Mittelwert u¨ber alle so berechneten Energiedifferenzen ist dann
ein Scha¨tzwert fu¨r ∆E. Die Standardabweichung sowie der mittlere Fehler von
∆E ko¨nnen dann auf Grundlage von mehreren unabha¨ngigen Rechnungen (un-
terschiedliche seeds zur Initialisierung des Zufallszahlengenerators) berechnet
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werden.
Der bis hierhin vorgestellte Ansatz fu¨r einen Algorithmus weist noch zwei Pro-
bleme auf. Das erste ergibt sich aus der Frage einer konstanten Ensemblegro¨ße.
Das zweite geht auf das Lo¨schen von Walkern zuru¨ck, welche den Knoten von
Ψ
(A)
T oder Ψ
(B)
T u¨bertreten haben und dem daraus resultierenden Zeitschritt-
verhalten O(√∆t).99,103, 104 Im Folgenden werden beide Probleme nacheinander
diskutiert werden.
6.4.1 Das Problem einer konstanten Ensemblegro¨ße
Das Konstanthalten der Ensemblegro¨ße, trotz des Lo¨schens von Walkern jen-
seits der Grenzen wird im FN-DMC-Verfahren dadurch umgangen bzw. gelo¨st,
dass Schritte, welche einen Knotenu¨bertritt zur Folge ha¨tten, lediglich abge-
lehnt werden. Dies ist im Falle des correlated sampling nicht mo¨glich, da Kno-
tenu¨bertritte im Limit unendlich kleiner Zeitschritte nicht verschwinden. Eine
Mo¨glichkeit, gelo¨schte Walker wiederzubeleben, bo¨te der von Caffarel et al. vor-
geschlagene Algorithmus zur stochastischen Rekonfiguration.105 Allerdings ist
seine Anwendung auf zwei Systeme, welche auf Grundlage desselben Diffusions-
prozesses dargestellt werden, nicht mo¨glich.
Noch wichtiger als die Frage nach einer insgesamt konstanten Ensemblegro¨ße ist
fu¨r das correlated sampling, dass beide Systeme mit einer relativ gleichen Anzahl
an Random Walker beschrieben werden. Dies ist wichtig, um zu gewa¨hrleisten,
dass sowohl System A als auch System B mit einer in etwa gleichen statistischen
Genauigkeit beschrieben werden.
Werden System A und B auf Grundlage desselben Random Walks beschrieben,
so ist es nicht mo¨glich die obige Forderung fu¨r beliebig lange Simulationszeiten
zu gewa¨hrleisten. Warum dies so ist, kann anschaulich am Modell des Teilchens
im eindimensionalen Potentialkasten veranschaulicht werden. Soll die Differenz
von zwei Teilchen in unterschiedlich langen Potentialka¨sten berechnet werden,
so gilt fu¨r die zeitliche Abnahme der Ensemblegro¨ßen, hier N (A) und N (B) fol-
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gendes:
N (A)(t) = e−λ
(A)
0 ·t bzw. N (B)(t) = e−λ
(B)
0 ·t (6.51)
Fu¨r die zeitliche Entwicklung des Verha¨ltnisses von N (A) und N (B) folgt dann:
N (A)(t)
N (B)(t)
= e(λ
(B)
0 −λ
(A)
0 )·t (6.52)
Da λ
(A)
0 und λ
(B)
0 im allgemeinen Fall nicht gleich groß sind, nimmt das Verha¨lt-
nis des Ensemblegro¨ßen immer weiter zu oder ab.
Dementsprechend kann dieser Effekt auch nicht durch branching, Stochastische
Rekonfiguration oder a¨hnliches verhindert werden. Dies hat zur Konsequenz,
dass eine correlated sampling-Rechnung nicht fu¨r beliebig lange Simulations-
zeiten durchgefu¨hrt werden kann. Es handelt sich dementsprechend um eine
transiente Methode. Wenn die Systeme hinreichend gleich, also die Differenz
λ
(B)
0 − λ(A)0 hinreichend klein ist, ko¨nnen jedoch hinreichend lange Simulations-
zeiten erhalten werden.
Ein geeigneter Algorithmus kann wie folgt erhalten werden. Man startet mit ei-
nem entsprechenden Ensemble und beginnt mit dem correlated sampling-Lauf.
Nach dem Abklingen der angeregten Zusta¨nde fu¨r System A und B wird ∆E
berechnet. Dies wird nur fu¨r eine bestimmte Anzahl an Schritten bzw Blo¨cken
durchgefu¨hrt, um zu verhindern, dass die Ensemblegro¨ßen nicht zu unterschied-
lich sind. Anschließend wird die Rechnung mit einem anderen seed wiederholt.
Aus den somit unabha¨ngigen Rechnungen kann dann ein Scha¨tzer fu¨r den Mit-
telwert sowie den mittleren Fehler des Mittelwertes bestimmt werden.
6.4.2 Verbesserung des Zeitschrittverhaltens
Durch das Lo¨schen von Pfaden, die die Grenze u¨berschritten haben, ist die
Verteilung u(t, x) mit einem Fehler behaftet, welcher in der Gro¨ßenordnung
O(√∆t) liegt.99,103, 104 Da die Energie auf Basis von u(t, x) berechnet wird, soll-
te der Zeitschrittfehler hier in der selben Gro¨ßenordnung liegen. Hierfu¨r gibt
es in der Literatur keinen direkten mathematischen Beweis. Diese Vermutung
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Knotenfläche
y
z
Abbildung 6.2: Skizze zur Visualisierung des recrossing errors.
wird aber in den kommenden Abschnitten empirisch besta¨tigt werden. Ein Zeit-
schrittverhalten mit
√
∆t ist insofern ungu¨nstig, als dass auch fu¨r sehr kleine
Zeitschritte noch große A¨nderungen in der Energie zu erwarten sind.
Anschaulich la¨sst sich dieser Zeitschrittfehler wie folgt verstehen. Ein Random
Walk-Prozess, konstruiert auf der Basis von ΨG, entha¨lt keine direkte Informati-
on u¨ber die Knoten. Diese werden ausschließlich durch das Lo¨schen von entspre-
chenden Trajektorien beru¨cksichtigt. Daraus resultiert ein schlechtes sampling
der Funktion u(t, x) in der Na¨he der Knoten. Dies ist auch noch fu¨r sehr klei-
ne Zeitschritte immanent, woraus wiederum das schlechte Zeitschrittverhalten
resultiert.103 Eine wesentliche Ursache hierfu¨r ist der so genannte recrossing er-
ror .106 Dieser basiert auf der Annahme, dass eine Trajektorie die Grenze mit
einer gewissen Wahrscheinlichkeit u¨bertreten hat und anschließend wieder in
die Doma¨ne zuru¨ckgekehrt ist (recrossing). In Abbildung 6.2 ist dies fu¨r einen
Wiener-Prozess skizzenhaft dargestellt. Dabei ist
z = y +
√
∆t ·∆W1, (6.53)
wobei ∆W1 eine gaussverteilte Zufallszahl mit Mittelwert Null und Standard-
abweichung von Eins ist. Der in Abbildung 6.2 dargestellte Pfad, welcher den
Knoten u¨bertritt, la¨sst sich mit Hilfe einer Brownschen Bru¨cke simulieren. Da
letztere fu¨r das Versta¨ndnis der folgenden Abschnitte von entscheidender Be-
deutung ist, soll sie im na¨chsten Abschnitt in ihren wesentlichsten Merkmalen
kurz vorgestellt werden.
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6.4.3 Die Brownsche Bru¨cke
Als Brownsche Bru¨cke bezeichnet man einen stochastischen Prozess, welcher eng
mit dem Wiener Prozess (auch Brownsche Bewegung genannt) verwandt ist. In
Gegensatz zu letzterem hat die Brownsche Bru¨cke einen endlichen Zeithorizont
sowie einen definierten Anfangs und Endpunkt.95,103
In Gleichung 6.53 ist y die Position zum Zeitpunkt t = 0 und z die zum Zeitpunkt
t = ∆t. Um die Wahrscheinlichkeit des in Abbildung 6.2 skizzierten Pfades zu
berechnen muss die Frage beantwortet werden, wo sich die Trajektorie nach der
Zeit γ ·∆t befindet, also z(γ∆t), wobei 0 < γ < 1. Man erha¨lt:
z(γ∆t) = y +
√
∆t
(
γ∆W1 +
√
γ(1− γ)∆W2
)
(6.54)
Die Variable ∆W1 entspricht der selben Realisierung wie in Gleichung 6.53.
∆W2 ist ebenfalls eine gaussverteilte Zufallsvariable mit Mittelwert Null und
Standardabweichung Eins. Sie ist unabha¨ngig von ∆W1.
Kombination der Gleichungen 6.53 und 6.54 liefert:
z(γ∆t) = y + γ(z − y) +
√
γ(1− γ)∆t ·∆W2 (6.55)
Die in Abbildung 6.2 dargestellte Realisierung einer Brownschen Bru¨cke kann
auf Basis von Gleichung 6.55 erhalten werden. Dabei stellt
√
γ(1− γ)∆t die
Standardabweichung der Brownschen Bru¨cke dar. Man beachte, dass
z(γ∆t) = y fu¨r γ = 0
z(γ∆t) = z fu¨r γ = 1,
(6.56)
was mit der Forderung eines definierten Anfangs und Endpunkts im Einklang
steht.
6.4.4 Berechnung der first exit time
Die Berechnung der first exit time muss fu¨r zwei verschiedene Fa¨lle diskutiert
werden.
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1. Anfangs- (y) und Endpunkt (z) der Trajektorie befinden sich innerhalb
der Knotenfla¨che.
2. Der Anfangs- (y) befindet sich innerhalb, der Endpunkt (z) außerhalb der
Knotenfla¨che.
Die first exit time fu¨r den ersten Fall soll im Folgenden mit T1, die fu¨r den
zweiten mit T2 bezeichnet werden.
Berechnung von T1
Die Wahrscheinlichkeit, dass die Brownsche Bru¨cke die Grenze c u¨bertritt, kann
wie folgt ausgedru¨ckt werden:103
P (hit) = exp
[
−2(c− y)(c− z)
∆t
]
(6.57)
wobei P (hit) fu¨r die sogenannte hit-Wahrscheinlichkeit steht, also die Wahr-
scheinlichkeit, dass der Pfad die Grenze erreicht.
Eine a¨quivalente Formulierung von Gleichung 6.57 ist:104
T1 = −2(c− y)(c− z)
log ξ
, (6.58)
wobei ξ eine zwischen Null und Eins gleichverteilte Zufallsvariable ist. T1 ist
die first exit time und ist selbst wiederum ein Zufallsvariable. Ist T1 ≤ ∆t, so
wird der Random Walker, welcher die entsprechende Trajektorie repra¨sentiert,
gelo¨scht. Durch diese Form der Korrektur kann das Verhalten der durch ein
Ensemble von RandomWalkern repra¨sentierten Funktion u(t, x) in der Na¨he der
Knoten deutlich verbessert werden und der Zeitschrittfehler wird linear.99,103, 104
Berechnung von T2
Im Folgenden soll kurz dargestellt werden, wie die first exit time berechnet wer-
den kann, wenn der Endpunkt der Trajektorie jenseits der Knotenfla¨che liegt.
Ausgehend von einer Propagation nach Gleichung 6.53 kann T2 gema¨ß Buch-
mann et al. wie folgt berechnet werden:104
T2 = ∆t · s
1 + s
mit s ∼ IG [µ, λ] (6.59)
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Dabei repra¨sentiert IG eine inverse Gaussverteilung mit dem Mittelwert
µ =
(c− y)2
∆t
(6.60)
und der Standardabweichung
λ =
c− y
z − c. (6.61)
Die hier verwendeten Formeln, sowohl fu¨r T1, als auch fu¨r T2 sind auf stochasti-
sche Differentialgleichungen, welche einen konstanten Drift b enthalten, ebenfalls
anwendbar.
z = y + b ·∆t+
√
∆t ·∆W1 (6.62)
Der Fall, dass b eine Funktion von x, der Drift also keine Konstante mehr ist,
wird in der mathematischen Literatur nicht diskutiert. Da dies ein schweres
mathematisches Problem darstellt, soll es im folgenden Abschnitt anhand einiger
Plausibilita¨tsbetrachtungen na¨herungsweise erfasst werden und ein gena¨herter
Ausdruck fu¨r T1 im Falle eines ortsabha¨ngigen Drifts b angegeben werden.
6.4.5 Erweiterung fu¨r den Drift Diffusions-Algorithmus
Die bisher diskutierten Formeln liefern keinen korrekten Ansatz, um die first exit
time fu¨r stochastische Differentialgleichungen mit einer vom Ort abha¨ngigen
Driftfunktion zu berechnen (vgl. Gleichung 6.4). Der korrekte Ausdruck zur
Beschreibung einer Brownschen Bewegung, welche eine vom Ort abha¨ngige Kraft
(Drift) spu¨rt, ist der Folgende:104
zy(t) = y +
∫ t
0
b(zy(s))ds+
∫ t
0
dWsds (6.63)
Unterteilt man t in kleine Zeitintervalle ∆t, so kann obige auf Grundlage von
Gleichung 6.43 numerisch simuliert werden.
Das eigentliche Problem liegt in dem Ausdruck
∫ t
0
b(zy(s))ds. Es existiert in der
mathematischen Literatur keine zu Gleichung 6.55 a¨quivalente Formulierung ei-
ner Brownschen Bru¨cke um darauf aufbauend eine Gleichung zur Bestimmung
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von T1 herzuleiten. Ebenso gibt es keine Verteilungsfunktion, die analog zur in-
versen Normalverteilung (IG), eine zufa¨llige Zeit ausgibt, nach der eine Brown-
sche Bewegung, beschrieben durch Gleichung 6.63, eine bestimmte Grenze c
erreicht.
Na¨herung fu¨r T1
Gema¨ß der Gleichung 6.58 steigt die Wahrscheinlichkeit, dass T1 einen kleinen
Wert annimmt, wenn die Trajektorie sich der Knotenfla¨che na¨hert. Insbesondere
fu¨r solche Walker hat sie demnach eine große Relevanz, weil die Wahrscheinlich-
keit, dass sie gelo¨scht werden hier entsprechend hoch ist. Andererseits ist die
Na¨herung ∫ t
0
b(zy(s))ds ≈ b(y) ·∆t (6.64)
wie in Abbildung 6.3 graphisch dargestellt, in Knotenna¨he entsprechend schlecht.
Dies ha¨ngt damit zusammen, dass die Komponente des Driftes, welche vom Kno-
ten weg gerichtet ist mit Verringerung der Distanz zu diesem besta¨ndig zunimmt.
Wie in der selben Abbildung ebenfalls dargestellt, kann das Integral u¨ber die
Drift-Funktion wie folgt gena¨hert werden:∫ t
0
b(zy(s))ds ≈ 1
2
(b(y) + b(z)) ·∆t = b¯ ·∆t (6.65)
Somit erha¨lt man fu¨r den neuen Punkt z′:
z′ = y + b¯ ·∆t+
√
∆t∆W (6.66)
Der Punkt z′ ist nun weiter von der Knotenfla¨che entfernt als z.
Alternativ kann statt z′ auch ein korrigierter Startwert y′ berechnet werden:
y′ = z − b¯ ·∆t−
√
∆t∆W (6.67)
y′ liegt dementsprechend na¨her am Knoten, als y.
Somit ergeben sich als mo¨gliche Na¨herungen
T ′1 = −
2(c− y)(c− z′)
log ξ
(6.68)
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y
z
Diffusion
b(z)
b(y)
z’
t1/2 (b(y)+b(z)) ∆ t∆
t∆
Knotenfläche
Abbildung 6.3: Skizze zur Visualisierung der Approximation von T1.
oder
T ′1 = −
2(c− y′)(c− z)
log ξ
. (6.69)
Die Wahrscheinlichkeit, dass eine Trajektorie, welche sich auf die Knotenfla¨che
zu bewegt, gelo¨scht wird, sollte durch die Beru¨cksichtigung des Driftes deut-
lich abnehmen. Dies ha¨ngt damit zusammen, dass die Komponente des Driftes,
welche vom Knoten weg gerichtet ist mit Verringerung der Distanz zu diesem
besta¨ndig zunimmt.
Bei exakter Beru¨cksichtigung von Gleichung 6.63 ist die korrespondierende first
exit time also sehr viel gro¨ßer ist, als jene, welche man mit der Annahme eines
konstanten Driftes erhalten wu¨rde. Dieses Verhalten ist in Abbildung 6.4 ver-
anschaulicht. Die schwarze Ellipse stellt die Standardabweichung einer Brown-
schen Bru¨cke gema¨ß Gleichung 6.55 dar. Auch wenn es keinen analytische Aus-
druck einer Brownschen Bru¨cke fu¨r eine sich a¨ndernde Drift-Funktion b(x) gibt,
kann man sicher davon ausgehen, da es zu einer asymmetrischen Verzerrung
der Standardabweichung kommt (angedeutet durch die blauen Linien) und die
Wahrscheinlichkeit, die Realisierung einer Brownschen Bru¨cke jenseits der Kno-
tenfla¨che zu finden entsprechend stark verringert sein wird.
Gleichung 6.68 ist Gleichung 6.69 vorzuziehen, weil wie oben beschrieben T ′1 >
T1 gelten muss. Da y′ na¨her am Knoten liegt als y erhielte man mit Gleichung
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y
z
Knotenfläche
Standardabweichung 
mit b(x)
Standardabweichung
ohne b(x)
Abbildung 6.4: Skizze der Standardabweichung einer Brownschen Bru¨cke mit
(blau) und ohne (schwarz) Drift-Funktion b(x).
6.69 T ′1 < T1, was einen Widerspruch zu dem in Abbildung 6.4 skizzierten Sach-
verhalt darstellt. Da z′ jedoch weiter von Knoten entfernt ist als z, gilt wie
gefordert T ′1 > T1.
Berechnung des Pfadintegrals
Die first exit time, also T1, T ′1 oder T2, wird wie folgt bei der numerischen Be-
rechnung des Feynman-Kac-Integrals (vgl. Gleichung 6.47) beru¨cksichtigt: Fu¨r
den Fall, dass der Walker nicht gelo¨scht wird, berechnen sich die w
(A)
i (k∆t)
auf Grundlage der Summen-Trapez-Formel (vgl. Gleichung 6.48). Bei der Be-
rechnung von T1, zumindest fu¨r den mehrdimensionalen Fall, kann man keine
Aussage daru¨ber treffen, an welcher Stelle die Trajektorie den Knoten u¨bertre-
ten hat. Dementsprechend ist die Summen-Trapez-Formel, zu deren Anwendung
der Endpunkt der im Zeitintervall ∆t erfolgten Propagation, bekannt sein muss,
nicht la¨nger geeignet. Die numerische Integration wird wie folgt durchgefu¨hrt:
w
(A)
i (k, T ′1 ) = exp
[
−
(
E
(A)
L (Y
(i)
k−1)− E(A)ref
)
T ′1
]
(6.70)
w
(A)
i (k, T2) = exp
[
−
(
E
(A)
L (Y
(i)
k−1)− E(A)ref
)
T2
]
(6.71)
Analog werden w
(B)
i (k, T ′1 ) und w(B)i (k, T2) berechnet.
Eine a¨hnliche Na¨herung wie fu¨r T1 ist fu¨r T2 wenig sinnvoll. Dafu¨r gibt es zwei
Gru¨nde. Zum einen gibt es in der mathematischen Literatur kein Analogon zur
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inversen Gaussfunktion (IG) fu¨r den durch Gleichung 6.63 beschriebenen Pro-
zess. Die Herleitung einer Na¨herung auf Basis von Plausibilita¨tsbetrachtungen,
a¨hnlich wie fu¨r T1 ist hier nicht so einfach mo¨glich.
Der zweite und entscheidende Grund ha¨ngt direkt mit Gleichung 6.71 zusam-
men. Da T2 nur fu¨r Pfade berechnet wird, welche den Knoten u¨bertreten haben,
ist der Ausdruck w
(A)
i (k, T2) der letzte Faktor fu¨r den i-ten Pfad bei der numme-
rischen Berechnung des Feynman-Kac-Integrals (siehe Gleichung 6.46). Ob dazu
nun T2 oder ein theoretisches T ′2 verwendet wird, sollte demnach keinen großen
Einfluss auf die Genauigkeit der numerischen Integration haben. Insbesondere
auch deshalb, weil die Na¨herung
−
(
E
(A)
L (Y
(i)
k−1)−E(A)ref
)
T2 ≈ −
∫ (k−1)∆t+T2
(k−1)∆t
(
E
(A)
L (x
(i)(t))−E(A)ref
)
dt (6.72)
sicherlich nur eine Grobe darstellt. Es wa¨re daher unsinnig, womo¨glich aufwen-
dige Berechnungen zu ta¨tigen, um einen genaueren Wert fu¨r T2 zu erhalten.
An dieser Stelle soll weiterhin darauf hingewiesen werden, dass die in Abschnitt
6.4.5 hergeleitete Na¨herung fu¨r T1 sinnvoll ist. Dies ha¨ngt damit zusammen,
dass es einen direkten Einfluss auf die Propagation hat. Der Einfluss auf die nu-
merische Integration des Feynman-Kac-Integrals ist analog zu dem von T2 und
sollte demnach marginal sein. Da Pfade, fu¨r die T1 ≤ ∆t gilt, gelo¨scht werden,
kann der Einfluss von T1 durchaus groß sein. Schließlich hat es einen Einfluss,
ob ein Pfad gelo¨scht wird, oder aber noch viele Schritte lang gema¨ß Gleichung
6.44 zu u(A,B)(n∆t, x) beitra¨gt.
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von
Knoten Knoten 
von ΨΨ(A) (B)
c
(A)
c(B)
y z
Abbildung 6.5: Skizze zur Veranschaulichung der Berechnung der first exit time
im correlated sampling. Dargestellt ist ein Zug vom Punkt y nach z, sowie die
Stellen, an denen ein U¨bertritt des Knotens von Ψ(A) und Ψ(B) erwartet wird;
bezeichnet mit c(A) und c(B). Dementsprechend ergeben sich fu¨r T (A)1 und T (B)1
unterschiedliche Werte.
Beru¨cksichtigung von T1 im correlated sampling
Die first exit time fu¨r System A bzw. B la¨sst sich wie folgt berechnen:
T (A)1 = −
2(c(A) − y)(c(A) − z)
log ξ
T (B)1 = −
2(c(B) − y)(c(B) − z)
log ξ
(6.73)
Ein Random Walker wird fu¨r System A bzw. B gelo¨scht, wenn gilt:
T (A)1 ≤ ∆t und T (B)1 ≤ ∆t. (6.74)
Gleiches gilt ebenso fu¨r T ′1 .
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6.5 Einfache Beispielsysteme
Um die in den vorangehenden Abschnitten pra¨sentierten Ansa¨tze zu u¨berpru¨fen,
sollen diese fu¨r einfache Systeme, deren analytische Lo¨sungen bekannt sind im-
plementiert werden. Als Testsysteme wurden das Teilchen im eindimensionalen
Kasten, sowie der eindimensionale harmonische Oszillator gewa¨hlt.
Die zu diesen korrespondierenden PDEs haben prinzipiell dieselbe Struktur, wie
fu¨r die fu¨r gro¨ßere Moleku¨le. Aufgrund ihres eindimensionalen Charakters lassen
sich etwaige Probleme leicht graphisch veranschaulichen. Zum Anderen ko¨nnen
statistisch genaue Rechnungen schon nach wenigen Stunden Rechenzeit erhalten
werden.
6.5.1 Teilchen im eindimensionalen Kasten
Das Teilchen im eindimensionalen Kasten ist eines der einfachsten quantenme-
chanischen Modellsysteme. Trotzdem, oder gerade wegen seiner Einfachheit, ist
es sehr geeignet auch komplizierte Sachverhalte anschaulich wiederzugeben und
zu erkla¨ren.
Die Energie eines Teilchens im eindimensionalen Kasten, welcher die La¨nge L
besitzt, ist in atomaren Einheiten wie folgt gegeben:
E =
π2
2L2
(6.75)
Die verwendete Guide-Funktion hat die folgende Form:
ΨG(x) = (x− cll) · (crr − x) (6.76)
Um zu gewa¨hrleisten, dass ΨG(x) an den Ra¨ndern des Kastens, bezeichnet mit
cl und cr, von Null verschieden ist, wird cll < cl und crr > cr gewa¨hlt.
6.5.2 Der eindimensionale harmonische Oszillator
Im Gegensatz zum Teilchen im Kasten verfu¨gt der harmonische Oszillator auch
u¨ber ein Potential. Sowohl mit als auch ohne die importance sampling transfor-
mation entsprechen die PDEs daher in ihrer Form denen fu¨r beliebige Moleku¨le.
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Alle Rechnungen beziehen sich auf den zweiten angeregten Zustand υ = 2. Wei-
terhin setzt man ~ = µ = 1 und ω =
√
kf , wobei µ die reduzierte Masse und kf
die Kraftkonstante ist. Betrachtet werden sollen zwei harmonische Oszillatoren
mit unterschiedlichen Potentialen, definiert durch ω(A) und ω(B). Fu¨r die Ener-
gie des Harmonischen Oszillators gilt allgemein Eυ = (υ + 1/2)ω
Damit erha¨lt man:
E(A) = 2, 5 · ω(A) und E(B) = 2, 5 · ω(B) (6.77)
und somit ∆E = E(B) − E(A) = 2, 5 · (ω(B) − ω(A)). Die Lage der korrespondie-
renden Knoten (c(A,B)) ist gegeben durch:
c(A) = ± 1√
2ω(A)
und c(B) = ± 1√
2ω(B)
(6.78)
Fu¨r die Guide-Funktion wird der folgende Ansatz verwendet:
ΨG(x) = (4ωGx
2 − 2)e− ω¯x
2
2 (6.79)
Wa¨hlt man ωG < ω
(A), ω(B), so ist gewa¨hrleistet, dass ΨG an den Nullstellen
von System A und B von Null verschieden ist. Der Exponentialterm in obiger
Gleichung bestimmt den Umriss von ΨG . Es ist daher sinnvoll
ω¯ =
1
2
(
ω(A) + ω(B)
)
(6.80)
zu definieren.
6.6 Ergebnisse und Diskussion
Dieser Abschnitt ist wie folgt aufgebaut. Bis dato gibt es in der Literatur keine
Untersuchungen u¨ber FN-DMC-Rechnungen, in denen eine Guide-Funktion ver-
wendet wurde, welche an den Ra¨ndern nicht verschwindet. Zuna¨chst muss daher
gezeigt werden, dass solche Rechnungen nach einer entsprechenden Zeitschrit-
textrapolation das richtige Ergebnis liefern. Das ist die Grundvoraussetzung
dafu¨r, dass correlated sampling in der fixed node-Na¨herung funktioniert. Test-
rechnungen sollen sowohl fu¨r das Teilchen im eindimensionalen Kasten als auch
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fu¨r den harmonischen Oszillator gezeigt werden.
Darauf aufbauend werden Rechnungen fu¨r den harmonischen Oszillator pra¨sen-
tiert, in denen die Energien fu¨r zwei Systeme auf Grundlage eines RandomWalks
(correlated sampling) erhalten wurden. Dabei wird gezeigt werden, dass man fu¨r
beide Systeme nach einer Zeitschrittextrapolation das korrekte Ergebnis erha¨lt.
Zudem wird gezeigt, dass sich der statistische Fehler der korrespondierenden
Energiedifferenz mit Hilfe der in dieser Arbeit vorgestellten correlated samp-
ling-Methode reduzieren la¨sst.
Schließlich wird die Reduzierung des Zeitschrittfehlers auf Grundlage der im
Abschnitt 6.4.4 beschriebenen Na¨herungen diskutiert und ebenfalls auf das cor-
related sampling-Verfahren angewendet werden. Dabei wird auch die in Kapitel
4 besprochene Akzeptanzwahrscheinlichkeit beru¨cksichtigt werden.
6.6.1 Einige technische Details
Aufgrund der Tatsache, dass Walker, welche den Knoten u¨bertreten haben, ge-
lo¨scht werden, und der so stetig abnehmenden Ensemblegro¨ße, kann eine Rech-
nung nicht beliebig lange durchgefu¨hrt werden. Zu diesem Zweck wurden jeweils
mehrere, voneinander unabha¨ngige Rechnungen (verschiedene seeds) durch-
gefu¨hrt. Der Erwartungswert der Energiedifferenz fu¨r einen bestimmten Zeit-
schritt ∆t ergibt sich somit als:
∆E(∆t) =
1
U
U∑
i=1
∆E(i)(∆t)
Und fu¨r die Varianz
var(∆E(∆t)) =
1
U
U∑
i=1
(∆E(i)(∆t))2 − (∆E(∆t))2
sowie den mittleren Fehler des Mittelwertes
σ¯ =
√
var(∆E(∆t))
U
.
U steht hier die Anzahl der unabha¨ngigen Rechnungen.
Laut Buchmann et al. liegt der Zeitschrittfehler ohne die Beru¨cksichtigung von
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T1 oder T ′1 und T2 in der Gro¨ßenordnung O(
√
∆t).99,104 Auftragen der Daten
∆E(∆ti) gegen Wurzel
√
∆ti ergibt einen linearen Zusammenhang der Form
E(∆t) = E0 + a ·
√
∆t. (6.81)
Zur Extrapolation wurde das Programm Gnuplot94 verwendet.
Alle Rechnungen sind mit jeweils zehn Zeitschritten im Bereich von 0, 0001,
0, 0002, 0, 0003... bis 0, 0010 durchgefu¨hrt worden. Die Blockla¨nge wird immer
so gewa¨hlt, dass die Simulationszeit pro Block fu¨r jeden Zeitschritt Eins betra¨gt.
Die obigen Ausfu¨hrungen und Formeln beziehen sich ebenso auf die Einzelener-
gien der Systeme A und B, also E(A)(∆t) und E(B)(∆t).
6.6.2 Propagation mit einer positiven Guide-Funktion
Fu¨r ein Teilchen im Kasten der La¨nge L = 6, also cl = 0 und cr = 6, wurden
pro Zeitschritt 20 unabha¨ngige Rechnungen (U = 20) durchgefu¨hrt. Zur Kon-
struktion der positiven Guide-Funktion wurden die Parameter cll = −0, 2 und
crr = 6, 2 verwendet. Auftragen der Energien gegen
√
∆t liefert einen linearen
Zusammenhang. Die Extrapolation liefert:
E = (0, 13702± 0, 00005) a.u.
Dies stimmt im Rahmen der Statistik mit dem exakten Wert (schwarzer Punkt
in Abbildung 6.6) von Eexact = 0, 137077 a.u. u¨berein.
Fu¨r einen harmonischen Oszillator mit ω = 1/20 wurden ebenfalls pro Zeit-
schritt 20 unabha¨ngige Rechnungen (U = 20) durchgefu¨hrt. Die resultieren-
den Knoten liegen bei cl = −3 und cr = 3. Fu¨r die korrespondierende Guide-
Funktion wurde der Parameter ωG = 1/22 verwendet. Auftragen der Energien
gegen
√
∆t liefert auch hier einen linearen Zusammenhang. Die Extrapolation
liefert:
E = (0, 13886± 0, 00004) a.u.
Dies stimmt im Rahmen der Statistik mit dem exakten Wert von Eexact =
0, 13889 a.u. u¨berein.
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Abbildung 6.6: Zeitschrittextrapolation fu¨r ein Teilchen im Kasten bei Verwen-
dung einer positiven Guide-Funktion (cll = −0, 2 und crr = 6, 2). Knoten bei
cl = 0 und cr = 6; Blocks pro Rechnung = 30. Anfa¨ngliche Ensemblegro¨ße =
40000. Eexakt = 0, 137077.
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Abbildung 6.7: Zeitschrittextrapolation fu¨r den harmonischen Oszillator bei Ver-
wendung einer positiven Guide-Funktion mit ωG = 1/22. Knoten bei cl = −3
und cr = 3. Blocks pro Rechnung = 30. Anfa¨ngliche Ensemblegro¨ße = 20000.
Eexakt = 0, 13889.
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Fazit: Die Propagation mit einer positiven Guide-Funktion, die an den Ra¨ndern
nicht verschwindet, funktioniert. Aus dem Lo¨schen der Walker resultiert ein√
∆t-Verhalten. Dies ist laut Buchmann et al. zuna¨chst nur fu¨r die Lo¨sung der
PDEs, also (u(t, x)), der Fall.104 Die Abbildungen 6.6 und 6.7 zeigen, dass dies
jedoch ebenso fu¨r das Zeischrittverhalten der Energie, also einer Gro¨ße, die auf
Grundlage von u(t, x) berechnet wird, gilt.
6.6.3 Erste erfolgreiche Implementierung von correlated
sampling
Die hier dargestellten Ergebnisse sind auf Grundlage desselben Random Walk-
Prozesses erhalten worden. Der Ansatz fu¨r die Guide-Funktion wurde gema¨ß
Gleichung 6.79 gewa¨hlt. Dabei ist ω(A) = 1/18, ω(B) = 1/20 und ωG = 1/22.
Ergebnisse Harmonischer Oszillator:
Im Folgenden soll nun gezeigt werden, dass der Fehler aus den Einzelenergien
gro¨ßer ist, als der u¨ber correlated sampling erhaltene. Die Zeitschrittextrapo-
lation fu¨r System A, B und die Energiedifferenz ist in den Abbildungen 6.8,
6.9 sowie 6.10 dargestellt.Der Fehler der Energiedifferenz, berechnet aus den
Einzelwerten, σ(∆E(s)), wird wie folgt erhalten:
σ(∆E(s)) =
√
(σE(A))
2
+ (σE(B))
2
(6.82)
Einsetzen der entsprechenden Werte liefert:
σ(∆E(s)) =
√
(2, 6 · 10−5)2 + (2, 9 · 10−5)2
= 3, 9 · 10−5a.u.
Der Mittlere Fehler des Mittelwertes der Energiedifferenz im Fall von Correlated-
Sampling betra¨gt:
σ(∆E(cs)) = 2, 6 · 10−5a.u.
Dies entspricht einem Faktor 1, 5 im statistischen Fehler, was wiederum einen
Rechenzeitgewinn von (1, 5)2 ≈ 2, 3 bedeutet.
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Abbildung 6.8: Zeitschrittextrapolation fu¨r den harmonischen Oszillator (Sys-
tem A). Knoten bei cl = −3 und cr = 3. Blocks pro Rechnung = 30. Anfa¨ngliche
Ensemblegro¨ße = 100000. 20 unabha¨ngige Rechnungen. Eexakt = 0, 13889 (ein-
gezeichnet als schwarzer Punkt).
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Abbildung 6.9: Zeitschrittextrapolation fu¨r den harmonischen Oszillator (Sys-
tem B). Knoten bei cl = −3, 16 und cr = 3, 16. Blocks pro Rechnung = 30.
Anfa¨ngliche Ensemblegro¨ße = 100000. 20 unabha¨ngige Rechnungen. Eexakt =
0, 12500. (eingezeichnet als schwarzer Punkt).
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Abbildung 6.10: Zeitschrittextrapolation fu¨r den harmonischen Oszillator (∆E
fu¨r System A und System B). Blocks pro Rechnung = 30. Anfa¨ngliche En-
semblegro¨ße = 100000. 20 unabha¨ngige Rechnungen. ∆Eexakt = −0, 013889.
(eingezeichnet als schwarzer Punkt).
6.6.4 Verbesserung des Zeitschrittfehlers
Die Mo¨glichkeit, das Zeitschrittverhalten auf Basis der in Abschnitt 6.4.2 dis-
kutierten Algorithmen zu verbessern, soll in vier aufeinander folgenden Stufen
untersucht werden.
1. Zuna¨chst soll das Zeitschrittverhalten eines Teilchens im eindimensiona-
len Kasten ohne importance sampling durch die Beru¨cksichtigung von T1
vera¨ndert werden. Fu¨r diesen Fall ist T1 exakt und es kann u¨berpru¨ft wer-
den, ob sich diese Form der Erweiterung des Algorithmus, prinzipiell fu¨r
die hier angestrebten Zwecke, na¨mlich einer direkten Verbesserung des
Zeitschrittfehlers der Energie, eignet.
2. Gema¨ß Abschnitt 6.4.4 sollen die aus der Literatur bekannten Gleichungen
fu¨r T1 und T2 implementiert und ihr Einfluss auf das Zeitschrittverhalten
untersucht werden.
3. Die Na¨herungen fu¨r nichtkonstanten Drift (vgl. Abschnitt 6.4.5 und 6.4.5)
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sollen implementiert und ihr Einfluss auf das Zeitschrittverhalten unter-
sucht werden. Die Ergebnisse ko¨nnen mit denen aus Punkt 2 verglichen
werden. Dies ermo¨glicht eine Abscha¨tzung, wie groß die Verbesserungen
des Zeitschrittverhaltens ist.
4. Eine weitere Mo¨glichkeit zur Verbesserung des Zeitschrittverhaltens stellt
der Metropolis-Algorithmus dar (vgl. Abschnitt 3.1.2). Es ist daher zu
pru¨fen, ob sich das Zeitschrittverhalten durch Beru¨cksichtigung eines zu-
sa¨tzlichen Akzeptanzschrittes weiter verbessern la¨sst.
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Abbildung 6.11: Zeitschrittextrapolation fu¨r das Teilchen im eindimensionalen
Kasten ohne importance sampling und ohne Beru¨cksichtigung von T1. Knoten
bei cl = 0 und cr = 6. Blocks pro Rechnung = 30. Anfa¨ngliche Ensemblegro¨ße
= 200000. 20 unabha¨ngige Rechnungen. Der Wert fu¨r ∆t = 0.0002 wurde nicht
beru¨cksichtigt.
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Abbildung 6.12: Zeitschrittextrapolation fu¨r das Teilchen im eindimensionalen
Kasten ohne importance sampling mit Beru¨cksichtigung von T1. Knoten bei
cl = 0 und cr = 6. Blocks pro Rechnung = 30. Anfa¨ngliche Ensemblegro¨ße =
200000. 20 unabha¨ngige Rechnungen.
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1. Schritt (ohne importance sampling):
In den Abbildungen 6.11 und 6.12 ist jeweils eine Zeitschrittextrapolation gegen√
∆t bzw. ∆t zuna¨chst ohne und dann mit Beru¨cksichtigung von T1 dargestellt.
Es ist zu ersehen, dass ohne Beru¨cksichtigung von T1 keine Extrapolation gegen
∆t mo¨glich ist. Die resultierende Energie liegt deutlich unterhalb der exakten.
Die Beru¨cksichtigung von T1 liefert den erwu¨nschten Effekt. Der Zeitschrittfehler
wird von einem linearen Term dominiert O(t) (Abbildung 6.12 zweiter Graph).
2. Schritt (Beru¨cksichtigung von T1 und T2):
In den Abbildungen 6.13 und 6.14 ist die Zeitschrittextrapolation mit und ohne
Beru¨cksichtigung von T1 und T2 dargestellt; jeweils die blau und schwarz hinter-
legten Daten. Abbildung 6.13 zeigt die Auftragung gegen
√
∆t und Abbildung
6.14 die gegen ∆t.
Zuna¨chst la¨sst sich konstatieren, dass sich der Zeitschrittfehler durch die Beru¨ck-
sichtigung von T1 und T2 deutlich verbessern la¨sst. Allerdings zeigt ein Ver-
gleich der beiden Abbildungen, dass das
√
∆t-Verhalten nicht verschwunden
ist. Eine Zeitschrittextrapolation gegen ∆t ist nicht mo¨glich. Der Faktor a
in Gleichung 6.81 ist dementsprechend deutlich kleiner. Entscheidend ist zu-
dem, dass der Zeitschrittfehler fu¨r ∆t = 0, 0001 bereits sehr klein ist. So ist
E(∆t = 0, 0001) = 0, 13885(5) und stimmt im Rahmen der Statistik mit dem
exakten Wert von Eexakt = 0.138889 u¨berein. Dies ist insbesondere im Hin-
blick auf Rechnungen an großen Systemen wichtig, wo es zu aufwendig ist eine
Zeitschrittextrapolation durchzufu¨hren, da die Rechenzeiten fu¨r die dazu not-
wendigen Einzelrechnungen zu lange dauern wu¨rden. Stattdessen kann man den
Zeitschritt so klein wa¨hlen, dass der resultierende Zeitschrittfehler kleiner als
der statistische Fehler ist.
3. Schritt (Beru¨cksichtigung von T ′1 und T2):
In Abbildung 6.13 ist eine Zeitschrittextrapolation gegen
√
∆t und in Abbildung
6.14 gegen ∆t, jeweils in Rot eingezeichnet, dargestellt. Ein Vergleich mit den
jeweils in denselben Abbildungen gezeigten Daten fu¨r T1 und T2, schwarz hin-
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terlegt, ist zu erkennen, dass der Einfluss auf das Zeitschrittverhalten marginal
ist.
Wie bereits in Abschnitt 6.4.2 ausfu¨hrlich dargelegt worden ist, entfaltet T1 sei-
nen Einfluss imWesentlichen dadurch, dass Walker, fu¨r die gilt T1 ≤ ∆t, gelo¨scht
werden. Der Anteil der Walker, welche aufgrund dieser Bedingung gelo¨scht wer-
den — die u¨brigen werden gelo¨scht weil sie den Knoten u¨bertreten haben —
liegt fu¨r T1 bei ungefa¨hr 45% und fu¨r T ′1 bei ungefa¨hr 44%. Dies ist konform
mit den Ausfu¨hrungen in Abschnitt 6.4.5. Da T ′1 im Mittel gro¨ßer ist als T1 ist
der Anteil der Walker, welche wegen T ′1 ≤ ∆t gelo¨scht werden, entsprechend
kleiner.
Da der Einfluss allerdings nicht statisch signifikant ist und die Berechnungn von
T ′1 im Hinblick auf die beno¨tigte Rechenzeit deutlich aufwendiger — der Drift
wird an der Stelle z berechnet — als die von T1 ist, sollte vor diesem Hintergrund
T1 vorgezogen werden.
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Abbildung 6.13: Zeitschrittextrapolation gegen
√
∆t fu¨r den Harmonischen Os-
zillator. Knoten bei cl = −3 und cr = 3. # Blocks = 30. Ensemblegro¨ße =
30000. 20 unabha¨ngige Rechnungen. Blau: keine weitere Verbesserung des Zeit-
schrittes; schwarz: Zeitschrittverbesserung durch Beru¨cksichtigung von T1 und
T2; rot: Zeitschrittverbesserung durch Beru¨cksichtigung von T ′1 und T2.
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Abbildung 6.14: Zeitschrittextrapolation gegen ∆t fu¨r den harmonischen Oszil-
lator. Knoten bei cl = −3 und cr = 3. # Blocks = 30. Ensemblegro¨ße = 30000.
20 unabha¨ngige Rechnungen. Blau: keine weitere Verbesserung des Zeitschrit-
tes; schwarz: Zeitschrittverbesserung durch Beru¨cksichtigung von T1 und T2; rot:
Zeitschrittverbesserung durch Beru¨cksichtigung von T ′1 und T2.
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Abbildung 6.15: Zeitschrittextrapolation gegen
√
∆t fu¨r den harmonischen
Oszillator bei zusa¨tzlicher Verwendung eines Akzeptanzschritts. Knoten bei
cl = −3 und cr = 3. # Blocks = 30. Ensemblegro¨ße = 30000. 20 unabha¨ngi-
ge Rechnungen. Blau: keine weitere Verbesserung des Zeitschrittes; schwarz:
Zeitschrittverbesserung durch Beru¨cksichtigung von T1 und T2; rot: Zeitschritt-
verbesserung durch Beru¨cksichtigung von T ′1 und T2.
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Abbildung 6.16: Zeitschrittextrapolation gegen ∆t fu¨r den harmonischen Oszil-
lator bei zusa¨tzlicher Verwendung eines Akzeptanzschritts. Knoten bei cl = −3
und cr = 3, # Blocks = 30, Ensemblegro¨ße = 30000, 20 unabha¨ngige Rechnun-
gen. Blau: keine weitere Verbesserung des Zeitschrittes; schwarz: Zeitschrittver-
besserung durch Beru¨cksichtigung von T1 und T2; rot: Zeitschrittverbesserung
durch Beru¨cksichtigung von T ′1 und T2.
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4. Schritt (Beru¨cksichtigung von T ′1 und T2 sowie eines zusa¨tzlichen Akzep-
tanzschrittes):
In den Abbildungen 6.13 und 6.14 ist das Zeitschrittverhalten dargestellt, wel-
ches sich unter Beru¨cksichtigung eines Akzeptanzschrittes ergibt. Ein Vergleich
mit den Abbildungen 6.15 und 6.16 zeigt deutlich, dass keine signifikante A¨nde-
rung des Zeitschrittverhaltens zu verzeichnen ist. Dies ha¨ngt damit zusammen,
dass fu¨r alle den entsprechenden Abbildungen zu Grunde liegenden Rechnun-
gen die Akzeptanzrate zwischen 99% und 100% liegt. Dies liegt daran, dass die
verwendete Guide-Funktion (vgl. Gleichung 6.79) im Bereich zwischen cl = −3
und cr = 3 keine lokalen Minima oder a¨hnliches hat und ein Schritt von y
nach z dementsprechend selten abgelehnt wird. Deutlich geringere Akzeptanz-
raten wa¨ren demnach erst fu¨r weitaus gro¨ßere Zeitschritte als 0, 001 zu erwarten.
Fazit:
Bezu¨glich einer Verbesserung des Zeitschritts la¨sst sich folgendes resu¨mieren.
Werden Walker mit T1 ≤ ∆t gelo¨scht fu¨hrt dies zu einer deutlichen Verbesserung
des Zeitschrittfehlers. Einfu¨hrung einer Na¨herung fu¨r die T1 (T ′1 ), welche den
Einfluss eins nichtkonstanten Driftes na¨herungsweise erfasst, sowie die Beru¨ck-
sichtigung eines zusa¨tzlichen Akzeptanzschritts (Metropolis-Algorithmus), fu¨h-
ren nicht zu einer weiteren Verbesserung desselben.
Grundsa¨tzlich bleibt die Implementierung eines Akzeptanzschrittes zur Redu-
zierung des Zeitschrittfehlers im Hinblick auf die Berechnung gro¨ßerer Systeme
sinnvoll. Die Topologie der Guide-Funktion ist dann beliebig komplex und nur
durch Verwendung des Metropolis-Algorithmus la¨sst sich ein effektives sampling
erhalten. In welchem Umfang die Implementierung von weiteren Verbesserungen
des Zeitschrittverhaltens, wie sie unter anderem von Umrigar55 vorgeschlagen
worden sind, hier sinnvoll sind, bleibt demnach zu pru¨fen. Der Harmonische
Oszillator stellt hier aber ein sinnvolles Studienobjekt dar, weil der Zeitschritt-
fehler ausschließlich durch das Lo¨schen der Walker bedingt wird.
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In diesem Zusammenhang bleibt natu¨rlich auch die Frage, ob es im Falle von
komplizierteren Guide-Funktionen einen signifikanten Unterschied des Einflus-
ses von T1 und T ′1 gibt.
6.6.5 Correlated sampling mit verbessertem Zeitschritt
In den Abbildungen 6.17 bis 6.19 ist das Zeitschrittverhalten fu¨r System A, B
sowie die Energiedifferenz ∆E = E(B)−E(A) unter Beru¨cksichtigung von T1 und
T2 dargestellt.
Wie gema¨ß den Erla¨uterungen im vorangegangenen Abschnitt zu erwarten war,
ist das Zeitschrittverhalten im correlated sampling durch die Beru¨cksichtigung
von T1 und T2 deutlich verbessert worden. Dies gilt auch fu¨r den Zeitschrittfehler
von ∆E, was ein Vergleich der Diagramme 6.19 und 6.10 zeigt. Der Fehler der
Energiedifferenz, berechnet aus den Einzelrechnungen, ist gema¨ß Gleichung 6.82:
σ(∆E(s)) =
√
(4 · 10−5)2 + (2 · 10−5)2
= 4, 5 · 10−5a.u.
Der Mittlere Fehler des Mittelwertes der Energiedifferenz im Fall von correlated
sampling betra¨gt:
σ(∆E(cs)) = 3 · 10−5a.u.
Dies entspricht einem Faktor 1, 5 im statistischen Fehler, was wiederum einen
Rechenzeitgewinn von (1, 5)2 ≈ 2, 3 bedeutet.
Dieses Ergebnis entspricht dem aus Abschnitt 6.6.3 (correlated sampling ohne
Beru¨cksichtigung der first exit time). Allerdings ist aus den Abbildungen 6.17
bis 6.19 zu entnehmen, dass sich das Zeitschrittverhalten wie erwartet deutlich
verbessert hat. Besonders auffa¨llig ist, dass fu¨r ∆E das
√
∆t-Verhalten ver-
schwunden zu sein scheint.
Um zu u¨berpru¨fen, ob dies lediglich zufa¨llig ist, wurde die selbe Rechnung, wie
diejenige, die den Abbildungen 6.17 bis 6.19 zugrunde liegt, mit anderen seeds
wiederholt. Die korrespondierende Zeitschrittextrapolation von ∆E gegen
√
∆t
und ∆t ist in Abbildung 6.20 dargestellt. Auch hier ist kein
√
∆t-Verhalten
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mehr zu erkennen und eine lineare Extrapolation gegen ∆t liefert das richtige
Ergebnis.
Eine genaue mathematische Begru¨ndung fu¨r diese Beobachtung kann an dieser
Stelle nicht gegeben werden. Der Verlauf der Graphen in den Abbildungen 6.17
und 6.18 legt den Schluss nah, dass der Zeitschrittfehler fu¨r die Systeme A und
B in der gleichen Gro¨ßenordnung liegt. Zudem hat er das gleiche Vorzeichen
(fu¨r ∆t > 0 ist die Energie kleiner als der exakte Wert). Diese Beobachtungen
deuten darauf hin, dass eine entsprechende Fehlerkompensation zum linearen
Zeitschrittverhalten von ∆E fu¨hrt. Ob und wie weit dies auch auf gro¨ßere Sys-
teme wie z.B. Moleku¨le zutrifft, bleibt Gegenstand ku¨nftiger Untersuchungen.
Neben dem Zeitschrittverhalten ist auch die Gro¨ße des Zeitschrittfehler von ent-
scheidender Bedeutung. Um diese zu untersuchen sind Daten aus den Abbildun-
gen 6.19 und 6.20 in Abbildung 6.21 fu¨r die Zeitschritte von 0, 0001 bis 0, 0005
in einem Diagramm aufgetragen worden. Eine Zeitschrittextrapolation liefert
in beiden Fa¨llen im Rahmen der Statistik das richtige Ergebnis. Grundsa¨tzlich
scheint der Zeitschrittfehler in Bereich von 0, 0001 bis 0, 0003 fast vernachla¨ssig-
bar zu sein. Dies ist im Hinblick auf Rechnungen an großen Systemen von ent-
scheidender Bedeutung, da der Rechenzeitaufwand fu¨r eine Zeitschrittextrapo-
lation entsprechend groß ist.
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Abbildung 6.17: Zeitschrittextrapolation fu¨r den harmonischen Oszillator (Sys-
tem A). Knoten bei cl = −3 und cr = 3. Blocks pro Rechnung = 30. Anfa¨ngliche
Ensemblegro¨ße = 100000. 20 unabha¨ngige Rechnungen. Eexakt = 0, 13889 (ein-
gezeichnet als schwarzer Punkt).
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Abbildung 6.18: Zeitschrittextrapolation fu¨r den harmonischen Oszillator (Sys-
tem B). Knoten bei cL = −3, 16 und cR = 3, 16. Blocks pro Rechnung = 30.
Anfa¨ngliche Ensemblegro¨ße = 100000. 20 unabha¨ngige Rechnungen. Eexakt =
0, 12500 (eingezeichnet als schwarzer Punkt).
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Abbildung 6.19: Zeitschrittextrapolation fu¨r den harmonischen Oszillator (∆E).
Blocks pro Rechnung = 30. Anfa¨ngliche Ensemblegro¨ße = 100000. 20 unabha¨ngi-
ge Rechnungen. Eexakt = −0, 013889 (eingezeichnet als schwarzer Punkt).
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Abbildung 6.20: Zeitschrittextrapolation fu¨r den harmonischen Oszillator (∆E). Blocks pro Rechnung = 30. Anfa¨ngliche
Ensemblegro¨ße = 100000. 20 unabha¨ngige Rechnungen. System A: Knoten bei cl = −3 und cr = 3. System B: Knoten
bei cl = −3, 16 und cr = 3, 16. Rechnungen mit anderen seeds. Eexakt = −0, 013889 (eingezeichnet als schwarzer
Punkt).
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Abbildung 6.21: Zeitschrittverhalten von ∆E fu¨r zwei statistisch unabha¨ngige
Rechnungen fu¨r die Zeitschritte 0, 0001 bis 0, 0005 (es liegen die selben Daten
zu Grunde, wie fu¨r die Abbildungen 6.19 und 6.20). Blocks pro Rechnung =
30. Anfa¨ngliche Ensemblegro¨ße = 100000. 20 unabha¨ngige Rechnungen. System
A: Knoten bei cl = −3 und cr = 3. System B: Knoten bei cl = −3, 16 und
cr = 3, 16. Rechnungen mit anderen seeds. Eexakt = −0, 013889 (eingezeichnet
als schwarzer Punkt).
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6.7 Fazit und Ausblick
In diesem Kapitel ist die erste erfolgreiche Implementierung des correlated samp-
ling-Verfahrens in der fixed node-Na¨herung vorgestellt worden. Pra¨sentiert wur-
de zuna¨chst der mathematische Ansatz welcher auf dem Feynman-Kac-Forma-
lismus beruht sowie dessen U¨bersetzung in einen funktionierenden Algorithmus.
Die grundsa¨tzliche Anwendbarkeit wurde anhand von Rechnungen am harmo-
nischen Oszillator gezeigt (proof of principle).
Gema¨ß der fixed node-Na¨herung werden Walker, welche den Knoten von System
A und/oder B u¨berschritten haben fu¨r das entsprechende System gelo¨scht. Dar-
aus resultiert ein Zeitschrittfehler, welcher mit O(√∆t) skaliert. Eine Mo¨glich-
keit das Zeitschrittverhalten deutlich zu verbessern basiert auf der Berechnung
der first exit time (T1 und T2). Insbesondere T1 hat dabei einen entscheidenden
Einfluss.
Je kleiner T1, desto gro¨ßer ist dabei die Wahrscheinlichkeit, dass der Walker
gelo¨scht wird, obwohl er sich noch innerhalb der jeweiligen Knoten befindet.
Dies fu¨hrt zu einer Verbesserung des Zeitschrittverhaltens, wenn auch die Ska-
lierung mit O(√∆t) nicht vollsta¨ndig verschwindet; d.h der Vorfaktor von √∆t
wird entsprechend klein.
Die verwendete Formel zu Berechnung von T1 gilt allerdings nur fu¨r konstanten
Drift. Um diese auch fu¨r eine vom Ort abha¨ngige Driftfunktion zu berechnen
gibt es keine geschlossene Lo¨sung. In dieser Arbeit wurde daher eine Formel vor-
gestellt, welche den Einfluss einer nichtkonstanten Driftfunktion na¨herungsweise
erfasst (T ′1 ). Eine weitere signifikante Verbesserung des Zeitschrittes konnte so
allerdings nicht erreicht werden.
Ebenso fu¨hrte die Beru¨cksichtigung eines zusa¨tzlichen Akzeptanzschrittes (Me-
tropolis-Algorithmus) nicht zu einer Verbesserung des Zeitschrittfehlers. Dies
ha¨ngt damit zusammen, dass fu¨r das hier betrachtete System, den harmoni-
schen Oszillator, die Akzeptanzrate fu¨r den zu Grunde liegenden Zeitschrittbe-
reich (0, 0001 bis 0, 001) nahe bei 100% liegt.
146
6.7 Fazit und Ausblick
Berechnet man ∆E mit Hilfe des hier vorgestellten correlated sampling-Ansatzes
unter Beru¨cksichtigung von T1 und T2, so ist der Zeitschrittfehler zum einen li-
near in ∆t. Zum anderen ist dieser fu¨r die Zeitschritte im Bereich von 0, 0001
bis 0, 0003 vernachla¨ssigbar klein, was im Hinblick auf Rechnungen an großen
Systemen von entscheidender Bedeutung ist, da eine Zeitschrittextrapolation in
den meisten Fa¨llen zu aufwendig wa¨re.
Der na¨chste entscheidende Schritt ist die U¨bertragung des hier vorgestellten
Formalismus auf Moleku¨le. Dazu muss der Programmcode von Amolqc entspre-
chend erweitert werden. Ein wesentlicher Punkt, na¨mlich die Implementierung
einer Guide-Funktion, welche an der Ra¨ndern der Trial-Funktionen von System
A und B nicht verschwindet, wird im folgenden Kapitel diskutiert werden.
Die Guide-Funktion und die daraus resultierende Drift-Funktion sind dabei im
Allgemeinen viel komplizierter als die fu¨r den harmonischen Oszillator. Es ist
daher zu erwarten, dass ein zusa¨tzlicher Akzeptanzschritt notwendig ist, da-
mit kein zusa¨tzlicher systematischer Fehler durch schlechtes sampling von ΨG
entsteht. Weiterhin muss u¨berpru¨ft werden, ob T ′1 fu¨r große Systeme mit ei-
ner entsprechend komplizierteren Guide-Funktion nicht ein deutlich gu¨nstigeres
Zeitschrittverhalten als T1 liefert. Im Hinblick auf die Beobachtungen bezu¨glich
eines Akzeptanzschrittes ko¨nnte man erwarten, dass bei großen Systemen fu¨r
T ′1 ein a¨hnliches Zeitschrittverhalten wie fu¨r T1 beim harmonischen Oszillator
zu erwarten ist.
Eine Mo¨glichkeit zur weiteren Reduzierung des statistischen Fehlers besteht in
der Einfu¨hrung eines branching-Schrittes, a¨hnlich wie er in Abschnitt 4.4.7 kurz
vorgestellt worden ist. Dabei sollen Walker mit hohen Gewichten w(A) und w(B)
entsprechend vermehrt werden, wa¨hrend solche deren Werte fu¨r w(A) und w(B)
jeweils unterhalb eines bestimmten thresholds liegen gelo¨scht werden. Dadurch
la¨sst sich die Schwankung der jeweiligen Gewichte reduzieren und so der statis-
tische Fehler reduzieren.
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7 Implementierung einer positiven
Guide-Funktion
Im vorrangegangenen Kapitel ist ein mathematischer Ansatz fu¨r correlated sam-
pling innerhalb der fixed node-Na¨herung vorgestellt worden. Anhand von Bei-
spielsystemen wie dem Teilchen im eindimensionalen Kasten und dem harmo-
nischen Oszillator konnte gezeigt werden, dass der vorgestellte Ansatz funktio-
niert. Entscheidend dabei war die Verwendung einer Guide-Funktion, welche an
den Knoten der Trial-Funktion nicht verschwindet.
Der erste Schritt, um das correlated sampling-Verfahren in das Programmpaket
Amolqc zu integrieren und es so auch fu¨r große Systeme anwenden zu ko¨nnen,
ist demnach die Implementierung einer solchen Guide-Funktion.
7.1 Konstruktion der Guide-Funktion
Ein Vorschlag, wie die entsprechende Guide-Funktion konstruiert werden kann,
stammt von Alder and Ceperley:107
ΨG(x) = |ΨT (x)| ·
√
1 + θ
∏
i ρ(ri)
det [ϕk(r)]
2 (7.1)
Die ϕk(r) sind Moleku¨lorbitale, ρ(r) =
∑
k |ϕk(r)|2 ist ein Scha¨tzer fu¨r die Elek-
tronendichte, θ ein Parameter und det [ϕk(r)] der Determinantenanteil von ΨT ,
wobei letzterer gema¨ß den Ausfu¨hrungen in Abschnitt 4.5.1 konstruiert wird.
Der Parmeter θ bestimmt letztlich, wie stark sich ΨG und ΨT voneinander un-
terscheiden.
Ist ein Elektron weit vom Kern entfernt, befindet sich also in einer Region von
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untergeordneter Bedeutung, so nehmen sowohl die Elektronendichte, als auch
der Determinantenteil Werte nahe Null an. Dementsprechend weicht ΨG nur un-
wesentlich von ΨT ab. Dasselbe gilt fu¨r alle anderen Elektronenkonfigurationen,
die sich nicht in unmittelbarer Nachbarschaft des Knotens befinden, da sowohl
Za¨hler als auch Nenner ein Maß fu¨r die Aufenthaltswahrscheinlichkeit darstel-
len. Am Knoten selbst verschwindet jedoch det [ϕk(r)]
2, da es dem Pauliprinzip
genu¨gt; gleiches gilt fu¨r |ΨT | aber nicht fu¨r
∏
i ρ(ri). Dementsprechend hat ΨG
an den Knoten von ΨT einen endlichen Wert.
7.2 Implementierung
Im correlated sampling-Verfahren wird die lokale Energie auf Basis der Guide-
Funktion berechnet. Gleiches gilt fu¨r den Drift. Aus diesem Grund mu¨ssen in
den Programmcode von Amolqc sowohl die erste als auch die zweite Ableitung
von ΨG implementiert werden.
Beide Ableitungen ko¨nnen durch zweimalige Differentiation von Gleichung 7.1
analytisch erhalten werden. Die so gewonnenen Ausdru¨cke werden anschließend
implementiert. Um zu u¨berpru¨fen, ob bei der Implementierung keine Fehler ge-
macht worden sind, wurden die analytischen mit den korrespondierenden num-
merischen Ableitungen verglichen.
Ebenso muss u¨berpru¨ft werden, ob die von Ceperley vorgeschlagene Funktion
den fu¨r das correlated sampling-Verfahren beno¨tigten Anforderungen entspricht.
Da Knotenu¨bertritte im Limit unendlich kleiner Zeitschritte nicht verschwinden
du¨rfen, muss ΨG an den Knoten von ΨT von Null verschieden sein. Weiterhin
darf der Drift, also ∇ΨG/ΨG, an den Knoten von ΨT nicht unendlich groß wer-
den.
7.2.1 Verhalten an den Knoten
Eine gute Vorstellung des Verhaltens von ΨG an den Knoten von ΨT erha¨lt
man durch eine geignete graphische Darstellung. Als Testsystem wurde hier das
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Berylliumatom verwendet. Letzteres hat zwei α- und zwei β-Elektronen. Eine
Wellenfunktion, welche aus einer Determinante besteht, ist jeweils dann Null,
wenn die α- bzw. β-Elektronen koinzidieren (3n − 3 dimensionle Hyperfa¨che)
bzw. wenn gilt |~r1| = |~r2| fu¨r die α- oder |~r3| = |~r4| fu¨r die β-Elektronen (3n− 1
dimensionle Hyperfa¨che). Fu¨r beide Fa¨lle soll der Verlauf der Wellenfunktion
ΨG in umittelbarer Na¨he der Knoten von ΨT visualisiert werden. Dazu kann
aus einem entsprechenden Ensemble, welches nach ΨTΦFN verteilt ist (Ausgabe
einer DMC-Rechnung), ein beliebiger Random Walker ausgewa¨hlt werden.
1. Das Verhalten von ΨG an der 3n− 3 dimensionalen Hyperfla¨che kann wie
folgt untersucht werden. Die Differenz der Positionen von Elektron 1 (~r1)
und Elektron 2 (~r2), bezeichnet mit ~r12, wird berechnet. Der Betrag des
Vektors ~r12 wird in m gleich lange Teile geteilt (∆s). Von dem Vektor ~r1
wird in jedem Schritt 0.5d0 · ∆s · ~r 012 abgezogen, wobei ~r 012 der Einheits-
vektor von ~r12 ist. Zu ~r2 wird jeweils 0.5d0 · ∆s · ~r 012 hinzuaddiert. Man
bewegt so den Walker auf den Knoten zu. Nach m Schritten gilt dann
~r1 = ~r2.
∆s = |~r12|/m
for i = 1 to 2m do
~r1 = ~r1 − 0.5d0 ·∆s · ~r 012
~r2 = ~r2 + 0.5d0 ·∆s · ~r 012
|~r12| = |~r12| −∆s
call eloc2(~r1, ~r1, ...)
print |~r12| , ΨG
print |~r12| , drift1
print |~r12| , drift2
end for
Nach jedem Schritt wird ΨG, sowie der Betrag des Driftvektors von Elek-
tron 1 und 2 berechnet (Aufruf von eloc2). ΨG wird gegen den Betrag des
Abstandes von Elektron 1 und 2 aufgetragen. Gleiches gilt fu¨r den Betrag
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des Driftes fu¨r die entsprechenden Elektronen, hier als drift1 und drift2
bezeichnet.
2. Das Verhalten von ΨG an der 3n−1 dimensionalen Hyperfla¨che wird unter-
sucht, indem die La¨ngen der Vektoren sukzessive um 0.5d0 ·∆s vera¨ndert
werden. Nach m Schritten ist |~r1| = |~r2|.
∆s = |~r2| − |~r1|/m
for i = 1 to 2m do
∆r = |~r2| − |~r1|
~r1 = ~r1 + 0.5d0 ·∆s · ~r 01
~r2 = ~r2 − 0.5d0 ·∆s · ~r 02
call eloc2(~r1, ~r1, ...)
print ∆r , ΨG
print ∆r , drift1
print ∆r , drift2
end for
ΨG sowie die Betra¨ge der Driftvektoren fu¨r Elektron 1 und 2 (drift1 und
drift2) werden gegen die Differenz der Betra¨ge der Elektronenpositionen
von 1 und 2 aufgetragen.
Visualisierung von ΨG sowie ∇ΨG/ΨG an der Kontenhyperfla¨che von ΨT
Das Verhalten von ΨG sowie ∇ΨG/ΨG soll an der 3n−3 und der 3n−1 dimen-
sionalen Hyperfla¨che untersucht werden. Die Abbildungen 7.1 bis 7.4 beziehen
sich auf erstere, 7.5 bis 7.8 auf letztere.
Es ist bekannt, dass beide Hyperfla¨chen eine unendliche Ausdehnung besitzten.
Die nachfolgenden U¨berlegungen stellen somit keine allgemeingu¨ltigen Aussagen
u¨ber jeden beliebigen Punkt auf der Hyperfla¨che da. Allerdings ist das korrekte
Verhalten von ΨG und ∇ΨG/ΨG an einem zufa¨llig ausgewa¨hlten Punkt auf der
Knotenhyperfla¨che sicherlich eine notwendige Bedingung fu¨r die entsprechen-
de allgemeingu¨ltige Aussage. Die folgenden graphischen Darstellungen wurden
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fu¨r unterschiedliche Random Walker eines nach ΦFNΨG verteilten Ensembles
erstellt. Da sie sich aber in ihrer Gestalt kaum voneindander unterschieden ha-
ben, soll die Diskussion auf Daten, welche auf Grundlage ein und des selben
Randomwalkers erstellt wurden, beschra¨nkt bleiben.
In den folgenden Diagrammen sind ΨG und ∇ΨG/ΨG fu¨r verschiedene Werte
von θ gegen den Abstand |~r12| bzw. ∆r aufgetragen worden (vgl. Pseudocode).
Detaillierte Informationen sind den jeweiligen Beschriftungen der Abbildungen
zu entnehmen.
Aus den Abbildungen wird, deutlich, dass ΨG der Forderung genu¨gt, an den
Knoten der Trial-Funktion nicht zu verschwinden. Es fa¨llt weiterhin auf, dass
sich die Form von ΨG im Bereich von θ = 0, 1 bis θ = 1000 nicht a¨ndert; dies
ist sowohl in unmittelbarer Na¨he der 3n− 3 als auch der 3n− 1 dimensionalen
Hyperfla¨che der Fall. Gleiches gilt auch fu¨r den Betrag des Driftes, wie ein Ver-
gleich der Abbildungen 7.3 und 7.4 sowie 7.7 und 7.8 zeigt.
Wichtig zu zeigen war weiterhin, dass∇ΨG/ΨG am Knoten von ΨT nicht unend-
lich groß wird. Somit verschwinden Knotenu¨bertritte fu¨r uendlich kleine Zeit-
schritte nicht. Wie bereits im vorangegangenen Kapitel erla¨utert wurde, ist dies
eine wichtige Bedingung fu¨r die Konstruktion einer Guide-Funktion, welche im
correlated sampling-Verfahren verwendet werden soll.
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Abbildung 7.1: Funktionswert von ΨG fu¨r θ-Werte (vgl. Legende) zwischen 0
und 0, 1; dargestellt ist das Verhalten an der 3n− 3 dimensionalen Hyperfla¨che.
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Abbildung 7.2: Funktionswert von ΨG fu¨r θ-Werte (vgl. Legende) zwischen 10
und 1000; dargestellt ist das Verhalten an der 3n−3 dimensionalen Hyperfla¨che.
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Abbildung 7.3: Betrag des Driftes von ΨG fu¨r Elektron 1 und 2 (vgl. Legende);
θ = 0, 1; dargestellt ist das Verhalten an der 3n− 3 dimensionalen Hyperfla¨che.
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Abbildung 7.4: Betrag des Driftes von ΨG fu¨r Elektron 1 und 2 (vgl. Legende);
θ = 1000; dargestellt ist das Verhalten an der 3n−3 dimensionalen Hyperfla¨che.
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Abbildung 7.5: Funktionswert von ΨG fu¨r θ-Werte von 0 und 0, 1; dargestellt ist
das Verhalten an der 3n− 1 dimensionalen Hyperfla¨che.
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Abbildung 7.6: Funktionswert von ΨG fu¨r θ-Werte zwischen 1 und 1000; darge-
stellt ist das Verhalten an der 3n− 1 dimensionalen Hyperfla¨che.
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Abbildung 7.7: Betrag des Driftes von ΨG fu¨r Elektron 1 und 2; θ = 0, 1; dar-
gestellt ist das Verhalten an der 3n− 1 dimensionalen Hyperfla¨che.
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Abbildung 7.8: Betrag des Driftes von ΨG fu¨r Elektron 1 und 2; θ = 1000;
dargestellt ist das Verhalten an der 3n− 1 dimensionalen Hyperfla¨che.
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7.3 Fazit
Durch eine ensprechende Visualisierung von ΨG sowie des Driftes in unmittel-
barer Nachbarschaft der Knoten von ΨT konnte gezeigt werden, dass der vorge-
schlagene Ansatz (siehe Gleichung 7.1) den Anforderungen genu¨gt. D.h. ΨG ist
an den Knoten von Null verschieden und der Drift geht nicht gegen unendlich.
Die hier beschriebene Implementierung von ΨG ist ein entscheidender Schritt,
um correlated sampling in den Programmcode von Amolqc zu implementieren.
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Titel dieser Arbeit ist
”
Anwendung und Weiterentwicklung der Diffusions-Quan-
ten-Monte-Carlo-Methode“. Angewendet worden ist das DMC-Verfahren auf
die Isomerisierungsreaktion von [1.1.0]-Bicyclobutan zu trans-1,3-Butadien. Aus
Sicht der Quantenchemie stellt dieses Reaktionssystem eine große Herausforde-
rung dar, weil Energiedifferenzen zwischen Moleku¨len, die einen unterschiedlich
starken Multireferenzcharakter besitzen, berechnet werden mu¨ssen. Selbst so
hochgenaue Verfahren wie CCSD(T) (golden standard of quantum chemistry)
liefern hier keine genaue Beschreibung, welche mit den experimentellen Ergeb-
nissen in Einklang stehen. In der DMC-Methode ha¨ngt die korrekte Beschrei-
bung der nichtdynamischen Korrelation entscheidend von der verwendeten Trial-
Funktion ab, welche auf Grundlage einer CASSCF-Rechnung konstruiert wird.
Daher ist es von entscheidender Bedeutung, all jene CSFs bei der Konstruktion
der Trial-Funktion zu beru¨cksichtigen, welche einen entscheidenden Beitrag zur
Erfassung der nichtdynamischen Korrelation liefern. Da das DMC-Verfahren
variationell ist, fu¨hrt die jeweilige Inkorporation einer solchen CSF zu einem
Absinken der DMC-Energie verglichen mit der fu¨r eine Trial-Funktion, welche
nur die CSF des Grundzustands entha¨lt. Fu¨r die Moleku¨le des vorliegenden Re-
aktionssystems waren dazu maximal drei CSFs erforderlich. Dementsprechend
ist eine direkte Optimierung der DMC-Energie in Abha¨ngigkeit von den CSF-
Koeffizienten mo¨glich. Durch die so konstruierten Trial-Funktionen werden die
dynamische und nichtdynamische Korrelation in allen beteiligten Verbindungen
zu etwa gleichen Anteilen erfasst, was wiederum zu einer guten Fehlerkompen-
sation fu¨hrt. Die so erhaltenen Reaktions- und Aktivierungsenergien stimmen
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hervorragend mit denen aus hochgenauen completely renormalized Coupled-
Cluster-Verfahren u¨berein.
Der hier vorgestellte Ansatz zeigt, dass nur eine sehr kleine Linearkombination
von CSFs erforderlich ist um akkurate Energien zu erhalten und ist somit auch
auf gro¨ßere Systeme anwendbar.
Entscheidend fu¨r die Quantenchemie ist nicht die Berechnung von absoluten
Energien, sondern die von Energiedifferenzen. Eine effiziente Mo¨glichkeit, Ener-
giedifferenzen im Rahmen einer Monte Carlo-Simulation zu berechnen, bietet
das correlated sampling-Verfahren. Dabei werden zwei Verbindungen auf Grund-
lage eines Random Walk-Prozesses beschrieben und so die zum Erreichen einer
bestimmten statistischen Genauigkeit beno¨tigte Rechenzeit deutlich reduziert.
Bis dato war jedoch keine Umsetzung des correlated sampling-Formalismus fu¨r
die DMC-Methode bekannt. In dieser Arbeit wurde eine mathematische For-
mulierung von correlated sampling innerhalb der fixed node-Na¨herung auf Ba-
sis der Lo¨sungen von stochastischen Differentialgleichungen hergeleitet. Ebenso
ist ein entsprechender Algorithmus vorgestellt worden, dessen grundsa¨tzliches
Funktionieren mit Hilfe von einfachen Beispielsystemen wie dem Teilchen im
eindimensionalen Kasten sowie dem harmonischen Oszillator getestet wurde.
Dieses Verfahren eignet sich besonders, um kleine Energiedifferenzen mit großer
statistischer Genauigkeit zu berechnen. Eine mo¨gliche Anwendung wa¨re z.B. die
Berechnung der schwachen Wechselwirkung zwischen DNA-Basenpaaren. Dazu
muss der an kleinen Modellsystemen getestete Algorithmus in das Programm
Amolqc integriert werden. Ein erster entscheidender Schritt ist dabei die Imple-
mentierung eines positiven Guide-Funktion, was bereits erfolgreich im Rahmen
dieser Arbeit abgeschlossen werden konnte. Weiterhin muss das Random Wal-
ker -Modul von Amolqc so erweitert werden, dass es unter anderem das Gewicht
eines Walkers fu¨r zwei verschiedene Systeme entha¨lt. Ebenso mu¨ssen fu¨r eine
correlated sampling-Rechnung die Parameter von drei verschiedenen Funktio-
nen, na¨mlich Ψ
(A)
T , Ψ
(B)
T und ΨG zur Verfu¨gung stehen.
Abschließend la¨sst sich konstatieren, dass der entscheidende Schritt bezu¨glich
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einer Realisierung von correlated sampling innerhalb der fixed node-Na¨herung
in dieser Arbeit durch die formale Herleitung sowie durch eine entsprechende
numerische Verifikation anhand zweier kleiner Testsysteme geleistet worden ist.
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