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A B S T R A C T
It is known that the origin of the deviations from standard thermodynamics proceed
from the strong coupling to the bath. Here, it is shown that these deviations are
related to the power spectrum of the bath. Specifically, it is shown that the system
thermal-equilibrium-state cannot be characterized by the canonical Boltzmann’s
distribution in quantum mechanics. This is because the uncertainty principle
imposed a lower bound of the dispersion of the total energy of the system that is
dominated by the spectral density of the bath. However, in the classical case, for a
wide class of systems that interact via central forces with pairwise-self-interacting
environment, the system thermal equilibrium state is exactly characterized by the
canonical Boltzmann distribution. As a consequence of this analysis and taking
into account all energy scales in the system and reservoir interaction, an effective
coupling to the environment is introduced. Sample computations in different regimes
predicted by this effective coupling are shown. Specifically, in the strong coupling
effective regime, the system exhibits deviations from standard thermodynamics
and in the weak coupling effective regime, quantum features such as stationary
entanglement are possible at high temperatures.
Moreover, it is known that the spectrum of thermal baths depends on the non-
Markovian character. Hence, non-Markovian interactions have a important role
in the thermal equilibrium state of physical systems. For example, in quantum
optomechanics is looked up to cool the mechanical system through an auxiliary
system which generally is a cavity. This cooling process takes into account the non-
Markovian interaction and as it is shown here, it is more effective than if we use only
the Markovian approximation in the equation of motion for the different modes.
Finally, we are also interested in the dynamics of the cooling process and how to
maintain the minimum phonon number once is achieved. This is acomplished by
varying the strength of the coupling between the two resonators along the time and
it is found via an optimization process.
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I N T R O D U C T I O N
The history of thermodynamics has been inexorably related to the development
of machines, and undoubtedly was the fulcrum of the 18th century industrial
revolution. Currently, we are at the dawn of a new revolution: the nanotechnological
revolution. This time, the aim of constructing and designing machines at nanometer-
length scales, such as atomic motors [1], quantum photocells [2], gyrators [3, 4] or
quantum heat engines (heat pumps or refrigerators) [5, 6], has brought the need of
developing a quantum version of thermodynamics [7, 8]. One of the foundational
conundra in this emerging field is, to what extent nanomachines can display
quantum features and how this quantum behaviour could be used to improve their
efficiency.
At low temperature, phenomenology of quantum systems differs non-trivially
from high temperatures [9], phenomena such as superconductivity [10], superfluidity
[11] or Bose-Einstein condensation [12, 13] are clear examples. This is because at
low temperatures, quantum fluctuations can dominate over thermal fluctuations.
Therefore, the low temperature regime is ideal for exploring the quantum behavior
of physical systems. However, defining the precise meaning of “low temperature”
is not a trivial task and depends on the characteristics of each system. At the same
temperature T , different systems may be at temperature regimes completely different,
e. g., ambient temperature may be considered as low temperature in the context
of electronic transitions [14], but high temperature in the context of mechanical
nanoresonators [1–3, 5]. A similar analysis can also be formulated for the case of
driven systems out of thermodynamic equilibrium [15, 16]. A specific topic dedicated
to this revolution is the cooling of nanomechanical structures, which have had several
results in both theoretical [17–19] and experimental aspects [20–22].
According to what is mentioned above, one of the concerns at this moment, both
in the cooling of nanomechanical structures as in quantum mechanical systems, is to
get theoretical results the closest to physical reality as possible. An example of these
results were initially derived in statistical mechanics, where it is known that the
thermal equilibrium state of a system weakly coupled to an environment is typically
well characterized by the canonical Boltzmann distribution or Gibbs state [23]. In
quantum systems, this result is derived under the assumption that there is a weak
coupling between the system and the environment [24, 25], or that the total system
consisting of the system plus the environment can be seen as a macroscopic system,
as it is assumed by statistical mechanics [26]. Therefore, bearing in mind that at
low temperatures there are deviations from the Gibbs state [27, 28], in this work
the effects of non-Markovian interactions are incorporated through of an effective
coupling in the thermodynamic equilibrium regime, where systems are capable of
reflecting their quantum characteristics or features.
1
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This is possible due to the evidence in different investigations of thermodynamic
equilibrium [14, 15], where the effects of non-Markovian interactions have an impact
on the effective temperature. Hence, because our particular interests in this work,
we focus on the modifications of the thermodynamic properties of the system at
equilibrium due to non-Markovian interactions. Also, once we known how the
non-Markovian character acts on the thermodynamic properties of the system at
equilibrium, we explain the origin of these deviations from the canonical state or
Gibbs state and relate it to the Heisenberg’s uncertainty principle.
Taking into account the deviations in the canonical state, we have that these
deviations induce corrections to the partition function, i. e., changes in the
thermodynamic properties of the system. Thus, by changing some thermodynamic
quantities of the system, unusual phenomena are generated at equilibrium such
as squeezing and entanglement [15, 28, 29]. The latter is studied in an effective
coupling regime described by low effective temperatures and the Markovian and
non-Markovian interactions (see Chapter 3).
Likewise, the cooling limit, e. g., in nanoresonators, is affected by the change of
the thermodynamic quantities of the system, in particular, by the non-Markovian
character of the environment. Bearing in mind that the cooling limit is evaluated
through the cooling factor, or the average phonon occupancy in the resonator, and
that the more recent theories on cooling [19, 21, 30–32] are performed under the
assumption that the system behaves in the Markovian regime, this limit is re-
evaluated from the point of view of a model that includes the non-Markovian
character. This is done motivated by the recent experimental evidence of the non-
Markovian dynamics in mechanical resonators [33, 34].
Since in open quantum systems thermodynamic equilibrium is a consequence of
the coupling to the environment, in this work, we study how quantum fluctuations
are able to modify the thermodynamic properties of a system S. In general, we show
following results:
1. Study and quantify, in detail, how quantum fluctuations induce deviations
from the canonical state [24, 26].
2. The role of the effective coupling in the entanglement of mechanical
nanoresonators at equilibrium and in the role of the coupling in the production
of squeezing at equilibrium [15, 28].
3. The role of the effective coupling in the theoretical limits of cooling in
mechanical resonators [19, 30, 32].
4. The optimal coupling between two resonators in the cooling process via
optimal control theory in a non-Markovian evolution [35].
The study, analysis and characterization of the above three situations allow for
the discussions of the thermodynamic consequences of quantum fluctuations, not
only from an academic point of view but also from a technological point of view.
This combination of interests strengthenes the motivation of the development of this
work and contextualizes the relevance of their potential outcomes.
PA RT I
Q U A N T U M T H E R M O D Y N A M I C S A N D
T H E R M A L E Q U I L I B R I U M

To those who do not know mathematics it is difficult to get across a real feeling
as to the beauty, the deepest beauty, of nature... If you want to learn about nature,
to appreciate nature, it is necessary to understand the language that she speaks in.
— Richard P. Feynman
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C O N C E P T S
A few centuries ago, statistical mechanics developed by James Clerk Maxwell,
Ludwig Boltzmann, and Josiah Willard Gibbs was incorporated in thermodynamics
which carried to the development of machines in the age of Industrial Revolution.
These physicists believed in the existence of atoms and developed the mathematical
methods for describing their statistical and thermodynamical properties. However,
contrary to the large scales used in the Industrial Revolution and the results gotten by
Maxwell, Boltzmann and Gibbs, our age is in a new revolution, the nanotechnological
revolution. This has been influenced by technologies designed and constructed
in micrometre- or nanometre-length scales [1–6], which have brought the need of
developing a quantum version of thermodynamics [7, 8], which is still incomplete.
In this work, we attempt to explain questions along this line of work based
on the intimate link between quantum thermodynamics and the theory of open
quantum systems. In this chapter, we first make a brief summary of what is quantum
thermodynamics and which are their limitations and the link with the open quantum
systems, one of the main topics in this work.
1.1 what is quantum thermodynamics?
To begin with, both thermodynamics and quantum mechanics are two different areas
in physics and they are applied to very different kinds of systems. The works of
Maxwell, Boltzmann and Gibbs gave rise to thermodynamics and the description of
macroscopic systems where the number of particles is around Avogadro’s number
(6.022× 1023). In contrast, quantum mechanics describes the behavior of atoms and
molecules, i.e., microscopic particles. Therefore, the regimes where these two theories
can be applied are very different. However, these regimes are not impediments to
find connections between them. Some of these connections have arisen during the
last few years, e. g., the definition of the laws of quantum thermodynamics [36–38]
and the fundamental limitations of quantum thermodynamics [39, 40].
One of the ways to relate both theories can be set as follows: What happens if
a microscopic system (quantum system) is put to interact with a thermodynamic
system (thermal bath)? The link between them is an area of physics known as Open
Quantum Systems (OQS) [9, 41]. Then, we can say that quantum thermodynamics is
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the study of thermodynamic processes within the context of quantum dynamics.
Further, currently there is a major ongoing effort to develop a consistent and well
defined extension of quantum thermodynamics [7, 8, 42]. However, the majority of
these theories are primarily based on Boltzmann’s original ideas and are therefore
plagued by issues concerning irreversibility, the origin of the Zero Law, the origin
of the Second Law, the relation between physics and information, the meaning of
ergodicity, etc [36, 40, 43].
One of these issues, the origin of the Zero Law, which within the framework of
classical thermodynamics is typically stated follows: If a systemA and a system C are
each in thermal equilibrium with a system B, A is also in equilibrium with C. Besides,
the thermal equilibrium state of a classical and quantum system weakly coupled
to a thermal bath is well characterized by the canonical Boltzmann distribution
[24, 26]. However, when the system is strongly coupled to a thermal bath, the thermal
equilibrium state deviates from the canonical Boltzmann distribution in the classical
case [44] as in the quantum case [27, 28, 42, 45]. Later, in chapter 2, we will show that
the origin of the deviations in the quantum regime from the canonical Boltzmann
distribution are not simply produced by the strong coupling but are intimately liked
with the uncertainty principle. Further, we will explain the consequences of these
deviations.
Another matter to consider is that ultracold matter and quantum information
processing are closely related to quantum thermodynamics. Cooling mechanical
systems unravels their quantum character. As the temperature of the system
decreases, degrees of freedom freeze out, leaving a simplified dilute effective
Hilbert space [38]. Ultracold quantum systems contributed significantly to our
understanding of the basic quantum concepts. In addition, such systems form
the basis for emerging quantum technologies [1–3, 5, 6]. To reach sufficiently
low temperatures we must focus on the cooling process itself, i. e., quantum
refrigeration [37, 39], sideband cooling [32, 46, 47] or another implementations
such as ultraefficient cooling of resonators [18]. Later, in chapter 5 we will show a
methodology more efficient than previous ones, e. g., sideband cooling [32, 46, 48, 49].
In the following we make a brief summary of the principal concepts needed along
this work.
1.1.1 open quantum systems
In nature, all systems, either classical or quantum, are continuously exposed to
their environments. For example, electrons or atoms interact with the different
electromagnetic fields that exist in our everyday life. More specifically, if we go to a
particular branch of physics, we find that impurities in a lattice interact with nuclear
spins of the atoms in the lattice. Hence, the term Open Quantum Systems refers to
the description of a quantum system in presence of its environment, where both are
interacting. In some cases, the quantum system can be viewed as a distinguishable
part of a larger closed quantum system, while the other part of the closed system
is the environment. However, there must be some motivation to study them. The
importance lies on the interaction between quantum systems and their environment,
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which in most cases, leads to the quick disappearance of quantum properties, such
as entanglement and quantum coherence.
In order to formally address our study of open quantum systems, we assume that
the total Hamiltonian can be explicitly written as
Hˆ = HˆS + HˆB + HˆSB, (1.1)
where HˆS, HˆB and HˆSB are the Hamiltonian of the system, the Hamiltonian of the
bath and the Hamiltonian of system-bath interaction, respectively. Nevertheless, we
need to find the expectation value of the observable quantities to make a description
of the quantum thermodynamics. The expectation value of these observables (〈Oˆ〉)
is obtained as〈
Oˆ
〉
= Tr{ρˆSOˆ}, (1.2)
ρˆS being the thermal equilibrium state of the system S. This thermal equilibrium state
of the system generally is characterized by the canonical Boltzmann distribution or
Gibbs state [24, 26]. This, despite the fact that it is well known that when we are in
the strong coupling regime, the thermal equilibrium state of the system is different
from the Gibbs state [8, 45, 50]. In this work, we will show what are the most general
conditions needed to reach a thermal equilibrium state different from Gibbs state.
1.1.2 quantum correlations
Correlations can be established on both quantum physics and classical physics.
In classical physics, correlations are usually described in terms of conditional
probabilities to get outcomes which depend on other variables. However, one of the
most outstanding features of quantum mechanics is its non-local nature, which are
in sharp contrast to classical physics. In quantum mechanics, we have correlations
between values of measurements performed in spatially separated locations, some
that can never occur in systems described by classical physics. The most common
type of quantum correlation is entanglement. This is resource to enhance quantum
technologies like quantum metrology [51–54]. Hence, this is the need for preserving
it as long as possible from the destructive action of the environment which causes
its quick disappearance. Thus, to preserve entanglement for long times, one needs
to study its properties in the presence of noise, which is caused by the action of the
environment of the systems.
In this work, as we will show in some of the next chapters, if we consider the
most general conditions, i. e., that the coupling to the environment is weak or that
environment has infinite degrees of freedom, we reach the thermal equilibrium state
characterize by the Gibbs state. However, if we consider an effective coupling, we
obtain that the thermal equilibrium state differs from the Gibbs state and one of
their consequences is that entanglement can survive at thermal equilibrium and thus
attaining longer lifetimes for quantum correlations.
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1.2 markovian and non-markovian dynamics
All investigations on open quantum systems dynamics differentiate between two
types of dynamical behaviors, known in literature as Markovian and non-Markovian
dynamics. Markovian dynamics has been associated to the semigroup property
of the dynamical map describing the system evolution. If one thinks in terms
of a microscopic model of system, environment and interaction, the Markovian
description for open system needs a particular assumptions, among them are that
the system is weakly coupled to the environment and there is not memory effects.
Such approaches lead to a master equation in the Lindblad form [41]. However,
such approximations always are not always justified and one needs to go beyond
perturbation theory.
Hence, currently there is a lot of investigations to study and understand non-
Markovian effects of the dynamics in open quantum systems [41]. However,
these investigations have a large number of problems, not only practical but also
fundamental reasons, e. g., ignorance of an accurate measure of non-Markovianity of
one process [55], deficiency of general characterization of the equations of motion,
such as that in the Markovian setting thanks to the theory of quantum dynamical
semigroups [56]. Moreover, the treatment of non-Markovian systems is particularly
demanding because the expressions are extremely cumbersome (see. Chapter 6). In
this case, one cannot consider assumptions such as weak coupling, separation of
time scales between the system and the environment and the factorization of the
system-environment state [57].
Despite the difficulty in the investigations with non-Markovian dynamics, recently,
this topic has achieved significant results and important improvements to reach
a better understanding of a few of their issues in the theory of open quantum
systems. Manipulating the environment or performing reservoir engineering is
useful for improving quantum devices and thus to extend the persistence of quantum
properties in the system [55]. There is evidence that, for certain specific systems,
non-Markovian environments has an advantage over Markovian environments for
quantum devices [17, 58–61] and further, at sufficiently low temperatures, as in the
case of sideband cooling, or for reservoirs with structured spectral mode densities,
the dynamics of open quantum systems are non-Markovian [17].
One of the differences between Markovian and non-Markovian dynamics can be
seen in terms of the dynamical maps, e. g., if the initial state of the system and
the environment can be factorized, the dynamics of an open quantum system can
be described by a trace preserving completely positive (CPT) map [55], so that the
initial state of the system ρˆ(t0) evolving to the state ρˆ(t) in a time t as
ρˆ(t) = Φ(t, t0)ρˆ(t0). (1.3)
In order to define Markovianity or non-Markovianity in this configuration, one
can assume that the map Φ(t, t0) is known and one can look at certain mathematical
properties of the map itself. One of this is, e. g., a suitable notion of distinguishability
of quantum states [62], an approach that captures the idea of information flow
between the system and the environment. Further, there is also a different form
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in the equations, e. g., Markovian equations generally are local in time while
non-Markovian equations are non-local in time, i. e., they are integro-differential
equations.
These two approaches can be understood as follow: if the map Φ(t, 0) can be split
according to
Φ(t, 0) = Φ(t, s)Φ(s, 0), (1.4)
where we choose t0 = 0, for any 0 6 s 6 t, with Φ(t, s) itself being a CPT map, we
say that the map Φ(t, 0) is divisible, which implies that Φ(t, s) and Φ(s, 0) are well-
defined. At this point, the existence of the map Φ(t, s) means that the evolution of
the physical system is Markovian due to the divisibility implies that memory effects
are neglected.
Similarly, Markovian and non-Markovian dynamics can be defined in terms of
the Langevin equation [63]. For example, if we have a constant dissipation over
the system we have a local equation or a local contribution and the dynamics is
Markovian. On the other hand, if we have a dissipation kernel over the system we get
a non-local equation or a non-local contribution and the dynamics in non-Markovian.
This work included the non-Markovian behaviour both in the thermal equilibrium
state of a physical system in contact to environment and in the cooling process of
mechanical resonators. Similarly, we explain the connection and differences between
these two approaches.
1.3 heisenberg’s uncertainty principle
In classical physics, the behaviour of a physical system can be described by their
respectively equations to motion once the initial conditions are given. For example,
if the initial parameters of a system are the coordinates~r0, velocities ~v0, massm0 and
all the forces or external fields that act over the system are known, we can see that
the parameters at any time, in classical physics, are deterministic. However, we could
ask if these laws or behaviour apply in any physical system, e. g., in the microscopic
world.
In quantum mechanics, the systems are represented by a wave function and as
the wave functions cannot be localized, the microscopic system or particle cannot
be localized in space contrary to a particle in classical physics. For example, in
the Young’s experiment or double-slit experiment it is impossible to determine
which slit the electron crosses [64]. Hence, the classical concepts that we known
as exact position, exact momentum, and unique path of a particle do not have sense
in the quantum domain or at a microscopic scale. This leads to the Heisenberg’s
uncertainty principle, which states that: to a given state which corresponds a
statistical distribution of the values of an observable Aˆ, a suitable measure of the
width of the distribution for this observable is its variance ∆Aˆ, which corresponds
to the standard deviation of the distribution, it is not possible to observe the state of
its complementary or canonical conjugate observable Bˆ, at the same time, with the
same accuracy than the observable Aˆ [65]. In other words, the observables Aˆ and Bˆ
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do not commute and hence there are quantum correlations between them and their
relation, the Heisenberg’s uncertainty principle, is given by
∆Aˆ∆Bˆ > 1
2
|〈[Aˆ, Bˆ]〉|. (1.5)
For example, taking the position and momentum as the observables, the
Heisenberg’s uncertainty principle indicates that, if it is possible to measure the
position of a particle accurately, it will not be possible to measure the momentum of
the particle with an arbitrary accurately, simultaneously. In other words, we cannot
measure one observable without disturbing its canonical conjugate variable, i. e., we
cannot measure the position or momentum without disturbing the other observable.
For example, consider a macroscopic object (e.g., a ball rolling in a inclined plane)
and a microscopic system (e.g., an electron in an atom). Besides, to calculate the
position of the ball, one need simply to observe it and measure with certains
measurements instruments. If one of these use light to measure, the light that hits
the ball and gets reflected to the detector has not affect the motion of the object. On
the other hand, to measure the position of an electron in an atom, one has to use
radiation which is high enough to change the path of the electron and hence also
change its momentum. Therefore, it impossible to determine the position and the
momentum of the electron simultaneously to arbitrary accuracy.
Despite these facts, Heisenberg’s uncertainty principle is not only applied to
measure observables. As we will show in the next chapter, the Heisenberg’s
uncertainty principle or the commutation relations between the Hamiltonian of the
system (bath) and the Hamiltonian of system-bath interaction are responsible for the
thermal equilibrium state of the system not to be described by the Gibbs state or
the canonial Boltzmann distribution. Further, there are some recent investigations
that show how Heinserberg’s uncertainty principle determines the non locality
of quantum mechanics [66] and how a violation of the Heinserberg’s uncertainty
principle implies a violation of the second law of thermodynamics [67].
In this house, young lady, we obey the laws of thermodynamics!
— Homer J. Simpson
2T H E R M A L E Q U I L I B R I U M
According to the Second Law of Thermodynamics, which establishes the irreversibil-
ity of thermodynamic evolutions and processes, there is a certain stationary equilib-
rium state, into which a thermodynamic system will evolve eventually. Under given
constraints, this equilibrium state is stable with respect to perturbations. This equi-
librium state is controlled by macroscopic constraints, such as a fixed temperature
T . Since under this condition the equilibrium state of the system is controlled by
the contact to an environment or a heat bath, we have only one specific parameter,
the temperature. Therefore, the equilibrium state depends only on this temperature,
regardless of its initial state [68].
In this chapter, we show which are the classical and quantum thermal equilibrium
states. Despite that the classical and quantum thermal states will be calculated for
the same class of systems, the classical and quantum thermal equilibrium state will
turn out to be significantly different for the same class of systems. Hence, we focus
now in deriving the different thermal equilibrium states and under which conditions
the classical and quantum equilibrium states are different.
2.1 classical thermal equilibrium state
After reviewing the history of quantum thermodynamics and defining some of the
most important concepts of this work, it is appropriate to introduce one model
that we are going to use along this part of the work. First at all, as we defined in
Section 1.1.1, our model consists of three parts: the Hamiltonian of the system HS,
the Hamiltonian of the bath HB and the Hamiltonian of the system-bath interaction
HSB. Second, we use some general models at the beginning that gradually we expand
in order to get specific models.
We consider the system as a particle of mass m with potential energy US(q) that
depends of the position of the particle q, so that the Hamiltonian of the system is
given by
HS =
1
2m
p2 +US(q), (2.1)
and consider a bath of N particles interacting via the central force potential
U
i,j
B (qi − qj) and Hamiltonian
HB =
N∑
i=1
 1
2mi
p2i +
N∑
j6=i
U
i,j
B (qi − qj)
 , (2.2)
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Figure 2.1: Representation of the Ullersma-Caldeira-Leggett model. A system S is coupled to
a thermal bath described by a collection of harmonic oscillators (red circles) with
different masses and different frequencies.
where qn is the nth-position of the nth-particle of the bath. We consider that the
system interacts with this bath via the central force potential energy Vj(qj − q), so
that the total Hamiltonian is given by
H = HS(p,q) +HB(p, q) +
N∑
j=1
Vj(qj − q). (2.3)
If we return to the case where the interaction is HSB =
∑N
j=1 Vj(qj − q) and set the
interaction between the bath particles to zero, i. e., Ui,jB = 0 and consider the second
order picture of the system-bath central force interaction, namely,
HSB =
N∑
j=1
mjωj
2
(qj − q)
2, (2.4)
this yields a suitable model for dissipative quantum systems which corresponds to
the Ullersma-Caldeira-Leggett model [69, 70]. This model consists of a particle of
mass m moving in a potential US(q) and the bath is described by a collection of a
harmonic oscillators with a bilinear coupling in the position operators of system and
bath. The total Hamiltonian of the Ullersma-Caldeira-Leggett model (Fig. 2.1) is then
given by
H =
p2
2m
+US(q) +
N∑
i=1
(
p2
2mi
+
miω
2
i
2
q2i
)
− q
N∑
i=1
ciqi + q
2
N∑
i=1
c2i
2miω
2
i
. (2.5)
Although this model seems purely academic, the Ullersma-Caldeira-Leggett model
can describe very realistic situations. In particular, in the study of the dynamics of
appropriate variables of meso or nanoscopic devices which are useful for testing
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quantum mechanics on the macroscopic level, e. g., through of optomechanical
systems.
One of the motivations for using of harmonic oscillators is that they can describe
many physical systems. For example, in quantum mechanics, they are the base to
describe the fields in quantum optics and the lattices in solid state. Further, there
are cases where the bilinear coupling is realistic, e. g., for an environment consisting
of a linear electric circuit like the resistor just mentioned or for dipolar coupling
to electromagnetic field modes encountered in quantum optics [63]. In addition,
harmonic oscillators are used to describe optomechanical systems [22, 32] which
are used in optomechanical cooling related with the second part of this work.
Hence, for this part we consider, as we mentioned above, the system as a classical
particle of massmwith potential energyUS(q) which interacts via central forces with
pairwise-self-interacting environment. So that the total Hamiltonian, in agreement
with Eq. (2.3), is given by
H =
1
2m
p2 +US(q) +
N∑
i=1
 1
2mi
p2i +
N∑
j6=i
U
i,j
B (qi − qj)
+ N∑
j=1
Vj(qj − q). (2.6)
In classical statistical mechanics, the thermal equilibrium distribution of the system
S is defined by
ρS(p,q) =
1
Z
∫ N∏
j
dpjdqj exp [−H(p,q, pj, qj)β] , (2.7)
where Z denotes the partition function of the total system and is given by
Z =
∫ N∏
j
dpjdqj
∫
dpdq exp(−Hβ), (2.8)
with β = 1/kBT and T being the temperature of the bath.
To derive the classical thermal equilibrium state ρS, we replace the Eq. (2.8) into
Eq. (2.7) so that
ρS(q,p) =
exp [−HS(q,p)β]
∫ ∏N
j dq
∫
dp exp {− [HB(q, p) +HSB(q,p, q, p)]β}∫
dq
∫
dp exp [−HS(q,p)β]
∫ ∏N
j dq
∫
dp exp {− [HB(q, p) +HSB(q,p, q, p)]β}
.
(2.9)
The integral over p in Eq. (2.9) trivially cancels out with the corresponding
contribution in Z. Due to the particular dependence of V(q, q) on q and q, the integral
over q can be shifted by q with the net result that whole integral cancels out with the
corresponding contribution in Z. Thus, in the classical case for a system in contact to
a thermal bath via central forces, we have that the thermal equilibrium state is given
by
ρS(q,p) =
1
ZS
exp [−HS(q,p)β] , (2.10)
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where ZS is the partition function of the system and is given by
ZS =
∫ N∏
j
dpjdqj exp(−HSβ). (2.11)
Therefore, the thermal equilibrium state of a bounded particle in contact to a
pairwise-self-interacting thermal bath via central forces, irrespective of the coupling
strength, is exactly given by the canonical Boltzmann distribution or the Gibbs state.
If the system S is composed, this result remains valid if each constituent of S is
coupled to its own independent bath. This situation is relevant in, e.g., electronic
energy transfer in light-harvesting systems [71].
This result is enlightening because, for a wide class of systems, there is no any
physical reason or condition why thermal equilibrium state is exactly characterized
by the Gibbs state and that thermodynamic properties of the system are independent
of the coupling to the bath. The physical picture that emerges from this result is that
in the long time regime, any dissipative mechanism is equally effective in taking the
system to thermal equilibrium. As we show below, quantum dissipative systems are
accompanied by decoherence effects, which are produced by the bath-nature, i. e.,
the spectral density, and the functional form of the system-bath coupling that are
capable of inducing a variety of different thermal states.
2.2 quantum thermal equilibrium state
Before deriving the quantum thermal equilibrium state, we need to quantize the
Hamiltonian in Eq. (2.6) which is obtained via the standard quantization procedure
and is given by
Hˆ =
1
2m
pˆ2 + UˆS(qˆ) +
N∑
i=1
 1
2mi
pˆ2i +
N∑
j6=i
Uˆ
i,j
B (qˆi − qˆj)
+ N∑
j=1
Vˆj(qˆj − qˆ). (2.12)
Based on the general description given in Refs. [8, 45, 50], one can easily extend
the classical definition in Eq. (2.7) to the quantum regime, namely,
ρˆS =
1
Z
trB exp
{
−
[
Hˆ(pˆ, qˆ, pˆj, qˆj)
]
β
}
. (2.13)
The operator character of the various terms in Eq. (2.13) according to the Baker-
Campbell-Hausdorff formula and their commutativity relations prevents us from
continuing with the procedure followed for the classical case. However, these very
same commutative relations allow the immediate formulation of the following set of
inequalities:
[HˆS, Vˆ] 6= 0⇒ ∆HˆS∆Vˆ > 1
2
|〈[HˆS, Vˆ]〉|, (2.14a)
[Vˆ , HˆB] 6= 0⇒ ∆Vˆ∆HˆB > 1
2
|〈[Vˆ , HˆB]〉|, (2.14b)
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where ∆Oˆ =
√
〈Oˆ2〉− 〈Oˆ〉2 denotes the standard deviation of Oˆ, with 〈Oˆ〉 = tr(Oˆρˆ),
ρˆ being the thermal equilibrium state of the system S and the bath B. We should note
that Eqs. (2.14) apply to any system, bath, and system-bath coupling Hamiltonians,
but will prove particularly noteworthy in the case of Eq. (2.3) where the classical ρS
is the Gibbs state or the canonical Boltzmann distribution. These last results to make
sure the deviations from the Gibbs state are presented only in the quantum case.
This is a special case where the thermal equilibrium state differs from the canonical
Boltzmann distribution. Moreover, very recently there have been some publications
where the thermal equilibrium state differs from the Gibbs state is shown [72–
74]. However, some general implications follow from Eqs. (2.14). Specifically, since
|〈[HˆS, Vˆ]〉| is, to some extent, a measure of the quantum correlations between
the system and the bath, it dictates the lower bound of ∆HˆS∆Vˆ . The important
insight here is that the lower bound is different for each type of interaction since
each particular form of Vˆ , constant, linear, quadratic, etc., imposes a different
commutation relation. Therefore, the general bounds in Eqs. (2.14) can predict
different thermal equilibrium states for each type of interaction. For the class of
systems studied above, this is a purely quantum effect.
For example, since [HˆS, Vˆ] = 0 implies a pure decohering interaction, which
can be treated here in the framework of fluctuations without dissipation [75], the
equilibrium state is an incoherent mixture of system’s eigenstates and is expected
to be well characterized by the canonical Boltzmann distribution [25]. In this case
[HˆS, Vˆ] = 0, so that ∆HˆS∆Vˆ > 0, meaning that the commutation relation here results
in the minimum lower bound on ∆HˆS∆Vˆ . Note that the same lowest limit is obtained
if, as in the classical case, the thermal equilibrium state of the system ρˆS is formally
the canonical Boltzmann distribution ρˆcanS . Specifically, if
ρˆ = ρˆcanS ⊗ trSρˆ (2.15)
then
|〈[HˆS, Vˆ]〉| = tr([HˆS, Vˆ]ρˆ) = tr([ρˆ, HˆS]Vˆ) = 0 (2.16)
since [ρˆcanS , HˆS] = 0, giving
∆HˆS∆Vˆ > 0. (2.17)
This is just a consequence of the fact that the Boltzmann distribution is the zero-
order-in-the-coupling thermal equilibrium state and therefore, disregards quantum
correlations between the system and the bath.
We thus showed that the quantum equilibrium state described by the canonical
Boltzmann distribution does apply for a wide class of systems. However, nature is
quantum mechanical. As a consequence, as we have shown here, the uncertainty
principle [Eqs. (2.14)] inhibits the system thermal equilibrium state from being
described by this distribution, and the equilibrium state depends explicitly on the
system-environment coupling, which induces one distribution for each type of
interaction. Further, the uncertainty principle not only inhibits the systems thermal-
equilibrium-state from being described by the canonical Boltzmann distribution, it
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also selects which thermal equilibrium states are physically accessible. This new
result about the uncertainty principle gives us new ideas and generates many views
about where the applications of uncertainty principle can go to. For example, lately
there have been a few publications about fundamental issues in quantum mechanics
and quantum thermodynamics, e. g., nonlocality of quantum mechanics [66] and the
violation of the Second Law of Thermodynamics which states that the entropy of an
isolated system never decreases [67].
The result shown in Eq. (2.14), formulated here for the first time within the
framework of quantum thermodynamics, constitutes the cornerstone of the theory of
pointer states (the states which are robust against the presence of the environment)
[76] and could have deep consequences for an understanding of the thermalization
of quantum systems. Below, it shown that the bath spectrum is also related to the
lower boundary and thus, Eq. (2.14) will also allow for a clear connection to other
fundamental features such as the failure of the Onsager’s regression hypothesis in
the quantum regime [77, 78].
2.3 thermodynamic perturbation theory
As we showed in Eq. (2.13), the quantum thermal equilibrium state ρˆS differs from
the canonical Boltzmann distribution. However, in principle, we do not have a
exact expression for this state. Further, some investigations have shown that in the
weak coupling regime, the system thermal equilibrium state is characterized by the
canonical Boltzmann distribution [24, 26]. Despite of, we will assume that the system-
bath coupling is weak. In the next chapter, we will show that in contrast with the
works of Goldstein [24] and Popescu [26], the system thermal equilibrium state is not
the Gibbs state or the canonical Boltzmann distribution despite of being in the weak
coupling regime. This suggests that there are another parameters and effects that
have to be taken into account in the moment calculating the equilibrium state. This
assumption will allow us to perform the equilibrium calculation in a perturbative
order. In what follows, it is convenient to split the Hamiltonian interaction Vˆ = HˆSB
from the uncoupled Hamiltonian Hˆ = HˆS + HˆB, because, as we mentioned above,
we assume that the system-bath interaction is weak. That is, we treat Vˆ = HˆSB as a
perturbation.
In order to obtain an approximate expression for ρˆ (the thermal equilibrium state of
the complete system), we use the Kubo identity [79], second we split the Hamiltonian
interaction V = HˆSB from uncoupled Hamiltonian Hˆ = HˆS + HˆB and expand to the
second order [80]:
ρˆ ∝ e−βHˆ
[
1−
∫  hβ
0
dσ Vˆ(−i hσ) −
∫  hβ
0
dσ
∫σ
0
dθ Vˆ(−i hσ)Vˆ(−i hθ)
]
. (2.18)
The therm Vˆ(−i hσ) = eHˆSσVˆe−HˆSσ is the evolution in imaginary time [63] and here,
the expansion is in powers of βV .
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The result in Eq. (2.18) allows us to calculate the lower bound in Eq. (2.14a), which
depends on the two-time correlation of the bath operators and the spectral density
of the bath. (See next chapter.)

Nature isn’t classical dammit, and if you want to make a simulation
of nature, you’d better make it quantum mechanical, and by golly
it’s a wonderful problem because it doesn’t look so easy.
— Richard P. Feynman
3I N F L U E N C E O F T H E S P E C T R U M O F T H E B AT H
As we showed in chapter 2, the quantum thermal equilibrium state differs from
the canonical Boltzmann distribution due to the Heisenberg’s uncertainty principle.
However, this does not mean that we cannot calculate the quantum thermal
equilibrium state. The equilibrium state given in Eq. (2.13) would have an influence
of the commutation relations given in Eqs. (2.14). Hence, despite that the set of
inequalities (Eqs. 2.14) is general, it is not possible to infer the role that standard
quantities such as the spectral density or the spectrum of the bath play in establishing
the thermodynamic bounds above.
In this chapter, we discuss the consequences and effects of the low temperatures
and the non-Markovian character in the coupling among the system and the bath.
These consequences are produced due to the commutation relations among the
Hamiltonian of the system (bath) and the interaction depends on the two-time
correlation of the bath operators, when we consider the case |〈[HˆS, VˆSB]〉| 6= 0.
3.1 role of the spectral density in the uncertainty principle
To provide a concrete expression for the lower bound in Eq. (2.14a), we return to
the case of Vˆ =
∑N
j Vˆj(qˆj − qˆ), set the interaction between the bath particles to zero,
i.e., Ui,jB = 0 and consider the second order picture of the system-bath central force
interaction, i.e., Vˆ ≈∑Nj 12mjω2j (qˆj − qˆ)2, which yields to the well-known Ullersma-
Caldeira-Leggett model [81, 82] describe in Eq. (2.5). The Hamiltonian of Ullersma-
Caldeira-Leggett model can be written in general terms as
Hˆ = HˆS + HˆB + VˆSB, (3.1)
where VˆSB = Sˆ⊗ Bˆ. Here Bˆ =
∑N
j mjω
2
j qˆj and Sˆ = qˆ, which act in the Hilbert space
of the bath and the system, respectively. Hence, the commutator [HˆS, VˆSB], calculated
to second order in VˆSBβ, is then given by
[HˆS, VˆSB] = [HˆS, Sˆ⊗ Bˆ] = [HˆS, Sˆ]⊗ Bˆ, (3.2)
provided by the fact that the commutator among the Hamiltonian of the system and
the operator of the bath commute ([HˆS, Bˆ] = 0). Now, the lower bound in Eq. (2.14a)
is given by∣∣〈[HˆS, VˆSB]〉∣∣ = |tr ([HˆS, Sˆ]⊗ Bˆρˆ) |. (3.3)
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Here we use the result found in Eq. (2.18) where the equilibrium state at first order
is given by
ρˆ = e−βHˆS
[
1−
∫  hβ
0
dσVSB(−i hσ)
]
, (3.4)
therefore
∣∣〈[HˆS, VˆSB]〉∣∣ =
∣∣∣∣∣tr
(
[HˆS, Sˆ]⊗ Bˆe−βHˆS
[
1−
∫  hβ
0
dσ Sˆ⊗ Bˆ(−i hσ)
])∣∣∣∣∣ , (3.5)
the first term that corresponds to tr
(
[HˆS, Sˆ]⊗ Bˆe−βHˆS
)
= tr
(
[e−βHˆS , HˆS]Sˆ⊗ Bˆ
)
= 0
because the commutator between an operator on a smoth function of it vanishes.
Therefore, after tracing out over the bath, we get that the lower bound in Eq. (2.14a)
is given by
|〈[HˆS, Vˆ]〉| ∝ trS
{
[HˆS, Sˆ]e−HˆSβ
∫  hβ
0
dσSˆ(−iσ)K(σ)
}
, (3.6)
where  hK(σ) = 〈Bˆ(−iσ)Bˆ(0)〉B denotes the two-time correlation of the bath operators
given by [63]
K(σ) = pi−1
∫
dωJ(ω)
cosh
(
1
2
 hβω− iσ
)
sinh
(
1
2
 hβω
) , (3.7)
where J(ω) is the spectral density of the bath given by
J(ω) = pi
∞∑
j
1
2
mjω
3
j δ(ω−ωj). (3.8)
Note that as long as second order perturbation theory is valid, Eq. (3.6) holds for any
Sˆ and Bˆ and can be straightforwardly generalized to the case of VˆSB =
∑
α Bˆα ⊗ Sˆα.
The main feature of the quantum thermodynamic bound in Eq. (3.6) is the presence
of the power spectrum of the bath
I(ω, T) =  hJ(ω) coth(
1
2
 hβω). (3.9)
For the most frequently used spectral density, associated with Ohmic dissipation,
J(ω) = mγω, at high temperatures  hβ → 0, the power spectrum of the bath is flat
and given by
I(ω, T) ≈ 2mγkBT . (3.10)
The Ohmic spectral density is used to define proportionality to frequency merely
at low frequencies instead of over the whole frequency range. In fact, in nature the
Ohmic spectral density will not diverge for arbitrarily high frequencies. Note that
in this high temperature limit, the upper limit of the integral in Eq. (3.6) vanishes,
leading to the vanishing of the commutator, even if [HˆS, Sˆ] 6= 0. A similar series-
expansion analysis leads to the conclusion that the thermal equilibrium state ρˆS
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Figure 3.1: Power spectrum for Markovian and Non-Markovian case. A flat spectrum (blue
line) is associated to Markovian dynamics because in this case the power
spectrum is independent of the frequency or the cutoff frequency in the spectral
density is ωD → ∞. In the opposite case, a non-flat spectrum (red line) is
associated with non-Markovian dynamics, associated with the regularized Drude
spectral density with a high frequency cutoff ωD.
formally approaches the canonical Boltzmann distribution only when  hβ → 0. In
other words, in the high temperature limit the quantum correlations between the
bath and the system disappear and the thermal equilibrium state is described by the
canonical distribution, irrespective of the coupling strength or the functional form of
the spectral density J(ω).
For out-of-equilibrium quantum dynamics, the low temperature condition, finite
 hβ, is associated with non-Markovian dynamics [63, 83]. Since at fixed T , this non-
Markovian character can be modified by the functional form of the spectral density
[84], Eq. (3.6) makes clear that the equilibrium system properties depend on the non-
Markovian character. This means that the quantum equilibrium statistical properties
of a system experiencing Markovian dynamics (flat spectrum) are expected to
differ from those of the same system experiencing non-Markovian dynamics (non-
flat spectrum), see Fig. 3.1, which is in sharp contrast to the classical case (see
Eq. 2.10). This can be clearly understood in terms of the different thermodynamic
lower bounds resulting from either Markovian or non-Markovian interactions [see
Eq. (3.6)].
To make a connection with previous studies, the failure Onsager’s regression
hypothesis in quantum mechanics [77, 78] is discussed next. In doing so, note that
the hypothesis that knowing all mean values suffices to determine the quantum
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dynamics of the correlation functions is valid only under Markovian dynamics
[77, 78] and when correlations between the bath and the system are negligible at
equilibrium (in general, at any time) [85]. Based on the fact that formal Markovian
dynamics can only be achieved for flat spectra (bare Ohmic spectral density with
 hβ → 0 [84]), these two conditions can be seen as a single one when formulated
in terms of Eq. (3.6). Specifically, Markovian dynamics imply |〈[HˆS, Vˆ]〉| → 0 and,
hence, the system-bath correlations vanish. This implies that Onsager’s regression
hypothesis, as well as the Boltzmann distribution, pertains exclusively to the classical
realm.
To provide some insight into the magnitude and consequences of the fundamental
limit found in (Eq. 3.6) and, in particular, of the role of the spectral density, an
effective coupling to the bath is introduced. This effective coupling will be analyzed
in two different regimes to show some of its implications and consequences.
3.2 effective coupling to the bath
It is clear from Eq. (3.6) that if  hβ → 0, then the system bath correlations are
|〈[HˆS, Vˆ]〉| → 0. However, Eq. (3.6) can also vanish if K(σ) is sufficiently small. This
result introduces the concept of an effective coupling to the bath that depends not
only on the standard coupling described by the spectral density, but also on other
time and energy scales.
To be specific, we use the Ullersma-Caldeira-Leggett model, where the equilibrium
reduced density operator can be expressed in terms of the path integral expression
as [50, 86]
〈q ′′|ρˆS|q ′〉 = 1
Z
∫ q¯( hβ)=q ′′
q¯(0)=q ′
Dq¯ exp
(
−
1
 h
SES [q¯]
)
F[q¯], (3.11)
where Z is the partition function of the whole system, SE[q¯] is the Euclidean action of
the system S, which is obtained by inverting the global sign of the potential energy
[50, 86]. F[q¯] is the influence functional that describes the influence of the bath B on
the system and is given by
F[q] = exp
− 1
2 h
 hβ∫
0
dτ
 hβ∫
0
dσk(τ− σ)q(τ)q(σ)
 , (3.12)
where k(τ) condenses the influence of the bath on the system and can be written in
terms of the Laplace transform, of the damping kernel γ(t), as [50, 63]
k(τ) =
2m
 hβ
∞∑
l=1
|νl| γ˜(|νl|) cos(νlτ), (3.13)
where νl = lΩ, with Ω = 2pi/ hβ, are the Matsubara frequencies and γ˜(z), the
Laplace transform of the damping kernel, defines an effective coupling to the bath
which is given by
γ˜(z) =
1
m
∫∞
0
dω
pi
J(ω)
ω
2z
ω2 + z2
. (3.14)
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Note that γ˜(|νl|) contains all the information about the correlations of the bath
operators and therefore defines the influence of the bath on the system at thermal
equilibrium.
For the subsequent discussion, we adopt one of the most commonly used spectral
densities, the regularized Drude model with a high frequency cutoff ωD,
J(ω) = m0γω
ω2D
ω2 +ω2D
, (3.15)
where γ is the standard strength coupling constant to the thermal bath and ωD
dictates the degree of non-Markovian dynamics. For this particular case, the effective
coupling is given by
γ˜(|νl|) =
γ
1+ |l|Ω/ωD
. (3.16)
Below we analyze the effective weak coupling, Ω/ωD  1, and the effective strong
coupling, Ω/ωD  1, regimes.
3.2.1 strong effective coupling regime
To quantify the consequences of non-flat spectra in this regime, consider as the
system a harmonic oscillator of mass m0 and frequency ω0 coupled to a thermal
bath [27, 50]. In particular, we use the Ullersma-Caldeira-Leggett model with the
regularized spectral density with a Drude cutoff frequency. We are interested in
quantifying, in this regime, the following:
1. The deviation from the canonical partition function Zcan = trSeHˆSβ.
2. The deviation from the canonical von-Neumann entropy Scan = trS [ρˆcanln(ρˆcan)].
3. The generation of squeezing in the thermal equilibrium state.
We need to consider the following before continuing with our results. In our
calculations we use the spectral density defined in Eq. (3.15). However, we know
that the effective coupling to the bath is defined in terms of the spectral density as in
Eq. (3.14). The use of different spectral densities changes the functional form of the
effective coupling (Eq. 3.16) and therefore, of the thermal equilibrium properties.
For the reasons noted above, a change or deviation from the canonical partition
function or canonical entropy means that we have deviations from the canonical
thermal equilibrium state. Hence, it is relevant to calculate the deviations enunciated
previously. Furthermore, deviations not only imply that the thermal equilibrium
properties change but, it also can produce the generation of squeezing in this state.
As we mentioned above, one of the forms to characterize the deviations from
the thermal equilibrium state described by the canonical Boltzmann distribution
or Gibbs state is to look for deviations in the canonical partition function (Zcan =
trSeHˆSβ) and in the canonical entropy (Scan = trS [ρˆcanln(ρˆcan)]). We calculate the
deviations in the partition function and the entropy as the ratio Z/Zcan and S/Scan,
respectively, where Z(S) is the partition function (entropy) of the thermal equilibrium
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Figure 3.2: log(Z/Zcan) for a harmonic oscillator as a function of the ratios kBT/ hω0 and
ωD/ω0. We compare the partition function for γ = 0.1ω0 (a), γ = 0.05ω0 (b),
γ = 0.01ω0 (c) and γ = 0.005ω0 (d).
state. The partition function for the Ullersma-Caldeira-Leggett model is well known
and is given by [27, 63]
Z =
1
2 sinh
(
1
2β
 hωeff
) , (3.17)
where the effective frequency is given in terms of the variances for the position 〈q2〉
and momentum 〈p2〉 and for the effective coupling described in Eq. (3.16) is given
by
ωeff =
1
 hβ
ln
(√
〈p2〉〈q2〉+  h/2√
〈p2〉〈q2〉−  h/2
)
, (3.18)
and the variances are [27, 50]
〈q2〉 = 1
m0β
∞∑
n=−∞
1
ω20 + ν
2
n + γωD|νn|/(ωD + |νn|)
, (3.19a)
〈p2〉 = m0
β
∞∑
n=−∞
ω20 + γωD|νn|/(ωD + |νn|)
ω20 + ν
2
n + γωD|νn|/(ωD + |νn|)
. (3.19b)
Hence, the ratio Z/Zcan is
Z
Zcan
=
sinh
(
1
2β
 hωcan
)
sinh
(
1
2β
 hωeff
) . (3.20)
Here we can clearly see that deviations will depend on the differences between
the effective frequency ωeff and the canonical frequency ωcan = ω0. However,
the degree of non-Markovian dynamics ωD would be finally the responsible for
deviations since we have used the spectral density given in Eq. (3.15) to calculate
the effective coupling (Eq. 3.16). If the Z/Zcan 6= 1, we will have deviations from
canonical Boltzmann distribution. As a result, deviations from the canonical result
are evident in the partition function Z, which are showed below. Figure 3.2 shows
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Figure 3.3: log(S/Scan) for a harmonic oscillator as a function of the ratios kBT/ hω0 and
ωD/ω0. We compare the partition function for γ = 0.5ω0 (a), γ = 0.1ω0 (b) and
γ = 0.01ω0 (c).
the logarithmic of the ratio of Z to the canonical partition function Zcan as a
function of the dimensionless parameters kBT/ hω0 andωD/ω0 for (from left to right)
γ = 0.1ω0, γ = 0.05ω0, γ = 0.01ω0 and γ = 0.005ω0. Deviations are observed at
low temperatures and for high cutoff frequencies (i.e., in the effective strong coupling
regime). In the opposite limit, regardless of the coupling parameter γ, both calculated
partition functions show the same behavior, as expected from the discussion above.
For the von Neumann entropy
S = trS [ρˆSln(ρˆS)] , (3.21)
where ρˆS is the result in Eq. (2.13). The behavior of the ratio log(S/Scan) is essentially
the same as the one described for the partition function ratio in Fig. 3.2, and is shown
in Figure 3.3. Figure 3.3 shows the logarithmic of the ratio of S to the canonical
entropy Scan as a function of the dimensionless parameters kBT/ hω0 and ωD/ω0 for
(from left to right) γ = 0.5ω0, γ = 0.1ω0 and γ = 0.01ω0.
In agreement with Eq. (3.14), the use of different spectral densities changes the
functional form of the effective coupling and therefore, of the thermal equilibrium
properties. Hence, as long as  hβ remains finite, different spectral densities lead to
different thermal equilibrium states.
generation of squeezed thermal equilibrium states
For this case the momentum and position variances given in Eqs. (3.19) have the
following relation [27, 50]
〈p2〉 = m20ω20〈q2〉+∆, (3.22)
where
〈q2〉 = 〈q2cl〉+
2
m0β
∞∑
n=1
1
ω20 + ν
2
n + γ˜(|νn|)|νn|
(3.23)
and the squeezing parameter
∆ = −
2m0γ
β
∂
∂γ
lnZ ′ (3.24)
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with
Z ′ =
1
 hβω0
∞∏
n=1
ν2n
ω20 + ν
2
n + γ˜(|νn|)|νn|
. (3.25)
We recall that for this model, the classical theory predicts 〈p2cl〉 = m20ω20〈q2cl〉 and
〈q2cl〉 = kBT/m0ω20, so that ∆cl = 0.
Now, if we use the different regimes discussed above, in the effective weak
coupling regime Ω/ωD  1, disregarding terms of the order ω0/ωD and γ/ωD
the squeezing parameter gives [27]
∆ =
pi hγm0ωD
6Ω
. (3.26)
Thus ∆ vanishes at high temperatures, and the classical unsqueezed state is
recovered. However, in the other regime, the strong coupling regime Ω/ωD  1,
the squeezing parameter gives [27]
∆ ≈  hγm0
pi
ln
(
2piωD
Ω
)
, (3.27)
meaning that the deviation from the canonical state translates into squeezing of the
equilibrium state. This feature may be of relevance toward the generation of non-
classical states, e.g., in nano-mechanical resonators.
3.2.2 weak effective coupling regime
To quantify the consequences of non-flat spectra in this regime, consider as the
system two harmonic oscillators of masses m0 and frequencies ω0 linearly coupled
with coupling constant c0 and each one coupled to an independent thermal bath
[27, 50]. In this way our Hamiltonian is given by
Hˆ =
2∑
i=1
(
1
2m0
pˆ2i +
1
2
m0ω
2
0qˆ
2
i
)
− c0q1q2+
N,2∑
j,α
[
pˆ2j,α
2mj
+
mjω
2
j
2
(qˆj,α − qˆα)
2
]
, (3.28)
with α = {1, 2}. Since the interaction is bilinear in the position operators of systems
and baths, we consider linear response of the bath over the influence of the system,
which is valid just for the case where the baths are macroscopic. This case yields a
weak interaction between the harmonic oscillators and oscillators of each bath [9, 81].
The introduction of independent baths for each oscillator ensures that no
deviations from Boltzmann’s distribution are present in the classical case. The
Hamiltonian used in this regime to calculate the entanglement between two
oscillators is described in Eq. (3.28).
Another consequence or effect of these deviations in the thermal equilibrium state
is the capacity to maintain the entanglement between two oscillators at equilibrium,
in particular, in the effective weak coupling regime Ω/ωD  1. Previous studies
predict that at equilibrium, the entanglement between the two harmonic oscillators
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Figure 3.4: Representation of the model for entanglement. Here, we have two harmonic
oscillators (blue circles) with masses m0 and frequencies ω0 linearly coupled
with coupling constant c0. Likewise, each harmonic oscillator is coupled to
a independent thermal bath (yellow circles) with a temperature T . γ is the
dissipation rate of the bath over the system.
can survive only when kBT/ hω0  1 (see, e.g., Ref. [15]). However, this limit
only applies in the Markovian regime and γ → 0. Thus, based on the discussion
above, and supported by the recent observation that non-Markovian dynamics assists
entanglement in the longtime limit [60], we expect that this limit needs to be refined
in order to account for the non-Markovian character of the interaction and the finite
value of γ.
entanglement measure
One the most common measures of entanglement is called “logarithmic negativity”
[87, 88] which is defined by [15]
EN = −
1
2
4∑
i=1
log2[min(1, 2|λi|)], (3.29)
where λi are the eigenvalues of the symplectic covariance matrix σ,
σ =

〈q21〉− 〈q1〉〈q1〉 〈q1q2〉− 〈q1〉〈q2〉 〈q1p1〉− 〈q1〉〈p1〉 〈q1p2〉− 〈q1〉〈p2〉
〈q2q1〉− 〈q2〉〈q1〉 〈q22〉− 〈q2〉〈q2〉 〈q2p1〉− 〈q2〉〈p1〉 〈q2p2〉− 〈q2〉〈p2〉
〈p1q1〉− 〈p1〉〈q1〉 〈p1q2〉− 〈p1〉〈q2〉 〈p21〉− 〈p1〉〈p1〉 〈p1p2〉− 〈p1〉〈p2〉
〈p2q1〉− 〈p2〉〈q1〉 〈p2q2〉− 〈p2〉〈q2〉 〈p2p1〉− 〈p2〉〈p1〉 〈p22〉− 〈p2〉〈p2〉
 ,
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(3.30)
i. e., they are the eigenvalues of the matrix −iΣσ, where Σ is the symplectic matrix
given by
Σ =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 . (3.31)
In accordance with the Peres-Horodecki separability criterion [89], it follows that
if the logarithmic negativity is zero, i. e., EN = 0, then the state of the system of
interest is separable, i. e., the oscillators can be described independently, no quantum
correlation between them is present.
consequences weak effective coupling
One of the consequences of this effective regime is that we can maintain
entanglement among two coupled harmonic oscillators at equilibrium. As we explain
above, entanglement is measured by logarithmic negativity. Figure 3.5 shows the
logarithmic negativity (Eq. 3.29) for different values of the damping constant γ and
different values of the coupling constant c0 as a function of the dimensionless ratios
kBT/ hω0 and ωD/ω0. As expected,
1. The more coupled the oscillators are, the higher the temperature and the
damping rate at which entanglement can survive at equilibrium.
2. The smaller the damping rate (the more isolated the system is), the higher the
temperature at which entanglement can be maintained.
The new feature here is that the more non-Markovian the interaction, the higher
the temperature and the damping rate at which entanglement can be maintained at
equilibrium.
In this part of the work we showed the importance of the non-Markovian
interactions and the low temperature regime, and effects generated by considering
these conditions. The next part of the work consists in exploring the physical
conditions to reach the effects predated for the low temperatures and the
consequences that could emerge in quantum technologies, e. g., in quantum
optomechanics.
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Figure 3.5: Logarithmic negativity in the presence of non-Markovian interactions for c0 =
0.05m0ω20 first row, c0 = 0.10m0ω
2
0 second row, c0 = 0.15m0ω
2
0 third row
and c0 = 0.20m0ω20 fourth row. Parameters are γ = 0.1ω0 (a), γ = 0.05ω0 (b),
γ = 0.01ω0 (c) and γ = 0.005ω0 (d) as a function of the dimensionless parameters
kBT/ hω0 and ωD/ω0.
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Q U A N T U M O P T O M E C H A N I C S

Anyone who is not shocked by quantum theory has not understood it.
— Niels Bohr
4C AV I T Y O P T O M E C H A N I C S
This chapter provides a short introduction to optomechanical and electromechanical
systems where the target is knowing, understanding and controlling the interaction
between radiation and mechanical nano or micro-resonators. Such interaction is de-
scribed by the radiation pressure force performed over a resonator, with appropriate
parameters for the mechanical quality factor and the optomechanical coupling we
can generate proper phenomena of quantum mechanics as entanglement or squeez-
ing [90, 91]. In brief, this chapter contains (i) the description of optomechanical and
electromechanical systems used in this work, (ii) the Hamiltonian formulation of
each one and (iii) the approximations performed based on the experimentally acces-
sible setups.
introduction
As we known, Einstein was one of the people who either helps greatly or little in the
construction of quantum mechanics. One of his works was about the statistics of the
radiation pressure force fluctuations acting over a moveable mirror [92], in which he
reveals the dual wave-particle nature of radiation. Some years after, Frish [93] and
Beth [94] were pioneers in their experiments where the photons transfer linear and
angular momentum to atoms and macroscopic objects. Furthermore, the pressure
of radiation has the ability to provide cooling for larger objects and allow them to
reach their motional ground state. This ability has given rise to many applications
between which we can include optical atomic clocks [95–97], systematic studies of
quantum many-body physics in trapped clouds of atoms [98] and the detection of
gravitational waves [99–103].
Another ability that quantum optomechanics introduces is the preparation of the
mechanical resonator in a well defined quantum state to later control the state in
a coherent way and finally measure the state with an accuracy close to the limit
imposed by the quantum mechanics. This is important because preparation of the
quantum state, coherent control and quantum measurement are the three steps
required to develop any quantum technology. If we can perform these three steps, the
quantum regime would be accessible and this would give rise to many applications
ranging from fundamental to technological applications [104].
As noted above, studying mechanical systems in the quantum regime is a great
challenge since we could have different technologies in a few years or decades.
Hence, the idea of studying this kind of systems is to couple them to an auxiliary
system with the objective to perform quantum control over it. The auxiliary systems
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are picked up in agreement with the characteristics of the resonators or mechanical
system among which we can find mass, frequency, quality factor, temperature, etc.
The auxiliary systems can take diverse forms, e. g., an electric circuit (quantum
electromechanics), optical cavities (quantum optomechanics) or atomic systems (ion
trap).
Now, we move to the next section where we are going to describe the different
opto-, electro-mechanical systems. Here, the important point is to see the differences
and similarities between these systems.
4.1 optomechanical and electromechanical systems
Cavity optomechanics (electromechanics) focuses on the study of the interaction
between electromagnetic radiation and mechanical systems. In this kind of cavities,
light is confined to a volume separed by two mirrors, in the case of optomechanical
systems, or plates in the case of electromechanical systems, where one of these
mirrors (plates) oscillates. This effect can be used for different applications, e. g.,
to obtain quantum effects in a nano-resonator, which has around 1014 atoms, i. e.,
to reach phenomena predicted by quantum mechanics in the regime of mesoscopic
objects.
The starting point consists of the formulation of the Hamiltonian that describes
the mechanical system coupled to a radiation mode that interacts with a vibrational
mode of the system (this vibrational mode can be an oscillating mirror or plate).
Before starting the Hamilitonian formulation, we define the proper energies of
the different modes. The electromagnetic radiation mode, or optical mode, has an
angular frequencyωcav and the mechanical mode has an angular frequencyωm. This
configuration can be represented by two harmonic oscillators one for the cavity and
the other for the vibrational mode. Hence, the energies of the optical and mechanical
mode are  hωcav and  hωm, respectively. The total Hamiltonian should include both
the terms that describe the two oscillators and their interaction as well as the terms
that describe dissipation and fluctuations. These last terms will be discussed shortly
to perform the linear approximation in the Hamiltonian, in each one of the different
systems that we will show in this section.
We are going to describe two typical systems. The first system described will
be the typical optomechanical system analyzed in a large amount of scientific
papers and successfully used in the experiments to date, the Fabry-Perot cavity
[18, 22, 32, 46–48, 104–106]. In this cavity one the mirrors, the end-mirror is moveable
which corresponds to a vibrational mode. The second and the last system is an
electromechanical system where the vibrational mode is present in a capacitor
coupled to a LC circuit.
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4.1.1 fabry-perot cavity
A Fabry-Perot cavity has many resonant frequencies, however we are interested just
in one of them, given by
ωn =
npic
L
, (4.1)
where c and L are the speed light and the cavity length, respectively. n is an integer
that characterizes the normal mode in the cavity [104]. We can see the details of the
Fabry-Perot cavity in Fig. 4.1. Since we are interested only in one of them, we choose
one and call it ωcav. Experimentally, we should have present another important
parameters like the quality factor given by
Qc = ωcavτ, (4.2)
where τ = κ−1 is the photon lifetime inside the cavity and κ is the cavity decay
rate. Furthermore, the interaction between the electromagnetic radiation and the
mechanical systems is produced via radiation pressure force generated by each
photon inside the cavity. Each photon, due to reflection that occurs in the cavity,
transfer linear momentum p = 2 hωcav/c. As each single photon takes time τcav =
2L/c in a round trip from one mirror to other, the total momentum transfer of each
photon over the cavity is
ptot =
 hωcav
κL
, (4.3)
and the radiation pressure force, considering that there are nph = 〈aˆ†aˆ〉 photons
inside the cavity, is given by
〈Fˆrad〉 =
 hωcav
L
〈aˆ†aˆ〉. (4.4)
Now, since we are interested in the most common model used in optomechanics,
we use two harmonic oscillators which describe the optical mode (ωcav) and the
mechanical mode (ωm). Therefore, the uncouple Hamiltonian is given by
Hˆ0 =  hωcavaˆ
†aˆ+  hωmbˆ†bˆ. (4.5)
Since we are interested in the case of a cavity with a movable end mirror, the coupling
between optical and mechanical mode is parametric, i. e., the cavity resonance
frequency is modulated by the mechanical amplitude. Hence, we get in the linear
approximation
ωcav(x) ≈ ωcav + x∂ωcav
∂x
+ ... (4.6)
For the cavity discussed here, a Fabry Perot cavity of length L, we have the optical
frequency shift per displacement G = ∂ωcav/∂x = ωcav/L. Therefore, we expand the
first term in Eq. (4.5), so that
 hωcav(x)aˆ
†aˆ ≈  h(ωcav +Gxˆ)aˆ†aˆ, (4.7)
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where xˆ = xZPF(bˆ + bˆ†) with xZPF =
√
 h/2m0ωm the zero-point fluctuation
amplitude of the mechanical oscillator. Hence, the Hamiltonian of interaction is given
by
Hˆint =  hg0aˆ
†aˆ(bˆ+ bˆ†), (4.8)
where g0 = GxZPF, is the vacuum optomechanical coupling strength. Because g0 is
formed by a part of the optical mode (G) and other from the mechanical mode (xZPF),
it quantifies the interaction between radiation (a single photon) with matter (a single
phonon). Now, we apply a unitary transformation Uˆ = exp(iωLaˆ†aˆt) to change the
description of the optical mode to a frame rotating at the laser frequency ωL. This
generates a new Hamiltonian of the form
Hˆ =  h∆aˆ†aˆ+  hωmbˆ†bˆ+  hg0aˆ†aˆ(bˆ+ bˆ†) (4.9)
where ∆ = ωcav − ωd is the laser detuning. Now, since we are interested in
linear coupling, we introduce the linearized approximate description of cavity
optomechanics (aˆ = α+ δaˆ) and therefore the linearized hamiltonian is given by
Hˆ =  h∆aˆ†aˆ+  hωmbˆ†bˆ+  hg0(α+ δaˆ)† + (α+ δaˆ)(bˆ+ bˆ†)
=  h∆aˆ†aˆ+  hωmbˆ†bˆ+  hg0(α2 +α(δaˆ+ δaˆ†) + δaˆ†δaˆ)(bˆ† + bˆ), (4.10)
where 〈aˆ〉 = α is the average coherent amplitude of the cavity field and δaˆ is the
fluctuating term due to vacuum noise. In Eq. (4.10) the first term α2 = 〈aˆ†aˆ〉 can
be omitted because it corresponds to the average of the radiation pressure force.
The third term δaˆ†δaˆ can be neglected because it is much smaller than the second
term for a factor of α. Therefore, we finally obtain that the linear Hamiltonian of the
system is given by
Hˆ =  h∆aˆ†aˆ+  hωmbˆ†bˆ+  hg(δaˆ† + δaˆ)(bˆ+ bˆ†), (4.11)
where g = g0α is the optomechanical coupling strength [32, 104].
The Hamiltonian described in Eq. (4.11) is the starting point to define the most
important aspects in optomechanical systems. These aspects depend explicitly on
the detuning and if the system is the good cavity regime (ωm > Γm). For example, if
∆ = ωm (red-detuned regime) and later to perform the rotating wave approximation,
we get that the Hamiltonian of the system is
Hˆ =  h∆aˆ†aˆ+  hωmbˆ†bˆ+  hg(bˆδaˆ† + bˆ†δaˆ), (4.12)
which describes the interaction between a phonon of the mechanical resonator with
a photon of the laser that fed the cavity, and in this way, it is possible to cool the
resonator. There is a lot of papers about this process which is known as sideband
cooling [32, 47, 48, 102, 104, 107]. One of the motivations to focus in red-detuned
regime is our interest in the non-Markovian cooling of mechanical resonators. We
can see how can influence the non-Markovian character in the cooling.
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Laser
ωd
Optical cavity
aˆ, ωcav, κ
Mechanical mode
bˆ, ωm, Γm
Figure 4.1: Schematic representation of a generic optomechanical system in the optical
domain with a laser-driven optical cavity and a vibrating end mirror. ωd,
ωcav and ωm are the frequencies of the laser, cavity and mechanical resonator,
respectively. κ and Γm are the dissipation parameters of the cavity and mechanical
resonator, respectively. The system consists of two mirrors, one of them is fixed
and the end-mirror (mechanical mode) is moveable.
4.1.2 electromechanical system
In quantum electromechanics there are two common systems used in the last few
years, LC circuits and superconductor transmission lines where these systems are
coupled to a capacitor with a oscillating plate [104, 108, 109]. The main idea of the
capacitive coupling in these electric systems with the mechanical resonators is to
generate a dependence on the capacitance with the displacement of the oscillating
plate in the capacitor, so we can change the frequency of the electric normal mode.
In other words, to get the same change in the frequency (Eq. 4.6) as we did before in
the Fabry-Perot cavity with the end-mirror.
Now, we consider a plate of the capacitor in a LC circuit as the mechanical
resonator, as we can see in the Fig. 4.2. The quantized Hamiltonian of the system
in terms of the canonical variables for the circuit, Q the charge of the capacitor and
ϕ the flux through the inductor, is given by [110]
Hˆ =
pˆ2
2m
+
1
2
mω2xˆ2 +
ϕ2
2L
+
Q2
2C(xˆ)
+QV(t), (4.13)
where xˆ y pˆ defined the displacement and the linear momentum of a mechanical
resonator with mass m and frequency ω, and L and C(xˆ) are the inductance and
the capacitance of the circuit, respectively. V(t) = V0 cos(ωdt) is the voltage time-
dependent. As we did in the optomechanical system, we consider linear dependence
of the capacitance with the displacement of the resonator so that
C(xˆ) = C0
(
1+
xˆ
d0
)
, (4.14)
where C0 and d0 are the capacitance and the separation between the plates in the
capacitor when xˆ = 0, respectively. Hence, we get the Hamiltonian
Hˆ =
pˆ2
2m
+
1
2
mω2xˆ2 +
ϕ2
2L
+
Q2
2C0d0
xˆ+QV(t). (4.15)
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LC circuit
microwave drive L vibratingcapacitor xˆ
C(xˆ)
Figure 4.2: Sketch of a generic electromechanical system in the microwave domain with
a vibrating capacitor. We have depicted a microwave drive entering along a
transmission line that is inductively coupled to the LC circuit representing the
microwave resonator.
If we define the ladder operators for the LC circuit and the mechanical resonator
as
aˆ =
√
ωcL
2 h
Q+
i√
2 hωcL
ϕ,
bˆ =
√
mω0
2 h
qˆ+
i√
2 hmω0
pˆ, (4.16)
where ωc = 1/
√
LC0 is the frequency of the circuit normal mode, therefore the
Hamiltonian in Eq. (4.15) in terms of the ladder operators is
Hˆ =  hωcaˆ
†aˆ+  hω0bˆ†bˆ−  hg0(bˆ+ bˆ†)(aˆ+ aˆ†)2+  h(eiωdt+ e−iωdt)(aˆ+ aˆ†), (4.17)
where g0 is the coupling strength between the mechanical resonator and the LC
circuit,  is the coupling strength between the LC circuit and the voltage applied.
Following almost the same steps as in the optomechanical case, if we change to
an interaction picture in the ωd frequency, and later perform the rotating wave
approximation [111], the Hamilitonian is
Hˆ =  h∆aˆ†aˆ+  hω0bˆ†bˆ−  hg0aˆ†aˆ(bˆ+ bˆ†) +  h(aˆ+ aˆ†), (4.18)
where ∆ = ωc−ωd is the detuning between the voltage frequency and the frequency
of the circuit normal mode. Hence, the Hamiltonian for the electromechanical system
in Eq. (4.18) has the same form of the Hamiltonian for the optomechanical system in
Eq. (4.9). In others words, these two systems are analogous and the different effects
as the sideband cooling also can be studied under the electromechanical system.
Before the discovery of quantum mechanics, the framework of physics
was this: If you tell me how things are now, I can then use the laws of
physics to calculate, and hence predict, how things will be later.
— Brian Greene
5O P T O M E C H A N I C A L C O O L I N G
Nowadays there is great effort, both theoretical and experimental, to fabricate
and control micro- or nano-mechanical devices which have a numerous promising
technological applications [112]. Further, the nano-mechanical devices could work in
the quantum regime and thus can explore different quantum effects as the generation
of non-classical states [113] or entanglement [19, 32]. Since the potential quantum
technologies, or exploration of quantum effects, requires preparing the system, e. g.,
in the ground state, it is of great interest searching for different schemes that can
enhance the effectiveness of cooling in these systems. However, the mechanical
frequency is in the GHz range for a some nano-mechanical setups [114, 115], even
dilution refrigerator temperatures of 20 mK are not sufficient to ensure kBT   hωm.
Thus, we need to include an additional cooling in the mechanical mode. Many
schemes have been proposed recently [18, 19, 22, 32, 104, 113], all performed under
Markovian processes. Our principal analysis below is performed considering non-
Markovian processes because is closer to reality as it has been pointed out by recent
experiments in micro-mechanical devices [34]. Based on results presented above,
we emphasize that non-Markovian processes could allow for a minimum phonon
number lower than the one predicted by Markovian processes. We do not only focus
in the non-Markovian cooling, but based on optimal control strategies, we present
a methodology to maintain the minimum phonon number in the resonator for long
times.
5.1 markovian cooling
The purpose of the present section is to develop a quantum theory of optomechanical
cooling, which in particular describes the limits for cooling that cannot be obtained
from a discussion of the damping rate alone. We will focus in this section on a Fabry-
Perot cavity, which was described in the previous chapter. Classical theory of an
oscillator or resonator at initial temperature Tin exposed to some type of damping,
i. e., the damping associate to the laser γopt predicts that its temperature can be
reduced to
Tf = Tin
γm
γm + γopt
. (5.1)
However, this classical expression is not consistent at sufficiently low Tf, because
fluctuations of the radiation pressure force due to photon shot noise can take place
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to establish a lower bound of the achievable temperature. In the following, we explain
the quantum theory that permits to calculate the limits of cooling factor or phonon
number to reach the ground state in the resolved sideband regime κ  ωm. As we
mentioned above, we will focus explicitly on radiation pressure cooling in cavity
setups, which is conceptually the simplest case.
5.1.1 cooling at equilibrium
As we have done in the previous sections, we work in the weak coupling regime,
i. e., when g 6 κ. The quantum theory of optomechanical cooling [104] is related
to earlier approaches for cavity-assisted laser cooling of atomic and molecular
motion [116, 117]. The idea is best explained in a Raman-scattering picture. Photons
impinging at a frequency red-detuned from the cavity resonance will, via the
optomechanical interaction, preferentially scatter upwards in energy in order to enter
the cavity resonance, absorbing a phonon from the oscillator in the process. In these
processes, phonon absorption happens at a rate A−, which is related to Fermi’s
golden rule that represents the transition rate between system levels i and f. More
precisely, the transition rate A− happens from state n to n− 1 of the phonon. The
opposite process, where an extra phonon is created happens at a smaller rate A+,
i. e., the transition rate from phonon state n− 1 to n.
Given the transition rates (A+ for upward transitions in the mechanical oscillator,
A− for downward transitions), the optomechanical damping rate γopt is
γopt = A
− −A+. (5.2)
However, as we mentioned above, our interest is the average phonon number n,
which changes according to the rates Γn→n±1, leading to the equation of motion for
the average phonon number given by
n˙ = (n+ 1)(A+ +A+th) −n(A
− +A−th). (5.3)
Here, A±th are the transition rates due to the oscillator’s thermal environment,
which are given in terms of a mean phonon number nth as A+ = nthγm and
A− = (nth + 1)γm. Now, since we are interested in the steady-state final phonon
number, it is required that n˙ = 0 in Eq. (5.3), hence we get that the minimum phonon
number is
nf =
A+ +nthγm
γopt + γm
. (5.4)
In absence of any coupling or a thermal bath over the mechanical oscillator or
considering that the dissipation of the mechanical oscillator tends to zero (γm → 0),
this leads to a minimum phonon number given by
nmin =
A+
γopt
=
A+
A− −A+
. (5.5)
As we mentioned above, the rates A± can be calculated using Fermi’s Golden
Rule, once the quantum noise spectrum of the radiation pressure force Fˆ = hGaˆ†aˆ is
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known [118]. According to this, the transition ratesA± in terms of the noise spectrum
are given by
A± = g20SNN(ω = ∓ωm), (5.6)
where SNN is the quantum noise spectra given by the Fourier transform of phonon
number two-time correlation
SNN =
∫∞
−∞ eiωt〈(aˆ†aˆ)(t)(aˆ†aˆ)(0)〉. (5.7)
One can show for a laser-driven cavity, the phonon number spectrum of is [32]
SNN = ncav
κ
κ2/4+ (∆+ω)2
. (5.8)
Inserting Eq. (5.8) in Eq. (5.6) and this result in Eq. (5.5) we obtain that the
minimum phonon number is
nmin =
(
(κ/2)2 + (∆−ωm)
2
(κ/2)2 + (∆+ωm)2
− 1
)−1
(5.9)
However, in a realistic situation, one can setup the laser detuning ∆ to minimize the
minimum phonon number and therefore in the resolved sideband regime κ  ωm,
this leads to
nmin =
(
κ
4ωm
)2
< 1. (5.10)
This result has the important consequence that when nmin is less than one, it permits
the ground state cooling.
In the first part of this work we could see that non-Markovian interactions are
the responsible that the thermal equilibrium state of the system to be described by
canonical Boltzmann distribution. Hence, the next goal in this work is to find the
minimum phonon number in the non-Markovian regime.
5.2 non-markovian cooling
From the linearized Hamiltonian (Eq. 4.12), we get the equations of motion for
mechanical bˆ(t) and optical aˆ(t) modes in the non-Markovian regimen
˙ˆb(t) = −ı˙ω0bˆ−
t∫
0
ds γ(t− s)bˆ(s) − ig(aˆ† + aˆ) −
√
γibˆin(t), (5.11)
˙ˆa(t) = −i∆aˆ−
t∫
0
ds κ(t− s)aˆ(s) − ig(bˆ† + bˆ) −
√
κe/2aˆin(t) −
√
κ ′aˆin,i(t).
(5.12)
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In the Fourier domain, the operators for the mechanical and optical modes are
found to be
bˆ(ω) =
−
√
γibˆin(ω)
i(ωm −ω) + γ˜i(ω)
−
ig(aˆ(ω) + aˆ†(ω))
i(ωm −ω) + γ˜i(ω)
, (5.13a)
bˆ†(ω) =
−
√
γibˆ
†
in(ω)
−i(ωm +ω) + γ˜i(ω)
+
ig(aˆ(ω) + aˆ†(ω))
−i(ωm +ω) + γ˜i(ω)
, (5.13b)
aˆ(ω) =
−
√
κe/2aˆin(ω) −
√
κ ′aˆin,i − ig(bˆ(ω) + bˆ†(ω))
i(∆−ω) + κ˜(ω)
, (5.14a)
aˆ†(ω) =
−
√
κe/2aˆ
†
in(ω) −
√
κ ′aˆ†in,i + ig(bˆ(ω) + bˆ
†(ω))
−i(∆+ω) + κ˜(ω)
. (5.14b)
Using the equations (5.13-5.14), we get the operator for the mechanical fluctuations
bˆ(ω) =
−
√
γibˆin(ω)
i(ωm −ω) + γ˜(ω)
+
ig
i(ωm −ω) + γ˜(ω)
[√
κe/2aˆin(ω) +
√
κ ′aˆin,i
i(∆−ω) + κ˜(ω)
]
+
ig
i(ωm −ω) + γ˜(ω)
[√
κe/2aˆ
†
in(ω) +
√
κ ′aˆ†in,i
−i(∆+ω) + κ˜(ω)
]
, (5.15)
where ωm = ω0 + δωm and γ˜ = γ˜i + γOM. δωm and γOM are the mechanical
frequency shift and the optomechanical damping rate respectively, which are given
by
δωm = |g|
2Im
[
1
i(∆−ωm) + κ˜(ω)
−
1
−i(∆+ωm) + κ˜(ω)
]
(5.16)
γOM = 2|g|
2Re
[
1
i(∆−ωm) + κ˜(ω)
−
1
−i(∆+ωm) + κ˜(ω)
]
. (5.17)
From the Eq. (5.17), we can see that the maximum optical damping occurs in the
red-detuned regime where ∆ = ωm and it is the same regime where occurs the
maximum cooling as we see below.
5.2.1 quantum noise spectrum
The noise spectrum is the starting point to find our final goal which is the minimum
phonon number with non-Markovian interactions. This quantity can be obtained
with the operator in Eq. (5.15) by
Sbb(ω) =
∫∞
−∞ dω ′ 〈bˆ†(ω)bˆ(ω ′)〉. (5.18)
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Considering that the optical bath is the vacuum state and the mechanical mode is
in contact with a thermal bath of occupancy nb, we have that the noise correlations
associated with the input fluctuations are given by [22, 119]
〈aˆin(ω)aˆ†in(ω ′)〉 = δ(ω+ω ′) (5.19)
〈aˆ†in(ω)aˆin(ω ′)〉 = 0 (5.20)
〈bˆin(ω)bˆ†in(ω ′)〉 = (nth + 1)δ(ω+ω ′) (5.21)
〈bˆ†in(ω)bˆin(ω ′)〉 = nthδ(ω+ω ′), (5.22)
hence, the quantum noise spectrum is given by
Sbb(ω) =
γ˜(ω)nf(ω)
[γ˜(ω) − i(ωm +ω)[γ˜(−ω) + i(ωm +ω)]
, (5.23)
where nf(ω) is defined like the back-action modified phonon number given by
nf(ω) =
γnb
γ˜(ω)
+
g2κ˜(ω)
γ˜(ω)
[
1
[κ˜(ω) − i(∆−ω)][κ˜(−ω) + i(∆−ω)]
]
. (5.24)
At this point, in accordance with the definition of noise spectrum which is a real
and positive function, in Eq. (5.23) the Fourier transform of the dissipation kernels of
mechanical γ˜(ω) and optical mode κ˜(ω) should be symmetric. In principle, we have
a problem because not all spectral densities work. However, we have a great variety
of spectral densities without any problem and we can continue with our calculations.
5.2.2 spectral densities and dissipation kernels
Two spectral densities with a cutoff frequency used in this work are (i) the spectral
density with a Drude cutoff frequency given by
JD(ω) = mγω
ω2D
ω2 +ω2D
, (5.25)
and (ii) the Ohmic spectral density with a cutoff frequency ωC given by
JC(ω) = κω exp
(
−
ω
ωC
)
. (5.26)
Our goal is finding the Fourier transform of the kernel dissipation which in terms
of the spectral density is given by
γ(t) =
2
m
∫∞
0
dω
pi
JD(ω)
ω
cos(ωt), (5.27)
κ(t) =
2
pi
∫∞
0
dω
JC(ω)
ω
cos(ωt), (5.28)
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therefore, the Fourier transform of dissipation kernels are
γ˜(ω) = γ
ω2D
ω2 +ω2D
, (5.29)
κ˜(ω) = κ exp
(
−
ω
ωC
)[
exp
(
2ω
ωC
)
Θ(−ω) +Θ(ω)
]
,
κ˜(ω) = κ exp
(
−
|ω|
ωC
)
, (5.30)
where Θ(ω) is the Heaviside function. In Eqs. (5.29) and (5.30) we can see that they
are symmetric functions, therefore we have that the quantum noise spectrum finally
is given by
Sbb(ω) =
γ˜(ω)nf(ω)
[γ˜(ω)]2 + (ωm +ω)2
, (5.31)
and the back-action modified phonon number nf(ω) given by
nf(ω) =
γnb
γ˜(ω)
+
g2κ˜(ω)
γ˜(ω)
[
1
[κ˜(ω)]2 + (∆−ω)2
]
(5.32)
As we can see in Eq. (5.32), the minimum phonon number depends explicitely on
the non-Markovian interactions due to the Fourier transform of dissipation kernels κ˜
and γ˜ depend on the frequency ω and the cutoff frequency ωC (ωD) as it is defined
in Eqs. (5.29) and (5.30).
5.2.3 cooling at equilibrium
From equation (5.32), we have that the minimum phonon occupation number or the
cooling limit is reached when the system is in the red-detuned regime (∆ = ωm) and
the nf(ω) is evaluated in −ωm. Hence, using the Fourier transform of the dissipation
kernels, for Lorentzian spectral density we get
κ˜L(ω) = κ
ω2C
ω2 +ω2C
, (5.33)
and for exponential spectral density we get
κ˜E(ω) = κ exp
(
−
|ω|
ωC
)
. (5.34)
Taking into account the common approximations to get the minimum phonon
occupation number in Eq. (5.32), i.e., that γ0 → 0, nb = 0, ∆ = ω
n(ω) =
g2κ˜(ω)
γOM(ω)
[
1
κ˜(ω)2 + 4ω2
]
. (5.35)
From Eq. (5.17), with ∆ = ω we have
γOM =
8g2κ˜(ω)ω2
κ˜(ω)2[κ˜(ω)2 + 4ω2]
. (5.36)
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Figure 5.1: Minimum phonon number at equilibrium in terms of cutoff frequency ωD as
a measure of non-Markovianity of the system. The dissipation parameter is
κ = 10−5ω The y-axis is scale of 10−12. Here, nM, nNML and nNME are the
Markovian minimum phonon occupation number , the non-Markovian minimum
phonon occupation number with the Lorentzian spectral density and the non-
Markovian minimum phonon occupation number with the exponential spectral
density, respectively.
Thus, the minimum phonon occupation number is given by
nmin(ω) =
κ˜(ω)2
8ω2
. (5.37)
For the cutoff frequency ωC = ω, we get in Eqs. (5.33) and (5.34)
κ˜L(ω) =
κ
2pi
(5.38)
κ˜E(ω) =
κ
epi
, (5.39)
therefore, the Markovian minimum phonon occupation number nM, the non-
Markovian minimum phonon occupation number with the Lorentzian spectral
density nNML, and the non-Markovian minimum phonon occupation number with
the exponential spectral density nNME are given by
nM =
κ2
8ω2
, (5.40)
nNML =
1
4pi2
(
κ2
8ω2
)
≈ 0.025nM, (5.41)
nNME =
1
e2pi2
(
κ2
8ω2
)
≈ 0.0135nM. (5.42)
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Here, for the Markovian minimum phonon occupation nM we consider that in the
Fourier transforms of the dissipation kernels, in Eqs. (5.33) and (5.34), the cutoff
frequencies ωC →∞. This limit, as we had explained corresponds to the Markovian
approximation. More precisely, we calculate the minimum phonon number that
would be reached with experimental data given by Groeblacher et. al [34]. In this
case, the three phonon numbers are nM = 6.4 × 10−3, nNML = 1.6 × 10−3 and
nNME = 8.7× 10−4.
Thus, as it was our hypothesis, the quantum thermal equilibrium state that
depends explicitely of the non-Markovian interactions help us reaching a lower
minimum phonon number (Eqs. 5.41 and 5.42). This time, the minimum phonon
number is much lower than the minimum phonon number found in the Markovian
approximation (Eq. 5.40).
In Fig. 5.1 it is shown the minimum phonon number obtained from Eq. (5.37)
in terms of cutoff frequency ωC. In this plot, we can see that as the cutoff
frequency increases, the non-Markovian minimum phonon numbers approach to
the Markovian minimum phonon number. This agrees with the theory because the
higher cutoff frequency ωC, the system will be in the Markovian regime.
Science cannot solve the ultimate mystery of nature. And that
is because, in the last analysis, we ourselves are part of nature
and therefore part of the mystery that we are trying to solve.
— Max Planck
6O P T I M A L S I D E B A N D C O O L I N G
Mechanical micro- and nano-resonators cooled to very low temperatures can be
used to explore quantum effects such as superposition of states, entanglement at
macroscopic scales [120] and, as we showed in the first part of this work, states
different from the canonical Boltzmann distribution when further, we consider non-
Markovian interactions. Additionally, when they are coupled to optical systems or
superconducting qubits at these low temperatures, they can be used as a tool to study
fundamental issues such as the quantum-mechanical transition [121]. However, the
time scales where cooling takes or would take place are very short, of the order of the
resonator period and the temperatures involved in the process are very low, it is then
expected that non-Markovian effects of the interaction between the resonator and its
surrounding medium dominate the transfer of energy and entropy between them
[7, 17, 122]. This makes that in achieving a complete understanding of the cooling
process and in designing more robust techniques, the effects of non-Markovian
dynamics must be considered in, e. g., all protocols mentioned above [21, 31, 120, 123].
To be sure, the role of non-Markovian dynamics in cooling process has been studied
in other physical systems like spins with very positive results [7, 122].
In this chapter, we study the effects of the non-Markovian character of the
dynamics in the optimal cooling with light pulses [18, 19]. More specifically, we
will use one of the most promising proposal so far [18], which provides the
introduction of optimal light pulses in the technique known as “sideband cooling”
[123]. Therefore, in this chapter we show a general treatment, and in detail, of the
cooling process.
6.1 optimal control theory
Optimal control theory has been well developed for over forty years. With the
advances of computer techniques, optimal control is now widely used in multi-
disciplinary applications such as biological systems, communication networks and
socio-economic systems. As a result, more and more people will greatly benefit by
learning how to solve the optimal control problems numerically.
The objective of optimal control theory is to determine the control of signals
that will cause a process to satisfy the physical constraints and at the same time
minimize some performance criterion. This design is generally done by a trial-and-
error process in which various methods of analysis are used iteratively to determine
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the design parameters of an “aceptable” system. Acceptable performance is generally
defined in terms of time and frequency domain criteria such as rise time, settling
time, peak overshoot and bandwidth [124]. Radically different performance criteria
must be satisfied, however, by the complex, multiple-input, multiple-output systems
required to meet the demands of modern technology, this is a theory based on a
combination of variational techniques with high-speed computation. Therefore, this
technique is especially used for those problems with free final time and nonlinear
dynamics.
To get an idea of how optimal control theory works, we first need to have or
formulate the problem in a specific way. Problem formulation of an optimal control
problem, first of all, requires three specific components:
1. Mathematical description (or model) of the process to be controlled, i. e., the
description of the system in terms of n first-order differential equations, as a
state vector of the system x(t) and the control vector u(t). Hence, the state
equations can be written as
x˙ = a(x(t),u(t), t). (6.1)
2. A statement of the physical constraints, i. e., the initial (final) conditions of the
system constraints x(t0).
3. Specification of a criterion to minimize or maximize. At this point, we should
specify the condition to minimize (maximize) as
J = h(x(t), t) +
∫tf
0
g(x(t),u(t), t)dt, (6.2)
where h and g are scalar functions [124].
After doing so, optimal control theory is aimed at solving the following problem.
Find a control function u? which causes the system described by Eq. (6.1) follows the
behaviour x? that minimizes the condition in Eq. (6.2). Here u? is called theoptimal
control and x? is called the optimal trajectory. However, there is an aspect to consider.
This is that even if an optimal control exists, it may not be unique. At this point, the
optimal control will depend on the initial control, i. e., one should prove different
initials parameters for not to fall in a local minimum but to reach the global
minimum of the condition to minimize J.
As we mentioned at the beginning, optimal control theory has been used in many
disciplines with different algorithms or methodologies. Nevertheless, in this work
we refer to two previous investigations which are pioneers in the optimal control of
open quantum systems and the effects of the driving [17, 18]. Inspired by the work of
Wang et al., we address the problem of finding the optimal coupling function between
a nano-mechanical resonator and a cavity mode. In doing so, we connect the results
in Ref. [18], in particular, we found that to reach the minimum phonon number
predicted by them, the coupling amplitude should be the twice the one predicted by
them. We also find the optimal pulse to maintain the minimum phonon number once
it is reached. Later, we thus implement the methodology in the non-Markovian case
using the results for variances in [125, 126] to find the minimum phonon number in
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the non-Markovian case and thus observe the effects of non-Markovian interactions
in the sideband cooling.
6.2 markovian cooling
One the techniques to reach minimum phonon number is known as sideband cooling.
Sideband cooling uses a linear coupling between the resonator and the cavity, which
in practice is usually obtained from a “radiation pressure force” interaction by
strongly driving the cavity (see chapter 5). In a recent work [18] it was demonstrated
that one can cool significantly better than traditional sideband cooling by using
quantum control, based on the “The Method of Steepest Descent” [124], (see Appendix
A for details).
In general, cooling is characterized by the average phonon number, 〈nˆ〉 = 〈aˆ†aˆ〉,
which is a second moment of operators aˆ and aˆ†. Because the dynamics of the
resonators are linear (that is, the evolution can be described by a set of linear
quantum Langevin equations [118, 127]) one can derive a set of equations for the
variances and covariances of the ladder operators. To describe damping, in Ref. [18]
the authors use the Markovian version of the Brownian-motion master equation.
However, this set of equations violates the positivity of the trace in the density
operator, in others words, the Markovian version of the Brownian-motion master
equation cannot be written in the Lindblad form (see chapter 3 in Ref. [41]). Moreover,
they use the adjoint version of the master equation, which is only valid for time
independent Hamiltonians, a condition that obviously is not fulfil in this case. Hence,
we assume that results in [18], shown in Fig. 6.1, can be redesigned using the correct
equations of motion.
Hence, we use a master equation in the Linbland form and assume that the
commutator between the Liouvillian and the driving force can be neglected. Thus,
we derive the correct equations of motion for variances from the position and
momentum operators in terms of the ladder operators (calculation of these equations
is showed in Appendix B). Additionally, we use the adjoint master equation given
by
d
dt
AH(t) = iω0[aˆ
†aˆ,AH(t)]
+ γ(nT + 1)
{
aˆ†AH(t)aˆ−
1
2
aˆ†aˆAH(t) −
1
2
AH(t)aˆ
†aˆ
}
+ γnT
{
aˆAH(t)aˆ
† −
1
2
aˆaˆ†AH(t) −
1
2
AH(t)aˆaˆ
†
}
+ κ(ncav + 1)
{
bˆ†AH(t)bˆ−
1
2
bˆ†bˆAH(t) −
1
2
AH(t)bˆ
†bˆ
}
+ κncav
{
bˆAH(t)bˆ
† −
1
2
bˆbˆ†AH(t) −
1
2
AH(t)bˆbˆ
†
}
, (6.3)
because this allows for deriving the expressions for dissipation rate in the equations
of motion for the expectation values [41]. In this expression, γ and κ accounts for
the non-unitary processes in the mechanical mode and optical mode, respectively.
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Figure 6.1: Dynamics of the cooling with the Markovian version of the Brownian-motion
master equation for different parameters of dissipation. The initial parameters are
nT = 100, ncav = 0, κ = 2.15× 10−4ω0. Inset: The optimal 12-segment piecewise-
constant control pulse for the coupling rate g(t) (magenta line) and the true g(t)
function found in the optimization (cyan line). The y-axis is in logarithmic scale.
nT (ncav) denotes the thermal occupation in the mechanical (optical) mode and the
operator AH(t) will be every variance of the ladder operators. This approximation
obeys the positivity of the trace that in contrast to previous works, this had not been
considered.
Fig. 6.2 show the results for the minimum phonon number n = 〈aˆ†aˆ〉 as a function
of time for different parameters of dissipation. We note that the initial coupling
function before optimization was a constant function g = 0.01. As we can see in Fig.
6.2, the smaller the dissipation γ in the resonator is, the smaller minimum phonon
number. This result is in agreement with the result obtained for the minimum
phonon number in Eq. (5.10), since these results were obtained in the approximation
γ→ 0, i. e., the final minimum phonon number will be obtained when the dissipation
rate tends to zero or it is small enough to not affect the phonon number.
Another important result found with the correct equations of motion is a factor
of one half in the coupling. As we can see in the inset of Fig. 6.2, the limits of the
coupling function gopt(t) are the double of the function coupling found by X. Wang
et al. [18]. Despite the inadequateness of the equation of motion in Ref. [18], it seems
that the only noticeable effect is a scaling factor of the field. Please note that at the
experimental level, due to the need of strong coupling, the differences may dictate
the feasibility of an experimental validation. However, a tremendous increase in g
was demonstrated recently in an experiment by Teufel et al. [123]. This has brought
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Figure 6.2: Dynamics of the cooling with the correct equations of motion for different
parameters for dissipation. The initial parameters are nT = 100, ncav = 0. Inset:
The optimal control pulse for the coupling rate g(t). The y-axis is in logarithmic
scale.
g within a factor of 10 of ω0, which demonstrated that in the future the increase of
the coupling g is feasible.
6.2.1 optimal control pulse to maintain the minimum phonon
number
Reaching a very low phonon number in a short period of time is a very desirable goal,
however, since the resonator is continuously coupled to its environment, keeping
that phonon number is a must. Here, we found an optimal pulse to maintain the
minimum phonon number which depends on the initial coupling function.
We found that to maintain the minimum phonon number, the coupling function
should be an oscillating function in time over a constant value. We proposed as initial
coupling function an exponential decay which ends in a constant value given by
gm(t) = e
−50t + k. (6.4)
The decay factor 50 is to reach the factor k as soon as possible, because when the
coupling to the bath is strong, the phonon number tends to increase. As we can
see in Fig. 6.3, for all the different parameters of dissipation used (γ = 10−6ω0,
γ = 10−5ω0, γ = 10−4ω0), the best result is the smallest factor k because this
has minor oscillations along the time, i. e., the minimum phonon number keeps
almost constant. Despite of the control protocol, when dissipation increases, the
minimum phonon number also increases, as we see in Fig. 6.3 for the dissipation
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Figure 6.3: Phonon number as a function of time during the optimal control protocol aimed
at maintaing the minimum phonon number with the correct equations of motion
for different parameters for dissipation. The initial parameters are nT = 100,
ncav = 0, κ = 2.15× 10−4ω0. Inset: The optimal control pulse for the coupling
rate g(t).
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parameter γ = 10−4ω0. However, this value of dissipation should not worry because
in systems that could be used to prove this, e. g., a microwave superconducting
cavities, the typical frequencies in these resonators are in the GHz regime, operating
usually in the millidegrees Kelvin range [128, 129]. Moreover, the typical dissipation
rate in these systems is γ = 10−4ω0, or even less. Further, current experiments
with nanomechanical resonators have these typical parameters: ω = 2pi× 15 MHz,
m = 10−17 kg, g ∼ 10−3ω2, and a quality factor Q ∼ 20000, which yields a damping
γ = 5× 10−5ω [130].
As we explained above, the pulse found in the inset in Fig. 6.2 is to reach
the minimum phonon number and the pulse found in Fig. 6.3 is to maintain the
minimum phonon number. Therefore, it is worth mentioning that the optimal pulse
g?m(t) obtained from Eq. (6.4) after the optimization process is the continuation of
the optimal pulse to cool g(t) showed in Fig. 6.2. Thus, it takes into account that the
minimum phonon number is reached approximately at tcool = 1.1pi/ω, we define an
optimal pulse as [35]
c(t) =
{
g(t) 0 6 t 6 1.1pi/ω
g?m(t) t > 1.1pi/ω
(6.5)
which encompasses the entire cooling process, i. e., to reach the minimum phonon
number and maintain this number once is obtained. Likewise, with the optimal pulse
c(t) we can maintain the phonon number for about 50 periods.
The next step, as we made at equilibrium, it is to perform the cooling and
optimization process including the non-Markovian interactions. As we could see
above, the minimum phonon number at equilibrium in lower when we take
into account the non-Markovian interactions than when we use the Markovian
approximation. We expect to find evidence this phenomena in our out of equilibrium
optimal control numerical experiment.
6.3 non-markovian cooling
In this section we use the influence functional theory by Feynman-Vernon [50] which
allows for the study of dynamics of open quantum systems without the rotating wave
approximation (RWA) and Markovian approximation. This will allow us to perform
a description of the system without any approximation, i. e., a full description of the
non-Markovian dynamics.
Before starting to explain the case of a dissipative quantum system, it is useful to
give the main ideas and notation by studying the unitary time evolution of a system.
Henceforth, the state, pure or mixed, of a system S will be described by the density
operator ρˆS. For an isolated system described by the Hamiltonian HˆS, the temporal
evolution of the density operator is given in terms of the time evolution operator
UˆS(t
′′, t ′) = Tˆ exp
(
−
i
 h
∫t ′′
t ′
ds HˆS(s)
)
, (6.6)
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and its adjoint operator Uˆ†S through the relation
ρˆS(t) = Uˆ
†
S(t)ρˆS(0)UˆS(t), (6.7)
where Tˆ is the time ordering operator. In the position representation, the density
operator is given by
ρS(q
′′
+,q
′′
−, t) =
∫
dq ′+dq
′
−J(q
′′
+,q
′′
−, t
′′;q ′+,q
′
−, t
′)ρS(q ′+,q
′
−, t
′), (6.8)
where J(q ′′+,q ′′−, t ′′;q ′+,q ′−, t ′) = U(q ′′+,q ′+, t)U∗(q ′′−,q ′−, t) is the propagator of the
density operator ρS(q+,q−) = 〈q+|ρˆS|q−〉 and U(q ′′±,q ′±, t) = 〈q ′′±|Uˆ(t ′′, t ′)|q ′±〉. In
order to with Feynman-Vernon theory [131], the time evolution operator can be
expressed by a path integral as
U(q ′′±,q
′
±, t) =
∫
Dq± exp
[
i
 h
SS(q±, t)
]
, (6.9)
where SS is the action associated to the path q(t ′).
Now, we are going to consider the case of a dissipative system for the Ullersma-
Caldeira-Leggett model in Eq. (2.5). In this class of systems one is usually not
interested in the full dynamics, but so it reduced dynamics of the system of interest.
Before tracing over the degrees of freedom of the bath, it is necessary to specify the
initial density operator of the system and the bath. For simplicity, we restrict to the
case where the density operator of the system and bath are factorized [81]. Under
this approximation, the initial density operator may be expressed as
ρˆ(0) = ρˆS(0)
e−βHˆB
ZB
, (6.10)
i. e., as the product between the initial density matrix of the system ρˆS(0) and the
initial density matrix of the bath ρˆB(0) = e
−βHˆB
ZB
at inverse temperature β = 1/kBT . In
this expression, ZB denotes the partition function of the bath.
Dynamics of the reduced density matrix of the system S is obtained tracing over the
degrees of freedom of the bath. This can perform analytically if the bath is described
by a collection of harmonic oscillators with masses mj and frequencies ωj and with
coordinates coupled bilinearly to the coordinates of the system S. It is convenient
to mention that the microscopic details of the bath and its coupling to the system
emerge in the reduced dynamics of the system through of the spectral density of the
bath given by
J(ω) = pi
∞∑
j=1
c2j
2mjωj
δ(ω−ωj), (6.11)
where cj is the system-bath coupling. Similarly, we introduced the noise kernel K(z)
induced by the bath given in Eq. (3.7) and the friction kernel as [63]
η(t) =
2
pi
∫∞
0
dω
J(ω)
ω
cos(ωt). (6.12)
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After tracing over the bath, we get the temporal evolution of the reduced density
matrix of the system S. If we assume the initial conditions in Eq. (6.10), we get the
same form that in Eq. (6.8). J(q ′′+,q ′′−, t ′′;q ′+,q ′−, t ′) is the propagation function which
is determined by a path integral as
J(q ′′+,q
′′
−, t
′′;q ′+,q
′
−, t
′) =
1
Z
∫
Dq+Dq− exp
{
i
 h
[SS(q+) − SS(q−)]
}
F(q+,q−).
(6.13)
Here, Z is the partition function as the ratio between the partition function of the
system-bath ZS+B and the bath ZB. The influence of the bath over the system in Eq.
(6.13) is given by
F(q+,q−) = exp
[
−
1
 h
Φ(q+,q−)
]
, (6.14)
with
Φ(q+,q−) =
∫t
0
ds
∫s
0
duK(s− u)[q+(s) − q−(s)][q+(u) − q−(u)]
+
i
2
∫t
0
ds
∫s
0
duη(s− u)[q+(s) − q−(s)][q˙+(u) − q˙−(u)] (6.15)
+
i
2
[q ′+ + q
′
−]
∫t
0
ds [q+(s) − q−(s)].
Hence, non-Markovian character that we want to take into account in the dynamics
is expressed through the double temporal integrals which included all the history in
the evolution of the system.
Now, since in the cooling we need to calculate the phonon number, we calculate
the mean value as
〈nˆ(t)〉 = tr[ρˆSnˆ] =
∫
dqdq˜〈q|ρˆS|q˜〉〈q˜|nˆ|q〉. (6.16)
Our goal is to calculate the minimum phonon number of the resonator 〈nˆ〉(tf) in
the shortest possible time tf. In terms of the second moments of the position 〈qˆ2〉
and momentum 〈pˆ2〉, the minimum phonon number is given by
〈nˆ〉(t) = 1
2 hω
(〈pˆ2〉(t)
m
+mω2〈qˆ2〉(t)
)
−
1
2
, (6.17)
〈pˆ2〉(t), 〈qˆ2〉(t) can be found in Appendix C.
The results of the comparison between the dynamics in the Markovian
approximation found in Fig. 6.2, the Markovian approximation with a high cutoff
frequency ωD = 10ωm and the non-Markovian ωD = ωm are shown in Fig. 6.4.
Here the time at which the minimum phonon number in the resonator is obtained
is tf = tcool = 1.1pi/ωm. The insets of Fig. 6.4 show a magnification in the final
time thus allowing us a better comparison between the three cooling scenarios. In
these three processes we used the coupling function gopt(t) found in Fig. 6.2 and the
minimum phonon numbers of each one is shown in the following table:
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Dissipation rate
〈nˆ(tf)〉
Markovian Markovian ωD Non-Markovian
κ = γ = 10−6ω0 9.03×10−3 8.96×10−3 8.86×10−3
κ = γ = 10−5ω0 1.04×10−2 1.03×10−2 1.02×10−2
κ = γ = 10−4ω0 3.28×10−2 3.30×10−2 2.39×10−2
κ = γ = 10−3ω0 2.61×10−1 2.62×10−1 1.61×10−1
κ = γ = 10−2ω0 2.45 2.50 1.52
κ = γ = 10−1ω0 21.12 24.77 14.64
Table 1: Minimum phonon number at time t = 1.1pi/ω0 using the coupling function g(t).
We see in the Table 1 that for non-Markovian dynamics a smaller phonon number
is obtained and when dissipation increases, the results are most noticeable. However,
the coupling function g(t) used is these three processes was found through an
optimization process in the Markovian approximation. Hence, we also perform
the optimization process described in Appendix A to reach the optimal coupling
function in non-Markovian dynamics. However, this optimization process has a big
degree of complexity because we have around 40 first order equations, where their
solutions are used to find the second moments of the position and momentum. This
implies that we have to derive 40 auxiliary first order equations to optimize and find
the optimal coupling function. Moreover, to find the “initial” values of the auxiliary
variables we need to calculate the derivatives of the second moments (see Appendix
C), which are expressions too long (see Appendix A for details).
The optimal coupling function in the non-Markovian dynamics is shown in the
inset of Fig. 6.5. As we can see, the optimal coupling gNM(t) has the same behaviour
that the coupling function g(t) found in the Markovian case and both are almost
equal. Despite of a minimum variation in the coupling function, we get a significant
change in the minimum phonon number.
The minimum phonon number found after optimization for different values of
dissipation is shown in Table 2. There, we can see that when the dissipation increases,
the minimum phonon number does not have a significant decrease.
Dissipation rate
〈nˆ(tf)〉 Percentage
Non-Markovian Non-Markovian Optimized
κ = γ = 10−6ω0 8.86×10−3 3.43×10−3 61.29 %
κ = γ = 10−5ω0 1.02×10−2 4.79×10−3 53.04 %
κ = γ = 10−4ω0 2.39×10−2 1.83×10−2 23.43 %
κ = γ = 10−3ω0 1.61×10−1 1.53×10−1 4.97 %
κ = γ = 10−2ω0 1.52 1.50 1.32 %
κ = γ = 10−1ω0 14.64 13.52 0.68 %
Table 2: Comparison of minimum phonon number in the non-Markovian regimen before and
after optimization at time t = 1.1pi/ω0
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d. γ = 10−3ω0
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Figure 6.4: Comparison of the dynamics of the cooling between the three processes,
Markovian, non-Markovian and Markovian with ωD = 10ωm, for different
parameters for dissipation. The initial parameters are nT = 100, ncav = 0. Insets:
Magnification in the final time tcool = 1.1pi/ω0
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Figure 6.5: Dynamics of the cooling with the optimal coupling function found later to the
optimization process. The initial parameters are nT = 100, ncav = 0. Inset: The
optimal control pulse for the coupling rate gNM(t) compare with the optimal
control pulse for the coupling rate g(t) shown in Fig. 6.2. The y-axis is in
logarithmic scale.
With these last results, as we mentioned in the Chapter 3, we showed that non-
Markovian character plays an important role both the characterization of the thermal
equilibrium state and in sideband cooling. This suggests that the non-Markovian
character should be included in order to reach more realistic results in many different
kind of systems. Another key result here is the robustness of the optimization process
in the non-Markovian case [35].

C O N C L U S I O N S A N D D I S S C U S I O N S
We elaborate on the role of the Heisenberg uncertainty principle [Eq. (3.6)] in the
quantum thermal-equilibrium-state. It inhibits the system thermal equilibrium state
to be characterized by the Gibbs state. By contrast, for a wide class of systems, in the
classical case the thermal-equilibrium-state is exactly characterized by the Gibbs state.
Further, in quantum mechanics, the Gibbs state is only recovered in the classical-high
T limit ( hβ→ 0). Nervertheless, the low-T regime has some implications in quantum
thermodynamics, because the non-Markovian effects should be taken into account.
Among these implications, we find the failure for the Onsager hypothesis, or the
difficulty in defining the specific heat [132], and temperature [133]. Specifically, the
high temperature regime defined by  hβ → 0, modified by an appropriate effective
coupling, emerges as the main condition for the vanishing of these deviations.
For the quantum version of the wide class of classical systems discussed above
(for which the thermal equilibrium state exactly corresponds to the Boltzmann
distribution), the dependence of thermal equilibrium state on the spectral density
is clearly a pure quantum effect. This feature can be explored as a quantum resource,
e.g., in the one-photon phase control of biochemical and biophysical systems [134–
136] or in understanding the coherent extent of excitation with incoherent light
in biological systems [134]. A phase-space formulation of this situation for non-
harmonic systems, based on the Wigner representation of quantum mechanics and
semiclassical approximations [137, 138], is currently under development.
Although the examples presented in Chapter 3 are performed in the second
order approximation of the potential, the methodology used in this work is general
and could be used in non-linear cases and with non-Gaussian statistics, which
are relevant, e.g., in nuclear physics [139]. The results presented show the role of
non-Markovian effects and its relevance in the thermal equilibrium state, which
contribute to protect quantum features such as entanglement and squeezing. Further,
this effects may be important or may shed light on the role in the derivation of
fundamental limits in areas such as quantum metrology [58] and quantum speed
limits [140].
Likewise, if the quantum thermal equilibrium state differs from the Gibbs state and
depends implicitly on the non-Markovian interactions, this new equilibrium state
helps us reaching a minimum phonon number (Eqs. 5.41 and 5.41) much lower than
the minimum phonon number found in the Markovian approximation (Eq. 5.40).
Similarly, when non-Markovian dynamics is considered in the optimal cooling of
resonators by sideband cooling, the cooling process is more effective than in the
Markovian approximation despite of using optimal control theory in order to find
the optimal coupling function between the Fabry-Perot cavity and the resonator.
This is compared with results found in previous works about sideband cooling
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[18, 19, 30, 32], all these made in Markovian approximation. Note that the spectral
density can be extracted experimentally by means of spectroscopic techniques [141].
PA RT III
A P P E N D I X

AO P T I M I Z AT I O N A L G O R I T H M
The algorithm used to solve the optimization problem was “the method of steepest
descent” whose algorithm consists of 4 steps:
1. Subdivide the interval [t0, tf] into N equal subintervals and assume an initial
piecewise-constant control g(0)(t) = g(0)(tk), t ∈ [tk, tk+1] k = 0, 1, ...,N− 1.
2. Apply the assumed control g(i) to integrate the state equations from t0 to tf
with initial conditions x(t0) = x0 and store the state trajectory x(i).
3. Apply g(i) and x(i) to integrate costate equations backward, i. e., from [tf, t0].
The “initial value” p(i)(tf) is obtained by:
p(i)(tf) =
∂h
∂x
(x(i)(tf)). (A.1)
Evaluate ∂H(i)(t)/∂g, t ∈ [t0, tf] and store this vector.
4. If ∣∣∣∣∣∣∣∣∂H(i)∂g
∣∣∣∣∣∣∣∣ 6 , (A.2)
∣∣∣∣∣∣∣∣∂H(i)∂g
∣∣∣∣∣∣∣∣2 ≡ ∫tf
t0
[∣∣∣∣∣∣∣∣∂H(i)∂g
∣∣∣∣∣∣∣∣]T [∣∣∣∣∣∣∣∣∂H(i)∂g
∣∣∣∣∣∣∣∣] dt (A.3)
then stop the iterative procedure. Here  is a preselected small positive constant
used as a tolerance. If Eq. (A.2) is not satisfied, adjust the piecewise-constant
control function by:
g(i+1)(tk) = g
(i) − τ
∂H(i)
∂g
(tk), k = 0, 1, ...,N− 1. (A.4)
Replace g(i) by g(i+1) and return to step 2. Here, τ is the step size.
In this algorithm we should take into account that the condition to minimize is
given by
J = h(x(t), t) +
∫tf
t0
V(x(t), g(t), t)dt (A.5)
and
H = V(x(t), g(t), t) + λx. (A.6)
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BE Q U AT I O N S O F M O T I O N F O R T H E
VA R I A N C E S I N T H E M A R K O V I A N C A S E
For the resonator and cavity the position qˆi and momentum pˆi operators are given
by
qˆm =
1√
2
(aˆ+ aˆ†) pˆm = −
i√
2
(aˆ− aˆ†), (B.1)
qˆcav =
1√
2
(bˆ+ bˆ†) pˆcav = −
i√
2
(bˆ− bˆ†). (B.2)
where the operators qˆm (qˆcav) and pˆm (pˆcav) correspond to the position and
momentum operators of the mechanical (optical modes).
The Hamiltonian of the system in terms of the position and momentum is
HˆS =
2∑
i=1
(
1
2mi
pˆ2i +
1
2
miωiqˆ
2
i
)
+ c(t)qˆ1qˆ2, (B.3)
where mi and ωi are the masses and frequencies of the modes.
The second moments are calculated by
˙OˆiOˆj(t) =
dOˆi(t)
dt
Oˆj(t) + Oˆi(t)
dOˆj(t)
dt
=
1√
2
( ˙ˆqi(t) + i ˙ˆpi(t)) Oˆj(t) + 1√
2
Oˆi(t)
( ˙ˆqj(t) + i ˙ˆpi(t)) , (B.4)
where ˙ˆOi are calculated in the Heisenberg picture. After performing all the
calculations and including the terms of dissipation, we get the following equations
of motion for the variances
〈 ˙aˆaˆ〉(t) = −2iωm〈aˆaˆ〉+ ic(t)(〈aˆbˆ〉+ 〈aˆbˆ†〉) − γ〈aˆaˆ〉 (B.5)
〈 ˙aˆaˆ†〉(t) = −1
2
ic(t)
(
〈bˆ†aˆ〉− 〈bˆ†aˆ†〉+ 〈bˆaˆ〉− 〈bˆaˆ†〉
)
− γ(nth + 1)〈aˆ†aˆ〉+ γnth〈aˆaˆ†〉 (B.6)
〈 ˙aˆbˆ〉(t) = −2iωm〈aˆbˆ〉+ 1
2
ic(t)
(
〈bˆbˆ〉+ 〈aˆaˆ〉+ 〈bˆ†bˆ〉+ 〈aˆaˆ†〉
)
−
1
2
γ〈aˆbˆ〉− 1
2
κ〈bˆaˆ〉 (B.7)
〈 ˙aˆbˆ†〉(t) = 1
2
ic(t)
(
〈bˆbˆ†〉− 〈aˆaˆ†〉+ 〈bˆ†bˆ†〉− 〈aˆaˆ〉
)
−
1
2
γ〈aˆbˆ†〉− 1
2
κ〈bˆ†aˆ〉 (B.8)
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〈 ˙bˆaˆ〉(t) = −2iωm〈bˆaˆ〉+ 1
2
ic(t)
(
〈bˆbˆ〉+ 〈aˆaˆ〉+ 〈bˆ†bˆ〉+ 〈aˆaˆ†〉
)
−
1
2
γ〈aˆbˆ〉− 1
2
κ〈bˆaˆ〉, (B.9)
〈 ˙bˆaˆ†〉(t) = −1
2
ic(t)
(
〈bˆ†bˆ〉− 〈aˆ†aˆ〉+ 〈bˆbˆ〉− 〈aˆ†aˆ†〉
)
−
1
2
γ〈bˆaˆ†〉− 1
2
κ〈bˆaˆ†〉, (B.10)
〈 ˙bˆbˆ〉(t) = −2iωm〈bˆbˆ〉+ ic(t)(〈bˆaˆ〉+ 〈bˆaˆ†〉) − κ〈bˆbˆ〉, (B.11)
〈 ˙bˆbˆ†〉(t) = −1
2
ic(t)
(
〈bˆaˆ†〉− 〈bˆ†aˆ†〉+ 〈bˆaˆ〉− 〈bˆ†aˆ〉
)
− κ(ncav + 1)〈bˆ†bˆ〉+ κncav〈bˆbˆ†〉, (B.12)
〈 ˙aˆ†aˆ〉(t) = 1
2
ic(t)
(
〈bˆaˆ†〉+ 〈bˆ†aˆ†〉− 〈bˆaˆ〉− 〈bˆ†aˆ〉
)
− γ(nth + 1)〈aˆ†aˆ〉+ γnth〈aˆaˆ†〉, (B.13)
〈 ˙aˆ†aˆ†〉(t) = 2iωm〈aˆ†aˆ†〉+ ic(t)(〈bˆ†aˆ†〉+ 〈bˆaˆ†〉) − γ〈aˆ†aˆ†〉, (B.14)
〈 ˙aˆ†bˆ〉(t) = −1
2
ic(t)
(
〈bˆ†bˆ〉− 〈aˆ†aˆ〉+ 〈bˆbˆ〉− 〈aˆ†aˆ†〉
)
− γ〈aˆ†bˆ〉+ κ〈aˆ†bˆ〉, (B.15)
〈 ˙aˆ†bˆ†〉(t) = 2iωm〈aˆ†bˆ†〉− 1
2
ic(t)
(
〈aˆ†aˆ†〉+ 〈bˆ†bˆ†〉+ 〈bˆbˆ†〉+ 〈aˆ†aˆ〉
)
−
1
2
γ〈aˆ†bˆ†〉− 1
2
κ〈bˆ†aˆ†〉, (B.16)
〈 ˙bˆ†aˆ〉(t) = 1
2
ic(t)
(
〈bˆbˆ†〉− 〈aˆaˆ†〉+ 〈bˆ†bˆ†〉− 〈aˆaˆ〉
)
−
1
2
γ〈bˆ†aˆ〉− 1
2
κ〈aˆbˆ†〉,
(B.17)
〈 ˙bˆ†aˆ†〉(t) = 2iωm〈bˆ†aˆ†〉− 1
2
ic(t)
(
〈aˆ†aˆ†〉+ 〈bˆ†bˆ†〉+ 〈bˆbˆ†〉+ 〈aˆ†aˆ〉
)
−
1
2
γ〈bˆ†aˆ†〉− 1
2
κ〈aˆ†bˆ†〉, (B.18)
〈 ˙bˆ†bˆ〉(t) = 1
2
ic(t)
(
〈bˆ†aˆ〉+ 〈bˆ†aˆ†〉− 〈bˆaˆ〉− 〈bˆaˆ†〉
)
− κ(ncav + 1)〈bˆ†bˆ〉+ γncav〈bˆbˆ†〉, (B.19)
〈 ˙bˆ†bˆ†〉(t) = 2iωm〈bˆ†bˆ†〉+ ic(t)(〈bˆ†aˆ†〉+ 〈bˆ†aˆ〉) − κ〈bˆ†bˆ†〉. (B.20)
(B.21)
CVA R I A N C E S A N D O P T I M I Z AT I O N
E Q U AT I O N S
c.1 variance for position operator
The initial conditions for the thermal states of the mechanical (1) and optical (2)
modes are
〈q1〉(0) = 0 (C.1)
〈q2〉(0) = 0 (C.2)
〈p1〉(0) = 0 (C.3)
〈p2〉(0) = 0 (C.4)
〈q1q1〉(0) = 1
2
coth
(
1
2
β1ω1
)
(C.5)
〈q2q2〉(0) = 1
2mω2
coth
(
1
2
β2ω2
)
(C.6)
〈p1p1〉(0) = 1
2
coth
(
1
2
β1
)
(C.7)
〈p2p2〉(0) = mω2
2
coth
(
1
2
β2ω2
)
(C.8)
〈q1p1〉(0) = 0 (C.9)
〈q2p2〉(0) = 0 (C.10)
The second moments of the mechanical resonator 〈q1q1〉(t) =sq1q1[t] and
〈p1p1〉=sp1p1[t] are given by
sq1q1[t_]:=(sp2p2i (U2p[0] U4[t]-U2[t] U4p[0])^2)/(4 (2 U2[t] V2[t]-2 U4[t]
V4[t])^2 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2)^2)+(vep2i^2 (U2p[0] U4[t]-U2[t] U4p[0])^2)/(4
(2 U2[t] V2[t]-2 U4[t] V4[t])^2 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m
U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0])
(V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2)^2)+((U2p[0] U4[t]-U2[t]
U4p[0])^2 (u22[t] (u4[t] v1[t]-u3[t] v2[t])^2+u2[t]^2 (u44[t] v1[t]^2-v2[t]
(-(u33[t]+v11[t]) v2[t]+v1[t] (u34[t]+u43[t]+v12[t]+v21[t]))+v1[t]^2 v22[t])+u24[t]
u3[t] u4[t] v1[t] v4[t]-u23[t] u4[t]^2 v1[t] v4[t]-u32[t] u4[t]^2 v1[t] v4[t]+u3[t]
u4[t] u42[t] v1[t] v4[t]-u4[t]^2 v1[t] v14[t] v4[t]-u24[t] u3[t]^2 v2[t] v4[t]+u23[t]
u3[t] u4[t] v2[t] v4[t]+u3[t] u32[t] u4[t] v2[t] v4[t]-u3[t]^2 u42[t] v2[t]
v4[t]+u3[t] u4[t] v14[t] v2[t] v4[t]+u3[t] u4[t] v1[t] v24[t] v4[t]-u3[t]^2
v2[t] v24[t] v4[t]-u3[t] u34[t] u4[t] v4[t]^2+u33[t] u4[t]^2 v4[t]^2-u3[t]
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u4[t] u43[t] v4[t]^2+u3[t]^2 u44[t] v4[t]^2+u4[t]^2 v11[t] v4[t]^2-u3[t] u4[t]
v12[t] v4[t]^2-u3[t] u4[t] v21[t] v4[t]^2+u3[t]^2 v22[t] v4[t]^2-u4[t]^2 v1[t]
v4[t] v41[t]+u3[t] u4[t] v2[t] v4[t] v41[t]+u3[t] u4[t] v1[t] v4[t] v42[t]-u3[t]^2
v2[t] v4[t] v42[t]+u2[t] (u24[t] v1[t] (-u4[t] v1[t]+u3[t] v2[t])+u4[t] (-u42[t]
v1[t]^2+u23[t] v1[t] v2[t]+u32[t] v1[t] v2[t]+v1[t] v14[t] v2[t]-v1[t]^2 v24[t]+u34[t]
v1[t] v4[t]+u43[t] v1[t] v4[t]+v1[t] v12[t] v4[t]-2 u33[t] v2[t] v4[t]-2 v11[t]
v2[t] v4[t]+v1[t] v21[t] v4[t]+v1[t] v2[t] v41[t]-v1[t]^2 v42[t])+u3[t] (u42[t]
v1[t] v2[t]-u23[t] v2[t]^2-u32[t] v2[t]^2-v14[t] v2[t]^2+v1[t] v2[t] v24[t]-2
u44[t] v1[t] v4[t]+u34[t] v2[t] v4[t]+u43[t] v2[t] v4[t]+v12[t] v2[t] v4[t]+v2[t]
v21[t] v4[t]-2 v1[t] v22[t] v4[t]-v2[t]^2 v41[t]+v1[t] v2[t] v42[t]))+(u4[t]
v1[t]-u3[t] v2[t])^2 v44[t]))/(2 (u2[t] v2[t]-u4[t] v4[t])^2 (2 U2[t] V2[t]-2
U4[t] V4[t])^2 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2)^2)-(vep1i vep2i (U2p[0] U4[t]-U2[t]
U4p[0]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 (2 U2[t] V2[t]-2 U4[t] V4[t])^2
(((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2
U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2)^2)-(vep2i veq1i (U2p[0] U4[t]-U2[t] U4p[0]) (U2[t]
(-U1p[0] V2[t]+U4p[0] V3[t])+U4[t] (-U2p[0] V3[t]+U1p[0] V4[t])+U1[t] (U2p[0]
V2[t]-U4p[0] V4[t])) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/((2 U2[t] V2[t]-2 U4[t]
V4[t])^3 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2)^2)-(sq2p2i (U2p[0] U4[t]-U2[t] U4p[0])
(U2[t] (U4p[0] V1[t]-U3p[0] V2[t])+U4[t] (-U2p[0] V1[t]+U3p[0] V4[t])+U3[t]
(U2p[0] V2[t]-U4p[0] V4[t])) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/((2 U2[t] V2[t]-2
U4[t] V4[t])^3 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2)^2)-(vep2i veq2i (U2p[0] U4[t]-U2[t]
U4p[0]) (U2[t] (U4p[0] V1[t]-U3p[0] V2[t])+U4[t] (-U2p[0] V1[t]+U3p[0] V4[t])+U3[t]
(U2p[0] V2[t]-U4p[0] V4[t])) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/((2 U2[t] V2[t]-2
U4[t] V4[t])^3 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2)^2)-((U2p[0] U4[t]-U2[t] U4p[0]) (u12[t]
u2[t] u4[t] v1[t] v2[t]+u2[t] u21[t] u4[t] v1[t] v2[t]-u2[t]^2 u41[t] v1[t]
v2[t]+u13[t] u2[t]^2 v2[t]^2-u12[t] u2[t] u3[t] v2[t]^2-u2[t] u21[t] u3[t]
v2[t]^2+u2[t]^2 u31[t] v2[t]^2+u2[t]^2 v13[t] v2[t]^2-u2[t]^2 v1[t] v2[t] v23[t]-2
u2[t] u24[t] u4[t] v1[t] v3[t]+2 u22[t] u4[t]^2 v1[t] v3[t]-2 u2[t] u4[t] u42[t]
v1[t] v3[t]+2 u2[t]^2 u44[t] v1[t] v3[t]+u2[t] u24[t] u3[t] v2[t] v3[t]-u2[t]^2
u34[t] v2[t] v3[t]+u2[t] u23[t] u4[t] v2[t] v3[t]-2 u22[t] u3[t] u4[t] v2[t]
v3[t]+u2[t] u32[t] u4[t] v2[t] v3[t]+u2[t] u3[t] u42[t] v2[t] v3[t]-u2[t]^2
u43[t] v2[t] v3[t]-u2[t]^2 v12[t] v2[t] v3[t]+u2[t] u4[t] v14[t] v2[t] v3[t]-u2[t]^2
v2[t] v21[t] v3[t]+2 u2[t]^2 v1[t] v22[t] v3[t]-2 u2[t] u4[t] v1[t] v24[t]
v3[t]+u2[t] u3[t] v2[t] v24[t] v3[t]+u2[t]^2 v2[t]^2 v31[t]-u2[t]^2 v1[t] v2[t]
v32[t]+u2[t] u4[t] v1[t] v2[t] v34[t]-u2[t] u3[t] v2[t]^2 v34[t]-u12[t] u4[t]^2
v1[t] v4[t]-u21[t] u4[t]^2 v1[t] v4[t]+u2[t] u4[t] u41[t] v1[t] v4[t]-2 u13[t]
u2[t] u4[t] v2[t] v4[t]+u12[t] u3[t] u4[t] v2[t] v4[t]+u21[t] u3[t] u4[t] v2[t]
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v4[t]-2 u2[t] u31[t] u4[t] v2[t] v4[t]+u2[t] u3[t] u41[t] v2[t] v4[t]-2 u2[t]
u4[t] v13[t] v2[t] v4[t]+u2[t] u4[t] v1[t] v23[t] v4[t]+u2[t] u3[t] v2[t] v23[t]
v4[t]+u24[t] u3[t] u4[t] v3[t] v4[t]+u2[t] u34[t] u4[t] v3[t] v4[t]-u23[t]
u4[t]^2 v3[t] v4[t]-u32[t] u4[t]^2 v3[t] v4[t]+u3[t] u4[t] u42[t] v3[t] v4[t]+u2[t]
u4[t] u43[t] v3[t] v4[t]-2 u2[t] u3[t] u44[t] v3[t] v4[t]+u2[t] u4[t] v12[t]
v3[t] v4[t]-u4[t]^2 v14[t] v3[t] v4[t]+u2[t] u4[t] v21[t] v3[t] v4[t]-2 u2[t]
u3[t] v22[t] v3[t] v4[t]+u3[t] u4[t] v24[t] v3[t] v4[t]-2 u2[t] u4[t] v2[t]
v31[t] v4[t]+u2[t] u4[t] v1[t] v32[t] v4[t]+u2[t] u3[t] v2[t] v32[t] v4[t]-u4[t]^2
v1[t] v34[t] v4[t]+u3[t] u4[t] v2[t] v34[t] v4[t]+u13[t] u4[t]^2 v4[t]^2+u31[t]
u4[t]^2 v4[t]^2-u3[t] u4[t] u41[t] v4[t]^2+u4[t]^2 v13[t] v4[t]^2-u3[t] u4[t]
v23[t] v4[t]^2+u4[t]^2 v31[t] v4[t]^2-u3[t] u4[t] v32[t] v4[t]^2-u14[t] (u2[t]
v1[t]-u3[t] v4[t]) (u2[t] v2[t]-u4[t] v4[t])+u2[t] u4[t] v2[t] v3[t] v41[t]-u4[t]^2
v3[t] v4[t] v41[t]-2 u2[t] u4[t] v1[t] v3[t] v42[t]+u2[t] u3[t] v2[t] v3[t]
v42[t]+u3[t] u4[t] v3[t] v4[t] v42[t]+u2[t] u4[t] v1[t] v2[t] v43[t]-u2[t]
u3[t] v2[t]^2 v43[t]-u4[t]^2 v1[t] v4[t] v43[t]+u3[t] u4[t] v2[t] v4[t] v43[t]+2
u4[t] (u4[t] v1[t]-u3[t] v2[t]) v3[t] v44[t]+u1[t] (2 u22[t] v2[t] (-u4[t]
v1[t]+u3[t] v2[t])+u2[t] (u24[t] v1[t] v2[t]+u42[t] v1[t] v2[t]-u23[t] v2[t]^2-u32[t]
v2[t]^2-v14[t] v2[t]^2+v1[t] v2[t] v24[t]-2 u44[t] v1[t] v4[t]+u34[t] v2[t]
v4[t]+u43[t] v2[t] v4[t]+v12[t] v2[t] v4[t]+v2[t] v21[t] v4[t]-2 v1[t] v22[t]
v4[t]-v2[t]^2 v41[t]+v1[t] v2[t] v42[t])+v4[t] (u24[t] (u4[t] v1[t]-2 u3[t]
v2[t])+u4[t] (-(u34[t]+u43[t]+v12[t]+v21[t]) v4[t]+v2[t] (u23[t]+u32[t]+v14[t]+v41[t])+v1[t]
(u42[t]+v24[t]+v42[t]))-2 u3[t] (-(u44[t]+v22[t]) v4[t]+v2[t] (u42[t]+v24[t]+v42[t])))+2
v2[t] (-u4[t] v1[t]+u3[t] v2[t]) v44[t])) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
(u2[t] v2[t]-u4[t] v4[t])^2 (2 U2[t] V2[t]-2 U4[t] V4[t])^2 (((-U2p[0] V2[t]+U4p[0]
V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m
(U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2)^2)+(sp1p1i (-m U2[t] V2p[0]+m U4[t] V4p[0])^2)/(4 (2 U2[t] V2[t]-2
U4[t] V4[t])^2 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2)^2)+(vep1i^2 (-m U2[t] V2p[0]+m U4[t]
V4p[0])^2)/(4 (2 U2[t] V2[t]-2 U4[t] V4[t])^2 (((-U2p[0] V2[t]+U4p[0] V4[t])
(-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0]
U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2)^2)+(sq1p1i
(U2[t] (-U1p[0] V2[t]+U4p[0] V3[t])+U4[t] (-U2p[0] V3[t]+U1p[0] V4[t])+U1[t]
(U2p[0] V2[t]-U4p[0] V4[t])) (-m U2[t] V2p[0]+m U4[t] V4p[0])^2)/((2 U2[t]
V2[t]-2 U4[t] V4[t])^3 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0]
V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2)^2)+(vep1i veq1i (U2[t]
(-U1p[0] V2[t]+U4p[0] V3[t])+U4[t] (-U2p[0] V3[t]+U1p[0] V4[t])+U1[t] (U2p[0]
V2[t]-U4p[0] V4[t])) (-m U2[t] V2p[0]+m U4[t] V4p[0])^2)/((2 U2[t] V2[t]-2
U4[t] V4[t])^3 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2)^2)+(sq1q1i (U2[t] (-U1p[0] V2[t]+U4p[0]
V3[t])+U4[t] (-U2p[0] V3[t]+U1p[0] V4[t])+U1[t] (U2p[0] V2[t]-U4p[0] V4[t]))^2
(-m U2[t] V2p[0]+m U4[t] V4p[0])^2)/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (((-U2p[0]
V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
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V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t]
V2[t]-2 U4[t] V4[t])^2)^2)+(veq1i^2 (U2[t] (-U1p[0] V2[t]+U4p[0] V3[t])+U4[t]
(-U2p[0] V3[t]+U1p[0] V4[t])+U1[t] (U2p[0] V2[t]-U4p[0] V4[t]))^2 (-m U2[t]
V2p[0]+m U4[t] V4p[0])^2)/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (((-U2p[0] V2[t]+U4p[0]
V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m
(U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2)^2)+(vep1i veq2i (U2[t] (U4p[0] V1[t]-U3p[0] V2[t])+U4[t] (-U2p[0]
V1[t]+U3p[0] V4[t])+U3[t] (U2p[0] V2[t]-U4p[0] V4[t])) (-m U2[t] V2p[0]+m U4[t]
V4p[0])^2)/((2 U2[t] V2[t]-2 U4[t] V4[t])^3 (((-U2p[0] V2[t]+U4p[0] V4[t])
(-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0]
U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2)^2)+(2
veq1i veq2i (U2[t] (-U1p[0] V2[t]+U4p[0] V3[t])+U4[t] (-U2p[0] V3[t]+U1p[0]
V4[t])+U1[t] (U2p[0] V2[t]-U4p[0] V4[t])) (U2[t] (U4p[0] V1[t]-U3p[0] V2[t])+U4[t]
(-U2p[0] V1[t]+U3p[0] V4[t])+U3[t] (U2p[0] V2[t]-U4p[0] V4[t])) (-m U2[t] V2p[0]+m
U4[t] V4p[0])^2)/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (((-U2p[0] V2[t]+U4p[0] V4[t])
(-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0]
U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2)^2)+(sq2q2i
(U2[t] (U4p[0] V1[t]-U3p[0] V2[t])+U4[t] (-U2p[0] V1[t]+U3p[0] V4[t])+U3[t]
(U2p[0] V2[t]-U4p[0] V4[t]))^2 (-m U2[t] V2p[0]+m U4[t] V4p[0])^2)/((2 U2[t]
V2[t]-2 U4[t] V4[t])^4 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0]
V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2)^2)+(veq2i^2 (U2[t] (U4p[0]
V1[t]-U3p[0] V2[t])+U4[t] (-U2p[0] V1[t]+U3p[0] V4[t])+U3[t] (U2p[0] V2[t]-U4p[0]
V4[t]))^2 (-m U2[t] V2p[0]+m U4[t] V4p[0])^2)/((2 U2[t] V2[t]-2 U4[t] V4[t])^4
(((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2
U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2)^2)+((-u14[t] u2[t]^2 v2[t] v3[t]+u12[t] u2[t]
u4[t] v2[t] v3[t]+u2[t] u21[t] u4[t] v2[t] v3[t]-u2[t]^2 u41[t] v2[t] v3[t]-u2[t]^2
v2[t] v23[t] v3[t]-u2[t] u24[t] u4[t] v3[t]^2+u22[t] u4[t]^2 v3[t]^2-u2[t]
u4[t] u42[t] v3[t]^2+u2[t]^2 u44[t] v3[t]^2+u2[t]^2 v22[t] v3[t]^2-u2[t] u4[t]
v24[t] v3[t]^2-u2[t]^2 v2[t] v3[t] v32[t]+u2[t]^2 v2[t]^2 v33[t]+u2[t] u4[t]
v2[t] v3[t] v34[t]+u14[t] u2[t] u4[t] v3[t] v4[t]-u12[t] u4[t]^2 v3[t] v4[t]-u21[t]
u4[t]^2 v3[t] v4[t]+u2[t] u4[t] u41[t] v3[t] v4[t]+u2[t] u4[t] v23[t] v3[t]
v4[t]+u2[t] u4[t] v3[t] v32[t] v4[t]-2 u2[t] u4[t] v2[t] v33[t] v4[t]-u4[t]^2
v3[t] v34[t] v4[t]+u4[t]^2 v33[t] v4[t]^2+u11[t] (u2[t] v2[t]-u4[t] v4[t])^2-u2[t]
u4[t] v3[t]^2 v42[t]+u2[t] u4[t] v2[t] v3[t] v43[t]-u4[t]^2 v3[t] v4[t] v43[t]+u4[t]^2
v3[t]^2 v44[t]+u1[t]^2 (u22[t] v2[t]^2-v4[t] (-(u44[t]+v22[t]) v4[t]+v2[t]
(u24[t]+u42[t]+v24[t]+v42[t]))+v2[t]^2 v44[t])+u1[t] (u12[t] v2[t] (-u2[t]
v2[t]+u4[t] v4[t])+u2[t] (-u21[t] v2[t]^2+u24[t] v2[t] v3[t]+u42[t] v2[t] v3[t]+v2[t]
v24[t] v3[t]-v2[t]^2 v34[t]+u14[t] v2[t] v4[t]+u41[t] v2[t] v4[t]+v2[t] v23[t]
v4[t]-2 u44[t] v3[t] v4[t]-2 v22[t] v3[t] v4[t]+v2[t] v32[t] v4[t]+v2[t] v3[t]
v42[t]-v2[t]^2 v43[t])+u4[t] (-2 u22[t] v2[t] v3[t]+v4[t] (-(u14[t]+u41[t]+v23[t]+v32[t])
v4[t]+v3[t] (u24[t]+u42[t]+v24[t]+v42[t])+v2[t] (u21[t]+v34[t]+v43[t]))-2 v2[t]
v3[t] v44[t]))) (-m U2[t] V2p[0]+m U4[t] V4p[0])^2)/(2 (u2[t] v2[t]-u4[t] v4[t])^2
(2 U2[t] V2[t]-2 U4[t] V4[t])^2 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m
U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0])
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(V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2)^2)+(m sq2p2i
(U2p[0] U4[t]-U2[t] U4p[0])^2 (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t] (V1p[0]
V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0])))/((2 U2[t] V2[t]-2
U4[t] V4[t])^3 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2)^2)+(m vep2i veq2i (U2p[0] U4[t]-U2[t]
U4p[0])^2 (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t] (V1p[0] V4[t]-V1[t] V4p[0])+U3[t]
(-V2p[0] V4[t]+V2[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^3 (((-U2p[0]
V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t]
V2[t]-2 U4[t] V4[t])^2)^2)-(m vep1i veq2i (U2p[0] U4[t]-U2[t] U4p[0]) (-m U2[t]
V2p[0]+m U4[t] V4p[0]) (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t] (V1p[0] V4[t]-V1[t]
V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^3
(((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2
U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2)^2)-(2 m veq1i veq2i (U2p[0] U4[t]-U2[t] U4p[0])
(U2[t] (-U1p[0] V2[t]+U4p[0] V3[t])+U4[t] (-U2p[0] V3[t]+U1p[0] V4[t])+U1[t]
(U2p[0] V2[t]-U4p[0] V4[t])) (-m U2[t] V2p[0]+m U4[t] V4p[0]) (U2[t] (-V1p[0]
V2[t]+V1[t] V2p[0])+U4[t] (V1p[0] V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t]
V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m
U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t]
U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2)^2)-(2
m sq2q2i (U2p[0] U4[t]-U2[t] U4p[0]) (U2[t] (U4p[0] V1[t]-U3p[0] V2[t])+U4[t]
(-U2p[0] V1[t]+U3p[0] V4[t])+U3[t] (U2p[0] V2[t]-U4p[0] V4[t])) (-m U2[t] V2p[0]+m
U4[t] V4p[0]) (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t] (V1p[0] V4[t]-V1[t]
V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4
(((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2
U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2)^2)-(2 m veq2i^2 (U2p[0] U4[t]-U2[t] U4p[0]) (U2[t]
(U4p[0] V1[t]-U3p[0] V2[t])+U4[t] (-U2p[0] V1[t]+U3p[0] V4[t])+U3[t] (U2p[0]
V2[t]-U4p[0] V4[t])) (-m U2[t] V2p[0]+m U4[t] V4p[0]) (U2[t] (-V1p[0] V2[t]+V1[t]
V2p[0])+U4[t] (V1p[0] V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0])))/((2
U2[t] V2[t]-2 U4[t] V4[t])^4 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m
U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0])
(V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2)^2)+(m^2 sq2q2i
(U2p[0] U4[t]-U2[t] U4p[0])^2 (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t] (V1p[0]
V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0]))^2)/((2 U2[t] V2[t]-2
U4[t] V4[t])^4 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2)^2)+(m^2 veq2i^2 (U2p[0] U4[t]-U2[t]
U4p[0])^2 (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t] (V1p[0] V4[t]-V1[t] V4p[0])+U3[t]
(-V2p[0] V4[t]+V2[t] V4p[0]))^2)/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (((-U2p[0]
V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t]
V2[t]-2 U4[t] V4[t])^2)^2)+(m vep2i veq1i (U2p[0] U4[t]-U2[t] U4p[0])^2 (U2[t]
(V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t] V4p[0])+U4[t] (V3p[0]
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V4[t]-V3[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^3 (((-U2p[0] V2[t]+U4p[0]
V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m
(U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2)^2)-(m sq1p1i (U2p[0] U4[t]-U2[t] U4p[0]) (-m U2[t] V2p[0]+m U4[t]
V4p[0]) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t] V4p[0])+U4[t]
(V3p[0] V4[t]-V3[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^3 (((-U2p[0] V2[t]+U4p[0]
V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m
(U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2)^2)-(m vep1i veq1i (U2p[0] U4[t]-U2[t] U4p[0]) (-m U2[t] V2p[0]+m
U4[t] V4p[0]) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t]
V4p[0])+U4[t] (V3p[0] V4[t]-V3[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^3
(((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2
U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2)^2)-(2 m sq1q1i (U2p[0] U4[t]-U2[t] U4p[0]) (U2[t]
(-U1p[0] V2[t]+U4p[0] V3[t])+U4[t] (-U2p[0] V3[t]+U1p[0] V4[t])+U1[t] (U2p[0]
V2[t]-U4p[0] V4[t])) (-m U2[t] V2p[0]+m U4[t] V4p[0]) (U2[t] (V2p[0] V3[t]-V2[t]
V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t] V4p[0])+U4[t] (V3p[0] V4[t]-V3[t] V4p[0])))/((2
U2[t] V2[t]-2 U4[t] V4[t])^4 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m
U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0])
(V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2)^2)-(2 m veq1i^2
(U2p[0] U4[t]-U2[t] U4p[0]) (U2[t] (-U1p[0] V2[t]+U4p[0] V3[t])+U4[t] (-U2p[0]
V3[t]+U1p[0] V4[t])+U1[t] (U2p[0] V2[t]-U4p[0] V4[t])) (-m U2[t] V2p[0]+m U4[t]
V4p[0]) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t] V4p[0])+U4[t]
(V3p[0] V4[t]-V3[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (((-U2p[0] V2[t]+U4p[0]
V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m
(U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2)^2)-(2 m veq1i veq2i (U2p[0] U4[t]-U2[t] U4p[0]) (U2[t] (U4p[0] V1[t]-U3p[0]
V2[t])+U4[t] (-U2p[0] V1[t]+U3p[0] V4[t])+U3[t] (U2p[0] V2[t]-U4p[0] V4[t]))
(-m U2[t] V2p[0]+m U4[t] V4p[0]) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0]
V4[t]+V2[t] V4p[0])+U4[t] (V3p[0] V4[t]-V3[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t]
V4[t])^4 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2)^2)+(2 m^2 veq1i veq2i (U2p[0] U4[t]-U2[t]
U4p[0])^2 (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t] (V1p[0] V4[t]-V1[t] V4p[0])+U3[t]
(-V2p[0] V4[t]+V2[t] V4p[0])) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0]
V4[t]+V2[t] V4p[0])+U4[t] (V3p[0] V4[t]-V3[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t]
V4[t])^4 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2)^2)+(m^2 sq1q1i (U2p[0] U4[t]-U2[t]
U4p[0])^2 (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t] V4p[0])+U4[t]
(V3p[0] V4[t]-V3[t] V4p[0]))^2)/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (((-U2p[0]
V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t]
V2[t]-2 U4[t] V4[t])^2)^2)+(m^2 veq1i^2 (U2p[0] U4[t]-U2[t] U4p[0])^2 (U2[t]
(V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t] V4p[0])+U4[t] (V3p[0]
V4[t]-V3[t] V4p[0]))^2)/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (((-U2p[0] V2[t]+U4p[0]
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V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m
(U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2)^2);
c.2 variance for momentum operator
sp1p1[t_]:=(4 sq1q1i (U1p[t] U2[t] V2[t]-U1[t] U2p[t] V2[t]+U2p[t] U4[t] V3[t]-U2[t]
U4p[t] V3[t]-U1p[t] U4[t] V4[t]+U1[t] U4p[t] V4[t])^2)/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2+(4 veq1i^2 (U1p[t] U2[t] V2[t]-U1[t] U2p[t] V2[t]+U2p[t] U4[t] V3[t]-U2[t]
U4p[t] V3[t]-U1p[t] U4[t] V4[t]+U1[t] U4p[t] V4[t])^2)/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2+(8 veq1i veq2i (U1p[t] U2[t] V2[t]-U1[t] U2p[t] V2[t]+U2p[t] U4[t]
V3[t]-U2[t] U4p[t] V3[t]-U1p[t] U4[t] V4[t]+U1[t] U4p[t] V4[t]) (U2p[t] U4[t]
V1[t]-U2[t] U4p[t] V1[t]-U2p[t] U3[t] V2[t]+U2[t] U3p[t] V2[t]-U3p[t] U4[t]
V4[t]+U3[t] U4p[t] V4[t]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2+(4 sq2q2i (U2p[t]
U4[t] V1[t]-U2[t] U4p[t] V1[t]-U2p[t] U3[t] V2[t]+U2[t] U3p[t] V2[t]-U3p[t]
U4[t] V4[t]+U3[t] U4p[t] V4[t])^2)/(2 U2[t] V2[t]-2 U4[t] V4[t])^2+(4 veq2i^2
(U2p[t] U4[t] V1[t]-U2[t] U4p[t] V1[t]-U2p[t] U3[t] V2[t]+U2[t] U3p[t] V2[t]-U3p[t]
U4[t] V4[t]+U3[t] U4p[t] V4[t])^2)/(2 U2[t] V2[t]-2 U4[t] V4[t])^2+(2 (u22[t]
v2[t]^2-v4[t] (-(u44[t]+v22[t]) v4[t]+v2[t] (u24[t]+u42[t]+v24[t]+v42[t]))+v2[t]^2
v44[t]))/(u2[t] v2[t]-u4[t] v4[t])^2+(sp2p2i (-U2p[t] U4[t]+U2[t] U4p[t])^2)/(-m
U2[t] V2p[0]+m U4[t] V4p[0])^2+(vep2i^2 (-U2p[t] U4[t]+U2[t] U4p[t])^2)/(-m
U2[t] V2p[0]+m U4[t] V4p[0])^2+(2 (-U2p[t] U4[t]+U2[t] U4p[t])^2 (u22[t] (u4[t]
v1[t]-u3[t] v2[t])^2+u2[t]^2 (u44[t] v1[t]^2-v2[t] (-(u33[t]+v11[t]) v2[t]+v1[t]
(u34[t]+u43[t]+v12[t]+v21[t]))+v1[t]^2 v22[t])+u24[t] u3[t] u4[t] v1[t] v4[t]-u23[t]
u4[t]^2 v1[t] v4[t]-u32[t] u4[t]^2 v1[t] v4[t]+u3[t] u4[t] u42[t] v1[t] v4[t]-u4[t]^2
v1[t] v14[t] v4[t]-u24[t] u3[t]^2 v2[t] v4[t]+u23[t] u3[t] u4[t] v2[t] v4[t]+u3[t]
u32[t] u4[t] v2[t] v4[t]-u3[t]^2 u42[t] v2[t] v4[t]+u3[t] u4[t] v14[t] v2[t]
v4[t]+u3[t] u4[t] v1[t] v24[t] v4[t]-u3[t]^2 v2[t] v24[t] v4[t]-u3[t] u34[t]
u4[t] v4[t]^2+u33[t] u4[t]^2 v4[t]^2-u3[t] u4[t] u43[t] v4[t]^2+u3[t]^2 u44[t]
v4[t]^2+u4[t]^2 v11[t] v4[t]^2-u3[t] u4[t] v12[t] v4[t]^2-u3[t] u4[t] v21[t]
v4[t]^2+u3[t]^2 v22[t] v4[t]^2-u4[t]^2 v1[t] v4[t] v41[t]+u3[t] u4[t] v2[t]
v4[t] v41[t]+u3[t] u4[t] v1[t] v4[t] v42[t]-u3[t]^2 v2[t] v4[t] v42[t]+u2[t]
(u24[t] v1[t] (-u4[t] v1[t]+u3[t] v2[t])+u4[t] (-u42[t] v1[t]^2+u23[t] v1[t]
v2[t]+u32[t] v1[t] v2[t]+v1[t] v14[t] v2[t]-v1[t]^2 v24[t]+u34[t] v1[t] v4[t]+u43[t]
v1[t] v4[t]+v1[t] v12[t] v4[t]-2 u33[t] v2[t] v4[t]-2 v11[t] v2[t] v4[t]+v1[t]
v21[t] v4[t]+v1[t] v2[t] v41[t]-v1[t]^2 v42[t])+u3[t] (u42[t] v1[t] v2[t]-u23[t]
v2[t]^2-u32[t] v2[t]^2-v14[t] v2[t]^2+v1[t] v2[t] v24[t]-2 u44[t] v1[t] v4[t]+u34[t]
v2[t] v4[t]+u43[t] v2[t] v4[t]+v12[t] v2[t] v4[t]+v2[t] v21[t] v4[t]-2 v1[t]
v22[t] v4[t]-v2[t]^2 v41[t]+v1[t] v2[t] v42[t]))+(u4[t] v1[t]-u3[t] v2[t])^2
v44[t]))/((u2[t] v2[t]-u4[t] v4[t])^2 (-m U2[t] V2p[0]+m U4[t] V4p[0])^2)-(4
vep2i veq1i (-U2p[t] U4[t]+U2[t] U4p[t]) (U1p[t] U2[t] V2[t]-U1[t] U2p[t] V2[t]+U2p[t]
U4[t] V3[t]-U2[t] U4p[t] V3[t]-U1p[t] U4[t] V4[t]+U1[t] U4p[t] V4[t]))/((2
U2[t] V2[t]-2 U4[t] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))-(4 sq2p2i (-U2p[t]
U4[t]+U2[t] U4p[t]) (U2p[t] U4[t] V1[t]-U2[t] U4p[t] V1[t]-U2p[t] U3[t] V2[t]+U2[t]
U3p[t] V2[t]-U3p[t] U4[t] V4[t]+U3[t] U4p[t] V4[t]))/((2 U2[t] V2[t]-2 U4[t]
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V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))-(4 vep2i veq2i (-U2p[t] U4[t]+U2[t]
U4p[t]) (U2p[t] U4[t] V1[t]-U2[t] U4p[t] V1[t]-U2p[t] U3[t] V2[t]+U2[t] U3p[t]
V2[t]-U3p[t] U4[t] V4[t]+U3[t] U4p[t] V4[t]))/((2 U2[t] V2[t]-2 U4[t] V4[t])
(-m U2[t] V2p[0]+m U4[t] V4p[0]))+(2 (-U2p[t] U4[t]+U2[t] U4p[t]) (2 u22[t]
v2[t] (-u4[t] v1[t]+u3[t] v2[t])+u2[t] (u24[t] v1[t] v2[t]+u42[t] v1[t] v2[t]-u23[t]
v2[t]^2-u32[t] v2[t]^2-v14[t] v2[t]^2+v1[t] v2[t] v24[t]-2 u44[t] v1[t] v4[t]+u34[t]
v2[t] v4[t]+u43[t] v2[t] v4[t]+v12[t] v2[t] v4[t]+v2[t] v21[t] v4[t]-2 v1[t]
v22[t] v4[t]-v2[t]^2 v41[t]+v1[t] v2[t] v42[t])+v4[t] (u24[t] (u4[t] v1[t]-2
u3[t] v2[t])+u4[t] (-(u34[t]+u43[t]+v12[t]+v21[t]) v4[t]+v2[t] (u23[t]+u32[t]+v14[t]+v41[t])+v1[t]
(u42[t]+v24[t]+v42[t]))-2 u3[t] (-(u44[t]+v22[t]) v4[t]+v2[t] (u42[t]+v24[t]+v42[t])))+2
v2[t] (-u4[t] v1[t]+u3[t] v2[t]) v44[t]))/((u2[t] v2[t]-u4[t] v4[t])^2 (-m
U2[t] V2p[0]+m U4[t] V4p[0]))+(2 vep1i vep2i (-U2p[t] U4[t]+U2[t] U4p[t]) (U2p[t]
V2[t]-U4p[t] V4[t]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^2 (((-U2p[0] V2[t]+U4p[0]
V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m
(U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2))+(4 vep2i veq1i (U2p[0] U4[t]-U2[t] U4p[0]) (U2p[t] V2[t]-U4p[t]
V4[t]) (U1p[t] U2[t] V2[t]-U1[t] U2p[t] V2[t]+U2p[t] U4[t] V3[t]-U2[t] U4p[t]
V3[t]-U1p[t] U4[t] V4[t]+U1[t] U4p[t] V4[t]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^3
(((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2
U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2))+(4 sq2p2i (U2p[0] U4[t]-U2[t] U4p[0]) (U2p[t]
V2[t]-U4p[t] V4[t]) (U2p[t] U4[t] V1[t]-U2[t] U4p[t] V1[t]-U2p[t] U3[t] V2[t]+U2[t]
U3p[t] V2[t]-U3p[t] U4[t] V4[t]+U3[t] U4p[t] V4[t]))/((2 U2[t] V2[t]-2 U4[t]
V4[t])^3 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(4 vep2i veq2i (U2p[0] U4[t]-U2[t]
U4p[0]) (U2p[t] V2[t]-U4p[t] V4[t]) (U2p[t] U4[t] V1[t]-U2[t] U4p[t] V1[t]-U2p[t]
U3[t] V2[t]+U2[t] U3p[t] V2[t]-U3p[t] U4[t] V4[t]+U3[t] U4p[t] V4[t]))/((2
U2[t] V2[t]-2 U4[t] V4[t])^3 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m
U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0])
(V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(4 vep2i veq1i
(-U2p[t] U4[t]+U2[t] U4p[t]) (U2p[t] V2[t]-U4p[t] V4[t]) (U2[t] (-U1p[0] V2[t]+U4p[0]
V3[t])+U4[t] (-U2p[0] V3[t]+U1p[0] V4[t])+U1[t] (U2p[0] V2[t]-U4p[0] V4[t])))/((2
U2[t] V2[t]-2 U4[t] V4[t])^3 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m
U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0])
(V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(4 sq2p2i (-U2p[t]
U4[t]+U2[t] U4p[t]) (U2p[t] V2[t]-U4p[t] V4[t]) (U2[t] (U4p[0] V1[t]-U3p[0]
V2[t])+U4[t] (-U2p[0] V1[t]+U3p[0] V4[t])+U3[t] (U2p[0] V2[t]-U4p[0] V4[t])))/((2
U2[t] V2[t]-2 U4[t] V4[t])^3 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m
U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0])
(V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(4 vep2i veq2i
(-U2p[t] U4[t]+U2[t] U4p[t]) (U2p[t] V2[t]-U4p[t] V4[t]) (U2[t] (U4p[0] V1[t]-U3p[0]
V2[t])+U4[t] (-U2p[0] V1[t]+U3p[0] V4[t])+U3[t] (U2p[0] V2[t]-U4p[0] V4[t])))/((2
U2[t] V2[t]-2 U4[t] V4[t])^3 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m
U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0])
(V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(2 (U2p[0] U4[t]-U2[t]
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U4p[0]) (U2p[t] V2[t]-U4p[t] V4[t]) (2 u22[t] v2[t] (-u4[t] v1[t]+u3[t] v2[t])+u2[t]
(u24[t] v1[t] v2[t]+u42[t] v1[t] v2[t]-u23[t] v2[t]^2-u32[t] v2[t]^2-v14[t]
v2[t]^2+v1[t] v2[t] v24[t]-2 u44[t] v1[t] v4[t]+u34[t] v2[t] v4[t]+u43[t] v2[t]
v4[t]+v12[t] v2[t] v4[t]+v2[t] v21[t] v4[t]-2 v1[t] v22[t] v4[t]-v2[t]^2 v41[t]+v1[t]
v2[t] v42[t])+v4[t] (u24[t] (u4[t] v1[t]-2 u3[t] v2[t])+u4[t] (-(u34[t]+u43[t]+v12[t]+v21[t])
v4[t]+v2[t] (u23[t]+u32[t]+v14[t]+v41[t])+v1[t] (u42[t]+v24[t]+v42[t]))-2 u3[t]
(-(u44[t]+v22[t]) v4[t]+v2[t] (u42[t]+v24[t]+v42[t])))+2 v2[t] (-u4[t] v1[t]+u3[t]
v2[t]) v44[t]))/((u2[t] v2[t]-u4[t] v4[t])^2 (2 U2[t] V2[t]-2 U4[t] V4[t])^2
(((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2
U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2))+(2 (-U2p[t] U4[t]+U2[t] U4p[t]) (U2p[t] V2[t]-U4p[t]
V4[t]) (u12[t] u2[t] u4[t] v1[t] v2[t]+u2[t] u21[t] u4[t] v1[t] v2[t]-u2[t]^2
u41[t] v1[t] v2[t]+u13[t] u2[t]^2 v2[t]^2-u12[t] u2[t] u3[t] v2[t]^2-u2[t]
u21[t] u3[t] v2[t]^2+u2[t]^2 u31[t] v2[t]^2+u2[t]^2 v13[t] v2[t]^2-u2[t]^2
v1[t] v2[t] v23[t]-2 u2[t] u24[t] u4[t] v1[t] v3[t]+2 u22[t] u4[t]^2 v1[t]
v3[t]-2 u2[t] u4[t] u42[t] v1[t] v3[t]+2 u2[t]^2 u44[t] v1[t] v3[t]+u2[t] u24[t]
u3[t] v2[t] v3[t]-u2[t]^2 u34[t] v2[t] v3[t]+u2[t] u23[t] u4[t] v2[t] v3[t]-2
u22[t] u3[t] u4[t] v2[t] v3[t]+u2[t] u32[t] u4[t] v2[t] v3[t]+u2[t] u3[t] u42[t]
v2[t] v3[t]-u2[t]^2 u43[t] v2[t] v3[t]-u2[t]^2 v12[t] v2[t] v3[t]+u2[t] u4[t]
v14[t] v2[t] v3[t]-u2[t]^2 v2[t] v21[t] v3[t]+2 u2[t]^2 v1[t] v22[t] v3[t]-2
u2[t] u4[t] v1[t] v24[t] v3[t]+u2[t] u3[t] v2[t] v24[t] v3[t]+u2[t]^2 v2[t]^2
v31[t]-u2[t]^2 v1[t] v2[t] v32[t]+u2[t] u4[t] v1[t] v2[t] v34[t]-u2[t] u3[t]
v2[t]^2 v34[t]-u12[t] u4[t]^2 v1[t] v4[t]-u21[t] u4[t]^2 v1[t] v4[t]+u2[t]
u4[t] u41[t] v1[t] v4[t]-2 u13[t] u2[t] u4[t] v2[t] v4[t]+u12[t] u3[t] u4[t]
v2[t] v4[t]+u21[t] u3[t] u4[t] v2[t] v4[t]-2 u2[t] u31[t] u4[t] v2[t] v4[t]+u2[t]
u3[t] u41[t] v2[t] v4[t]-2 u2[t] u4[t] v13[t] v2[t] v4[t]+u2[t] u4[t] v1[t]
v23[t] v4[t]+u2[t] u3[t] v2[t] v23[t] v4[t]+u24[t] u3[t] u4[t] v3[t] v4[t]+u2[t]
u34[t] u4[t] v3[t] v4[t]-u23[t] u4[t]^2 v3[t] v4[t]-u32[t] u4[t]^2 v3[t] v4[t]+u3[t]
u4[t] u42[t] v3[t] v4[t]+u2[t] u4[t] u43[t] v3[t] v4[t]-2 u2[t] u3[t] u44[t]
v3[t] v4[t]+u2[t] u4[t] v12[t] v3[t] v4[t]-u4[t]^2 v14[t] v3[t] v4[t]+u2[t]
u4[t] v21[t] v3[t] v4[t]-2 u2[t] u3[t] v22[t] v3[t] v4[t]+u3[t] u4[t] v24[t]
v3[t] v4[t]-2 u2[t] u4[t] v2[t] v31[t] v4[t]+u2[t] u4[t] v1[t] v32[t] v4[t]+u2[t]
u3[t] v2[t] v32[t] v4[t]-u4[t]^2 v1[t] v34[t] v4[t]+u3[t] u4[t] v2[t] v34[t]
v4[t]+u13[t] u4[t]^2 v4[t]^2+u31[t] u4[t]^2 v4[t]^2-u3[t] u4[t] u41[t] v4[t]^2+u4[t]^2
v13[t] v4[t]^2-u3[t] u4[t] v23[t] v4[t]^2+u4[t]^2 v31[t] v4[t]^2-u3[t] u4[t]
v32[t] v4[t]^2-u14[t] (u2[t] v1[t]-u3[t] v4[t]) (u2[t] v2[t]-u4[t] v4[t])+u2[t]
u4[t] v2[t] v3[t] v41[t]-u4[t]^2 v3[t] v4[t] v41[t]-2 u2[t] u4[t] v1[t] v3[t]
v42[t]+u2[t] u3[t] v2[t] v3[t] v42[t]+u3[t] u4[t] v3[t] v4[t] v42[t]+u2[t]
u4[t] v1[t] v2[t] v43[t]-u2[t] u3[t] v2[t]^2 v43[t]-u4[t]^2 v1[t] v4[t] v43[t]+u3[t]
u4[t] v2[t] v4[t] v43[t]+2 u4[t] (u4[t] v1[t]-u3[t] v2[t]) v3[t] v44[t]+u1[t]
(2 u22[t] v2[t] (-u4[t] v1[t]+u3[t] v2[t])+u2[t] (u24[t] v1[t] v2[t]+u42[t]
v1[t] v2[t]-u23[t] v2[t]^2-u32[t] v2[t]^2-v14[t] v2[t]^2+v1[t] v2[t] v24[t]-2
u44[t] v1[t] v4[t]+u34[t] v2[t] v4[t]+u43[t] v2[t] v4[t]+v12[t] v2[t] v4[t]+v2[t]
v21[t] v4[t]-2 v1[t] v22[t] v4[t]-v2[t]^2 v41[t]+v1[t] v2[t] v42[t])+v4[t]
(u24[t] (u4[t] v1[t]-2 u3[t] v2[t])+u4[t] (-(u34[t]+u43[t]+v12[t]+v21[t]) v4[t]+v2[t]
(u23[t]+u32[t]+v14[t]+v41[t])+v1[t] (u42[t]+v24[t]+v42[t]))-2 u3[t] (-(u44[t]+v22[t])
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v4[t]+v2[t] (u42[t]+v24[t]+v42[t])))+2 v2[t] (-u4[t] v1[t]+u3[t] v2[t]) v44[t])))/((u2[t]
v2[t]-u4[t] v4[t])^2 (2 U2[t] V2[t]-2 U4[t] V4[t])^2 (((-U2p[0] V2[t]+U4p[0]
V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m
(U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2))-(2 sp2p2i (U2p[0] U4[t]-U2[t] U4p[0]) (-U2p[t] U4[t]+U2[t] U4p[t])
(U2p[t] V2[t]-U4p[t] V4[t]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^2 (-m U2[t] V2p[0]+m
U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(2 vep2i^2 (U2p[0] U4[t]-U2[t] U4p[0])
(-U2p[t] U4[t]+U2[t] U4p[t]) (U2p[t] V2[t]-U4p[t] V4[t]))/((2 U2[t] V2[t]-2
U4[t] V4[t])^2 (-m U2[t] V2p[0]+m U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0] V4[t])
(-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0]
U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(4
(U2p[0] U4[t]-U2[t] U4p[0]) (-U2p[t] U4[t]+U2[t] U4p[t]) (U2p[t] V2[t]-U4p[t]
V4[t]) (u22[t] (u4[t] v1[t]-u3[t] v2[t])^2+u2[t]^2 (u44[t] v1[t]^2-v2[t] (-(u33[t]+v11[t])
v2[t]+v1[t] (u34[t]+u43[t]+v12[t]+v21[t]))+v1[t]^2 v22[t])+u24[t] u3[t] u4[t]
v1[t] v4[t]-u23[t] u4[t]^2 v1[t] v4[t]-u32[t] u4[t]^2 v1[t] v4[t]+u3[t] u4[t]
u42[t] v1[t] v4[t]-u4[t]^2 v1[t] v14[t] v4[t]-u24[t] u3[t]^2 v2[t] v4[t]+u23[t]
u3[t] u4[t] v2[t] v4[t]+u3[t] u32[t] u4[t] v2[t] v4[t]-u3[t]^2 u42[t] v2[t]
v4[t]+u3[t] u4[t] v14[t] v2[t] v4[t]+u3[t] u4[t] v1[t] v24[t] v4[t]-u3[t]^2
v2[t] v24[t] v4[t]-u3[t] u34[t] u4[t] v4[t]^2+u33[t] u4[t]^2 v4[t]^2-u3[t]
u4[t] u43[t] v4[t]^2+u3[t]^2 u44[t] v4[t]^2+u4[t]^2 v11[t] v4[t]^2-u3[t] u4[t]
v12[t] v4[t]^2-u3[t] u4[t] v21[t] v4[t]^2+u3[t]^2 v22[t] v4[t]^2-u4[t]^2 v1[t]
v4[t] v41[t]+u3[t] u4[t] v2[t] v4[t] v41[t]+u3[t] u4[t] v1[t] v4[t] v42[t]-u3[t]^2
v2[t] v4[t] v42[t]+u2[t] (u24[t] v1[t] (-u4[t] v1[t]+u3[t] v2[t])+u4[t] (-u42[t]
v1[t]^2+u23[t] v1[t] v2[t]+u32[t] v1[t] v2[t]+v1[t] v14[t] v2[t]-v1[t]^2 v24[t]+u34[t]
v1[t] v4[t]+u43[t] v1[t] v4[t]+v1[t] v12[t] v4[t]-2 u33[t] v2[t] v4[t]-2 v11[t]
v2[t] v4[t]+v1[t] v21[t] v4[t]+v1[t] v2[t] v41[t]-v1[t]^2 v42[t])+u3[t] (u42[t]
v1[t] v2[t]-u23[t] v2[t]^2-u32[t] v2[t]^2-v14[t] v2[t]^2+v1[t] v2[t] v24[t]-2
u44[t] v1[t] v4[t]+u34[t] v2[t] v4[t]+u43[t] v2[t] v4[t]+v12[t] v2[t] v4[t]+v2[t]
v21[t] v4[t]-2 v1[t] v22[t] v4[t]-v2[t]^2 v41[t]+v1[t] v2[t] v42[t]))+(u4[t]
v1[t]-u3[t] v2[t])^2 v44[t]))/((u2[t] v2[t]-u4[t] v4[t])^2 (2 U2[t] V2[t]-2
U4[t] V4[t])^2 (-m U2[t] V2p[0]+m U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0] V4[t])
(-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0]
U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(4
sq1p1i (U2p[t] V2[t]-U4p[t] V4[t]) (U1p[t] U2[t] V2[t]-U1[t] U2p[t] V2[t]+U2p[t]
U4[t] V3[t]-U2[t] U4p[t] V3[t]-U1p[t] U4[t] V4[t]+U1[t] U4p[t] V4[t]) (-m U2[t]
V2p[0]+m U4[t] V4p[0]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^3 (((-U2p[0] V2[t]+U4p[0]
V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m
(U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2))-(4 vep1i veq1i (U2p[t] V2[t]-U4p[t] V4[t]) (U1p[t] U2[t] V2[t]-U1[t]
U2p[t] V2[t]+U2p[t] U4[t] V3[t]-U2[t] U4p[t] V3[t]-U1p[t] U4[t] V4[t]+U1[t]
U4p[t] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^3
(((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2
U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2))-(4 vep1i veq2i (U2p[t] V2[t]-U4p[t] V4[t]) (U2p[t]
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U4[t] V1[t]-U2[t] U4p[t] V1[t]-U2p[t] U3[t] V2[t]+U2[t] U3p[t] V2[t]-U3p[t]
U4[t] V4[t]+U3[t] U4p[t] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/((2 U2[t]
V2[t]-2 U4[t] V4[t])^3 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0]
V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(8 sq1q1i (U2p[t] V2[t]-U4p[t]
V4[t]) (U1p[t] U2[t] V2[t]-U1[t] U2p[t] V2[t]+U2p[t] U4[t] V3[t]-U2[t] U4p[t]
V3[t]-U1p[t] U4[t] V4[t]+U1[t] U4p[t] V4[t]) (U2[t] (-U1p[0] V2[t]+U4p[0] V3[t])+U4[t]
(-U2p[0] V3[t]+U1p[0] V4[t])+U1[t] (U2p[0] V2[t]-U4p[0] V4[t])) (-m U2[t] V2p[0]+m
U4[t] V4p[0]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (((-U2p[0] V2[t]+U4p[0] V4[t])
(-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0]
U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(8
veq1i^2 (U2p[t] V2[t]-U4p[t] V4[t]) (U1p[t] U2[t] V2[t]-U1[t] U2p[t] V2[t]+U2p[t]
U4[t] V3[t]-U2[t] U4p[t] V3[t]-U1p[t] U4[t] V4[t]+U1[t] U4p[t] V4[t]) (U2[t]
(-U1p[0] V2[t]+U4p[0] V3[t])+U4[t] (-U2p[0] V3[t]+U1p[0] V4[t])+U1[t] (U2p[0]
V2[t]-U4p[0] V4[t])) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/((2 U2[t] V2[t]-2 U4[t]
V4[t])^4 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(8 veq1i veq2i (U2p[t] V2[t]-U4p[t]
V4[t]) (U2p[t] U4[t] V1[t]-U2[t] U4p[t] V1[t]-U2p[t] U3[t] V2[t]+U2[t] U3p[t]
V2[t]-U3p[t] U4[t] V4[t]+U3[t] U4p[t] V4[t]) (U2[t] (-U1p[0] V2[t]+U4p[0] V3[t])+U4[t]
(-U2p[0] V3[t]+U1p[0] V4[t])+U1[t] (U2p[0] V2[t]-U4p[0] V4[t])) (-m U2[t] V2p[0]+m
U4[t] V4p[0]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (((-U2p[0] V2[t]+U4p[0] V4[t])
(-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0]
U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(8
veq1i veq2i (U2p[t] V2[t]-U4p[t] V4[t]) (U1p[t] U2[t] V2[t]-U1[t] U2p[t] V2[t]+U2p[t]
U4[t] V3[t]-U2[t] U4p[t] V3[t]-U1p[t] U4[t] V4[t]+U1[t] U4p[t] V4[t]) (U2[t]
(U4p[0] V1[t]-U3p[0] V2[t])+U4[t] (-U2p[0] V1[t]+U3p[0] V4[t])+U3[t] (U2p[0]
V2[t]-U4p[0] V4[t])) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/((2 U2[t] V2[t]-2 U4[t]
V4[t])^4 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(8 sq2q2i (U2p[t] V2[t]-U4p[t] V4[t])
(U2p[t] U4[t] V1[t]-U2[t] U4p[t] V1[t]-U2p[t] U3[t] V2[t]+U2[t] U3p[t] V2[t]-U3p[t]
U4[t] V4[t]+U3[t] U4p[t] V4[t]) (U2[t] (U4p[0] V1[t]-U3p[0] V2[t])+U4[t] (-U2p[0]
V1[t]+U3p[0] V4[t])+U3[t] (U2p[0] V2[t]-U4p[0] V4[t])) (-m U2[t] V2p[0]+m U4[t]
V4p[0]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m
U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t]
U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(8 veq2i^2
(U2p[t] V2[t]-U4p[t] V4[t]) (U2p[t] U4[t] V1[t]-U2[t] U4p[t] V1[t]-U2p[t] U3[t]
V2[t]+U2[t] U3p[t] V2[t]-U3p[t] U4[t] V4[t]+U3[t] U4p[t] V4[t]) (U2[t] (U4p[0]
V1[t]-U3p[0] V2[t])+U4[t] (-U2p[0] V1[t]+U3p[0] V4[t])+U3[t] (U2p[0] V2[t]-U4p[0]
V4[t])) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4
(((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2
U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2))-(2 (U2p[t] V2[t]-U4p[t] V4[t]) (-2 u1[t] u22[t]
v2[t]^2+2 u22[t] u4[t] v2[t] v3[t]+2 u1[t] u24[t] v2[t] v4[t]-u21[t] u4[t]
v2[t] v4[t]+2 u1[t] u42[t] v2[t] v4[t]+2 u1[t] v2[t] v24[t] v4[t]-u24[t] u4[t]
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v3[t] v4[t]-u4[t] u42[t] v3[t] v4[t]-u4[t] v24[t] v3[t] v4[t]-u4[t] v2[t] v34[t]
v4[t]+u14[t] u4[t] v4[t]^2+u4[t] u41[t] v4[t]^2-2 u1[t] u44[t] v4[t]^2-2 u1[t]
v22[t] v4[t]^2+u4[t] v23[t] v4[t]^2+u4[t] v32[t] v4[t]^2+u12[t] v2[t] (u2[t]
v2[t]-u4[t] v4[t])+2 u1[t] v2[t] v4[t] v42[t]-u4[t] v3[t] v4[t] v42[t]-u4[t]
v2[t] v4[t] v43[t]+u2[t] (u21[t] v2[t]^2-u24[t] v2[t] v3[t]-u42[t] v2[t] v3[t]-v2[t]
v24[t] v3[t]+v2[t]^2 v34[t]-u14[t] v2[t] v4[t]-u41[t] v2[t] v4[t]-v2[t] v23[t]
v4[t]+2 u44[t] v3[t] v4[t]+2 v22[t] v3[t] v4[t]-v2[t] v32[t] v4[t]-v2[t] v3[t]
v42[t]+v2[t]^2 v43[t])+2 v2[t] (-u1[t] v2[t]+u4[t] v3[t]) v44[t]) (-m U2[t]
V2p[0]+m U4[t] V4p[0]))/((u2[t] v2[t]-u4[t] v4[t])^2 (2 U2[t] V2[t]-2 U4[t]
V4[t])^2 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(4 m sq1p1i (-U2p[t] U4[t]+U2[t]
U4p[t]) (U1p[t] U2[t] V2[t]-U1[t] U2p[t] V2[t]+U2p[t] U4[t] V3[t]-U2[t] U4p[t]
V3[t]-U1p[t] U4[t] V4[t]+U1[t] U4p[t] V4[t]) (V2p[0] V4[t]-V2[t] V4p[0]))/((2
U2[t] V2[t]-2 U4[t] V4[t])^3 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m
U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0])
(V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(4 m vep1i veq1i
(-U2p[t] U4[t]+U2[t] U4p[t]) (U1p[t] U2[t] V2[t]-U1[t] U2p[t] V2[t]+U2p[t]
U4[t] V3[t]-U2[t] U4p[t] V3[t]-U1p[t] U4[t] V4[t]+U1[t] U4p[t] V4[t]) (V2p[0]
V4[t]-V2[t] V4p[0]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^3 (((-U2p[0] V2[t]+U4p[0]
V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m
(U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2))+(4 m vep1i veq2i (-U2p[t] U4[t]+U2[t] U4p[t]) (U2p[t] U4[t] V1[t]-U2[t]
U4p[t] V1[t]-U2p[t] U3[t] V2[t]+U2[t] U3p[t] V2[t]-U3p[t] U4[t] V4[t]+U3[t]
U4p[t] V4[t]) (V2p[0] V4[t]-V2[t] V4p[0]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^3
(((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2
U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2))+(8 m sq1q1i (-U2p[t] U4[t]+U2[t] U4p[t]) (U1p[t]
U2[t] V2[t]-U1[t] U2p[t] V2[t]+U2p[t] U4[t] V3[t]-U2[t] U4p[t] V3[t]-U1p[t]
U4[t] V4[t]+U1[t] U4p[t] V4[t]) (U2[t] (-U1p[0] V2[t]+U4p[0] V3[t])+U4[t] (-U2p[0]
V3[t]+U1p[0] V4[t])+U1[t] (U2p[0] V2[t]-U4p[0] V4[t])) (V2p[0] V4[t]-V2[t]
V4p[0]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m
U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t]
U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(8 m
veq1i^2 (-U2p[t] U4[t]+U2[t] U4p[t]) (U1p[t] U2[t] V2[t]-U1[t] U2p[t] V2[t]+U2p[t]
U4[t] V3[t]-U2[t] U4p[t] V3[t]-U1p[t] U4[t] V4[t]+U1[t] U4p[t] V4[t]) (U2[t]
(-U1p[0] V2[t]+U4p[0] V3[t])+U4[t] (-U2p[0] V3[t]+U1p[0] V4[t])+U1[t] (U2p[0]
V2[t]-U4p[0] V4[t])) (V2p[0] V4[t]-V2[t] V4p[0]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4
(((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2
U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2))+(8 m veq1i veq2i (-U2p[t] U4[t]+U2[t] U4p[t])
(U2p[t] U4[t] V1[t]-U2[t] U4p[t] V1[t]-U2p[t] U3[t] V2[t]+U2[t] U3p[t] V2[t]-U3p[t]
U4[t] V4[t]+U3[t] U4p[t] V4[t]) (U2[t] (-U1p[0] V2[t]+U4p[0] V3[t])+U4[t] (-U2p[0]
V3[t]+U1p[0] V4[t])+U1[t] (U2p[0] V2[t]-U4p[0] V4[t])) (V2p[0] V4[t]-V2[t]
V4p[0]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m
U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t]
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U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(8 m
veq1i veq2i (-U2p[t] U4[t]+U2[t] U4p[t]) (U1p[t] U2[t] V2[t]-U1[t] U2p[t] V2[t]+U2p[t]
U4[t] V3[t]-U2[t] U4p[t] V3[t]-U1p[t] U4[t] V4[t]+U1[t] U4p[t] V4[t]) (U2[t]
(U4p[0] V1[t]-U3p[0] V2[t])+U4[t] (-U2p[0] V1[t]+U3p[0] V4[t])+U3[t] (U2p[0]
V2[t]-U4p[0] V4[t])) (V2p[0] V4[t]-V2[t] V4p[0]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4
(((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2
U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2))+(8 m sq2q2i (-U2p[t] U4[t]+U2[t] U4p[t]) (U2p[t]
U4[t] V1[t]-U2[t] U4p[t] V1[t]-U2p[t] U3[t] V2[t]+U2[t] U3p[t] V2[t]-U3p[t]
U4[t] V4[t]+U3[t] U4p[t] V4[t]) (U2[t] (U4p[0] V1[t]-U3p[0] V2[t])+U4[t] (-U2p[0]
V1[t]+U3p[0] V4[t])+U3[t] (U2p[0] V2[t]-U4p[0] V4[t])) (V2p[0] V4[t]-V2[t]
V4p[0]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m
U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t]
U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(8 m
veq2i^2 (-U2p[t] U4[t]+U2[t] U4p[t]) (U2p[t] U4[t] V1[t]-U2[t] U4p[t] V1[t]-U2p[t]
U3[t] V2[t]+U2[t] U3p[t] V2[t]-U3p[t] U4[t] V4[t]+U3[t] U4p[t] V4[t]) (U2[t]
(U4p[0] V1[t]-U3p[0] V2[t])+U4[t] (-U2p[0] V1[t]+U3p[0] V4[t])+U3[t] (U2p[0]
V2[t]-U4p[0] V4[t])) (V2p[0] V4[t]-V2[t] V4p[0]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4
(((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2
U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2))+(2 m (-U2p[t] U4[t]+U2[t] U4p[t]) (-2 u1[t]
u22[t] v2[t]^2+2 u22[t] u4[t] v2[t] v3[t]+2 u1[t] u24[t] v2[t] v4[t]-u21[t]
u4[t] v2[t] v4[t]+2 u1[t] u42[t] v2[t] v4[t]+2 u1[t] v2[t] v24[t] v4[t]-u24[t]
u4[t] v3[t] v4[t]-u4[t] u42[t] v3[t] v4[t]-u4[t] v24[t] v3[t] v4[t]-u4[t] v2[t]
v34[t] v4[t]+u14[t] u4[t] v4[t]^2+u4[t] u41[t] v4[t]^2-2 u1[t] u44[t] v4[t]^2-2
u1[t] v22[t] v4[t]^2+u4[t] v23[t] v4[t]^2+u4[t] v32[t] v4[t]^2+u12[t] v2[t]
(u2[t] v2[t]-u4[t] v4[t])+2 u1[t] v2[t] v4[t] v42[t]-u4[t] v3[t] v4[t] v42[t]-u4[t]
v2[t] v4[t] v43[t]+u2[t] (u21[t] v2[t]^2-u24[t] v2[t] v3[t]-u42[t] v2[t] v3[t]-v2[t]
v24[t] v3[t]+v2[t]^2 v34[t]-u14[t] v2[t] v4[t]-u41[t] v2[t] v4[t]-v2[t] v23[t]
v4[t]+2 u44[t] v3[t] v4[t]+2 v22[t] v3[t] v4[t]-v2[t] v32[t] v4[t]-v2[t] v3[t]
v42[t]+v2[t]^2 v43[t])+2 v2[t] (-u1[t] v2[t]+u4[t] v3[t]) v44[t]) (V2p[0] V4[t]-V2[t]
V4p[0]))/((u2[t] v2[t]-u4[t] v4[t])^2 (2 U2[t] V2[t]-2 U4[t] V4[t])^2 (((-U2p[0]
V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t]
V2[t]-2 U4[t] V4[t])^2))+(2 m sp2p2i (U2p[0] U4[t]-U2[t] U4p[0]) (-U2p[t] U4[t]+U2[t]
U4p[t])^2 (V2p[0] V4[t]-V2[t] V4p[0]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^2 (-m
U2[t] V2p[0]+m U4[t] V4p[0])^2 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m
U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0])
(V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(2 m vep2i^2
(U2p[0] U4[t]-U2[t] U4p[0]) (-U2p[t] U4[t]+U2[t] U4p[t])^2 (V2p[0] V4[t]-V2[t]
V4p[0]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^2 (-m U2[t] V2p[0]+m U4[t] V4p[0])^2
(((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2
U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2))+(4 m (U2p[0] U4[t]-U2[t] U4p[0]) (-U2p[t] U4[t]+U2[t]
U4p[t])^2 (u22[t] (u4[t] v1[t]-u3[t] v2[t])^2+u2[t]^2 (u44[t] v1[t]^2-v2[t]
(-(u33[t]+v11[t]) v2[t]+v1[t] (u34[t]+u43[t]+v12[t]+v21[t]))+v1[t]^2 v22[t])+u24[t]
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u3[t] u4[t] v1[t] v4[t]-u23[t] u4[t]^2 v1[t] v4[t]-u32[t] u4[t]^2 v1[t] v4[t]+u3[t]
u4[t] u42[t] v1[t] v4[t]-u4[t]^2 v1[t] v14[t] v4[t]-u24[t] u3[t]^2 v2[t] v4[t]+u23[t]
u3[t] u4[t] v2[t] v4[t]+u3[t] u32[t] u4[t] v2[t] v4[t]-u3[t]^2 u42[t] v2[t]
v4[t]+u3[t] u4[t] v14[t] v2[t] v4[t]+u3[t] u4[t] v1[t] v24[t] v4[t]-u3[t]^2
v2[t] v24[t] v4[t]-u3[t] u34[t] u4[t] v4[t]^2+u33[t] u4[t]^2 v4[t]^2-u3[t]
u4[t] u43[t] v4[t]^2+u3[t]^2 u44[t] v4[t]^2+u4[t]^2 v11[t] v4[t]^2-u3[t] u4[t]
v12[t] v4[t]^2-u3[t] u4[t] v21[t] v4[t]^2+u3[t]^2 v22[t] v4[t]^2-u4[t]^2 v1[t]
v4[t] v41[t]+u3[t] u4[t] v2[t] v4[t] v41[t]+u3[t] u4[t] v1[t] v4[t] v42[t]-u3[t]^2
v2[t] v4[t] v42[t]+u2[t] (u24[t] v1[t] (-u4[t] v1[t]+u3[t] v2[t])+u4[t] (-u42[t]
v1[t]^2+u23[t] v1[t] v2[t]+u32[t] v1[t] v2[t]+v1[t] v14[t] v2[t]-v1[t]^2 v24[t]+u34[t]
v1[t] v4[t]+u43[t] v1[t] v4[t]+v1[t] v12[t] v4[t]-2 u33[t] v2[t] v4[t]-2 v11[t]
v2[t] v4[t]+v1[t] v21[t] v4[t]+v1[t] v2[t] v41[t]-v1[t]^2 v42[t])+u3[t] (u42[t]
v1[t] v2[t]-u23[t] v2[t]^2-u32[t] v2[t]^2-v14[t] v2[t]^2+v1[t] v2[t] v24[t]-2
u44[t] v1[t] v4[t]+u34[t] v2[t] v4[t]+u43[t] v2[t] v4[t]+v12[t] v2[t] v4[t]+v2[t]
v21[t] v4[t]-2 v1[t] v22[t] v4[t]-v2[t]^2 v41[t]+v1[t] v2[t] v42[t]))+(u4[t]
v1[t]-u3[t] v2[t])^2 v44[t]) (V2p[0] V4[t]-V2[t] V4p[0]))/((u2[t] v2[t]-u4[t]
v4[t])^2 (2 U2[t] V2[t]-2 U4[t] V4[t])^2 (-m U2[t] V2p[0]+m U4[t] V4p[0])^2
(((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2
U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2))-(2 m vep1i vep2i (-U2p[t] U4[t]+U2[t] U4p[t])^2
(V2p[0] V4[t]-V2[t] V4p[0]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^2 (-m U2[t] V2p[0]+m
U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(4 m vep2i veq1i (U2p[0] U4[t]-U2[t]
U4p[0]) (-U2p[t] U4[t]+U2[t] U4p[t]) (U1p[t] U2[t] V2[t]-U1[t] U2p[t] V2[t]+U2p[t]
U4[t] V3[t]-U2[t] U4p[t] V3[t]-U1p[t] U4[t] V4[t]+U1[t] U4p[t] V4[t]) (V2p[0]
V4[t]-V2[t] V4p[0]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^3 (-m U2[t] V2p[0]+m U4[t]
V4p[0]) (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(4 m sq2p2i (U2p[0] U4[t]-U2[t]
U4p[0]) (-U2p[t] U4[t]+U2[t] U4p[t]) (U2p[t] U4[t] V1[t]-U2[t] U4p[t] V1[t]-U2p[t]
U3[t] V2[t]+U2[t] U3p[t] V2[t]-U3p[t] U4[t] V4[t]+U3[t] U4p[t] V4[t]) (V2p[0]
V4[t]-V2[t] V4p[0]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^3 (-m U2[t] V2p[0]+m U4[t]
V4p[0]) (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(4 m vep2i veq2i (U2p[0] U4[t]-U2[t]
U4p[0]) (-U2p[t] U4[t]+U2[t] U4p[t]) (U2p[t] U4[t] V1[t]-U2[t] U4p[t] V1[t]-U2p[t]
U3[t] V2[t]+U2[t] U3p[t] V2[t]-U3p[t] U4[t] V4[t]+U3[t] U4p[t] V4[t]) (V2p[0]
V4[t]-V2[t] V4p[0]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^3 (-m U2[t] V2p[0]+m U4[t]
V4p[0]) (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(4 m vep2i veq1i (-U2p[t] U4[t]+U2[t]
U4p[t])^2 (U2[t] (-U1p[0] V2[t]+U4p[0] V3[t])+U4[t] (-U2p[0] V3[t]+U1p[0] V4[t])+U1[t]
(U2p[0] V2[t]-U4p[0] V4[t])) (V2p[0] V4[t]-V2[t] V4p[0]))/((2 U2[t] V2[t]-2
U4[t] V4[t])^3 (-m U2[t] V2p[0]+m U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0] V4[t])
(-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0]
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U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(4
m sq2p2i (-U2p[t] U4[t]+U2[t] U4p[t])^2 (U2[t] (U4p[0] V1[t]-U3p[0] V2[t])+U4[t]
(-U2p[0] V1[t]+U3p[0] V4[t])+U3[t] (U2p[0] V2[t]-U4p[0] V4[t])) (V2p[0] V4[t]-V2[t]
V4p[0]))/((2 U2[t] V2[t]-2 U4[t] V4[t])^3 (-m U2[t] V2p[0]+m U4[t] V4p[0])
(((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2
U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2))-(4 m vep2i veq2i (-U2p[t] U4[t]+U2[t] U4p[t])^2
(U2[t] (U4p[0] V1[t]-U3p[0] V2[t])+U4[t] (-U2p[0] V1[t]+U3p[0] V4[t])+U3[t]
(U2p[0] V2[t]-U4p[0] V4[t])) (V2p[0] V4[t]-V2[t] V4p[0]))/((2 U2[t] V2[t]-2
U4[t] V4[t])^3 (-m U2[t] V2p[0]+m U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0] V4[t])
(-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0]
U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(2
m (U2p[0] U4[t]-U2[t] U4p[0]) (-U2p[t] U4[t]+U2[t] U4p[t]) (2 u22[t] v2[t]
(-u4[t] v1[t]+u3[t] v2[t])+u2[t] (u24[t] v1[t] v2[t]+u42[t] v1[t] v2[t]-u23[t]
v2[t]^2-u32[t] v2[t]^2-v14[t] v2[t]^2+v1[t] v2[t] v24[t]-2 u44[t] v1[t] v4[t]+u34[t]
v2[t] v4[t]+u43[t] v2[t] v4[t]+v12[t] v2[t] v4[t]+v2[t] v21[t] v4[t]-2 v1[t]
v22[t] v4[t]-v2[t]^2 v41[t]+v1[t] v2[t] v42[t])+v4[t] (u24[t] (u4[t] v1[t]-2
u3[t] v2[t])+u4[t] (-(u34[t]+u43[t]+v12[t]+v21[t]) v4[t]+v2[t] (u23[t]+u32[t]+v14[t]+v41[t])+v1[t]
(u42[t]+v24[t]+v42[t]))-2 u3[t] (-(u44[t]+v22[t]) v4[t]+v2[t] (u42[t]+v24[t]+v42[t])))+2
v2[t] (-u4[t] v1[t]+u3[t] v2[t]) v44[t]) (V2p[0] V4[t]-V2[t] V4p[0]))/((u2[t]
v2[t]-u4[t] v4[t])^2 (2 U2[t] V2[t]-2 U4[t] V4[t])^2 (-m U2[t] V2p[0]+m U4[t]
V4p[0]) (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(2 m (-U2p[t] U4[t]+U2[t] U4p[t])^2
(u12[t] u2[t] u4[t] v1[t] v2[t]+u2[t] u21[t] u4[t] v1[t] v2[t]-u2[t]^2 u41[t]
v1[t] v2[t]+u13[t] u2[t]^2 v2[t]^2-u12[t] u2[t] u3[t] v2[t]^2-u2[t] u21[t]
u3[t] v2[t]^2+u2[t]^2 u31[t] v2[t]^2+u2[t]^2 v13[t] v2[t]^2-u2[t]^2 v1[t] v2[t]
v23[t]-2 u2[t] u24[t] u4[t] v1[t] v3[t]+2 u22[t] u4[t]^2 v1[t] v3[t]-2 u2[t]
u4[t] u42[t] v1[t] v3[t]+2 u2[t]^2 u44[t] v1[t] v3[t]+u2[t] u24[t] u3[t] v2[t]
v3[t]-u2[t]^2 u34[t] v2[t] v3[t]+u2[t] u23[t] u4[t] v2[t] v3[t]-2 u22[t] u3[t]
u4[t] v2[t] v3[t]+u2[t] u32[t] u4[t] v2[t] v3[t]+u2[t] u3[t] u42[t] v2[t] v3[t]-u2[t]^2
u43[t] v2[t] v3[t]-u2[t]^2 v12[t] v2[t] v3[t]+u2[t] u4[t] v14[t] v2[t] v3[t]-u2[t]^2
v2[t] v21[t] v3[t]+2 u2[t]^2 v1[t] v22[t] v3[t]-2 u2[t] u4[t] v1[t] v24[t]
v3[t]+u2[t] u3[t] v2[t] v24[t] v3[t]+u2[t]^2 v2[t]^2 v31[t]-u2[t]^2 v1[t] v2[t]
v32[t]+u2[t] u4[t] v1[t] v2[t] v34[t]-u2[t] u3[t] v2[t]^2 v34[t]-u12[t] u4[t]^2
v1[t] v4[t]-u21[t] u4[t]^2 v1[t] v4[t]+u2[t] u4[t] u41[t] v1[t] v4[t]-2 u13[t]
u2[t] u4[t] v2[t] v4[t]+u12[t] u3[t] u4[t] v2[t] v4[t]+u21[t] u3[t] u4[t] v2[t]
v4[t]-2 u2[t] u31[t] u4[t] v2[t] v4[t]+u2[t] u3[t] u41[t] v2[t] v4[t]-2 u2[t]
u4[t] v13[t] v2[t] v4[t]+u2[t] u4[t] v1[t] v23[t] v4[t]+u2[t] u3[t] v2[t] v23[t]
v4[t]+u24[t] u3[t] u4[t] v3[t] v4[t]+u2[t] u34[t] u4[t] v3[t] v4[t]-u23[t]
u4[t]^2 v3[t] v4[t]-u32[t] u4[t]^2 v3[t] v4[t]+u3[t] u4[t] u42[t] v3[t] v4[t]+u2[t]
u4[t] u43[t] v3[t] v4[t]-2 u2[t] u3[t] u44[t] v3[t] v4[t]+u2[t] u4[t] v12[t]
v3[t] v4[t]-u4[t]^2 v14[t] v3[t] v4[t]+u2[t] u4[t] v21[t] v3[t] v4[t]-2 u2[t]
u3[t] v22[t] v3[t] v4[t]+u3[t] u4[t] v24[t] v3[t] v4[t]-2 u2[t] u4[t] v2[t]
v31[t] v4[t]+u2[t] u4[t] v1[t] v32[t] v4[t]+u2[t] u3[t] v2[t] v32[t] v4[t]-u4[t]^2
v1[t] v34[t] v4[t]+u3[t] u4[t] v2[t] v34[t] v4[t]+u13[t] u4[t]^2 v4[t]^2+u31[t]
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u4[t]^2 v4[t]^2-u3[t] u4[t] u41[t] v4[t]^2+u4[t]^2 v13[t] v4[t]^2-u3[t] u4[t]
v23[t] v4[t]^2+u4[t]^2 v31[t] v4[t]^2-u3[t] u4[t] v32[t] v4[t]^2-u14[t] (u2[t]
v1[t]-u3[t] v4[t]) (u2[t] v2[t]-u4[t] v4[t])+u2[t] u4[t] v2[t] v3[t] v41[t]-u4[t]^2
v3[t] v4[t] v41[t]-2 u2[t] u4[t] v1[t] v3[t] v42[t]+u2[t] u3[t] v2[t] v3[t]
v42[t]+u3[t] u4[t] v3[t] v4[t] v42[t]+u2[t] u4[t] v1[t] v2[t] v43[t]-u2[t]
u3[t] v2[t]^2 v43[t]-u4[t]^2 v1[t] v4[t] v43[t]+u3[t] u4[t] v2[t] v4[t] v43[t]+2
u4[t] (u4[t] v1[t]-u3[t] v2[t]) v3[t] v44[t]+u1[t] (2 u22[t] v2[t] (-u4[t]
v1[t]+u3[t] v2[t])+u2[t] (u24[t] v1[t] v2[t]+u42[t] v1[t] v2[t]-u23[t] v2[t]^2-u32[t]
v2[t]^2-v14[t] v2[t]^2+v1[t] v2[t] v24[t]-2 u44[t] v1[t] v4[t]+u34[t] v2[t]
v4[t]+u43[t] v2[t] v4[t]+v12[t] v2[t] v4[t]+v2[t] v21[t] v4[t]-2 v1[t] v22[t]
v4[t]-v2[t]^2 v41[t]+v1[t] v2[t] v42[t])+v4[t] (u24[t] (u4[t] v1[t]-2 u3[t]
v2[t])+u4[t] (-(u34[t]+u43[t]+v12[t]+v21[t]) v4[t]+v2[t] (u23[t]+u32[t]+v14[t]+v41[t])+v1[t]
(u42[t]+v24[t]+v42[t]))-2 u3[t] (-(u44[t]+v22[t]) v4[t]+v2[t] (u42[t]+v24[t]+v42[t])))+2
v2[t] (-u4[t] v1[t]+u3[t] v2[t]) v44[t])) (V2p[0] V4[t]-V2[t] V4p[0]))/((u2[t]
v2[t]-u4[t] v4[t])^2 (2 U2[t] V2[t]-2 U4[t] V4[t])^2 (-m U2[t] V2p[0]+m U4[t]
V4p[0]) (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(4 sq1q1[t] (2 U2[t] V2[t]-2 U4[t]
V4[t])^2 (-(((U2p[t] V2[t]-U4p[t] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2)+(m (-U2p[t] U4[t]+U2[t] U4p[t]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2)^2)/(-m U2[t] V2p[0]+m U4[t] V4p[0])^2+(4
m sq2p2i (-U2p[t] U4[t]+U2[t] U4p[t])^2 (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t]
(V1p[0] V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0])))/((2 U2[t]
V2[t]-2 U4[t] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0])^2)+(4 m vep2i veq2i (-U2p[t]
U4[t]+U2[t] U4p[t])^2 (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t] (V1p[0] V4[t]-V1[t]
V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])
(-m U2[t] V2p[0]+m U4[t] V4p[0])^2)-(8 m veq1i veq2i (-U2p[t] U4[t]+U2[t] U4p[t])
(U1p[t] U2[t] V2[t]-U1[t] U2p[t] V2[t]+U2p[t] U4[t] V3[t]-U2[t] U4p[t] V3[t]-U1p[t]
U4[t] V4[t]+U1[t] U4p[t] V4[t]) (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t] (V1p[0]
V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0])))/((2 U2[t] V2[t]-2
U4[t] V4[t])^2 (-m U2[t] V2p[0]+m U4[t] V4p[0]))-(8 m sq2q2i (-U2p[t] U4[t]+U2[t]
U4p[t]) (U2p[t] U4[t] V1[t]-U2[t] U4p[t] V1[t]-U2p[t] U3[t] V2[t]+U2[t] U3p[t]
V2[t]-U3p[t] U4[t] V4[t]+U3[t] U4p[t] V4[t]) (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t]
(V1p[0] V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0])))/((2 U2[t]
V2[t]-2 U4[t] V4[t])^2 (-m U2[t] V2p[0]+m U4[t] V4p[0]))-(8 m veq2i^2 (-U2p[t]
U4[t]+U2[t] U4p[t]) (U2p[t] U4[t] V1[t]-U2[t] U4p[t] V1[t]-U2p[t] U3[t] V2[t]+U2[t]
U3p[t] V2[t]-U3p[t] U4[t] V4[t]+U3[t] U4p[t] V4[t]) (U2[t] (-V1p[0] V2[t]+V1[t]
V2p[0])+U4[t] (V1p[0] V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0])))/((2
U2[t] V2[t]-2 U4[t] V4[t])^2 (-m U2[t] V2p[0]+m U4[t] V4p[0]))+(4 m vep1i veq2i
(-U2p[t] U4[t]+U2[t] U4p[t]) (U2p[t] V2[t]-U4p[t] V4[t]) (U2[t] (-V1p[0] V2[t]+V1[t]
V2p[0])+U4[t] (V1p[0] V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0])))/((2
U2[t] V2[t]-2 U4[t] V4[t])^3 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m
U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0])
(V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(8 m veq1i veq2i
(U2p[0] U4[t]-U2[t] U4p[0]) (U2p[t] V2[t]-U4p[t] V4[t]) (U1p[t] U2[t] V2[t]-U1[t]
U2p[t] V2[t]+U2p[t] U4[t] V3[t]-U2[t] U4p[t] V3[t]-U1p[t] U4[t] V4[t]+U1[t]
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U4p[t] V4[t]) (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t] (V1p[0] V4[t]-V1[t]
V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4
(((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2
U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2))+(8 m sq2q2i (U2p[0] U4[t]-U2[t] U4p[0]) (U2p[t]
V2[t]-U4p[t] V4[t]) (U2p[t] U4[t] V1[t]-U2[t] U4p[t] V1[t]-U2p[t] U3[t] V2[t]+U2[t]
U3p[t] V2[t]-U3p[t] U4[t] V4[t]+U3[t] U4p[t] V4[t]) (U2[t] (-V1p[0] V2[t]+V1[t]
V2p[0])+U4[t] (V1p[0] V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0])))/((2
U2[t] V2[t]-2 U4[t] V4[t])^4 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m
U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0])
(V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(8 m veq2i^2
(U2p[0] U4[t]-U2[t] U4p[0]) (U2p[t] V2[t]-U4p[t] V4[t]) (U2p[t] U4[t] V1[t]-U2[t]
U4p[t] V1[t]-U2p[t] U3[t] V2[t]+U2[t] U3p[t] V2[t]-U3p[t] U4[t] V4[t]+U3[t]
U4p[t] V4[t]) (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t] (V1p[0] V4[t]-V1[t]
V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4
(((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2
U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2))+(8 m veq1i veq2i (-U2p[t] U4[t]+U2[t] U4p[t])
(U2p[t] V2[t]-U4p[t] V4[t]) (U2[t] (-U1p[0] V2[t]+U4p[0] V3[t])+U4[t] (-U2p[0]
V3[t]+U1p[0] V4[t])+U1[t] (U2p[0] V2[t]-U4p[0] V4[t])) (U2[t] (-V1p[0] V2[t]+V1[t]
V2p[0])+U4[t] (V1p[0] V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0])))/((2
U2[t] V2[t]-2 U4[t] V4[t])^4 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m
U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0])
(V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(8 m sq2q2i
(-U2p[t] U4[t]+U2[t] U4p[t]) (U2p[t] V2[t]-U4p[t] V4[t]) (U2[t] (U4p[0] V1[t]-U3p[0]
V2[t])+U4[t] (-U2p[0] V1[t]+U3p[0] V4[t])+U3[t] (U2p[0] V2[t]-U4p[0] V4[t]))
(U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t] (V1p[0] V4[t]-V1[t] V4p[0])+U3[t]
(-V2p[0] V4[t]+V2[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (((-U2p[0]
V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t]
V2[t]-2 U4[t] V4[t])^2))+(8 m veq2i^2 (-U2p[t] U4[t]+U2[t] U4p[t]) (U2p[t]
V2[t]-U4p[t] V4[t]) (U2[t] (U4p[0] V1[t]-U3p[0] V2[t])+U4[t] (-U2p[0] V1[t]+U3p[0]
V4[t])+U3[t] (U2p[0] V2[t]-U4p[0] V4[t])) (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t]
(V1p[0] V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0])))/((2 U2[t]
V2[t]-2 U4[t] V4[t])^4 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0]
V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(8 m sq2p2i (U2p[0]
U4[t]-U2[t] U4p[0]) (-U2p[t] U4[t]+U2[t] U4p[t]) (U2p[t] V2[t]-U4p[t] V4[t])
(U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t] (V1p[0] V4[t]-V1[t] V4p[0])+U3[t]
(-V2p[0] V4[t]+V2[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^3 (-m U2[t] V2p[0]+m
U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(8 m vep2i veq2i (U2p[0] U4[t]-U2[t]
U4p[0]) (-U2p[t] U4[t]+U2[t] U4p[t]) (U2p[t] V2[t]-U4p[t] V4[t]) (U2[t] (-V1p[0]
V2[t]+V1[t] V2p[0])+U4[t] (V1p[0] V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t]
V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^3 (-m U2[t] V2p[0]+m U4[t] V4p[0])
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(((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2
U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2))+(8 m^2 sq2p2i (U2p[0] U4[t]-U2[t] U4p[0]) (-U2p[t]
U4[t]+U2[t] U4p[t])^2 (V2p[0] V4[t]-V2[t] V4p[0]) (U2[t] (-V1p[0] V2[t]+V1[t]
V2p[0])+U4[t] (V1p[0] V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0])))/((2
U2[t] V2[t]-2 U4[t] V4[t])^3 (-m U2[t] V2p[0]+m U4[t] V4p[0])^2 (((-U2p[0]
V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t]
V2[t]-2 U4[t] V4[t])^2))+(8 m^2 vep2i veq2i (U2p[0] U4[t]-U2[t] U4p[0]) (-U2p[t]
U4[t]+U2[t] U4p[t])^2 (V2p[0] V4[t]-V2[t] V4p[0]) (U2[t] (-V1p[0] V2[t]+V1[t]
V2p[0])+U4[t] (V1p[0] V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0])))/((2
U2[t] V2[t]-2 U4[t] V4[t])^3 (-m U2[t] V2p[0]+m U4[t] V4p[0])^2 (((-U2p[0]
V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t]
V2[t]-2 U4[t] V4[t])^2))-(4 m^2 vep1i veq2i (-U2p[t] U4[t]+U2[t] U4p[t])^2
(V2p[0] V4[t]-V2[t] V4p[0]) (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t] (V1p[0]
V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0])))/((2 U2[t] V2[t]-2
U4[t] V4[t])^3 (-m U2[t] V2p[0]+m U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0] V4[t])
(-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0]
U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(8
m^2 veq1i veq2i (U2p[0] U4[t]-U2[t] U4p[0]) (-U2p[t] U4[t]+U2[t] U4p[t]) (U1p[t]
U2[t] V2[t]-U1[t] U2p[t] V2[t]+U2p[t] U4[t] V3[t]-U2[t] U4p[t] V3[t]-U1p[t]
U4[t] V4[t]+U1[t] U4p[t] V4[t]) (V2p[0] V4[t]-V2[t] V4p[0]) (U2[t] (-V1p[0]
V2[t]+V1[t] V2p[0])+U4[t] (V1p[0] V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t]
V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (-m U2[t] V2p[0]+m U4[t] V4p[0])
(((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2
U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2))-(8 m^2 sq2q2i (U2p[0] U4[t]-U2[t] U4p[0]) (-U2p[t]
U4[t]+U2[t] U4p[t]) (U2p[t] U4[t] V1[t]-U2[t] U4p[t] V1[t]-U2p[t] U3[t] V2[t]+U2[t]
U3p[t] V2[t]-U3p[t] U4[t] V4[t]+U3[t] U4p[t] V4[t]) (V2p[0] V4[t]-V2[t] V4p[0])
(U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t] (V1p[0] V4[t]-V1[t] V4p[0])+U3[t]
(-V2p[0] V4[t]+V2[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (-m U2[t] V2p[0]+m
U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(8 m^2 veq2i^2 (U2p[0] U4[t]-U2[t]
U4p[0]) (-U2p[t] U4[t]+U2[t] U4p[t]) (U2p[t] U4[t] V1[t]-U2[t] U4p[t] V1[t]-U2p[t]
U3[t] V2[t]+U2[t] U3p[t] V2[t]-U3p[t] U4[t] V4[t]+U3[t] U4p[t] V4[t]) (V2p[0]
V4[t]-V2[t] V4p[0]) (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t] (V1p[0] V4[t]-V1[t]
V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4
(-m U2[t] V2p[0]+m U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m
U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0])
(V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(8 m^2 veq1i
veq2i (-U2p[t] U4[t]+U2[t] U4p[t])^2 (U2[t] (-U1p[0] V2[t]+U4p[0] V3[t])+U4[t]
(-U2p[0] V3[t]+U1p[0] V4[t])+U1[t] (U2p[0] V2[t]-U4p[0] V4[t])) (V2p[0] V4[t]-V2[t]
V4p[0]) (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t] (V1p[0] V4[t]-V1[t] V4p[0])+U3[t]
(-V2p[0] V4[t]+V2[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (-m U2[t] V2p[0]+m
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U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(8 m^2 sq2q2i (-U2p[t] U4[t]+U2[t]
U4p[t])^2 (U2[t] (U4p[0] V1[t]-U3p[0] V2[t])+U4[t] (-U2p[0] V1[t]+U3p[0] V4[t])+U3[t]
(U2p[0] V2[t]-U4p[0] V4[t])) (V2p[0] V4[t]-V2[t] V4p[0]) (U2[t] (-V1p[0] V2[t]+V1[t]
V2p[0])+U4[t] (V1p[0] V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0])))/((2
U2[t] V2[t]-2 U4[t] V4[t])^4 (-m U2[t] V2p[0]+m U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0]
V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m
(U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2))-(8 m^2 veq2i^2 (-U2p[t] U4[t]+U2[t] U4p[t])^2 (U2[t] (U4p[0] V1[t]-U3p[0]
V2[t])+U4[t] (-U2p[0] V1[t]+U3p[0] V4[t])+U3[t] (U2p[0] V2[t]-U4p[0] V4[t]))
(V2p[0] V4[t]-V2[t] V4p[0]) (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t] (V1p[0]
V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0])))/((2 U2[t] V2[t]-2
U4[t] V4[t])^4 (-m U2[t] V2p[0]+m U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0] V4[t])
(-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0]
U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(4
m^2 sq2q2i (-U2p[t] U4[t]+U2[t] U4p[t])^2 (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t]
(V1p[0] V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0]))^2)/((2 U2[t]
V2[t]-2 U4[t] V4[t])^2 (-m U2[t] V2p[0]+m U4[t] V4p[0])^2)+(4 m^2 veq2i^2 (-U2p[t]
U4[t]+U2[t] U4p[t])^2 (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t] (V1p[0] V4[t]-V1[t]
V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0]))^2)/((2 U2[t] V2[t]-2 U4[t] V4[t])^2
(-m U2[t] V2p[0]+m U4[t] V4p[0])^2)-(8 m^2 sq2q2i (U2p[0] U4[t]-U2[t] U4p[0])
(-U2p[t] U4[t]+U2[t] U4p[t]) (U2p[t] V2[t]-U4p[t] V4[t]) (U2[t] (-V1p[0] V2[t]+V1[t]
V2p[0])+U4[t] (V1p[0] V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0]))^2)/((2
U2[t] V2[t]-2 U4[t] V4[t])^4 (-m U2[t] V2p[0]+m U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0]
V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m
(U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2))-(8 m^2 veq2i^2 (U2p[0] U4[t]-U2[t] U4p[0]) (-U2p[t] U4[t]+U2[t]
U4p[t]) (U2p[t] V2[t]-U4p[t] V4[t]) (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t]
(V1p[0] V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0]))^2)/((2 U2[t]
V2[t]-2 U4[t] V4[t])^4 (-m U2[t] V2p[0]+m U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0]
V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m
(U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2))+(8 m^3 sq2q2i (U2p[0] U4[t]-U2[t] U4p[0]) (-U2p[t] U4[t]+U2[t] U4p[t])^2
(V2p[0] V4[t]-V2[t] V4p[0]) (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t] (V1p[0]
V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0]))^2)/((2 U2[t] V2[t]-2
U4[t] V4[t])^4 (-m U2[t] V2p[0]+m U4[t] V4p[0])^2 (((-U2p[0] V2[t]+U4p[0] V4[t])
(-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0]
U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(8
m^3 veq2i^2 (U2p[0] U4[t]-U2[t] U4p[0]) (-U2p[t] U4[t]+U2[t] U4p[t])^2 (V2p[0]
V4[t]-V2[t] V4p[0]) (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t] (V1p[0] V4[t]-V1[t]
V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0]))^2)/((2 U2[t] V2[t]-2 U4[t] V4[t])^4
(-m U2[t] V2p[0]+m U4[t] V4p[0])^2 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t]
V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t]
U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(4 m
vep2i veq1i (-U2p[t] U4[t]+U2[t] U4p[t])^2 (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t]
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(-V2p[0] V4[t]+V2[t] V4p[0])+U4[t] (V3p[0] V4[t]-V3[t] V4p[0])))/((2 U2[t]
V2[t]-2 U4[t] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0])^2)-(8 m sq1q1i (-U2p[t]
U4[t]+U2[t] U4p[t]) (U1p[t] U2[t] V2[t]-U1[t] U2p[t] V2[t]+U2p[t] U4[t] V3[t]-U2[t]
U4p[t] V3[t]-U1p[t] U4[t] V4[t]+U1[t] U4p[t] V4[t]) (U2[t] (V2p[0] V3[t]-V2[t]
V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t] V4p[0])+U4[t] (V3p[0] V4[t]-V3[t] V4p[0])))/((2
U2[t] V2[t]-2 U4[t] V4[t])^2 (-m U2[t] V2p[0]+m U4[t] V4p[0]))-(8 m veq1i^2
(-U2p[t] U4[t]+U2[t] U4p[t]) (U1p[t] U2[t] V2[t]-U1[t] U2p[t] V2[t]+U2p[t]
U4[t] V3[t]-U2[t] U4p[t] V3[t]-U1p[t] U4[t] V4[t]+U1[t] U4p[t] V4[t]) (U2[t]
(V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t] V4p[0])+U4[t] (V3p[0]
V4[t]-V3[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^2 (-m U2[t] V2p[0]+m U4[t]
V4p[0]))-(8 m veq1i veq2i (-U2p[t] U4[t]+U2[t] U4p[t]) (U2p[t] U4[t] V1[t]-U2[t]
U4p[t] V1[t]-U2p[t] U3[t] V2[t]+U2[t] U3p[t] V2[t]-U3p[t] U4[t] V4[t]+U3[t]
U4p[t] V4[t]) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t]
V4p[0])+U4[t] (V3p[0] V4[t]-V3[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^2
(-m U2[t] V2p[0]+m U4[t] V4p[0]))+(4 m sq1p1i (-U2p[t] U4[t]+U2[t] U4p[t])
(U2p[t] V2[t]-U4p[t] V4[t]) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0]
V4[t]+V2[t] V4p[0])+U4[t] (V3p[0] V4[t]-V3[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t]
V4[t])^3 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(4 m vep1i veq1i (-U2p[t] U4[t]+U2[t]
U4p[t]) (U2p[t] V2[t]-U4p[t] V4[t]) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t]
(-V2p[0] V4[t]+V2[t] V4p[0])+U4[t] (V3p[0] V4[t]-V3[t] V4p[0])))/((2 U2[t]
V2[t]-2 U4[t] V4[t])^3 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0]
V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(8 m sq1q1i (U2p[0]
U4[t]-U2[t] U4p[0]) (U2p[t] V2[t]-U4p[t] V4[t]) (U1p[t] U2[t] V2[t]-U1[t] U2p[t]
V2[t]+U2p[t] U4[t] V3[t]-U2[t] U4p[t] V3[t]-U1p[t] U4[t] V4[t]+U1[t] U4p[t]
V4[t]) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t] V4p[0])+U4[t]
(V3p[0] V4[t]-V3[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (((-U2p[0] V2[t]+U4p[0]
V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m
(U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2))+(8 m veq1i^2 (U2p[0] U4[t]-U2[t] U4p[0]) (U2p[t] V2[t]-U4p[t] V4[t])
(U1p[t] U2[t] V2[t]-U1[t] U2p[t] V2[t]+U2p[t] U4[t] V3[t]-U2[t] U4p[t] V3[t]-U1p[t]
U4[t] V4[t]+U1[t] U4p[t] V4[t]) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0]
V4[t]+V2[t] V4p[0])+U4[t] (V3p[0] V4[t]-V3[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t]
V4[t])^4 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(8 m veq1i veq2i (U2p[0] U4[t]-U2[t]
U4p[0]) (U2p[t] V2[t]-U4p[t] V4[t]) (U2p[t] U4[t] V1[t]-U2[t] U4p[t] V1[t]-U2p[t]
U3[t] V2[t]+U2[t] U3p[t] V2[t]-U3p[t] U4[t] V4[t]+U3[t] U4p[t] V4[t]) (U2[t]
(V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t] V4p[0])+U4[t] (V3p[0]
V4[t]-V3[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (((-U2p[0] V2[t]+U4p[0]
V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m
(U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2))+(8 m sq1q1i (-U2p[t] U4[t]+U2[t] U4p[t]) (U2p[t] V2[t]-U4p[t] V4[t])
(U2[t] (-U1p[0] V2[t]+U4p[0] V3[t])+U4[t] (-U2p[0] V3[t]+U1p[0] V4[t])+U1[t]
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(U2p[0] V2[t]-U4p[0] V4[t])) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0]
V4[t]+V2[t] V4p[0])+U4[t] (V3p[0] V4[t]-V3[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t]
V4[t])^4 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(8 m veq1i^2 (-U2p[t] U4[t]+U2[t]
U4p[t]) (U2p[t] V2[t]-U4p[t] V4[t]) (U2[t] (-U1p[0] V2[t]+U4p[0] V3[t])+U4[t]
(-U2p[0] V3[t]+U1p[0] V4[t])+U1[t] (U2p[0] V2[t]-U4p[0] V4[t])) (U2[t] (V2p[0]
V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t] V4p[0])+U4[t] (V3p[0] V4[t]-V3[t]
V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m
U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t]
U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(8 m
veq1i veq2i (-U2p[t] U4[t]+U2[t] U4p[t]) (U2p[t] V2[t]-U4p[t] V4[t]) (U2[t]
(U4p[0] V1[t]-U3p[0] V2[t])+U4[t] (-U2p[0] V1[t]+U3p[0] V4[t])+U3[t] (U2p[0]
V2[t]-U4p[0] V4[t])) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t]
V4p[0])+U4[t] (V3p[0] V4[t]-V3[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4
(((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2
U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2))-(8 m vep2i veq1i (U2p[0] U4[t]-U2[t] U4p[0])
(-U2p[t] U4[t]+U2[t] U4p[t]) (U2p[t] V2[t]-U4p[t] V4[t]) (U2[t] (V2p[0] V3[t]-V2[t]
V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t] V4p[0])+U4[t] (V3p[0] V4[t]-V3[t] V4p[0])))/((2
U2[t] V2[t]-2 U4[t] V4[t])^3 (-m U2[t] V2p[0]+m U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0]
V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m
(U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2))+(8 m^2 vep2i veq1i (U2p[0] U4[t]-U2[t] U4p[0]) (-U2p[t] U4[t]+U2[t]
U4p[t])^2 (V2p[0] V4[t]-V2[t] V4p[0]) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t]
(-V2p[0] V4[t]+V2[t] V4p[0])+U4[t] (V3p[0] V4[t]-V3[t] V4p[0])))/((2 U2[t]
V2[t]-2 U4[t] V4[t])^3 (-m U2[t] V2p[0]+m U4[t] V4p[0])^2 (((-U2p[0] V2[t]+U4p[0]
V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m
(U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2))-(4 m^2 sq1p1i (-U2p[t] U4[t]+U2[t] U4p[t])^2 (V2p[0] V4[t]-V2[t]
V4p[0]) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t] V4p[0])+U4[t]
(V3p[0] V4[t]-V3[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^3 (-m U2[t] V2p[0]+m
U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(4 m^2 vep1i veq1i (-U2p[t] U4[t]+U2[t]
U4p[t])^2 (V2p[0] V4[t]-V2[t] V4p[0]) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t]
(-V2p[0] V4[t]+V2[t] V4p[0])+U4[t] (V3p[0] V4[t]-V3[t] V4p[0])))/((2 U2[t]
V2[t]-2 U4[t] V4[t])^3 (-m U2[t] V2p[0]+m U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0]
V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m
(U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2))-(8 m^2 sq1q1i (U2p[0] U4[t]-U2[t] U4p[0]) (-U2p[t] U4[t]+U2[t] U4p[t])
(U1p[t] U2[t] V2[t]-U1[t] U2p[t] V2[t]+U2p[t] U4[t] V3[t]-U2[t] U4p[t] V3[t]-U1p[t]
U4[t] V4[t]+U1[t] U4p[t] V4[t]) (V2p[0] V4[t]-V2[t] V4p[0]) (U2[t] (V2p[0]
V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t] V4p[0])+U4[t] (V3p[0] V4[t]-V3[t]
V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (-m U2[t] V2p[0]+m U4[t] V4p[0])
(((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2
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U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2))-(8 m^2 veq1i^2 (U2p[0] U4[t]-U2[t] U4p[0]) (-U2p[t]
U4[t]+U2[t] U4p[t]) (U1p[t] U2[t] V2[t]-U1[t] U2p[t] V2[t]+U2p[t] U4[t] V3[t]-U2[t]
U4p[t] V3[t]-U1p[t] U4[t] V4[t]+U1[t] U4p[t] V4[t]) (V2p[0] V4[t]-V2[t] V4p[0])
(U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t] V4p[0])+U4[t]
(V3p[0] V4[t]-V3[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (-m U2[t] V2p[0]+m
U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(8 m^2 veq1i veq2i (U2p[0] U4[t]-U2[t]
U4p[0]) (-U2p[t] U4[t]+U2[t] U4p[t]) (U2p[t] U4[t] V1[t]-U2[t] U4p[t] V1[t]-U2p[t]
U3[t] V2[t]+U2[t] U3p[t] V2[t]-U3p[t] U4[t] V4[t]+U3[t] U4p[t] V4[t]) (V2p[0]
V4[t]-V2[t] V4p[0]) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t]
V4p[0])+U4[t] (V3p[0] V4[t]-V3[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4
(-m U2[t] V2p[0]+m U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m
U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0])
(V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(8 m^2 sq1q1i
(-U2p[t] U4[t]+U2[t] U4p[t])^2 (U2[t] (-U1p[0] V2[t]+U4p[0] V3[t])+U4[t] (-U2p[0]
V3[t]+U1p[0] V4[t])+U1[t] (U2p[0] V2[t]-U4p[0] V4[t])) (V2p[0] V4[t]-V2[t]
V4p[0]) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t] V4p[0])+U4[t]
(V3p[0] V4[t]-V3[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (-m U2[t] V2p[0]+m
U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))-(8 m^2 veq1i^2 (-U2p[t] U4[t]+U2[t]
U4p[t])^2 (U2[t] (-U1p[0] V2[t]+U4p[0] V3[t])+U4[t] (-U2p[0] V3[t]+U1p[0] V4[t])+U1[t]
(U2p[0] V2[t]-U4p[0] V4[t])) (V2p[0] V4[t]-V2[t] V4p[0]) (U2[t] (V2p[0] V3[t]-V2[t]
V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t] V4p[0])+U4[t] (V3p[0] V4[t]-V3[t] V4p[0])))/((2
U2[t] V2[t]-2 U4[t] V4[t])^4 (-m U2[t] V2p[0]+m U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0]
V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m
(U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2))-(8 m^2 veq1i veq2i (-U2p[t] U4[t]+U2[t] U4p[t])^2 (U2[t] (U4p[0]
V1[t]-U3p[0] V2[t])+U4[t] (-U2p[0] V1[t]+U3p[0] V4[t])+U3[t] (U2p[0] V2[t]-U4p[0]
V4[t])) (V2p[0] V4[t]-V2[t] V4p[0]) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t]
(-V2p[0] V4[t]+V2[t] V4p[0])+U4[t] (V3p[0] V4[t]-V3[t] V4p[0])))/((2 U2[t]
V2[t]-2 U4[t] V4[t])^4 (-m U2[t] V2p[0]+m U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0]
V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m
(U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2))+(8 m^2 veq1i veq2i (-U2p[t] U4[t]+U2[t] U4p[t])^2 (U2[t] (-V1p[0]
V2[t]+V1[t] V2p[0])+U4[t] (V1p[0] V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t]
V4p[0])) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t] V4p[0])+U4[t]
(V3p[0] V4[t]-V3[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^2 (-m U2[t] V2p[0]+m
U4[t] V4p[0])^2)-(16 m^2 veq1i veq2i (U2p[0] U4[t]-U2[t] U4p[0]) (-U2p[t] U4[t]+U2[t]
U4p[t]) (U2p[t] V2[t]-U4p[t] V4[t]) (U2[t] (-V1p[0] V2[t]+V1[t] V2p[0])+U4[t]
(V1p[0] V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t] V4p[0])) (U2[t] (V2p[0]
V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t] V4p[0])+U4[t] (V3p[0] V4[t]-V3[t]
V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (-m U2[t] V2p[0]+m U4[t] V4p[0])
(((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2
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U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2))+(16 m^3 veq1i veq2i (U2p[0] U4[t]-U2[t] U4p[0])
(-U2p[t] U4[t]+U2[t] U4p[t])^2 (V2p[0] V4[t]-V2[t] V4p[0]) (U2[t] (-V1p[0]
V2[t]+V1[t] V2p[0])+U4[t] (V1p[0] V4[t]-V1[t] V4p[0])+U3[t] (-V2p[0] V4[t]+V2[t]
V4p[0])) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t] V4p[0])+U4[t]
(V3p[0] V4[t]-V3[t] V4p[0])))/((2 U2[t] V2[t]-2 U4[t] V4[t])^4 (-m U2[t] V2p[0]+m
U4[t] V4p[0])^2 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2
U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t]
V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(4 m^2 sq1q1i (-U2p[t] U4[t]+U2[t]
U4p[t])^2 (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t] V4p[0])+U4[t]
(V3p[0] V4[t]-V3[t] V4p[0]))^2)/((2 U2[t] V2[t]-2 U4[t] V4[t])^2 (-m U2[t]
V2p[0]+m U4[t] V4p[0])^2)+(4 m^2 veq1i^2 (-U2p[t] U4[t]+U2[t] U4p[t])^2 (U2[t]
(V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t] V4p[0])+U4[t] (V3p[0]
V4[t]-V3[t] V4p[0]))^2)/((2 U2[t] V2[t]-2 U4[t] V4[t])^2 (-m U2[t] V2p[0]+m
U4[t] V4p[0])^2)-(8 m^2 sq1q1i (U2p[0] U4[t]-U2[t] U4p[0]) (-U2p[t] U4[t]+U2[t]
U4p[t]) (U2p[t] V2[t]-U4p[t] V4[t]) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t]
(-V2p[0] V4[t]+V2[t] V4p[0])+U4[t] (V3p[0] V4[t]-V3[t] V4p[0]))^2)/((2 U2[t]
V2[t]-2 U4[t] V4[t])^4 (-m U2[t] V2p[0]+m U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0]
V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m
(U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2))-(8 m^2 veq1i^2 (U2p[0] U4[t]-U2[t] U4p[0]) (-U2p[t] U4[t]+U2[t]
U4p[t]) (U2p[t] V2[t]-U4p[t] V4[t]) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t]
(-V2p[0] V4[t]+V2[t] V4p[0])+U4[t] (V3p[0] V4[t]-V3[t] V4p[0]))^2)/((2 U2[t]
V2[t]-2 U4[t] V4[t])^4 (-m U2[t] V2p[0]+m U4[t] V4p[0]) (((-U2p[0] V2[t]+U4p[0]
V4[t]) (-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m
(U2p[0] U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t]
V4[t])^2))+(8 m^3 sq1q1i (U2p[0] U4[t]-U2[t] U4p[0]) (-U2p[t] U4[t]+U2[t] U4p[t])^2
(V2p[0] V4[t]-V2[t] V4p[0]) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0]
V4[t]+V2[t] V4p[0])+U4[t] (V3p[0] V4[t]-V3[t] V4p[0]))^2)/((2 U2[t] V2[t]-2
U4[t] V4[t])^4 (-m U2[t] V2p[0]+m U4[t] V4p[0])^2 (((-U2p[0] V2[t]+U4p[0] V4[t])
(-m U2[t] V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0]
U4[t]-U2[t] U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2))+(8
m^3 veq1i^2 (U2p[0] U4[t]-U2[t] U4p[0]) (-U2p[t] U4[t]+U2[t] U4p[t])^2 (V2p[0]
V4[t]-V2[t] V4p[0]) (U2[t] (V2p[0] V3[t]-V2[t] V3p[0])+U1[t] (-V2p[0] V4[t]+V2[t]
V4p[0])+U4[t] (V3p[0] V4[t]-V3[t] V4p[0]))^2)/((2 U2[t] V2[t]-2 U4[t] V4[t])^4
(-m U2[t] V2p[0]+m U4[t] V4p[0])^2 (((-U2p[0] V2[t]+U4p[0] V4[t]) (-m U2[t]
V2p[0]+m U4[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2-(m (U2p[0] U4[t]-U2[t]
U4p[0]) (V2p[0] V4[t]-V2[t] V4p[0]))/(2 U2[t] V2[t]-2 U4[t] V4[t])^2));
c.3 initial conditions for auxiliary equations in the opti-
mization
The initial (“final”) conditions for the auxiliary equations in Eq. (A.1) are given by
p(i)(tf) =
∂h
∂x
(x(i)(tf)), (C.11)
92 variances and optimization equations
therefore, the initial conditions are
pU1(tf) =
1
2
(
∂〈pˆ2〉
∂U1
+
∂〈qˆ2〉
∂U1
)
(C.12)
pU2(tf) =
1
2
(
∂〈pˆ2〉
∂U2
+
∂〈qˆ2〉
∂U2
)
(C.13)
pU3(tf) =
1
2
(
∂〈pˆ2〉
∂U3
+
∂〈qˆ2〉
∂U3
)
(C.14)
pU4(tf) =
1
2
(
∂〈pˆ2〉
∂U4
+
∂〈qˆ2〉
∂U4
)
(C.15)
pV1(tf) =
1
2
(
∂〈pˆ2〉
∂V1
+
∂〈qˆ2〉
∂V1
)
(C.16)
pV2(tf) =
1
2
(
∂〈pˆ2〉
∂V2
+
∂〈qˆ2〉
∂V2
)
(C.17)
pV3(tf) =
1
2
(
∂〈pˆ2〉
∂V3
+
∂〈qˆ2〉
∂V3
)
(C.18)
pV4(tf) =
1
2
(
∂〈pˆ2〉
∂V4
+
∂〈qˆ2〉
∂V4
)
(C.19)
pU1p(tf) =
1
2
(
∂〈pˆ2〉
∂U1p
+
∂〈qˆ2〉
∂U1p
)
(C.20)
pU2p(tf) =
1
2
(
∂〈pˆ2〉
∂U2p
+
∂〈qˆ2〉
∂U2p
)
(C.21)
pU3p(tf) =
1
2
(
∂〈pˆ2〉
∂U3p
+
∂〈qˆ2〉
∂U3p
)
(C.22)
pU4p(tf) =
1
2
(
∂〈pˆ2〉
∂U4p
+
∂〈qˆ2〉
∂U4p
)
(C.23)
pV1p(tf) =
1
2
(
∂〈pˆ2〉
∂V1p
+
∂〈qˆ2〉
∂V1p
)
(C.24)
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pV2p(tf) =
1
2
(
∂〈pˆ2〉
∂V2p
+
∂〈qˆ2〉
∂V2p
)
(C.25)
pV3p(tf) =
1
2
(
∂〈pˆ2〉
∂V3p
+
∂〈qˆ2〉
∂V3p
)
(C.26)
pV4p(tf) =
1
2
(
∂〈pˆ2〉
∂V4p
+
∂〈qˆ2〉
∂V4p
)
(C.27)
pu1(tf) =
1
2
∂〈pˆ2〉
∂u1
+
∂〈qˆ2〉
∂u1
+
4∑
i=1
(
∂〈pˆ2〉
∂u1i
+
∂〈qˆ2〉
∂u1i
)
uiini +
4∑
i=1,i 6=1
(
∂〈pˆ2〉
∂ui1
+
∂〈qˆ2〉
∂ui1
)
uiini

(C.28)
pu2(tf) =
1
2
∂〈pˆ2〉
∂u2
+
∂〈qˆ2〉
∂u2
+
4∑
i=1
(
∂〈pˆ2〉
∂u2i
+
∂〈qˆ2〉
∂u2i
)
uiini +
4∑
i=1,i 6=2
(
∂〈pˆ2〉
∂ui2
+
∂〈qˆ2〉
∂ui2
)
uiini

(C.29)
pu3(tf) =
1
2
∂〈pˆ2〉
∂u3
+
∂〈qˆ2〉
∂u3
+
4∑
i=1
(
∂〈pˆ2〉
∂u3i
+
∂〈qˆ2〉
∂u3i
)
uiini +
4∑
i=1,i 6=3
(
∂〈pˆ2〉
∂ui3
+
∂〈qˆ2〉
∂ui3
)
uiini

(C.30)
pu4(tf) =
1
2
∂〈pˆ2〉
∂u4
+
∂〈qˆ2〉
∂u4
+
4∑
i=1
(
∂〈pˆ2〉
∂u4i
+
∂〈qˆ2〉
∂u4i
)
uiini +
4∑
i=1,i 6=4
(
∂〈pˆ2〉
∂ui4
+
∂〈qˆ2〉
∂ui4
)
uiini

(C.31)
pv1(tf) =
1
2
∂〈pˆ2〉
∂v1
+
∂〈qˆ2〉
∂v1
+
4∑
i=1
(
∂〈pˆ2〉
∂v1i
+
∂〈qˆ2〉
∂v1i
)
viini +
4∑
i=1,i 6=1
(
∂〈pˆ2〉
∂vi1
+
∂〈qˆ2〉
∂vi1
)
viini

(C.32)
pv2(tf) =
1
2
∂〈pˆ2〉
∂v2
+
∂〈qˆ2〉
∂v2
+
4∑
i=1
(
∂〈pˆ2〉
∂v2i
+
∂〈qˆ2〉
∂v2i
)
viini +
4∑
i=1,i 6=2
(
∂〈pˆ2〉
∂vi2
+
∂〈qˆ2〉
∂vi2
)
viini

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(C.33)
pv3(tf) =
1
2
∂〈pˆ2〉
∂v3
+
∂〈qˆ2〉
∂v3
+
4∑
i=1
(
∂〈pˆ2〉
∂v3i
+
∂〈qˆ2〉
∂v3i
)
viini +
4∑
i=1,i 6=3
(
∂〈pˆ2〉
∂vi3
+
∂〈qˆ2〉
∂vi3
)
viini

(C.34)
pv4(tf) =
1
2
∂〈pˆ2〉
∂v4
+
∂〈qˆ2〉
∂v4
+
4∑
i=1
(
∂〈pˆ2〉
∂v4i
+
∂〈qˆ2〉
∂v4i
)
viini +
4∑
i=1,i 6=4
(
∂〈pˆ2〉
∂vi4
+
∂〈qˆ2〉
∂vi4
)
viini

(C.35)
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