The formalism for the modification of the pair interaction energy between the atoms of a binary alloy due to the electron-ion interaction as modified by the electron-electron interaction, is developed to lowest order. In a manner analogous to the treatment of Krivoglaz it is shown how the fluctuationdependent part of the alloy pair energy contains a contribution from e(q), the dielectric function for the alloy, which in turn reflects singularities at e(2kr), where kF is the Fermi wave vector. The strength of these singularities and their contribution to the diffuse scattering of radiation is discussed and recent experimental observations of several groups on 'imaging' the Fermi surface in this manner are presented.
I. Introduction
The use of diffuse scattering from metallic alloys as a means of extracting information on alloy pair potentials was revived several years ago by Clapp & Moss (1966 in their discussion of the correlation functions of disordered binary alloys. These authors derived a simple linearized expression for the pair correlations, similar in spirit and form to that developed by Elliott & Marshall (1958) or Krivoglaz (1969) , which yielded a direct relationship between I(q) the diffuse intensity scattered from the alloy and V(q) the Fourier transform of the pair interaction energy, namely I(q)=C/ [1 +2mAmBflV(q) ] where C= normalization constant, fl=I/kT and mA, mB are atomic fractions of the separate species. Using this expression and the definition of the critical temperature as the point where I(q) diverges, were able to derive values for the ratios of the severalneighbor interaction energies for a variety of alloys for which reasonably accurate X-ray, electron and neutron diffuse scattering data existed. In all cases, however, the number of neighbors included in these data fits was quite limited, it being fell; that a minimum number of parameters would be more trustworthy given the accuracy of most of the data. Still the results were encouraging and more recently Wilkins (1970) has successfully extended the treatment to a many-neighbor fit for disordered Cu3Au. In an independent extension of these ideas Krivoglaz pointed out (Krivoglaz & Hao, 1968; Krivoglaz, 1969 ) that the various contributions to V(q) could be separated as long as these contributions could be represented in a pair-interaction framework. He then showed that a dominant contribution would come in certain cases at q = 2kv (kF = Fermi wave vector) where the influence of screening by the conduction electrons on the ion-ion interaction was particularly strong. This, Krivoglaz noted, would be quite similar to the well-known Kohn singularities (Kohn, 1959) in lattice dynamics where the phonon frequencies og(2kv) are shifted due to a strong electronphonon coupling via the same screening interaction.
In the case of lattice dynamics the amplitude of, say, X-ray scattering is (usually) increased at the appropriate values of q=2kv because of a softening of the phonon frequencies. In the case of the diffuse scattering from alloys, it is the normal modes of the concentration fluctuations that are ~softened' -the amplitudes are increased at q =2kF due to a pronounced minimum in V(q). Along the lines of the treatment of Roth, Zeiger & Kaplan (1966) for magnetic impurities Krivoglaz also showed how the screening effect is greatly enhanced when 2kF spans parallel flat pieces of the Fermi surface of the alloy in question.
These developments were quite suggestive of the direct application of X-ray, electron or neutron scattering data on alloys above their ordering or transition temperatures to the determination of critical values of the alloy Fermi surface in directions spanning flat or cylindrical sections. Moss (1969) subsequently showed that indeed alloys within the Cu-Au system were amenable to such an analysis and that previously observed fine structure in the diffuse electron scattering from disordered Cu3Au and CuAu3 was directly interpretable as an imaging of the Fermi surface. Following this observation have been two electron diffraction studies of copper-based alloys. The first was by Hashimoto & Ogawa (1970) in which Cu3Au was modified by addition of Pd and In to alter the electron/atom ratio and thus the Fermi-surface dimensions. The second by Ohshima & Watanabe (1973) , studied the systems Cu-Pt and Cu-Pd. In all cases the disordered alloy showed the familiar fine structure -a fourfold splitting of the superlattice diffuse scattering in a plane normal to the reciprocal-lattice rod connecting two fundamental reflections. The details of this splitting correlated well in the expected changes in Fermi momentum for the alloys in question and in all cases bore no particular relation to the eventual development of the long-range ordered structure below the critical temperature, i.e. the fine structure was not due to "a little bit of long-range order'.
There has also been a quite provocative application of the above ideas to metallic TiOx by Castles, Cowley & Spargo (1971) in which elegant diffuse scattering contours in electron diffraction and their composition dependence were interpreted as direct images of Fermisurface flats as rationalized from the band-structure calculations.
In this paper we shall first develop the formalism for the contribution of the electron-ion interaction to the pair energy for the alloy and thus to V(q). We do this along lines similar to, but not directly equivalent to, the perturbation treatment of Krivoglaz & Hao (1968) . We then discuss how the shape of the Fermi surface ultimately determines the nature of anomalies in I(q). This is followed by more detail on the above noted applications along with a similar X-ray study of Cu-A1 alloys by Scattergood, Moss & Bever (1970) , some interesting X-ray data on Au-Pd by Lin, Spruiell & Williams (1970) and a somewhat more tentative application to spot splitting in LEED studies of hydrogen on tungsten [100] surfaces by Estrup & Anderson (1966) and Yonehara & Schmidt (1971) . Finally, we comment on the general problem of Fermi surface influences on the scattering from a variety of static and dynamic fluctuations in crystalline solids.
Theory
The following is a simplified account of the relation between diffuse scattering of X-rays, neutrons or electrons from binary alloy systems and the electronic contribution to the atomic arrangements that determine this scattering. The diffuse scattering above the orderdisorder transition (or in any single-phase field characterized by fluctuations in the various parameters of the system) is related to a pair interaction which determines the configurational energy. As discussed by Krivoglaz (1969) , this pair interaction results mainly from Coulombic interaction between the atomic ions screened by the conduction electrons. These screening effects are treated self-consistently by the introduction of the dielectric response function for the electronic system. The shape of Fermi surface then enters because of its intimate connection with the behavior of the dielectric response. This is all, therefore, ultimately reflected in the diffuse scattering, knowledge of which thus gives information on the shape of the Fermi surface. In other words, the shape of the Fermi surface strongly affects the nature of the screening charge associated with the ion species comprising the alloy. The ions (atoms) then adopt a configuration determined in part by this screening charge and the diffuse scattering senses the local atomic arrangements and reflects the Fermi-surface parameters.
Diffuse scattering from binary alloys
We here review briefly the scattering formalism. Consider any array of scatters on periodically arranged lattice sites at positions R~ with scattering factorsf~(q) where q is the scattering wave vector. In the absence of lattice distortions a binary (A~BI_~) alloy may be completely specified by a set of occupations numbers C, and thus the average composition C as defined below (see also Krivoglaz, 1969 or Clapp & Moss, 1966 . The scattering factor, f,, for the site R~ will befA for A atom occupation andfB otherwise. The total scattering from this ensemble in normalized or reduced units is:
We then introduce the occupation parameter C~ noted above which is defined by
which determines the average concentration of A atoms to be
Often it is convenient to introduce a deviation operator o'~, analogous to the spin deviation operator of magnetism, which is related to C~ by ~=2(c~-c) 
As noted above, for a periodic lattice 1¢(q) gives Bragg peaks of height N21f(q)l 2 at each reciprocal-lattice point. In terms of the deviation parameters, the diffuse term in (9) can be written in standard form
in which the brackets denote an ensemble average with (o',o'~) taking on directly the meaning of a pair correlation function for the alloy. Since there is no preferred origin of coordinates and no preferred site in a statistical sense, we may write with R~ denoting a vector from some origin atom, o, to the site, ~. The diffuse intensity is then where
a(q) = ~ a(R~) exp iq. R,.
~+0
We may now, after this familiar introduction, consider the relation of the transformed correlation function a(q) to the alloy energetics.
Pair energies and ordering
We summarize here the relationship between the correlation function a(q) and the alloy interaction energies which yields the fundamental expression noted in the Introduction. In the simplest picture, we imagine that the effective Hamiltonian Hc for the configurational energy can be expressed adequately by two,body interactions, He --½ ~ V,e(R~-Ro).
We shall discuss later the nature of this interaction.
Assume for the moment that the interaction is enth'ely electrostatic arising from overlapping charge clouds ~o,(x-R,).
In this case
In analogy with (6) we may write
where the average charge density for the alloy at any (average) site is Q=CQA+(I-C) ~o e .
Implicit in this is the independence of OA or 0B upon the environment of the A or B atom. The configurational energy can then be written as a sum of an average lattice or coherent part which is fluctuation independent and a 'diffuse' part which is sensitive to composition fluctuations. The effective energy, identical to the Ising Hamiltonian for magnetism (Clapp & Moss, 1966; Krivoglaz, 1969) is then, H, ff=½ ~ V(R~-R B) (C~-C) (Ce-C) (18) where the effective pair interaction is V= VAA + VBB--2 VAB for each set of interatomic vector separations. Whenever (R,-R~) connects nearest neighbors, we may write V(IR,-R~I) as V1, the nearest-neighbor interaction energy and similarly for more distant neighbors. The separate parts of V are, for example
With statistical mechanical methods it is possible to show (Clapp & Moss, 1966; Krivoglaz, 1969; Wilkins, 1970) , for a moderately high-temperature regime above To, that the correlation function defined in (13) is given by o'(q)
N where G2(T) is a normalization factor and is a constant, say C, at any temperature and GI(T) may be taken as mamB/kTto yield the expression noted in the Introduction. V(q) is defined as
~=0
where, again, R~ denotes (R~-R0) with the 0 index being an arbitrary origin. For convenience we define a continous function Vo(x) such that Vo(0)=0 with Vo(R~) = V(R~) when x = R~-¢ 0. V(R~) is thus the value of V0(x) at the lattice sites defined by the set {R~). We may then write, as noted among others, by Moss (1969) ,
K where, for a general point, k, in reciprocal space
and the vectors K belong to the reciprocal lattice. We have thereby introduced the use of a continuous pair potential function, V0(x), in real space and have shown that in reciprocal space the effect is to sum at the point q the contributions from the transform of the continuous function V0(q+K) originating at all of the reciprocal-lattice points. Usually this is rapidly converging because V0(k) falls off reasonably fast with increasing k so that for any value of q mainly the nearest reciprocal-lattice points contribute significantly. The diffuse intensity is thereby directly related to either the discrete (lsing) or continuous pair-interaction potential which is in turn determined by the equilibrium charge distribution of the alloy system. We now consider a simple model for an alloy and investigate the influence of the electron system on the pair interaction, and.
hence, the diffuse intensity. As we have noted above and elsewhere (Moss, 1969) this has already been done by Krivoglaz (1969) via a perturbation technique and it is partly our intent here to popularize his conclusions.
Basic Hamiltonian
We take as our model a set of positive ions on sites {R~} with charge Z~e in equilibrium with the conduction electrons appropriate to the system. The total energy is H = Hi + He + Hie (25) where the electron Hamiltonian is
i i#:j the ion Hamiltonian is
and the ion-electron Hamiltonian is,
We introduce an average atomic charge number, Z
in terms of which
The ion-electron Hamiltonian may then be written as a sum of an average-lattice (or coherent) part and a fluctuation-dependent (or diffuse) part
where the coherent contribution
is periodic and the diffuse part is
For present purposes, we neglect ionic motion about equilibrium positions (the phonons) and defer consideration of effects arising from the interaction of the electrons among themselves. The electronic states of the system are determined by the independent-particle Hamiltonian
i l
The first term describes a set of independent electrons in a periodic potential 17"(x) and thus given rise to the familiar Bloch wave states for the average crystal. It is by definition fluctuation-insensitive and yields a well defined Fermi energy for the alloy via the Pauli
• principle. The effects of composition fluctuations may now be treated self-consistently. We write
which in Fourier representation is
where f2 is atomic volume. Similarly, the total selfconsistent conduction electron density in the alloy is
with e ~ exp (-iq. xt) (39) ~o(q)=-f2 • We now can describe the effect of electron-electron interaction by noting, physically, that the bare (unscreened) potential A V(x) polarizes the conduction electrons to produce a net field experienced, on the average, by a given electron. Formally we associate with the bare potential A V(x) a displacement field D(x) and a bare charge density 0°(x) defined by
The total electric field E(x) experienced by a given electron is related to the total charge density (bare plus conduction electron) ~o ° + Q by the fundamental relation
One defines, for each Fourier component q, the dielectric function e(q) in the usual way"
where D(q) and E(q) are Fourier transforms of the associated spatial fields. It follows from these definitions, after some algebraic manipulations, that the bare and conduction charge densities are related by
Since, for our model the bare charge is given, via (36) and (40), as
it follows that e 1 -t(q)
~(a3-~2 ~(~ ~ (c~-c) (z~-z~)
x exp(-iq.R,).
Now, from (35), (37), and (39) the total electron-ion energy is
which with the help of (45) becomes
and we see that the effects of screening lead to an effective ion-ion interaction which is dependent upon composition fluctuations. This effective interaction is determined from (46) with the restriction that only the terms a-ffl are retained and a factor of ½ is introduced to avoid double counting. Thus
. (48) From (14), (18), and (27), the bare ion contribution to the effective pair energy is
Since the total pair energy is the sum of these two, the principle result is the determination of the Fourier transform of the pair interaction energy defined in (22), to be
Equations (12) and (21) can then be rewritten for this simplified case of pair-wise, purely electrostatic, interactions as:
where C is the normalization constant and fl--1/kT. Equating, by inspection, (18) with the combination of (48) and (49), we have related the scattered diffuse intensity from the alloy to the Fourier transform of the bare fluctuation potential, v(q), as modified by the dielectric function e(q). It is clear from (51) that maxima in the diffuse intensity reflect minima in the energy V(q) which in turn occur for large values of the dielectric function e(q). Since the behavior of the dielectric function is related to the detailed electron structure of the alloy, we see that the diffuse scattering can mirror any band-structure-induced singularities in e(q).
The dielectric function
There are many available treatments of the form of the dielectric function especially as it enters into the screening of magnetic impurities in metals (Ruderman & Kittel, 1954; Roth, Zieger & Kaplan, 1966; Kittel, 1968) or non-magnetic valence inpurities in metals (Friedel, 1954 (Friedel, , 1964 or the screening of phonons and the electron-phonon interaction (Kohn, 1959) . The treatments of Ziman (1964) and Kittel (1964) are introductory and more advanced, respectively, and the above noted review of Kittel (1968) is especially useful.
In brief, the dielectric function, which generally describes the response of a many-particle system to an external perturbation, is fundamental to the relation of a variety of macroscopic phenomena to microscopic origins. In the simple case of a free electron gas with a single-particle spectrum Ek=hZkZ/2m, the parameter that completely determines the response of the system is the Fermi wave vector kv labeling the occupied single-particle state of highest energy and related to the number density n of electrons by n = kr3/3r?. The calculation of the response function is essentially a problem for many-body theory, and the results obtained therefore depend on some approximation. In the simplest of such approximations, the so-called random phase approximation (RPA) (which is essentially equivalent to the self-consistent or Hartree-Fock approximation), the static dielectric function e(q) is given, through its relation to the polarizability ~(q), e(q)= 1+ 4rc~(q), by the expression below for a(q):
El,-Ek+q wheref(k) is the probability of occupation of state [k) given essentially by the O°K Fermi function
It is clear from the numerator in the sum in (52) that those terms contribute for which one of the states lk) or Ik+q> is occupied and the other empty. Furthermore, a glance at the denominator shows that the only large contribution to e(q) will come when Ek=Ek+q.
In the case of free electrons with a spherical Fermi surface, it is possible to satisfy both conditions simultaneously only when q < 2kF. One then expects to find in the free-electron case, a sudden decrease in the value of the polarizability, and thus e(q), at q=2kF.
Because, however, the change in f(k+q)-f(k) is so slow near q = 2kF, the dielectric function remains continous and only the derivative shows a logarithmic infinity at 2ke (see Ziman, 1964) . This is not a very strong singularity and one must resort to other Fermi surface shapes such as cylindrical or, preferably, flat parallel sections to enhance the singularity at 2kv (Roth, Zieger & Kaplan, 1966; Krivoglaz, 1969) by enhancing the number of singular contributions to the sum in (52).
A simple and very illuminating analogy is given by Kittel (1968) in his discussion of the indirect exchange interaction -via conduction electron spin polarization between dilute magnetic impurities in metals. He presents free-electron calculations in one, two and three-dimensional metals for z(q) the spin susceptibility of the electron gas. By plotting z(q)/z(O) he removes all of the proportionality factors that pertain to spins and we can treat his result directly as the clectric susceptibility ratio or the polarizability ratio e(q)/e(0). In this case, the three-dimensional metal shows just the freeelectron response noted earlier-namely a continuous for a free electron gas in one, two and three dimensions. [From Kittel (1968) ].
variation in e(q) or 0c(q). Two-dimensional metals simulate the response in directions perpendicular to cylindrical sections of Fermi surface while the onedimensional metal applies straightforwardly to parallel flat sections in real metals. We therefore present in Fig. 1 a reproduction of the figure from the Kittel (1968) article, in which it is clear that spherical sections of Fermi surface are nearly undetectable in ~(q) and thus in I(q), the diffuse scattering. However, cylindrical sections (2-D) and, especially, parallel fiat sections, replicating as they do a strong 1-D character, will certainly be reflected in the diffuse intensity. All of this is discussed in some detail by Krivoglaz & Hao (1968) , who present the relevant formulas for e(q) for spherical, cylindrical and flat sections of the Fermi surface. Krivoglaz & Hao (1968) potential is oscillatory then, of course, so will be the sclf-consistent electron density and these so-called Friedel oscillations are a prominent feature of the electronic structure of any disordered alloy. In particular, they were originally associated with charge impurities (Friedel, 1954) or magnetic impurities (Ruderman & Kittel, 1954) . In our case it is not so much a question of the field about an isolated impurity as it is the form which V(x) = VAA(X) + VBB(X) --2 VAB(X) takes in an alloy and how fast that interaction energy falls off with distance. Some of these direct-space aspects of the dielectric anomaly in diffuse scattering from alloys were recently reviewed by Cowley & Wilkins (1972) . Suffice it to say here that at the heart of all of this are the fundamentals of the indirect interaction in metals, namely: the impurity polarizes the conduction electrons inducing either a spin density wave or a charge density wave (see Overhauser, 1968 Overhauser, , 1971 in which a second impurity resides. This indirect effect of the various impurities on each other self-consistently, through the electron gas is central to the theory of alloys. In a sense, then, our discussion of the scattering from alloys is just another experimental approach to the problem of chargedensity waves and indirect interactions in metals.
Applications to real systems
Given the formalism so far presented we may note two aspects immediately. These are a geometrical, or qualitative aspect and an analytical, or quantitative, aspect. The first alludes simply to the fact that flat portions of the Fermi surface in a moderately concentrated (non-random) alloy above its Tc will be reflected in diffuse-scattering peaks at the appropriate values of q= 2ke where 2kr is a vector connecting two (usually) anti-parallel Fermi velocities (Krivoglaz, 1969) . Thus a flat section will be nominally imaged continually along the flat portion, giving rise to a ridge of diffuse scattering which falls off at the extremities. The second aspect is tempting in that we should be able, via a quantitative determination of diffuse scattering, to measure directly e(q) for an alloy. This is complicated, however, by the fact that, aside from instrumental and associated resolution problems, the expression in (51) really belongs to a class of mean field expressions for a(q) and as such, the temperature, T, in (51) is not really the measured temperature because T~ is incorrectly predicted by these theories. It is thus hard to assign an absolute scale to T and, therefore, to tr(q). In addition, we have no fundamental information on v(q) although it should be monotonic and, perhaps, slowly varying near q = 2kr. These difficulties have tended to confine attention to the geometrical aspects of the problem as presented in the following sections.
Cu and Au alloys
The first attempt to apply the above ideas to real metals was by Moss (1969) who described how the fine structure in the diffuse scattering from Cu-Au alloys was related to singularities in e(q). The argument relied upon the Fermi surface of copper which demonstrates appreciable fiats in [110] directions whose deviation from a spherical shape is demanded by the necks in [111] . By performing the required folding of the reciprocal lattice into the continuous transform of V(x) as in (23) and (24) it was shown that the anomaly surfaces or ridges associated with the flat portions of the Cu or Au Fermi surface would overlap to produce the required fine structure -a fourfold symmetrical distribution of diffuse satellite peaks about all superlattice reflections. The separation of these diffuse satellites from the central superlattice position was a very sensitive measure of the value of kF(110), the dimension of the Fermi surface normal to (110) planes.
Extending this idea, Hashimoto & Ogawa (1970) demonstrated two crucial aspects of the phenomenon. The first was that the occurrence of the diffuse satellites both above the ordering temperature To, and in quenched samples in no way reflected the development of the ordered state. When it did develop below To, the ordered state had a diffraction pattern which usually bore no resemblance to the satellite patterns above T~ which were thereby firmly established as being peculiar to the disordered state and not reflecting tiny domains of long-range order. An explanation of the phenomenon thus had to arise from a consideration of the energetics of the disordered state.
The second point made by Hashimoto & Ogawa is shown in Fig. 2 taken from their work. It was their assumption that if the diffuse satellites about, say, 1 l0 in CuaAu were due to anomalies at e(2kr), then by varying 2kF through alloying these satellites could be predictably shifted. To this end they added to CuaAu both Pd, with an assumed valency of zero and In with an assumed valency of + 3 electrons/atom.
In Fig. 2 Fig. 2(a) Pd has been added to give an e/a of 0-9. Because, for e/a = 1.0, 2kF(110)> >k(110), adding Pd shrinks or pulls all four anomaly surfaces, and thus the satellite spots, into the 110 position and produces sharper superlattice diffuse scattering. In 2(c) In has been added to achieve e/a= 1.1 which expands the ridges of 2kF and shifts the accompanying diffuse satellites outward along [100] directions.
This use of alloying to shift satellite spots around, and thus rationalize Fermi-surface changes, is very reminiscent of the work of Sato & Toth (1965) on ordered long-period superlattices in Cu alloys. In those studies new Brillouin zone boundaries were said to be introduced against flat [110] Fermi surfaces (see Tachiki & Teramoto, 1966) to produce significant lowering of the electronic energy and thus a new structure in which appropriate integral-period domains were mixed to give the right satellites as demanded by 2kF (Fujiwara, 1957) . This type of Peierls (1955) instability is especially favorable in alloys because forming superlattices, far from increasing the strain energy as would be the case for superlattice formation in elemental solids (or ones in which site occupancy, as in an Ising Lattice, is not a variable), often lowers the elastic energy of the solid. And, again, Fermi-surface flats merely emphasize the quasi-one-dimensional aspect of the problem: in one dimension all states have their energy lowered by the introduction of a new zone boundary against the Fermi surface whereas with a free-electron sphere in principle one state out of N has its energy lowered, which is not very significant. Flat pieces help to increase that number. The second study of Cu alloys that we review briefly here is the X-ray determination by Scattergood, Moss & Bever (1970) of the composition dependence of the diffuse satellites in single-phase Cu-AI alloys first studied by Borie & Sparks (1964) . As noted by Borie & Sparks the satellites were the most prominent feature of their diffuse scattering map. Although a fairly complete set of short-range order parameters [o-(R,) in (11)] were determined by Fourier inversion of the scattering data, Boric & Sparks found it difficult to retrieve the diffuse satellites via reconstruction from the measured {a(R,)}. This merely points out how much harmonic information is required to recreate structure at non-rational positions in reciprocal space and emphasizes the importance of reasoning directly from intensity data in some cases. In this case, in fact, Scattergood et al. used the measured composition dependence of the satellites as traversed in Fig. 3 along a line from 100 to 110 in the f.c.c, reciprocal lattice. At 7 at. % AI, the alloy is too dilute to support order, the Tc is accordingly very low and the solution is random. For l 1% AI and 16 % AI, however, there is a predictable variation in satellite peak position given by considerations identical to those used by Hashimoto & Ogawa (1970) in which Cu has an e/a = l-0 and A1 has an e/a = 3"0. kv(110) for Cu could then be scaled in a rigid-band fashion to yield the observed peak positions nearly exactly. Similar to Fig. 2(c) , as the diffuse satellite peaks move out from l l0 (or 100), they become the most prominent feature of the diffuse scattering pattern exceeding in intensity the usual maxima at the superlattice points.
As a third example of Fermi-surface effects in copper-based alloys we merely reproduce the recent results of Ohshima & Watanabe (1973) on Cu-Pt and Cu-Pd alloys. Fig. 4 , directly taken from their work, shows the experimental variation in diffuse satellite separation, m, in a <110) direction plotted against e/a. The three theoretical curves are obtained simply from a rigid band scaling of the kr(110) for Cu in which the flatness is represented by a deviation from sphericity or truncation parameter, t. The agreement is quite good and again points out the significance of the electronic energy term in the diffuse scattering. Fig. 5 is reproduced from Lin, Spruiell & Williams (1970) on short-range order in Au-40 at. % Pd alloy. This diffuse-scattering contour plot is quite similar to the Cu-AI data of Borie & Sparks (1964) in which the diffuse satellities are well-removed from the 110 or 100 positions and are the most prominent feature of the data. Again, a rigid-band scaling of the Fermi wave vector, k~(ll0), for Au gives the correct satellite position assuming Pd to have zero e/a, which is, for d-band metals, a rather arbitrary assignment since the Au s electrons can be thought, perhaps, as filling the Pd d band. That this does not seem to be so in concentrated alloys either for Cu-Pd or Au-Pd suggests that the Au or Cu ion core can really only be screened by electrons of s-like character and that the d bands remain largely uninvolved. Lin, Spruiell & Williams also determined an extensive set of short-range order parameters for their alloy only to find that the satellite peaks were not reproduced by the back-transformed intensity, much as with Cu-AI and for the same reason-namely that the harmonics implied by the satellites involved correlation coefficients a(R~) for very distant neighbors or large IR~J. Rationalizing local structure from an incomplete, albeit extensive, set of short-range order parameters unfortunately neglects perhaps the most important aspect of this local order which is the quasi-periodic domain structure imposed by the energetics of the electron system.
Ti-O and analogues
Castles, Cowley & Spargo (1971) , in their paper on the diffuse electron scattering from quenched foils of TiOx, in which x varied from 1.0 to 1.25, restate a very important characteristic of the diffuse scattering from many alloy crystals above their ordering transition temperatures. This feature, which we have emphasized before, is that the diffuse scattering distribution is not merely a broadened (small-particle) version of the longrange-ordered state but rather is unique unto itself. Quenching may prevent us from applying (51) in any quantitative way (it usually sharpens the diffuse scattering over what it would be at some temperature well above To) but it should not rule out a geometrical interpretation, as Hashimoto & Ogawa (1970) have shown. To quote from Castles et al: 'Electron diffraction patterns taken from several orientations of crystals of composition TiO1.0, TiO1.19 and TiO1.2s ... immediately reveal the interesting situation that the diffuse scattering from the disordered samples shows little relation to the positions of the measured superlattice spots from the ordered materials of the same composition. Thus the short-range ordering correlations existing above the critical temperature are not merely truncated forms of the long-range correlations existing in the superlattices at lower temperatures.'
This does not mean, in this case, that the local or near-neighbor ordering of vacancies (these are defect structures which order to form vacancy superlattices) bears no resemblance to the layer order of the lowtemperature crystal. Rather it means that there are possibly longer-range aspects of the atomic arrangement which are determined by the alloy energetics -an especially important component of which is electronic energy. Castles et al. thus interpret their diffuse-scattering photographs, and the composition dependence of them, in terms of the Fermi surface of TiO as inferred from the calculations of Ern & Switendick (1965) for TiO with no vacancies [ordered TiO has a 15% vacancy concentration on both Ti and O sublattices]. The agreement is reasonably good and probably represents the most ambitious attempt to date to relate diffuse scattering to Fermi sin face data.
We would also point out here that the results of Billingham, Bell & Lewis (1972) on vacancy shortrange order in substoichiometric transition metal carbides and nitrides have an interpretation similar to the TiOx Fermi surface comparisons. Sauvage & Parth~ (1972) have interpreted the really quite elegant diffuse diffraction patterns of Billingham et al. in terms of a local-order parameter and local environment which reflects the tendency to order. But they indicate a strong similarity between the measured diffuse scattering and the shape of the Fermi surface for a oneelectron simple-cubic metal. Part of this is demanded by symmetry. The details, however, must surely relate to the origin of the diffuse scattering in the electronic structure of the compound through e(q) and thus ty(q). Sauvage & Parth6 (1972) indicate their intention to pursue this issue. Fig. 6 . from Estrup & Anderson (1966) on the chemisorption of hydrogen on tungsten (100) surfaces is at first glance so similar geometrically to satellite patterns from three-dimensional metallic alloys that we are immediately tempted to interpret the initial (lowcoverage) chemisorbed state as due to indirect interactions among hydrogen atoms via the conduction electrons at the tungsten surface. In fact that interpretation seems most compelling to us although there are some important considerations to be stressed in applying it. In the first place the LEED intensity appears all (½,3) positions and its presence at low coverage (Estrup & Anderson, 1966) probably means that the hydrogen atoms occupy the 2 × 2 grid in the centers of the square tungsten cells with every other cell occupied in a staggered sequence.
Hydrogen on tungsten
As noted, however, this ordered array gives just spots at (3, 3). To get the splittings we need a further periodic modulation, or antiphasing, to produce the sidebands in the diffraction pattern. Since the splitting represents no particular integral number of cell spacings, again, a mixture of antiphase domains of a few integral spacing must be present (Fujiwara, 1957) . The question then naturally arises, as it does in the work of Sato & Toth (1965) on ordered antiphase domains in alloys, as to why a particular spacing (distance between split spots) appears and how the peak separation between the split spots varies with hydrogen coverage. Yonehara & Schmidt (1971) took to answering this question and Fig. 7 is from their study of the coverage dependence of both the width of the peak at (3,3) [by width is meant the full width at half maximum intensity of both unsplit and combined split peaks] and the value of the peak splitting or separation along a line connecting them which is a [10] direction in Fig. 6 or a [100] direction in the tungsten surface. A coverage of unity probably means 1.5 H atoms per surface tungsten atom.
• The interpretation of Fig. 7 is that H as it deposits on the W (100) does so initially randomly. With increasing coverage there is some correlation, beginning with islands of the C [2 × 2] array, among the hydrogens to give a peak at (3,3) which sharpens until the antiphasing begins, at which point the consequent satellite pattern emerges and separates. There have been a variety of explanations for this phenomenon some of which simply involve space-filling arguments to note that with increased hydrogen coverage new atoms will be forced into an antiphasing with respect to the old array because a single C [2 × 2] is getting filled up. There is surely some truth to this but the antiphasing begins well before it has to on this argument.
What we would like to suggest is that the hydrogens, as screened protons in the surface of the tungsten, order themselves in a self-consistent potential as determined by the redistributed surface charge density. This is similar to the conclusion of Tsong (1973) about Re on W(ll0) as observed by field-ion microscopy. We do not make the distinction between disordered and ordered phases here as we should. Rather, however, we note that at the beginning in Fig. 7 the peak width at (3,3) is large and possibly (although this is not in the Yonehara & Schmidt profiles) diffusely split. With increased coverage, which means an altered electron concentration in the surface, the diffuse scattering becomes sharper and the range of the ordering increases. With further increased coverage the (3, 3) peaks broaden through splitting and the splitting separation increases linearly finally leveling off.
We certainly cannot explain all of the details of this sequence nor can we predict numbers for the relevant parameters. We can, however, suggest, that the combination of two-dimensionality in the surface (see Fig.  1 ) plus flat portions of the bulk tungsten Fermi surface in [110] directions [see Girvan, Phillips & Gold, 1968] conspire to force a periodicity in the (110) direction for the chemisorbed hydrogen atoms. They sense the anisotropic charge density or oscillatory potential in the surface and both alter self-consistently that potential and order themselves in it. With increased coverage, the e/a of the surface changes and thus kr(110) and the peak splitting which is due here, as with Sato & Toth (1955) to the introduction of new zone boundaries at kF and thus new Bragg peaks at 2kv. In interpreting the data in this way questions arise involving the definition of the metallic surface [is it one or two W layers, etc.] and thus surface electron concentration which is related to the screening length for the protons. Questions also arise about the validity of applying in anything more than a qualitative way the bulk-tungsten band structure to the W-H surfaces. And finally we are not even sure of whether hydrogen will add or subtract electrons and thus to what extent it changes the clean-tungsten electronic structure. But we do feel it is a tempting problem and is certainly worthy of note at this juncture. In general surfaces should present very nice examples of two-dimensional ordering in which, for example, H and vacancies are the binary species. Estrup (1969) has actually pursued this further and has shown in a necessarily rough way how the hydrogens disorder on W(100) with a LEEDdetermined order parameter variation with temperature reminiscent of the 2-D Ising model. It would be our guess that the short-range-order diffuse scattering above the ordering temperature, would, to the extent that the hydrogen did not desorb or diffuse in, reflect Fermi-surface details.
General remarks and conclusions
We have shown that for a variety of binary alloys the concept of Fermi surface induced singularities in diffuse scattering, as developed in §2 in a simplified form, is appropriate. In all of these cases, whether the binary species be atoms and vacant lattice sites as in TiOx or H on W(100) or, more frequently, two elements, the diffuse scattering singularities occur in certain modes of the concentration fluctuation spectrum which have anomalously large amplitudes at q = 2kv, especially for parallel fiat sections of Fermi surface. As the dimensionality of the system decreases the electron gas may be more free-electron-like and still show the singularities.
In nearly one-dimensional systems, the large coupled Peirls-Kohn instability gives rise to intense diffuse scattering at 2kF as exemplified by, say, K2Pt(CN)4.Br0.30.3H20 (Renker, Rietschel, Pintschovius, Gl~iser, Brtiesel, Kuse & Rice, 1973) . In this case, however, the diffuse scattering is of dynamic rather than static origin and is associated with soft structural fluctuations and an incipient structural transition or periodic lattice distortion in which a superlattice, with new Bragg peaks at 2kr, is eventually formed. In two dimensions a similar phenomenon, again involving structural rather than compositional fluctuations, was discussed by Wilson, DiSalvo & Mahajan (1974) for the layered transition-metal dichaicogenides TaSe2 and TaS2. They showed, in particular, quite a beautiful electron diffraction pattern in which prominent flat sections of Fermi surface were imaged and were the precursors of a new set of reflections for the ensuing superlattice. Furthermore by alloying with Ti to form (TaxTil_~,)S2 they could shift the Fermi surface around in a predictable way on the diffraction pattern. This is reminiscent of the studies of Castles et al. (1971) or of Hashimoto & Ogawa (1970) or Ohshima & Watanabe (1973) but again the coupling is to the phonons and not to the concentration fluctuations.
The possible generality of this phenomenon-namely the application of diffuse scattering studies to the elucidation of Fermi-surface dimensions (and to the demonstration of charge or spin density waves) is compelling. It suggests that in any metallic system there will be possible screening singularities in the diffuse scattering off any or all modes of the system (static or dynamic) which can then be used to probe the incipient phase transition, map out the dielectric function and probe the coupling between the electron system and the fluctuations in question or study the geometry of the Fermi surface.
Note added in proof: Recent measurements of Kohn anomalies in the phonon dispersion curves of pure Cu by Nilsson & Rolandson (1974) [Phys. Rev. B9, 3278] indicate only a change in slope of ~o(q) et q = 2k s rather than the kink predicted by Fermi surface flats in, say, (1 I0). These singularities in the derivative of ~o(q) are more likely due to less severe singularities in e(q) than we have postulated in this review. This in turn suggests that while our geometric interpretation is correct (CuAu alloys provide an especially stringent test), the strength of the effect may lie in an enhancement not predicted by our simple considerations. We thank A. W. Overhauser for very helpful discussions of this point.
