Citation: Elith J, Burgman MA (2014) Response to Kriticos et al. (2014) discuss a recent paper of ours (Elith et al. 2013 ). While we agree with several of the points they raise, in this brief response we focus on clarifying a subset of issues around improving pest risk modelling. We do so because several of their suggestions are based on misunderstandings of technical details and will not, as they hope, lead to improved modelling practice. Elith et al. (2013) used the Puccinia psidii complex as a case study to explore the impact of taxonomic uncertainty on modelled predictions. The work was clear in stating that it did not intend to provide definitive predictions and advice for biosecurity managers. This position is clear in the title and in statements in Elith et al. (2013) such as 'The purpose of this study is to explore the implications of taxonomic uncertainty for the management of a new invasive pathogen. We use the Australian incursion of myrtle/ guava rust as an example, not to argue which taxonomic interpretation, data set or model is correct, but to highlight the impact of taxonomic belief on modelled predictions.' We discussed how to make risk weighted decisions that accommodate this kind of uncertainty. We created 5 datasets of species records that were either the full set of available presence records for the P. psidii complex ("Pucc94") or subsets of that, each of which accorded with a different taxonomic interpretation.
these groupings could be debated and that future evidence might prove them wrong. Our aim ... is not to argue that the specific choices are indisputable, but to create five distinct datasets with reasoning behind each, and to use these to model and predict". In other words, we were not trying to model these entities definitively, but to explore the effect on predictions of different perspectives on the group's taxonomy. We used the modelling software Maxent Dudik 2008) and 7 covariates selected for their likely ecological relevance to model these five datasets. Kriticos et al. (2014) note that the covariate rankings in the five models vary, which they interpret as 'unstable'. They state "instability in the covariate importance rankings in this type of analysis provides an indication that the model may be unsound". In Maxent, variable importance is estimated in two ways -one during model building and the other on permutation tests on the final model. Kriticos et al. (2014) focus on the second and expect similar covariate rankings across all 5 datasets. We agree that repeated random samples of the full distribution of a species are likely to lead to similar covariate rankings, provided there are enough samples to reliably model the species and provided the entity is in fact a single species. We emphasise, though, that we were not taking repeated random samples. Many circumstances could lead to different covariate rankings. These include different datasets representing different species or subspecies, a random sample that happened to be biased to one part of covariate space, or highly correlated variables. In the latter case, different covariate rankings may lead to very similar predictions because covariates are largely interchangeable. There is no reason to impose an a priori expectation that covariate rankings should be similar across our 5 datasets, not the least because we were exploring the possibility that some subsets display different environmental constraints because they represent different taxa. Kriticos et al.'s arguments are pre-conditioned on the assumption that we are dealing with one species. We held no such presumption. Kriticos et al. (2014 ) used Rodda et al. (2011 as a support for their argument regarding the stability of covariate rankings. We fail to see the connection with our work. Rodda et al. (2011) discussed rote use of Maxent with default settings and the commonly available suite of 19 Worldclim variables. They specifically stated that their remarks did not apply to "execution of Maxent with different (i.e. customised) settings". We did not use default settings and 19 variables, and even explored the effects of our choices on the modelled outcomes. Kriticos et al. (2014) note that the choice of background affects model output. They see this -together with the other issues they address -as such a problem that they suggest instead using presence-only methods that do not require background points. It is well established that choice of background affects model outcome (e.g. Elith et al. 2010 , Elith et al. 2011 , Elith 2014 ). In Elith et al. (2013) , we described our approach to selecting the background and mapped examples of the background extent. We used a strategy consistent with the approach of an informed user (Elith et al. 2013 Fig 1, grey areas). We did not mention the extent of mapping in the figure legend. We agree that this omission was an oversight, and that generally authors should be specific about their choice of background. We tested the effect of varying the background on model results during model construction and found that it was insubstantial. We agree that it would be better to include such results in appendices.
However, the solution to this issue is not to do as Kriticos et al. (2014) suggest and resort to presence-only methods that do not require background points. Methods that do not take a background sample are ignorant of environmental conditions in the region in which the model is trained. This confounds the frequency of environments at occupied locations with the frequency of environments in the region, an issue that is difficult to overcome and that leads to decreased predictive performance, at least in a number of tested equilibrium situations (Elith et al. 2006) . We are left with the problem that choice of background is to some extent subjective, and we suggest that good practice includes exploring the effect of choices on modeled results. Kriticos et al. (2014) question covariate values and extrapolation, in particular the process of clamping predictions in novel environmental domains. We agree that clamping will affect predictions in novel space. That is the intent. Clamping is the default choice and is quite commonly used, including by one of the authors of Kriticos et al. (2014) in Thompson et al. (2011) . It is a sensible default because it ensures that predictions outside the sampled range are at least consistent with those made at the most similar sampled environment.
Nevertheless, we agree that predictions in novel environmental space should be treated very cautiously. In Elith et al. (2013) , our interpretation and interest was focused on areas of relatively high predictions in Australasia and none of these were in novel space. To guard against unintended uses of our results, we could have masked out all regions with any amount of extrapolation, to make it clearer that (1) we were not focusing on any of these areas, and (2) we do not trust predictions in extrapolated areas. Instead, we took the more conventional path of including numerous messages throughout the manuscript and its appendices that showed the reader that extrapolations are inherently uncertain and should be treated cautiously.
Rather than dealing with every issue in the Kriticos et al. (2014) commentary, we now address a remaining important point regarding areas and extents. As Kriticos et al. (2014) note, Maxent (and other methods for modeling presence-background data) outputs relative probabilities or relative intensities. We agree that it would have been useful in Elith et al. (2013) to remind readers of this point specifically, in case they were inclined to misinterpret them as probabilities of occurrence. Nevertheless, the treatment in Elith et al. (2013) was consistent because it focused on relatively suitable locations, those with the highest relative predictions for each taxon. We have discussed this with Kriticos et al. in person, so it is disappointing to find that they persist in stating that Elith et al. (2013) focused on extent.
Regarding "Predicted area", Kriticos et al. (2014) appeal to "both set theory and ecological reasoning" when discussing "Area" and "Habitat". They then apply their reasoning -largely posed in environmental space -to our results, which they interpret in geographic space. They state "the broader the range of environmental tolerances encompassed by an organism in its native range, the broader the range of conditions we might suppose it is at least capable of inhabiting in an introduced range". The discussion in Kriticos et al. (2014) on this point seems at least unclear if not wrong. In fact, range in geographic space depends on the environments available in each region, and that the tolerances of taxa, even closely related ones, are not necessarily nested in environmental space.
Consider this situation: species A and B exist as native species in a certain region. A might be widespread, and B more narrowly distributed. Only a subset of environments that species A occupies in its native range might exist in a new region, whereas all the environments occupied by species B might exist -in fact, in the new region more environments suitable for B might exist than were available in the native range. Thus it is possible (though completely dependent on the relationships between environmental and geographic space) that species A may tolerate a wider range of environmental conditions than B in their native ranges, but species B may have a wider geographic range in a new region. Thinking further about relationships between environmental and geographic space (see the excellent discussion of these issues by Colwell and Rangel 2009) : the same suitable environments might be repeated many times in geographic space (the biotope) in a new region, implying that geographic areas are difficult to predict conceptually from environmental thinking. We will not take this argument further since it is difficult to discuss fully in a short reply. Our main point is that whilst Kriticos et al. (2014) might want to interpret our results in terms of areas, we did not make inferences about areas, and their arguments regarding ranges in environmental and geographic space are neither necessary nor sufficient.
Predicted area is not necessarily identifiable from presence-only data. Some authors use 'thresholding' (setting all values above some predicted value to 1 and all below to zero). However, this is not a remedy, since this merely serves to decrease the amount of information available. In Elith et al. (2013) we discussed the effect of small sample sizes (generally predictions will be less well differentiated with small samples) and interpreted the results accordingly.
Lastly, Kriticos et al. (2014) raise a general theme that the results in Elith et al. (2013) will be (mis-)used for other ends. This of course is possible. Elith et al. (2013) focused on the influence of taxonomic uncertainty on the predicted location of the most suitable sites for a set of putative taxa. Those wanting to use the results for other purposes should do so thoughtfully. Our hope is that people wanting to use the predictions in other contexts would either know about or inform themselves about the modelling methods sufficiently that they can make competent interpretations or contact the authors of the original work and ask about their interpretation.
In conclusion, while we appreciate the motivation of Kriticos et al. (2014) was to improve modelling practice and we agree with several of the points they raise about clarity and completeness of descriptions, we find that their main methodological complaints are based on misunderstanding of the technical details of the methods themselves. Our concern and motivation in responding is that their advice is broadly misguided. We agree with some of their concerns regarding the limitations of using correlative methods to model distributions of invasive species (see Elith 2014 for a detailed discussion). The difficulties in predicting species distributions in novel environments remain open and important questions.
