Abstract. Contemporary software systems are composed of many components, which, in general, undergo phased and incremental development. In order to facilitate the corresponding construction process, it is important that the development team in charge has a good understanding of how individual software components typically evolve. Furthermore, software engineers need to be able to recognize abnormal patterns of growth with respect to size, structure, and complexity of the components and the resulting composite. Only if a development team understands the processes that underpin the evolution of software systems, will they be able to make better development choices. In this paper, we analyze recurring structural and evolutionary patterns that we have observed in public-domain software systems built using object-oriented programming languages. Based on our analysis, we discuss common growth patterns found in present-day component-based software systems and illustrate simple means to aid developers in achieving a better understanding of those patterns. As a consequence, we hope to raise the awareness level in the community on how component-based software systems tend to naturally evolve.
Introduction
The Laws of Software Evolution, as formulated by Lehman et al. [11] , establish the fact that regardless of domain, size, or complexity, software systems evolve, they become more complex, and require more resources to preserve and simplify their structure. Software systems must be continually adapted, or else they become progressively less useful in a real-world environment. Many well-known techniques exist to facilitate system evolution in the presence of changing requirements. The key to a successful software evolution approach lies, however, not only in anticipating new requirements and adapting a system accordingly [7] , but also in understanding of the nature and the dynamics of change.
Evolution is at the heart of component-based software engineering, which has become the major approach to develop modern, large-scale software systems [22, 23] . Component-based software technology has emerged from the object-oriented software development approach, which is the predominant engineering method to build software systems today. Already a decade ago, Nierstrasz et al. [18] showed that objects provide a suitable organizational paradigm for both decomposing large applications into cooperating software entities and composing applications from pre-packaged software components. In addition, Dami [5] pointed out in his work that extensibility is another crucial aspect of software composition, which one must not underestimate. The desire to achieve substitutability and "plug-compatibility" of components imposes a certain discipline to structure, use, and connect component plugs that also impacts the overall design, architecture, and interaction patterns of an application.
Although we a have good grasp of the technological issues involving the evolution of class-based systems (e.g., the modular refinement of classes [2, 3, 13] and the injection of orthogonal behavior into classes [1, 3] ), we have a less clear understanding of the nature and dynamics underlying change. So, how do software systems really evolve? How do components evolve? How does the interface of a component evolve? Can we provide a sufficient answer to those questions, while the definitive description of the term "component" is still elusive? In an attempt to offer some answers to these questions, the goal of this work is to provide a new perspective to the way software systems change over time. In particular, in this paper we shall (i) study selected recurring structural and evolutionary growth patterns that we have observed in present-day software systems and (ii) identify simple means that can help development teams improve the overall component-based product and process quality.
Our study focuses on growth estimation, an approach that offers a powerful means for proactive risk management [20] . In particular, we are interested in a normalized ratio of change in terms of size and complexity of component-based systems. Componentbased software engineering emphasizes reuse rather than the creation of software artifacts. The evolution of a component-based system consequently involves the reuse and adaptation of existing components off-the-shelf (COTS) and naturally all of their embodied contextual relationships [23] . The size and complexity of these software artifacts is known and can be easily factored into the overall growth estimation of a system. However, a refined version of a system may also require new components and partiallydeveloped software artifacts. The size and the complexity of these elements is largely unknown and, as a result, their development involves a fair degree of risk. However, this risk can be proactively assessed, as the growth value of these new elements is governed by a predefined and system-specific growth factor that is unique for each system and cultural environment within which the actual development is being carried out.
Precise assessment of the nature of how a software system evolves in the future is both an art and science [20] . The underlying development approach and utilized associated project metrics are invaluable assets that can provide a historical perspective to generate quantitative estimates on how a given system may evolve in the future. Common project metrics are, for example, the number of lines of code (LOC), the number of key classes, and the number of secondary classes. However, these metrics are based on absolute values, which can be misleading, as they only capture the absolute growth of a system. In order to achieve a better proactive risk management, we need to normalize the quantitative data to obtain a relative growth value that should be constant over the system's lifetime.
The rest of this paper is organized as follows: in Section 2, we introduce the concept of software dependency graphs and define a number of metrics based on such graphs used throughout our studies. In Section 3, we discuss our selection methodology and illustrate what techniques were used to extract information out of the software systems under investigation. Section 4 details our observations and presents the growth patterns identified. We discuss related work in Section 5 and conclude this paper in Section 6 with a summary of the main insights as well as directions for further work.
2 Understanding Software Structure
Software Metrics
Software systems exhibit two broad quantitative aspects that we can measure using a wide range of software metrics [6] : size and complexity. These measures provide an objective view for both the process being used to create the software system and its internal structure. By rigorously collecting and analyzing these measures over time, we can distill a temporal dimension, which is capable of revealing new, yet invaluable information like the rate of size growth [11, 12] and evolutionary jumps in the complexity of a software system [8] , respectively. Moreover, recent results have shown that evolution measures can be used to detect architectural shifts automatically [26] .
Numerous approaches have been proposed and verified (e.g., purely size-oriented measures like the number of lines of code (LOC) or function-oriented measures to analyze process aspects like costs and productivity) that can help us to understand the size as well as the complexity of a software system. For object-oriented systems, common size measures include, for example, the number of classes, the number of methods, and the number of public methods. Size measures provide an indication of the volume of functionality provided by a software system and can be used as a broad indicator of effort required to build that system, as it takes usually more effort to create a larger-size system than a smaller one.
Complexity is commonly captured by measuring structural attributes of a software system [10] . An attractive approach to measure the complexity of class-based systems is to analyze the fan-in and fan-out ratios for a given class [26] . Theses measures naturally capture the number of classes a given class X depends upon and the number of classes that depend on X. In combination, theses ratios provide a precise information about the degree of coupling of X with other classes in the system. For example, a class X with a high fan-in (relative to other classes in the system) is being considered "complex", since any changes made to X have the potential to significantly impact other classes that depend on X. Similarly, a class X that has a very high fan-out is also considered "complex", since X makes use of a large number of different functional aspects of the system in order to satisfy its responsibilities. As a consequence, developers cannot alter X in a meaningful way before they understand all classes that X uses.
Type Dependency Graphs
In order to measure fan-in and fan-out, we need to construct a type dependency graph of a software system [26] . For the purpose of this presentation, a type dependency graph
G
T is an ordered pair (V, E), where V is a finite, nonempty set of types (i.e., classes and interfaces) and E is a finite, possibly empty, set of directed links between types (i.e., E ⊆ V ×V ). In addition, we shall use N to denote the number of nodes and L to denote the number of directed types links of a given type dependency graph G T throughout the rest of this paper.
In order to capture both fan-in and fan-out of a given type, represented by node n ∈ V in G T , we use l in (n) to denote the in-degree and l out (n) to denote the out-degree of node n. More precisely, l in (n) is the number of inbound links into n (i.e., l in (n) = card({l | l = {n i , n j } ∧ n i , n j ∈ V ∧ n = n j ∧ i = j})) and l out (n) is the number of outbound links from the node n (i.e., l out (n) = card({l | l = {n i , n j } ∧ n i , n j ∈ V ∧ n = n i ∧ i = j})). The in-degree is a measure of the "popularity" of node n in the graph G T , whereas the out-degree is node n's "usage" of other types in the graph G T [19] . We can further refine the notions of in-degree and out-degree in the context of the analysis of component-based applications. Each component in a given system may comprise several classes and interfaces. The most frequent techniques used to construct these composites are aggregation, an approach based on inheritance and interface composition, respectively, and containment, a delegation-based approach to compose the often orthogonal behavior. 3 These techniques give rise to a refinement of the measures indegree and out-degree in which we also distinguish between intra-and inter-component links. A given link to or from a node n may or may not cross the boundary of the containing component, depending on some organizational, structural, and/or functional features. For example, if an outbound link from node n ends in a node n j that occurs within the boundary of the component in question, then we call this link an internal outbound link and denote by l i out (n) it's corresponding internal out-degree. On the other hand, if an outbound link ends in a node n j that lies outside of the component's boundary, then we call this link an external outbound link and denote by l e out (n) it's corresponding external out-degree. Hence, the out-degree of node n is l out (n) = l i out (i) + l e out (n). The refinement of in-degree is defined similarly. That is, we denote by l i in (n) the internal in-degree and by l e in (n) the external in-degree of a type node n. The total indegree of a node n is
Finally, for any given node n in a type dependency graph G T , we can measure a number of additional, yet very meaningful, attributes related to its size, such as
• the total number of methods m n defined by n; • the number of defined public methods p n ; • the number of branch instructions b n ; and • the digital measure of inheritance i n indicating whether node n inherits from another node n k (apart from the language default).
Layering
The measures in-degree and out-degree provide a powerful, size-oriented tool to discover, monitor, and analyze the architectural composition of a software system. In par-ticular, we are able to observe the forming of application-specific boundaries or layers. These layers are constituted by types, whose in-degree and out-degree share similar characteristics. Every software system (i.e., the whole application and its individual components) exhibits the layer-building behavior. For the purpose of this study, we classify each type to belong to one of four distinct layers. These layers are:
• Foundation: The types in the Foundation Layer F only provide their services to other types occurring within a given component (or system). The types in the Foundation Layer do not depend on any types except those defined in external libraries and the runtime environment. For every type n ∈ F it holds that l
• Central: The types in the Central Layer C both provide services to and require services from other types occurring within a given component (or system). For every type n ∈ C, we have l
The types in the Top Layer T do not provide any services to other types occurring within a given component (or system). However, types in the Top Layer depend on at least one other type occurring within a given component (or system). As a result, for every n ∈ T , we have l
and l e out (n) ≥ 0.
• Free: The types in the Free Layer U neither provide any services to types occurring within a given component (or system) nor require any services from the other three layers. For every type n ∈ U it holds that l
and l e out (n) ≥ 0. Types of the Free Layer denote either dormant software artifacts that do not contribute to the overall behavior of a component (or system) or their usage cannot be detected statically.
The reader should note that all types can be assigned to exactly one of the four layers given above, hence if V is the set of all types of a given component, then it holds that V = T ∪ C ∪ F ∪ U . It also holds that l e in (n) ≥ 0 and l e out (n) ≥ 0 for types in any of the four layers. Hence, we can optimize our analysis and do not need to consider external inbound links and external outbound links when assigning types to layers.
Once a software system has been represented as a dependency graph G T , we can apply appropriate graph theoretical techniques to discover, monitor, analyze, and predict how this given system will evolve in the future. By constructing a dependency graph G T for each new version of a given software system and comparing the new graph with the one built for previous versions, we can refine the analysis process and obtain early indicators for potential risks.
Methodology
Both the version-specific type dependency graphs and the deduced structural layerbased decomposition of live systems provide us with suitable means not only to unveil the inherent nature of component-based software systems, but also to predict reliably their anticipated growth patterns with respect to size and complexity.
To systems, we have catalogued their corresponding reoccurring size and growth patterns. Based on these patterns, we can create simple predictive models being able to capture relevant aspects associated with the nature of how a given component-based software system evolves.
Input Data Set Selection
Our primary focus in this work is on open-source Java-based systems. In order to identify suitable systems for our empirical study, we define a number of selection criteria that are expected to yield the best results with respect to assessing the complexity, size, and evolution history of a given system. Our selection criteria are as follows:
1. The system is a single component or application framework, that is, it cannot be used as a stand-alone application and, as a consequence, has to be analyzed as a part of a bigger, composite system. 2. At least 10 builds of the system are available. Only complete releases are considered builds. Branches and releases not derived from the main system tree are ignored. 3. The system has been in active development and use for at least 24 months to increase the likelihood of the existence of a significant development history. 4. The system should comprise of at least 200 types (i.e., classes and interfaces) at some point in its lifetime and should consist of no less than 100 types when being analyzed. This ensures the anaysis of components of a realistic complexity. 5. Availability of change logs that indicate defect fixes, addition of new features, and highlight structural changes. This data aids us in understanding and attributing changes.
Using these selection criteria, we have identified five systems (cf. Table 1) , which provide a best match for our study with respect to time and resource constraints. The reader should note that we have initially been able to identify over 100 systems that met our selection criteria [26] .
In addition, we use a Release Sequence Number (RSN) [4] as the pseudo-time measure for all systems under investigation. RSNs are universally applicable and independent of any release numbering scheme and/or schedule. A RSN is a sequential number allocated based on release dates, where the first version is 1 and then each subsequent version increases by one.
Extracting Metrics
In order to perform the required data mining, we developed a metrics extraction tool [26] , especially designed to analyze Java programs and to extract growth-related data to capture the degree of change of a system with respect to its size and complexity. This tool takes as input the core JAR files for each version of the system being investigated and generates the desired metric data.
Our extraction tool uses ASM, a Java Bytecode manipulation framework, 4 to collect static dependency information from the classes contained within the core JARs. For each type, the set of dependencies are extracted and recorded. However, the following types are ignored, as they do not add any specific value to the analysis process [26]:
1. All primitive Java types like int, 2. The class java.lang.String, 3. The root class java.lang.Object, and 4. self-references (i.e., all occurrences of this).
The reader should note that all systems that we have analyzed require also some additional Java-based third party libraries. However, these third party libraries as well as all Java standard libraries do not impact the size and complexity of the analyzed software system. For this reason, our metric extraction tool ignores dependencies associated with types originating from those libraries, an approach that does not compromise the overall quality and precision of the collected data in our study.
Observations and Analysis
In the previous sections, we have outlined the selection criteria required to identify five suitable Java-based systems for analysis and briefly discussed the measures in which we are particularly interested in. In this section, we illustrate how the notion of powerscaling relationship [16] in software dependency graphs can be used as a means to discover and analyze recurring structural and evolutionary patterns in the componentbased systems.
Power-Scaling Relationship
In our previous work on detecting structural changes in object-oriented software systems [26] , we developed a growth estimation model for calculating the total number of type links L in a software dependency graph G T given the total number of type nodes N . This model is based on a power-scaling relationship [16] that can be established between L and N . More specifically, if N denotes the total number of types (as defined in Section 2) and L the total number of dependencies between types (i.e., associations, inheritance, and interface refinements) [26] , then it holds that
The reader should note, however, that β is not a constant! It changes marginally between successive versions and usually stabilizes around the value 1.4 as a software system matures [26] . As we will outline in the following, power-scaling relationships are central to our study as they are commonly found in software dependency graphs, most notably between the total number of types and methods, both public and private. Therefore, such relationships will allow us to create estimation models for the corresponding dependencies over a number of versions of a given software component.
Relationship between Types and Methods
As the first item in our study, we analyze the relationship between the number of types in a component with (i) the total number of methods (denoted by M ) and (ii) the total number of public methods (denoted by P ). The number of methods in a software component 5 can be considered as a measure that denotes the volume of functionality of this component. The public methods of a component, on the other hand, can be seen to be the potential external interface of that component, although in practice only a small part of this interface may be used by external parties. However, analyzing the use of the external interface of a component is beyond the scope of this study.
Analyzing the five selected systems, our data reveals that the total number of methods M and the number of public methods P grow predictably along with the number of types N . More significantly, there is a power-scaling relationship between the total number of types and the total number of (public) methods. We observe that
The reader should note that a linear model (i.e., M = αN ) for the relationship between types and (public) methods cannot be used, as it is not sensitive enough to pick up slight slopes in data and, therefore, would be unsuitable to recognize medium-sized architectural changes from one version of a system to another.
Our data also indicates that as the size of a component increases, the rate at which the public methods are added starts to decrease. Additionally, we notice that public methods are added at a faster rate early in the development life-cycle. Once a component becomes more mature and has stabilized, our data shows that it will resist an increase in its public interface. A similar observation can also be made for non-public methods.
Based on these two observations, we can estimate the total number of public methods that a given system will have in the current version given the corresponding information from the previous version. If N v and β P v denote the total number of types and the scaling factor for version v of a given component, respectively, then it holds that the estimated scaling factor for version v+1, denoted by Fig. 1 . Evolution of scaling factor β P . Fig. 2 . Estimation error for public methods P .
with sng being the signum function. 6 γ P in the formula above encodes the observation that β P tends to slowly decrease as the size of a component increases. Furthermore, the more mature a component becomes, the rate at which β P changes decreases. The distribution of the scaling factor β P for all five components under investigation is illustrated in Figure 1 . A similar relationship can be defined for methods M with a scaling factor β M , and the estimation model holds with γ ≈ 0.002. The reader may note that γ is a constant in our model, but further analysis may result in a revised model where γ is a function.
We have derived this model based on our analysis of Acegi and ActiveMQ and then applied it to the other three components to verify our growth estimation model. Our data shows that this model is able to estimate the total number of public methods in a component with no more than 3% error rate in 75% of the time (cf. Figure 2) . If the error rate is beyond a given, project-dependent threshold, then this is an indication that substantial changes have been made between two versions, a situation that deserves special documentation and analysis, in particular with respect to an emerging risk.
Percentage of Public Methods
Accross all five analyzed systems, our data shows that between 74% and 86% of all methods are public. This is unusually large and deserves special attention. We suspect that there is a natural tendency in the Java Open Source development community to create a larger number of public methods, indicating that the language makes it very easy to define public methods and does not offer a set of features that would allow the developers to choose a greater level of control over the "visibility" of the code that they write. We feel that additional modifiers in the language, in combination with appropriate training of developers, might yield better, more maintainable, outcomes. Ideally, a component should only have a very small public interface that is available to outside developers.
Our data also reveals that, with few exceptions, the proportion of public methods in a given component tends to fluctuate in the 5% range. Hence, if in the initial version 75% of the methods are public, then our data indicates that we are likely to see a range of in-between 70% and 80% over the duration of the project. However, the tendency for this measure is to decrease rather than to increase. So, over time the percentage of public methods will tend to go down from 80% to 75% rather than the other way.
Similar to the growth estimation model illustrated in Section 4.2, we are able to define a model to estimate the number of public methods in the next version of a component or systems, denoted by * P , as
This model allows us to estimate the total number of public methods in a system (i) within 2% accuracy 70% of the time and (ii) within 5% accuracy 90% of the time. When the estimated value is not within a small margin of error compared to the "real" value, it provides a good indicator for the development team to reflect on what changes were made to the component/framework in order to provide additional documentation. The threshold should be determined by the development team based on observations from their product data over the recent past. Further, our data shows that as time progresses, the estimation accuracy increases because less changes are made and, as a consequence, the error threshold should be reduced accordingly. Figure 3 illustrates the evolution of the percentages of public methods for all analyzed systems.
Growth Proportion in Inheritance
Our study also reveals a rather intriguing property, namely that the proportion of types that extend (i.e., are derived from) another type is strongly bounded and does not change significantly. We found that, in general, between 35% and 50% of the types are derived from another type. On average, there is a 45% chance that a type is derived from another type. The exception is Xalan, which has a much higher number of derived types (cf. Figure 4 ). Further analysis showed that Xalan, being an XML parser, exhibits a strong relationship to the underlying hierarchical structure of XML documents. This seems to be an architectural choice made by the development team.
Our data also demonstrates that the variation in the proportion of types that are derived from another type, although system dependent, is very low. Generally, the observed variation is around 5%. There is no strong tendency over time for the components/frameworks to either have more or less types that (i) are derived or (ii) derive another type. This might indicate that there is a certain cultural bias and developer habit at work and the overall size/maturity does not have a direct impact on the rate of change. This, however, is something that needs further investigation. In the five systems that we have analyzed, the probability of significant change in the number of types deriving from another type (i.e., more than 2%) between two subsequent versions is very low (on average, less than 0.15%). This is further illustrated in Figure 4 .
Type Distribution in Layers
In all five systems, we consistently find that the Central Layer (c.f. Section 2.3) contains the majority of the types. On average, the Central Layer C contains about 80% of the types in the component, the Top Layer T and the Foundation Layer F contain 9% each, and the Free Layer U contains the remaining 2% of the types. Figure 5 illustrates the type distribution of the last available release for each analyzed system.
Although the precise values change from component to component, it is interesting to note that the Foundation Layer has a small number of types (i.e., around 9%). This indicates that developers naturally tend to keep the number of the types in the layer that has the highest ripple impact low.
The natural interface exposed by the components is most likely located in the Top Layer since it contains types that are not directly used internally. Our study shows that compared with the Central Layer, the Top Layer is also fairly small, indicating that component designers tend to keep the interface of a component as small as possible. Although the Top Layer contains the set of types that external users of this component are most likely to access, it does not restrict types in other layers to be used. It would be ideal, if languages like Java provide better language abstractions that allow developers to explicitly tag the external interface to a component, allowing for further analysis.
To further illustrate the distribution of types between layers, consider Table 2 , where the layer distribution for the first 18 versions of Hibernate is recorded. Besides the version number/name, Table 2 lists the number of classes for a given RSN, the number of types (classes or interfaces) that are derived from another type (denoted by I), and the percentage of classes in the Foundation, Central, Top, and Free layers (denoted by %F , %C, %T , and %U , respectively). Table 2 also lists the total number of methods as well as the number of public methods (denoted by M and P , respectively).
We would like to highlight that between RSN 3 and 4, an unusual amount of change can be observed in type distribution across layers. An inspection of the available change logs reveals that a major refactoring of the core code was performed. The reader may note that this change could also be detected purely by observing the growth in size (i.e., N and P ). However, between RSN 14 and 15, another change in the distribution of types between layers occurs. This change cannot be detected by observing size measures. N , P , and I all remain unchanged.
Further, as documented in the change logs and discussion groups, we would like to note that the team changed the underlying structure between version 1.2.2 and 2.0. This change can be observed in the distribution of types between layers (cf. Figure 6 ). However, this level of change cannot be detected by purely looking at size growththe number of classes N only increases by 13 (cf. Table 2 ). It is interesting to note that both, β M and β P , do not change significantly between version 1.2.2 and 2.0, either, yet another indication that a range of measures is needed to truly understand evolution of software.
RSN Version
N I %F %C %T %U M P β M β P
Proportional Growth in Layers
Another result of our study is that components undergo phases of changes and that the proportion of types in the various layers slightly changes over time. When a component is not very mature (i.e., early in its development life span), the distribution of types in the various layers changes much more frequently than in a component that has reached a certain level of maturity. Hibernate, for example, underwent three distinct phases so far. Early in its life span, the proportion of types in various layers has changed much more than in later releases of Hibernate, as is illustrated in Figure 6 .
But why is it interesting to study the evolution in the layers themselves? In software development, there are two distinct development strategies, namely top-down and bottom-up. In the top-down approach, we develop the interface of a component and then slowly add the functionality to support this interface. Hence, as per our layer definition, the Top Layer components are defined first, followed by the Central Layer and finally the Foundation Layer components are added. In the bottom-up development approach, however, this sequence is reversed and the Foundation Layer is developed first. In practice, one would expect a mixture of both approaches to be used by software developers, with the tendency to favor one approach over the other, when we take a distinct time interval. In order to identify a bottom-up development approach, we should be able to observe the proportion of the number of classes in the Foundation Layer decreasing over time, while the Central Layer and the Top Layer increase. This would indicate that the Foundation layer types have matured and the developers are working on the code in other layers. However, only the Spring framework shows more of a bottom-up approach rather than the top-down approach (cf. Figure 6 ). We hypothesize that this upwards trend in the Central Layer will stabilize as the product matures. It does not seem to be practical, however, to have a system where more than 95% of the types are in the Central Layer. On the contrary, our study shows that there is a natural tendency to host around 80% of the types in the Central Layer.
Developers working on the Hibernate project exhibit a tendency to add types equally in all layers. This seems to be the case for all analyzed systems and we cannot identify any periods where either a top-down or the bottom-up approach is clearly visible. Our data reveals that evolution of components tends to happen in vertical slices, where the types are distributed over all layers. A larger sample size may provide further information and other trends, however this is beyond the scope of our current anaylsis.
Related Work
Modern software systems are built from of a large number of interacting and mutualdependent parts. One way to study these systems is to use complex systems theory [14] , which suggests that in order to understand a complex system, one should use a topdown approach in which the system properties are inferred from its observable behavior rather than focusing on the individual parts in the beginning. This position is also taken by Newmann [17] , who argues that complex systems exhibit a certain set of emergent properties, which become only visible at the system level and may not have been intentionally created by the system designers. Understanding and cataloguing emergent properties can provide us with valuable insights and a new prospective to grasp the complexity and evolutionary growth patterns of modern, complex component-based software systems.
Much of the seminal work in the field of software evolution has been done over a number of years by Lehman et al. [11] . Their work suggests that at the system level, the evolutionary behavior of a software system is systemic and not completely under the control of the individual developers. Turski [25] made a similar observation. Based on his analysis of the nature of software evolution, he presented an inverse-square model [25] that suggests that the growth of a software system is inversely proportional to its complexity, and as complexity increases, the rate of growth is constrained. However, while analyzing the Linux operating system, Godfrey et al. [8, 9] discovered that some systems have a hyper-linear growth curve. As a consequence, the models proposed by Turski and Lehman et al. do not always hold. Godfrey et al. concluded that the architecture of a system determines the evolutionary growth potential and a modular architecture allows for a system to grow faster than otherwise possible.
Mockus et al. [15] studied the evolution of Mozilla and the Apache web server, both open source software systems. They, like Godfrey et al., argue that the design structure of the software system has a direct impact on the development speed. A highly modular, component-based architecture allows for fast evolution, whereas a highly interdependent architecture generally requires a longer period of time between released versions.
In our previous work on software evolution [26] , we presented a growth estimation model built on top of an observed power-scaling relationship between the total number of nodes and the total number of links in a software dependency graph G T . We also showed that when the estimation model fails to predict the growth within a 7% error margin, then this error is induced by significant architectural shifts in the analyzed version of the software system. However, these architectural shifts may also signify a potential risk that needs to be addressed in a proactive manner. This proactive risk management is at the heart of our growth estimation model as it provides a powerful feedback mechanism for both to improve the development process and to offer guidance to a more controllable evolution practice of software systems. Furthermore, the results of our work also lend renewed support to Turski's hypothesis [24] that, as system complexity increases, the rate of growth of the software systems tends to decrease.
Conclusions and Future Work
Developers constructing components in a software system can mitigate risks by better understanding typical patterns of software evolution. Using an emperical investigation of popular software components with a substantial development history, we presented recurring structural and evolutionary patterns in this work. Supported by quantitative analysis and the patterns identified, we have highlighted atypical evolution of components and discussed the reasons that caused such changes. In this context, we have observed that for certain types of changes, more than one measure may be needed to highlight deviations from normal growth patterns. However, we have not yet been able to identify which measure can detect what kind of atypical change; this is a topic for future investigations.
Although our analysis shows that software grows over time, the structure and scope of growth is in general not erratic. We have observed that the percentage of derived types in a given component does not change significantly over time. Also, the naturally exposed interface of a component does not change as much as commonly perceived.
Our investigation into the nature of software evolution lead us to construct type dependency graphs and classify the types within a component into four orthogonal layers. We noticed that, in general, the distribution of the proportion of types in these layers is relatively stable. Where substantial changes in the proportional distribution were observed, they could always be attributed to significant architectural changes. As a side-effect of the layering, we were also able to detect the high-level construction methodology (e.g, top-down, bottom-up) that was most likely used to build a given component.
The growth estimation models presented in this work rely on information of the previous version of a component and offer low error rates. It is likely that we can improve the accuracy of our estimations by using information of more than one previous version. This, however, is still the topic of ongoing work.
