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PRECEDING PAG BI NO
PREFACE
In December 1967, the Committee on Atmospheric Sciences of the
National Academy of Sciences appointed a Panel on Remote Atmospheric
Probing to undertake a review of all means capable of observing and
measuring the physical composition and dynamical structure of the atmosphere
from a distance, to assess the present and future potential of such methods,
and to recommend steps leading toward the fullest realization of that potential.
The initiation of this study was stimulated by the recognition that
further progress in the understanding and prediction of atmospheric phenomena
on virtually all scales would be severely impeded by the inability of present-
day direct measurement techniques to provide data in three-dimensions, in
the required space and time density, and with the necessary coverage. It
was also evident that activities in remote sensing had reached a level of
development strongly suggesting that many of the observational requirements
could be met in the not too distant future, if not now. It therefore seemed
timely to conduct a broad evaluation of remote atmospheric probes.
The Panel conducted its studies in two phases. Phase 1 was comprised
of two major scientific meetings, held during April 18-20 and May 16-17, 1968,
during which members heard state-of-the-art reviews, critiques, and discus-
sion by approximately 100 experts in various methods of indirect sensing and
the relevant aspects of atmospheric effects on electromagnetic and acoustic
propagation. These reviews and supplementary papers set forth important and
imaginative approaches toward atmospheric probing which are of broad
scientific interest. With the belief that they will be of value to atmospheric
and propagation scientists generally, and to those interested in remote probing
in particular, the Panel has assembled them in the form of technical proceedings
in Volume 2 of the Panel's final report. These significant papers are reproduced
in Volume 2 essentially as received from the authors, and do not necessarily
represent the views of the Panel.
In Phase 2 of its study, the Panel met for a two week period at the
National Center for Atmospheric Research to evaluate the various probing
methods, to summarize their present and future potential, and to recommend
V
action that would provide for more effective development and application of
techniques for atmospheric measurements. The Panel's evaluation and sum-
mary of the status of remote probing techniques for observing and measuring
atmospheric characteristics, suggestions for essential research, and
recommendations for ensuring progress in a field that offers both significant
applications now, and exciting prospects for the near future in the atmospheric
sciences, comprise Volume 1 of this report.
While the Panel certainly hopes that the steps recommended in Volume 1
of its final report will be implemented, it recognizes that competition for
funding for scientific research is such that these steps may not be totally
realized. Nevertheless, our efforts.will have been abundantly rewarded if
interested scientists are stimulated, as we have been, by the many exciting
opportunities for advancing our knowledge of the atmosphere that are high-
lighted within these pages.
The Panel gratefully acknowledges the opportunity to undertake this
study on behalf of the National Academy of Sciences-National Research
Council, with interest of and support from the Atomic Energy Commission, the
Environmental Science Services Administration, the Atmospheric Sciences
Section of the National Science Foundation, and the Public Health Service
under Task Order No. 9, NSF C-310, and from the National Aeronautics and
Space Administration under Y2_2,596. The Panel also expresses its
appreciation for the assistance and hospitality extended by the National
Center for Atmospheric Research during its meetings there, and to Mr. W. B.
Beckwith of United Air Lines for his assistance and cooperation in arranging
for meeting space for the Panel at O'Hare International Airport.
David Atlas
Chairman
Panel on Remote Atmospheric Probing
January 1969
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Propagation
LINE-OF-SIGHT MICROWAVE PROPAGATION
John W. Strohbehn
Radiophysics Laboratory
Thayer School of Engineering
Dartmouth College
ABSTRACT
In the following paper a review of
the uses of microwave line-of-sight
propagation in remote atmospheric
probing is given. The review con-
centrates on use of the following
types of measurements: (1) the use
of total electrical path length
for measuring average density and
water vapor content; (2) the use of
amplitude and phase fluctuations
over a single path for determining
the form of the turbulence spectrum;
(3) the use of angle-of-arrival data
for measuring the decrease in refrac-
tivity; and (4) the use of multiple-
element receiving antennas in deter-
mining wind speed, atmospheric para-
meters, and atmospheric models. The
paper has not included a study of
absorption effects, scattering by
rain, fog, snow, or hail, or the
effect of ducts.
A review is given of the connection
between microwave measurements and
meteorological parameters, and the
basic electromagnetic theory on
which the analyses are made. A few
suggestions for future work in these
areas is given.
1. INTRODUCTION
The major objective of the following paper is to assess the
feasibility of microwave line-of-sight experiments in investigat-
ing significant meteorological problems. It is probable that
such a paper will reveal more about the strengths, weaknesses,
and prejudices of the author than about the feasibility of remote
probing. A review of the literature reveals that the emphasis on
the use of the radio experiments to study the atmosphere is
somewhat unusual. The major effort in radio experiments has been
1
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to predict the significant propagation characteristics affecting
microwave systems with the smallest number and most easily obtain-
able meteorological parameters. In many situations the meteor-
ological parameter studied has only an indirect relation to the
meteorological parameter that directly influences the propagation
of radio waves. Though this approach is of tremendous utility to
the radio, communication, or systems engineer, it usually makes
this type of data of relatively little significance when attempt-
ing to answer the reverse question about the feasibility of
studying meteorological parameters with radio waves.
In selecting and discarding topics to include in this report some
fairly arbitrary decisions had to be made. Furthermore, some
topics were given a rather light treatment because of this repor-
ter's lack of deep knowledge on the subject. The topic of atmos-
pheric absorption and its use in studying the constituents of the
atmosphere has been excluded on the grounds that it is an area
that has been studied in some detail in the past, and can also be
included under the heading of radiometry. The topics of scatter-
ing of microwaves by rain, snow, fog, or hail has been excluded
for two reasons: First, it has been fairly extensively studied
previously, and second, techniques such as high powered radars
are much more useful in giving a detailed picture. The study of
strong inversions or radio ducts has been excluded mainly because
of a lack of knowledge, but could well be very relevant. This
area also overlaps with beyond-the-horizon propagation, and pos-
sibly can be studied more effectively there.
The topics which have been included are: (1) studying the average
total refractivity along a path by measuring absolute electrical
path length; (2) studying the fluctuations in the atmosphere
using phase fluctuations at one or two receiving sites; (3) study
ing the decrease of the refractive index with altitude by study-
ing angle-of-arrival information; and (4) studying fluctuations
in the atmosphere using a multiple-element array as a receiving
antenna.
The paper has been divided into the following sections. In Part
2, the relation between meteorological parameters and microwave
measurements, it is shown that radio measurements can only meas-
ure variations of the refractive index, and conclusions about
meteorological parameters are inferences drawn from these meas-
urements. In Part 3, theoretical background, it is shown that
the formulas used in the microwave region are actually derived
for the optical wavelength range and that further work is needed
both in extending the results for longer wavelengths and in
approximating actual experimental configurations. In Part 4,
possible experiments, the experiments mentioned previously and
their relation to meteorological quantities are discussed. In
Part 5, related programs and future developments, a few sugges-
tions for improving future work are given. In Appendix 1, the
important formulas, pertinent equations and their limitations
are reviewed.
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2. THE RELATION BETWEEN METEOROLOGICAL PARAMETERS
AND MICROWAVE MEASUREMENTS
From the point of view of the radiophysicist attempting to explain
microwave measurements, the atmospheric quantity of direct inter-
est is the dielectric constant, e, or equivalently the refractive
index, n(e = n 2 ). In this paper the term dielectric constant
refers to the relative dielectric constant referred to the free
space value, eo. Since in the atmosphere n is very close to 1,
it is common to define a more sensitive parameter, the refractiv-
ity N, as N = (n-l) x 106.
The relationship between the refractive index and meteorological
parameters is normally a function of the frequency of the elec-
tromagnetic wave and the constituents of the atmosphere, and may
be expressed in the following form [Bean, 19661
A' N A' P A' P
N1 0N1 O O A WV WV WV WV (2)N + ~~ + ~~+ (2)
T T T T 2
where P = pressure, T = absolute temperature, N1 = nitrogen,
0 = oxygen, and WV = water vapor.
The constant A' gives the polarization effect due to distortion
of charge distributions, and A" is the effect associated with
the orientation of polar molecules. Neither nitrogen nor oxygen
have permanent electric dipole moments, so that only water vapor
contributes a significant A" term. Since the composition of dry
air normally maintains a constant ratio of nitrogen to oxygen,
eq.(2) may be written as
P P P
N = 77.6 -DA + 72 + 3.75 x 106 (3)
T T T 2
where DA = dry air. The commonly accepted values for the con-
stants have been inserted. It may be shown that the influence
of other gases, mainly carbon dioxide, cause less than a 0.02 per
cent error. Assuming normal atmospheric parameters, eq.(3) is
considered valid for frequencies up to 30 GHz. The water vapor
resonance at 22 GHz and the oxygen resonance at 60 GHz causing
little effect below 30 GHz [Bean, 1966].
If rainfall and absorption effects are ignored, all information
about meteorological or atmospheric parameters that can be
learned from microwave measurements must be inferred from their
influence on eq. (3). Microwave measurements can be used to meas-
ure average spatial and time values of N or spatial and time
fluctuations about the average value. Inferences about the
temperature, pressure, water vapor content, wind velocity,
3
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turbulence or other atmospheric parameters must come from assump-
tions about the influence these parameters have on eq.(3). It is
apparent that since N is a function of three parameters, PDA,
PWV, and T, that it is impossible to unravel the influence of any
one of these parameters without more measurements, or a priori
knowledge about the influence ofthese parameters. Furthermore,
since eq.(3) is reasonably independent of frequency in the micro-
wave region below 30 GHz, multiple frequency experiments cannot
easily overcome this limitation. It is worth noting that a com-
bination of microwave and optical measurements can be very useful
in separating water vapor and dry air effects.
Because of the fluctuations in temperature, pressure, and water
vapor, the refractive index is a random function of both space
and time: n(x,y,z,t). If a time average is taken over some
reasonable period (the amount of time will be dictated in prac-
tice by the phenomena that are being studied), then short term
fluctuations are removed and gross average features become appar-
ent. For example, it is often assumed that <n(x,y,z,t)> is only
a function of altitude, <n(x,y,z,t)> = f(z).
When studying average refraction effects, only the f(z) variation
is taken into consideration. However, for some problems altitude
effects may be negligible but local terrain effects lead to con-
sidering the differences in the average value of n at different
locations, <n(x,y,z,t)> = g(x,y). For example, if a propagation
path passes partly over land and partly over water it is reason-
able to expect the average value of the refractive index to be
different in the two locations.
In many applications the gross features are ignored and only the
fluctuations are of interest. In these problems the expected
value of n is often assumed to be constant, <n(x,y,z,t)> = no,
and the spatial or time fluctuations are studied. In most cases
it is the spatial covariance function (or its associated Fourier
transform) of n that is considered:
C (rl,r2) = <[n(rl) - no][n(r2) - no]>
n 
mO (4)
( (K) - 1 fff C (r) ei K r dr
n - (2r)3 -- n
In general, of course, it is possible to combine the two effects
and study them together. It does not appear that we have advan-
ced far enough to take that step at this time. One comment
should be made about the proces of averaging. The amount of
information to be gleaned from an experiment will be highly
dependent on the investigator's skill at analyzing the data. It
is customary to make many simplifying assumptions when proceed-
ing with this analysis. Unfortunately it is not uncommon to make
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an assumption that will hide a great deal, if not all, of the
physical meaning of the data. For example, if data is averaged
over widely varying meteorological conditions it is virtually
impossible to relate the data to any meaningful atmospheric
model. As another example, if there is a trend in the data over
the sampling time, it can rarely be uncovered if the data anal-
ysis assumes a stationary process. Unfortunately there has been
very little work concerned with the basic problems of geophysical
data analysis. Data analysis, at the present time, relies mostly
on the intuitive skill of the investigator.
If the atmosphere is pictured as a medium composed of eddies or
blobs having different dielectric constants, and it is assumed
that as the wind blows these eddies move with the air, but remain
essentially unchanged ("frozen hypothesis"), then determination
of the motion of the dielectric blobs corresponds to a measure-
ment of the wind velocity. (This assumption appears to be more
justified the smaller the size of an eddy.) On the other hand,
it is conceivable that other changes could also give apparent
velocity motions which are not related to the actual motion of
the air. As an example, any type of wave motion, such as gravity
waves, could produce this type of effect. Again, there is no
method of separating these effects using radio measurements.
Either meteorological measurements need to be made, or knowledge
about the physical limitations of one source of apparent motion
versus another source must be used.
The atmospheric physicist often encodes his knowledge of small
scale atmospheric motions in terms of a velocity spectrum,v (K).
In particular, it is often assumed that the conditions in the~
atmosphere can be described using a homogeneous and isotropic
turbulence model. Under these conditions, it has been shown
[Tatarskii, 1961], that the spectrum of a conservative passive
additive will have the same form as the velocity spectrum. Using
these results, it can be argued that the spectrum of the refrac-
tive index variations is identical in form to the spectrum of the
velocity fluctuations. Therefore, measurements on the refractive
index spectrum using microwave measurements can be directly
related to the shape of the velocity spectrum.
3. THEORETICAL BACKGROUND
In assessing the theoretical formulations available to understand
line-of-sight microwave propagation, it appears that there exists
no careful formulations of the problem. Most workers have used
either ray or geometrical optics or adapted diffraction theory
results derived for optical wavelengths. Furthermore, the dif-
fraction theory results have only been worked out in great detail
for the plane wave case, and just recently expressions have
appeared assuming a spherical wave and a finite antenna beam at
the transmitter. Literature concerning the question "Given a
particular set of experiments, what and how accurately can
5
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various meteorological parameters be ascertained?" is virtually
non-existent. (Even when radio experiments are used to infer
meteorological parameters, it is unusual for the uncertainties or
statistical significance of the results to be discussed).
The most complete treatment of the basic theoretical formulas is
probably included in the monographs of Tatarski [1961, 19671. In
these works the different approaches to the electromagnetic prob-
lem are derived starting from Maxwell's equations, and it is pos-
sible to examine the approximations involved. Despite the orien-
tation of these books towards optical propagation, it is expli-
citly stated where and why the derivations become invalid for
longer wavelengths.
In the derivation of these equations, it is always assumed that
only the scalar wave equation need be used. This assumption is
equivalent to assuming that the scattered depolarized field is
much smaller than the scattered field in the original direction
of polarization. The condition under which this is assumed valid
is for X << Qo, where Zo is the inner scale of turbulence. For
scale sizes smaller than Zo, it is assumed that there is no sig-
nificant energy in the turbulence. In order for polarization
effects to be important there must be a significant gradient in
the refractive index, i.e., a significant change in the refrac-
tive index must occur in a distance of the order of a wavelength
or less. In the atmosphere Zo - 1 to 10 millimeters, and at
optical wavelengths the condition X << Zo is easily satisfied.
However in the microwave range the condition X << Zo is no longer
true, and it is necessary to make a much more careful analysis
starting from the vector wave equation. To this person's knowl-
edge such an analysis has not been done (a graduate student and
the author are presently trying to solve this problem and have
obtained some preliminary results.) It seems apparent that the
restriction X << Zo is much too strong when concerned with
depolarization effects and it should be possible to relax it con-
siderably. It therefore seems reasonable that the scalar wave
equation should still be valid even over much of the microwave
range. Unfortunately, this still does not immediately permit the
use of the optical equations, since the condition X << Zo is used
in other places in the derivation. (See note at end of paper)
If a geometrical optics or ray tracing approach is used, the
additional condition, L << Zo /X, is required. This condition
arises from analyzing the path lengths for which diffraction
effects should become important when considering the scattered
field. Even for to = 10 mm, this condition would appear to make
geometrical optics of questionable validity for all microwave
experiments. This statement, however, needs to be qualified.
First of all, the restriction arises from considering when dif-
fraction effects become important, but without carefully analyz-
ing the importance of this effect on different quantities, e.g.,
amplitude or phase. By the very nature of diffraction it is
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expected that it will affect the amplitude results much more
strongly than the phase. Also it seems reasonable to expect that
the diffraction effects are much more important when considering
fluctuations about a mean value compared to considering the mean
value itself. Secondly, the given conditions are sufficiency
conditions. If the conditions are met the theoretician believes
his results will agree with experimental observables. However,
there is no way to guarantee that a much weaker set of conditions
does not exist under which the derived results will still hold.
If a wave optics approach is used the present derivations relax
the condition L << Z0 2 /X, but retain the condition X << Po. In
the early optical work the Born approximation (single scatter
theory) was used, but later workers have primarily concentrated
on Rytov's method (multiple scatter theory). For microwave prop-
agation there does not seem to be any inherent advantage of
Rytov's method over the Born approximation, but the results from
Rytov's method will be used as they are more carefully developed
in the literature. Both approaches are essentially perturbation
solutions of some form of the wave equation, and are only valid
for fluctuations that are small compared to the mean value.
This condition is well satisfied for almost all conceivable micro
wave paths in the earth's atmosphere. The importance of the
assumption X << Zo in these equations appears to need further
work. This assumption is not only used in neglecting the depol-
arization term, but also to argue that the scattered radiation
is confined to a small angle about the original direction of
propagation. It is this further assertion that is difficult to
justify. As the wavelength approaches the size of a turbulent
"blob" or eddy, it is reasonable to expect wide-angle scattering.
While this wide-angle scattering may not be important for phase
effects, it may well be influential with respect to amplitude
fluctuations. If wide-angle effects are important the influence
of finite antenna beams must also be considered. In Appendix I
a summary of the basic formulas and their restrictions are given.
Until recently all the theoretical-developments were based either
on ray tracing or plane waves. The more general problem of
spherical waves and finite antenna beams has received very little
attention. Recently there have been several papers [Schmeltzer,
1967; Carlson and Ishimaru, 1967], again concerned with optical
propagation, that have studied this problem. As yet, the impor-
tance of these considerations in given experimental configura-
tions is not well understood, and needs to be studied further.
However, it is reasonable to expect that the restriction X << «o
is much less important for spherical or beam waves than for
plane waves.
The final type of study, which seems extremely scarce in.the
literature, is a theoretical analysis of the utility of microwave
experiments in remote sensing. In other words, given some meteor
ological parameter that it is desired to investigate via micro-
wave measurements, how accurately can the parameters be measured.
7
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The following type of questions need to be answered: (1) Does the
measurement determine a spatial average over the entire path or
can localized properties be determined? If so, how localized?
(2) How accurately may meteorological quantities, such as wind
velocity, temperature, and humidity, be measured? (3) How sen-
sitive is the measurement to different realistic models for the
atmosphere? For example, can an experiment differentiate between
a K-11/3turbulence spectrum versus a K- 4 or a K spectrum?
Unfortunately very little of this type of analysis appears in the
literature, the most notable exceptions are papers by Muchmore
and Wheelon [1955] and Strohbehn [1966], which are directly con-
cerned with the sensitivity of line-of-sight experiments in
determining the turbulence spectrum. Presently Robert Lee at
Stanford is carrying out this type of analysis and some of his
results are available elsewhere in this report.
It appears that there are two areas of theoretical work that need
to be pursued before definitive statements about the possibilities
and limitations of microwave line-of-sight propagation can be
fully assessed with respect to remote probing of the atmosphere.
First, there is the need for further basic theoretical work con-
cerned with line-of-sight propagation in the microwave frequency
range. This work will either verify the extension of geometrical
optics or wave optics results into the microwave region, or will
produce new expressions which should be used. This work will
undoubtedly be done first assuming a plane wave source and must
be extended to include the more practical case of spherical waves
and finite antenna beams. Second, there is a need for careful
theoretical analysis of what can and cannot be learned from
specific experimental measurements. In other words, the type of
analysis that will answer the kind of questions raised above.
4. POSSIBLE EXPERIMENTS
In analyzing the feasibility of using radio measurements as a
tool for studying the atmosphere, a quick survey of the litera-
ture reveals that you are fighting the crowd. While there is a
great deal of literature on different types of propagation
experiments, the emphasis is on predicting the propagation effects
with the simplest meteorological parameters possible. In a large
number of papers there is no mention of meteorology at all; in
others the objective is to predict the radio effects using the
simplest meteorological measurement. While this objective is
certainly entirely proper and desirable for communication and
system studies, such as predicting range rate error or pointing
error, it makes a great deal of the work of very minor importance
for remote probing studies.
Therefore, in estimating the value of certain types of studies,
it was necessary to make estimates based on very little direct
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information and a large amount of guess work or intuition. As a
result, the opinions given should be taken quite tentatively.
4 .1 Absolute Path Length Measurements
In geodesy it is necessary to determine the actual path
length between two points as accurately as possible. When using
radio means, the relation between the radio electrical length
and the actual path length is given by
Lf = L(1 + Nf x 106) (5)
where Lf = radio electrical length measured at frequency f, L
actual path length, and N = the refractivity at frequency f
averaged over the entire path. If L were known accurately enough
then the above relationcould be used to find the spatial average
of Nf, the quantity of interest in remote probing. However, the
geodesist has found that it is easier and more accurate to find
L by radio means, and one of his problems is to remove the error
introduced by Nf. Therefore it is unreasonable to expect that L
will be known accurately, and that Nf can be determined directly
from eq.(5). Part of the problem must be to include a method of
determining L as part of the radio measurement. One method is
to use the dispersive characteristics of Nf, i.e., the variation
of N with frequency is known and may be used to determine L.
This approach has been attempted using centimeter and millimeter
wavelengths but has been discontinued [Sullivan, 19651. However,
dispersive effects are much stronger for optical frequencies and
hence this experiment can be performed more accurately there.
Thompson [1968] has shown that a three-wavelength experiment,
two in the optical and one in the microwave, can be used to
determine total density and water vapor density to about 0.5 per
cent, or better than lN unit for N. He projects that these
accuracies could be improved by one or two orders of magnitude
for the total density. It is possible that the same technique
could be performed in the millimeter and submillimeter band
using the dispersion effects that occur because of the water
vapor and oxygen lines. However, with the present state of tech-
nology, the dual optical-microwave system seems more suitable.
This technique will not be discussed in more detail here as it
appears that it will be more thoroughly covered in another paper.
4.2 Relative phase measurements, using
one or two receivers
There has been a large amount of work on this problem from
the point-of-view of determining phase variations and resulting
errors in angle-of-arrival. Unfortunately, from the point of
view of remote probing, very little of this data has been anal-
yzed with the objective of critically studying the atmosphere.
The major use of such data would be in the determination of the
9
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form of the spectrum of the refractive index fluctuations. When
employing one receiver almost nothing can be inferred without an
independent measurement of the wind velocity. Given the wind
velocity and assuming the "frozen hypothesis" is valid, it is
WIND
4 i)
TRANSMITTER CE/VRS
PHASE FRONT
Fig. 1 Phase Measurements
possible to interpret the phase fluctuations in terms of refrac-
tive index variations. However, in this interpretation it is
necessary to take into account the effect of the antennaaperture
in averaging the phase fluctuations [Norton, 1965]. The major
problems in interpreting this type of experiment are the follow-
ing: (1) It is impossible to test the validity of the frozen
hypothesis; (2) The interpretation assumes the atmospheric condi-
tions are homogeneous over the entire path. For almost any
reasonable microwave propagation path this assumption will be
highly suspect, and there is no way to isolate non-homogeneous
conditions from other effects using radio results. (3) There is
some evidence that phase measurements are the least sensitive in
discriminating between different atmospheric models [Muchmore and
Wheelon, 1955; Strohbehn, 19661. However, the covariance func-
tion measured in this way is a measure, in some sense, of the
outer scale of turbulence. The interpretation of such data must
be done carefully since for these scale sizes the turbulence is
rarely isotropic.
When using two receiving systems, the phase differences at the
two receiving sites may be used to estimate the average wind
velocity over the path or may be combined to give angle-of-
arrival information. This combination has essentially the same
drawbacks as the phase measurements, except there is evidence
that angle-of-arrival measurements are more sensitive than phase
in discriminating between atmospheric models.
Even though these types of measurements are extremely valuable in
interpreting the effect of the atmosphere on different proposed
radio systems, it seems that they are much less valuable in the
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area of remote probing. For remote probing many of the ambigu-
ities of the single or double path measurement can be resolved by
a multiple-element array, as will be discussed in another section
4.3 Refraction Measurements
In estimating the angle-of-arrival errors introduced by the
atmosphere when tracking airplanes or space vehicles it is impor-
tant to take into account the amount of bending of the rays
because of the decrease in the average refractive index as a
function of altitude above the earth's surface. Again the objec-
tive of most of the work has been to estimate the propagation
TRANSMITTER
ACTUAL RAY 
FREE SPACE
RAY
g/\ ANGULAR ERROR
Fig. 2. Refraction Measurements
effect using as simple an atmospheric parameter as possible. In
this problem it has been found that a reasonable prediction can
be made by using a linear equation to relate T, the amount of
bending of the ray, and Ns, the refractivity at the surface
[Bean, 1966]. There also have been efforts at using more com-
plicated models and radiosonde data in making predictions.
It is an intriguing possibility to turn the problem around and
to investigate the possibility of tracking an object whose exact
position is known and use the results to predict the decrease of
the average refractive index with altitude. Whether such meas-
urements would be sensitive enough to distinguish between a
linear or exponential decrease of refractivity is not clear.
However, it seems somewhat doubtful because of the ability to
predict the bending from as simple a measurement as the surface
refractivity. Furthermore, the major contribution to the bend-
ing is near the earth's surface, where a linear approximation
can be made to the exponential decrease. There is also a noise
problem in the sense that small scale inhomogeneities will cause
fluctuations in the angle-of-arrival. The method should also be
11
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applicable to studying elevated ducts. In the above discussion
it has been assumed that the measurements are made from a vehicle
that is transmitting. It is obvious that the same type of meas-
urements can be made using a radar. It should also be noted that
in the millimeter region atmospheric absorption prohibits trans-
mission at low angles of elevation (high refraction effects)
[Straiton, 1965].
4.4 Array Measurements
The use of microwave arrays in measuring atmospheric param-
eters is just beginning to be fully realized. With present
equipment it is now feasible to measure and record amplitude and
phase information at eight or ten different receiving antennas.
/ )
SCATTERED WAVE-a )
SCATTERER \\ t
RCVR
Fig. 3. Multiple Element Array
Because of the multiplicity of measurements made there is the
possibility of resolving the ambiguities present in a single
antenna measurement and the possibility of investigating proper-
ties which must be assumed as true under simpler measurement
configurations. These advantages are obtained at the expense of
more complicated and expensive equipment and the necessity for
highly sophisticated data reduction techniques. However, for
investigating processes as complex as those in the atmosphere,
these complications seem extremely worthwhile. In analyzing the
possibilities of array measurements in determining meteorological
parameters it seems worthwhile to divide the discussion into
three categories: (1) the measurement of apparent wind speed;
(2) the determination of meteorological parameters at different
points along the path, given that some atmospheric model is as-
sumed, and (3) the determination of an atmospheric model.
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When considering the measurement of apparent wind s.peed, the
remarks made in Section 2 should be repeated. A radio measure-
ment can only determine the apparent motion of the refractive
index fluctuations in space. The interpretation of these motions
as a blob of air moving with the average wind or as a wave motion
in the refractive index caused by another type of mechanism can-
not be distinguished by radio measurements alone. Therefore,
when discussing the measurement of wind speed below, the more
general interpretation given above is implied. It appears to
this author that the influence of wave motions in causing appar-
ent wind speed changes is not well understood and could bear
further investigation.
According to some as yet unpublished work by Robert Lee of Stan-
ford, it is believed possible to obtain the projected component
of the windspeed across the path at 10 different positions along
the propagation path with an accuracy on the order of 10 per cent
(As yet this technique has not been proven.) This wind speed is
more or less instantaneous in time but spatially averaged over
some segment of the propagation path. The multiple element array
is ideally suited to this type of measurement.
The second approach is to assume some form of an atmospheric
model, for example, assume Dn(K) is of the form [Tatarskii, 1967]
2 -K2/K 2c (K) = 0.033 C 2K-11/3e m
n n
K = 5.92/Ro
m
where C 2 is a measure of the intensity of the turbulence. Note
that maRing such an assumption implicitly rules out a number of
mechanisms as contributing to the propagation problem. The form
assumed implies that the atmosphere can be described by locally -
homogeneous isotropic turbulence. This assumption rules out
stratification effects and anisotropy as playing a major role.
Given that the assumption is made. however, it is possible to
determine a parameter, such as Cn at different points along the
path. The above approach, which is extremely useful when the
form of the atmospheric model is reasonably universal, must be
used with some caution in the real world. While the form of the
spectrum given above is probably the best model available, it is
in no sense universal and is only expected to exist under certain
reasonably restrictive conditions. Therefore this type of ap-
proach should only be used when other considerations make the
model reasonable.
The third approach is to attempt to use the measurements to act-
ually determine the form of Dn(K) under different meteorological
conditions. This is a much more difficult problem than the pre-
ceding, since there are a number of parameters to be determined.
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Furthermore, Dn(K) is defined for all wavenumbers from o to co ,
but the best a given experiment can accomplish is to measure
Dn(K) over some range of K.
The following comments are taken from a private communication
from Robert Lee at Stanford. From amplitude covariances the
microwave array type of experiment is sensitive to blob sizes
about one-half the Fresnel zone radius (on the order of 6 meters
for an 8 mm wavelength and 25 kilometer path). The range of
wavenumbers is typically one octave. Phase covariances are
mainly controlled by the largest scale sizes and information can
be learned about the region around Lo, the outer scale of tur-
bulence, again approximately one octave, is important. It is
expected that the effects of anisotropy can be determined and
also the decay time of eddies.
From the above remarks it is apparent that measurements using
multiple-element arrays should be extremely useful in measuring
atmospheric parameters. It should be noted that the above anal-
ysis was based on the assumption that wave optics formulas of the
type given in the Appendix are valid in the microwave region.
There must be some reservations about this formulation until a
more careful analysis of the problem for microwaves has been com-
pleted. Furthermore, the conclusions given still must be regar-
ded as tentative in nature, as there is a need for much more
work in this area of analysis and interpretation of experimental
results.
It should be remarked that similar measurements at optical wave-
lengths will make available much the same information as for the
millimeter. Phase measurements should reveal substantially the
same information and for the same scale sizes. Amplitude measure-
ments, however, will emphasize much higher wavenumbers, close to
the 0o range of the spectrum. In this sense optical and milli-
meter measurements should be complementary.
5. RELATED PROGRAMS AND FUTURE DEVELOPMENTS
The major work in the area of microwave line-of-sight research is
being performed at the Institute for Telecommunications Sciences
and Aeronomy, the University of Texas, and Stanford University
(see Bibliography). The work at ITSA seems to be primarily mis-
sion oriented in the sense that the work is more oriented towards
predicting the effect of propagation on systems and less oriented
toward remote probing. The work at the two universities is more
oriented towards the remote probing aspects. It should be noted
that at times it is difficult to separate the two orientations.
There are of course numerous single-path experimental facilities.
The most sophisticated multiple-element array is that of Lee and
Waterman at Stanford [1966].
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I envision the experimental progress in this area in the next
decade or so to be very similar to the progress of the last ten
years--slow. At present there are only a few facilities capable
of performing sophisticated experiments and analyzing the data.
Even during times of relative scientific wealth it was difficult
to secure money for experiments that were oriented towards funda-
mental research in atmospheric physics. The support, even for
many of the best programs, has been justified on the basis of
applications. It appears that in the immediate future this sit-
uation will get worse, perhaps relaxing toward the end of the
next five years. For example, to my knowledge, there are no
plans for more multiple-element arrays. Furthermore, there is no
indication that the rather unfortunate situation of the past
where few good radio experiments were combined with good meteor-
ological experiments will drastically change in the future.
There are a few general recommendations that I would like to make.
First, that efforts be made to see that radio measurements of a
given type are made in a number of different meteorological sit-
uations. For example, when designing a radio experiment serious
consideration should be given to making such experiments semi-
portable when possible. In particular, it would be desirable to
have several multiple-element arrays in reasonably different
climates and different terrains. Secondly, there is a tremendous
need for better meteorological measurements in conjunction with
radio measurements. As a particular suggestion, an agency
through which one could secure either funds for or temporary
loans of meteorological equipment would be extremely valuable.
It is not uncommon for certain agencies to fund radio experiments
for systems studies, but not allow funding for meteorological
equipment. If a scientist had a readily available and sympathetic
second source for this type of equipment, it is quite possible
better measurements would be made.
With regard to theoretical investigations there are several
interesting problems that require further development. First,
there is a need for a closer look at the basic theoretical expres-
sions for amplitude and phase fluctuations and their validity in
the microwave range. Second, there has been very little work in
the area of the effect of finite antenna beamwidths, etc., on the
basic expressions. Third, there is a great need for careful
analysis of exactly what can be learned about the atmosphere from
microwave experiments. In general, it would be surprising if
there were suddenly any great interest in attacking these prob-
lems. However, there is an indication that there are at present
a few workers who are investigating some of these problems, and
it is reasonable to expect that some progress will be made in the
next few years.
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6. APPENDIX: THE IMPORTANT FORMULAS
A. Geometrical Optics
Restrictions: X << to, /XT << to, where X = wavelength, L = path
length and to = inner scale of turbulence.
Phase formulas:
r
S(r) = k f ds n(s) (Al)
0o
r
Sl(r) = k f ds 6n(s) (A2)
0o
C (p) = <Si(L,O)S1 (L,p)>
(A3)
Cs(p) 2k 2 L 7 Cn[(x 2 +p) /2]dx = 2~ 7 F (K)Jo(Kp)K dK (A3)s 0 n 0 S
F (K) = 2frk2 L $ (K) (A4)
s n
where S = total phase change
S1 = fluctuation of phase about its mean value
k = 2f/X, X = wavelength
L = path length
Cs (p) = covariance function of the phase fluctuations
P y= [Y+Z]2 -distance between two receivers
C (r) = covariance function of the refractive index
Fn(K) = two-dimensional spectrum of the phase fluctuations
(two-dimensional Fourier transform of C (r))
tn(K) = Three-dimensional spectrum of the refractive index
fluctuations (three-dimensional Fourier transform
of C (r))
K = spatial wavenumber
The first equation (Al)rmay be used to calculate the average
phase change <S(r)> = kfds<n(s)> and is particularly useful in
studying the beaf bendiAg due-to refraction. In this case it is
usually assumed that n(s) is only a function of height above the
earth's surface. Eq. (A2) gives the phase fluctuation about its
mean value. Eqs.(A3) are derived from (A2) and give the covari-
ance of the phase fluctuations at two receivers, both a distance
L away from the transmitter, and separated by a distance p. If
the covariance function, C (p), is known for all values of p, a
two-dimensional Fourier transform leads to the two-dimensional
spectrum of the phase fluctuations, F (K). It is obvious that
complete knowledge of F (K) would lead to complete knowledge of
(K). However, experimentally it is only possible to measure
Fn(K) over some range of wavenumbers.
Amplitude formulas:
1 x
x(r) k n[A(r)/A0(r)] =2k / dX'VT2S1(x',y,z) (A5)f- dxV0S(xTyz
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C (p) = <x(L,O)X(L,p)>
X 
_
L3 I
Cx(p) = LI V0 2 V 2Cn[(x2 +p 2 ) dx (A6)6 o T1 T2
FX(K) K
4
(K) (A7)6 n
where A (r) = amplitude at point r; VT 2 = transverse Laplacian.
T
In eq.(A5), A(r) is the total amplitude. If it is assumed that
A(r) = Ao(r)+Aj(r), and Al(r)<<Ao(r), then .n[A(r)/Ao(r)]I[Al(r)/
Ao(r)]. H6wever, it is also very common to defiie x(r)=Zn[A(r)/
Ao(r)], where X(r) will be called the log-amplitude. It should
again be noted that perfect knowledge of C or F would lead to
exact knowledge of the form of D (K), butXagainXexperimentally
this is not possible. It is worth noting that the amplitude
spectrum emphasizes a different range of wavenumbers than the
phase spectrum.
B. Rytov's Method (Wave Optics)
Restrictions: X << 4o, L << ko 4 /X3
Phase formulas:
2 l k .K 2 LFS(K) = rk2 L(l+-7- sin k ) (nK) (A8)
C (p) = 2r f F (K)Jo(Kp)K dK (A9)
5 0 S
Amplitude formulas:
F (K) r= k 2 L(1-- sin kn (K) (A10)
C (p) 2= r f F (K)Jo(Kp)K dK (All)
X 0 X
The above formulas, which may be found in Tatarski [19611, are
derived using Rytov's method of smooth perturbations. It is
noted that both of the restrictions given above would limit, the
validity to wavelengths in the millimeter range or shorter, and
to very short path lengths. However, the above restrictions are,
in a sense, sufficiency conditions, and it is possible that they
may be relaxed considerably. However, at present there is no
theoretical basis for relaxing these restrictions. It is pos-
sible to make intuitive or physical arguments that the phase
fluctuations should follow equations (A8) and (A9) reasonably
well. For amplitude fluctuations it seems reasonable to expect
more significant changes in the forms of the equations for
longer wavelengths. The use of the above formulas in this paper
is mainly based on the fact that they are the only ones available.
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N 0 T E: Recent unpublished results by Clifford and
Strohbehn have shown that the restriction A<<0o may be re-
laxed with no significant change in the appropriate formulas
for microwaves, i.e. equations derived for the optical case
(when X<<Z0 ) are still valid in the microwave case (when
XA Qo).
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WAVE PROPAGATION IN A RANDOM MEDIUM
R. W. Lee and J. C. Harp
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ABSTRACT
A simple technique has been used to derive statistical
characterizations of the perturbations imposed upon a
wave (plane, spherical or beamed) propagating through
a random medium. The method is essentially physical
rather than mathematical, and is probably equivalent to
the Rytov method. The limitations of the method are
discussed in some detail; in general they are restrictive
only for optical paths longer than a few hundred meters,
and for paths at the lower microwave frequencies. Situ-
ations treated include arbitrary path geometries, finite
transmitting and receiving apertures, and anisotropic
media. Results include, in addition to the usual statis-
tical quantities, time-lagged functions, mixed functions
involving amplitude and phase fluctuations, angle-of-
arrival covariances, frequency covariances, and other
higher-order quantities.
1. INTRODUCTION
An increasing amount of interest has been focused in recent years upon the problem
of electromagnetic wave propagation in media whose properties are random functions
of space and time. The atmosphere of the earth is such a medium, and this interest has
been aroused both by technological pressure for more efficient utilization of the radio-
through-optical spectrum, and by the recognition that the effects produced by the atmo-
sphere upon waves propagating through it are useful measures of the nature of the atmo-
sphere. In order that perturbations observed on propagated waves may be interpreted in
terms of atmospheric parmnleters, it is necessary to evolve a sound theoretical framework,
based upon a realistic model of the atmosphere. The atmospheric model used must be
amenable to the necessary mathematical operations of the theoretical analysis, but must
at the same time possess sufficient degrees of freedom to represent adequately the actual
random medium.
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While this last requirement has not always been met in attempts to develop the theory
of propagation through random media, notable progress has been made. The work of
Tatarski (1961) is a satisfactory basis for plane-wave situations, and that of Schmeltzer
(1967) extends the work to spherical-wave, finite-aperture situations. Both authors use
the Rytov method, developed 30 years ago in connection with work on the diffraction of
light by ultrasonic beams. Considerable discussion has attended the use of this method,
primarily concerning the range of validity of the approximation. In particular, the suffi-
ciency conditions obtained in the mathematical approach (that the aggregate of the pertur-
bations on the wave be much less than the magnitude of the wave, and that all refractive
perturbations be large compared to a wavelength) have been considered by some to be
unnecessarily severe. If the requirement that all refractive perturbations be much larger
than a wavelength is taken at face value, application of these theories is restricted to
wavelengths of less than about 1 mm, since it is known that inhomogeneities at least as
small as a few mm are present in the atmosphere.
In the development that follows a very simple technique will be used to obtain a wide
variety of statistical characterizations of the perturbations produced by a random medium
upon a wave propagating through it. The method is basically physical and geometrical,
rather than mathematical; as a result, when approximations are made, they arise in a
physical context, making it possible to assess more easily the implications of the
approximations.
Briefly, the technique consists of resolving the 3-dimensional refractivity field of
the medium into thin slabs perpendicular to the propagation path, and further resolving
the 2-dimensional refractivity field within a slab into Fourier components of varying
wavenumber and angle in polar coordinates. The effect produced upon the wave by one
of these Fourier components is then determined, a simple matter because the com-
ponent acts exactly like a phase diffraction-grating. The resolution is then retraced,
and perturbations produced by Fourier components of differing wavenumber, angle and
position along the path are summed statistically.
The resulting solution is composed of three multiplicative terms: the power spec-
trum of the refractive irregularities, a term relating the fluctuations at one point in the
receiving plane to those at another point, and a term which is a measure of the relative
efficiency of an irregularity of a given size, located at a given position along the trans-
mission path, in producing perturbations at the receiver. This latter term is generally
referred to as a "filter function," serving as it does to weight selectively the spectrum
of refractive irregularities.
This method is used in Sections 2 and 3 to obtain spatial covariance- and structure-
functions for the plane- and spherical-wave situations; a discussion of the region of
validity of this development is given in Section 4. The theory is extended in succeeding
sections to include anisotropic media (Section 5), temporal quantities (Section 6), addi-
tional higher statistical functions (Section 7), finite transmitting and receiving apertures
(Section 8), and non-transparent media (Section 9). Section 10 is devoted to examples of
"filter functions," just described. These functions depend upon the path geometry and the
measurement being made, and are quite important factors in the interpretation of mea-
surements in terms of atmospheric parameters. Finally, Section 11 consists of a discus-
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sion of the techniques available for extracting from experimental measurements informa-
tion about the medium-information concerning not only quantities averaged over the
transmission path, but concerning the spatial distribution of such quantities as well.
2. PROPAGATION OF AN INFINITE PLANE-WAVE
A plane-wave propagating in the z-direction with wavenumber k exp(-ikz) is incident
upon an infinite slab bounded by the planes z = r and z = r + uz. The slab imposes upon the
wave a phase perturbation which is sinusoidal in x, and of peak magnitude kadz:
A = kadz cos (u(x+b)) (2.1)
where u is the wavenumber of the perturbation, and ub is the phase of the perturbation at
the z-axis. At this point we shall make the assumption that k >> lul for all wavenumbers
in the refractivity spectrum (see Figure 2.1).
Figure 2.1
Upon exiting from the slab the incident wave is then
exp (-ikr) · exp {-ika dz cos (u(x+b))}. (2.2)
Assuming that the perturbation is small (ka dz << 1), (1.2) may be written
exp (-ikr) 1-ika dz cos (u(x+b)) 
ika dz
exp (-ikr) - 2 exp (-ikr) exp (iu (x + b)) (2.3)2
ika dz
-ika dz exp (-ikr) exp (-iu(x+b)) .
The first term of (2.3) represents the original wave, undiminished in the weak-scattering
approximation. The second term represents another plane-wave, propagating at an angle
e with respect to the z-axis and an angle y with respect to the x-axis, where
y = arcos (u/k)
2 =arcos (2
= arcos (1-u/k)
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The projection of k on the z-axis is k cos e = Jk- u2 , the effective wavenumber k' of the
scattered wave. The wave is, of course, invariant in y. The third term of (2.3) represents
another plane-wave, the mirror image of the second wave as reflected in the plane x=b
(see Figure 2.2). At the plane z= L, these three become:
exp (-ikr) exp (ik(L-r)) (2.4)
exp (-ikr)(-ikadz/2) exp [-ik' (L-r)-iu(x+b) 
exp (-ikr) (-ikadz/2) exp [-ik' (L-r)+iu (x + b) j
The resulting field dEt at the plane z = L is the sum of these three waves.
x
-¥2
2V ~~~k
z
Figure 2.2
Dropping the common phase term exp (-ikr) and setting L -r =s, the sum becomes
dEt = exp (-iks) - (ikads/2) exp {-ik's-iu (x + b) } (2.5)
- (ikads/2) exp t-ik's+iu(x+b)]
= exp (-iks) - ikads · exp (-ik's) cos (u(x+b))
Factoring and dropping the phase term exp (-iks),
dE t = 1 -ika-ds-exp t-is(k'-k)) cos (u(x+b)). (2.6)
The observed perturbation of the field in the plane z = L is the difference of the magnitudes
of the perturbed and unperturbed fields.
dP = IdE 1 [2 (dEt)+ / 2 (dEt)] - 1 (2.7)
= ka-ds-cos [u (x+b)]- sin [s(k' - k)].
Terms in a2 are neglected. Note that the perturbation of the field is sinusoidal in x, dis-
placed in phase by ub, with period 2rf/u; that is, the field perturbation is a projection on
the plane z = L of the perturbing sinusoidal lens.
The perturbation of the phase front in the plane z= L is
dPp = tanl
1 [ u (dEt)/_I (dEt) s (2.8)
= ka-ds-cos [u(x+b)] cos [s(k' -k)].
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The spatial-covariance function C(d) of the field perturbations is the ensemble average
of the products of all perturbations observed at a point x1 with all perturbations at another
point x2 . Assuming that the average product of perturbations of differing wavenumber u is
zero (since if the refractivity field is random, the Fourier components of that field are
uncorrelated) there remain the cross-products resulting from a given wavenumber u at
two points s 1 and s2 on the path. The sum of such cross-products for all sl and s2 is
L L
dCa(d) = k2 sin s(k'-k)) J sin(s2 (k'-k)). (2.9)
O O
(a(u,sl) cos (U(xl+bl))* a(u,s 2) cos (u(x2 +b2))) dslds 2 .
We see that the quantity within the () brackets is simply the correlation between parallel
slabs containing the same u and separated by sl- 1 ). This is just the average product of
two expressions
([dr (u,sl) exp (iuxl) + drP(-u,sl) exp (-iuxl)]. (2.10)
[d'
r
(u,s2 ) exp (iux2 ) + dTI(-u,s2 ) exp (-iux2 )]).
The integral (2.9) may be simplified to:
L L
dC a(d) = 2k2 sin (s (k' - k)) f sin (s(k' - k)) (2.11)
O O
cos (u(x1 - x 2 )) Fr(u,s1 - s2) ds 1ds 2.
This integral has been handled by Tatarski (1961, Chapter 8) for the case k >> u,
with the result:
L 2
dCa(d) = 4rkf (u) sin ds cos (u(xl - X2) (2.12)
O
where s = (sl + s 2 /2) and '4(u) is the three-dimensional power spectrum of the turbulence,
4(u ,u ,u ), evaluated at u = 0.
x y z z
The total covariance Ca(d) is the integral of dC (d) over all wavenumbers u.
C ( =(2.13)L
C a(d)= 4rk2 f f c(u) . sin2 cos (U(X-X)) dsd. (2.13)
0O O
Taking du = u du-db, noting that the projection of the receiver separation d upon u,
d-cos , is the difference (x1 - x2 ) of the x-coordinates of the two receivers, and limiting
the integration in u such that lu| I k,
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2 k L 22
C (d) = 4!7k du / ds f do u4(u) cos (du-cos0)sin [u s/2k] (2.14)
O O O
Performing the integration in 0, assuming 4 (u) to be independent of 0:
C (d) = 4r 2 k2 du f ds uP(u) J (du) sin (u s/2k). (2.15)
O O
This is the form given by Tatarski (1961, p. 168). If 0(u) is independent of s, (2.13)
reduces to
C (d) = 22k2 Lf du ui(u) Jo(du) [1 2 sin k ]L (2.16)
Amplitude variance is obtained by setting d = O.
k L
Ca(O) = 42k2L du f dsuo(u) sin (u2s/2k). (2.17)
O O
Phase covariance follows from (2.8) by simply replacing the sin [s(k'- k)] term by
cos [s(k' - k)] in the foregoing development. For example,
k L
C(d) 42k2 du / dsu(u) Jo(du)cos [u s/2k]. (2.18)
O O
Again, if q (u) is independent of s, this reduces to
Cp(d) = 2 2 k2 L /f du u0(u) Jo(du) 2+ sin u L (2.19)
O
The latter is the form given by Tatarski (1961, p. 143). Structure-functions follow from
the definition
Di (d) = 2(Ci(O) - Ci(d)).
Thus,
2 k L 2
D (d) = 8Tr k f du f ds uq(u) [1-Jo(du)] sin (u s/2k). (2.20)
O O
k L
(d) = 82 k2 du f ds u (u) [1-Jo(du)] cos (u2s/2k). (2.21)
0 0
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and the wave structure-function,
k
D(d) = Da(d)+Dp(d) = 8 2k 2 J du
= 8r2k2L
LI ds uqc (u) [1-Jo(du) 
O
kJf du u) (u) [1-Jo(du) ],(u) f (s).
0
3. PROPAGATION OF A SPHERICAL-WAVE
The development of the spherical-wave case closely follows that of the preceding
section. A spherical-wave expanding from the origin at (0,0,0), with wavenumber k,
has near the z-axis at z = s the magnitude
L 2 2 2Lexp (-iks 2 +x +y ).
The magnitude is normalized to unity at z = L, the plane of the receiving points. This
wave is incident upon an infinite slab in the plane z = s, of thickness dz. As in the plane
wave case, the slab imposes upon the wave a perturbation in phase, sinusoidal in x (cf.
(2.1) and Figure 2.1), of peak magnitude k a dz:
d =k a dz cos (u (x + b))phase (3.1)
where u is the wavenumber of the perturbation, and b is the phase of the perturbation at
the z-axis. Upon exiting from the slab the incident wave becomes
L J2 +2 2
-exp (-ik s +x +y ) exp(-ikadzcos (u (x+b))).
Since the perturbation is assumed to be small (k a dz<< 1), (3.2) may be written
L J2 2 2
Lexp (-ik/ s + x + y )(1 - ik a dz cos (u (x + b) ) )
L s2 2 2 ikaLdz s 2 2 2Lexp (-ik s +x +y )- 2s exp (-ik s +x +y ) exp
- ikaLdz 2 2 2
2s exp (-ik s +x +y ) exp (-iu(x+b))
Near the z-axis (x,y << s), (3.3) may be written
L /2 2 2 idaLdz x y 2
-exp (-ik s +x +y) 2 exp -ik s +- + exp [-iu(x + b)]
s 2s 2s 2s
ikaLdz x2 y_+ l2-ikal sexp[ik(s + exp [-iu(x + b)][2s es + +-2s
L x2p 2 ikaLdz 2 2x ux+
=exp -iks +X +2 ikaLd exp(iub) exp -ik S+ y + _ Ux
s 2s 2s 2s k
(3.2)
(3.3)
(3.4)
ika exp (iub) exp [-ik s + Y-- 2 + k 
2s 2s 2s k27
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Completing the square of the x-terms, and factoring the remainder:
Lexp [-ik s +x +y I
s
ikaLdz r i 2
2s- k exp (iub) exp u exp
-ikadz exp (iub)exp[ iu2s ]exp
2s 2k~-~
(ik [I
(-ik [s
+2 [x-us/klj2 I )
2s 2s
+ y [x = us/ki 
2s 2s J
The first term of (3.5) is the original spherical-wave, undiminished in the weak-scattering
approximation. The next two terms represent two additional spherical waves, originating
from the points [us/k, O, 0] and [-us/k, O, O], differing in amplitude from the original
wave by the factor
dz
ka
and in phase by the factor exp ± (iub) exp [iu2 s/2k]. Note that it is required that
2s2 >>( + ) 2
This is satisfied if x is small and k >> u. In the plane z = L the sum of these three
spherical-waves is
dEt
=
exp (-ik (L 2L (3.6)
ikadz ius
- exp (iub) exp ( 2k ) exp [-ik L+Y + (xs/k) ) ]
2 F 
idadz ius y
- 2 exp (-iub) exp (-s) exp ik + 2K_ [I (L 2L2 (x+us/k2L ) 
Factoring and dropping the common phase term exp I -ik (L + y2 /2L)],
dEt= exp [k 2L ikadz expiu
2 s
2 exp 2 K ( exp (iub) exp
( -ik us 2
2L x
+ exp (-iub) exp (2L [x + k]2) )
Dropping another common phase factor exp [-ikx2/2L] and combining terms,
ikadz
dE = 1 - exp
t 2
iu 2 22
[2Kl exp [-2sL ] (exp (iub) exp [L +[ ~_ L  -K I(IL]+
exp (-iub) exp [-s ] )
=1 - ikadz exp [ L -s [ u ( ) ]
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The observed field perturbation at (x,y,L) is the difference of the magnitudes of the per-
turbed and unperturbed fields
dPa = IdEtl - 1 = [ 2 (dEt) (3.9)
= kadz sin[ u s(L)] cos ( + b )]
Terms in a2 are neglected. As in the plane-wave case, the perturbation of the field is
sinusoidal in x (and independent of the y-coordinate of the receiver), but the period is
27rL/su (rather than 27r/u). That is, the period of the perturbation of the field in the
plane z = L is the projection of the period of the perturber in the plane z = s.
The perturbation of the phasefront in the plane z = L is
dP = tan
p
-1 dE t -
i? dEt
= kadz cos [' 2 (kL )] cos [u( +b) ].
The spatial-covariance'function of amplitude dC (d) becomes (cf. (2.9)):
2
sin I S1 (L- 1 ) 1
I[ t2kL
2L [u s2k(L-s2)
/W sin 2L 
f 2L 
(3.11)dC (d) = k
a
'{a(u,s cos) [(4 , 1 + * a(us2) cos[u(- L b2 )3
(3.10)
Once again, as in Section 2, the () term is identifiable with equation (I.6) of Appendix
I. Following the development in Section 2, with the one additional assumption that L >>X,
we obtain an expression for (3.11):
L 
dCa(d) = 4Tk2 S (u) sin2 [ su(2kL - s) cos u - ] Lds.2kL ICOS L
Integrating this expression over all u as was done in Section 2, we obtain:
Ca(d) = 47T k
a
o
0
L
f uc' (u) Jo ( -s) sin2 [u 2 -s] dsdu.
This is the form given by Schmeltzer (1967, p. 354) as used by Fried (1966, p. 1381). In
the case of d = 0 (variance), (3.13) was first derived by Tatarski (1961, p. 183).
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If the refractive fluctuations are finite only over the range L - H < s < L, the
covariance becomes
C (d) = 47r k
a
k
I du
0
r dsu 1 2 ru s (L[-s) 1f ds uD(u) Jo L- sin2 2kL 
L-H
Making L arbitrarily large (removing the transmitter to infinity), 1
of integration, and
k
C (d) = 47 k du
0
L
L-H
(3.14)
over the range
ds uD(u) Jo(du) sin2 u (Ls) (3.15)
Making the substitution h = L - s, dh = -ds,
2 k H 2
Ca(d) = 417 k J du f dh u4 (u) Jo(du) sin2 [ 2 h
O O
(3.16)
which is the plane-wave result (2.13).
Phase-covariance follows from (3.10), simply by replacing the sin () term in (3.13)
by cos2 ():
2 k L
C (d) = 4k2 / du ds u(u) Jo [ L os
0 0
[u 2s (L-s)2k
Structure functions (cf. (2.18), (2.19), and (2.20)) are:
22 2 k L
D (d) =82k2 / du f dsu4(u)
O O
k L
Dp(d) =8 2 k 2 du f ds u(u)
O O
22 2 k L
D(d) =87Tk / du f ds u(u)
O O
( 1-Jo
( 1-Jo
(1 -Jo
[L]) 2[ u 2(L-s)]sin2 L 2-L I
[dsu]) 2 u2s(Ls)
L Cos I·
[dsu])
IL ]!
The amplitude covariance function (3.13), evaluated for several cases, is shown in
Figure 3.1. The refractivity spectrum 4(u) assumed in the evaluations was a simple
power-law spectrum, with an exponent of -11/3 (Kolmogorov) or -4. Other parameters
used were L = 28 km, k = 716 (35 GHz). The covariance functions are normalized by
dividing by Ca(O). The central pair of curves in Figure 3.1 is for the normal spherical-
wave situation, a single transmitter and two spaced receivers separated by d (0 to 20 m).
A similar curve for the Kolmogorov spectrum has been published by Fried (1967, p. 178).
30
(3.17)
(3.18)
(3.19)
(3.20)
R. W. LEE AND J. C. HARP
w
z
0.4- ,n=12
0
0.2 - p 12P
12
5 10SEPARATIO 15 20
SEPARATION (p), M
Figure 3.1. Amplitude covariance as a function of path separation p, for three path
geometries.
The other two pairs of curves in Figure 3.1 are for crossed- and parallel-path
geometries; that is, the two receivers are coupled to two separated transmitters, each
transmitter-receiver system being independent of the other. To treat such geometries
theoretically, it is only necessary to recognize that the quantity ds/L in (3.13) repre-
sents the separation between the two paths connecting the transmitter to the receivers.
In the parallel-path situation (viz. the plane-wave case) this separation is constant along
s, and the Bessel function in (3.13) becomes Jo(du). In the crossed-path case, it becomes
Jo du(L-2s)
Another family of theoretical evaluations of (3.13) is shown in Figure 3.2. The same
path parameters are used, with additional curves for other refractivity spectra plotted.
Also shown in the figure are experimental results obtained over a path described by Lee
and Waterman (1966, pp. 454-458). The data represent 32-hour means, with 10th and 90th
percentiles of 100-sec measurements. The mean values follow the theoretical curves
well as to form, although the Kolmogorov spectrum does not give the best fit.
Evaluation of the phase structure function (3.19) has been performed by Fried (1967,
p. 179). For a Kolmogorov refractivity spectrum, over the region in separation d of
interest here the structure function follows a power-law with a slope of 5/3. Experi-
mental measurements of the phase structure function, over the path just mentioned,
are plotted in Figure 3.3. The data represent 100-sec samples, taken at random over
a two day period. Differences in magnitude among the curves reflect variations in the
magnitude of the refractivity spectrum (that is, changes in Cn 2 ). The curves shown in
Figure 3.3 approximate a 5/3 slope.
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Figure 3.2. Amplitude covariance functions for different spectra cP(u), with experimental
data.
4. ON THE LIMITATIONS OF THE THEORY
Whether or not this theoretical framework (or any theory, for that matter) is suitable
for application to a given experimental situation depends upon the validity of two classes
of assumptions. The first class involves the accuracy of the assumptions made concern-
ing the parameters of the physical world as introduced into the theory-in this case, the
nature of the refractivity field as approximated by a three-dimensional spectrum and
associated statistical characterizations. The second class consists of those assumptions
(usually called approximations) which arise out of the mathematical necessity, in the
process of obtaining mathematically simple (if physically unrealistic) solutions. The
preceding theoretical development possesses considerable advantage over more abstract
mathematical approaches in this respect, in that approximations of the sort just men-
tioned arise in a clear physical context, making evaluation of the implications of the
approximations relatively simple. An analysis of both classes of assumptions follows,
for the development of Sections 2 and 3, with the intent being to obtain not only suffi-
ciency conditions, but necessary conditions for the application of the results.
Without doubt the most important assumption made in the development of the theory
is that the scattered energy is small compared with the incident wave. The necessity for
this assumption arises for two reasons. Taking the plane-wave development of Section 2
(the same argument holds equally well for the spherical- or beamed-wave cases), this
assumption allows the exponential of (2.2) to be expanded into (2.3); this not only makes
possible the rest of the development, but carries an important implication as well. That
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Figure 3.3. Phase structure-functions measured.
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is, the expansion used results in the original wave propagating without the loss of energy,
while finite energy appears as a scattered component. Clearly energy is not conserved;
in actual practice the incident unperturbed wave will decay with distance. The assumption
of weak scattering allows two other phenomena to be ignored: multiple scattering (wherein
a scattered wave of the type noted in (2.4) can itself be scattered from another slab), and
higher order scattering (corresponding to the higher grating orders). The second occa-
sion wherein weak scattering is invoked occurs at the end of the development, when
variance is obtained. It is implicit in (2.7) that since the unperturbed field is normalized
to unity, the perturbations calculated are ratios of perturbed to unperturbed fields. When
the sum of many such perturbations is identified with the covariance, as in (2.15), this
identification rests upon the assumption that the sum of the perturbations is less than
the unperturbed field. That is, not only must the individual perturbations be small, but
their sum must be small. There can be no doubt that the theory breaks down when the
variance of the received field approaches unity in terms of the mean field.
It is appropriate to note here that the theory as developed here treats the received
field (as normalized by the mean field) rather than the logarithm of the field, as used
by Tatarski (1961) and others using the approach of Rytov. Nonetheless, the results
obtained here agree in general with the results of log-amplitude treatments. This agree-
ment can be attributed to the weak-scattering assumption for as long as the variance of
the received field is appreciably less than unity, there is no significant difference be-
tween the logarithm of the field and the departure of the field from unity.
The nature of the limitation imposed by this basic assumption upon application of
the theory depends upon the intensity of the refractivity spectrum, as well as upon wave-
length and path length. For the lower atmosphere, pathlengths are limited to (typically)
hundreds of meters at optical wavelengths, and to hundreds of km at centimeter wavelengths.
It is generally assumed during use of the Rytov method that the wavelength 27r/k is
much smaller than the smallest dielectric irregularity; that is, k >> umax . (4.1)
It is generally agreed that a lower limit on irregularity size exists in the atmosphere
(1lo the "inner scale" of turbulence), and is of the order of millimeters. Taken at face
value this assumption limits the use of the theory to wavelengths shorter than a millimeter
or so. In order to extend the validity of the theory to longer wavelenghs, it is necessary
to consider the effect of wavenumbers u ranging from about k/10 (where k can be con-
sidered much greater than u) to infinity. First consider the region u greater than k.
It can be seen from (2.3) that the sinusoidal phase-perturber of Figure 2.1 is equiva-
lent to a sinusoidal amplitude-perturber lagging 900 in phase. The perturbation emerges
from the equivalent of a transmission grating, with adjacent "slits" differing in phase by
1800 due to the cosine term. The angles defined in Figure 2.2 are simply the grating-
lobe angles. With this background, the effect of reducing the grating spacing is evident.
As the spacing decreases (corresponding to higher wavenumber u) the grating angles
become larger (corresponding to the perturbing wave arriving from farther off path)
until, for k = u, they are ± 1800. When u exceeds k there are no longer solutions which
result in constructive interference for any angle, and, in fact, the effective wavenumber
of the emerging perturbation k' becomes imaginary, as can bee seen from the definition.
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k =k (4.2)
In this situation'the additional waves caused by the perturbation (the so-called evanescent
waves) do not propagate more than a few wavelengths. Hence the integration in u (cf.
(2.15)) may be safely terminated at k, rather than infinity, and no limitation need be im-
posed upon k. We are left with the region k = u to k >> u. This is the region of wide-angle
scattering, scattering which is usually ignored, being removed from mathematical develop-
ments by the use of a "cone of integration." There are at least three reasons for conclud-
ing that this region of the refractivity spectrum can be safely ignored. In the first place,
in practical experiments, finite antenna aperture provides a physical "cone of integration."
Narrow beamwidths are not required; tens of degrees suffice (equivalent to an aperture
of a few wavelengths). Secondly, in the case of a spherical wave the divergence of the
wavefront reduces the effect of wide-angle scattering both through an effective increase
in the scatter angle, and through increased attenuation of waves scattered at large angles
(since the scattered waves are themselves spherical waves, and hence undergo 1/r decay,
unlike infinite plane waves). Finally, in the case of the plane wave, solutions can be ob-
tained for the scattering in the region of the spectrum, including the effects of depolariza-
tion (Lee and Harp, 1969, and Strohbehn and Clifford). These solutions show that, provided
the propagation path is reasonably lossy (this condition is met at all wavelengths from the
microwave to the optical regions), contributions from this portion of the refractivity spec-
trum will be negligible.
A final point concerns an assumption implicit in Sections 2 and 3-that Fourier com-
ponents along the axis of the path (as opposed to transverse components making up the
slab) have no effect upon the wave. This is clearly the case as far as the amplitude of
the wave is concerned; a wave propagating through a uniform slab emerges with its wave-
front unperturbed. However, the wavefront will suffer delay (or advancement) in phase.
If the period of the Fourier component (or series of slabs, alternately retarding and
advancing the wave) is small compared with the path length, the net phase perturbation
will be near zero (it is at most that caused by a half-cycle of the Fourier component).
If on the other hand the period is comparable to or greater than the path length, and the
amplitude of the Fourier component is large enough, significant phase changes can occur.
Such phase changes will affect all points in the plane of the receiver, and can be thought
of as changes in the average refractive index of the atmosphere in the vicinity of the path.
As such, they can be excluded from analysis concerned with scattering, and included
simply as a slowly changing correction to phase-path, resulting from air-mass changes, etc.
5. PROPAGATION IN ANISOTROPIC MEDIA
In the preceding sections it has been assumed that the refractivity spectrum P (u)
was independent of 0, the angle between u (the Fourier component of the refractivity
field in a slab perpendicular to the path) and the plane containing the transmitter and
the two receiving points. This assumption-that 4 (u) is isotropic-is not strictly valid
in the atmosphere, particularly for small values of u. In this section we will consider
two approaches to the treatment of anisotropic refractivity spectra P (u,f).
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In the simplest case, 0(u,4) is a separable function of the two variables u and 0:
(u,0) = f (0) A' (u) (5.1)
In this case the spectral shape of 4(u,0) is constant for all values of 0, and only the over-
all magnitude changes with angle. The function f(0) may be resolved into its Fourier com-
ponents in harmonics of 20 over the range 0 < 0<iT, giving the general form for the
spectrum
(u,,0) = 0(u) {1 + al cos(20+2bl) + a2 cos(40+4b2 ) ... + an cos(2n0+ 2nb )} (5.2)
where an are the Fourier coefficients of f(0) and bn are the phases of the components (the
angles between the axes of the components and the plane containing the transmitter and
the receiving points). The Fourier coefficient a is absorbed into the spectrum ~c(u).
Taking the case of elliptical anisotropy (a ,b
n
= O for n > 1) and performing the
integration of (2.14)
ITI (P (u,0) cos (du coso) do (5.3)
c c us 
= (u) f {1 + al cos(20 +2bl)] cos(ducos0) dO
O
= E(u) cos(ducos0) do+a 1 (u) f (cos20 cos2bl -sin20sin2bl)cos(ducos0)d0
O O
The integral of the term involving sin20 being zero, we are left with
ir (u) {Jo(du) + alcos(2blJ2(du)} (5.4)
The nth term in the case of general anisotropy gives rise to a similar term, of the form
7r P (u) a cos (2nbn) J2n(du) (5.5)
and the general result for amplitude covariance is:
2 2 k L
Ca(d) = 4 T 2k2 f du f ds uA(u) {Jo(du) = al cos(2bl)J2(du) + ..
O O
+ a cos(2nb )J2n (du) sin [u2s/2k] (5.6)
The form of this result is applicable to phase covariance, the spherical-wave case, and
higher-order functions. (5.6) has been evaluated for elliptical anisotropy in the spherical-
wave geometry, and the results are shown in Figure 5.1. The parameters used were:
path length L = 28 km, wavenumber k = 716 (35 GHz). The spatial covariance function is
plotted for al = 0 (central curve; isotropic case), a1 = 1 with b I = 0 (upper curve), and
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Figure 5.1. Amplitude covariance functions for three anisotropic spectra.
and a1 = 1, bl = 7r/2. In an experimental situation the two curves for a1 = 1 correspond
to aligning the separation between the receivers parallel to and perpendicular to the
major axis of the anisotropy. The resulting changes in covariance are quite marked,
and affect the basic shape of the function as well as the magnitude. Note that the two
curves for the anisotropic case are symmetrically displaced from the isotropic curve.
A second approach to anisotropy is to consider D(u,0) to be composed of two or-
thogonal components, each of which is separable in u and 0:
C(u,) = Ch(u) sin
2
( +b) + cv (u)cos ( + b) (5.7)
4)h(u) and )v(u) might be the spectrum as measured in the atmosphere in the horizontal
and vertical planes, and b the angle between u and the plane containing the transmitter
and receiving points. This relationship is quite appropriate to the situation in the free
atmosphere, where in general there are only three unique axes, defined by the vertical,
the horizontal and the direction of the wind. Note that only two degrees of freedom are
necessary for the calculations here, since longitudinal components of the refractivity
field are assumed to have negligible effect. Expanding (5.7):
2 2 2 2 1
o (u,0) = h(u) (sin cos b + cos 2sin b + 2 sin20sin 2b (5.8)
+ 4 (u)(cos cos 2b + sin 2sin 2b - sin2osin 2b
v 2
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Performing the integrations as in (5.3):
y asinq 0cos (d u cos0)d0 =- [Jo(du) + J2 (du)] (5.9)
0
f Cosq 0cos (d u cos0)d0 = 2 [Jo(du) - J2(du)] (5.10)
As before, the terms involving sin20 do not contribute to the integral. Using (5.9) and
(5.10) in conjunction with (5.8):
fS cP(u,0) cos (du cosq) d0 =
2 [Jo(du) + J (du)] [cos bh(u) + sin 2b (u)]2 2
+ 2 [Jo(du) -J 2 (du)] [sin 2bh(u) + cos 2b( (U)]2 2 - v
= Jo(du) [Dh(U) + 0v(U)] + 2J 2 (du)cos(2b) [Ph(U) - 0v(U)] (5.11)
The amplitude covariance (plane-wave) becomes:
k L
C (d) = 2r 2 k2 J du f ds u[Jo(du)( h + ) + J 2 (d u ) co s ( 2 b) ( h - ) s i n [ u2 s /2 k ]
(5.12)
The same remarks as to generality apply here as to (5.6). If the spectra Oh and Dv differ
only by a multiplicative constant, (5.12) reduces to (5.6), with 4c(u) = (h + cPv and al =
-h (Dv/'h + ~v. Both Oh and 4v of (5.7) can be anisotropic spectra in the sense of (5.2).
Integration over 0 is still straightforward, the result being quite general. The spectrum
can then be elliptically anisotropic as far as changes in the behavior of CD(u,4) in u with
0 are concerned, and arbitrarily anisotropic in 0 for each of the components. Completely
general anisotropy can be treated by allowing the coefficients a and b in (5.6) to functions
of u.
6. TIME-LAGGED FUNCTIONS
Temporal variation of the field at a point in the receiving plane is the result of two
distinct processes. The dielectric field over the region between the transmitter(s) and
receivers is changing with time through various mechanisms-advection, convection,
turbulent motions, and so on-resulting in corresponding changes in the field. Such
changes take place on the time scale of the meteorological processes involved, typi-
cally from seconds (turbulent motions) to very large time scales (air mass changes).
It is reasonable to expect that the fine scale structure of the dielectric field is more
susceptible to rapid variation than large-scale structure. Such changes in the dielectric
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field (and the resulting changes in received field) are in general anisotropic, inhomoge-
neous and non-stationary, and are therefore very difficult to treat both experimentally
and theoretically.
The second process resulting in temporal variations of the dielectric field is simply
motion of the atmosphere itself, either real (wind) or apparent (as due to the motion of a
source). If, to take an example, the atmosphere between a transmitter and a receiver was
unchanging except for a simple translation in a direction perpendicular to the transmission
path, then the field at the receiver would change in exactly the same manner as if the re-
ceiver and transmitter had themselves translated, the atmosphere remaining stationary.
This transformation of spatial functions to temporal functions, or Taylor's hypothesis
(Taylor, (1938)), is quite convenient from both a theoretical and experimental point of
view. It allows (approximately) the equivalent of measurements at many points in space
to be made (expensive to do directly), simply by observing the time behavior of a quantity,
providing that the velocity of the atmosphere is known.
In general, however, wind velocity in the atmosphere is not sufficiently uniform over
the experimental path for a simple "frozen atmosphere" approach to yield accurate re-
sults. The next higher approximation is to consider the velocity to be a known function
over the path, if this is possible in the appropriate theory.
Approaches based upon Taylor's hypothesis are approximations in two senses. First,
wind velocity is assumed to be uniform at all points in a plane transverse to the path-a
relatively safe assumption, since only a limited region surrounding the axis of the path
itself is important. In addition, temporal variations arising from causes other than wind
are neglected. The validity of this assumption depends upon the particular measurement
being made. In general, measurements are sensitive only to a limited region of the spec-
trum of refractivity fluctuations (see Section 10), and as a result temporal variations
caused by a given windspeed will lie in a given frequency range. Whether Taylor's hy-
pothesis is appropriate will then depend upon whether significant changes occur in the
appropriate region of the spectrum of refractivity fluctuations, in a time scale similar
to that expected for changes due to wind. It is sufficient to note there that this condition
is often satisfied to the extent that useful measurements can be made.
The extension of the theoretical development of Sections 2 through 5 to include tem-
poral functions involving windspeed is quite straightforward. In (2.14) the quantity d
represents the spatial separation of the paths to the two receivers (in this case the source
is at infinity, and d is independent of path position). Since time-lagged covariance is by
definition the covariance of the fluctuations at one point with the fluctuations at another
point at a different time, the quantity d can be identified as the apparent spatial separa-
tion between the two paths, including both the physical separation and the apparent separa-
tion caused by drift with the wind of one of the points. That is, d = do + V(s)t, where V(s)
is the velocity at position s in the path, and t is the time-lag for which covariance is to
be obtained. This substitution is quite general, and may be applied wherever d appears
(usually in the argument of a Bessel function). For instance, in the spherical-wave case,
a typical argument is (cf. (3.13)):
Jo [u (- + V(s)t) (6.1)
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Note that V(s) is the component of the wind velocity transverse to the transmission path,
the effects of longitudinal winds being quite small. In the case where d and V(s) are not
parallel, the appropriate vector addition is necessary.
As an example, a family of theoretical time-lagged amplitude covariance functions
is shown in Figure 6.1. The curves were calculated from the results of Section 3 (cf.
(3.13)), using for 4)(u) the Kolmogorov spectrum c(u)-xu-11/3. Path length is 28 km,
k = 716, and V(s) = 5 m/s. Covariance functions are shown for 8 values of d from 0
(highest curve) to 24 m. The variation of covariance with separation d at t = 0 follows
the curve in Figure 3.1 for the diverging-path geometry (with n = 11). In addition, the
peaks of the covariance functions in Figure 6.1 follow the curve in Figure 3.1 for the
crossed-path geometry, for separations half as great. That is, maximum time-lagged
covariance is obtained when the uniform drift due to the wind has effectively moved
one of the transmission paths across the other, such that they cross in the center. In
this situation, the separation at the ends of the path is half the separation at t = 0.
Figure 6.2 shows a typical family of curves identical in formal and path geometry to
that of 6.1, but experimentally obtained rather than theoretical.
The peak-covariances of many families of the type shown in Figure 6.2 were mea-
sured over a two day period, on the path already described. The results are shown in
Figure 6.3, plotted together with three theoretical curves of the type shown in Figure 3.1
(crossed-path geometry). The figures on the three curves represent the exponent of the
refractivity spectrum assumed. The mean data points agree well with the theoretical
curves, but individual data points differ greatly, as can be seen from the 10th and 90th
percentiles. This is perhaps reasonable, for while the average wind velocity may be
uniform along the path, the wind at any time may be highly non-uniform. As will be
seen from the theoretical examples to follow, the first effect of a linear variation of
1.0 f
0.8
0.6
0.4
' 0.2
0
0.
6 5 4 3 2 1 -0+1 2 3 4 5 6
TIME LAG (sec)
Amplitude covariance fnctioans
Figure 6.1. Covariance vs. time lag for uniform wind field.
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Figure 6.2. Measured covariance functions.
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Figure 6.3. Peak time-lagged covariance vs. receiver separation, theoretical and
experimental.
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wind velocity along the path is to increase or decrease the peak covariances, depending
upon whether the variation tends to rotate the air mass about the transmitter, or receiver,
respectively.
In general the wind velocity is not uniform along the path, and in addition the refrac-
tivity spectrum may also vary along the path. As an example, Figure 6.4 shows another
family of experimentally-obtained covariance functions, taken when the path was far from
uniform. The curves are much more complex than those of Figure 6.2, and in fact exhibit
double-peaks.
To give an indication of the effect of non-uniform wind velocity upon amplitude co-
variance functions, a few specific cases for which the covariance functions have been
evaluated are included here. They differ from Figure 6.1 only in that different assump-
tions have been made concerning the wind field.
As an example of a double-peaked family of functions, Figure 6.5 was obtained for a
wind field uniform at 5 m/s over the path from the transmitter to mid-path, and 7/8 of
this value for the remainder of the path. Figure 6.6 was obtained for a wind field uniform
at 5 m/s over the first half of the path, as is Figure 6.5, but in this case the velocity was
-5 m/s over the last half of the path; that is, the windspeed was uniform, but the direction
reversed at mid-path. Contributions from the two regions of the path are clearly evident
in the figure. A more subtle change in the windfield was used to obtain Figure 6.7-the
windspeed increased linearly from 4 m/s at the transmitter to 6 m/s at the receiver. As
a result, the covariance peak value is increased, since the wind field tended to rotate the
air mass about the transmitter. If the wind field were zero at the transmitter and in-
creased linearly with distance from it, then (in the "frozen medium" approximation) the
peaks of the covariance functions would all be unity, since rotation would bring a given
1.0
0.8
0.6
0.4
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Amplitude covorionce functions
Figure 6.4. Measured covariance functions for non-uniform wind field.
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Figure 6.5. Theoretical covariance functions for bimodal wind field.
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Figure 6.6. Theoretical covariance functions for wind field with direction reversal at
mid-path.
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Figure 6.8. Theoretical covariance functions for wind field rotating about mid-path.
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region of the atmosphere successively between the transmitter and the several receiving
points. Finally, Figure 6.8 was obtained for a wind field effectively rotated around mid-
path-the velocity at the transmitter was 8 m/s, decreasing linearly to zero at mid-path,
and further decreasing to -8 m/s at the receiver. As can be seen from the figure, the
result is quite complex.
7. HIGHER STATISTICAL FUNCTIONS
Simple covariances and structure-functions are by no means the only quantities
characterizing the wave perturbations which are of interest. The number of possibilities
is limitless, and this section is devoted to some important examples, which may serve
as guides for generalization.
Hitherto the quantities calculated have involved the relationship between perturba-
tions of the wave at two points in the receiving plane. A natural extension is to consider
more than two points, an extension which will be seen to have considerable experimental
application. Consider the covariance of difference-pairs-that is, the covariance of the
difference of amplitude at two points with the difference between two other points. If the
four points are co-linear, the pairs are separated by d, and members of a pair separated
by e, it is easily shown that
C(d,e) = 2C(d) - C(d+e) - C(d-e) . (7.1)
When applied to amplitude or phase covariance, the Bessel term of (3.18) and (3.22)
becomes
Jo (dsu - 2Jo (dsu) _ JO ((d+e)su Jo ((d-e)su (7.2)
The same result may of course be obtained directly by starting with the magnitude of the
perturbation, taking differences, and proceeding as before. As an example of the utility
of (7.2), combined with (3.17), several computed phase-covariance functions are shown
in Figure 7.1. The upper four curves show the normal (2 point) covariance function; for
all cases a Kolmogorov spectrum was assumed-the cases differ only in the value of u
at which the power-law spectrum was terminated at the lower end (the "outer-scale" Lo).
Such termination is of course required in order that the phase-covariance be finite. Path
parameters were L = 2.8 x 104, k = 716. The values chosen correspond to values of Lo
from 50 to 100 m. The lower four curves represent 4-point covariance functions of the
type just described. The same values of Lo were used, the relative narrowness of the
function reflecting the emphasis that the differential-process places upon small-scale
perturbations. The value of e used was 3.5 m. The two points on the plot represent
averages of experimental data obtained on the path already described. The particular
utility of such difference-pair covariances in this case is evident, since phase-difference
between two points on the wavefront is much easier to measure experimentally than
absolute phase.
In the event that the four points in such a measurement are not co-linear, or equally-
spaced, the results may be expressed as four terms involving the four separations; an
important situation involves the four points in a rectangular situation:
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Figure 7.1. Phase and phase-difference covariance functions, for different values of the
"outer scale."
Jo dsu) -2Jo (dsu 2Jo( su d (7.3)
If the separation e in (7.2) and (7.3) is made arbitrarily small, and the resulting
covariance is normalized by 1/e, the result is the covariance of the slope of the quantity.
Performing this operation on (7.2), the result is
s2u ( ( ) 2 dsu (7.4)
-- L - J2
2L
Using (7.4) with (3.17), covariance of the slope of the phasefront is obtained; that is,
covariance of that component of angle-of-arrival parallel to the separation d. When the
operation is performed on (7.3), the result differs only in that the minus sign of (7.4)
becomes a plus sign, and covariance of the perpendicular component of the slope is
obtained.
With the exception of the wave structure-function, all quantities calculated thus far
have involved either the amplitude or phase perturbations on the wavefront, but not both.
This separation is somewhat artificial; mixed quantities are easily obtained. As an
example, the covariance of the amplitude fluctuations at one point in the receiving plane
with the phase fluctuations at another point is
Cap(d)= 27r2 k 2 du / ds ud(u) Jo dsu sin ( (L-) (7.5)
0 O
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Similarly, the covariance between the amplitude at one point and the difference between
the phases at two other points differs from (7.5) in that
Jo +(deu) Jo -2 Jo ( 2 ) (7.6)
Where the amplitude is measured at (0), and the phase at d + e/2 and d - e/2. A plot of
this function, calculated for a Kolmogorov spectrum (with e = 3.5 m, other parameters
as before), is shown in Figure 7.2. An experimentally obtained function of a similar
nature is shown in Figure 7.3. It shows the covariance between the amplitude and the
phase difference at two points separated by 3.5 m, as a function of time-lag.
The covariance between the amplitude and angle-of-arrival may be similarly
obtained. It differs from (7.5) in that
Jo (dsu us J d (7.7)
L 2\ L
As might be expected, this is also an odd-function.
As a final example, the amplitude covariance between waves with different wave-
numbers kl and k2 is
Cf(d) 47T klk2 f ds J 1 2du u (u) Jo( S) i s(Ls)2k )
O O
.1 2k Ls) (7.8)·sin 2  )
2
An evaluation of this integral for a Kolmogorov spectrum is shown in Figure 7.4. Note
that the covariance (for d = O) is quite high over several octaves.
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7.2. Amplitude vs. phase-difference covariance function.
1.0
0.8-
0.6-
0.4-
0.4 -
0.6-
0.8 -
I. A A , A . , - _ 1 D Z-f I - i I , 6 I - D
TIME LAG (sec)
A vs A4 covariance functions
Figure 7.3. Experimental amplitude vs. phase-difference covariance function.
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8. FINITE TRANSMITTING AND RECEIVING APERTURES
In the previous sections receiving apertures have been considered to be points; in
the development which follows finite apertures are equated with assemblages of such
points, with some weighting factor. In the geometry of the figure power is radiated from
an aperture in the plane z = 0, through a perturbing slab of the kind already discussed
(located at z = s), to a point receiver located at (x
o
, y, L). The weighting factor at the
aperture will be taken to be Gaussian.
1 exp x2 + y2
W-2 21 e (8.1)
21ra t
2 2a
1 1 ik
where 2 F
2t
The physical size of the aperture is cr (the standard deviation of the Gaussian), and thetfocal length is F (i.e., if F = %, the phase illumination across the aperture is uniform).
The differential field dE t at P from a point at (xt, yt, O) on the aperture is (cf. (3.8)):
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z
dE = exp(-ikL)
L
1 + ika ·
exp 2-ik (xo +
dz exp ( iu2s(L-sdz exp 2kL 
Figure 8.1.
(o - t) 2 ]
xus + xt(L-s)Cos \L L
As in the spherical-wave case, the perturbation at s lies along the x-axis. The total
differential field dEt at p is simply the integral of (8.2) over all points xt and Yt on the
transmitting aperture
2
dEt _ exp(-ikL)
rt 2(L+ikly2 )
ik(xo2 + yo2 )exp
2(L + ika 2 )
1 + ikadz (iu 2[1+ ikadz exp kiu s(L-s)~
- u 2(L- s ) 2 )2(2L(L iko c )
x s+iko
x u +
L+iku2
Since a is a small quantity, terms in a2 can be neglected, and the field perturbation at
P is (cf. (2.7)),
dPa JX' [ikadz exp (iu s(L-s))d a = ~iazx 2kL / exp -u(L-s) o2L(L + ik ) 2 )
co s x° + ika 2
cos ux ik 2
L + ikor
+ bu)] (8.4)
The phase perturbation is of course the imaginary part of the quantity in (8.4). The
amplitude covariance is obtained by summing the products of the perturbations at two
points. Choosing one point at (x , yo, L) and the other at (O, O, L), and proceeding as
in (3.11),
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1dC (xo) = -. R {k2 /
L
I
(a(u,s1 ) cos (ux 1
s 1 + ih
L + iko
(iu2sl(L-sl) )
i * exp 2kL exp
(iu2s2 (L-s 2 )
i' exp e-2kL
2
(-u2 ( L - s )2 a 2 )
2L (L+ik 2 )
2 22
-u (L-s)2 ) or
2L (L+iko2 )
ux2
s 2 +ik 22
L+iko 2
+ b2)) dSlds 2
L L
+ k f (sl terms) 
O O
(S2 terms)*
(a(u,s1 ) cos (... +b u) a*(u,s2 ) cos (b2 u)) dslds2 J} (8.5)
where * denotes the complex conjugate. In expression (8.5) we have used the relation:
(8.6)
where A and B are complex quantities.
As in the spherical-wave case, we may perform the cross product integration in (8.5)
under the conditions, k >> u and L >> X , with the result:
2 L iuas(Lis)
dC (X ) = 24T R u( (u) [Pa 0 2kL Iu2(L-S)2 2oexp 22L(L+ika )
([...]- [*])cos s+ikao2 ds ,L+ iko 2 (8.7)
where [*] denotes the complex conjugate of the previous quantity in similar brackets.
The total covariance is the integral of (8.7) over all wavenumbers u. Proceeding as
in the sperical-wave case (cf. (3.13)), where du = ududo, and recognizing the x-coordinate
separation of the receiving points (x ), as dcos(0),
2 2 k Ldu(s+ikr2 )C a(d)= 2 Jr k-? f du f ds u(u) Jo +iko exp (Q) (exp (Q*) - exp (Q))
0 0 (8.8)
where Q = 2 (L +iku2)
2ik (L + ik )i
Phase-covariance is obtained similarly.
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k
C (d) = 2 r2k2 f du
L ('du(s+ika2))f ds u(u) Jo L i exp (Q) ( exp (Q*) + exp (Q) )
(8.9)
These results are essentially identical to those of Schmeltzer (1967). They differ only in
the assumption of exp (-ikr) for the form of a propagating wave, rather than exp (+ikr),
with the result that the solutions are conjugate to those of Schmeltzer.
2If a is real-that is, if the transmitting aperture is focused at infinity--(8.8) and
(8.9) may be written
ca (d) = 2r2k2 j fdu J ds u (u) J o +ik
2 24
P O L+0ik
iu (L-s)(sL+k a
L- t k(L +k2 4 ) 
+k
2 2 2
-u (L-s) 22
2 24
L +k a 
(8.10)
A logical extension of these results is to consider the receiving as well as the transmitting
apertures to be finite. The result of similar development for Gaussian receiving and
transmitting apertures is
2 2 L k du(s+ik)t')
C (d) = 22r k J du f ds u(U) Jt 2 (RR*T RR)
O O0ep 0 (Olt r
{iu s(L-s)\ i 2 (L-s) a 2 L: (s+ikct2)2l = expiu2 ~l-s) piuOt 2 )
R = exp 2kL L 2 _ 2 2 22
2L ex(L+ikt (L+ikat ) (L+ik(at +(
r
))
where rt and or refer to the transmitting and receiving apertures.
r
(8.11)
The plane-wave situation can be obtained from (8.11) by allowing a to approach
infinity, a being real:t
C (d) = 2 2k 2
P
kf du
0
L 2 [22L
IJ ds u4 (u) Jo(du) exp (-u or ) 1 cos
-fr 
This expression differs from the plane-wave, point-receiving-aperture result by the term
exp(-u2ar2), which has the effect of reducing contributions from high wavenumbers u.
If the transmitting aperture is not infinite, but the receiver is nevertheless well
within the near-field of the transmitter aperture (a common situation in optical experi-
ments), then kat2 >> L, and (8.11) may be approximated (at2 real).
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kL-r 2 222
22dua -uat CT
Ca(d)= 2 k du f ds u*z(u) Jo 2 expI 2 r-
o 0o r t r
[ os(u2L )) ] (8.13)
In obtaining (8.5) it was assumed that one of the receiving points lay on the z-axis; if this
is not the case, (8.5) may be rewritten
1 2 L (Lu s1 (L-s1 ) 2(L-s )2dC
a
(x-x2 ) _ [k2 f i.exp 2kL expdCa(xlX2) 2kL 2L(L+iko /
L slc+ ik 12 2
/ (s2 terms) · (a(u,s ) cos L+iku 1 L+ ika 1
a(u,s2) cos ( (x2 ,s2 terms) + b2 u ) ds ds2
L L
+ k2 f (s1 terms (s2 terms) '
O O
(a(u,s1 ) cos (...) ' a*(u,s2 ) cos (*)) dSlds 2 3. (8.14)
As before, we may reduce this integral under the one additional assumption x1,x2 << L
(cf. (8.7)).
If d1 and d2 are the vectors from (O,O,L) to the two receiving points, and 0 and(0 + 9) are the angles between these vectors and the axis of the perturbation, then,
x1 = l cos (0), (8.15)
x2 = I d2 cos (+ o).
Expressing the total covariance C(d) as the integral of (8.14) over all u, and per-
forming the 0 integration (cf. (8.8)):
C
a ( d )
= 27k2 2 X f du f ds u)(u) (k expQJ 2 [uadlR-2R* I ] (expQ) Jo
p 0 0P O
[uRI 1-d2l ] )(8.16)
s+ika -u (L-s) Rwhere R +i2 and Q2 s) R2 2ikL+ikc~
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This result is essentially that of Ishimaru (1968). It may be extended to include finite
receiving as well as transmitting apertures:
22 kL 2 -- 1
C a(d) = 2 X k J duf ds u(u) (P) 2J0 [u 1 S- 2s*1] FpJo [uSI 1 2i ])
p 0 0
(8.17)
where
2 2 (L-s) 22 La (s+ika ) 
~u s (L-s) u t r t
P-= exp _ 2 2 2
Pexp 2kL / ~2L~ L+ikut 2 (L+iko t )(L+ik(a+t r ))
2
s+ikor
S= t2 2
L+ik(at +ar )
The development of expressions for anisotropic spectra 45(u) of Section 5 may be
applied readily to the finite aperture treatment of this section. The anisotropic spec-
trum (5.7) can be included in the 0-integration preceding (8.5) or (8.16), with results of
the form of (5.12) obtaining.
9. PROPAGATION IN A RANDOM LOSSY MEDIUM
Thus far the propagation medium has been considered to be transparent-that is, the
refractive index has been assumed to be real. Strictly speaking this is not the case in
the atmosphere, although it is a good approximation in the microwave and optical portions
of the spectrum. For other regions of the spectrum, particularly the millimeter-wave and
infrared regions, moderate to very severe attenuation occurs, primarily resulting from
molecular absorption lines (especially those of the water molecule).
Extension of the techniques used in Sections 2 and 3 to a medium with a complex
refractive index is straightforward, and indeed the results may be simply guessed at
the start. Considering a single Fourier component of the refractivity field as acting
as a diffraction grating, we have noted that an additional pair of waves is generated
by the grating, and that these waves lag the original wave by 900 at the grating. The sum
of the three waves varies in amplitude as the sine of a function depending upon the dis-
tance from the grating (2.7). If the refractive perturbation a (cf. (2.3)) is now made com-
plex, an additional pair of waves is created, propagating at the same angles as those
caused by the real portion of the refractive index, but in phase with the original wave at
the grating. Since these waves lack the 900 phase shift at the grating, their sum with the
original wave is a cosine function of the distance from the grating. Note that this cosine
relationship is that appropriate for the phase fluctuations due to the real part of the re-
fractive index. In the final result, the relationships between amplitude and phase pertur-
bations resulting from the imaginary portion of the refractive index, are identical to those
for the phase and amplitude, respectively, resulting from the real part; that is, the role of
a given scatterer is reversed in the two cases.
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Derivation of results for the spherical-wave geometry follows. Naturally the same
approach is valid for the plane-wave situation. From (3.8),
dE = 2kL u s( -s cos + b)
If a (the magnitude of the phase perturbation) is complex,
a = u)+ ?(u) = R + iI
r I
(9.1)
(9.2)
and c is the correlation coefficient between the real and imaginary parts of a, then the
perturbation of amplitude in the plane z = L is
dP = ka dz cos u (s + b))
a ) u
2
s(L-s)Rsin 2kL + Icos u s(L-s)2kL (9.3)
Performing the cross-product integration of (3.11),
dC (x -x2) = 4Tk
a 1X-2)
2 L
O
ds cos( 
2 2 u s(L-s)
+ I cos 2kL
F 1-2
(s-x 2 )). [R2sin u s(L-s)
1 2 ~~2kL
2 
+ cRsin u s(L-s)
2kL
and the total covariance is:
C (d) =' 4r2k2
a
k L
du 
0
dsuds J d u -
o L [r (u)
+ (u) cos
2
( 2 kLu )s+oC (u) 4(u) sin
sin2 (u 2 s (L-s)
u s(L-s) 
kL 
If the real and imaginary spectra are related by a multiplicative constant such that
4i (u) = m24r(U), then
C (d) = 412k 2
a
k
f du
0
L
0
ds u4> (u) J ) n u2 s(L-s)2kL )
+ cm sin ( skLs))
Phase covariance is obtained by simply interchanging sin2 () and cos2 () terms:
C (d) = 42k2
p
O
k L
du f ds ur (u)
0
2 sin2/u2 s(L-s)
\ 2kL !
+u2s(L-s) ]
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(9.5)
+2 cos ( 2 (Ls))
\ 2kL J ]
2
cos
(9.6)
(u2 s(L-s)~2kL |
(9.7)
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Other quantities are similarly obtained. For example, the wave structure function:
D(d) = 8r2 k2 f du )f ds uu (u ) -Jo ( [l+m +2cmsin u s(L-s))]
O O (9.8)
In the likely case where either 4r(u) or Pi(u) dominates, the cross-term 2 cm · sin()
will not be important (as it is oscillatory about zero in both u and s).
In order to estimate the value of m, the ratio of the magnitudes of the real and
imaginary fluctuating components of the refractive index, consider the following argument:
A plane-wave propagating along the z-axis in a medium of refractive index n, exp(-iknz),
where n = A + iB, experiences an excess phase-path over free-space of z(A-1), and a trans-
mittance of exp(-kzB). If the predominant mechanism for refractivity variations is local
density change (as by temperature fluctuations), then changes in excess phase path will
occur in proportion to the logarithm of changes in transmittance. That is, the fluctuating
component of (A-1) will be of approximately the same ratio to the average excess phase
path (Ao-1), as the fluctuating component of exp(-kzB) is to the average transmittance
exp(-kzBo). Thus
B log
e
(Transmittance)
m = - (9.9)
(A -1) kL(Ao -1)
At the surface of the earth A - 1 = .0003; thus
0
log
e
(Transmittance) (9.10)
m = - .0 L =.06 X (attenuation)
.0003kL
where A is the wavelength in meters, and the attenuation is measured in db/km.
It appears unlikely that m can approach unity in practical situations, for (9.10) implies
that losses of 16 db/1000 wavelengths would be required. To give some more realistic ex-
amples, for X = 10- 2 m and a loss of 0.3 db/km, m would be about 2 x 10- 4 ; for )X= 10-6 and
a loss of 30 db/km, m would be about 2 x 10- 6. Thus, in these cases, the lossy portion of
the refractive index could be safely ignored as far as the wave structure function or phase
covariances are concerned.
This is not necessarily the case, however, for amplitude covariances, even with such
low values of m, due to the nature of the "filter functions" present in the integral (9.6).
While the contribution of the real part of the refractive index to amplitude covariance is
zero at u = 0 and rises to a peak at blob sizes of about a Fresnel zone (because of the
sin2 term in (9.6), the filter function for the imaginary part is quite different. In the
latter case the weighting is maximum at u = 0, and is minimum at the peak of the con-
tribution from the real part. As a result, amplitude fluctuations originating from varia-
tions of the imaginary part of the refractive index, at low values of u, are emphasized by
the spectrum 5(u), which rises steeply for low u. Thus, while m2 may be only 10 - 6 , the
spectrum may be stronger by a factor of 104 or more at the lower u. When such contribu-
tions to amplitude covariance are appreciable, they will tend to broaden the covariance
function, as well as increase the variance. The data points in Figure 3.2, for example,
may be slightly affected.
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10. "FILTER FUNCTIONS" FOR VARIOUS QUANTITIES
It is instructive to consider the integrands of the expressions derived in the preceding
sections as composed of three types of multiplicative terms. The first term is simply the
power spectrum of the refractive irregularities, the energy input to the scattering process.
This term is the only connection between the integrand and the medium-the other portions
of the integrand are dependent only upon the geometry of the situation (with some excep-
tions to be noted presently). In this section, 4(u) is taken to be u times the spectrum
appearing in previous sections. Hence, for a Kolmogorov turbulence, this section takes
(u) = u-8/3 rather than u-11/3.
The second term is unique in being a function of the path-separation in (for example)
covariance functions. It serves to relate the perturbations present at one point in the re-
ceiving plane to those at another point, and in general goes to unity as the two points be-
come coincident (as in the case of variance). In the expressions derived in this paper this
term is always a Bessel function of the first kind. In two cases not considered in this
section (time-lagged functions and anisotropic media), atmospheric parameters also
enter into this term.
The third term, the subject of this section, is generally referred to as a "filter
function," since it weights selectively the first term. It is a measure of the effect pro-
duced by an irregularity of a given wavenumber u, at a given position s along the path;
that is, it measures the scattering efficiency of the perturber. The "filter function" is a
function of the geometrical factors s,u,L (path length), k (wavenumber of the electro-
magnetic wave), and C (the size of the transmitting aperture). In many of the examples
to follow, the second term mentioned above will be included in the "filter function," adding
the receiver separation d to the variables.
The importance of "filter functions" becomes clear when attempts are made to inter-
pret experimental measurements in terms of atmospheric parameters. A single measure-
ment obviously cannot uniquely determine a number of parameters, and it is necessary to
determine those parameters to which the measurement is most sensitive. If the more
sensitive parameters are well known, attention can be directed to less sensitive parame-
ters; if not, unique determination of the less sensitive parameters is not possible. As an
example, measured spatial amplitude-covariance functions readily yield values for a very
general parameter, the slope of the refractivity spectrum. However, the appropriate
"filter function" (Figure 10.17) shows that such a measurement is sensitive to only a
narrow range of wavenumber u. Thus the measured spectral slope is probably only
representative of that portion of the spectrum in the vicinity of the peak of the "filter
function. "
The remainder of this section is devoted to examples of "filter functions" of four
distinct types. The first type is the simple "filter function" as defined above. It is the
evaluation of the integral in question (less the refractivity spectrum ¢(u)) over all vari-
ables with the exception of u, and is plotted as a function of u, for several values of the
path separation d. The second type is similar to the first, but is plotted for several
values of the receiving or transmitting aperture a. The third type consists of either of
the first two types, multiplied by a Kolmogorov spectrum ¢(u) = u -8/3. While the first
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two types of "filter functions" serve to demonstrate the sensitivity of a given measure-
ment to perturbations of various sizes, the third type gives a more realistic idea of the
relative importance of various wavenumbers in a practical situation, where the refrac-
tivity spectrum is strongly biased toward large irregularities. The fourth type of "filter
function" consists of the evaluation of the integral in question over all variables (includ-
ing u) except s, position along the path. The result, plotted as a function of s, expresses
the relative importance of different portions of the transmission path in the production of
a given perturbation, assuming a uniformly random medium. A Kolmogorov spectrum is
assumed.
The simplest and most well known "filter function" is that for the plane-wave, ampli-
tude-covariance case, first given by Tatarski (1961, p. 149) for the case d = 0. It is shown
in Figure 10.1 for three values of d. The quantity plotted is the evaluation of (2.15) over
the variable s. The amplitude covariance is insensitive to small wavenumbers u, and the
effect of high wavenumbers is reduced by increasing receiver separation d. The correspond-
ing evaluation for phase-covariance is shown in Figure 10.2. It differs from the preceding
case in that small wavenumbers are important; in fact, it is easily shown that those ir-
regularities which are most effective in the production of amplitude fluctuations are least
effective in the production of phase perturbations.
Another pair of amplitude- and phase-covariance "filter functions" is shown in
Figures 10.3 and 10.4. In this case, the parameter is receiver aperture, and the rele-
vant integral is (8.12), evaluated over s. Increased aperture has an effect similar to that
of increased path separation, but is even more effective in reducing the importance of
high wavenumbers, due to the rapid falloff of the Gaussian. Figures 10.5 and 10.6 differ
from the preceding two only in that the results have been multiplied by u-8/3, to simulate
a typical spectrum 0P(u). The curve in Figure 10.5 for amplitude variance peaks at about
uJL-Tk = 1.6, or for a period of the perturbation of 1.6 X-L, in terms of the Fresnel zone
radius. Contributions from higher wavenumbers decrease rapidly.
The effect upon the variance of amplitude can be easily seen, since variance is simply
the area under the curves. Finite receiver aperture has less effect in the case of phase
covariance, since large perturbations are most important. The area under the curves of
Figure 10.6 is not finite for a u-8/3 spectrum; in the atmosphere the spectrum ceases to
increase with decreasing wavenumber at what is called the "outer scale," resulting in
finite phase variance.
Spatial "filter functions" for amplitude and phase covariance are shown in Figures
10.7 and 10.8, a Kolomogorov spectrum being assumed (with an "outer scale" assumed
in the case of phase covariance). Note that regions near the receiver (R in the figures)
contribute little to amplitude fluctuations, and a maximum amount to phase fluctuations.
The "filter-functions" of other quantities are of interest, since they are potentially
sensitive to different regions of the refractivity spectrum or different portions of the
transmission path. That for amplitude-phase covariance (cf. (7.5)) is shown in Figure
10.9, and in Figure 10.10 is shown multiplied by a u-8/3 spectrum. The "spatial filter
function" for this quantity is shown in Figure 10.11. The "filter function" for angle-of-
arrival covariance (cf. (7.4)) is shown alone in Figure 10.12, and with an assumed
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spectrum in Figure 10.13. The "spatial filter function" is shown in Figure 10.14, where
the case d = 0 is not shown. The variance is not finite for a u-8/3 spectrum, unless the
aperture or path separation is finite, or the spectrum terminates at some maximum
wavenumber. There is no convergence problem at the low end of the spectrum in this case.
Thus far, plane wave situations have been considered. As an introduction to the
spherical-wave geometry, attention is drawn to the basic amplitude -covariance integral
(3.13). The/"filter function" portion of this integral is the sin2 term, the zeroes of which
are plotted as solid lines in Figure 10.15. Zeroes of the Bessel function in (3.13) are
plotted as dashed lines. When a u -8/3 spectrum is mentally superimposed upon Figure
10.15, the relative contributions can be imagined in two dimensions-in s and in u. It
can be seen, for example, that the Bessel function serves to reduce the contribution of
high wavenumber perturbations near the receiver (s/z = 1), while having little effect
near the transmitter. Similarly, the sin2 term serves to emphasize large perturbations
near mid-path, and smaller-scale perturbations towards the ends of the path. In quantita-
tive terms, the sin2 term places major emphasis upon those perturbations which are
equal in size to the Fresnel ellipsoid, which of course is small near the ends of the path
and largest in the center. At high-wavenumbers the situation is very complex, some
wavenumbers contributing negatively to the covariance, others positively and some not
at all, since they are very poor scatterers.
Amplitude and phase-covariance "filter functions," as obtained from (3.13) by inte-
gration over s, are shown in Figure 10.16 for two values of d; they are rather similar to
those in the plane wave case (Figures 10.1 and 10.2); finite receiver separation is quite
effective in reducing the contribution of high-wavenumber perturbations. The same quan-
tities, multiplied by an assumed spectrum, are shown in Figure 10.17, and the "spatial
filter functions," obtained by integrating (3.13) in u (with an assumed spectrum), are shown
in Figures 10.18 and 10.19. The peak of the amplitude-variance curve in Figure 10.17
occurs at uV L/k= 3, or for a period of the perturbation of about 0.8 -i-L, in terms of the
Fresnel-zone radius (vis. 1.6 A/JI in the plane-wave case), and of course contribution
from high wavenumbers is greatly reduced due to the steep slope of the spectrum. Note
in Figure 10.18 that increasing receiver separation tends to emphasize that portion of
the path near the transmitter, and in any case the very ends of the path are unimportant.
In the case of phase variance (Figure 10.19, d = 0), the whole path is almost equally im-
portant (for the outer-scale chosen; a smaller outer-scale would reduce the importance
of mid-path).
As an example of another function, the "filter function" for amplitude-phase covari-
ance is shown alone in Figure 10.20, and multiplied by an assumed spectrum in Figure
10.21. The "spatial filter function" is shown in Figure 10.22; it is similar to the ampli-
tude-covariance case, but is less sensitive to increased receiver separation. The "filter
function" for spherical-wave angle-of-arrival variance is shown alone in Figure 10.23,
and multiplied by an assumed spectrum in Figure 10.24. As in the plane-wave case, this
integral is not convergent for a u-8/3 spectrum unless the aperture or separation is finite.
Thus, in the "spatial filter function" shown in Figure 10.25, the case d = 0 is not given.
Figure 10.25 is unique among the spherical-wave, "spatial filter functions" given here,
in its emphasis upon the region near the receiver, and lack of emphasis near the
transmitter.
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N U,
Figure 10.15. Zeroes of the function
Jo (dsu/L) sin2 (u2 s(L-s)/2kL), with L = 28000,
k = 716, d = 4.
10
u,/'7-
Figure 10.16. Spherical-wave amplitude and phase
covariance "filter functions" for two values of
receiver separation d.
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Figure 10.17. Spherical-wave amplitude and
phase covariance "filter functions" for two
values of receiver separation d.
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Figure 10.18. Spherical-wave amplitude covariance
"spatial filter function."
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These examples of "filter functions" demonstrate that, to some extent, the region of
the medium or the range of wavenumber of interest can be emphasized by proper choice
of the quantity measured. Perhaps more importantly, they also demonstrate that conclu-
sions based upon measurements are valid only over a certain range of wavenumbers, or
perhaps over a certain portion of the transmission path.
11. THE USE OF PROPAGATION MEASUREMENTS IN ATMOSPHERIC PROBING
Considerable interest exists in the application of microwave and optical propagation
measurements to the determination of various atmospheric parameters, both because such
measurements can be made without actually placing an instrument at the point of measure-
ment, and because the potential exists for measuring quantities otherwise very difficult to
measure at all. The basic problems involved in relating propagation measurements to
atmospheric parameters are three. First, a suitable analytical framework must be de-
veloped, expressing the relationship between the parameter of interest and the measure-
ments; this has been the subject of the preceding sections of this report. Secondly, mea-
surements of sufficient quality must be obtained. Finally, suitable mathematical techniques
must be used to obtain from the measurement the desired information about the atmosphere.
This latter problem is not trivial; the expressions derived in the preceding sections equate
the measured quantity with an integral over atmospheric parameters, and thus the prob-
lem is to solve an integral equation (and generally a family of such equations). In only a
few of the cases of interest is it possible to invert the integral analytically and we shall
generally be forced to use iterative, numerical techniques.
Atmospheric parameters of interest may be conveniently divided into two cate-
gories-quantities averaged over the transmission path, and quantities about which
spatial information is desired. The simplest quantity of the first type is the magnitude
of the refractivity spectrum, Cn2 . This quantity may be obtained simply by measuring
the variance of the amplitude of the received signal. It must be borne in mind, however,
that this quantity as measured is a weighted average-weighted along the path and weighted
in wavenumber u, as described by the "filter functions" plotted in Section 10. Thus, if the
refractivity spectrum is not uniform along the path, or is not of the form assumed (Kolmo-
gorov, for instance), the results will be difficult to interpret. A more sophisticated ap-
proach to measuring the magnitude of the refractivity spectrum is to consider the form
of the spectrum to be unknown, and solve for the form as well as the magnitude (assuming
spatial uniformity of the spectrum). To take a simple case, consider plane-wave ampli-
tude covariance, as governed by (2.13). Rewriting that expression,
k L
Ca(d)= f du u (u) J (du) f F (u,s) ds (11.1)
O 0
where ~ (u) is the unknown quantity, and Ca(d) the measured quantity. This expression can
be inverted explicitly as a Hankel transform.
co L
uID(u) f d' Jo(d'u)C a(d') dd/f F (u,s) ds (11.2)
O O
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Similar analytical inversions are possible in the spherical-wave case, but only for
parallel-path situations (where the variable s does not appear in the argument of the
Bessel function). Such a situation occurs in the case of time-covariances, when the
windfield is uniform. Covariance is then measured as a function of Vt, rather than d,
and the inversion proceeds in the same fashion as above. In the general spherical-wave
situation, analytic transformation is not possible, but simple numerical techniques are
available. For instance, the spectrum, ~ (u), can be assumed to have some form-as a
series of step functions in s with unknown amplitudes at each step. The covariance at
each separation d can then be written as a summation of integrals over the various steps
in s, the whole set then forming a family of linear simultaneous equations. This is easily
solved, and n measurements of covariance provide n degrees of freedom in the result.
Such measurements and subsequent transformations have proved to be of great value
at the upper limit of the refractivity spectrum where, with very short optical paths, it is
possible to measure the rather sharp cutoff of the spectrum. It should be equally valuable
to examine the lower end of the spectrum where the suitable technique would be (as can
be seen from the filter functions in Section 10) measurements of phase covariance over
parallel paths. It would also be of interest to investigate the "inertial subrange" for de-
partures from the expected Kolmogorov spectrum. Here the appropriate tool would be
millimeter-wave amplitude covariance measurements.
As an example of another more-or-less spatially averaged quantity, wind velocity
can be measured to a degree by correlation techniques. It can be seen from (6.2) that
the time-lag for which the time-autocorrelation function (d = 0) falls to a given value is
inversely proportional to the velocity V. In Figure 11.1 is plotted the reciprocal half-
width of the amplitude time-correlation function, vs. time, as observed on the array de-
scribed previously (Lee and Waterman, 1966). This quantity should thus be proportional
to the velocity, and that it is to a degree can be seen by comparison with Figure 11.2,
taken from measurements made 250 m under the propagation path.
We now consider the second category mentioned above, quantities whose spatial
distribution is to be studied. The simplest such quantity is the magnitude of the refrac-
tivity spectrum, Cn2 . In either the plane- or spherical-wave case we are faced with a
linear integral equation of the first kind. We proceed as before, and assume that Cn2
is a series of step functions in s, and the amplitude of the several steps is unknown. A
family of linear, simultaneous equations results, the solution of which furnishes the de-
sired dependence of Cn2 , with the resolution dependent upon the number of measurements
available.
The above examples are relatively simple, and present no mathematical problems,
but are nevertheless quite useful. As a final example, we will consider a much more
difficult problem, that of determining windspeed as a function of position s.
As can be seen from (6.2), velocity appears in the argument of the Bessel function
which is always present in the covariance integrals. Thus the problem is that of invert-
ing a family of non-linear integral equations, rather than linear integral equations. The
general techniques for solution remain the same-assuming a form for the solution, with
unknown parameters, and then solving a set of simultaneous equations for those parameters.
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Figure 11.1. Reciprocal half-width of amplitude time-correlation
function, as measured on April 27/28, 1967.
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Figure 11.2. Surface wind velocity measured
on April 27/28, 1967.
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In the general case of non-linear integral equations, however, these simultaneous equa-
tions are themselves non-linear, and therefore must be solved by iterative numerical
techniques. While such solutions are not difficult in principle, they are mathematically
messy, and certain techniques can be used to simplify the process, at the expense of
some detail in the results. One such technique is to linearize the integral involved by
differentiation. The time-derivative of the time-lagged amplitude covariance function
(plane-wave) is of the form
k 2 L
C'(d,O) = u p(u) J(du)du f V(s) F(u,s) ds (11.3)
O O
as evaluated at t = 0. Note that this is a linear equation of exactly the type considered
earlier, and the solution follows the same lines. V(s) may, for instance, be obtained as
a stepwise-linear function of s, with as many steps as measurements. Information is lost
in the process of differentiation-that information obtained at larger time-lags-and thus
resolution is reduced. This information may be utilized by considering higher derivatives
of the correlation function, still evaluated at t = 0. The set of simultaneous equations re-
sulting from measurements of the second derivative are equations in V(s)2 , for example;
that is, they are linear equations in V(s)2 . This process may be carried to still higher
derivatives, until the derivatives are no longer meaningful. In practice, the measured
time-lagged correlation functions would be fit to high-order polynomials, and the deriva-
tives of these polynomials taken, thus making use of large time-lag covariances. Other
techniques for solution exist, and may be exploited, but in general, simultaneous equations
of even higher complexity (including cross-terms between the unknowns) result.
There are other problems involved in the interpretation of measurements along the
lines suggested above, which deserve mention here. In the first place, such transforma-
tions are by nature sampled-data processes. Measurements are made at a finite number
of points, separated in time and distance by finite increments. Hence the results obtain-
able from such transformations are subject to inherent limitations of resolution and
region of validity. For example, in the determination of the spectrum Z (u) by measure-
ment of the spatial-covariance function and subsequent transformation, a lower-limit
upon the separation in u of the resulting independent estimates of the spectral density
is imposed by the maximum separation d available. This limit is easily derived, and is
of the order 2ir/dmax. Similarly, an upper limit is set upon u by the smallest separation,
of order 27r/dmin. Energy from higher wavenumbers will "fold over" and contaminate
estimates for lower wavenumbers. This process is exactly analogous to spectral analy-
sis of time-sampled data. The accuracy of the resulting spectral-density estimates is
also limited by the width of u included in the estimate ("bandwidth")--the narrower the
bandwidth, the greater the statistical fluctuation of the spectral density estimates.
The second problem concerns the sensitivity of the measurement to the atmospheric
parameter being estimated. Taking as an example the transformation (11.2), the quantity
in the denominator can be recognized as the "filter function" appropriate to the measure-
ment. If the measurement is relatively insensitive to the desired parameter (as very
large or very small u in the case of amplitude covariances), the filter function is quite
small, and its inverse quite large. Uncertainties in the measured quantity then become
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very important, and the process is quite "noisy." Thus care must be exercised in choosing
the range over which the unknown quantity is to be estimated.
A final problem concerns noise present in the measurements or generated in subse-
quent analysis. This noise can arise from several sources-finite signal-to-noise ratio,
lack of stationarity in the atmosphere, and round-off errors in the mathematical trans-
formation, to name a few. The effect of such noise sources can be estimated by propagat-
ing artificial errors through the transformation process.
Optimum solution of these problems is a difficult task, but general principles can be
stated. Clearly, as many spacings and time-lags as possible should be used. It is highly
desirable to over-constrain the unknowns, and obtain a least-squares solution, to reduce
the effects of noise. By the same token, it is desirable to allow as few unknowns as pos-
sible, to enhance their statistical significance. To achieve this to the highest degree
possible, full use should be made of all a priori knowledge concerning the medium, so
that the assumed form of the solution may be tailored so as to require a minimum num-
ber of degrees of freedom. For example, if it is known that a certain quantity varies
more rapidly near the termini of the path, the assumed step-function-series solution for
this quantity should have broader steps near mid-path than at the ends. Such tailoring
should not be carried too far, however, as there is danger of forcing a solution of the
desired type.
12. CONCLUSION
The theory of line-of-sight propagation in random media, to which much of this re-
port has been devoted, appears to be reasonably adequate for application to the determi-
nation of atmospheric parameters. It should be noted, however, that the theory cannot
handle such non-random atmospheric phenomena as sharp layers or refractivity gradi-
ents, nor can it handle other than weak-scattering situations (such as long optical paths).
Experimental techniques are advancing rapidly, and have reached the point where
the transformation techniques described above can be attempted. By far the most promis-
ing systems-and the only systems which provide the requisite number of separations
required in the transformations--are arrays of receivers, sampling the received wave
at several points in space simultaneously. Such arrays in the centimeter and millimeter
region exist at Stanford, measuring both the phase and amplitude of the wavefront, and
are contemplated or under construction elsewhere in both the microwave and optical
regions.
Mathematical techniques exist for the transformation of the measurements in terms
of atmospheric parameters. The quantities measured must be selected carefully, bearing
in mind their sensitivity to variations of the parameters of interest, as evidenced by
"filter functions." The statistical and other limitations inherent in the process must
be considered, and maximum use should be made of available information about the
medium, to reduce the number of unknowns in the problem. Finally, all assumptions
regarding the refractivity spectrum, stationarity, isotropy, etc., must be regarded as
suspect until and unless they can be justified by actual measurement.
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ADDITIONAL LINE-OF-SIGHT METHODOLOGY TO THAT PRESENTED
BY JOHN W. STROHBEHN IN "THE USE OF LINE-OF-SIGHT
MICROWAVE PROPAGATION IN REMOTE ATMOSPHERIC PROBING"
C. I. Beard
Boeing Scientific Research Laboratories
Seattle, Washington 98124
ABSTRACT
These remarks present some promising micro-
wave and infrared techniques, not covered in
Strohbehn's preceding paper, which are now
being tested in line-of-sight tropospheric
scattering. Newly measured parameters of the
incoherent scattered microwave field are
sensitive to wavefront sphericity, to wind
speed, and to the eddy wavenumber spectrum.
A recommendation for advancing the state of
the art is given by a proposed experimental
program.
1. INTRODUCTION
These remarks were made following the paper by Strohbehn (1968). Since
the writer is in general agreement with Strohbehn's points, except for the
topic in Section 6 below, the following remarks present information on some
promising line-of-sight measurement procedures additional to those given by
Strohbehn. These techniques have only relatively recently been applied to
line-of-sight tropospheric paths; the information on them is mainly in Company
reports and thus not widely distributed. Therefore, the intent of these com-
ments is primarily to supplement and complement the presentation of Strohbehn
by bringing this material to the attention of the Panel. The topics are
listed in the following Sections; references given by Strohbehn are not re-
peated to save space.
2. MEASUREMENT OF INTEGRATED MICROWAVE INDEX OF REFRACTION
Since microwave methods respond only to the microwave index of refraction
of the atmosphere, Professor Strohbehn touched on some measurement methods.
In addition to the approaches at ITSA/ESSA and MITRE, however, the writer
wants to acquaint this Panel with a different type of method, an infrared
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transmissometer, developed by Tank (1967) at Boeing Scientific Research
Laboratories (BSRL). Briefly, an infrared line-of-sight beam is split into
three parts, each filtered by a bandpass filter; one is in a window at
2.12 microns (p), one is in an oxygen absorption band at 1.27 i, and the third
is in a water vapor band at 1.86 p. Ratios of the 02 and H2 0 intensities to
the window intensity are taken to cancel scintillation; these ratio signals
then provide the instantaneous values of the line-integrated values of the dry
and wet terms of the index of refraction equation, and they can be combined to
give n. In connection with Strohbehn's comment that M. C. Thompson has sug-
gested a method of measuring the integrated index of refraction using two op-
tical wavelengths and one at microwaves, it should be added that the three
wavelength IR system results are to be combined with K-band (20-26 GHz) results
of Kreiss (1967) to improve the overall accuracy of the determination of n.
In future line-of-sight experiments some one of these methods for measuring
integrated index of refraction along the path should be included. This is
especially true for the longer paths, say 10 to 50 miles, on which microwave
measurements have actually been made in the past as a function of meteorolog-
ical data taken at each end of the path but without really knowing the inter-
vening medium. In those days the methods mentioned above were not available,
but now there is no excuse except the deepening money crisis. (See Section 4
for related remarks.)
3. SPHERICAL WAVES
In different places of Strohbehn's report (Parts II and V), he has men-
tioned the little attention given to spherical wavefronts and the need for more
work. The writer wants to support this view and add an additional voice to the
need for more work in this direction. This opinion is based on experimental
results showing the importance of sphericity (Beard, 1962). Since the subject
is important to the interpretation of experimental results, the following
references to theoretical work by deWolf (1967), Twersky (1963), and Ishimaru
(1968) are being added to those given by Strohbehn. Further remarks on sphe-
ricity will be made in Section 6.
4. AGENCY FOR METEOROLOGICAL EQUIPMENT
Strohbehn's suggestion for "an agency through which one could secure
either funds for or temporary loans of meteorological equipment" is a sug-
gestion which should be given the full backing of this Panel. The need for
such equipment and thus for such an agency becomes obvious upon reading the
published literature describing microwave propagation experiments, line-of-
sight or otherwise. Equipment such as the path-integrated index of refraction
methods mentioned in Section 2, microwave cavity refractometers, etc., whose
primary functions are to obtain meteorological parameters, are too costly for
the budgets of many experimenters. One of the Panel participants mentioned
that NCAR has a program of this type; this is commendable. The writer
strongly recommends that this Panel make, or recommend the making of, a study
of the type and level of overall program desirable. An effective lending
program could significantly raise the national level of the quality and
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meaning of propagation research.
5. ARRAY MEASUREMENTS
An antenna array with which the field is sampled at several points in
space simultaneously (essentially) is obviously a desirable, worthwhile device
as shown by the results of Lee and Waterman (1966). The mathematical exten-
sions developed by Lee, as reported on quite favorably by Strohbehn, offer new
possibilities, especially that of measuring the transverse wind at ten posi-
tions along the path.
Consideration should also be given to the "depth of focus" and the
"diameter" of the focused volume in comparison to the eddy scale sizes, to
the number of such eddies within the contributing focused volume, and to the
amplitude and phase structure of the focused field over the eddies included in
this volume. Such information, along with the type of statistical treatment
to be used with this information, are also needed to estimate the resolution
and accuracy of the method. It is to be hoped that resolution tests will be
performed against measured wind velocities at the path altitude at various
locations along the path length. The system capabilities obviously warrant
tests of this type.
The second use of the array given by Strohbehn is to determine C2 at dif-
ferent points along the path. The only comment here is to point out that this
approach involves an even more restrictive assumption (that of a wavenumber
spectrum for locally-homogeneous, isotropic turbulence) than those assumptions
for the single receiver (Taylor's hypothesis and homogeneity). The third
array approach, of trying to determine the wavenumber spectrum, is a task the
"phase quadrature" experiment (described in Section 6 below) is also set up to
investigate.
6. PHASE QUADRATURE MEASUREMENT, USING ONLY ONE RECEIVER
The author wants to acquaint the Panel with a new way of extracting useful
information from the single path, only one receiver configuration. Professor
Strohbehn has essentially "written off" this type of experiment for three rea-
sons. His first, that Taylor's hypothesis must be assumed, does not seem too
critical in view of some confirming tests reported in the literature. The
second, the assumption of homogeneity over the path length, is a severer re-
quirement to satisfy. The third reason results from his considering only
relative phase variations of the total received field (and/or angle of arrival
variations with two receivers); he rightly states that these are insensitive
to atmospheric models. The writer wants to point out that by considering the
full amount of information available in the system, one can obtain the sta-
tistics of the phase quadrature components of the incoherent scattered field
itself, which is the entity produced by the fluctuating medium and thus most
sensitive to it.
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Phasor Diagram of the
Received Field and its
Components.
Figure 1 showing the phasor diagram is
included merely for clarity. T is the
instantaneous magnitude of the total
received field at an instantaneous
phase 0, I is the instantaneous magni-
tude of the random incoherent field
with phase quadrature components I1 and
12, and C is the magnitude of the time-
average coherent field at a fixed
phase a, with all phases referred to,
say, the transmitted field along the
x-axis. The fields are resolved along
two phase quadrature axes, 1 and 2,
which can be rotated to any desired
angle i. Because of the coherent field
on a line-of-sight path, it is quali-
tatively clear from Figure 1 that the
phase (0) of the total field is not
sensitive to the statistics of the
incoherent field; Beard (1962) has
shown this insensitivity quantitatively
in a laboratory type of "line-of-sight"
path at the same time that the phase
quadrature components were measured to
show the actual incoherent field sta-
tistics.
The phase quadrature method determines several parameters which may be
useful in characterizing the medium:
1) The statistics of the phase quadrature components of the incoherent
scattered field (such as probability distributions, variances, spectra,
correlations, etc.).
2) The incoherent power i 
-
= a12 + a2 2.
3) K2 E (a22/l2)ma x = the maximum ratio of the variances of the phase
quadrature components (K2 = > 1).
4) The phase rotation angle (t in Figure 1) of the axes to obtain the
maximum value of K2 ; this is the rotation angle of the equiprobability
ellipse.
Examples of a few of these parameters are becoming available from a
tropospheric experiment (Beard, 1968) which was set up just for the purpose
of investigating the relationship of these parameters to the scattering
medium. On a 3.57 km path the phase quadrature components show that the in-
coherent field lies almost entirely at a phase angle of + 900 with respect to
the coherent field, K2>> 1, and this component is closely normally distributed.
This result agrees with the near field model of Wheelon and Muchmore (1955)
and is consistent with the scale sizes encountered. In Figure 2 is shown a
calculated power spectrum for this larger quadrature component (at + 900 to C);
the interesting feature is that it drops four orders of magnitude with a - 8/3
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(or possibly - 9/3) slope, but definitely not a - 7/3 or - 10/3 slope. (A one-
dimensional K-5/ 3spectrum integrated along the path becomes a K-8/3spectrum.)
This result relates to the question of Strohbehn (page 14 of his paper), "Can
an experiment differentiate between a K-1 1 / 3turbulence spectrum versus a K-40r
a K-3 spectrum?" It might also be mentioned that even in this first spectrum,
the scale size information extends over a range of approximately 1.5 decades.
Whether information content down to scale sizes limited by aperture smoothing
can be obtained depends on signal-to-noise ratios obtainable from magnetic
tape reduction in the future.
There is an indication that there may be a relationship of the incoherent
power to the wind speed, but with the few data available one should say only
that the point looks worth pursuing.
One of the promising exploratory features of this method is the use of the
ratio K2= (a22/012)max. This ratio is sensitive to the sphericity of the illum-
inating and receiving wavefronts (Beard, 1962), and it is most sensitive in the
"mid-field" region. Since K2 is sensitive to the eddy scales, this writer ad-
vances the hypothesis that K2 can be used to explore the eddy wavenumber spec-
trum by examining K2 for various frequency "slices" of the power frequency
spectra of the two phase quadrature components of the incoherent field. The
low fluctuation frequencies should be associated with the larger scale sizes,
and the high fluctuation frequencies with the small scales. K2 should thus be
large at the low frequency end of the spectrum since near-field conditions are
approached, and K2 should decrease toward the high-spectral frequencies as far-
zone conditions are approached for smaller scale sizes. The one test that has
been made with the spectra of the two components is encouraging and warrants a
full test of the hypothesis.
The fourth parameter i, the phase rotation of the equiprobability ellipse,
may be rotated with respect to the coherent field (Beard, 1962), and the writer
has also found that the rotation angle may change with sphericity in rough sur-
face scattering. Whether such behavior occurs in this particular tropospheric
experiment is not known yet and awaits digital reduction of the magnetic tape
data.
Since the "mid-field" region is related to a phase delay k,2 /8L, where
k = 2v/X, g is the eddy scale size, and L is the path length, there are clearly
three variations on the line-of-sight theme to change the sphericity:
a) A multi-wavelength experiment (with the same antenna beamwidths)
seems best since the meteorology remains constant.
b) Two paths of different length L; the obvious difficulty is to
traverse nearly the same atmospheric conditions.
c) The third method is to make measurements in various weather
conditions, letting the weather change the scale sizes.
In summary, in this method of measuring the phase quadrature components of
the received field at one receiver, four parameters of the incoherent scattered
field are determined. Various of these parameters are sensitive to the eddy
wavenumber spectrum, the wind speed, and to the sphericity of the transmitting
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and receiving wavefronts. A hypothesis is advanced to use one of these parame-
ters, K2 , as a means of exploring the eddy size wavenumber spectrum.
7. A PROPOSED EXPERIMENT
Out of this comparison emerges the outline of a line-of-sight experiment
supreme. It incorporates the most encouraging features of the newer programs
and must be performed over a fully meteorologically instrumented path. It
should include the following:
a) A phase and amplitude array experiment (Section 5 above) in both the
horizontal and vertical planes, operating simultaneously.
b) A "phase quadrature" experiment (Section 6 above) on the field received
by the center antenna of the array and operated simultaneously with the array.
(A phase reference link from the transmitter to the receiver is required.)
c) A path-integrated microwave index of refraction measurement (Section 2
above) made simultaneously with (a) and (b) above, possibly by the infrared-
K-band system now in operation.
d) Comprehensive meteorological measurement of the path, for example, wind
velocity at the path altitude at various points along the path, wide spectral
response recordings of many parameters such as temperature and humidity, micro-
wave refractometer index of refraction, wind shear, shadowgraph photographs for
transverse scale sizes, etc.
The very magnitude of this program in terms of complexity and variety of
equipment, expense, manpower, data processing, etc., indicates that a coopera-
tive program and/or facility of some kind might not be inappropriate.
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COMMENTS ON PAPERS BY DRS. STROHBEHN AND BEARD
by
Akira Ishimaru
Department of Electrical Engineering
University of Washington
Seattle, Washington
I have a number of points to make concerning the presentations of both
Drs. Strohbehn and Beard. They are as follows:
1. On the assumption X<<l0 .
There are two possible ways to relax this assumption.
(a) The assumption is basically equivalent to taking the saddle point
approximation of the integral; therefore the assumption may be
relaxed (Bremmer, 1964).
(b) Tatarski's argument of using X << 1o is based on the plane wave
case. Other waves, such as spherical and beam waves may not
require this condition. In particular, the beam wave theory does
not seem to require such an assumption.
2. Importance of the filter function for beam waves.
The spectrum of the field at an observation point is a product of a
filter function and a power spectrum of the index of refraction. The filter
function for the plane wave is well known (Tatarski). But the filter function
for the beam wave has an additional factor involving the size of the beam.
Thus, depending on whether the beam size is large or small compared with the
inner and outer scale of turbulence and the Fresnel radius for the distance, we
would expect different spectral behaviors; this may be useful in probing
atmospheric characteristics.
It may also be noted that the beam spreading and the fluctuation
characteristics of the focused beam, which is now under study, may yield
additional information.
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3. Measurement of the structure function.
Since atmospheric turbulence is basically nonhomogeneous, and is
better approximated by Kolmogorov local homogeneity, its characteristics may
be better measured by structure functions rather than by covariance functions.
The amplitude fluctuations are basically homogeneous due to the effect of the
filter function, but the phase fluctuation is affected much more by the outer
scale of turbulence. Thus, the measurement of the phase structure function
may be more useful.
4. Difference between the average and effective refractive indices.
Recently, Tatarski and Keller made an extensive study on the propaga-
tion of the average field and corresponding effective refractive index, neff.
For example, for scalar waves
(V 2 + k2 n2 ) = O , and
n = n + n i , where n = average index of refraction
and n1 is the fluctuation. Then
(V2 + k2 n = Ov  eff)uO
where u is the average field, and neff does not equal n but depends on the
correlation function of n 1 . This difference may have to be taken into account
when considering the absolute path. especially when the fluctuation is
significant.
5. Regarding Dr. Beard's experiment.
Dr. Beard's phase quadrature experiments seem to be quite consistent
with the theoretical results outlined by Dr. Strohbehn. As is well known, at
short distance, the mean square fluctuation increases as L (distance) while
the mean square amplitude fluctuation increases much more slowly as L3 . On
the other hand, at large distances, the mean square phase and amplitude
fluctuations are about the same. Beard's results appear to correspond with
these predictions. On the other hand, the Russian workers observed that the
log-amplitude seems to obey Gaussian statistics in their optical experiments.
This should be compared with the statistics which Dr. Beard is investigating.
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Jules Aarons
Air Force Cambridge Research Laboratories
Bedford, Massachusetts
Atmospheric absorption measurements have been made in the past using
microwave radiation from the sun, the moon, and discrete radio sources
for the measurements. Oxygen and water vapor are the principal constituents
absorbing the energy. Absorption is readily observed at 3 GHz and higher
frequencies.
Another tool which might be used to measure absorption is microwave
beacon transmissions from synchronous and near synchronous satellites.
With a fixed angle of elevation of a synchronous satellite complete
diurnal coverage of the integrated absorption is available. With refined
interferometric equipment, angle of arrival studies can also be made and
phase deviations measured.
The transmissions now available are of limited utility for consistent
observations because of their low power. Large antennas and phase lock
ground equipment are needed for an adequate signal to noise ratio.
Among the beacons now transmitting in the microwave region are the
following:
(1) Intelsat 2 F-3 Object 1967 26A - Beacon #1 at 4058.15 MHz,
Beacon #2 at 4182.00 MHz. It is now positioned at 50 West Longitude.
COMSAT Corporation, Washington, D.C., is responsible for this satellite
and several others which are also transmitting on the same frequencies
and located in either the Atlantic or Pacific areas.
(2) IDCS Beacons - a series of twenty satellites which are in
a near synchronous orbit and transmit on 7299.5 MHz. The Defense
Communications Agency (DCA), Mr. William de Hart, Code 480, Washington,
D.C., is responsible for this series.
The technical output of a study of this type is the integrated
absorption over the whole path length. This has limited utility for
meteorological research but may have utility for cataloging long term
changes of oxygen and water vapor at a particular area. The measure-
ments, of course, need calibration by other techniques in order to
determine the various height contributions to the absorption.
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A more subtle measurement may be made of atmospheric irregularities by
means of the interferometric technique. The beacon signal has phase infor-
mation and the interferometric measurements of phase differences can yield
new irregularity data at high angles of elevation through the total atmos-
phere; present ground based transmitter and angle of arrival measurements
have only horizontal paths or relatively limited geometry (mountain-valley).
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REMOTE ATMOSPHERIC PROBING BY GROUND-TO-GROUND
LINE-OF-SIGHT OPTICAL METHODS
Robert S. Lawrence
ESSA Research Laboratories, Boulder, Colorado
ABSTRACT
We describe qualitatively the optical
effects arising from refractive-index vari-
ations in the clear air and discuss the
possibilities of using those effects for
remotely sensing the physical properties
of the atmosphere. The effects include
scintillations, path-length fluctuations,
spreading of a laser beam, deflection of the
beam, and depolarization. The physical
properties that may be measured include
the average temperature along the path, the
vertical temperature gradient, and the dis-
tribution along the path of the strength of
turbulence and the transverse wind velocity.
Line-of-sight laser-beam methods are
clearly effective in measuring the average
properties, but less effective in measuring
distributions along the path. Fundamental
limitations to the resolution are pointed out
and experiments are recommended to inves-
tigate the practicality of the methods.
1. INTRODUCTION
This paper deals with the optical effects arising from variations of the
refractive index of the clear atmosphere. It does not consider the effects of
absorption or scattering by either aerosols or molecules. Thus, there will
be no discussion of radiometry, spectroscopy, or spectrophotometry.
The atmospheric effects that remain include the modification of the opti-
cal path by the mean refractive index along the line of sight and the distortion
of an optical wave by the temporal and spatial variations in the refractive
index. Sections 2 through 4 summarize those atmospheric effects that may
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be relevant to the problem of remote probing. The remaining sections
describe briefly some methods for using the effects.
2. EFFECTS OF TURBULENCE
Z.1 The Refractive-Index Variations
The twinkling of stars and the variable blurring of their images in a tele-
scope are caused by the small-scale and rapidly varying density fluctuations
associated with atmospheric turbulence. Density is the pertinent physical
property because the optical refractivity, n-l, is proportional to density. In
the open atmosphere the variation in density of a small parcel of air depends
only on variation of its temperature because pressure differences are smoothed
out with the velocity of sound. Thus, in what follows, we shall be safe in
making no distinction between the refractive-index fluctuations and the tem-
perature fluctuations. Notice, however, that these fluctuations are not nec-
essarily identical to the velocity fluctuations measured by the hot-wire probes
so commonly used in studies of turbulence. If the atmosphere is in neutral
thermal stability, i.e. if the temperature lapse rate is adiabatic, strong
mechanical turbulence may exist with little or no optical effect.
The direct relationship between temperature fluctuations and optical
effects suggests the use of small, high-speed thermometers to measure
directly the strength and the structure of turbulence as it affects light waves.
Resistance thermometers having dimensions less than a millimeter and re-
sponse times less than a millisecond are regularly used by ERL in Boulder
to 'calibrate"the atmosphere whenever optical measurements are in progress
(see Ochs, 1967).
As we shall see later, the thermal irregularities that are most effective
in producing optical effects range in size from a few millimeters to about ten
centimeters. Over this range of sizes, and indeed to much larger scales, the
turbulence follows closely the Kolmogorov-Obukov model which predicts that
the power spectrum of temperature fluctuations will vary as the -5/3 power
of the wave number. Measurements made at Boulder have shown the 'inertial
sub-range, "in which the -5/3 spectrum holds, to extend to irregularities as
small as 2 or 3 mm. At smaller sizes, the spectrum steepens as viscous
damping destroys the turbulence.
2.2 Intensity Effects on a Light Wave
Let us consider the behavior of a light wave as it travels outward from a
point source through the turbulent atmosphere (Figure 1). The wave front is
initially spherical, as at A. Upon passing through irregularities to reach
position B it becomes distorted. Since absorption and wide-angle scattering
are negligible, the energy density of the wavefront B is still uniform and
equal to its free-space value. Thus an ordinary square-law detector located
at B would be unaffected by the irregularities and incapable of measuring
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them. The irregularities in the wave front can, of course, be measured by a
phase-sensitive detector such as an interferometer.
SOURCE 
B 
C
Figure 1. Schematic diagram of the propagation of a spheri-
cal light wave through a turbulent atmosphere.
Phase fluctuations at B develop into phase and
intensity fluctuations at C.
As the wave progresses from B toward C, the various portions of the
distorted wave front travel in slightly different directions and eventually
begin to interfere. The interference is equivalent to a redistribution of
energy in the wave and causes intensity fluctuations (scintillations) which can
be detected by a square-law detector. On the way from B to C the wave front
passes through additional refractive-index irregularities and so suffers addi-
tional phase perturbations. These new irregularities are, however, relatively
ineffective in producing intensity fluctuations.
Let us examine the criteria that determine which of the turbulent irregu-
larities along a line of sight are most effective in producing intensity fluctua-
tions. In Figure 2, consider an irregularity of radius r at an arbitrary point
A on the line of sight between the source S and the receiver R. That irregu-
larity can be fully effective in producing intensity variations only if the
extreme ray paths, SAR and SBR, involving it differ in length by at least half
a wavelength, i. e. the irregularity must be at least equal in size to the first
zone of a Fresnel zone plate situated at A. This minimum effective size is,
in fact, the optimum size for the irregularity. Larger irregularities at the
same point are rendered ineffective by the smaller ones just as a lens is
rendered ineffective by a ground-glass surface.
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Figure 2. The geometry involved in determining the irregular-
ity size most effective in producing scintillations.
Working out the geometry of Figure 2, we find that the radius of the most
Z1 Z 2
effective irregularity is r S Nfq, where X is the wavelength and q = _
z+ Z 2
depends upon the position of A. This radius is plotted in Figure 3 for a wave-0
length of 6328 A and a path length of 10 km.
If we assume, for the moment, that the turbulence is uniformly distrib-
uted along the path and has a Komogorov spectrum, it is clear that the mean-
square fluctuation of refractive index attributable to irregularities of optimum
size varies systematically along the path. There is, therefore, a weighting
function that expresses the relative effectiveness of turbulence in producing
intensity fluctuations as a function of position along the path. From Figure 3
it is clear that this weighting function must reach a maximum at the midpoint
of the path and must drop symmetrically to zero at the ends. An expression
for this function has been derived (Fried, 1967a). It is
E = fx , sin x dx
·o
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Figure 3. The radius of the most effective irregularity at
various points along a 10 km path, and the
resulting pattern size.
Figure 4 compares this integral, evaluated numerically as a function of posi-
tion along the path, with the best-fitting parabola. In summary, the relative
effectiveness of a uniformly turbulent atmosphere in producing intensity scin-
tillations is approximately a parabolic function of position along the path,
being a maximum at the midpoint and zero at the ends.
Next, let us examine the scale sizes of the intensity patterns at the re-
ceiver due to the optimum-sized refractive-index irregularities located at
various points along the path. Referring to Figure 5 and recalling that the
95.
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Figure 4. The relative effectiveness of Kolmogorov turbulence
at various points along a 10 km path in producing
intensity fluctuations. The dashed curve is the best-
fit parabolic approximation.
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Figure 5. The geometry involved in determining the pattern
size produced by the most effective irregularities.
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radius r of the optimum-sized irregularity of A was such that SBR exceeded
SAR by a half wavelength, we can see that the size p of the pattern at the re-
ceiver is determined by the requirement that SBR' must equal SAR'. Then,
when destructive interference is present at R, constructive interference will
occur at R'. Working out the geometry, we find that the pattern is larger than
the turbulent irregularity by the factor p/r = 2 (1 + zz/z). The pattern size p
is shown in Figure 3 for a 10 km path.
We have seen that the diffraction process that produces intensity fluctua-
tions in the light wave selects only certain optimum sizes from the broad
spectrum of irregularities available in Kolmogorov turbulence. The optimum
size selected depends on the position along the path, and each position pro-
duces a predominant, and unique, pattern size at the receiver. When the
weighting function shown in Figure 4 is combined with the pattern-size func-
tion of Figure 3, there results the composite spectrum of sizes observable in
the intensity pattern. Notice that, for turbulence distributed uniformly along
the path, this composite spectrum of sizes depends only on the wavelength
and the path length; it is not indicative of any preferred size of turbulent
eddies in the atmosphere. An expression for this spectrum, or rather, its
Fourier transform, the covariance function, has been derived by Fried
(1967b), and is compared with observational data in Figure 6. In the figure,
cm
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Figure 6.
k
The covariance function of intensity fluctuations
calculated (from Fried) and observed over a 5.5 km
path.
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the normalized covariance of log-amplitude measurements made on spaced
detectors is plotted as a function of detector spacing p.
The temporal fluctuations of intensity observed at a point arise from two
causes. First, the intensity pattern at the receiver plane is continuously
changing in detail because of the random velocities of the various turbulent
eddies in the atmosphere. Second, the entire pattern drifts past the detector
as the result of the transverse component of the mean wind. The power spec-
trum of intensity fluctuations is closely related to the spatial spectrum of the
intensity pattern, and derived from it by including the effect of the mean trans-
verse wind. As in the case of the spatial spectrum, the power spectrum
resulting from uniformly distributed turbulence depends only on the wavelength
of the light and the path length, shifted in frequency in proportion to the trans-
verse wind velocity.
Incidentally, though the topic is outside the scope of this paper, the power
spectrum changes radically if raindrops enter the beam. This effect has not
been investigated but might prove useful in remotely measuring the presence
of rain, or maybe even the drop size distribution.
As we have seen, the spectrum of pattern sizes and the power spectrum
of temporal fluctuations depend on the wavelength of the light, but they are
not ordinarily indicative of any preferred size of turbulent eddies in the atmos-
phere. Thus, when dealing with a Kolmogorov spectrum of turbulence, we
should not expect to obtain independent information by observing on two or
more wavelengths simultaneously. However, such multiple-wavelength obser-
vations might prove useful in investigating departures from the Kolmogorov
spectrum. A possible application is the use of short paths and multiple
frequencies to observe the steepening of the turbulent spectrum for small
eddies where viscous damping becomes effective.
2.3 Optical Path Length Fluctuations
The cumulative effect of the phase distortions of the wavefront combines
with the random velocities of the turbulent eddies to produce temporal fluc-
tuations in the phase of the received light wave or, what is equivalent, changes
in the optical length of the path. Over short paths where the intensity effects
are not fully developed, the path-length changes can be measured by inter-
ferometry. A typical 4-second sample of such measurements over a 25-meter
path is shown in Figure 7. The second-to-second fluctuation of such a path is
of the order of a few parts in 108 after long-term (10-second) trends have
been removed.
As the path length is increased so that the intensity effects become well
developed, interferometer measurements begin to suffer from ambiguities
during the intensity minima. Then it is more convenient to measure path
length by modulating the light beam, much as Fizeau did with his toothed
wheel when measuring the velocity of light. With a modulated beam, the
group path length rather than the phase path length is measured because of
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the optical dispersion of air. A 110-second sample of such a measurement,
using 10 cm modulation wavelength over a 5 km path, is shown in Figure 8.
Here the second-to-second fluctuation is a few parts in 10 9 after the slow
drift is removed.
Figure 7. A typical four-second measurement of optical
path-length changes over a 25 m path.
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Figure 8. A typical 110-second recording of
length changes over a 5 km path.
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The individual
measurements are one-second averages.
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2.4 Spreading of a Laser Beam
If the light is restricted to a narrow beam from a well collimated laser,
the phase fluctuations in the wavefront which, at position B of Figure 1, cause
portions of the wave to propagate in slightly different directions will produce
a measurable spreading of the beam. Rigorous analysis of this effect is sur-
prisingly difficult, though an approximate geometrical solution has been
presented by Beckmann (1965).
The weighting function for beam spreading is very different from that for
intensity fluctuations. We can see its approximate nature from the following
simple argument. Referring to Figure 9, consider a laser source L which,
I I
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Figure 9. The geometry involved in determining the
relative effectiveness of turbulence at various
points along the path in producing beam spread.
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in the absence of an atmosphere, would produce a spot of diameter d on the
receiving screen R. If a parcel of turbulent atmosphere (not a single refrac-
tive-index irregularity but a complete, bounded region containing a
Kolmogorov spectrum of irregularities) were inserted in the beam at point A,
it would cause some additional beam spreading of angle a and would result in
a spot at R of diameter dA. If, instead, the same parcel of turbulent atmos-
phere is located at point B, the beam spreading caused by it will still have
the same angle a, but now the spot on the receiving screen will be only dB in
diameter. Thus, if the inherent angular divergence of the laser beam is much
smaller than the atmospheric effect a, the weighting function that describes
the effectiveness for beam spreading of turbulence at various positions along
the path is linear. It is a maximum at the laser and drops to zero at the
receiver.
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Figure 10 shows the typical diurnal variation of beamwidth as measured
over 5. 5 and 15 km paths near Boulder, Colorado. The laser beam was
expanded and collimated so that its intrinsic divergence was only 5 girad. The
average height above ground of the paths is 50 and 80 m respectively.
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Figure 10. Typical diurnal variation of beam width
observed over three paths near Boulder,
Colo rado.
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Figure 11 presents some slight evidence in support of a linear weighting
function for beamwidth. The line and the solid dots show the close relation-
ship between beamwidth observed over an irregular 5 km path on a sunny
summer afternoon and the mean square temperature fluctuation measured
along the beam with a high-speed thermometer mounted on an airplane. Here,
400 /
0o
300 
z
a: 200
I-wi-j
20 40 6(
BEAM WIDTH (Es rod)
Figure 11. The dark circles show the close relationship
between observed beamwidth and properly
weighted airborne measurements of turbulence
along a 5 km path. The open circles show how
the relationship deteriorates when an improper
weighting function is used.
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linear weighting of the temperature measurements has been used, counting the
fluctuations near the laser most heavily and those near the receiver not at all.
The open circles show how this close relationship is lost if reverse linear
weighting is used, as would be appropriate were the laser and receiver inter-
changed. Although the experiment is still to be done, we may infer that the
beamwidth would be very different on this path if measured in the opposite
direction.
3. EFFECTS OF LARGE-SCALE REFRACTIVE-INDEX VARIATIONS
Large-scale variations in the refractive index of the atmosphere are pri-
marily controlled by temperature and barometric pressure. The large-scale
phenomena that are most important to ground-to-ground optical propagation
are changes in the average temperature along the path, changes in the baro-
metric pressure, and changes in the vertical gradient of temperature. Minor
effects result from changes in the water-vapor content of the atmosphere and
from horizontal temperature gradients.
A laser beam sufficiently narrow to be dominated by turbulent spreading
typically wanders from its mean position by several times its own diameter.
This wandering is primarily in the vertical direction because of the predomi-
nance of vertical temperature gradients. Figure 12 illustrates this effect with
600
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Figure 12. A typical day's measurements, made every
15 minutes, of beam width and beam wander
over a 15 km path.
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a series of beam positions measured every 15 minutes during a typical day.
When, upon occasion, the beam passes through a temperature inversion, the
vertical deflections are greatly enhanced as in the case of a mirage. In addi-
tion, it is common in these cases to observe nearly periodic vertical oscilla-
tions, presumably caused by gravity waves.
The average density of the air along the path determines the optical path
length. A change of 1 K in temperature or of 3 mb in pressure is sufficient
to affect the optical path length nL by one part in 10 6 . Notice that this is
several hundred times greater than the second-to-second fluctuation typically
caused by turbulence. Figure 13 shows an example of this effect measured
over a 3 km round-trip path. The reference temperature was measured with
a thermometer at the center of the path. A (nL) is the difference in optical path
length between red light and blue light.
LAKE HEFNER, OKLA.
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Figure 13. The relationship between optical path length
over a 1. 5 km path and the temperature
measured at the midpoint. In this plot the
relative scales have not been properly adjusted,
so the variation of path length appears too small.
4. POLARIZATION EFFECTS
In theory, the turbulent irregularities in the atmosphere should depolar-
ize a linearly polarized light wave. The effect has been calculated by Saleh
(1967) and estimated to be about 10-9 per km. He was unable to observe the
depolarizing effect of the atmosphere on a 2.6 km path, even with an equip-
ment sensitivity of -42 db. We conclude that at the present time polarization
effects are of no practical interest for optical remote sensing of the clear
atmosphere using line-of-sight paths.
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5. THE DETERMINATION OF AVERAGE TEMPERATURE
If we assume that the barometric pressure is known, the average temper-
ature along a fixed open-air path can be determined by comparing the optical
path length with the known true geometrical length. The apparatus for doing
this could, in principle, be as simple as that shown in Figure 14. This is a
MODULATORLASER OPEN AIR
PATH
DETECTOR RETOREFLECTOR
LSCILLATOR
FREQUENCY
COUNTER
Figure 14. A block diagram of a simple device for measur-
ing average temperature over a fixed path.
modern version of Fizeau's classical experiment. A laser beam is passed
through an amplitude modulator and traverses the open-air path to a retro-
reflector. It returns through the modulator and is deflected by a beam
splitter to a detector. A small adjustment of the modulation frequency is
rriade to minimize the detector output, and the modulation frequency is then
measured by the counter. In practice, it would be desirable to provide a
means for servo-controlling the oscillator to maintain a null output. The
frequency read from the counter provides the optical path length. This can
be converted to temperature given only the barometric pressure.
We have already noted that the second'-to-second fluctuation in path length
caused by turbulence corresponds to a temperature change of less than 0.01 K
along the whole path. Thus, turbulence will not be a limitation to measure-
ments of average temperature unless the required accuracy is better than
about 0. 1 K. For 0. 1 K temperature accuracy, the barometric pressure must
be measured to 0. 3 mb. and both the modulation frequency and the fixed geo-
metrical length of the path to 1 part in 107. The effect of varying composition
of the air, particularly the effect of water vapor, has been discussed in detail
by Owens (1967a). For temperatures near 200 C., a relative humidity error
of 15 percent results in a temperature error of 0. 1 K.
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Determination of the geometrical length to one part in 10 7 is at, or per-
haps just beyond, the limit of the state of the art, and requires the averaging
of a large number of optical measurements taken under various carefully meas-
ured weather conditions. In summary, absolute temperature measurements
with an accuracy of 1 K or, perhaps, 0. 1 K are feasible, and temperature-
difference measurements to 0.01 K are possible if the humidity along the path
can be measured sufficiently well.
If the path is not fixed, or if the path length is unknown, a more compli-
cated variant of the optical path-length method can be used, utilizing the dis-
persion of the atmosphere. In round numbers, the atmosphere reduces the
velocity of blue light by 330 parts per million while it reduces the velocity of
red light by only 300 ppm. Both these numbers are proportional to atmos-
pheric density and therefore, for a given barometric pressure, inversely pro-
portional to temperature. Simultaneous measurement of optical path length
with both red and blue light provides the two equations needed to solve for the
path length and the temperature. A discussion of this method and its accuracy
has been given by Owens (1967b). Briefly, temperature measurements to 1 K
are feasible and, with a little elaboration to remove ambiguities, would pro-
duce as a byproduct distance measurements accurate to one part in 10 6 .
A quite different application of the two-frequency principle suggests
itself and is now being investigated in Boulder. Simultaneous measurement
of apparent path length with optical and microwave frequencies over a fixed
path yields the average temperature and the average water-vapor content.
The method has been described by Bean and McGavin.
6. THE DETERMINATION OF VERTICAL TEMPERATURE GRADIENT
The beam wandering discussed in section 3 and illustrated in Figure 12
provides a direct indication of temperature gradients along the path. The
predominant temperature gradients are in the vertical direction so it is these
that are most readily measurable. The sensitivity of the method increases in
proportion to path length and, for a 10 km path, a temperature gradient of
1 k/100 m. results in a beam deflection of about 75 prad. This angle is
comparable to moderately strong turbulent broadening of the beam and is
easily measurable.
7. THE DETERMINATION OF TURBULENCE ALONG THE PATH
We have seen in section 2 that the turbulence along the path must be
weighted linearly to account for its effect upon beamwidth, while it has a
symmetrical, nearly parabolic weight in its effect upon intensity fluctuations.
If the turbulence is uniformly distributed along the path there will be a fixed
relationship between beamwidth and log-amplitude variance, at least until the
turbulence becomes sufficiently strong to saturate the scintillations. If the
turbulence is not uniformly distributed, this relationship will not hold in general.
Thus, the simultaneous observation of beam spread and log-amplitude variance
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can be used to check the uniformity of the turbulence 
along a path. There is
not, however, enough information in such a pair of measurements 
to invert
the integral and learn any appreciable details of how the 
turbulence is
distributed along the path.
The covariance function of intensity scintillations was 
shown in Figure 6.
The discussion in section 2 showed how this function (or its Fourier 
trans-
form, the spatial spectrum of the fluctuations) results from the combined
effects of the turbulence along the path. The turbulence 
at each point con-
tributes to the spectrum a limited range of pattern sizes 
distributed closely
around the sizes shown, for example, in Figure 3. Accordingly, 
if turbulence
were absent over a portion of the path, the spectrum of 
the intensity fluctua-
tions would be distorted in a characteristic way. Figure 
15 illustrates this
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Figure 15. Measurements of the covariance function of
scintillations over a 45 km path demonstrate
poor agreement with the theoretical curve.
This is explained by the concentration of
turbulence near the end-points of the path.
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effect with measurements taken over a 45 km path near Boulder, Colorado.
The smooth, unmarked curve is the theoretical covariance function for uni-
formly distributed turbulence, taken from Fried (1967b) and plotted for the
particular path length and wavelength. The six broken curves, connecting
observations made on three different nights, differ systematically from the
theoretical curve. The sharp spike with a width of less than 1 cm represents
small-scale structure caused by turbulence near the receiver. The long tail,
sometimes even peaking in the vicinity of 18 cm, represents large-scale
structure caused by turbulence near the transmitter. The absence of scale
sizes between these two extremes indicates an absence of turbulence at the
middle of the path. This is exactly what might be expected because the path
lies between two mountain tops and, except near the end points, is never less
than 150 meters above the ground. It is well known that turbulence generally
decreases rapidly with height above the ground; Hufnagel (1966) indicates that
the turbulence may be expected to have 1600 times less optical effect per unit
path length at 150 meters height than at ground level.
Thus, we have a possible method for determining the distribution of
turbulence along the path. Like so many remote-sensing techniques, it
involves the inversion of an integral to obtain the desired answer. The meas-
urements, themselves, are statistical in nature and so contain a random ele-
ment, i.e. they are inherently noisy. The noise cannot be reduced indefinitely
by extending the observation period because the open atmosphere is notorious
for yielding non-stationary time series. Although guesses can be made at the
present time, it remains for experiment to disclose how accurate the method
can be. Such experiments are in progress at Boulder. Our expectation is
that the turbulence distribution can be represented in terms of a third or
fourth order polynomial, but probably not in much more detail. Inclusion of
beam-spread measurements might yield a slight improvement.
8. THE DETERMINATION OF TRANSVERSE WINDS
As a uniform wind blows across the path, it is obvious that the pattern
drift velocity will be greater for a pattern caused by irregularities near the
laser than for a pattern arising near the receiver. Also, as shown in
Figure 3, the former pattern will have a larger scale. Thus, for a uniform
wind, the large-scale intensity fluctuations will drift past the receiver more
rapidly than will the fine-scale structure.
Now consider the correlation between the intensity fluctuations observed
by two point detectors separated by a variable horizontal distance transverse
to the optical path. For any given time lag there is a spacing of the detectors
that will maximize the correlation. The ratio of this spacing to the time lag
determines the drift velocity of those components of the intensity pattern
having a size comparable to or larger than the detector spacing. (Notice that
the drift velocity is not the same as the apparent velocity that would result
from holding the spacing fixed and varying the time lag to maximize the
correlation. The difference between these two velocities has been discussed
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at length by Briggs, Phillips and Shinn (1950)). It has proved possible to check
these ideas with a laboratory setup where two hair driers were arranged to
blow hot, turbulent air across a 10-meter laser beam. It was quite easy to
observe a bi-modal time-lagged correlogram, the two humps corresponding
to the air streams from the two fans. Outdoor experiments, calibrated by a
large number of anemometers, are in preparation.
The correlation between the two detectors is a surface parametric in
time lag and detector spacing. From the theory of wave propagation through
turbulent media it must be possible to express this correlation as an integral
of the transverse wind velocity and the strength of turbulence along the path.
The determination of wind velocity from scintillation observations then becomes
the familiar remote-sensing problem of inverting the integral. Notice that the
wind determination is intimately tied to the determination of the distribution
of turbulence. As in the previous problem, we can only guess what will be the
practical accuracy achievable by this method. Once again, we must deal with
observations that are, by their very nature, severely contaminated by noise.
Again I suspect that the best we can do may be to determine the coefficients
of a third or fourth order polymonial describing the distribution of transverse
wind velocities along the path.
9. SUMMARY
We have presented, in a mostly qualitative manner and with heuristic
arguments, a description of the principal effects of the clear atmosphere upon
optical propagation. Several of these phenomena offer possibilities for the
remote sensing of atmospheric properties, and we have mentioned in partic-
ular the measurement of average temperature, average vertical temperature
gradient, and the distribution of turbulence and transverse wind velocity along
the path. The first of these has been tested in the field. The second and
third have been demonstrated qualitatively with outdoor data, and the fourth
has been demonstrated only in the laboratory.
Observation of integrated effects over a line-of-sight path is naturally
more practical for the determination of average values over the path than it
is for the determination of distributions along the path. While the former may
confidently be pursued, the latter should be approached with cautious
optimism. We have seen that the appropriate weighting functions and the
spectrum of turbulence are smoothly varying. This means that the contribu-
tion to the integral from a parcel of atmosphere located at a particular point
on the path is irrevocably mixed with the contribution from nearby parcels.
Thus it is, in principle, impossible to determine distributions in great detail.
We have guessed that four or five independent parameters will be the limiting
resolution, but actual tests must be made in the open atmosphere.
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LOCAL ISOTROPY AND REFRACTIVE INDEX FLUCTUATIONS
IN THE SURFACE LAYER OF THE ATMOSPHERE
Donald J. Portman
The University of Michigan
ABSTRACT
In the air layer near the ground,
atmospheric probing by optical means
is influenced by turbulent fluctuations
of refractive index. Spectral character-
istics of the fluctuations may be signifi -
cant, for example, in determining mean
vertical temperature variations by measuring
mean refraction of a horizontal beam.
Theoretical and experimental evidence for
the existence of local isotropy is briefly
examined and conflicting results are found.
Recent measurements of temperature spectra
support earlier hot wire anemometer and optical
scintillation measurements that show little
evidence of local isotropy at 1 to 1.5 meters
over an extensive uniform and level grass
covered field.
1. INTRODUCTION
Characteristics of turbulent fluctuations of refractive index in an
optical path usually cannot be ignored to understand or to predict atmospheric
effects on optical propagation. Neither can they be ignored if one wishes to
deduce atmospheric information from the effects. In the preceding paper,
Lawrence gives examples to illustrate the latter point. This note is intended
to raise a question about our knowledge of the spectral characteristics of
refractive index fluctuations in the layer of air near the ground, a part of
the atmosphere often used to study how turbulence influences optical propaga-
tion. The specific point to be examined is whether or not there exists a
significant size range of turbulent motions that are isotropic at heights of
1 to 2 meters over an extended horizontal plane of uniform roughness. For
isotropic turbulence, refractive index spectra may be expected to be propor-
tional to the frequency, or wave number, raised to the -5/3 power in accor-
dance with the theories of Kolmogorov (1941) and Obukhov (1949). For horizon-
tally homogeneous turbulence with thermal stratification it is reasonable to
expect wind and temperature spectra to depend on buoyancy forces. This is the
case of interest here because only when there is a mean vertical temperature
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gradient will there be significant index of refraction fluctuations. Monin
(1962) considered this influence and concluded that temperature spectra, for
both lapse and inversion conditions, decrease with frequency at a rate less
than that for isotropic turbulence.
2. TURBULENT REFRACTIVE INDEX FLUCTUATIONS AND MEAN REFRACTION MEASUREMENTS
The significance of isotropy for remote probing of the atmosphere may be
illustrated with the example given by Lawrence (loc. cit.) of determining the
space average temperature variation with height by measuring the mean refrac-
tion of an optical beam. Fleagle (1950) derived a relationship to show that
the apparent difference in height between a distant object and its image is
proportional to the square of the viewing distance for a given average tem-
perature difference. Practical use of the relationship is hindered, however,
by the fact that turbulent index of refraction fluctuations cause the image
to fluctuate in size, brightness and position making it difficult, if not im-
possible, to measure accurately the image position. Tatarski (1961) shows that
the variance of the logarithmic intensity fluctuations is proportional to
the 11/6 power of the path length if the small scale turbulence is isotropic
and the spectrum of index of refraction fluctuations follows the -5/3 law
in accordance with Kolmogorov's inertial subrange. The result is that the
turbulence imposed intensity fluctuations increase with path length nearly as
fast as the apparent height difference itself so that an increase in path
length may not in fact produce a measurement advantage indicated by Fleagle's
equation.
If, on the other hand, the turbulence is not isotropic fluctuation ef-
fects may vary with the path length raised to a power different from 11/6
and advantages or disadvantages will be experienced accordingly. Portman
et al., (1962) reported experimental results for path lengths between 122
and 610 meters (1.5 meters high) in which the power of the path length was
found to correspond to 1.56, 1.76 and 1.80 for Richardson numbers of +0.03,
+0.011 and -0.065,respectively. The findings indicate a small advantage to
be gained by increasing path length to increase precision in measuring opti-
cal beam refraction.
For longer paths and stronger turbulence these effects may not be signi-
ficant since experimental results given by Siedentopf and Wisshak (1948),
Gracheva and Gurvich (1965) and Gracheva (1967) show that the path length
influence is absent for paths greater than about 1 km. Thus, increasing the
optical path beyond 1 km should give advantage in measuring thermal stratifi-
cation optically. The theories of Tatarski (1967) and of deWolf (1968) show
that the critical length depends on the power of the path length. Both authors
assume it to be 11/6 (again, from the -5/3 law) but if the actual power is
less than 11/6, the critical length is less and vice versa. In all cases the
critical length depends on the strength of turbulent fluctuations as well as
the wave length of light.
3. THEORETICAL BASIS FOR ISOTROPY
The question of the existence of the Kolmogorov inertial subrange within
a few meters of the ground has been examined both theoretically and experimen-
tally. Most results seem to establish its reality at heights of a meter and
above in spite of the fact that Kolmogorov's basic conditions for its existence
apparently are absent. This is to say, neither wind shear in the mean motion
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nor buoyant energy, the two sources of turbulent energy, satisfy the Kolmogorov
requirement that turbulent energy feeding be characterized by scales much
larger than those characterizing the smallest motions. It is difficult not to
agree with Corrsin (1958) and Monin (1965) in their suggestions that both
shear and buoyancy must work at all scales of motion in the layer of air
near the ground.
Corrsin's analysis is for shear flow in the absence of buoyancy forces.
By considering the characteristic times required for turbulent energy to cas-
cade to smaller scales and to transfer to other components of motion, he con-
cludes that the low wave number limit, K) , and upper wave number limit, KU
of the inertial subrange are given by the inequalities
- 3/2
->> 1/2 du
91 (> E 2 dz
1/4
U·~7
These reduce to
K > (kz) 1 (R) 3/2
for the usual relationships
u 3
=E and
K << ( }3 1/4
du U*
dZ- kZ
for the constant flux layer next to the ground. If the height z = 100 cm,
von Karman number k = 0.4, and kinematic viscosity v = 0.15 cm2 sec-1 , and
for a friction velocity u* = 45 cm sec-1 , corresponding to a two meter wind
speed u = 500 cm sec-1, the conditions are, approximately,
Kg >> 0.009 and Ku << 28
It appears, therefore, that an inertial subrange of limited extent, say
0.1 < K<2.8, is to be expected in neutral conditions at 1 meter above ground
if the double inequality signs can be interpreted as representing an order of
magnitude.
Lumley and Panofsky (1964) extend the analysis to include buoyancy ef-
fects. With some assumptions (generally valid only in near neutral conditions)
they conclude that in stable stratification the existence of the inertial
subrange can, on the average, be assumed for heights above 1 meter. For unstable
stratification their estimate is that
or
z > 100 V /u
z > 1/3 cm for u* = 45 cm sec- 1 2 -1and v = 0.15 cm sec
if the inertial subrange is to exist.
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4. EXPERIMENTAL FINDINGS
Experimental information on the existance of the inertial subrange may
be found in several forms. The most commonly cited are spectral relationships
for wind component and temperature fluctuations. In general one dimensional
spectral densities are found to be proportional to the -5/3 power of frequency
or wave number. (See, for example, Gurvich, 1962; and Tsvang, 1960.) Other
conditions used to test the hypothesis are the absence of Reynolds fluxes of
heat and momentum for the subrange and the fact that the spectral densities
of the cross wind (transverse) components are 4/3 times that of the along wind
(longitudinal) component in accordance with the analysis of von Karman and
Howarth (1938) for isotropic turbulence.
MacCready (1962) examined data from a number of sources to describe the
inertial subrange within 200 meters of the ground. His summary indicates that
the inertial subrange at one meter extends between eddies on the order of 0.1
and 150 cm. He found, also, that one-dimensional velocity spectra characteris-
tically are proportional to -5/3 power of wave number at wave numbers lower
than those at which isotropy can be said to exist, a fact that is significant
if one attempts to identify the inertial subrange from one-dimensional velocity
spectra alone.
In a recent study of turbulence spectra, Busch and Panofsky (1968) examined
Round Hill data (heights of 15, 16, 40, 46 and 91 meters) in regard to the
Karman-Howarth 4/3 relationship. They concluded that: "in regions over which
the spectra obey -5/3 power laws, the ratio of the lateral to the longitudinal
spectra shows fair agreement with the 4/3 ratio predicted by the Kolmogorov
hypothesis for the inertial subrange. The vertical-longitudinal ratio has a
similar tendency." Examination of their diagrams, however, shows that almost
all data for the lower values of z/XN , in which XN is the Nyquist spatial
frequency, i.e., the highest frequency possible to measure for each level,
all fall well below the 4/3 value. In fact, for the vertical-to-longitudinal
spectral density ratios, 50 percent of the data have values equal to or less
than unity. For the transverse-to-longitudinal spectral density ratios, more
than 50 percent of the data have values less than 4/3. It is difficult to
see how the authors arrived at their conclusion on this criterion for the
inertial subrange.
Hot wire anemometer measurements were made by Biggs (1966) at'a meter
above a horizontal and uniformly cut grass surface at Willow Run airfield.
(See Portman, Ryznar and Waqif, 1968.) Spectra for u, v, and w were obtained
for five 12-minute periods. Richardson numbers for four of the periods were
all about -0.01 and for the fifth about +0.07. All spectra showed an approxi-
mate -5/3 power wave number dependency between wave numbers of 0.01 and 1.0
rad/cm but in all five cases the longitudinal (u) spectral densities were
greater than comparable spectral densities for the transverse components.
Temperature spectra were not measured, unfortunately, for the above per-
iods of hot wire measurements. More recent measurements, however, have been
made at the same location and are soon to be reported. Preliminary analysis
for averaged six minute temperature spectra yield the following results:
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No. of spectra averaged Richardson No. Slope on a In power-ln wave no. plot
6 -0.025 -1.25
5 +0.015 -1.33
7 -0.027 -1.11, -1.50*
5 -0.062 -1.13, -1.50*
* The first number applies for wave numbers less than 2.5 x 10
-
2 rad/cm and
the second for wave numbers greater than 2.5 x 10-2 rad/cm.
Hot wire anemometer measurements to accompany these data have not yet been
processed. These results deviate significantly from the -5/3 power law and
support the earlier hot wire anemometer measurements, made at the same location
under similar conditions, in showing no evidence of isotropy.
Brightness fluctuations within a laser beam (scintillation) were measured
along with temperature and wind component spectra at the Willow Run field sta-
tion. (The optical path was 500 meters long and about 1.5 meters above ground.)
Scintillation spectra are related to refractive index spectra (Tatarski, 1961)
and it might be expected that deviations from isotropy would appear in the
measured scintillation spectra. For one set of measurements (Portman, Ryznar
and Waqif, 1968) it was found that spectra for inversion conditions showed
a marked suppression of low frequency scintillation and those for lapse condi-
tions showed a weak low frequency enhancement, both in comparison to Tatarski's
isotropic model. Subsequent measurements, however, have been partially incon-
sistent with this finding. It appears that representation of the refractive
index spectra by a simple power law may be inadequate to relate temperature
spectra, such as those given above, to scintillation spectra. If such is the
case, it is evident that the spectral regions significant for optical diffrac-
tive effects are not isotropic for these conditions.
5. CONCLUSIONS
Spectral characteristics of index of refraction fluctuations in the layer
of air near the ground are significant for understanding atmospheric influences
on optical propagation, and therefore, for probing the atmosphere with optical
techniques. Both theoretical and experimental findings are inconclusive in re-
gard to whether or not an inertial subrange of significant wave number interval
actually exists at heights of 1 to 2 meters above ground. Most experimental
evidence is based on the observation of a -5/3 power dependency on wave number,
a relationship that is known to exist in anisotropic regions of the spectrum.
Relationships between wind component spectral densities, careful examination
of temperature spectra, and certain optical scintillation measurements, how-
ever, do not support the existence of the inertial subrange at this height.
Since wave number limits of the inertial subrange are expected to increase
in separation with increasing height, optical experiments that are strongly
dependent on the existence of isotropy and a -5/3 power law should be conducted
at heights well above the ground. There is an important need for more informa-
tion on the structure of turbulence near the ground and how the spectral
characteristics of refractive index fluctuations depend on both the structure
and the height above ground.
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OPTICAL PROPAGATION IN A NEAR-EARTH ENVIRONMENT
Paul H. Deitz
U. S. Army Ballistic Research Laboratories
ABSTRACT
This paper describes optical measurements of
the magnitude of scintillation as a function
of the range and refractive index structure
coefficient,, Cn . The results are compared
with the Tatarski and deWolf geometrical
optics saturation equations. In addition,
a variation in the Kolmogorov turbulence
model is suggested to account for certain
observed optical and meteorological parameters.
1. INTRODUCTION
During the past year, experiments were initiated to test the well-known
log-amplitude variance equation of Tatarski, describing the effect of scintil-
lation. Tests made first with a pulsed ruby laser as a source were later
extended to include measurements with a helium-neon laser. During a majority
of the tests, the refractive index structure coefficient, Cn, was measured by
means of a high-speed, temperature-differential system. These experiments
clearly show a saturation of scintillation magnitude with increasing range and
Cn. In addition, some of the characteristics of propagation under temperature
inversion conditions were investigated. A change in the Kolmogorov turbulence
model is suggested to account for certain observed optical and meteorological
parameters.
2. THEORY AND BACKGROUND
Central to the development of the log-amplitude variance equation is the
employment by Tatarski of the Rytov approximation. Higher order terms in the
Born series formulation of the wave equation are dropped. Thus Tatarski (1960)
obtains in this approximation an expression giving the log-intensity variance
of a plane wave as
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2 = 1.23 C2 k7/6 Ll/6 (1)
where C
n
is the index structure coefficient, k is the wave number of the light,
and L is the path length. The solution of the wave equation for spherical wave
propagation using the same approximations, given by Fried (1967), is identical
to Eq. (1) except for the constant which is evaluated as 0.496.
This formulation went essentially untested until experiments were performed
by Gracheva and Gurvich (1965) in which temporal fluctuations of intensity were
monitored over ranges from 125 to 1750 meters using a mercury arc source.
Simultaneous with the optical data, Richardson's number was measured. Through
this parameter, Cn was inferred by a method reported by Tsvang (1962). These
experiments showed that the variance did not increase indefinitely with L and
Cn, but reached a maximum. Tatarski (1967) developed formulation to show that
saturation could be achieved theoretically. One such evaluation gives the log-
intensity variance as
02 = 4{1 - (1 + 602)-
1
/6} (2)
where
2 = X2 .033 r(7/6) 2 3 7/3
Cn L km (3)24 n
Here F indicates a gamma function, Cn is the index structure coefficient, L is
the path length, and km is the Obukov scale. Tatarski finds the product of km
and the inner scale, lo, equal to 5.48.
More recently, deWolf (1968) has predicted a saturation of scintillation
magnitude by evaluating higher order terms in the Born series formulation of
the scalar integral wave equation. He gives the variance as
02 = ln{2 - exp(-a2)} (4)
where a2 is the variance for the plane wave solution given earlier in Eq. (1).
1
3. EXPERIMENTAL METHOD
The optical measurement method employed here utilizes a photo-optical tech-
nique to record directly a 61-cm cross section of a received optical beam. The
receiving system used is essentially a telescope with the image plane located
at a position conjugate to the entrance aperture of the system rather than to
the far field. Thus, a photograph is made of the distribution of energy across
a 61-cm aperture. After appropriate calibration, the film is scanned with a
densitometer and computer-corrected to give unidirectional scans of intensity
versus distance (in object space). The scanning aperture of the densitometer
corresponds to an aperture a few millimeters in object space so that the
highest spatial frequencies can be resolved.
In order to measure Cn, instrumentation was utilized which incorporates
two high-speed thermometers. These are arranged in a Wheatstone bridge circuit
to give a difference signal proportional to the temperature gradient between
the two probes. The RMS value of this signal can be used to compute a mean
value of CT, the thermal structure coefficient, and hence Cn.
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4. MEASUREMENT RESULTS 
A pulsed ruby laser was used to 
make measurements over ranges of 200 to 
1500 meters at a beam height of 2 meters 
above ground. Figure 1 shows a typical 
cross-section photograph taken at a 
range of 1000 meters. The magnification 
of the image can be judged from the di-
ameter of the observable field (61 cm). 
One-dimensional scans from such photo-
graphs, converted to energy as a function 
of distance, were used to compute a vari-
ance using the formulation 
i2 = ln{l + V) 
CD 
(5) Figure 1. Cross Section of Pulsed 
Ruby Laser at 1000 Meters 
where a is the normal variance and I is the mean intensity. 
Tests were made in which the log-intensity variance was measured for various 
path length and C values. The results of these tests are shown in Figure 2. 
Here the measured standard deviations, derived using Eq. (5), are plotted against 
the square root of Eq. (1), corrected to the Fried coefficient. The Tatarski 
and deWolf formulations (Eqs. (2) and (4)) are also shown. One of the indications 
SPHERICAL WAVE 
PLANE WAVE 
( .496 ) 
Figure 2. Measured Standard Deviations as a Function of 
Range, L, and Refractive Index Structure Coefficient, CR 
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of these data is that beyond a range of about 500 meters (depending on the mag-
nitude of C ) the strength of the optical turbulence (C) cannot be quantified 
by an optical measurement using, for instance, Eq. (1). 
5. METEOROLOGICAL MODEL 
The cross sectional energy distribution in an optical beam (such as indi-
cated in Figure 1) may be thought of as the realization of the spectral inter-
action of an optical filter function and a three-dimensional spectrum of 
turbulence. Tatarski (1960: see Fig. 11, p. 140) has formulated an optical 
filter function for an infinite plane wave which acts as a high bandpass filter 
on the turbulence spectrum (which is a low bandpass filter) given by Kolmogorov 
(1941). Carlson and Ishimaru (1968) have indicated that the optical filter 
function for beam-wave propagation is different than for infinite wave propa-
gation; i.e., for high wave numbers the optical filter function does not damp 
to unity, but rather peaks at some wave number and then diminishes to zero. 
The peak of the filter function is set by the beam diameter of the diffraction-
limited transmitter and moves to lower wave numbers for larger diameters. Thus, 
depending on the beam width, various turbulence domains are sharply weighted as 
to their contribution to the beam modulation. These results suggest a method 
of probing the index medium to ascertain the strength of fluctuations in various 
turbulence domains (integrated over the optical path within the range of 
saturation). 
The importance of these spectral interactions is indicated by the character 
of data gathered using a helium-neon laser. Figure 3 shows a beam cross-section 
photograph made of a CW laser (2-millisecond exposure) at a range of 650 meters. 
This picture was taken during a summer afternoon under high temperature lapse 
conditions. The image is composed of small intensity cells with sharp edges. 
Figure 4 shows a photograph made with the identical optical configuration 
after nightfall during a temperature inversion. There are pronounced variations 
in the intensity regions, but the scale for the variations is larger and the 
edges of the intensity cells are not as sharp. In addition, a low-contrast 
fringe pattern can be observed in the image. This effect is caused by an inter-
ference filter element in the optical receiver which is acting as a Fabry-Perot 
Figure 3. Cross Section Figure 4. Cross Section of 
of Helium-Neon Laser at Helium-Neon Laser at 650 Meters, 
650 Meters, Lapse Conditions Inversion Conditions 
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etalon. The fringes indicate a large transverse coherence width made observable
by a large temporal coherence length. Secondly, there are diffraction patterns
of high spatial frequency in the upper right-hand corner of the image due appar-
ently to dust particles or a smudge on one of the lenses of the receiving system.
It may be conjectured that a change in the statistics of the turbulence is
responsible for the variation in the optical parameters. Measurements taken
with the Cn apparatus under inversion conditions indicate an outer scale of tur-
bulence (here meant to be the largest scale size for which the "two-thirds law"
applies) on the order of or less than 30 cm. It can be expected that as the
outer scale of turbulence decreases less energy is injected into the medium,
and viscous forces tend to dissipate the energy at a larger inner scale. Meas-
urements of temperature spectra by Tsvang (1960) lend support to this view.
During inversion conditions, both a decrease in the outer scale and an enlarge-
ment of the inner scale are indicated.
Such a change in the Kolmogorov model may explain the observed optical
characteristics. The amplitude and phase filter functions of Tatarski (1960:
Eqs. (7.87) and (7.88), p. 151) indicate that the high wave number turbulence
contributes most to amplitude fluctuations and that the low wave number turbu-
lence contributes most to phase fluctuations. An expansion of the inner scale
will tend to increase the intensity correlation interval. Spatial correlations
of beam photographs have shown this shift. A reduction in size of the outer
scale will tend to increase the dimension over which the phase front is unper-
turbed. As this dimension approaches the size of the diffracting object (dust
particle or lens anomaly referenced to object space), diffraction images will
begin to appear.
6. SUMMARY
Log-intensity variances have been measured for optical paths from 200 to
1500 meters over a range of Cn values. For high Cn conditions, the variance is
seen to saturate at about 500 meters. Beyond this range, the optical variance
cannot be used to compute a strength parameter for the turbulence.
In addition, the significance of the optical filter function and the
Kolmogorov turbulence model is discussed. A modification of the Kolmogorov
spectrum is suggested to account for the character of optical data gathered
during temperature inversion conditions. Because of the close relationship
between the optical propagation effects and the underlying meteorology, the
importance is stressed of performing careful experiments in which both meteoro-
logical and optical parameters are examined.
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INCOHERENT AND COHERENT CW LASER SYSTEMS FOR
REMOTE ATMOSPHERIC PROBING
R. F. Lucy
Sylvania Electronic Systems
Applied Research Laboratory
Waltham, Massachusetts 02154
ABSTRACT
This report summarizes typical laser
systems now available for atmospheric
probing. Experiments comparing
coherent and incoherent receiving
techniques are described and typical
performance data presented.
1. INTRODUCTION
A narrow CW laser beam could be used to remotely probe the
refractive effects in the atmosphere. These refractive effects
at optical wavelengths are produced by temperature differences and
motion of the air over the transmission path between the laser
beam source and the optical receiver. With an optical probe only
average effects produced by the path may be discernible. Single
and multiple probes can be employed. A description of theory,
experiments, and references have been presented to the panel by
other contributors.
Experimenters will have not only a choice of wavelength but
a choice of receiver and transmitter configurations. Beamwidths,
background noise radiation, transmitter apertures, and receiving
apertures and pointing requirements are important considerations,
as well as transmitter power and receiver sensitivity. In addi-
tion, the environment near the receiver and transmitter may re-
quire special design in order to minimize strong effects at the
interface between the experiment and the atmosphere to be probed.
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2. TRANSMITTERS
The transmitter would probably generate a simple spherical or
plane wave over a predetermined aperture, and diffraction, as well
as geometrical, optics effects must be considered. The trans-
mitter beam may be either convergent, divergent or diffraction-
limited plane parallel. Conical or cylindrical beam geometries
are also an option to the experimenter. Wavelengths, such as
4880 X, 5145 A, 6328 X, 3 .3 9 p and 10.6p, are now available in
single mode, CW lasers. Optical modulatorsl are available and a
variety of optical modulation techniques, including amplitude,
phase, frequency, and polarization modulation, can be implemented.
The modulation can be applied from dc up to several gigahertz.2
3. INCOHERENT RECEIVERS
At the receiver the experimenter can3 uqe either or both in-
coherent and coherent detection methods. ' The incoherent
detector, will measure the incident instantaneous optical power
and produce current or voltage proportional to the optical power.
If the aperture optics focuses the power received onto a simple
detector, then the integral of the power over the aperture is
measured. In addition, angle-of-arrival data may also be obtained
by measuring focused signal motion in the optics focal plane.
Narrow-band optical filters tuned to laser frequencies and field
stops to minimize the receiver field of view will be required to
keep scattered sunlight and other unwanted radiation from inter-
fering with the measurements. Unwanted radiation can produce
noise that will limit receiver sensitivity. The need for a
restricted field of view introduces a pointing requirement in an
incoherent receiver.
The minimum aperture size or system resolution realizable will
be strongly influenced by the available power density, receiver
sensitivity needed, experiment accuracy, and required receiver
bandwidth. Thus, resolution of signal structure over the aperture
may be limited. Both imaging and point detectors can be used.
A scanning point detector, such as an image dissector in the
visible, or mechanical scan device in the infrared, can be
employed to dissect a large optical receiver aperture, reduced in
size by the optics, into smaller elements. Television image tubes
are also applicable in the visible. In any event, the detector
integration time and scan period must be faster than expected
time variations due to the transmission path.
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4. COHERENT RECEIVERS
A coherent receiver may offer additional advantages not
realized by incoherent receivers.3, 4 A coherent receiver uses a
local phase reference that allows phase difference measurements
to be made over the aperture. (This capability at an optical
wavelength scale may allow a microprobe technique to be developed.)
The received wave is added to the locally generated wave and then
squared by the optical square law detector. The photocurrent or
voltage represented by the cross product term is proportional to
the scalar product of the local electromagnetic field and the
received electromagnetic field. If the two fields are oscillating
at different frequencies, then the resultant photocurrent or
voltage beat is at the difference frequency. The coherent re-
ceiver is both amplitude and phase sensitive. Point-to-point
phase differences across the incoming optical wave can be observed
by simultaneously detecting the beat frequency relative to the
local reference and comparing the phase of the two beat frequency
signals. Alignment between the local and received signals is
extremely critical.5
The wavefront over the receiver aperture is nonuniform as a
result of propagating through the atmosphere. In communications
receivers this represents noise;6 in a remote probe this repre-
sents the measured quantity. When the signals of many phases and
amplitudes are collected and heterodyned with the local reference,
currents of many phases and amplitudes determined by the received
optical wave are generated. If many portions of an aperture
containing different phases and amplitudes are simultaneously
imposed on a single detector, then the resultant beat frequency
will be the vector sum of all the currents. Since there will
probably be numerous phases, the resultant beat signal can be
averaged out. The sensitivity of this receiver could thus be much
less than a corresponding incoherent receiver. Angle-of-arrival
fluctuations produced by the atmosphere near the receiver aperture
will severely degrade the receiver performance. The commonly
used antenna theorem5 for a coherent aperture requires that the
product of receiver field of view and aperture area should be
equal to or less than the square of the wavelength if the receiver
coherent efficiency is to be large. Consequently, at longer wave-
lengths receiver pointing accuracy and aperture atmosphere inter-
faces are less demanding and apertures can be larger than at
shorter wavelengths.
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When using large collecting apertures, the coherent receiver
may demonstrate poor performance. However, when using apertures
that are less than the coherence size of the received wave, a
coherent system can be used to measure small angle fluctuations
produced by the atmosphere with great sensitivity.
A major advantage of a coherent system over an incoherent
system is that in the coherent system random noise from the
detector and radiation background can be discriminated against.3, 4
When operating at the shorter wavelengths where the sun is a prime
noise source, this approach may be invaluable. In addition,
when operating at longer infrared wavelengths where detectors may
be noisy, the coherent technique is necessary if a sensitive
system is to be implemented.3
5. COMPARISON OF COHERENT AND INCOHERENT TECHNIQUES AT 6328
o
Several experiments were performed at 6328 A to obtain quan-
titative data due to atmospheric-induced scintillation on a
coherent optical receiver system.7 Parameters that were varied
included transmitter aperture, receiver aperture, and transmitter
beam divergence. The signal intensity variations, as well as the
envelope of the heterodyne signal, were simultaneously recorded
on magnetic tape for further computer processing. Of particular
interest was the comparison of incoherent and coherent modes of
detection. A comparison was also made for different weather
conditions.
Three configurations demonstrating transmitter options were
employed and are shown in Figure 1. In Experiment A all the
energy was focused into the receiver aperture and the transmitter
aperture was varied. In Experiment B a nearly plane wave was
formed at the transmitter aperture and the receiver aperture was
varied. In Experiment C a small transmitter aperture and a
diverging beam were used and the receiver aperture was varied.
Transmitter and receiver were separated by 1 kilometer. The beam
traversed over a path consisting of buildings, parking lots, and
trees. In all cases the beam was at least 5 meters above the
underlying terrain and objects. In every case it was found that
the coherent system signal fluctuations, due to atmospheric
turbulence, was considerably greater than in the incoherent
system. This result shows the greater sensitivity of the coherent
system to the time-varying wavefront breakup produced by atmos-
pheric turbulence.
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Figure 2 shows comparative cumulative probability data for
the parallel beam case when the receiver was apertured. The
data corresponds to a 1-minute sample taken near noontime on a
sunny day. The rapid decrease in signal probability from unity
toward zero is indicative of the larger effects in the coherent
output as compared to the incoherent output. This is due to the
additional phase sensitivity of the coherent system. Figure 3
compares performance on a clear sunny day to a light rainy day.
The signal fluctuation spectra for the data of Figure 3 is shown
in Figure 4. Note that the coherent system appears to have a
greater number of higher frequency components. This may be due
to the effect of the wind.
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a few percent. This data, when compared with the performance of
similar experiments at 6328 A, shows the anticipated reduced
angular sensitivity at the longer wavelength.
7. CONCLUSIONS
The technology to implement remote probing experiments using
narrow laser beams as a tool is available. Plane or spherical,
narrow frequency, optical beams can be formed to propagate through
a turbulent atmosphere to a receiver. Detection techniques are
available to measure the spatial and temporal amplitude, phase,
direction, and polarization characteristics of the beam at the
receiver. Use of a coherent system, that is extremely sensitive
to phase and angle fluctuations, may offer atmospheric probing
technique for microscale measurements.
8. RECOMMENDATIONS
A closely unified theoretical and experimental effort should
be initiated to develop the techniques of atmospheric probing
using narrow laser beams.
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ABSTRACT
A procedure for determining the optical strength of tur-
bulence of the atmosphere and the wind velocity at various
altitudes by measuring the spatial and temporal covariance
of scintillation is developed. Emphasis is placed on the
development of the formal relationships that have to be
inverted to obtain the desired results. For determina-
tion of optical strength of turbulence, it is a linear integral
equation that is developed. However, for determination
of remote wind velocity, a nonlinear integral equation is
obtained. A computer approach for solving each of the
equations is suggested. The configuration and perform-
ance requirements of the measurement apparatus are
discussed.
1. INTRODUCTION
It is the objective of this paper to explore analytic techniques for utilizing
measurements of turbulence-induced effects on optical propagation as a basis for
remote probing of the atmosphere. Our attention is centered on the problem of
vertical rather than horizontal probing, although the analytic techniques are suf-
ficiently general that they might be applied with certain changes to either case.
In the interest of establishing the basis for an economical and a truly remote
probing technique, we have eschewed the possible use of a balloon terminal
either as an optical target or as one end of an optical propagation link. We have
restricted our attention to the use of a stellar source, and have placed heavy
reliance on the potential of a sophisticated computer-signal-processing oriented
ground station. With this approach, we have not only been able to establish the
basis for remote measurement of the optical strength of atmospheric turbulence--
a quantity of great interest to those of us concerned with optical propagation in
the atmosphere, but have also been able to lay the conceptual and analytic ground-
work for remote measurement of wind velocities aloft -- a matter of very real
interest in a variety of fields of endeavor. Our work on the remote measurement
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of wind velocity is, in a sense, an attempt to formalize and extend the earlier work
of Barnhart, Keller, and Mitchell (1959), and to lift the requirement for their assump-
tion that all stellar scintillation is generated by turbulence in a fairly narrow altitude
range with a single characteristic wind velocity.
We have approached our problem in two steps: first, by studying the relationship
between the spatial covariance of scintillation, as measured by the conventional log-
amplitude covariance, and the distribution along the propagation path of the optical
strength of turbulence, as measured by the refractive-index structure constant.
From this examination, we have found that we can obtain a linear integral equation
relating the two functions. This considers the log-amplitude covariance as the known
function -- it is a quantity we plan to measure -- and treats the refractive-index
structure constant as an unknown function of position along the path of propagation.
By inverting this integral equation, we are able to solve directly for the optical
strength of turbulence along the propagation path. When the propagation path is
that for star light, we have, in effect, a vertical probe of the atmosphere.
In the second part of our approach to the remote probing problem, to obtain in-
formation on the wind velocities in the atmosphere, we have generalized our interest
in the log-amplitude covariance function to include its temporal as well as spatial
dependence. The temporal dependence provides us with a "handle" on the wind
velocities. (It is an interesting feature of a computer-oriented signal processing
set-up that obtaining the temporal as well as the spatial dependence of the log-
amplitude covariance, as compared with obtaining only the spatial dependence,
requires only a change in the computer program and no additional hardware or
data-taking time.) In this case again, an integral equation is obtained relating the
spatial and temporal dependence of the log-amplitude covariance function to the
wind velocity function. In this treatment, the wind velocity function is a vector
function with functional dependence on position along the propagation path. (The
vector function is the two-dimensional vector projection of the actual wind velocity
vector on a plane perpendicular to the propagation direction. A correction for the
projection of the actual wind feature can be introduced after the vector function has
been obtained, by assuming that the true winds are horizontal, or nearly so.) It
is an awkward aspect of this part of the work that the integral equation from which
we expect to obtain the wind velocity function is very nonlinear. As a consequence,
the task of inverting the equation, even approximately, on a computer is expected
to be formidable. However, we see no reason in principle that the integral equa-
tion can not be adequately approximated by a set of nonlinear simultaneous equa-
tions and these solved by the use of relaxation techniques. With a modern, high
speed computer, this should be quite economical.
In the next section, we shall define the quantities of interest with sufficient
detail to provide a basis for planning their measurements. We will follow this
with a pair of sections that develop the formal relationships of interest. Finally,
we shall devote several sections to problems related to consideration of the actual
implementation of the necessary measurement processes.
2. DEFINITIONS
Basically, the measurements we intend to make are of the irradiance produced
by star light from some star at a variety of points with various separations. The
measurements are to be continuous in time so that we have data on the temporal as
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well as the spatial aspects of the star light irradiance. Although we will get into
more detail on the measurement equipment configuration in a subsequent section,
for the present it is sufficient to- consider that we are dealing with a pair of photo-
electric detection telescopes, each of whose signals is recorded on magnetic tape
for subsequent computer data processing. Each telescope has a very restricted
field-of-view, which is guided by the telescope mount to keep the star of interest
in the field-of-view. The two telescopes are placed on the same mount in such a
manner that the separation of their collection apertures can be adjusted. The
collection apertures are intended to be of zero dimension, although for practical
reasons a one-millimeter aperture is contemplated. The optical train in each
telescope contains an interference filter which permits only radiation in a narrow
spectral band to be observed. Ideally, the band should be of zero width, but for
practical reasons we plan to use a 10% bandwidth. It can be shown (Fried (1967))
that the effect of using a non-zero spectral bandwidth is virtually negligible as far
as scintillation effects are concerned, although it may be desirable at some later
date to incorporate any slight changes in theory that go with the non-monochromatic
signal. For this paper we shall use a monochromatic theory without reservation.
We denote the center of the wavelength band by X , with an associated wavenumber,
k = 2rr/X
We shall use the notation p to denote the vector separation between the pair of
miniature telescope collection apertures. We will let z denote a distance from the
telescope along the path of propagation. Working with a stellar source at a zenith
angle e , the height of a point at z is approximately h = z cos 0 .
We denote the photocurrent out of each of the telescopes by il(t) and i 2 (t), t
being the time at which the photocurrent is observed. The logarithmic quantities
L1(t) and 2 (t) , called the log-amplitudes, are computed from the relationships
t1l(t) = 1/2 O [il(t)/(il) ], (la)
t2(t) = 1/22/n [i 2 (t)/( i 2 )> ], (lb)
where (i 1 ) and (i 2 ) are the average values of ii(t) and i (t), respectively.
(The angle brackets ( ) are used here and hereafter to denote an ensemble
average, although in practice we shall feel free to invoke the ergodic hypothesis
and consider the brackets to denote a time average.) From t 1jt) and t2(t) we
calculate the spatial-temporal log-amplitude covariance, Ct. ( p, T), according
to the equation
C (p , T) = ([ tl(t) -.tl ] [ 2(t + T) - 2) ] > (2)
For convenience in dealing with the spatial dependence of log-amplitude covariance
for zero time delay, we shall use the notation Cd P) rather than Ct (P , 0).
Because of the isotropy of the statistics of turbulence, we are able to suppress the
dependence on the vector aspect of P and merely show a dependence on the scalar
value P . (For a non-zero value of T the vector wind velocity becomes signifi-
cant and it is the interaction of this vector with + that required the dependence
on the vector nature of ~ .)
The optical strength of turbulence is measured by the refractive-index structure
constant. The refractive-index structure constant is defined in relation to the
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Kolmogorov theory of turbulence in the inertial subrange. According to this theory,
the difference of two turbulently varying quantities has a mean square value which
varies in proportion to the two-thirds power of their separation. The refractive-
index structure constant is the constant of proportionality when the turbulently
varying quantity is the refractive index. We denote the refractive-index structure
constant at the position z along the propagation path by C2 (z) . At present there
is very little data on the value of C2 as a function of altitiade and effectively no data
on how it varies with time of day and year, and with geographic location, or even
how and if it varies statistically under apparently similar conditions. It is the first
objective of the suggested measurements to permit compilation of data on C2 at
various altitudes.
We shall use the notation V(z) to denote the projection of the actual wind velocity
vector at a distance z along the propagation path upon a plane perpendicular to the
propagation direction. We shall speak of this as the wind velocity, although in all
cases we shall eventually want to know what the vector in a horizontal plane is whose
projection is V (z) , for that vector is the true wind velocity. It is the second objec-
tive of the stellar scintillation measurements that we recommend, to provide data
from which V (z), and ultimately the true w;nd velocity, can be determined.
3. DETERMINATION OF THE REFRACTIVE-INDEX STRUCTURE CONSTANT
In this section, we will establish the basic mathematical relationship between
the refractive-index structure constant and the log-amplitude covariance for zero
time delay, i.e., for T = 0. This will eventually permit determination of C2 from
stellar scintillation data. We start with the basic relationship obtainable from
Tatarski (1961), that
0.52 d 2 -8/3 2z)
Ct (p ) = 0.652 k dz CN (z) d J () - k(3)
o o
which applies for propagation of an infinite plane wave of wavenumber k = 2TT/X
traveling a distance L . (The z-integration is from collector to source.) For a
stellar source we replace L by infinity, but keep carefully in mind the fact that
CN falls to zero about as rapidly as the square of the atmospheric density, so
there is no problem of convergence of the integral.
It is a surprising fact that the double integral in Eq. (3) has never been evaluated
by doing the a-integration first. (For some reason an assumption about the
z-dependence of CN has always been made and the z-integration performed first.)
This time we wish to perform the o-integration first. This will yield some function
of k, z, and P , which will appear as the 1Yernel in the z-integration side of an
integral equation connecting CLt(P) and CN (z) .
* It should be carefully noted that most ground-to-ground propagation paths involve
a source quite different from an infinite plane wave source and that the results
developed here from Eq. (3) will be grossly inadequate for interpretation of such
measurements. Often the theory for a spherical wave source will be applicable.
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To perform the C-integration, we use the two integral formulas that
u J (3ul/2)du = (-)-/ (a_ + !1 Ir (-a) I
ucos1uJ(ul/2 2( i ] 0 Cos 1 (Fy ) du =r(a) Re [exp (-i 2 ) 1F1 ( 4
O
(4a)
(4b)
Eq. (4b), which apparently does not exist in any of the tables of definite integrals,
can be obtained by a slight modification of.the application of Ramanujan's formula
presented in Appendix A of the paper by Fried and Cloud (1966). In fact, it can be
recognized as the conjugate result to that developed in the reference. Eq. (4a)
comes directly from that reference.
By making the transformation of u = a 2 z/k in Eq (3), and replacing L by o
to restrict Our attention to propagation of star light, we get
7/6 5/6k 262C ,( P ) = 0. 326 k76 d z 5/6 C(z) du u 11/6 O- u)
X (1 - cos u) .
With the aid of Eq. 's (4a) and (4b), we perform the u-integration, thus obtaining
(5)
C (P) = 0.326 k7/6
O
o
dz z5/6
(6)
; 2 (Z P2 ) r(-5/6)
N (4 z) I (11/6)
F1 (-5/6; 1; i k P- ) ]
We recognize that everything in the curly brackets in Eq. (6) may simply be
considered as some function of k p 2 /4z. Thus we can rewrite Eq. (6) in the
desired integral equation form, namely
C,(p) = k7/6
0
d z z / CN (z)
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where the function a(x) is defined in terms of the power series
5/6
3(x) = -- + (a + b x 2 n/(2n) ! (8)I (11/6) n=o
The power series coefficients are defined by the recurrence relationships
a = -a [(2n - 17/6) (2n - 11/6) (9a)
n -n-1 (2n - 1) (2n)
b = - bn [ (2n - 11/6) (2n - 5/6) (2n - 1) (9b)
(2n)(2n + 1)2
and the initial values
a = (-0.326) cos (5n/12) r (-5/6) (10a)
bo = (11/6) (-0.326) sin (5TT/12) (-5/6). (10b)
The first few values of a and b are listed in Table I.
n n
TABLE I
Coefficients for the Power Series Determination of
3(x) According to Eq. (8)
The notation a(b) denotes a x 10b
n a b
n n
0 5.403 (-1) 3.696 (0)
1 3.752 (-2) -3 .993 (-2)
2 -7.903 (-3) 8.219 (-3)
3 3.476 (-3) -3.009 (-3)
4 -1.978 (-3) 1.437 (-4)
5 1.286 (-3) -7.999 (-4)
6 -9.080 (-4) 4.926 (-4)
7 6.778 (-4) -3.257 (-4)
8 -5.268 (-4) 2.270 (-4)
9 4.221 (-4) -1.648 (-4)
10 -3.464 (-4) 1.236 (-4)
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From this point on, we may consider 3(x) to be a known and tabulated function,
which makes Eq. (7) a very straightforward lnear integral equation connecting the
measured function, Ct,(p) to the function CN (z) , which is to be determined. As
an integral equation, we have somewhat of a problem in obtaining CN (z) . However,
by replacing the integration in Eq. (7) with a summation over a set of finite ranges
of z , and by replacing the functions C ( P) and CN (z) with a finite set of values,
known or to be determined, we convert Eq. (7) to a set of linear simultaneous
equations. This is an easy matter for a computer to handle and we can expect data
on C4 (z) whose quality is limited only by how well we have chosen the set of P's
for measurement of Ct (P) , by how high our signal-to-noise ratio is for determina-
tion of Ct (P) , and by how effectively we designate the ranges of z in replacing
the integration by a summation. The choice of ranges will depend on our a priori
estimate of how C2 (z) varies with altitude. This should be nearly proportional
to the variation of the square of the density of the atmosphere -- with allowance
for a possible anomaly in the vicinity of the tropopause, as has recently been sug-
gested by Hufnagel (1966). It will also depend on how 3(x) varies and on our
choice of values of P . Optimally, the choice of the set of P's will be governed
by the values of z for which CN(z) is desired. For initial work, however, we
expect that almost any choice of values for p for the measurement of Ct(P) and
any reasonable separation of the range of z to replace the integral with a sum will
yield a reasonably representative set of results. The really important matter will
be the signal-to-noise ratio achieved in measuring Ct,(P) . Of all of the adjustable
features of the data-taking and data reduction procedure, this will have the most
pronounced effect on the quality of the set of C2 that we obtain. The signal-to-
noise ratio can be changed by varying the length' of the data-taking. We shall have
to be careful in the design of the actual experiment that we have enough equipment
to take all the data we need in a short enough total period, and yet allow enough
time for each measurement.
4. DETERMINATION OF WIND VELOCITY
For this section, let us assume that the procedure suggested in the previous
section has been successfully implemented -- that measurements of the log-amplitude
covariance, Ct,(P) have been obtained and that the appropriate linear simultaneous
equations have been solved so that we now have accurate results for the refractive-
index structure constant, C2 (z) . We now wish to consider what we could do with
measurements oJf the temporal dependence of the 'refractive-index structure constant,
i.e., with Ct,(P, T) to compute the projected wind velocity, 1(z) . The key
equation to carry this out is the time-dependent version of Eq. (3), which has the
form
ca~ X~~co
Ct(p, T) 0.652 k dz CN -V(z) d)
0 2 0
Uz
x (1 -cos ) . (11)
This equation does not appear in any of the published literature. Although the most
straightforward way to obtain it is to derive it in detail from the stochastic propa-
gation equations for log-amplitude at points 1 and 2 and times t and t + T
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utilizing the hypothesis of frozen turbulence (i.e., that the wind transports the
turbulent structure across the propagation path more rapidly than the structure
breaks up and reforms), for the purpose of this presentation we shall argue that
Eq. (11) follows as an obvious extension of Eq. (3) when we consider the contribu-
tion to the log-amplitude of the turbulence at any particular value of z . With the
hypothesis of frozen turbulence, we note the equivalence of the contribution to the
scintillation pattern at~timq (t) and position (R) , to the contribution at time
(t + T) and position (R + VT) . With this in mind, the Eq. (11) follows directly
from Eq. (3).
We can now use the same mathematical manipulations as in Section 3. This
time they yield the result, in analogy to Eq. (7), that
co
k7/6 z 5/6 2 (12-V )C(P, T) = k fdz z CN ( z ) k P-(Z) T(12)
_NC'' 3 4z
0
jRecognizing that now our problem is, given Ct.(P , T) and CN (z) -- solve
for V (z), we see that we are dealing with a rather formidable nonlinear integral
equation. If we had to solve this equation, in the formal sense, it is doubtful that
any further progress could be made on the problem. However, the use of numerical
techniques reduces the problem to one of approximation, and that we may expect to
be able to accomplish. By replacing the integration with a summation over a set of
ranges of z , we obtain a set of nonlinear simultaneous equations to solve. Al-
though there is no closed form solution possible for the set of general nonlinear
simultaneous equations, as there is for the linear simultaneous equations, (for which
matrix inversion produces a solution-generating operator), by the use of a relaxa-
tion procedure or some other iterative method, it should be possible to solve for
| P - V(z) TI as a function of z . How quickly the solution procedure will converge
will depend on the quality of the starting estimate for V (z).
2The calculations would start with data on CN (z) obtained fropn measurements
of Ctp) and would probably use the data for Ct,( , T) and Ct (p', T) where p
and P' have the same magnitude but are perpendicular. Values of T would range
from T = 0 to a value of T sufficiently large as to make Ct,( , T) vanish. This
will be sufficient to permit calculation of V(z) . Since data for other values of a
and p ' will be available, these measurements will also be processed to provide
a consistency check and to improve the accuracy of the solutions for V (z)
5. MEASUREMENT OF SIGNAL-TO-NOISE RATIO
At this point, it is appropriatesto examine the actual measurement and deter-
mine what kind of signal-to-noise ratio we can expect. Stellar scintillation meas-
urements have previously been done with optics of one or more inches diameter.
For order of magnitude evaluation of the intensity covariance, such a large
aperture might have been acceptable, and it certainly helped the signal-to-noise
ratio; but for the precision application which we have in mind for the data, we must
plan to use much smaller apertures. Our apertures must be small enough that
they do not average over the irradiance pattern. Examining the data in reference 1,
it appears that a one-millimeter diameter would be suitable. As we have indicated
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earlier, to avoid the complication in the theory of spectral spread, we plan to use a
fairly narrow spectral bandwidthd Basedoon the results in reference 2, we have
elected a 10% bandwidth at 5250 A ± 250 A . To be certain that we do not miss any
of the rapid scintillation fluctuations, we plan to use a 1 kHz electronic bandwidth.
These three quantities, the aperture diameter, the spectral bandwidth, and the
electronic bandwidth, virtually determine the signal-to-noise ratio we will have on
the photocurrent.
We plan to use an S-20 photocathode image dissector type photomultiplier, with
a quantum efficiency in this spectral range of rT = 4 x 10
-
2 amps/watt. The use of
the image dissector is simply to provide a very small photocathode area and in that
way reduce the dark current to a negligible amount. By working with a very limited
field-of-view, we can keep the background photocurrent down to a negligible amount
even for daytime operation.
Since we are using a photomultiplier, there will be no significant amount of
noise generated after the photocathode, so we can identify the shot noise in the
average stellar current as the only noise. If the average stellar signal photocurrent
is I , then the signal-to-noise ratio in dB will be
S/N = 10 log1 0 (1/2 e Af) (13)
where e = 1.6 x 10-19 coulombs is the electron charge and Af = 103 Hz is the
electronics bandwidth. We consider as typical stellar sources the stars Vega or
Arcturus, both of nearly zero-magnitude. A zero-magnitude star produces an
irradiance of about
W = 10- 1 watts/m2 -A
in the spectral range of interest. With combined atmospheric and optics transmission
of T = .5, a collector diameter D = 10- 3 m, and a spectral bandwidth AX = 500 ,
we see that the stellar signal average photocurrent will be
I = 2 (--- D) AXT W, (14)
-17from which it follows that the photocurrent is I ; 7.9 x 10 amps. This yields
a signal-to-noise ratio of -6.1 dB.
At first one is inclined to say that this proves that the measurement can't be
made -- there isn't enough signal-to-noise ratio. However, we must remember that
we are trying to make an accurate determination of the log-amplitude covariance,
not of the instantaneously fluctuating signal! To see the difference, consider the
fact that every one of the two thousand samples per second that goes with Af = 103 Hz
contributed coherently to the final value of the log-amplitude covariance itself,
but the noise in each sample, being independent of the noise in each other sample,
contribute in quadrature to the error in the measured covariance.
After 300 seconds of operation, we may expect that the noise voltage will be
up above the instantaneous voltage by /300 x 2000 ; 800, while the covariance
voltage will accumulate about (800)2 for a net improvement in signal-to-noise ratio
of about 58.1 dB. Thus, after five minutes of operation we should have a value of
the log-amplitude covariance which has a signal-to-noise ratio of about 52 dB. This
should be entirely adequate.
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6. MEASUREMENT PROCEDURE
In the preceding sections, we have spoken of the measurement of the log-
amplitude covariance, Ct. (a, T) in terms of the use of a pair of one-millimeter
aperture photoelectric telescopes on a tracking mount and pointed at a star. The
implication was that the signals from the two telescopes were directly correlated
by some suitable electronic device. In practice, this would be much too slow and
inefficient a procedure. By the time a complete set of data was obtained, so much
time would have elapsed that it is doubtful that conditions would be the same for the
first and last part of the set. It is questionable whether or not there would be any
self-consistency within the data set. Instead of such a one-at-a-time type of
measurement, we visualize the entire set of data being obtained simultaneously in
about five minutes of running time.
There would be no real-time conversion of the scintillation signals to log-
amplitude covariances. Instead, all of the raw data would be stored on magnetic
tape and later entered into and reduced in a digital computer. This would, amongst
other things, permit a limited number of telescopes to provide data for calculation
of log-amplitude covariance for a much larger number of combinations of values
of ~ and T . The output from any one telescope can be paired in the computer
with several other telescopes to provide data for several values of p . For example,
a string of thirteen telescopes spaced 1, 1, 1, 1, 1, 1, 7, 7, 7, 7, 7, 7 units
between each would permit the computer to select pairs covering any separation
from one-unit to 48-units apart -- 48 values of ~ covered with thirteen telescopes.
Another string of thirteen crosswise to the first string (using a common element
so there is a total of only 25-telescopes) would provide all possible data of
interest. The computer, by shifting the data from any telescope, can simulate a
time delay T and in that way calculate all the time dependent features of the log-
amplitude covariance without increasing the equipment or measurement time re-
quirements above the requirements for determination of just Ct (P)
The tape recorder capacity to accommodate all of this data is not very exten-
sive. By using three twenty-channel multiplexers, we can record all of the data
on three 20 kHz FM tape recorder channels, with a blank space recorded between
each signal sample, just to insure the impossibility of data crosstalk between
telescopes.
Although we have spoken of the equipment as a collection of 25 one-millimeter
diameter telescopes on a common mount, with the implication that each unit
involved separate optics and separate boresighting, in practice it will probably
prove to be much more economical to use a single large telescope, perhaps twelve
inches in diameter, with a single narrow band filter and focal plane stop to define
the limited field-of-view. The light passing through the focal plane stop would be
allowed to diverge and when it had reached some suitably large diameter, would be
sampled by positioning the 25 photomultipliers (or by positioning 25 one-millimeter
diameter diagonal mirrors or fiber optics tubes to "tap-off" the light for the
photodetectors.) The balance of the light could be used to provide a signal for
tracking the star. The total configuration would be relatively simple and trouble-
free. There would be, for instance, no significant pointing problems for any of the
individual sensors.
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7. COMMENTS
All of this analysis is based on two assumptions which, while we believe they
are satisfied, should be pointed out here First, all of our analysis assumes that
the Kolmogorov spectrum for turbulence in the inertial subrange is the appropriate
spectrum. There is quite reliable evidence to support this for the high spatial
frequencies of interest in optical propagation, for regions near the ground. , For
much lower spatial frequencies, this has also been demonstrated for higher altitudes.
While it seems quite plausible to extend this information to higher altitudes with the
higher spatial frequencies associated with optical propagation, it must be recognized
that the applicability of the Kolmogorov spectrum is not demonstrated by any meas-
urements.
The second assumption is that the theory for optical propagation in a randomly
inhomogeneous medium, as we have used it, is valid. Recently there has been
considerable controversy about this. However, it is almost universally agreed
that for small enough scintillation effects, the results of theory should be valid.
As Hulett (1967) has pointed out, measured values of scintillation for stars near
the zenith are quite small. For this reason, we believe there is no reason to
question the accuracy of propagation theory as we have applied it in this paper.
We believe that a firm foundation exists for exploiting our understanding of
optical propagation and the flexibility of modern data handling electronics to
develop an economical method of remote probing of the atmosphere. The expense
of development of this method will be fully justified by the cost reduction in obtain-
ing winds aloft data. We further believe that the reduced cost and the-ease with
which this data is obtained will result in expanded coverage of winds aloft measure-
ments and will thereby promote a better understanding of meteor6logical inter-
actions.
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Dr. Fried is to be congratulated for his skill and perserverence
in solving this difficult inversion problem. A few months before
this meeting, I learned of a similar work by Arthur Peskoff (1968)
who has independently solved the same,problem. It will be inter-
esting to compare these two methods. My comments below apply to
both methods.
I believe that it will be very difficult in practice to get ac-
curate and detailed inversions from real-life experimental data.
To explain why this might be so, we note, first, that all scin-
tillation experimental data tend to look somewhat alike (thus
implying that it can't contain much information of interest). To
illustrate this, we need only note that the autocorrelation func-
tion for scintillation as computed by Chernov (1960) using a
Gaussian shaped turbulence spectrum is very similar to the scin -
tillation autocorrelation function obtained by Tatarsky (1961)
who used a Kolmogoroff description of turbulence. A second
difficulty arises from the often observed nonstationarity of tur-
bulence statistics.* This means that one cannot reliably average
observations over long time periods to gain effective signal to
noise enhancement. On the other hand, since the theory in its pro-
posed form:requires the use of small diameter telescopes, and a
narrow spectral filter, the noise problem will be severe, and
accurate inversion will be difficult. Still another difficulty
is that present inversion theories assume, isotropic Kolmogoroff
turbulence statistics. It is very likely that above the atmos-
pheric boundary layer that these statistics are often not valid --
especially in thin turbulent strata, which do appear to exist
(Hufnagel, 1966).
On a constructive note, however, there are some ways in which we
can make this remote sensing method more accurate and reliable.
The first and foremost principle to employ is to make use of all
available aprtioi information. For example, it is relatively
easy to learn the wind velocity profileithrough standard radio-
sonde techniques. Rather than ask this proposed remote inversion
method to determine the wind velocity profile in addition to the
turbulence (as has been proposed), one should instead use an
independently measured wind profile as aptioki information to
If the turbulence is indeed nonstationary, it would be well
to inquire again about just what descriptors you are trying
to measure anyway.
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aid the inversion method. Secondly, we know something already of
the general distribution of turbulence with altitude and should
use this information. Also, since the ground layer turbulence
can be easily measured in situ, one could use this information to
subtract its known contribution from the total observed scintil-
lation statistics.
It is certainly apparent that an error analysis for this inversion
method is required. Also, I would strongly recommend that a
limited program of in situ measurements be made to learn more
about the true nature of the turbulence before we attempt to rely
on indirect remote sensing methods, such as proposed here.
On a different subject, we should note that in the discussions
today we have talked only about using intensity scintillation
measurements as an indicator of remote effects. Similar methods
have been developed for other types of optical disturbances, such
as, image blurring (Hufnagel, 1967). These alternate methods can
well complement the scintillation methods described here.
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ABSTRACT
Lidar is an optical 'radar' technique employing laser
energy. Variations in signal intensity as a function of
range provide information on atmospheric constituents,
even when these are too tenuous to be normally visible.
The theoretical and technical basis of the technique is
described and typical values of the atmospheric optical
parameters given. The significance of these parameters
to atmospheric and meteorological problems is discussed.
While the basic technique can provide valuable informa-
tion about clouds and other material in the atmosphere,
it is not possible to determine particle size and number
concentrations precisely. There are also inherent diffi-
culties in evaluating lidar observations. Nevertheless,
lidar can provide much useful information as is shown by
illustrations. These include lidar observations of: cirrus
cloud, showing mountain wave motions; stratification in
'clear' air due to the thermal profile near the ground;
determinations of low cloud and 'visibility' along an air-
field approach path; and finally the motion and internal
structure of clouds of tracer materials (insecticide spray
and explosion-caused dust) which demonstrate the use of
lidar for studying transport and diffusion processes.
Lidar is a generic, rather than a specific, technique
and thus can be applied in a variety of forms to a wide
range of research and operational problems. Research
applications include: the investigation of dust in the high
atmosphere; studies of air motion and turbulence revealed
by cirrus and other clouds; boundary layer phenomena, as
shown by variations in turbidity in the mixing layer; turbu-
lence and diffusion processes using suitable indicators; and
investigations of the effects of cirrus and other particulate
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layers on measurement of radiation in and through the
earth's atmosphere. Operational applications include:
ceilometry, transmissometry, and the monitoring and
tracking of atmospheric pollutants. Much progress is
readily possible within the state-of-the-art, although
higher pulse-rate lasers of higher average power are
needed, together with the application of modern data-
handling techniques and the development of quantitative
methods of interpreting lidar data.
1. INTRODUCTION
The advent, in 1960, of the laser as a source of energy, opened up many possibilities
for new techniques of probing the atmosphere or for improving and extending established
techniques. The properties of this new form of energy were remarkable even at an early
stage of technology. The energy, at optical or near optical frequencies was monochromatic,
coherent, and, with the development of Q-switching techniques, could be generated in very
short pulses of very high power. A number of scientists soon recognized the applicability
of this device to atmospheric studies and described a variety of ways in which the special
characteristics of laser energy could be exploited. These ranged from straightforward
radar-type applications to more sophisticated concepts in which the wave nature and co-
herence of the laser energy were utilized. (See Schotland et al., 1962, Goyer and Watson,
1963, for example.)
The first actual use of lasers in atmospheric studies appears to be Fiocco and
Smullin's use of a ruby laser "radar" to detect echoes from the atmosphere at heights
up to 140 kms in June and July 1963. (Fiocco and Smullin, 1963.) At about the same time
however, the late Dr. M. G. H. Ligda had initiated a program at Stanford Research Insti-
tute in which a similar pulsed ruby laser "radar" system, or lidar*, as Ligda called it,
was used to probe the lower atmosphere and study meteorological phenomena. (Ligda, 1963)
Since that time, such simple 'radar' techniques have been applied by a number of
workers to map and track concentrations of particulate matter and to study the density
profile of the atmosphere by reference to gaseous backscattering. Meanwhile, others
have been implementing some of the concepts involving the wave nature and coherence
of laser energy. These include the use of multiple wavelength lidars to determine by
reference to differential absorption the atmosphere's gaseous composition and also the
use of Doppler techniques to determine motion in the atmosphere or, from molecular
velocities, its temperature.
This paper will consider only the simple 'radar' approach and be concerned with the
application of determinations of the intensity of backscattering of lidar energy to atmo-
spheric studies and the solution of meteorological problems.
*The word lidar, an acronym analogous to radar, from LIght Detection And Ranging, was
earlier used by Middleton and Spilhaus (1953) in connection with pulsed-light ceilometers.
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2. THE BASIC LIDAR TECHNIQUE 
Energy generated by giant-pulse (Q-switched) l a s e r s is highly monochromatic, 
essential ly coherent , and is concentrated in very shor t , high-power pulses . This energy 
is directed by refracting or reflecting lens sys tems in a beam. Energy backscat tered by 
the a tmosphere within the beam is detected by an energy sensitive t ransducer (normally 
a photomultiplier tube) after being collected by suitable rece iver lens sys tems . The 
monochromaticity of the energy makes it poss ible , by the use of narrow-band f i l te rs , to 
l imit 'noise ' in the form of energy of solar origin, to a minimum. The coherence of the 
energy makes it possible to achieve very narrow t ransmi t t e r beams. A typical l idar 
system is shown in Figure 1; its cha rac te r i s t i c s a re given in Appendix. (Northend et a l . , 
1966) 
The essent ia l features of l idar detection of atmospheric t a rge t s a r e described in 
the following equation: 
P c r i S ' A 
P a exp -2 fr a ( r ) d r , (1) 
r „ 2 J o 
877r 
where 
P is received power 
Pj- is t ransmi t ted power 
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c is the velocity of light
T is pulse duration
r is range
B180 is the volume backscattering coefficient of the atmosphere at range r (having
dimensions of area/unit volume). (Following radar practice, A' 180 is defined
as an area that would intercept the same amount of energy as would yield the
same return at the lidar if radiated isotropically at range r, as is, in fact,
received from unit volume of the atmosphere at that range).
A is the effective receiver aperture
a is the extinction coefficient
The basic lidar observation consists of an evaluation of received signal power Pr in
terms of range and direction. The minimum detectable signal level is determined by either
the system noise and that due to solar energy entering the receiver, or the sensitivity of
the detector system. At laser wavelengths, even with systems of modest performance, the
smallest hydrometeors may be readily detected, as well as the microscopic particles of
the 'clear' aerosol.
It will be immediately apparent that unless the volume backscattering coefficient,
8'180, and the extinction coefficient, a, are uniquely related, it is not possible to evaluate
the intensity information in absolute terms. However, within certain limits the relation-
ship between these parameters is sufficiently consistent to enable the significance of the
variation of received signal with range to be unequivocal and of direct value. This is par-
ticularly the case where the lidar beam encounters strongly scattering targets after pass-
ing through relatively clear air, as occurs in observing clouds of particulates. Again,
minor variations of signal intensity with range are immediately obvious and reveal layers
and inhomogeneities in a continuously scattering atmosphere.
In practice, the signal from the photomultiplier is normally displayed on an oscillo-
scope as a function of range-the familiar A-scope presentation of radar practice. The
single transient signal from a single shot may be photographed or magnetically recorded.
Polaroid photography allows early inspection of the data in the former case, but the use of
magnetic video disc memory makes a continuously viewable oscilloscope display available
immediately as well as providing an input for more sophisticated analysis procedures and
displays.
Although up to the present, data has largely been converted manually to punched cards
or tape for subsequent computer processing and presentation, automatic data input tech-
niques can readily be implemented. In the case of the very weak signals from high altitudes,
where the signal is a function of the rate of generation of single photoelectrons, more so-
phisticated, automatic data processing techniques have already been employed (for example,
McCormick et al., 1966, describe the on-line input of lidar data to a digital computer).
The limited data rate of the early lidar systems (with intervals between pulses mea-
sured in seconds if not in minutes) has restricted the resolution of observations in time,
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and has precluded the development of scanning systems capable of developing two-dimen-
sional sections of the type familiar in radar practice. (The lower data rate has perhaps
been responsible for an earlier application of quantitative analyses than was the case with
weather radar.) Both quantitatively and qualitatively however, lidar has made it possible
to study remotely in three dimensions many atmospheric phenomena that hitherto could
only be observed grossly or examined piecemeal.
3. ATMOSPHERIC OPTICAL PARAMETERS
Electromagnetic energy incident upon a volume of atmospheric gases and the liquid
and solid particles suspended therein is scattered and absorbed. The magnitude of these
effects is dependent upon the size and number of the particles present and their refractive
index (and in this context gaseous molecules may be considered as particles) and also upon
the wavelength of the incident energy. (In the case of laser energy, its highly monochroma-
tic nature is an important consideration, for as shown by Twomey and Howell, (1965) the
effects of critical wavelength/particle-size ratios are not averaged out so readily as is the
case with broadband light sources.)
Of the energy scattered, that which is returned in the direction of the lidar, is evalu-
ated in terms of the volume backscattering coefficient, s '180 (-t1 ). Energy removed from
the direction of propagation, either by scattering or by absorption, can be evaluated most
conveniently in terms of the extinction coefficient C (r-1). This in turn can be considered
in terms of the extinction due to scattering, as, and the extinction due to absorption, ra.
The important scattering and absorption mechanisms are now discussed.
3.1 Rayleigh Scattering
Rayleigh scattering from the molecular atmosphere is important for it provides
a method by which atmospheric densities may be derived from lidar measurements. In
addition, it also provides a convenient datum, to which other scattering and absorption
effects may be related, in the upper atmosphere, particularly where layers of purely
gaseous composition can be identified.
For wavelengths well separated from the absorption lines of the atmospheric con-
stituents, the Rayleigh scattering cross section CRAY of an individual scattering center
is given (Van de Hulst, 1957) by:
8ii 2 4 2 6 + 36CRAY ( 6-7 (2)
RAY 3 > 6 - 76'
where
X = wavelength of incident radiation
6 = depolarization factor due to the anisotropy of the atmosphere
a = molecular polarizability of scatterer
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For the atmospheric gases, the factor 6 has a value near 0.035; therefore the fraction
(6 + 36)/(6 - 76) is about 1.061. The polarizability a is approximately 2 x 10- 3 0 (m3 ),
and thus:
CRAY = 3.96 x 10 -56 )-4 (m2 ) (3)
and at the ruby wavelength X = 0 .6 9 4 p, for example,
CRAY (X= 0 .6 9 4 u) = 1.71 x 10-31 (m2 ). (4)
The total scattering cross section per unit volume of a purely gaseous atmosphere is
this elementary cross section multiplied by the number density N of molecular scatterers
per unit volume.
cRAY N CRAY (5)
This quantity aRAY is also called the Rayleigh attenuation coefficient. It is that quan-
tity which, when multiplied by the incident power density and the effective illuminated
volume, gives the total power scattered in all directions from the incident radiation beam.
For pure Rayleigh scattering it can be shown that 3/81r per steradian of this total
will be scattered back toward the source. As a result of the convention used in defining
radar cross sections (see Sec. 2 above) it follows that for Rayleigh scattering the volume
backscattering cross section '180, can be obtained from:
347T 3fNC =1. 5 cr(6)180 RAY 8 4 r RAY RAY
Thus the factor k, which is the ratio of backscattering, ,'180' the extinction coefficient,
oa, is for Rayleigh scattering a trusted constant (3/2) and not subject to the fluctuations
encountered when the scattering particles become large compared to the wavelength. The
significance of the value, ' RAY in determining the density of the upper atmosphere
is indicated in Table I.
Table I lists values for N from the U.S. Standard Atmosphere, 1962 (U.S. Government
Printing Office, 1962) and for '180 RAY for sea level to 20 km elevation in 5 km increments.
Table I. Volume scattering coefficients for Rayleigh component of atmospheric scattering
for ruby LIDAR (X = 0.6943g)*
Height N 1 180 (RAY
(km) (m-3) (m-l) (m-l)
0 2.55 x 10 2 5 6.55 x 10 - 6 4.37 x 10 - 6
5 1.52 x 1025 3.93 x 10-6 2.62 x 10 - 6
10 8.60 x 1024 2.21 x 10-6 1.47 x 10-6
15 4.06 x 1024 1.04 x 10-6 .69 x 10-6
20 1.85 x 1024 4.75 x 10 - 7 3.2 x 10 - 7
*Rayleigh scattering is proportional to X-4
152
R. T. H. COLLIS
3.2 Mie Scattering
Mie scattering is of far greater significance than Rayleigh scattering in the lower
atmosphere. It applies to particulate matter having dimensions of magnitude similar
to the wavelength of the incident radiation. For large particles the elementary scatter-
ing cross section CMIE is of the order of twice the geometrical cross section. The
scattering pattern in the Mie case does not resemble the symmetrical-dipole pattern of
Rayleigh scattering, but can be quite irregular and complicated (Middleton, 1953; Van de
Hulst, 1957; Deirmendjian, 1964). The ratio of the backscattered to the total scattered
energy is thus highly variable as a function of the particle-size to wavelength ratio and
the dielectric characteristics of the particle. This is illustrated in Figure 2 which shows
the relationship between backscattering and total scattering and the size parameter, ac,
for single spherical particles having a real refractive index of 1.33 (i.e., that of water).
(The size parameter a! = 2i7 a/X where a is the radius.)
It will be seen that neither backscattering nor total scattering show significant
general dependence on wavelength or particle size. Usually Mie scattering is predom-
inantly forward so that in an assemblage of particles of different sizes, k, in the relation
,3'180 = ko, is often less than unity. Because the effects of particle size differences tend
to average out in such assemblages, useful approximate values can be determined for k
and used in evaluating the lidar signal. Stanford Research Institute calculations for water
sphere distributions typical of natural water clouds give an average value of k = 0.625.
This value, together with the Attenuation Coefficients given in Elterman's Clear Standard
Atmosphere (Elterman, 1964), have been used to compute values for the aerosol contribu-
tion to total backscattering for various altitudes as plotted in Figure 3. (The value k =
0.625 is most accurate for water spheres, but is a reasonable approximation for other
aerosol components.)
From this figure it is apparent that even on "clear" days (i.e., those with a horizontal
visibility of about 25 km at sea level for the Elterman model) the aerosol backscattering
predominates over the molecular backscattering for all elevations below 4 km.
Table II lists a range of typical water-cloud and haze conditions, together with the
associated computed aerosol extinction coefficients, and anticipated volume backscatter
coefficients, 8 '180' under the assumption that k = 0.625.
Note however the generalizations involved in these examples (see Sec. 4 below).
3.3 Backscattering by Atmospheric Turbulence
The possibility of directly detecting atmospheric turbulence by lidar as a func-
tion of backscattering by dielectric inhomogeneities has attracted some attention. Among
others, Munick (1965) has shown however, that this mechanism is far too feeble to en-
courage any hopes in this direction. For temperature and molecular number density
values typical of altitudes of 10 km and a large temperature structure coefficient
(representative of turbulent conditions near the ground), he shows that the backscatter-
ing due to turbulence at ruby wavelengths would be some 7 orders of magnitude less than
that due to molecular backscattering!
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Figure 3. Volume backscatter coefficients for a clear standard atmosphere (for Ruby
Lidar X = 0.6943 p) Based on U.S. Clear Standard Atmosphere (Elterman, 1964). Note
that a recent revision (Elterman, 1968) indicates a substantially larger aerosol content
above approximately 4 km. The total backscattering profile based on these data would
have the same general characteristics but would have values larger by a factor of
approximately two above about 4 km up to the 30 km level.
Table II. Predicted volume backscatter and extinction coefficients for water clouds and
hazes. For Ruby Lidars (X= 0.6943 ) (k = 0.625)
raMIE 8/180 MIE
(m- 1) (m,1)
Dense Water Cloud 3.2 x 10-1 to 1.6 x 10-2 2 x 10-1 to 1 x 10-2
Light Water Cloud 1.6 x 10-2 to 4.0 x 10 - 3 1 x 10-2 to 2.5 x 10 - 3
Thick Haze 4.0 x 10-3 to 1.1 x 10-3 2.5 x 10 - 3 to 7 x 10 - 4
Moderate Haze 1.1 x 10- 3 to 4.8 x 10 - 3 7 x 10 - 4 to 3 x 10 - 4
Light Haze 4.8 x 10-3 to 1.6 x 10 - 4 3 x 10 - 4 to 1 x 10 - 4
3.4 Absorption
In addition to scattering, the gaseous atmosphere, and to a certain extent the
industrially polluted aerosol absorbs energy. The attenuation due to this is generally
insignificant in comparison to scattering losses, and a total a . Absorption is, of
course, highly wavelength-dependent (especially at absorption line centers as exploited
in spectroscopic lidar techniques), but may be neglected for many purposes in the basic
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lidar application. Since in the operation of ruby lasers, heating can result in emission at
the water vapor line centered on .69438 ps where the attenuation rate is some five times
greater, some workers have found it desirable to control the laser operating temperature
to avoid this (Kent et al., 1967).
4. THE SIGNIFICANCE OF LIDAR MEASURED OPTICAL PARAMETERS
4.1 Meteorological Significance
It is important to recognize that the magnitudes of the coefficients discussed
above, and the relationships between the volume backscattering coefficients and attenua-
tion coefficients are by no means absolute. They are given merely to provide general
orders of magnitude and illustrate the relationships between the parameters in question.
For many meteorological and atmospheric applications, number and size spectrum
of the aerosol particles is all-important. Although in certain cases, e.g., the measure-
ment of visibility, the evaluation of the optical parameter as such, in this case the ex-
tinction coefficient, c, will have direct significance. The quantitative contribution that
lidar observations can make to meteorological studies is limited by the degree to which
the optical parameters can be interpreted in terms of atmospheric characteristics.
Thus, in the case of the higher atmosphere, i.e., above 30-40 km, if the absence of
particulate material can reasonably be inferred from the data, an evaluation of the volume
backscattering coefficient is essentially a direct method of measuring atmospheric density.
(Kent et al., 1967, Sandford, 1967). In 'clear' air in which particulate matter is present,
the volume backscatter coefficient and the extinction coefficient can only be related to the
particulate loading of the atmosphere within certain limits. Barrett and Ben-Dov (1967)
discuss these in connection with lidar applications in air pollution measurements. They
show that variations in assumed aerosol distribution parameters will produce relatively
small errors (less than a factor of 2) in evaluation of particle concentrations from volume
backscatter coefficient determinations.
While this degree of accuracy may be acceptable in air pollution studies, for other
purposes it is obviously too uncertain. Fenn (1967) for example shows the limitations
inherent in the relationship between atmospheric backscattering and the extinction co-
efficient in connection with the measurement of visual range. Twomey and Howell (1965
and 1967) also discuss the difficulties of deriving information on particle size distribu-
tion from optical measurements with special reference in their earlier paper to the
monochromatic aspects of laser energy.
4.2 The Evaluation of Lidar Measured Optical Parameters
The discussion of the meteorological significance of optical parameters in 4.1
above has been carried on with the tacit assumption that the volume backscattering coef-
ficients and the extinction coefficient can be evaluated. As noted in Section 2, the separa-
tion and evaluation of these terms cannot readily be accomplished from lidar observations,
for unless a unique relationship exists between the volume backscattering coefficient and
the extinction coefficient the lidar equation is unsolvable. The difficulties discussed above
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(4.1) in connection with the interpretation of the significance of optical parameters apply
in an especially critical way to attempts to interpret the lidar equation. Particularly be-
cause of the monochromatic nature of the energy, (Twomey and Howell, 1965) the relation-
ship between backscattering and total scattering in the Mie region - i.e., for the particle
sizes commonly involved in atmospheric aerosols and such features as cloud and fog, is
highly variable. For a single scatterer, a diameter variation of, say, 1/100 can change
the backscattering coefficient by a factor of 20. Although the averaging that occurs in the
case of a volume of multi-size particles tends to stabilize the relationship (k) between the
volume backscattering coefficient and extinction coefficient (see Sec. 3) at single wave-
length, uncertainties in the relationship remain. Analysis techniques that rely on assump-
tions of any specific value of k are consequently apt to be in error. The difficulty lies in
the fact that, unlike weather radars, (particularly those of wavelength of 10 cm or longer)
any significant backscattering of lidar energy by atmospheric targets involves considerable
attenuation.
Various analytical techniques have been proposed. For example, where the atmosphere
is homogeneous, the derivative of the logarithm of the range-corrected received signal with
respect to range, yields the attenuation coefficient in absolute terms.
d log P r2
e r -- 2C (7)
Barrett and Ben-Dov (1967) in the appendix to their paper describe the derivation and solu-
tion of an integral equation based on the initial assumption of a specific value of k.
The authors point out the instability inherent in appproaches of this type, but show
how errors can usually be confined to reasonable limits. At Stanford Research Institute
(SRI) a similar approach has been taken but has been developed in the following form.
The data from the lidar signature is reduced in terms of the atmospheric optical
parameters in a form which is called the lidar S-function* defined as:
P (r) r2 'I (r) T2 (r)
S(r) -10 log r 10 log 180 a (8)
P r(ro) r 1 8 0 (ro) Ta (ro)
*The concept of the S-function was developed from the Spatial Backscatter Function
(SBF) previously used at SRI (See Sec. 5). The SBF was defined as:
2
SBF(r) = 10 log 180 (r) Ta (r) (9)
where 8'180 has dimensions of km - 1 . The S-function has the advantage of being
dimensionless.
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where T (r) = one-way atmospheric transmission
= exp (-Jo (r') dr' (10)
and r
o
is a reference range.
When the backscatter is related to the extinction by
k2
3 180 (r) k1 (r) (11)
the derivative of the expression for S(r) yields a first-order, non-linear differential
equation
dor dS 2
-drc -dra-c2a =0 (12)dr - C2 Tr' - c2= 0
where c1 = 1/4.34 k 2 and c2 = 2/k 2 . The transform 77 1/a reduces the equation to linear
form for which the solution may be written as:
c S(r) c S(r')
a (r) = ar (ro) e [1 -c 2 a o (r ) r e dr - (13)
where knowledge of a (r ) is required for solution.
Even in the absence of complete solutions, it is noteworthy that, unlike much of the
work on weather radar, quantitative approaches are being developed and utilized in
handling and displaying lidar data. This is encouraging for it appears that this will lead
to progress both in the analytical technique and in the exploitation of modern data process-
ing and presentation resources.
5. APPLICATION OF LIDAR OBSERVATIONS TO METEOROLOGICAL
PROBLEMS AND ATMOSPHERIC STUDIES
5.1 General
Techniques for remotely probing the atmosphere can be directed towards mea-
suring the temperature, density or composition (in terms of water vapor, ozone or
carbon dioxide) of its gases, or to delineating and identifying the nature of its particulate
content. In addition, the motions of the atmosphere are also of concern - both in terms
of wind motion and turbulence.
What can lidar observations accomplish in these areas?
Direct evaluations of the backscattering profile in the upper atmosphere are believed
to be capable of providing information on density profiles with sufficient accuracy to show
seasonal variations in molecular density, at least in the layer from 50 to 80 kms, (Kent
et al., 1967 and Sandford, 1967). However the possibility of unexpected particulate intru-
sions and the difficulty of making accurate measurements of returns from the tenuous
upper atmosphere, make this approach rather uncertain, and in any case, it cannot be
used when there are low clouds.
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Other direct applications include the detection of the presence, height, shape, and in
certain cases, thickness of clouds or haze layers. The evaluation of the atmospheric
optical parameters (/' 180 and or) can also be considered direct observations which pro-
vide descriptive information on the atmosphere and its structure.
Finally from the nature of atmospheric structure, observed in this way, it may be
possible to infer the motion of the atmosphere which has given rise to such a structure.
Motion, however, is most readily inferred by observing the displacement of recognizable
natural features or specifically introduced indicator materials (e.g., smoke).
5.2 Illustrative Examples
The uses of lidar for these purposes can best be appreciated from ,the following illus-
trative examples. These are selected from a wide range of applications to demonstrate
the salient features of lidar application to this context and show the current state-of-the-
art.
5.2.1 Cloud and Cloud Structure
A good example of the use of lidar in a qualitative role is provided by observa-
tions made of cirrus cloud in the Owens Valley, California, early in 1966. (Collis et al.,
1968). The SRI Mk. V Ruby Lidar (see Appendix for details) was located near Independence
and used to make a series of observations in a vertical plane parallel to the direction of
air flow. The objective was to observe the features and dimensions of waves caused by
the Sierra range. Figure 4 shows an example of the cloud structure observed in this way.
The readiness with which the length and amplitude of the waves can be evaluated is obvi-
ous. Note that lidar echoes were obtained at slant ranges over 20 km for cirrus cloud,
in daylight with the relatively modest system. The limited data rate (1 pulse per minute)
however, restricts the resolution of the cross section both in space and time. Atmospheric
structure revealed in this and similar cross sections (even of sub-visible inhomogeneities)
offer a new capability for studying atmospheric motion with possible implications in the
study of turbulent motion. (See Lawrence et al., 1968 for a report of lidar observations
associated with turbulence experienced by an aircraft.)
Of course, denser lower clouds can readily be mapped by lidar (Collis, 1965). More
quantitative studies of cirrus clouds are also being carried out at SRI in connection with
radiometric measurements such as those made by satellite. An example of quantitative
data reduced from lidar observations is shown in Figure 5. (Manually extracted data
is processed and presented by computer and automatic plotter. Quantitative data are
available on punched tape for further manipulation). Data such as these are compared
with satellite cloud photographs and upper air soundings. As a subsequent experiment,
it is hoped to compare them with radiometric data acquired by the Nimbus satellite.
5.2.2 Inhomogeneity in the 'Clear' Air
Variations in the turbidity of what appears to the eye to be clear air may readily
be determined by lidar. Figure 6 shows a time/height cross section made at Menlo Park,
California in 1967 by making a series of vertical lidar observations over an extended
period. The data in the form SBF values (see 4.2 above) show the stratification clearly.
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Figure 4. LIDAR observation of wave clouds in the lee of the Sierra Nevada, 1 March
1967. Data were obtained by scanning ruby lidar in the vertical and noting echoes at
successive angles of elevation (indicated by data points).
The turbid air in the lower layer is separated from the overlying clean air at the level of
the temperature inversion base (approx. 300 m). The transition layer between the turbid
and clean air is marked in the illustration by the pair of lines roughly parallel to the time
axis. This layer was particularly well defined during the period where the lines are heavy.
The diurnal effects are apparent as relative humidity increased before sunrise, at which
time vestiges of visible stratus cloud were observed to form.
Such lidar observations clearly offer contributions in observing and monitoring
the effects of thermal stratification in the atmosphere and possible changes in its relative
humidity. In addition, of course, remote quantitative observation may be made of the den-
sity of the particulate pollution loading and its changes with time (Barrett and Ben-Dov,
1967).
At higher levels, i.e., in the stratosphere and mesosphere, a number of workers
have reported the detection of particulate layers, some of which are claimed to be associ-
ated with noctilucent clouds. (See Fiocco and Smullin, 1966; Fiocco and Grams, 1966;
McCormick, P.D. et al., 1966; Collis and Lidga, 1966; Kent et al., 1967; and Sandford, 1967.)
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5.2.3 Air Motion
If a suitable indicator or tracer material is injected into the atmosphere, lidar
makes it possible to monitor its dispersal quantitatively and conveniently. For example,
Figure 7 shows how a cloud of insecticide released by a low-flying aircraft moved down
a wooded hillside, under the influence of air drainage. This example from observations
made in Idaho in 1966 in connection with U.S. Forest Service studies of insecticide appli-
cation shows the position of the cloud (which was quite invisible to the eye) along a fixed
line of sight just above the tree tops at successive intervals of time. The velocity of the
flow can readily be evaluated. In this case, the cloud remained fairly compact, but in other
drops made under different meteorological conditions, the cloud dispersed rapidly. In such
cases, especially as studied in a subsequent program conducted in 1967 (Figure 8) it was
possible also to monitor the dispersal in the vertical, and by measuring changes in volume
backscattering coefficient, to assess fall-out and diffusion (Collis and Oblanas, 1967).
Another example of transport studies is illustrated in Figure 9 which shows
successive horizontal cross sections through a cloud of dust caused by an explosion in
Montana in 1966 (Oblanas and Collis, 1967). These sections were made initially by allow-
ing the cloud to drift through the lidar beam at successive fixed headings and thereafter
by scanning in the horizontal plane. Even at the time of the dense first section, the dust
suspension was too tenuous to be visible to the eye.
+ + + + + + +
f+ -- + + +- + + +
+ + + + t - ± +
0 0
1633 75 344 53
1634 82 +23643
1640 + + + + + 6 + t 
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1644 144 267666 1
1645 265 + + ± + 7 +
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1649 106 6 33
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PST 3
ST x310 ALTITUDE-km
Figure 5. Graphical-quantitative representation of LIDAR cloud observations, Menlo
Park, 8 December 1967. The automatically plotted data show volume backscattering co-
efficient values (for altitude increments of 100 m) expressed in a logarithmic code. The
parameter shown as a number against each time indication similarly describes the trans-
mission measured through the cirrus layer. Input data were manually reduced from
Polaroid photographs.
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Figure 7. LIDAR observations of insecticide sprayed, by aircraft, Idaho, June 1966.
Two lidars were used, ruby and neodymium. The echoes (continuous and dashed marks
respectively) were detected in the positions shown at about the level of the tree tops
(indicated by a dashed line). The insecticide was dropped at approximately 0552 MST
(in concentration of lqt/acre, droplet size of order 100 microns) from an aircraft fly-
ing about 60 m above the surface in a direction normal to the section represented. Note
that the ordinate shows time and the diagram thus shows the results of lidar observations
made at successive intervals as indicated. The insecticide was quite invisible to the eye.
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Figure 8. LIDAR observations of insecticide clouds, Idaho, June 1967. In this case a
neodymium lidar was scanned in the vertical and observations were made at 1° intervals
of elevation every 5 seconds. (The insecticide was sprayed in a similar manner to that
described in Figure 7, but in this case the concentration was of the order of 0.5 pt/acre,
with droplet sizes around 50 microns.)(The small cloud on the right of the illustration was
smoke, also trailed by an aircraft.) The successive cross-sections (in which the internal
structure is shown by relative backscattering coefficient isolines at 10 db intervals) show
the motion and rate of dispersal of the insecticide (which was quite invisible to the eye).
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Figure 9. Series of four horizontal cross sections showing approximate relative density
distributions of subvisible dust cloud. Cross sections were made with a neodymium lidar.
(Observations time are centered at 3.0, 4.0, 6.0, and 8.3 minutes after the explosion which
took place at Ground Zero (GZ) as indicated.) Dust was caused by the explosion of 20 tons
of nitromethane at Fort Peck, Montana, November 1966. Even at the time of the first cross-
section, however, no dust could be seen by the eye.
Similar sections have been made of explosion clouds using an airborne lidar
(Collis and Oblanas, 1968) and work is continuing at SRI on applications of this type.
Hamilton (1965) has also described lidar tracking observations of effluent from power
station smoke stacks.
5.2.4 Fog and Low Cloud
A recent example of lidar observations of fog and low cloud is illustrated
in Figure 10. It is of particular significance because it demonstrates the important
contribution lidar can make in an operational role. At Hamilton AFB, California, the land-
ing approach path on a well used runway lies over the waters of San Francisco Bay and
adjoining marshes. The conventional rotating beam ceilometer located near the touch
down point is only capable of monitoring cloud base immediately overhead. Conditions
at this point are frequently not representative of conditions along the approach path. In
experimental observations made with an SRI ruby lidar, the nature of the cloud base was
monitored out along the approach to distances of up to 2 km in conditions of fog and low
ceiling (visibilities of the order of 1000 m). The illustration shows a typical cross section
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Figure 10. LIDAR observations of low cloud and reduced visibility conditions, Hamilton
AFB, January 8, 1968. This is an analysis based on interim evaluations of extinction co-
efficient made by computer from manually entered data from a series of lidar observa-
tions. The parameter shown is C (km-l). Negative values show areas of rapidly increas-
ing volume backscattering coefficient (i.e., dense cloud). Dotted line shows limit of area
(i.e., within 700 m- at the surface) of higher confidence in the data.
derived from a series of lidar observations scanning in the vertical. In addition to the
delineation of the level of the diffuse cloud base, (c, 200 m) computations of quantitative
parameters related to 'visibility' are shown over the section in question. Apart from the
ability of lidar to observe cloud bases considerably displaced from its vicinity, this ex-
ample illustrates the further potential of lidar for evaluating the important, but hitherto
inaccessible operational parameter "slant visibility. "
6. LIDAR CONTRIBUTIONS TO ATMOSPHERIC STUDIES AND
METEOROLOGICAL PROBLEMS
It is important to recognize that the lidar technique applies broadly to a wide range
of atmospheric and meteorological studies. We are dealing here with a generic rather
than a specific technique.
The technique may be adapted and applied to a very diverse range of problems and
it is hoped that these will be broadly evident from the above discussion and illustrations.
The following seem particularly appropriate areas for lidar contributions:
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General Research
1. Structure of dust layers in upper atmosphere, noctilucent clouds, etc. (20 to
150 km), atmospheric density (50-80 km).
2. Wave motion and turbulent air flow over orographic features and generally, as
revealed by clouds and particulate inhomogeneities (at all levels up to say 15 kms).
3. Boundary layer structure (variations in low-level inversion levels, etc.) espe-
cially in relation to factors significant to air pollution in urban areas.
4. Turbulent mixing and diffusion processes, using indicator materials.
5. The effect of visible and sub-visible cirrus clouds and other aerosol layers on
radiative transfer of energy within and through the atmosphere.
Operational
1. Ceilometry
2. 'Visibility' measurement, particularly over elevated slant paths for aircraft
operations.
3. Wind profile measurement (using rocket disseminated trails of tracer material).
4. Tracking atmospheric pollutants from specific sources, e.g., insecticide spray-
ing, nuclear tests, and smoke stacks.
7. FUTURE DEVELOPMENTS
Progress in the atmospheric and meteorological studies noted above (Sec. 6) could
undoubtedly be made with little or no further technological development. There is much
room for progress in the technological basis of the lidar technique, however. In certain
fundamental aspects, advances in laser energy generation for example, progress will
emerge as a result of new discoveries which can confidently be expected in this burgeon-
ing field. In other aspects, many possibilities for progress are already readily apparent
and achievable within the current state-of-the-art. The restrictive factors here are
largely economic.
In the area of new developments, there is a need for higher repetition rate lasers
providing higher average powers and higher data rates than are currently available. In
this context, particularly for operational applications, eye safety considerations are im-
portant. Fortunately all requirements would be well met by a relatively low peak power
with a high pulse repetition frequency, but it would be desirable in addition for such lasers
to operate at wavelengths which are outside the visual range.
167
LIDAR
The development of high pulse rate lasers would lead to the development of systems
capable of scanning in two dimensions to obtain nearly instantaneous atmospheric cross-
section from stationary viewpoints, or more complete data from moving platforms such
as aircraft or satellites. While such high-PRF systems would facilitate the development
of graphical displays comparable to those used in weather radars, a more desirable de-
velopment would be the input of such data to a computer for automatic quantitative process-
ing and display. Techniques for handling data in this way are readily adaptable from
currently available technology-but further progress must be made in developing tech-
niques for recovering significant data from lidar operations.
Apart from the more obvious advantages of such data handling and presentation
techniques, they open up the way to the powerful resources of modern information
analysis procedures and the better coordination of lidar observations with other types
of observations.
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Appendix
STANFORD RESEARCH INSTITUTE
TYPICAL LIDAR CHARACTERISTICS
Mark V Mark I
Laser Material
Wavelength ()
Beamwidth (mrad)
Optics
Peak Power Output (MW)
Pulse Length (ns)
Q Switch
Max. PRR (pulses/min)
Optics
Field of View (mrad)(maximum)
Pre-Detection Filter
Wavelength Interval *()
Detector
Post-Detection
Filter Bandwidth (MHz)
Transmitter
Neodymium -Glass
1.06
0.2
6 -inch Newtonian Reflector
50
12
Rotating Prism
12 (1967)
1-2 (1966)
Receiver
6-inch Newtonian Reflector
3.0
.01
RCA 7102 (S-1 Cathode)
30
Ruby
.6943
0.5
4-inch Refractor
10
24
Saturable dye
1-2
4-inch Refractor
2.0
.0017
RCA 7265 (S-20 Cathode)
30
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COMMENTS ON "LIDAR" BY R. T. H. COLLIS
Earl W. Barrett
Atmospheric Physics and Chemistry Laboratories
ESSA Research Laboratories
Boulder, Colorado 80302
Dr. Collis has given an excellently clear and concise summary of the
basic theory of lidar backscatter measurements, and of the various ways in
which lidar data can be used in support of atmospheric research and meteo-
rological observations. I cannot find any major points of disagreement with
his presentation. My remarks are, therefore mainly concerned with em-
phasizing various points in his discussion which call most strongly for addi-
tional research and development. In the course of my remarks I will, how-
ever, occasionally give opinions which are sometimes more optimistic and
sometimes more pessimistic than those which he has expressed.
My comments will fall into two general categories; those dealing with
hardware problems and those dealing with evaluation, interpretation, and
utilization of data.
I concur with Dr. Collis's statement that one of the most urgent needs
is for laserswith high repetition rates, in order to avoid the necessity for
photographic recording and subsequent tedious manual reduction of data.
I believe, however, that unless the average output power can be increased
by orders of magnitude, raising only the pulse rate will not allow the ac-
quisition of any more information per unit time than is presently possible.
For example, consider two lidars, one with a PRF (pulse repetition fre-
quency) of 1 per second and a peak pulse power of 1 MW, and the other with
a PRF of 1000 per second and peak power of 1 KW. I do not wish to pose as
an expert on information theory, but it seems to me that the following argu-
ment holds: The signal-to-noise ratio, on a single shot, will be 30 db.
poorer for the second lidar than for the first. It will therefore be necessary
to average electronically 1000 pulses from the second lidar to establish the
same S/N ratio. But this will require precisely one second, so that no time
whatever will be saved.
What is really needed is a more efficient method of exciting the useful
energy levels in solid-state laser materials. The present method of optical
excitation with flashtubes is really a brute-force conversion of noise into in-
formation. As such, it is a statistically improbable phenomenon and there-
fore hopelessly inefficient. The average power of a solid-state laser is
ultimately limited by two factors: The thermal conductivity of the rod mate-
rial, and the surface-to-volume ratio of the rod. The first is beyond our
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power to influence, so that only the latter is adjustable. The limit of im-
provement in this area has probably been reached already by use of fiber-
optic bundles of doped glass, with interstices for coolant flow, in neodymium
lasers. Hence the only hope for the future lies in finding better means of
pumping. We thus have identified a prime research target.
With regard to choice of wavelength, it is evident that a compromise
must be made with respect to various practical factors. A long wavelength
reduces the Rayleigh and sky-light background, and is therefore desirable
when aerosol or cloud measurements are the objective, but is contra-indi-
cated for upper-atmosphere density measurements. Also, the efficiency of
photodetectors falls off deplorably at wavelengths exceeding 1 micron, as do
the transmittances and reflectances of lenses and mirrors. The multipli-
city of absorption lines for water and C02 also introduce complications in
data interpretation. At short wavelengths, sky-noise and Rayleigh back-
ground increase, and absorption by most atmospheric constituents sets in
as the ultraviolet is approached. I therefore feel that the ruby wavelength
represents the best possible compromise at present, with the neodymium
running a close second (because of its higher possible PRF), if one is limit-
ed to a single general-purpose instrument.
The need for automation in the handling of lidar data is very apparent
to anyone who has strained his eyes reading ranges and intensities to tenths
of millimeters from Polaroid photographs of A-scopes. This is the rate-
determining step in the entire process. In my own work on aerosols, the
raw data are impressed on the film in one or two microseconds; the print
is ready for inspection in 15 seconds, and is dry enough for handling in 15
minutes. Reading-off and tabulating some 30 significant levels from a print
takes about an hour; punching these on cards consumes another half hour.
The computer then finishes the job in about 1 1/2 seconds. Direct analog-
to-digital conversion would save nearly two hours per sounding.
Dr. Collis's suggestion that a video magnetic recorder be used for stor-
age and repetitive playback to a sampling-type digitizer is an excellent one
in principle, but does have certain limitations, in my opinion. Video signals
have a nominal bandwidth of 4 MHz, which implies a time resolution of the
order of 250 nanoseconds or a range resolution of 125 feet. This may be
adequate for some purposes, but certainly not for all. The matter of wave-
form distortion is also serious; what is adequate for playback of an enter-
tainment video signal is, in most cases not sufficiently "high fidelity" for
lidar work. Two sources of waveform distortion are easily identified. Al-
though the DC component of a signal can be recorded on tape or disc, the
playback is essentially a mathematical differentiation so that some low-fre-.
quency information is inevitably lost. Since any single-shot phenomenon,
however short, has a spectral peak at zero frequency, it follows that some
distortion will be introduced, in the forrr. of a "sag" in the reproduced
signal. Even though this may only amount to a few parts per million of the
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peak amplitude, it may be unacceptably large in view of-the 60-db dynamic
range involved in a single lidar sounding. The other source of distortion is
the variation in magnetic properties from pointto point on the recording
medium. I have not experimented with video recorders; I have, however,
recorded a steady tone from a signal generator on a professional-quality
audio tape recorder and observed 1-db fluctuations in level on playback.
This would, in my opinion, be unacceptably large for quantitative lidar work.
There is also ample chance for distortions of one or more per cent in the
needed amplifications and signal mixings involved in magnetic recorders and
playbacks. My philosophy is that, the less circuit elements between the
photodetector and the Polaroid camera,_ the (more reliable the information ob-
tained.
Probably the most satisfactory arrangemnent would be real-time analog-
to-digital conversion of the voltage" appearing across-the photodetector load
resistance, followed by transfer of the digitized data to an on-line computer.
The feasibility of this again depen'ds on the range resolution desired. If one
takes 25 feet as a target figure, the A-D conversion must be done every 50
nanoseconds; the 60-db dynamic range calls for 5-significant-figure digitiza-
tion. I have not yet found any off-the-shelf system whiich will meet these re-
quirements; my friends in the electronics profession are, in general, rather
pessimistic about the possibility of meeting them in the near/future. This is
another research problem/of pressing importance.
Turning now to the evaluation problems, I note that Dr. Collis's main
point here is that the lidar equation is unsolvable unless the relationship
between '180 and o, i. e. , the backscatter and the total scatter, can be
specified. I am in complete agreement with this statement. I believe, how-
ever, that he may be slightly too pessimistic when he states, on p. 157 of his
paper that "----any significant scattering of lidar energy by atmospheric
targets involves considerable attenuation." I have evaluated a number of
soundings taken in rather dirty air, with and without the extinction term,
and have found that in most cases the results differed by only a few per cent
at the longer ranges. There are notable exceptions, particularly in stagnant
rnaritime-tropical air under a subsidence inversion, when the error becomes
as great as 50 per cent.
To illustrate this point, I have augmented Dr. Collis's Table II by com-
puting some values of ' 180 and a (for the aerosol contribution alone) for my
"standard aerosol", which has a radius range of 0. 04 to 10. 0 microns, a
mass-median radius of 0. 63 micron, is distributed in accordance with the
Junge "r - 3 law", and has an index of refraction of 1. 5. Rather than
categorizing the haze as light, moderate, or heavy, or by number density,
I have used visibility (in the sense of Koschmieder) as the parameter. The
basis for the calculation is the scattering table of De Bary et al (1965). The
results are tabulated below.
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TABLE I
Haze Scattering (Aerosol Component)
V (mi) 0 180 (m-l) a (m-l)
20 4. 36 x 10 - 5 9. 00 x 10 - 5
15 5. 89 x 10 5 1.21 x 10
- 4
10 9. 03 x 10 - 5 1.86 x 10 - 4
5 1. 22 x 10 - 4 2. 51 x 10 - 4
2 4. 68 x 10 - 4 9. 64 x 10- 4
1 9. 39 x 10 - 4 1.93 x 10
-
3
1/2 1.88 x 10 - 3 3.88 x 10 - 3
(B'180 = (943V-1 - 4) x 10 - 6 , V in miles; a = 2. 060'180, k - 0. 486)
It is clear that, if the visual range is greater than 20 miles, the error
made by dropping the extinction term in the lidar equation will be less than
18 per cent at a distance of 1 km. It has been my experience that, once one
ascends above the polluted boundary layer, the subjective visibility is much
greater than 20 miles in most meteorological situations (excluding clouds);
it is usually 100 miles or more. This is confirmed by the lidar data at
Chicago. For most vertical soundings, therefore, even a rough estimate
of Dr. Collis's k will yield sufficiently accurate calculations of j'180 even
at long ranges. For slant observations at low elevation angles in the bound-
ary layer, or when one is stretching the capability of the technique by trying
to measure quantitatively the aerosol concentration in the stratosphere, I
agree that greater precision is required.
Dr. Collis's frequent reference to the work of Twomey and Howell, in
pointing out the uncertainties in the proper value of k , brings me to my
last main point. When I first saw their plot of (Dr. Collis's k) as a
function of particle radius for a wavelength of 0. 7 micron, I was quite
shocked. It struck me that the plot looked much more like noisy experi-
mental data than like the solution of a neat mathematical model. I have
not singled out these authors for special criticism; I have simply developed
considerable skepticism about all computations based on the Mie theory.
I do not mean to imply that the theory, as such, is unsound; I refer, rather,
to the appallingly numerous opportunities for the entrance of computational
noise when the usual algorithms (as I have seen them) are used. The
scattered intensity (for each polarization) consists of the square of an in-
finite series of amplitudes, each multiplied by a function of the scattering
angle. The convergence rate of this series is known to be very slow; the
possibility of significant truncation error is therefore great. Furthermore,
the individual amplitudes are each a ratio of differences of two numbers.
These numbers, in turn, are products of Bessel functions, which are (I
suspect) calculated in practice by means of recursion equations; this invites
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cumulative error. I suspect that the major source of computational noise
lies in those ratios of (possibly small) differences of (possibly large) numbers
which occur in the amplitudes. In addition, when the scattering by polydis-
perse aerosols is to be computed, a numerical integration over the size dis-
tribution must be carried out. This smooths out irregularities, to be sure,
but offers additional opportunity for quantitative error.
I feel, therefore, that further work must be done to recast the Mie al-
gorithms into forms less sensitive to computational noise; probably by trans-
formation to new variables. I have been spending considerable time recently
on just this problem, with, however, a notable lack of success so far. I
would like very much to enlist the aid of applied mathematicians in this,
which I identify as the third major obstacle standing in the way of more
effective utilization of the lidar.
With reference to the observation of Dr. Collis that the quantitative
approach has entered rather earlier in the history of lidar than in that of
radar, I agree that the low PRF of the lidar, which precludes the eye-catch-
ing but qualitative intensity-modulated areal displays, has been an important
factor. I should like to suggest some possible other contributors. One of
these is the considerable body of experience already acquired with radar.
Another is the fact that meteorological uses of radar were first discovered
during wartime, by military users, and were promptly slapped under tight
security classification. Still another is the fact that, since lidar operates
in or near the visible spectrum, the qualitative phenomena involved are al-
ready familiar to the eye and hence are less interesting and novel. Further-
more, the quantitative application of radar which was most obvious, and
hence most studied, is the measurement of precipitation; the radar has had
a much cheaper competitor in the rain gauge. As a converse proposition,
many of the qualitative functions the lidar can perform can be done more
cheaply by other means (such as ceilometers).
To Dr. Collis's list of present and prospective uses for the lidar, I
would like to add one or two more. The water-vapor line at 0. 69438 micron,
which is a nuisance in most other applications of the ruby lidar, offers the
possibility of remote humidity soundings by comparison of the returns from
two lidars, one tuned inside the line and the other outside. I believe that
Dr. Schotland will discuss this particular application in detail in his paper,
so I will not say more. I will mention another effect of humidity which is
also a bother in aerosol work, but which is helpful when the lidar is used
to monitor the height of subsidence inversions. The sorption of water by
hygroscopic and hydrophilic aerosol particles increases their sizes and hence
their scattering cross-sections, as the humidity increases. The effect is to
produce the analog of the 'bright band" of radar meteorology, because the
humidity normally reaches a maximum at the inverstion base, while both
the humidity and aerosol count decrease rapidly through the inversion.
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If any agreement can be reached on a mean drop-size distribution function
for young, non-precipitating clouds, the lidar could be used for mapping the
liquid-water content of the clouds from the ground. The figures would be
rough, to be sure, but who would claim any remarkable accuracy for the
present aircraft-mounted probes used for this purpose ?
The lidar can also be used to study meso- and micro-scale atmospheric
circulations when these affect the spatial distribution of aerosols. If time
permits, I would like to show a few slides which show how the diurnal lake-
breeze cycle at Chicago affects the distribution of pollutants, after the
following concluding remark.
Dr. Collis and I are in agreement that there are state-of-the-art limita-
tions, both physical and mathematical, to the quantitative application of lidar
in remote atmospheric measurement, and that some of these are not likely
to be removed in the immediate future. I have emphasized three such major
blocks in my comments. I believe that, since we must live with these limita-
tions, it behooves us to seek out and stress those applications where the
lidar has no true economic competitor, such as the mapping of aerosols and
the others we have mentioned, because, certainly, rough data are prefer-
able to no data at all. I close, then, by proposing that the motto of the lidar
guild in meteorology should be "Help stamp out research aircraft and met-
eorological towers".
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SOME ASPECTS OF REMOTE ATMOSPHERIC SENSING
BY LASER RADAR
Richard M. Schotland
New York University*
ABSTRACT
An analysis has been made of some aspects of atmos-
pheric sensing by laser radar spectroscopy. A discus -
sion of the laser radar equation is presented which leads
to methods for obtaining atmospheric information by
spectroscopic means. Calculations are presented which
investigate the potential of Doppler, Raman and differ-
ential absorption techniques. It is concluded that at-
mospheric measurements based upon Doppler and Raman
approaches are restricted to qualitative studies at the
present time primarily because of the limitations im-
posed by existing laser sources and detectors. It is
probable that these limitations will be removed in the
near future and it is recommended that exploratory
experiments be continued. The differential absorption
method for obtaining the spatial distribution of atmos-
pheric gases is well developed for such gases as water
vapor and oxygen where the basic laser frequency lies
close to the center of the particular absorption line.
Further investigation is recommended in the field of
laser frequency shifting. Additional information is
also required on the shape of the absorption line,
particularly in the region where the line reflects both
pressure and Doppler broadening.
1. INTRODUCTION
The purpose of this paper is to consider the potential of the laser radar as a
ground based remote sensor of the earth's atmosphere. Perhaps the simplest ap-
proach to this subject may be had by a consideration of the transfer equation which
relates the power transmitted by the laser to that which is captured by coaxial re-
ceiving optics.
*Contribution No. 62 of the Geophysical Sciences Laboratory, Department of Meteor-
ology and Oceanography, New York University, New York, 10468.
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When this equation is applied to the atmosphere it takes the normalized form:
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the following definitions hold:
= average irradiance at the receiver at wavelength X
= pulse power of the transmitter at wavelength X
= slant range to the pulse volume
= laser wavelength
= Mie scattering function
= molecular number density at range Z
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N(r, Z) = spectral distribution of aerosol particles at range Z
#G = molecular scatter cross section/unit volume
#A = aerosol scatter cross section/unit volume
= molecular absorption cross section (area/unit mass)
y = 277 molecular polarizability
p(Z) = atmospheric density
la. Atmospheric Constituents
The atmosphere is composed primarily of nitrogen (78. 5%) and oxygen (20. 95%).
These gases are well mixed and maintain the same percentages on a volume basis
throughout the troposphere and stratosphere. The major variable gases of meteor-
ological interest are water vapor, ozone, and carbon dioxide. These gases can vary
rapidly both in time and in space.
The surface air contains large numbers of small particles whose sizes range from
10-2 microns to 2 microns. Total number densities may be as large as 10 5 per cubic
centimeter. The bulk of these particles have radii less than 0. 1 micron and a typical
count for particles greater than 0. 5 micron would be 1 per cubic centimeter. The par-
ticle density normally decreases with height in an exponential manner as shown in
Figure 1. The refractive index of these particles is complex with a real part in the
range 1. 5 to 1. 7. Little is known of the spectral variability of either the real or
imaginary portions of this quantity.
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Figure 1. Variation of particle concentration with height.
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lb. Atmospheric Spectral Properties
Elterman has computed the sea level particle scattering coefficient as a function
of wavelength. These values have been plotted by Breece, et al. (1966) and are pre-
sented here as Figure 2. It should be noted that the scattering coefficient changes
very slowly in the region below 1 micron. At wavelengths near 10 microns the aerosol
particles will be in the Rayleigh range and the wavelength dependence will be X-4.
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Figure 2. Variation of aerosol particles scattering coefficient with wavelength.
The magnitude of the particle backscatter at X =. 7. is an order of magnitude
greater than that due to molecular scatter at ground level. However, due to the rapid
decrease of particle density with height the two terms become essentially equal at 3
kilometers and remain so throughout the troposphere as shown in Figure 3 (Breece,
et al. 1966).
The strong absorption bands of water vapor, carbon dioxide and ozone in the
infrared and of ozone in the ultraviolet regions of the spectrum are well known to the
meteorologist as they play important roles in the thermodynamics of the atmosphere.
It is normally assumed that the atmosphere is essentially transparent from 0. 3 to 0. 9
microns. However, reference to high resolution telluric spectra shows that narrow,
intense absorption lines due to water vapor, oxygen, ozone are dispersed throughout
this region of the spectrum. A sample of such a spectrum taken at N. Y. U. by Bradley
is shown in Figure 4. It should be noted that the atmospheric absorption for water
vapor (one way) at 6943.80X is nearly 60% and the line width is essentially 0. 05A at half
width. Reference will be made to this isolated line in a latter portion of this paper.
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Figure 3. Ratio of particle to Rayleigh scattering coefficients as a function of height.
Ic. Energy Background Level /
In the discussion which follows it will be necessary to compute signal to noise
ratios of various proposed systems in order to establish their feasibility. Generally,
these systems, if they are to be considered useful from a meteorological standpoint,
must be operable during day as well as night hours. Consequently, the noise oontri-
bution due to the presence of background radiation must be known. The background
radiation may be/computed from the relationship
PB(X) = AR J(X) W
where
PB(X) = background radiation (watts)
A = receiving aperture (cm2 )R
J(A) = radiance (watts/cm2 /sr/micron)
Aic = solid viewing angle
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Figure 5. Spectral radiance of background radiation for a blue sky as a function of
wavelength.
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A graph of J(X) versus X of blue sky observed by Vanderhei and Taylor (1960) is
given in Figure 5. A value of 10- 3 w/cm2 /sr/micron is characteristic of the ruby laser
region.
2. CAPABILITIES OF LASER SYSTEMS
One of the goals of a remote sensing device would be to provide information equi-
valent to that obtained by the standard radiosonde under all weather conditions. It is
clear that the laser radar will not penetrate thick cloud decks. This limitation is im-
posed by the available energy in laser pulses. For example, assume a cloud deck of
300 meters thickness and of 3 gram/meter3 liquid water content. In order to penetrate
this cloud and provide a path for the return scattered energy it would be necessary to
evaporate the water in the path of the beam. If the beam were 0. 1 meter x 0. 1 meter
in cross section this would require a pulse containing approximately 21, 000 joules of
energy. Present day, systems provide energy levels (Q switch) of a maximum of 10
joules. It does not seem possible in the foreseeable future to provide energy of the
requisite amount through combinations of increased pulse energy and repetition rates.
What can the laser radar do aside from deriving qualitative indications of n(Z) and
N(Z) ? We would like to operate the laser radar in a manner which would permit the
separation of the quantities n(Z), p(Z) and T(Z). The following approaches to such
measurements will be considered in the remainder of the paper
n(Z) and N(Z) via Raman scattering
p(Z) via differential absorption of scattered energy
T(Z) via Doppler power spectrum of the scattered energy.
v(Z) via Doppler power spectrum of the scattered energy.
2a. Doppler Power Spectrum
The transfer equation stated in the introduction of this paper relates the energy
returned to the laser radar to that which is transmitted. The scattering process is an
interaction mechanism between the traveling laser energy and the molecules and par-
ticles which comprise the atmosphere. These constituents are in random motion and
their velocities are governed by the Maxwell-Boltzmann relationship
dN(v) I dv ¥ - v )ex (4)
where
v = mean wind
v = random particle velocity
a = standard deviation of the thermal wind due to Brownian motionv
N = number of particles/unit volume
dN(v) = number of particles in the range dv at the velocity v
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The scattered radiation although initially nearly monochromatic will be Doppler
broadened by virtue of the velocities of the scattering components. The Doppler shift
may be expressed for these particles as
v.
fd = '
A t)(r + t)
where
Vi = particle velocity
A
r = unit vector to the receiver
t = unit vector to the transmitter
for a coaxial system
2v.
fd X
This relationship may be used with the Maxwell-Boltzmann expression to trans-
form the normalized transfer equation into a power spectrum for the backscattered
radiation. Use is made at this point of the relationship
2 kT
v (5)
v m
where
k = Boltzmann's constant
T = temperature
m = scattering mass
aHR
6fd
y31 2
X2
A Zn(Z) exp
[27rR*T] /
o d
8R T
(6)
This relationship (Schotland, et al. 1962) is plotted in Figures 6 and 7.
that the plot has been centered about - v
d XA
It is assumed
It should be said at this point that the spectrum may not transform simply as
shown. Dicke (1953) has suggested a collision narrowed Lorentz form. This expres-
sion does not deviate appreciably at halfwidth from the Boltzmann form for molecular
scatter, but does so markedly for particles larger than 0. 11 (Schotland, et al. 1967).
The Boltzmann form also has been used by Zirkel (1966) and Breece, et al. (1966). It
is important that this point be clarified.
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Figure 6. Representation of molecular and aerosol power spectra.
The normalized power spectrum for particles in the Rayleigh range is
R2 HR Z= 9 K /z V2N(Z) 1 exp J (7)
J
where V = volume of scattering particle.
K + 2 m = refractive index.
This form of the equation is useful at the C02 laser wavelength (10. 6//).
In order to observe the power spectrum it is necessary to limit the receiving
aperture to the coherence area of the sources. This area, Ac is of the order of X2/Q
where n is the solid angle of the scattering volume viewed from the receiver. This
restriction implies that the beamwidths of the transmitted signal must be extremely
narrow if practical values of Ac are to be obtained. Fried (see Breece, et al. 1966)
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Figure 7. Normalized molecular Doppler spectrum.
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has demonstrated that the transmitting optics should be diffraction limited and equal
in area to that of the receiver for optimum results.
Another problem area in the application of Doppler techniques to the atmosphere
results from the perturbation of the wavefront of the radiation by the atmosphere. The
diameter of the receiving telescope should not exceed a value r o given by Fried (1965)
as
r = 1.2 x 10-8 X 6/5 R-3/5 C -6/5 (8)
where
A = wavelength
R = range (two way)
2C = Tatarski's structure constantN
The strong dependency on A should be noted. As an example r o for day operation
is of the order of 7 cm for A = . 7l while it may be as large as 102 cm at 10/1.
In order to discuss the potential of the laser radar for Doppler application, the line
purity of typical lasers must be considered. At the present time two classes of lasers
can be considered useful. They are the pulsed crystal and the CO2 gas laser.
According to Hercher (private communication) the line width of pulsed crystal
lasers can be of the order of 30 x 106 Hz, when operated in the Q-switch mode. This
line width is of the order of the pulse spectrum so that no improvement appears pos-
sible except through the use of longer pulses. The energy available is approximately
0.1 joule in projected laser systems.
From a discussion with equipment manufacturers it appears that the line width of a
CO2 gas laser is of the order of 0. 008X (2.4 x 10 6 Hz) at a power level of 100 watts.
Modulation schemes have been proposed whereby the Doppler shift occurs at the
modulation frequency. This technique has the twin advantages of strong spectral purity
and a coherence area dictated by the modulation frequency. However, present modu-
lation schemes are limited to 109 Hz (A = 30 cm). Therefore the Doppler shifts are
generally small: fd/v = 6 Hz/m/sec.
3. APPLICATIONS OF THE DOPPLER SYSTEM
It has been suggested that the Doppler technique be used to measure the following
parameters.
1. Temperature from the width of the molecular spectrum
2. Wind velocity via the mean Doppler shift using heterodyne techniques
3. Velocity gradient using square-law detection of the backscattered radiation
from two laser pulses separated in range
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Problems 1 and 2 were analyzed by Schotland, et al. (1962) and although times
have improved and a better understanding of the problem is available, the conclusion
is still pessimistic.
Consider the temperature problem. If
Z 2 H
I= PT f 
-16I(fo) = 3.4 x 10 6 for X = 0.7p
Then at the half power point which is sufficiently removed from the aerosol contribution,
-1.7 x 1016
-16 pAPR 1.7 x 10 x 2 A x AfR c C
Phase limitations limit Ac to approximately 50 cm 2 . Assume Af = 107 Hz and
a range of 1 km.
AP R = 1.7 x 10-16 x 10 -10 50 107·hPx 107 xlx5x 107
(IO) (Af) (Z2 ) (A) (P)
AP = 8.5 x 10 - 1 1 watts
Substitution of this power into the S/N relation assuming PB 
=
0 yields S/N 3
which is not very satisfactory. It should be noted that with coherent detection the S/N
ratio is basically equivalent to that obtained with PB = 0.
An estimate of the desired signal/noise value for thermal measurement can be
obtained by logarithmically differentiating the expression for I.
dI dT o od 1
2I T 2I
A2 2
Thus for od = 1 a 20 temperature precision at the level of 3000 K requires a pre-8R*T
cision in the measurement of I of 1/300. This level of accuracy could be obtained at
a maximum range of only 10 m.
Bistatic systems using c. w. lasers such as the Argon or the CO2 units can be used
with synchronous detection techniques for the temperature measurements. The dif-
ficulty with this approach is that with present capabilities the integration times neces-
sary to yield reasonable S/N ratio are of the order of minutes. Another method which
can be used to obtain the change in Doppler width involves the direct use of an inter-
ferometer. The advantage of this approach is that the conditions on phase coherence
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are relaxed - permitting much larger receiving apertures. The interferometer pro-
vides information only on the spectral width and therefore this method cannot be used
for velocity studies.
Doppler techniques to measure the mean wind and the radial wind gradient are
basically dependent upon the ability of the system to "see" these shifts in the presence
of the spectrum variability of the laser source. The Doppler shift sensitivity may be
expressed as fd/v = 2/X.
X .7p 10. 6/
fd/v 3 x 106m 1 2 x 105m - 1
If a velocity measurement accurate to 1 m/sec is desired, the expected shift will
be of the order of 0. 1 of the spectral noise of state of the art laser systems. This un-
certainty does not lead to a useful measurement. At the present time a laser is not
available which will deliver 0. 1 joule with a bandwidth of 30 x 106 Hz. It appears that
such a system could be developed with existing technology.
Recently Fiocco and DeWold (private communication) performed an experiment in
which they used a pressure scanned Fabry-Perot interferometer to observe the
Doppler spectrum of an aerosol. Although this system cannot be used as it stands for
atmospheric probing, the work does demonstrate the reality of the Doppler spectra.
Similar conclusions were also reached by Cummins, et al. (1964) who used optical
mixing techniques to study the Doppler power spectrum in liquids.
It is recommended that an experimental program be initiated to study the thermal
Doppler spectrum. In particular the shape of the spectrum should be considered in
relationship to the Lorentz versus Gaussian forms.
3b. Raman Scattering Technique
In general, the radiation which is backscattered is returned at a wavelength
similar, except for Doppler shift, to the existing wavelength. At times the scattering
molecule will undergo a change of state during the scattering process and the scattered
energy will be returned at a different wavelength. This process is known as Raman
scattering. The average Raman cross section is of the order of 4 x 10- 3 that of the
Rayleigh cross section for atmospheric gases. The changes of molecular state are
related to the vibration and rotation spectra of the molecules and the magnitude and
wavelength shift will be specific for a given molecule. Since the Raman cross section
(non-stimulated) is small, the technique will probably be useful only for the major
atmospheric components such as N2 and 02 .
An example of the signal to noise ratio in the measurement of the vertical distri-
bution of 02 is calculated below. It is assumed that a ruby laser operating at 6943A
has been frequency doubled with an efficiency of 25 percent. The v = 0 to v = 1 vibra-
tion state corresponding to a line shift of 1550 cm - 1 will be used in the computation.
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System parameters
AR = 4 x 103 cm 2
5A = 10- 5 sr
AX = 4 x 10-4 
JX = 2 x 10
-
3 watts/sr/g/cm2
PT = 0.5 x 10 watts
Af = 106 hz
C = photomultiplier responsivity = .15 amp/w.
The signal to noise ratio for shot noise limited system such
given by the following expression:
S
N
as a photomultiplier is
PR C r
[2e Af CT(PR + p )]1/ 2
where e = electronic charge
Substitution of the above parameters into the S/N relationship results in the following
values: for ranges Z = 3 and 6 Km., S/N - 80 and 18, respectively.
It appears that the measurement is feasible. Some work has been done by Cooney
at R. C.A. (private communication) using a straight ruby laser system and filter suit-
able for the N2 molecule. His results have not been published but it appears that he
has observed the Raman profile.
There is a difficulty with this model. While Raman scattering is specific for a
particular molecule, the attenuation function is not. Thus the returned signal will be
modulated by the total atmospheric cross section. A possible solution to this problem
would be to monitor the unshifted backscatter (or an additional line) and use this quan-
tity as a correction to the Raman measurement.
Consider the relationship
I = H= L [a + C 2
I PT 2 
-
RAY T~~~
R2H
2= RAM L [aRAM] -T2
2 PT 2 
II
I2
= k1 + k2
Up
aRAY
for the unshifted line
r2 = T for the Raman line
i. e. the ratio of particle to
Rayleigh cross section is
available
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Cooney (private communication) points out that temperature information is incor-
porated in the ratio of the intensities of the Stokes and anti-Stokes lines. It is not
clear at the present time if the intensity of the anti-Stokes line is of sufficient magni-
tude to insure a useful measurement.
3c. Differential Absorption of Scattered Energy
The expression for atmospheric transmission which appears in the radar transfer
z
equation includes a term exp -2 f pK dz. This function represents the molecular
0o
absorption due to atmospheric gases. The atmospheric spectrum presents an abun-
dance of narrow lines (0. 1X) of moderate strength due to H2 0, 02, 03, and CO2 .
Figure 4 represents a portion of the telluric spectrum from 6934 to 6944X obtained by
Bradley. The predominant lines in this region are due to H2 0 and 02. A technique
has been developed at N. Y. U. over the past 10 years to measure the vertical distri-
bution of absorbing gases by measuring the differential absorption of the backscattered
radiation from a pulse emitted by an optical radar. The technique was initially applied
to 03 in 1958 using a pulsed Xenon source. However, the results were marginal due
to the poor spectral brightness of the source. The development of the laser has pro-
vided an energy source which is ideal for this type of measurement. Basically the
laser is tuned to an absorption line center and then to an adjacent window region.
An example of simulated radar data is presented in Figure 8 which represents
the transfer equation evaluated for 6943.80A water vapor line. Line parameters are
due to Benedict.
The inversion of the optical return to obtain the vertical profile of water vapor
proceeds as follows:
PR(L) FT (L) r z
R(Z) = PO ) FT() exp - 2f Pv(Z)K X (Xi) dz (13)
Ad In R(Z) = -2 P(Z)Kw(Xi) dz(14)
1
Pv(Z) = i ) a R(Z) (15)
w (
The accuracy of the determination of the water vapor profile by the differential
absorption technique is limited primarily to the uncertainties in the measurement of
the gradient of the power return and by the incomplete knowledge of the water vapor
absorption coefficient. The power measurement, at least from the first four kilo-
meters of the atmosphere, does not represent a problem area.
The variance of the deduced water vapor density may be expressed in terms of
the variances of the absorption coefficient and returned power gradients as follows:
2 [1 1 2
w 2 K [ (PL/Z) ( /a (16)
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Figure 8. Transfer function for . 7/
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where
2
ra = water vapor variance
w
2 = the absorption coefficient varianceK
r2(3P/6Z) = the power gradient variance
The variance of the absorption coefficient is due to two factors. The first factor
is that an uncertainty exists in the measurements of the line parameters and in the
effects of pressure and temperature broadening upon line shape. The values for the
line width and strength according to Benedict are thought to be correct to ± 33% while
the line strength has an uncertainty of ±25%. The second factor that contributes to the
variance in the absorption coefficient is the uncertainty in the frequency of the laser.
From the work that has been done at N. Y. U., it appears that a laser frequency setting
uncertainty of ±0. 01X is possible. If the laser is tuned to line center and the half
width of the water vapor is taken to be 0. 04X, then the fractional uncertainty in KX is
of the order of 5 percent. However, if the laser should be tuned to the inflection point
of the curve, the fractional uncertainty can be as large as 29%.
The variance of the water vapor density due to the power gradient term arises
primarily from the shot noise produced by the photomultiplier-detecting system. The
variance of radiant noise power may be written
2= 2e ( +PB)Af (17)
N R B(17)
where
e = electron charge
C = photomultiplier responsivity
Af = measurement system bandwidth
PB = background power
The variance of aP can be expressed as
2a2 N
0(ap/aP) 2z (18)
Substitution of the expression for variance of (0P/3Z) into the equation for the
variance of Pw yields
a2 = 2(Z) eAf L P + B] (19)
w 2vK K RA 2 A 2 L p2 p2(19)A2K RAK2 AZ2 PL
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The value of (av has been computed using the model atmosphere of Figure 8 and the
following constants:
PB = 5 x 10 watts
P = 2 x 107 watts (over 25 x 10 - 9 sec)
t
A = 103 cm 2
Af = 2AZ/c = 4
AZ = 120 meters
The results are plotted in Figure 9 separately for the contributions due to ap/~ Z and
to CK . The uncertainty in o K was assumed to arise solely from the frequency stability
of the laser. It is apparent that in the first two kilometers the uncertainty in Cr arises
from oKr However, the contribution from craP/(Z increases rapidly above two kilo-
meters and is the dominating factor at three kilometers. The uncertainty in Pw due to
%aP//Z can be reduced by increasing both the output energy of the laser and the aperture
of the receiver.
The major problem area in developing a field laser radar system of this type cen-
ters about the frequency stability of the laser. It is necessary to center the laser on
line center with an accuracy of ±. 01o. Initial experiments were undertaken using the
thermal tuning characteristic of the ruby laser to locate the line center. The thermal
sensitivity of a ruby laser is 0. 065X/°C which implies a rod thermal stability of 0. 1° C
if the wavelength tolerance of . 01i is to be maintained. This proved difficult to achieve
at high laser repetition rates and consequently resonant cavity frequency stabilizers
are now used. These devices also permit rapid frequency shifting of the laser. A
sample of R(Z) data for water vapor obtained using a thermally tuned laser is given in
Figure 10.
It is possible in principle to generate both the window and line center wavelength
by using an appropriate Raman shifter as suggested by Dobbins and La Grone, (1967).
However, no calculations are available in which the power output and line width of the
appropriate Raman shifted energy are available. This work should be continued since
Raman shifting will provide access to a variety of atmospheric lines.
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THE LASER RADAR ABOVE 30 KILOMETRES
B.R. Clemesha
Department of Physics
University of the West Indies
Kingston 7, Jamaica
ABSTRACT
This is a short 'state of the art' report
on laser radar observations of the atmos-
phere at heights greater than 30 km.
1. INTRODUCTION
Much of the work so far reported on applications of the laser
radar technique has been concerned with the troposphere and lower stratosphere.
This is due in part to the general interest in this region and in part to the
fact that comparatively modest equipment can be used. A number of groups have,
however, been applying the technique to the region between 30 km and 140 km.
This work is being done with two principal aims: (i) the measurement of
atmospheric density and scale height, (ii) the observation of dust between the
heights of 60 km and 140 km.
The first work of this nature was reported from M.I.T. by Fiocco
and Smullin (1963) who claimed to have observed dust layers at various levels
between 70 and 140 km. Subsequently McCormick et al,(1966) working at Maryland
reported similar results. These early measurements are now generally considered
unreliable as they are based on radar returns containing spurious signals,
which have been largely eliminated in later work. These spurious signals were
due to fluorescence from the laser and enhanced noise from the photomultiplier
detector (Sandford,1967; Clemesha, Kent and Wright, 1967). Later results from
a number of workers are reviewed below.
2. MEASUREMENTS BELOW 70 KILOMETRES
Some recent results for the region between 30 km and 70 km are
shown in figure 1. Here results from Kingston, Jamaica (Kent, Clemesha and
Wright,1967), Maryland, U.S.A. (McCormick et al, 1967, Silverberg and Poultney,
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1967), Alaska and Sweden (Fiocco and Grams, 1966) are presented in the same dia-
gram for the purpose of comparison. Note that in each case these results have
been fitted to a calculated curve for a standard atmosphere. Absolute measure-
ments are not available because of the difficulty involved in an absolute
calibration of the laser radar. It may be seen that the height variation of
the experimentally observed scattering function matches the predicted variation
in all cases with the exception of the summer results from Maryland, which
possibly indicate the presence of particulate material above 60 km. In the
absence of particulate material the scattering function is directly propor-
tional to atmospheric density.
The accuracy of the measurements is limited by the very weak
signals received from great heights. These signals are measured by photon
counting techniques and contain a statistical uncertainty when the number of
photons counted is small. The most accurate results have been published by
Sandford, 1967 and Kent,Clemesha and Wright, 1968. The latter workers state
(Kent, Clemesha and Wright, 1968) that they can measure the scale height
precisely enough to obtain temperatures with an error of ±+5°C at 30 km
increasing to +250 C at 50 km. Our present knowledge of the behaviour of the
atmosphere between 30 km and 90 km is very poor and hence data of this sort
of accuracy are just good enough for the technique to provide new information
on seasonal, and perhaps diurnal variations in density and temperature. With
regard to diurnal variations it must be remembered that day time sky brightness
limits the maximum height to which measurements can be made to about 30 to
40 km, high altitude measurements can only be made at night.
So far no routine measurements of this nature appear to have been
made over a sufficient period of time to provide new information. This is
partly due to equipment difficulties at this early stage in the development
of the technique.
The measurements which we in Kingston have made have in fact been
part of a feasibility study for a much more powerful radar which is presently
(May 1968) about to go into operation. This system should give +10% accuracy
for density measurements at 100 km, improving to +2% at heights of 70 km and
below. We hope that these measurements will fill a considerable gap in our
present knowledge of the 30 km to 100 km region.
There does exist one problem in respect of the atmospheric density
measurements. The determination of density from the laser radar return assumes
that the scattering is entirely due to atmospheric molecules. There is some
evidence (see for example Volz and Goody, 1962) for the existence of dust
particles at all heights up to 70 km. If the scattering from dust is more than
a small fraction of the molecular scattering there will result errors in the
computed densities. So far the laser radar measurements do not indicate the
presence of dust between 30 and 60 km, although the stratospheric aerosol
layer is observed (Fiocco and Grams, 1964). One waytD resolve this problem
would be to make near simultaneous observations on different frequencies
(to date all published results have been based on work using the 0.6943 micron
ruby laser wavelength).
3. MEASUREMENTS ABOVE 70 KILOMETRES
Some results of laser radar returns from above 70 km are shown in
figure 2. These results are from the same workers as those shown in figure 1.
By far the most accurate date are from Slough, showing meaningful measurements
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up to 85 km. Both Maryland and the M.I.T. group (Alaska and Sweden) claim that
their results show scattering which is significantly in excess of the expected
molecular scatter at certain heights. This enhancement is interpreted as being
the result of dust particles in the atmosphere at these heights. Slough sees
a slight enhancement near to 70 km on some occasions. At Kingston we observe
no echoes significantly in excess of the predicted molecular return.
At the present time there is some controversy as to whether or not
the excessive scattering from this region is genuine. The importance of the
problem lies not only in the intrinsic significance of dust particles at this
height, but also in the effect of dust on attempts to derive atmospheric
densities from the observed scattering cross-sections. It has been pointed
out (see for example Fiocco and Grams, 1964) that the entry of meteoric
particles into the atmosphere could explain the existence of the dust, and
that the height of observation is close to the mesopause, where noctilucent
clouds are observed. On the other hand it is rather disturbing that the most
accurate measurements (Sandford,1967) show the least enhancement. The basic
problem is simply that the dust is observed at heights where the laser return
is very weak, and hence most likely to be contaminated by an undetected noise
source, as was certainly the case with early measurements. The final solution
to this problem must await the advent of more powerful radars.
4. CONCLUSIONS
1. Present high sensitivity laser radars are capable, if used on
a routine basis, of providing new information on molecular density and
temperature in the height range 30 km to 60 km. The presence of the strato-
spheric aerosol precludes the possibility of measuring molecular density below
this height in a simple experiment.
2. An increase in sensitivity by 2 to 3 orders of magnitude over
radars currently in use would enable density measurements to be made rapidly
and conveniently at heights from 30 km to 100 km, provided the atmosphere is
not contaminated by dust. At least one group is currently building a radar
with this sensitivity.
3. There is controversial evidence for the existence of aerosols
in the 60 km to 90 km height range.
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LASER RADAR MEASUREMENTS OF THE AEROSOL CONTENT
OF THE ATMOSPHERE*
Gerald W. Grams
National Aeronautics and Space Administration
Electronics Research Center
Cambridge, Massachusetts
ABSTRACT
This report reviews the experimental
program conducted by Professor
Giorgio Fiocco and his group at the
Research Laboratory of Electronics
of the Massachusetts Institute of
Technology. A summary of the results
of laser radar observations of atmos-
pheric aerosols is presented along
with a description of the laser radar
system devised during the study and
of the data handling techniques utili-
zed for the analysis of the data of
the temporal and spatial distribution
of atmospheric aerosols. Current re-
search conducted by the group is
directed toward the analysis of the
frequency spectrum of laser radar
echoes to obtain absolute measurements
of the dust content of the atmosphere
by resolving the molecular and aerosol
contributions to the laser radar
echoes.
*This research was conducted at the Massachusetts Institute of
Technology and was supported in part by the National Aeronautics
and Space Administration under grants NGR-22-009-114 and NGR-22-
009-131.
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1. INTRODUCTION
One of the simplest techniques for probing the atmosphere
with lasers uses the backscattered radiation from a pulsed laser
to detect layers of dust particles in the atmosphere. In the
experiments that have been performed, the optical backscattering
cross-section of the atmosphere is measured as a function of range,
and the presence of aerosol layers is established by locating
significant deviations from the laser radar return expected for
dry, clean air.
The first experiments to use lasers for ground-based remote
measurements of atmospheric parameters were conducted by Fiocco
and Smullin (1963). In their preliminary studies, echoes from
scattering layers from heights of 60 to 140 km were detected
during the summer of 1963. These echoes were tentatively attribu-
ted to dust particles of extraterrestrial origin (Fiocco and
Colombo, 1964); this interpretation is corroborated by the observed
correlation between the laser radar echoes from 110 to 140 km and
ionospheric sporadic-E (Fiocco, 1965). Numerical calculations of
the ionization resulting from neutral-neutral collisions of the
ambient gas induced by incoming extraterrestrial particles (Fiocco,
1967) have verified that the influx of cosmic dust can produce
ionization in amounts comparable to that required in the E-region
at night and in some types of sporadic-E irregularities. Since
subsequent laser radar measurements have not always detected the
presence of scattering layers at high altitudes, considerable
variability of the influx of extraterrestrial particles is indi-
cated. There is further evidence of increased meteoric activity
during the summer of 1963 obtained by techniques other than laser
radar observations (see, for example, McIntosh and Millman, 1964;
Ellyett and Keay, 1964).
A two-year study to evaluate the average and time-variant
characteristics of stratospheric aerosols has been conducted with
a laser radar (Fiocco and Grams, 1964; Grams and Fiocco, 1967).
Most of the observations were conducted at Lexington, Massachusetts
during 1964 and 1965; some data were also obtained during the
summer of 1964 at College, Alaska. The vertical distribution of
the aerosol particles was obtained by comparing the laser radar
return with the return expected from a molecular atmosphere, using
the observed echoes from 25 to 30 km altitude to calibrate the
instrument. The data consistently showed a maximum in the relative
concentration of aerosols between 15 and 20 km altitude. The ob-
servations showed that the stratospheric aerosol layer exhibited
little temporal variability, with a generally decreasing trend
during the two-year observation interval. At the observation site
in Lexington, Massachusetts, the observed return from the layer
was approximately 1.9 times the expected return from clear, dry
air. The daily rms fluctuation of this scattering ratio was
approximately 0.3 and hourly fluctuations were smaller. For the
observations at College, Alaska, the maximum scattering ratio was
~1.7 with daily fluctuations of about 0.15. The study was con-
ducted during a period following the eruption of the Mount Agung
volcano in early 1963; thus, the results may represent anomolous
conditions in the lower stratosphere and are likely to be associa-
ted with the temporal and spatial distribution of volcanic debris.
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The observed scattering ratios have been related to the
number of particles per unit volume illuminated by the laser beam
by evaluating Mie-scattering functions for backscattered radiation.
The calculated concentration of -1 cm - 3 for particles larger than
about 0.3p radius is in agreement with independent studies by
other investigators, especially with the particle counts of Rosen
(1964). Comparisons with earlier measurements obtained by other
investigators using a variety of different techniques indicated
that the concentration of stratospheric aerosols was about one
order of magnitude higher than before the eruption of Mount Agung;
this has also been confirmed by the results of other investigators
(see, for example, Volz, 1965).
The observations have been compared with other meteorological
parameters in the lower stratosphere. The center of mass of the
layer was usually very close to 16 km; day-to-day changes in the
tropopause height were accompanied by a tendency for small vertical
displacements of the layer. The laser radar observations per-
formed in Alaska agree with the concept that the height of the
layer approximately follows latitudinal changes in the tropopause
height. A significant negative correlation was found between dust
concentrations derived from the results of the laser radar study
and ozone concentrations obtained by the Air Force Cambridge
Research Laboratories (Hering, 1964; Hering and Borden, 1964,
1965). The anticorrelation was also obtained between the measure-
ments of the dust concentration and measurements of total atmos-
pheric ozone obtained at Bedford, Massachusetts; this result pro-
vided additional statistical evidence of a relation between the
aerosol layer and stratospheric ozone.
During summer 1964 laser radar experiments were performed
in Alaska and Sweden for the purpose of observing the aerosol
content of the mesosphere during noctilucent cloud displays (Fiocco
and Grams, 1966). In these experiments strong echoes were observed
near 70 km and were taken as an indication that measurable processes
involving a wide range of mesospheric heights were involved. New
experiments to obtain measurements of the aerosol content of the
mesosphere at times when noctilucent clouds might be present were
conducted in the summer of 1966 near Oslo, Norway (Fiocco and
Grams, 1968). The measurements indicate that the altitude region
60-70 km contains an appreciable amount of particulate material in
the summertime at high latitudes during periods of noctilucent
cloud activity, as suggested by the earlier laser radar results.
Observations of the transient features of a noctilucent cloud were
also obtained with the apparatus: the height of the cloud varied
from 75 to 73 km during the observation interval; the geometric
thickness of the cloud was appreciably less than 1 km, and the
optical thickness was about 10 - 4 . An estimate of the meridional
flux of particulate material at high latitudes was obtained from
the measurements by relating the average vertical distribution of
aerosols observed by the laser radar during the summer to the
general circulation of the upper atmosphere; estimates of the mass
flux of extraterrestrial dust based on this data are in agreement
with results obtained by other techniques.
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A large number of laser radar measurements related to the
aerosol content of the mesosphere were obtained in Lexington,
Massachusetts, in 1964 and 1965. The data are being analyzed and
the results will soon be available.
2. INSTRUMENTATION AND DATA ANALYSIS
The measurements were made with a Q-switched ruby laser used
as the transmitter and a 40-cm diameter telescope of the Dahl-
Kirkham type as the receiver for a monostatic laser radar system.
In the system used for the most recent experiments, the laser emits
pulses of approximately 2 joules of less than 100 nsec duration at
a maximum pulse repetition frequency of 0.5 sec-1 . The radiation
is collimated by a transmitting telescope, 10 cm in diameter with
1-meter focal length. The laser is Q-switched through the use of
a rotating prism. The instrument includes two synchronized rota-
ting shutters: one is mounted on the transmitter to prevent any
fluorescence from the laser after the pulse is radiated; the other
synchronized shutter is incorporated into the detector to prevent
exposing the photomultiplier to the intense return obtained from
scattering at short distances. A temperature-controlled water-
cooling system is used to maintain the laser unit and the narrow-
band interference filters in the detection system at constant
temperature through closed-loop circulation of distilled water.
A polarizing filter is included in the receiver to reduce twilight-
sky background: the filter is adjusted to match the polarization
of the laser radiation; the observations are carried out at the
zenith and the apparatus can be rotated around the vertical axis
to minimize the polarized sky-background. The EMI 9558A photo-
multiplier used in the photodetector is refrigerated by circulation
of methanol cooled by mixing with dry ice.
To record the data the apparatus utilizes a 35 mm automatic
radarscope camera, modified for use with a dual-beam oscilloscope.
Two traces, displaying the amplified photomultiplier current, are
recorded simultaneously with different sweep rates: one trace
displays the signal from 0 to 200 km altitude; the other displays
records of either the signal from 0 to 40 km, to provide data on
stratospheric aerosols, or the 60 to 90 km signal, to observe
detailed features of mesospheric scattering layers. For altitudes
above 430 km, the backscattered signal is so small that a con-
tinuous photomultiplier current is no longer recorded. Thus, the
high-altitude traces are analyzed by counting the number of
individual photoelectrons recorded in specified range intervals,
with the range determined by measuring the time difference between
the instant the laser was pulsed and the instant the photoelectron
was emitted. The data are reduced with the aid of a semi-automatic
film reader incorporating an analog-to-digital converter. Co-
ordinates related to the signal intensity for the 0-40 km traces
and to the instant of emission of each photoelectron displayed on
the high-altitude traces are digitized and punched on data process-
ing cards for subsequent computer analyses.
A considerable reduction in the effort required to digitize
the photographic records of the laser radar data is now possible.
A computer has been incorporated into a photointerpretive system
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for analyzing information recorded on 35-mm film. This system has
been used extensively to analyze spark chamber data (Rudloe,
Deutsch, and Marill, 1963); it has now been programmed to digitize
the coordinates of the photographed oscilloscope traces. Some of
the laser radar data have already been digitized with the program-
mable film reader, and the time and effort required to analyze the
measurements have been substantially decreased.
3. CURRENT RESEARCH
Although the studies of the aerosol content of the atmos-
phere would benefit from the use of lasers of higher average power,
the use of more sensitive photodetection systems, or, perhaps, the
judicious use of on-line computer systems, it is apparent that the
technique used to study atmospheric aerosols suffers from certain
limitations in the interpretation of the laser radar returns. In
particular, observations of the optical backscattering cross-
section of the atmosphere do not provide absolute measurements of
the atmospheric aerosol content or of the density of the molecular
atmosphere unless the effects of scattering by aerosols and atmos-
pheric molecules can be separated. For this reason, spectral an-
alyses of the light scattered by atmospheric constituents are being
conducted.
The main effect on the scattered light is the frequency shift
due to the Doppler effect resulting from the motion of the scat-
terers. As a result of the random thermal motions of atmospheric
molecules, the scattered spectrum will be broadened with respect to
the radiated spectrum. Measurements of the width of the spectral
line are related to the temperature of the gas and could therefore
be used as the basis of a system for remote measurements of atmos-
pheric temperature (DeWolf, 1967), while bulk shifts of the scat-
tered spectrum could provide information on wind motion.
Aerosols also contribute to the scattered spectrum. However,
the velocities associated with the random Brownian motions of
aerosols are much smaller than the thermal velocities of the molecu-
lar component of the atmosphere, and the scattered energy from the
aerosols is contained in a narrower band of the spectrum than the
scattered energy from the atmospheric molecules. Thus, analyses
of the frequency spectrum of laser echoes from atmospheric con-
stituents would make it possible to distinguish between the contri-
bution from the aerosols and from atmospheric molecules, if the
spectral analysis can be performed with sufficient resolution.
Some preliminary laboratory experiments in which the spec-
trum of the radiation scattered from a laser beam has been analy-
zed to provide a measurement of the aerosol component have been
reported (Fiocco and DeWolf, 1968). In these experiments the light
from a continuous-wave He-Ne laser was scattered from air contain-
ing naturally-occurring aerosol particles and from air containing
artificially-produced dense fogs. The spectral distribution of the
light was measured with a pressure-scanned Fabry-Perot interferome-
ter. Although the apparatus used for these studies requires con-
siderable improvement, a direct measurement of the ratio of aerosol-
to-molecular scattering was obtained. This technique provides an
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absolute measurement of the aerosol-to-molecular scattering and
therefore provides the information required for the definite in-
terpretation of laser radar echoes.
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In our discussions thus far, we have ignored, for the most part, the
question of how effectively lidar can be employed to determine information
about the sizes and concentrations of atmospheric aerosols. This is
admittedly a difficult question to answer due to the complicated scattering
problem which is encountered. But the question is quite relevant in view of
the fact that lidar offers one of the most apparent remote probing techniques
for studying the properties of aerosols. Some preliminary work on lidar
measurements of aerosol distributions has already been attempted by Barrett
and Ben-Dov (1967) by making use of backscattered lidar measurements.
However, since light scattered by particulates depends on a number of
scatterer properties, the amount of information which can be derived about the
nature of the particles by measuring only the backscattered intensity of the
scattered light is quite limited. It is therefore worthwhile to consider other
experimental techniques which take greater advantage of the information
available in the scattered signal. In this regard, I would like to comment on
the possibility of using bistatic lidar systems.
Monostatic lidar is limited to measurements in only the backscattered
direction. In contrast, bistatic lidar provides a means for measuring not only
the intensity but also the polarization of light scattered at various angles
other than 1800 (backscattering). Bistatic lidar, therefore, presents a method
for obtaining additional pieces of experimental information which can, in
principle, be used to infer more about the size distribution and number density
of aerosols than can be inferred from monostatic measurements. In particular,
it appears that elliptical polarization measurements can be quite useful in
this respect. For example, recent theoretical and experimental work presented
by Eiden (1966) indicates that the ellipticity of angularly scattered light which
is initially linearly polarized is quite sensitive to the size distribution and
index of refraction of aerosol particles for wavelengths close to the typical
lidar wavelength, 0.6943 microns (ruby). Moreover, measurements of the
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ellipticity of scattered light can unambiguously be attributed to aerosols alone,
since molecular scattering does not give rise to elliptical polarization of the
scattered signal as long as we are dealing with single scattering. Polarization
measurements are also advantageous in that the ellipticity of the received
scattered signal can be obtained from the ratios of relative intensity
components. This eliminates the difficult problem of having to make absolute
intensity measurements. Also, lasers provide excellent linearly polarized
sources.
I want to stress, however, that I am not suggesting that bistatic lidar
can be used to uniquely determine the size distribution and number density of
an arbitrary distribution of particulates. First of all, while bistatic lidar
provides a means for obtaining several more measurements than can be made
with a monostatic system, an unfeasibly large number of measurements would
be required to completely determine the scatterer distribution. Secondly, as
recently pointed out by Twomey and Howell (1967), the measurements must be
made quite accurately, typically with an error of 1 percent or less, to obtain
a few pieces of independent information about the scatterers. It appears,
however, that bistatic measurements made at several scattering angles
coupled with logical a priori assumptions about the general mathematical form
of the particle size distribution can provide useful estimates about the
distribution of particulates in the atmosphere. Moreover, through polarization
measurements, it may be possible to distinguish certain meteorological
phenomena which influence the vertical distribution of particulates; namely,
variations in the temperature distribution which bring about a collection of
particulates in the vicinity of stable layers and regions of high humidity which
give rise to swelling in size of hygroscopic particles.
With regard to existing or planned bistatic lidar installations, I
understand that Dr. Paul Palmer at Brigham Young University has assembled
a system which became operational about a month before this meeting. Also,
I am attempting to set up a bistatic system at the University of Arizona. At
present, I am working with Dr. Benjamin Herman, University of Arizona, on
a theoretical study to investigate the ambiguity involved in attempting to
invert bistatic lidar measurements to infer information about the sizes and
concentrations of particulates as a function of height. We hope to have an
operational bistatic system for probing to heights of about 10 kilometers by
the end of this year.
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ABSTRACT
Observations of radar echoes from the clear
atmosphere are presented and the scattering
mechanisms responsible for the two basic types
of clear-air echoes are discussed. The com-
monly observed dot echo originates from a
point in space and usually shows little varia-
tion in echo intensity over periods of about
0.1 second. The results of the most recent
investigations of these clear-air dot targets
are consistent with the conclusion that most,
if not all, of the dot echoes are caused by
insects or birds.
The second type of clear-air radar echo
appears diffuse in space, and signal inten-
sities vary considerably over periods of less
than 0.1 second. The echoes often occur in
thin horizontal layers or as boundaries of
convective activity; these are characterized
by sharp gradients of refractive index. The
reflectivity-wavelength dependence of these
echoes is consistent with the theory of
scattering by fluctuations in refractive
index, and the signal intensities can be
accounted for by the spectral characteristics
of refractive-index variations observed
directly.
Some features of clear-air atmospheric
structures as observed with radar are pre-
sented. These structures include thin
stable inversions, convective thermals,
Benard convection cells, breaking gravity
waves, and high tropospheric layers which
are sufficiently turbulent to affect aircraft.
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1. INTRODUCTION
Radar echoes from a clear atmosphere, usually called "angels," have existed
almost from the time that radar was first used. Many and varied are the
reports in the literature of angel phenomena, and there have been numerous
attempts to arrive at a plausible and satisfactory explanation of their origin.
A fairly complete background of the entire angel problem is presented in the
reviews by Plank (1956), Atlas (1959), Atlas (1964), and Atlas and Hardy (1966).
If the vast amount of work reported in these papers were to be summarized as
briefly as possible, that summary would indicate that there are just two types
of radar echoes from the clear atmosphere (excluding the effects of anomalous
propagation). One type appears to originate from a dot or point target where-
as the other type extends over a region of considerable horizontal extent.
The objective of this paper is to summarize some of the key properties of the
two types of clear-air echoes and to present the results of several recent
radar investigations of the clear-air echo patterns as observed with three
ultra-sensitive radars at Wallops Island, Virginia. Although these radars may
be fruitfully used to investigate clouds and precipitation (especially during
the early stages of their development), their primary utility is for the ob-
servation of the clear-air. Thus, we will restrict the present discussion to
clear-air structures.
2. THEORY
The scattering of electromagnetic waves by a turbulent medium has been studied
extensively by various investigators (e.g., Booker and Gordon, 1950; Villars
and Weisskopf, 1954; Tatarski, 1961). Since clear-air echoes have been ob-
served from regions of the atmosphere where the variations in refractive-index
are large, it is useful to state briefly some of the theoretical results which
have been obtained. Thus, Tatarski (1961) has derived the expression:
0= .39 C2 X-1/3 (1)
where X is the radar reflectivity, C2 is a measure of the intensity of the
refractivity fluctuations, and X is the radar wavelength. Tatarski also
derives the expression
Cn a2 4/3 (dn )2 (2)
where a2 is a nondimensional proportionality parameter, Lo the outer scale or
eddy size which defines the outer limit of the inertial subrange of turbulence,
and (dn/dz) the mean vertical gradient of potential refractive index.
Saxton, et al., (1964) used the same theory as described by Tatarski to derive
an expression for the radar reflectivity in terms of Fn(k), the one dimen-
sional normalized spectral density of the mean-square fluctuations of refrac-
tivity, < (An)2 >. Their equation is
= < (a n)2 > k2 Fn(k) (3)
8
where k is wavenumber and is related to the radar wavelength (X) by k = 4 </X.
Lane (1967) has pointed out that Eq. 3 is a particularly useful form because
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the reflectivity can be evaluated from direct estimates of < (An)2 > Fn(k)
which are derived from spectral analysis of the field of refractive index.
This direct estimate of reflectivity can then be compared to the reflectivity
measured with a radar as we will do in Section 5.
Atlas, et al., (1966) give an equation
Lo = (/mean horizontal wind and 3)1/2 the rate of
where D is the vertical gradient of the mean horizontal wind and C the rate of
energy dissipation. The quantity e is an indicator of turbulence because
energy dissipation at high rates is accomplished by increased turbulence.
Combining Eqs. (2) and (4) and substituting into Eq. (1), we find that
' = 0.39 a2 ¢2/3 D-2 (dn/dz)2 X-1/3 (5)
Equation (5) shows that, if the mean gradients of horizontal wind and potential
refractivity are known, an estimate of the turbulence intensity can be obtained
by evaluating e from measurements of the reflectivity, I.
Finally, if there are particles in the atmosphere which are small relative to
the radar wavelength, then the reflectivity is given by
m = g5 IKI2 X-4 E D6 (6)
where K is related to the complex index of refraction of the particle, D is
the particle diameter, and the sum is taken over a unit volume. Equation (6)
is the Rayleigh approximation; it can be applied with very small errors for
clouds and raindrops when radar wavelengths greater than 3 cm are used. Com-
paring Eqs. (1) and (6), one sees that particle scatter can be distinguished
from scatter due to variations in refractive index by measuring the reflec-
tivity at more than one radar wavelength.
3. TYPES OF CLEAR-AIR RADAR ECHOES
A multiwavelength radar facility at Wallops Island has been used since 1965
to investigate the nature of clear-air radar echoes. Characteristics of the
radars have been tabulated by Hardy, et al., (1966). Briefly, the wavelengths
of the radars are 3.2, 10.7, and 71.5 cm, and the minimum detectable cross-
section at a range of 10 km is approximately 6.0 x 10- 4, 2.5 x 10-5, and
3.4 x 10-5 cm2, respectively.
TABLE 1 illustrates how the Wallops Island radars can readily identify
scatterers which are small relative to the wavelength (Rayleigh scatterers)
or the scattering expected from refractive index variations. Ifthe pulse
volumes are filled with Rayleigh scatterers, then the signal at 3.2 -cm wave-
length will be about 5 db greater than at 10.7 cm and 30 db greater than
at 71.5 cm. On the other hand, if the reflectivity of the scattering medium
has a wavelength dependence of approximately X-1/3, as appears likely from
observations of the clear atmosphere reported by Hardy, et al., (1966) and
Atlas, et al., (1966a), then the 3.2 -cm signal will be about 15 db lower than
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TABLE 1
Ratios of Signal Strengths Expected from Two Types of Scatterers
Applicable Only for the Wallops Island Radars
at 10.7 cm and 20 db lower than at 71.5 cm. Thus, if the signal is stronger
at the longer wavelength, it is certain that the mechanism giving rise to the
radar echoes is not scattering by Rayleigh particles. The data which follow
are interpreted qualitatively with the aid of TABLE 1.
Figure 1 shows simultaneous photographs of the range height indicators (RHI)
of the three Wallops Island radars, taken while the beams were scanning syn-
chronously in elevation angle. Except for an overcast cirrus layer, the sky
was clear at the time of this observation. The cirrus cloud appears between
a height of 7 and 10 km; it is easily identified as it is strongest at 3 .2 -cm
wavelength (top photo), weaker at 10.7-cm wavelength (middle photo), and not
visible at 71.5-cm wavelength (bottom photo). Such a drop-off in signal
strength with wavelength is expected for Rayleigh scatterers as indicated in
TABLE 1. The fact that the numerous dot echoes, appearing between 1 and 3 km
in height, are seen most prominently with the 3.2 -cm radar and not at all with
the 71.5-cm radar indicates that the targets are small relative to the radar
wavelength. This observation on the dot echoes, as well as many other types
of measurement (for example, the tracking by radar of single known insect
species), has led to the conclusion that most of the dot targets are insects
(Glover and Hardy, 1966; Glover, et al., 1966).
In Figure 1, the thin layers seen near the surface and at 1 km with the two
longer wavelength radars are not attributed to particle scatter. If this were
so, the layers would appear much stronger at the shorter wavelength (TABLE 1).
Instead, the layers are caused by backscatter from variations in refractive
index (Hardy, et al., 1966). These authors show that the wavelength dependence
of the echo layers is consistent with the theory of scatter by refractive-
index variations [Eq. (1)]. In addition, it has been confirmed that these
clear-air radar layers are associated with increased refractivity fluctuations
as measured directly with refractometers mounted on aircraft or suspended
below a helicopter (Konrad and Randall, 1966).
Another pattern of echo formation is generally found under conditions of
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Ratio of 3.2 -cm received power above minimum
detectable to that at 10.7 and 71.5 cm (db)
Scattering from refractive
Wavelength Rayleigh scatterers index fluctuations
(cm) (X 4 dependence) (t-1 /3 dependence)
3.2 0 0
10.7 5 
-15
71.5 30 -20
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Fig. 1 Photographs of range-height in-
dicators (RHI). The photo-
graphs were taken at 3.2-, 
10.7-, and 71-5-cm wavelengths 
(top to bottom) along an 
azimuth of 260 deg. for 1740 
E.S.T. 3 Sept 1966 at Wallops 
Island, Virginia. The cirrus 
cloud appears at the shorter 
wavelengths, whereas the longer 
wavelength detects only the 
clear-air variations in refrac-
tive index. The numerous dot 
echoes which appear uniformly 
distributed between 1 and 3 km 
at the two shorter wavelengths 
are due to single insects. 
RANGE - km 
surface heating, both over land and over water. This pattern along with other 
clear-air structures will be discussed in the following sections. 
4. DOT ANGELS 
Dot or point angels, as their name implies, appear as point targets on a PPI 
or RHI scope photograph (Fig. 1). They are also very commonly observed with 
a fixed vertically-pointing radar beam. An example of dot angels as observed 
with a 0.86 cm TPQ-11 vertically-pointing radar is shown in Fig. 2. This 
time-height record was obtained by intensity modulating a scope which was 
photographed while the film moved continuously at a slow rate. Because of the 
way the TPQ-11 signal is recorded (Petrocchi and Paulsen, 1966), each dot 
target appears as a short vertical line. The full vertical lines are at 
5-minute intervals and the horizontal dashes correspond to 5000-foot height 
markers. The lower 3000 to 4000 feet appears filled with dot angels, par-
ticularly in the lower half of the figure. In addition, however, there is a 
distinct tendency for the dot angels to concentrate near heights of 65OO and 
8000 feet. The tendency for preferred heights has also been noted by Plank 
(1956) and Hardy, et al., (1966). 
Prior to 1962, there was little known about the wavelength dependence of the 
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Fig. 2 Dot angels as seen with a vertically-pointing 
0.86-cm TPQ-11 radar at Bedford, Mass., 1 Sept 1966, 
about 1600 E.S.T. The full vertical lines are at 
5-min. intervals and the horizontal dashes corres-
pond to 5000-foot height markers. (Courtesy Messrs. 
Wilbur H. Paulsen and Pio J. Petrocchi, Air Force 
Cambridge Research Laboratories, Bedford, Mass.) 
radar backscattering cross-section of the dot angels. Certainly, dot angels 
were seen consistently with radars having wavelengths of less than 3 cm (Craw-
ford, 1949; Plank, 1956; Vrana, 1961). However, at wavelengths of about 10 cm, 
only the recent more sensitive radars were able to detect the relatively small 
cross-section of the vast majority of dot angels. 
Let us look at some of the observations of dot-angel cross-sections as reported 
by various investigators. These are indicated in Fig. 3. The data by Bor-
chardt (1962), Roelofs (1963), and Fehlhaber and Grosskopf (1964) show cross-
sections which range from about 5 x 10 to 10 cm". The cross-sections 
reported by Vrana (1961) and Plank (1956) vary from 2 x 10~5 to 8 x 10"2 cm2. 
Note that the minimum detectable cross-section of the TPQ-11 radar at a range 
of 1 km is almost 20 db less than the cross-section of a 1-mm diameter water 
drop. This radar could detect a single mosquito with ease at ranges of more 
than 2 km. The cross-sections of Hay and Reid (1962) cover a very large range 
of values. They use a particularly sensitive vertically pointing radar. But 
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Fig. 3 Cross-sections of
dot angels, in-
sects and birds
as a function of
wavelength. The
insect and bird
cross-sections
are illustrated
schematically.
The minimum de-
tectable cross-
sections for the
TPQ-11 radar and
the Wallops Is-
land radars are
indicated by min.
TPQ-11 and min. W
respectively.
(0I.
KO
LJ.
E,
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a vertically pointing radar is not capable of estimating the true cross-section
of the target, because it is impossible to know where the target is relative to
the beam axis. Thus, a large target near the fringes of the beam would have a
small measured cross-section.
The results of cross-section measurements of insects and birds at various wave-
lengths are-indicated schematically in Fig. 3. The curve for birds was chosen
as a result of observations at three wavelengths on known birds as reported by
Konrad and Hicks (1966) and of additional information presented by Glover and
Hardy (1966). There is naturally a large variation in bird cross-sections.
Even for the same bird, the cross-section can change by as much as ± 10 db
especially at the shorter wavelengths. The general shape of the bird-curve,
however, is believed to be quite representative for a large class of birds.
The peak in the curve near 10-cm wavelength is probably due to the complicated
wavelength dependence which is exhibited by Mie-type scatterers (i.e., the
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particle size is of the same order as that of the radar wavelength).
The curves for known insects were similarly obtained from multiwavelength
measurements using the Wallops Island radars (Glover, et al., 1966; Glover and
Hardy, 1966). The two curves indicate a probable range of values for fairly
large insects (maximum size equivalent to a worker honey bee). The cross-
sections of insects having dimensions of less than 3 mm are generally undetect-
able with the Wallops Island radars. The insect cross-sections vary by about
i 5 db at wavelengths greater than 3 cm. There are no extensive cross-section
measurements of known insects at wavelengths less than 3 cm. Nevertheless, the
cross-sections of water spheres, which have volumes corresponding to those of a
large class of insects, fall within the range of 10 - 4 to 10-1 cm at wave-
lengths from 1-3 cm.
The data in Fig. 3 indicate that, taking into account the method of observation,
all the cross-section measurements of dot angels fall within the range of
values expected for insects or birds. Moreover, based on simultaneous multi-
wavelength measurements, Hardy, et. al.,(1966), Glover, et al., (1966), and
Clover and Hardy (1966) have concluded that all of the dot angels observed in
detail have characteristics which identify them as either insects or birds.
An alternative, but unsubstantiated, explanation for dot angels is that they
are due to reflections from smooth pseudo-horizontal surfaces across which a
large change in refractivity occurs. Atlas (1960, 1964, 1965) and Atlas and
Hardy (1966) have described some of the clear-air atmospheric structures which
would be required to explain the magnitude of the observed cross-sections.
Assuming a refractivity gradient of 0.5 x 10-6 cm- 1 exists over a smooth
surface which was smaller than the first Fresnel zone, then this surface would
have a cross-section in the order of 10-4 cm2 . The power reflection coeffi-
cient of such a surface was assumed to vary as the square of the radar wave-
length. From Fig. 3 we see that 10 - 4 cm2 is near the lower limit of the
observed cross-sections of dot angels. This is in spite of the rather opti-
mistic atmospheric structure which was assumed. Atlas (1965) has pointed out
that curvature of a surface may result in considerable enhancement of the
cross-section. This enhancement would apply to all wavelengths. However, the
cross-sections of all dot angels observed at Wallops Island have been strongest
at the shortest wavelengths (3.2 and 10.7 cm). Therefore, from the multiwave-
length measurements at Wallops Island, there is no evidence of dot angels that
are due to atmospheric reflections from sharp refractive-index gradients.
Chernikov (1966) has described some bistatic and depolarization investigations
of dot angels. Contrary to his preliminary results, Chernikov (1966) now
states that the experiments carried out provide convincing evidence that the
overwhelming majority of dot-angel echo targets are insects and other particles.
introduced into the atmosphere. Fehlhaber and Grosskopf* have arrived at the
same conclusion after a reexamination of their bistatic measurements on dot
angels. In summary, it would appear that insects or birds can account for the
vast amount of observational radar-data on dot angels.
224
* Private communication
K. R. HARDY AND I. KATZ 
5. CLEAR-AIR ECHOES OF HORIZONTAL EXTENT 
5.1 General Features 
Atlas (1964) has reviewed some of the early results of radar echoes from 
stratified layers. These layers usually corresponded in height to regions 
having sharp vertical gradients in refractive index. Additional evidence for 
the existence of clear-air radar layers associated with large variations of re-
fractive index is given by Saxton, et al., (1964), Ottersten (1964), and Hardy, 
_e^ ail_., (1966). 
Fig. 4 is an example of uniform, stratified layers as they appear on RHI 
photographs. These data were obtained with the 10.7-cm radar at Wallops Island 
at 0530 EST while the sky was perfectly clear. The layer near 1 km appears at 
all three azimuths and is coincident with a very pronounced inversion (Hardy 
and Glover, 1966). It is typical of the type of layer observed in the vicinity 
of very stable layers, but yet the variations of refractive index within the 
layer may be large (Lane, 1964) . 
Fig. 4 Photographs at three azi-
muths of the range-height 
indicators at a wavelength 
of 10.7 cm at Wallops Is-
land, Va., 0530 E.S.T., 
4 Sept 1965. The sky was 
perfectly clear at the time 
of the observation. The 
layer near 1 km is coincident 
with a very pronounced in-
version. The circumferential 
arcs at short ranges are 
ground echoes seen by the 
side lobes. (From Hardy and 
Glover, 1966.) 
The variation of the reflectivity of clear-air layers as a function of wave-
length is shown schematically in Fig. 5- Some typical values of reflectivity 
observed with the Wallops Island 10.7 and 71.5-cm radars are indicated in the 
right-center of the figure. The slopes of the lines are close to the 1/3 power 
as expected for scatter from refractive index fluctuations (Eq. (1)), but in 
practice there is considerable variation in this slope for individual measure-
ments. For comparison, the reflectivity-wavelength relationship observed in a 
particularly dense layer of insects (concentration of about 5 x 10"° m"->) is 
also indicated. It is evident that the two types of scatterers can be readily 
identified on the basis of their wavelength dependence (see also Fig. 1). Also 
indicated in Fig. 5 are the approximate maximum values of the 10-cm radar re-
flectivity as observed by Ott ersten (1964) and by the Wallops Island 10.7-cm 
radar in regions which apparently were not contaminated with any insects. 
Values of the coefficient C^ derived from Eq. (1) are shown on the scale at 
the right. The Cn values of the clear-air radar layers are usually in the 
range of 10~^5 - 10"^ cm~^/^, but maximum values as high as 10 cm /J may 
occur on rare occasions. 
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Fig. 5 Radar reflectivity as a function of wavelength
for clear-air radar echoes. The values of
the three-dimensional fluctuations in re-
fractive index, C2, as derived from theory
are shown on the scale at the right. The
reflectivity varies approximately as wave-
length to the -1/3 power for scattering from
refractive-index fluctuations and wavelength
to the -4 power for insects. Values of re-
flectivity derived from direct measurements
of refractivity spectra are consistent with
the reflectivities observed with radar.
Balloon-borne refractometer soundings, carried out by Lane (1967) in
England, have shown that at or near the base of elevated inversions and iso-
thermal layers there are eddies within which unusually largervalues of variance
<(An)2> are observed. Lane has performed a spectral analysis of 20 records,
all of which were taken in layers which correlated with vertical-incidence
10-cm radar echoes. He then extrapolated values of <(An 2 > Fn(k) correspond-
ing to a radar wavelength of 10 cm (k = 4 ai/\ = 1.25 cm- ). From Eq. (3), he
was able to estimate the reflectivity due to scattering from observed varia-
tions in refractive index. The range of reflectivity values thus computed for
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the 20 spectra are indicated by the double-ended arrow at 10-cm wavelength in
Fig. 5.
As seen in Fig. 5, the range of reflectivities expected from the direct
refractivity measurements in England are in excellent accord with the reflec-
tivities obtained from radar measurements in Sweden and the U.S. (Lane
estimates crudely that the reflectivities, observed with the radar used in
conjunction with his refractometer soundings, were also consistent with those
observed by Ottersten.) Realizing that the data presented in Fig. 5 are sub-
ject to errors in the order of several db, it can, nevertheless, be seen that
there is gross quantitative agreement between the radar observations and the
corresponding direct atmospheric measurements.
There are two additional data points on Fig. 5 which have not been men-
tioned. These occur at wavelengths of 1.25 and 3.2 cm and correspond to C2
values of about 10-11 cm'2/3. The.3.2-cm value was estimated from clear-air
echoes during a time when insects were bountiful in the layer near the surface
(Section 7). The value at 1.25 cm has been estimated from the radar observa-
tions of the sea-breeze reported by Atlas (1960a). Although refractive-index
variations at a sea-breeze front are likely to be comparable to the maximum
values which can exist in the atmosphere, it is difficult to picture more than
an order of magnitude increase in Cn at a sea breeze front over the C2 observed
in elevated layers. An alternative explanation is that a few insects were
within the pulse volume and resulted in a significant contribution to the
received signal. This possibility has appeal because of the relative ease at
which short wavelength radars detect insects (Fig. 3), and it would obviate the
need to explain refractive-index variations of more than an order of magnitude
larger than those which have been observed or estimated by other techniques.
5.2 Experiments to Validate Theory
The expression given by Saxton, Eq. (3), states the relationship between
radar reflectivity and the spectral density of refractive-index fluctuations.
Tests have already been mentioned which have shown a qualitative association
between regions of high variance in refractivity and the presence of clear-air
echoes. Some experiments were also performed at Wallops Island which were
directed toward a quantitative check of this theoretical relationship.
The technique used in these experiments involved tracking the meteorolo-
gically-instrumented aircraft with the radar, making radar measurements and
meteorological measurements simultaneously. The radar automatically tracked
the incoming aircraft with a tracking gate. A "data" gate was slaved to the
tracking gate and was positioned just ahead of the aircraft; radar signal
strength was measured in that volume of space determined by the data gate and
radar beamwidths. The airplane flew into this volume about 10 seconds after
the radar had a measure of its reflectivity. By taking this lag into account,
one could compare radar reflectivity with the spectrum of the refractivity
fluctuations.
Figure 6 shows the results of this experiment. Along the abscissa are
values of ' k2 <(An)2 > Fn(k) and along the ordinate are values of radar reflec-
tivity. The points showing the spectral values on the graph were obtained by
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extrapolating the measured spectra to the appropriate wave number as was done
by Lane (1967); this was necessary because the size of the sampling refracto-
meter cavity precluded making direct measurements of the small atmospheric
eddies. The solid line is the relationship expected from Eq. (3). It can be
seen that most of the points fall within the 3 db bounds (shown as broken
lines). It is possible to draw three conclusions from these results: (1) the
"-5/3 law" is applicable to these atmospheric conditions, (2) the microscale
cutoff is at a wave number greater than 5 cm, and (3) the theory which leads
to Eq. (3) has been confirmed experimentally.
A continuation of this type of fine scale comparison is being planned.
Clearly, it would be preferable to avoid extrapolation by.measuring fluctua-
tions in refractivity with devices sufficiently small that their frequency
response lies in the appropriate region. This is already feasible using hot-
wire anemometers and fine-wire thermometers. Rapid progress is being made in
small-volume humidiometers and one is being installed for flights during the
summer of 1968. To date, however, refractometers are unable to measure the
atmosphere with the required resolution. It is strongly suggested that this is
an area requiring active and high-priority research.
6. CONVECTIVE THERMALS
During clear days in the summer, convective patterns are observed consis-
tently in the lower atmosphere with the 10.7 cm radar at Wallops Island.
These patterns appear as wave-like perturbations on an RHI presentation and
are illustrated in Fig. 7. The top photo (X-band, 3.2 cm) shows a few echoes
at a height of about 800 m spaced 2-3 km apart. The corresponding echoes are
much stronger in the middle photo (S-band, 10.7 cm), and this confirms that
the scattering is from variations in refractive index (TABLE 1 and Fig. 1).
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Fig. 7 Simultaneous photographs of range-height indicators 
at wavelengths of 3.2 cm (X-band), 10.7 cm (S-band), 
and 71-5 cm (UHF) taken while the sky was clear, 
0850 E.S.T., 10 May 1966, at Wallops Island, Vir-
ginia; azimuth 2^0 deg. The definite wave-like 
perturbations are the boundaries of convective 
cells (Fig. 8a). 
The bottom photo (UHF, 71-5 cm) shows extensive echoes out to a range of more 
than 30 km. Because of the broad 3-degree beam of the 'Jl.^-cm radar (compared 
with the 0.5 degree beam of the 10.7-cm radar), the echoes are spread out at 
the longer wavelength. 
The horizontal pattern of the echoes, shown in Fig. 8a, reveals that the 
echo-structure is actually circular or elliptical having diameters of 1-3 km 
and echo-free centers. There were cumulus clouds in the area at the time the 
photo shown in Fig. 8a was taken, and it is probable that many of the echoes 
are coming from cloudy regions. Nevertheless, the echoes are seen by virtue 
of scattering from refractive-index variations as established from the multi-
wavelength measurements. Furthermore, essentially identical patterns have 
been observed during a perfectly clear day (Atlas and Hardy, 1966). 
Figure 8b is a sketch of the atmospheric structure which might produce the 
observed echo pattern. It shows a rising plume of air or thermal. The sketch 
was derived not only from the data shown in Figs. 7 and 8a, but was also de-
rived from a series of PPI photographs taken at successively increased ele-
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Fig. 8a Photograph of sector plan-
position- indicator (PPI) at 
wavelength of 10.7 c m with 
12 db attenuation; 1023 
E.S.T., 1 June 1966, at 
Wallops Island, Virginia, 
elevation 5 deg., and range 
marks are at 10 n. mi. 
(18.5 km). Some of the in-
tense echoes within 10 n.mi. 
are due to ground clutter. 
The radar beam cuts through 
the convective cells seen 
in Figure 7 showing that 
the cells are circular or 
elliptical with echo-free 
centers. 
Fig. Cb Sketch of convective cell 
showing the refractivity 
structure which results in 
the observed doughnut-like 
echoes. 
RANGE 
vation angles. These photos indicated that the hole regions became progres-
sively more echo filled at greater heights in the atmosphere, and that the 
overall diameter of the echoes also diminished. The sketch indicates that the 
flow within the convective cell is upward in the center and that the relative 
flow around the periphery is downward. This model would be expected to give 
the maximum gradients of refractive index near the top of the cell, decreased 
gradients around the periphery, and relatively small gradients in the cell 
center where the air was fairly uniform. 
7. BENARD-LIKE CONVECTION CELLS 
The convective patterns described in the previous section had diameters in 
the order of 1-3 km, probably updrafts in their center, and were due to scat-
tering from refractive index variations. In this section a different type of 
convective pattern is described. 
Figure 9 is a photograph of a PPI of a CPS-9 (3.2 cm) radar taken at 
0 degree elevation on 23 May 1966 at Sudbury, Massachusetts. Except for a few 
fair weather cumulus clouds (< 1/10 coverage) the sky was clear at the time of 
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Fig. 9 PPI photo at 0 deg. elevation angle taken at 1120 E.S.T. 
on 23 May 1966 while the sky was essentially clear. The 
major range marks are at 25 n. mi. intervals. The radar 
is a 3.2-cm CPS-9 located at Sudbury, Massachusetts. A 
mesoscale cellular pattern, similar to the Be'nard cir-
culation patterns studied extensively in the laboratory 
can be seen. The individual cell has a diameter which 
varies from 5-10 km, a lifetime of at least 30 minutes, 
and is made up of several smaller cells. The. echoes 
are due to scattering from insects which occurred in 
abnormally high concentrations during the observations. 
The insects apparently provide excellent tracers of the 
mesoscale atmospheric circulation. 
the observation. A cellular pattern, similar to the Benard Circulation 
patterns studied extensively in the laboratory (Brunt, 1951), is clearly 
evident. The diameters of the cells vary from 5-10 km and are similar to those 
discussed by Atlas (1959a). In contrast to the pattern shown in Fig. J, an RHI 
of che Benard-like echoes showed that the strongest reflectivities occurred 
near the surface. Furthermore, the boundary of each cell in Fig. 9 was com-
posed of a series of intense cores spaced about 5 km apart and extending upward 
to a height of about 2 km. A study of the Be'nard-like cells revealed that the 
flow pattern probably was slowly upward around the periphery of the cell and 
downward in the center. Superimposed on the upward peripheral motion were 
cores of more intense updrafts which had dimensions of, and resembled, the 
smaller convective thermals seen in Figs. 7 and 8a. 
It is of interest to consider the source responsible for the clear-air 
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echoes evident in Fig. 9. It is estimated that their reflectivity is 15 db
larger than the maximum clear-air reflectivity observed with the 3.2 -cm radar
at Wallops Island. This is illustrated in Fig. 5 which shows the reflectivity
of the convective patterns to be considerably larger than the maximum clear-
air reflectivity observed or estimated by other investigators. Because of this
incredibly large reflectivity, it is not considered possible that the scatter-
ing is from variations in refractive index.
The only other echo source that might account for the Fig. 9 echoes is
particulate matter and insects (Hardy, et al., 1966). To obtain a 3.2 -cm re-
flectivity of 3.2 x 10-12 cm -1 as observed (Fig. 5), insects would have had to
be present which had a radar cross-section equivalent to that of a 0.5-cm
diameter water sphere and which had a number concentration of about
3 x 104 km
'
3. If the insects were smaller, of 0.2 5-cm water sphere equivalent,
then the required concentration would have been about 3 x 106 km -3. The latter
concentration, in more reasonable units, is equivalent to 3 insects per cube
having sides of 10 m length. This concentration is approximately equivalent to
one insect per 20 people on a crowded beach! Insects the size of a small house
fly or a flying ant have cross-sections in the 0.25 - 0.5-cm water sphere cate-
gory (Hajovsky, et al., 1966). Of particular interest is the fact that, during
the time the Fig. 9 patterns were observed, there was an abnormally large
number of flying ants and other insects in the vicinity of the radar site. At
the particular season of the year (May), it is common for a variety of insects
to swarm. Thus it appears that insects were mainly responsible for the echoes
shown in Fig. 9 and that, on occasion, the insects provide an excellent source
of tracers for atmospheric flow circulations.
8. BREAKING GRAVITY WAVES
Hicks and Angell (1968) have investigated an apparent horizontally twisted
or braided atmospheric structure which frequently appears in the RHI photo-
graphs. An example of such a braided structure, occurring at a height of
3.5 km (11,500 ft.) in a clear atmosphere, is shown in Fig. 10. The most
reflecting portions of this echo structure slope upwards from right to left.
That is, the echo strengths are not uniform along a single filament. Two
filaments, however, combine to give the appearance of a braid.
During a six-week observational period in May and June, 1966, there were
eleven occurrences of braided structures. The braided appearance persisted
for at least several minutes, although adequate data to determine the actual
lifetime of the phenomenon were never obtained. Since the braided appearance
could be identified over a fairly large horizontal region, the rather obvious
explanation that it is due to the intertwining of two filaments of increased
refractivity must be ruled out. Other important features of this structure
are that it shows a preference to be aligned in the direction of the wind shear,
and it occurs in regions of relatively stable lapse rates or inversions. These
environmental conditions are favorable to the formation, development, and
breakdown of gravitational waves (Haurwitz, 1941), and the breakdown of gravi-
tational waves is the explanation arrived at by Hicks and Angell.
The braided structure is sometimes preceded by the presence of stable waves
which gives additional support to the breaking-wave explanation. Figure 11
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Fig. 10 Photograph of RHI scope of the 10.7-cm radar at 
Wallops Island taken on 1 June 1966, 1432 E.S.T., 
with 9 db attenuation, showing a twisted or 
braided structure near 11,500 ft. The height 
mark is near 20,000 ft. and the range marks are 
at 5 n.mi. intervals. The echoes below about 
6,000 ft. are from cloudy regions, but the 
region near 11,500 ft. is probably clear. 
(From Hicks and Angell, 1968.) 
Fig. 11 Sketch of gravitational wave 
embedded within a layer with 
winds increasing with height: 
(a) wave stable, (b) wave be-
coming unstable, (c) wave break-
ing and forming vortices (Fig. 12), 
and (d) same as (c) except with 
regions of stronger radar reflec-
tivity blackened. (From Hicks and 
Angell, 1968.) 
(o) STABLE WAVE 
(b) WAVE BECOMING UNSTABLE 
(c) BREAKING WAVE 
Id) BREAKING WAVE AS IN (C) WITH REGIONS OF 
STRONGER RADAR REFLECTIVITY BLACKENED. 
shows how breaking gravity waves, in cloudless regions, may give the appearance 
of braided structures when viewed with a radar. Figure 11a is a sketch of a 
stable gravity wave embedded in a layer having a velocity shear in the vertical, 
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lib depicts the wave becoming unstable, and lie shows the wave breaking with 
the resultant forming of vortices. Figure lid is the same as Fig. lie, but now 
the solid portions of the breaking wave represent the stronger radar reflec-
tivity and the lighter portions the weaker. This illustrates how a breaking 
gravity wave may actually appear as a braided structure on radar and yet is 
consistent with the observation of discontinuities which were evident in one of 
the braids. 
Essentially the same structure seen by radar in a clear atmosphere is 
occasionally observed visually in cloud formations as the remarkable photograph 
of Fig. 12 illustrates. This picture was taken in Colorado, and the breaking 
waves are seen by virtue of the cloud droplets which provide excellent tracers 
for the air flow. Figure 12 is essentially identical to the structure depicted 
in Fig. lie, and provides virtually irrefutable evidence that the mechanism 
proposed by Hicks and Angell for the braided radar structure is correct. 
Fig. 12 Breaking gravitational waves seen visually by virtue 
of clouds defining the flow pattern. Note the simi-
larity with the radar braided structure shown in 
Fig. 10. (Photo courtesy Mr. Paul E. Branstine. 
See Colson, D., 1954: Weatherwise, 34-35.) 
9. CLEAR-AIR TURBULENCE 
Usually the strongest clear-air radar echoes occur in the lower 3 to 4 km 
of the atmosphere. Such a result is expected from Eq. (5) because the very 
large mean gradients of refractive index are possible only in the lower few 
kilometers; that is, significant moisture gradients occur only in the lower 
troposphere and the refractive index is most sensitive to moisture. Moreover, 
the lower clear-air layers are usually not turbulent, at least not on the 
scale that affects aircraft. This has been confirmed by numerous aircraft 
flights in the lower 4 km made in conjunction with the radar observations at 
Wallops Island. Therefore, it is probable that, in the lower troposphere, the 
gradient of refractive index is usually the dominant factor determining 
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whether or not a clear-air layer will be detectable. 
In spite of the predominance of clear-air radar layers in the lower tropo-
sphere, the layers of main concern in this section are those that occur in the 
upper troposphere or above approximately 6 km. Figure 13 shows one of these 
layers. It occurs at a height of 12 km out to a range of at least 30 km. From 
multiwavelength measurements it was determined that this layer was caused by 
scattering from refractive-index variations (Atlas et. al.,1966 b). The layer 
fr om about 7 to 10 km in altitude is cirrus cloud. 
Fig. 13 Photograph of RHI at wavelength of 10.7 cm, 
1030 E.S.T., 18 February 1966, at Wallops Island, 
Virginia, azimuth, 90 deg. The strong echo be-
tween 7 and 10 km is due to scattering from cirro-
stratus clouds. The echo layer near 12 km height 
occurs in a clear region and is associated with 
the tropopause. (From Atlas et al., 1966b.) 
The tropopause, at the time of the observation shown in Fig. 13, was at 
essentially the same height as the 12 km radar layer. Tropopause layers and 
clear-air layers above 6 km have been observed on numerous occasions during 
the winter months of 1966-67. A particularly interesting tropopause layer is 
shown in Fig. 14. Waves of fairly low amplitude are clearly evident within 
this layer. These non-breaking gravity waves at the tropopause level have 
been observed on one additional occasion in which the wave amplitude was con-
siderably larger than that shown in Fig. 14. It was inferred by Atlas, et al., 
(1966a and 1966b) that turbulence sufficiently intense to affect aircraft was 
necessary before the region at the tropopause level could be detected. This 
inference is supported by recent experimental results. 
Hicks, e_t a_l., (1967) have described experiments in which the high-altitude 
clear-air layers were probed with an uninstrumented F-106 aircraft. While the 
aircraft performed spiral ascents, descents or horizontal runs at the altitude 
of interest, the radar scanned in elevation in order to obtain data on all the 
echo layers within a vertical plane. The pilot reports provided a qualitative 
estimate of the location and severity of turbulence encountered. 
The results of four aircraft flights and the corresponding 10.7-cm radar 
observations for regions above 6 km are summarized in Fig. 15. Cloud echoes 
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14 Photograph of RHI at 
wavelength of 10.7 cm; 
0912 E.S.T., 20 Jan 1967 
at Wallops Island, Va., 
azimuth 70 deg. The 
range marks are at 5 n-
mi. intervals and a 
height marker occurs at 
20,000 ft. The low 
amplitude waves seen 
near 39,000 ft. occur 
in clear air (see inset 
for tracing of pattern) 
and are coincident with 
the height of the tro-
popause. 
Fig. 15 
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APRIL 12 
1640-1720 
( FIRST FLIGHT) 
APRIL 12 
2000-2140 
[SECOND FLIGHT) 
CAT SEVERITY 
Heights of radar echoes and reports of clear-air 
turbulence. Clear-air echoes are indicated by the 
solid areas, cloud echoes by the hatched areas, and 
the aircraft encounters with CAT by the open areas. 
The severity of CAT is indicated by a relative scale 
deduced from the pilot reports. The horizontal 
extent of the solid areas is roughly proportional to 
the radar reflectivity of the clear-air echoes. (From 
Hicks et al., 1967.) 
are indicated by the hatched areas, clear-air echoes by the solid areas, and 
the aircraft encounters with clear-air turbulence (CAT) by the open areas. The 
correspondence in altitude between the clear-air radar echoes and the clear-air 
turbulence encounters is excellent. On all occasions, the regions of clear-air 
echoes above 6 km which were simultaneously probed with the aircraft were found 
to be turbulent. This appears to be the first time that aircraft and radar 
have probed the same region of space and confirmed the close relationship 
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between the high-altitude clear-air radar echoes and turbulent aircraft flight.
The high-altitude radar echoes were thin (200 to 600 m), stratified, and
somewhat patchy (horizontal dimensions in the order of 5 to 15 km). Moreover,
the echoes were not particularly persistent, often lasting for less than a few
tens of minutes. The CAT was also reported to be in relatively thin layers,
the maximum thickness being about 1.5 km centered near a height of 11.5 km
during the first flight on 12 April. Although not determined precisely, the
lateral extent of CAT was found to vary over narrow horizontal limits, usually
less than 30 km. These dimensions are consistent with other aircraft probes of
CAT (Reiter and Burns, 1966) emphasizing the patchiness which generally charac-
terizes CAT. This patchiness is evident from both the radar and aircraft
probes.
The results in Fig. 15 suggest that ultra-sensitive microwave radars can
detect regions of CAT. A limitation, however, is the rather restricted range
(less than 30 km) of the present CAT-detection capability. Moreover, as seen
in Fig. 15, light CAT not detected with radars is encountered occasionally.
10. METEOROLOGICAL RELEVANCE
Results thus far obtained on the multiwavelength high-power radar system
discussed in this paper open vast new possibilities for the meteorologist. He
can now investigate atmospheric processes, on scales up to 50 miles, in a
3-dimensional manner and practically instantaneously.
It has been stated previously'that clear-air convective patterns are often
observed both over land and water. The relationship between this clear-air
pattern and subsequent cloud formation and development requires further inves-
tigation. A multiwavelength high-resolution ultra-sensitive radar facility
provides a unique opportunity for studying clear-air structure, clouds, and
precipitation and their interrelationships.
At present, meteorologists make wind velocity measurements by tracking
balloons once every six hours. This yields a single wind speed at one point in
space at each elevation. Photographs of clear-air radar echoes have shown wind
fields in which the direction changes by perhaps 20 degrees within a 2 0-mile
radius of the radar. This might indicate local convergence or divergence, for
example. Observations like these may well lead to new methods for predicting
cloud formation and dissipation.
By using the Doppler information, one could look for regions of high
variance and thus find turbulence. This subject has already been discussed in
this paper, but there are other aspects which are of interest. For example, a
high-power Doppler radar could be used to determine gustiness over an airport
to aid landing operations or in the region of a missile launcher to advise of
appropriate meteorological launching conditions. Also, for a properly situated
radar, one may well study such local effects as the sea breeze or make
substantial contributions to solving the complex problem of air-sea interaction.
One may use remote radar probing techniques to shed light on diffusion
processes. Since the radars detect regions of large variance in refractivity,
237
PROBING THE ATMOSPHERE WITH HIGH POWER, HIGH RESOLUTION RADARS
which implies mixing between two masses of air of originally different proper-
ties, it means that eddy diffusion is already in progress when detection takes
place. Detection ceases when mixing is complete; homogeneous air does not lead
to radar reflections. Thus the progression of the diffusion might well be
determinable; more specifically, one may study diffusion coefficients under
various conditions of stability.
The above illustrations indicate only a few of the possibilities. One way
to summarize is to say that with high-power narrow-beam radars the clear
atmosphere has become "visible". Motions and processes in the air, undetec-
table up to the present time except by single point sensors, are now suscep-
tible to quantitative analysis.
11. FUTURE DEVELOPMENTS
11.1 Forward Scatter
Forward scatter experiments are being discussed in detail at other
sessions. However, it should be mentioned here that several forward scatter
paths are under consideration in connection with the Wallops Island radar site.
One proposed link is between Wallops Island and Valley Forge, Pennslyvania,
a distance of about 250 km. The transmitter will operate at S-band and use a
50-foot precision parabola with ability to scan vertically. The receiving
system will be the present S-band radar operated as a receiver only. It is
anticipated that the two large antennas (1/2 degree beams) will result in small
enough common-volume resolution cells to facilitate identification of the
reflecting layers.
The second path under consideration is an X-band link between Wallops
Island and Westford, Massachusetts, using a mobile X-band transmitter at
Wallops Island (6-foot antenna) and the 60-foot dish at Westford for reception.
One advantage stemming from a combined forward-scatter link and a high-
power radar lies in the fact that the radar can identify the altitudes of the
reflecting layers if they are within the detection range of the radar. Identi-
fication of the positions of the reflecting layers has thwarted interpretation
of previous forward-scatter data.
Clearly, one could be more certain of successful interpretation on a
forward scatter link by setting one up on a north-south path with the Wallops
Island radars at the midpoint. This would assure identification of many high-
altitude layers by backscatter radars; the positions of these layers could then
be used to interpret the simultaneous forward-scatter signals.
11.2 Information Processing
One aspect which must be given attention is that of information display
and utilization. Much can be said about the advantages of Doppler radars, but to
date only a small proportion of Doppler data have been used for atmospheric
research. The major difficulty lies in interpretation of the data. One can
use a velocity-azimuth mode of operation which provides a wind speed at a
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selected altitude. However, it has already been pointed out that wind velocity
varies in both space and time in the hemisphere surrounding the radar. Al-
though the velocity component toward the radar is measurable in the entire
hemisphere and its spectrum (or velocity variance) is obtainable, the amount of
information thus obtained is so large as to be unuseable. Methods must be
devised to measure, analyze, digest, and put into useable form the 3-dimen-
sional picture of the wind field. Presently available techniques are inade-
quate.
12. SUMMARY
This review describes some of the recent observations of radar echoes from
the clear air with the object of substantiating the conclusions as to their
origins and to illustrate how clear-air radar echoes can be used to investigate
a wide range of atmospheric structures.
The radar cross-sections of dot angels at wavelengths from 0.86 to 71.5 cm
are consistent with the range of cross-sections expected for insects or birds.
Similarly, it has been concluded from simultaneous multiwavelength measurements
and from recent bistatic depolarization studies that all of the dot angels
observed in detail have characteristics which identify them as either insects
or birds.
Powerful radars at 10-cm or longer wavelengths regularly detect narrow
layers of clear-air echoes which have considerable horizontal extent. These
layers correspond in height to regions having sharp vertical gradients in re-
fractive index. The reflectivity-wavelength dependence is consistent with the
theory that the scattering occurs from eddies having a spectrum of refractive
index which is proportional to the -5/3 power of the eddy wavenumber (Hardy,
et al., 1966; Atlas, et al., 1966a). Moreover, excellent agreement has been
found between the observed radar reflectivity and the reflectivity computed
from the observed fluctuation-spectrum of refractive index. These results
indicate, (1) scattering from the clear atmosphere can be described quantita-
tively in terms of the refractivity spectrum, and (2) the -5/3 refractivity
spectrum well represents the atmosphere out to limiting microscales smaller
than 5 cm.
Clear-air convective thermals having diameters of 1-3 km are often ob-
served with sensitive 10-cm radars. These thermals are seen by virtue of the
scattering from refractive-index fluctuations, and in plan view, they typically
appear circular or elliptical and have echo-free centers. It is suggested that
the flow within these convective thermals is upward in the center and that the
relative flow areound the periphery is downward.
Be'nard-like convective cells having diameters in the order of 10 km have
also been observed occasionally using a 3.2-cm radar of moderate sensitivity.
It is shown that the radar echoes on these occasions are due to an unusually
large increase in the number of insects in the atmosphere. The atmospheric
flow in these Benard-like cells is probably upward around the periphery of the
cells and downward within their centers.
An apparent horizontally braided atmospheric structure is sometimes
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observed in the clear atmosphere with the 10.7-cm radar at Wallops Island.
This structure shows a preference to be aligned in the direction of the wind
shear, and it occurs in regions of relatively stable lapse rates or inversions.
These features and the characteristics of the radar-echo structure have led to
the conclusion that the braided appearance is caused by breaking gravity waves.
Non-breaking waves have also been observed, and these often occur at the height
of the tropopause.
In an effort to determine the degree of turbulence associated with the
high-altitude clear-air layers observed with the Wallops Island radars, the
regions have been occasionally probed with an aircraft. The pilot-reports pro-
vided a qualitative estimate of the location and severity of turbulence encoun-
tered. On all occasions, the regions of clear-air echoes above 6 km which were
simultaneously probed with the aircraft were found to be turbulent. This
experimental result is consistent with the conclusion previously inferred on
theoretical grounds that turbulence sufficiently intense to affect aircraft
appeared necessary before the regions of turbulence in the upper troposphere
were detectable.
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ABSTRACT
This paper is supplementary to that of Hardy and
Katz. It emphasizes the meteorological value of
the various capabilities of ultrasensitive radar,
highlights the points of agreement and disagreement,
and focuses upon the directions of promising research.
The theory of backscatter from a refractively turbu-
lent region is said to be confirmed by the radar ob-
servations both with respect to magnitude and wave-
length dependence. A reason for the apparent dis-
crepancy between the results of some of the forward-
scatter experiments and theory is suggested. Dis-
agreement still exists with respect to the origin of
clear air sea breeze echoes; the author does not agree
with Hardy and Katz that they are due to insects.
However, it is agreed that some unusually widespread
echo displays on clear days are indeed due to insects.
The meteorological value of ultrasensitive radars
demonstrated by Hardy and Katz, here, and by others
is so profound as to demand their use in remote
atmospheric probing.
1. INTRODUCTION
These remarks are in comment upon the presentation of Drs. Hardy and Katz
entitled "Probing the Atmosphere with High Power, High Resolution Radars."
Their paper provides a fairly comprehensive review of the theoretical and ex-
perimental foundations for the use of ultrasensitive radars and for the inter-
pretation of the observations in terms of meaningful atmospheric structures. I
am in essential agreement with their presentation of the basic background
material and have but a few reservations which I shall mention. Thus, my remarks
will be directed primarily at: (1) focusing attention on the meteorological
importance of the various observations of which ultrasensitive radars are
245
ULTRASENSITIVE RADAR
capable, (2) covering some of the points omitted by Hardy and Katz, and (3)
pointing toward the directions which future research should take.
2. SOME POINTS OF AGREEMENT AND DISAGREEMENT
2.1 Confirmation of Theory of Turbulent Scatter
One of the most significant aspects of the Hardy-Katz (hereafter referred
to as H-K) paper is the confirmation, at least for backscatter, of the theory
of turbulent scatter of Tatarsky and others. This is vital if the reflectivity
is to be interpreted quantitatively in atmospheric terms. H-K and their col-
leagues have presented an abundance of data which validate their Eqs. (1) and (3).
In particular, all the radar data is in close accord with the A-1/i relationship,
within experimental error, and thus justifies the use of the k-5/3 law for the
one-dimensional spectrum of refractivity perturbations. The restriction, of
course, is to wavelengths between 10 and 70 cm and to corresponding turbulent
scales between 5 and 35 cm. Indeed, I believe it is mainly because the radar
observations are concerned with the small scale (large wave number) end of the
turbulence spectrum that the classical k-5 / 3 law of the inertial sub-range is
applicable. It is of interest that Lawrence (1968) also reports the validity of
the k-5/3 law in this range and somewhat beyond (i.e., to scales of millimeters)
in his review of line-of-sight optical propagation.
2.2 Apparent Conflict with Tropo-Scatter
A long-standing question concerns the reasons why tropospheric radio scatter
data fail to show general agreement with the k-5 /3 spectrum. For example,
Bolgiano's (1964) experiments at 3.2, 10.7, and 35.7 cm wavelengths show that
a 3-D spectrum of k-11 /3 (or k-5/3 for the 1-D spectrum) is applicable only to
the median summer time conditions while k-9/2 (or k-5/2 in 1-D) represents the
winter median. Two possible reasons are suggested: (1) Bolgiano's data corre-
spond to filtered turbulence scales of 1.2 m, 3.9 m, and 13.2 m at the radio
wavelengths of 3.2, 10.7, and 35.7 cm, respectively; these are considerably
larger than those filtered by the radars of H-K. (2) The tropo data were taken
along the Gt. Circle path where the signal contributions due to partial reflec-
tion from the mean vertical gradient of refractivity may readily mask those due
to turbulence. Of course, no such contribution is possible in the H-K data
except at vertical incidence. I am convinced that the latter is sufficient cause
for the apparent discrepancy. The fact that k-9 /2 (3-D) is applicable in winter
is in itself strongly suggestive. This means that the apparent turbulence spec-
trum decreases more sharply with k than expected, thus producing relatively
stronger signals at the longer wavelengths. Of course, we would expect the re-
flections from a stratified gradient of refractivity (i.e., an inversion) to
increase with wavelength, and we know that such inversions are more common in
the lower levels in winter than in summer.
But even in summer, when the median Bolgiano data accords with that of H-K,
we may get simultaneous layer scatter in tropo paths along the Gt. Circle and
turbulent scatter from the refractivity perturbations which tend to be colocated
at the height of sharpest mean refractivity gradient. This is well demonstrated
by the radar data of H-K, Lane (1964, 1967)* and Saxton et al. (1964)* which
show incoherent layered echoes always associated with a stratum of sharp refrac-
tivity change. Also Lane's direct refractivity probes confirm the co-existence
of strong refractivity perturbations and strong mean gradient. Accordingly, one
might well regard Bolgiano's median summer findings of k- 1 1 / 3 (3-D) as strong
*See references in preceding article by Hardy & Katz
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confirmation of the findings of H-K. While there may be other scatter experiments
which can be cited in contradiction to the k-11/3 law, I believe that most of them
can be questioned on grounds similar to those noted above. In any case, there are
no data yet which refute the applicability of this law to radar wavelengths.
I might add that these remarks pertain as well to the tropo-scatter review
by Cox* who points out that the observations can frequently be explained either
by turbulent scatter or layer reflection. In the light of our discussion, this
is not at all surprising.
2.3 Reflectivity vs. Refractivity
Even more important than the confirmation of the wavelength dependence
reported by H-K, is the validation of the magnitude of the radar measured re-
flectivity predicted by Eqs. (1) and (3) of H-K by the direct measurements of
the refractivity spectrum as reported by Kropfli et al. (1968) (shown in Fig.15
of the H-K paper). This and the similar confirmation by Lane (1967) leaves very
little room for doubt. Together with the wavelength dependence, we therefore
have a solid basis for interpreting reflectivity in terms of the magnitude of
Cn2. How to interpret Cn2 in terms of (An)2 - the mean square refractivity per-
turbation, Lo - the outer scale, c - the eddy dissipation rate, etc. is another
question.
2.4 Refractivity Perturbations vs. Insects
There is one point in the H-K presentation which bothered me greatly and
probably disturbed others as well. This is their contention that my 1.25 cm
sea breeze echoes (Atlas, 1960) and their convective patterns (i.e., their Fig.
8) are due largely to insects and not to refractivity perturbations. Their
argument is grounded solely on the fact that the required Cn2 of 10-11 cm-2 /3 is
too large to be meteorologically plausible. One might challenge this argument
on the basis of Lane's 1965 direct measurements of (An) z up to 22 x 10-12 at the
base of a sharp inversion. Combined with a small outer scale Lo of the order
of 1 m, this would produce the observed Cn2 . While such a small Lo seems im-
plausible, it may be reasonable u a strong inversion where vertical motions
are suppressed. Moreover, if a (An) of 22 x 10-12 has been measured, even larger
values are probable. Thus, I would hesitate to exclude Cn2 values as large as
10-11 cm- 2 / , although it is admittedly a rare event.
More importantly, in the case of sea breeze radar observations, the radar
pulse volume was a mere 70 ft off the ground and located at the shoreline with
observers stationed on a 144 ft tower and on the ground with the express purpose
of watching for birds and insects with binoculars. No insects were reported,
and only a few birds. Admitting the possible difficulty of seeing insects the
size of flies in concentrations of 3 per 104 to 105 m3 by eye, we must recall
that our 1.25 cm radar beam was extremely narrow - 0.30 to half power points -
and the pulse volume at the range of 0.8 Km amounted only to about 700 m 3 .
Accordingly, even with extreme concentrations of 1 per 103 m3 , we should have
observed discrete point echoes. In fact the echoes were diffuse, solid, and
virtually continuous. I am therefore unable to accept the Hardy-Katz thesis
that insects were even partly responsible for the sea breeze echoes.
On the other hand, astounding though it may appear from their Fig. 8, I
believe that insects may indeed be responsible for such echoes. The fact is
that Lhermitte (1966), Lhermitte and Dooley (1966), and Browning and Atlas (1966)
*See Section 5 these Proceedings
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obtained Doppler velocity records over extended periods and at heights up to 2
Km under clear sky conditions and with 3.2 and 5.5 cm radars of modest power.
Typical records of Doppler velocity versus azimuth are shown in the original
papers. They show that the echoes are discrete in velocity and/or azimuth and
unlike the truly continuous corresponding records obtained in precipitation.
Thus, the scatterers are indeed point targets, and though the Velocity-Azimuth
Display (VAD) shows them to move with the wind, they are most probably insects.
Indeed the average reflectivity measured by Lhermitte and Dooley for their Okla-
homa data at 3.2 cm was 3 x 10-12 cm
-
1, identical to that of Hardy and Katz for
the Massachusetts case. Moreover, they estimate a target concentration of 1 in
104 m3, close to the concentration estimated by H-K. Independent Doppler obser-
vations by Browning and Atlas (1966) (also in Massachusetts) showed concentra-
tions about 0.1 as large. Finally, since the Doppler targets were present for
periods of 60 hours in Oklahoma and at least 7 hours in Massachusetts, and all
the time moving with the wind, they must have been at least as spread in hori-
zontal extent as shown in H-K's Fig. 8. Thus, we can be reasonably confident
that those echoes are in fact due to insects.
This, at least, is my judgement. On the other hand, I think it equally
likely that the 1.25 cm sea breeze data are due to refractivity perturbations
and not insects. This implies that Cn2 = 10-11 cm-2 /3 is probably valid under
some sea breeze conditions.
I have spent some time on the insect versus refractivity question because
it is central to the issue of deducing the true atmospheric structure from the
radar observations. Clearly, since both may occur either separately or at one
and the same time, means must be provided to distinguish one from the other.
This means has been clearly denoted by Hardy and Katz and by Hardy, Atlas, and
Glover (1966); namely, the use of two or more wavelengths simultaneously. Indeed,
had two wavelengths been available during the observations discussed above, the
question could have been readily resolved. Of course, two wavelengths are also
required to distinguish cloud and precipitation echoes from those due to re-
fractivity perturbations. This is especially important in understanding the
interactions between clear air circulations and precipitation; a subject which
was not treated by Hardy and Katz. With sensitive radars one may detect the
clear air convection which is responsible for the subsequent development of
clouds and precipitation. One may also detect cloud boundaries by virtue of
their refractivity perturbations and the cloud cores by means of the scatter
from developing precipitation. Obviously the two must be distinguished if any
sense is to be made of the observations.
In short, ultrasensitive radars do indeed provide a heretofore unimagined
potential for probing the structure of the atmosphere. At the same time, they
have shown how very complex the atmosphere is. Unravelling its secrets will be
a formidable task. But recognition of the atmosphere's complexity and of the
magnitude of the effort required to explain its workings is a notable sign of
progress.
3.0 SOME OMISSIONS
By and large Hardy and Katz have concentrated upon the clear air phenomena
which are rendered detectable by powerful radars. I would therefore like to
say a few words about other important phenomena which may be studied by such
techniques.
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3.1 Clouds and Precipitation
I have already alluded to clouds and precipitation in another context; now
I should like to stress the value, of sensitivity and resolution in detecting
young and tenuous clouds. Few people will deny that our present day knowledge
of precipitation processes and storm structure stems largely from radar obser-
vations. This is especially true in the case of convective storms whose internal
structure is not readily observed by any other means. But our understanding of
the earliest stages of convective precipitation has remained rudimentary because
the particulates are not detectable by radars of ordinary sensitivity. The use
of sensitive radars will extend our "sight" to these crucial early phases -
both in terms of the sub-cloud circulations and the pre-precipitation cloud
structure made visible by refractive index anomalies, and in terms of the small-
est precipitation elements. At the same time, the increased resolution will
permit us to dissect the small young clouds about as well as our broad beam
"scalpels" now permit in the case of the larger storms. But increased resolu-
tion is equally important in the latter as well because existing beams present
a highly degraded image of storm structure. I needn't belabor the point because
the resulting distortions are obvious.
Increasing radar sensitivity by two to three orders of magnitude (i.e., the
sensitivity ratio of the Wallops to "typical" existing meteorological radars)
also extends our observational realm to a vast hierarchy of previously undetect-
able tenuous clouds. For example, the cirrus clouds shown so well in Fig. 1 of
Hardy and Katz were rarely seen before by radar, and then only by fixed verti-
cally pointing short wavelength systems. These and others are important both
in their own right and by virtue of providing tracers of atmospheric motion.
Their use opens up all sorts of interesting possibilities for studying turbu-
lence, wave motions, and meso- and large-scale atmospheric circulations. The
fact that we can now see clouds in the high troposphere and low stratosphere
also suggests that we may be able to examine the dynamic links from one to the
other. In short, dramatic though they are, the Wallops observations have only
hinted at what greater radar sensitivity and resolution holds in store for the
atmospheric sciences.
3.2 Turbulence Measurements
Hardy and Katz have suggested that the reflectivity of clear air echoes is
related to e, the eddy dissipation rate of turbulent energy (their Eq. 5). While
there is indeed some relationship, I believe that it will be obscured by the
dependence upon the refractivity gradient. However, the point is not worth
argument because we have the means of measuring turbulence directly.
The intensity of turbulence may be obtained directly from
2 2 2
= o + azv = a2< , 2 (1)v <V> V
after Rogers and Tripp (1964). Here a2 is the mean variance of the Doppler
v
spectrum of the echoes and corresponds to scales of turbulence smaller than the
pulse volume; a2 is the variance of the instantaneous mean Doppler velocity
and corresponds to scales of turbulence larger than the pulse volume. Of course,
the total turbulent energy is the sum of the two. While there are practical
problems in deducing av from the total variance of the Doppler spectrum (because
factors other than turbulence contribute to it - Atlas, 1964), these are minimized
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in clouds of small particulates and snow. In addition to the direct measurement
of turbulence intensity one may analyze the temporal or spatial variations of
mean Doppler velocity to obtain the spectrum of large scale turbulence. Gorelik
(1965) in the Soviet Union and Rogers and Tripp (1964) have exploited these ideas
to provide previously unobtainable data on the characteristics of turbulence in
the free atmosphere. (See the review by Lhermitte in these Proceedings for
further details.)
Of course the techniques of radar turbulence measurement are not restricted
to ultra-sensitive radars. However, the ability of such radars to detect both
clear air echoes and tenuous clouds, especially in the high troposphere, greatly
extends their turbulence probing utility. It seems clear that future studies
of clear air turbulence should take advantage of this important capacity.
3.3 Wind Measurement
Lhermitte's review speaks extensively of the use of Doppler radar for wind
measurement. It bears repeating here because ultra-sensitive radars can detect
wind-borne scatterers - either cloud and precipitation elements or clear air
turbulent eddies - through most of the troposphere and during a great part of
the year. I venture to predict that a modest increase in sensitivity over that
of the Wallops 10 cm radar will make it possible to detect wind-borne scatterers
throughout the troposphere throughout the year, at least at short ranges. Thus,
I suggest that we should be able to measure tropospheric winds effectively in-
stantaneously and continuously. Such an observing capability would have a tre-
mendous impact on our understanding of atmospheric circulations on all scales.
3.4 Lightning and Sferics
Very little work has been done in the way of radar lightning detection
since the 1950's when Ligda (1956), Hewitt (1957), and Atlas (1958) showed that
radars between 10 and 50 cm wavelength could detect and map lightning produced
ionized paths and the radio noise (sferics) radiated therefrom. The new genera-
tion of radars have a great deal to offer in this regard. The greater sensitivity
will permit the detection of much smaller electron densities and thus provide a
means of studying both the earlier stages of electrification and the later phases
of lightning decay. The use of two or more wavelengths will permit better dis-
crimination between precipitation and lightning and show where in the storm
electrification is initiated. Such observations should suggest how the precipi-
tation mechanism controls or influences lightning, or as proposed by Moore, et al.,
(1962), whether lightning triggers precipitation. We need also to learn how the
lightning propagates within the storm cells, from one cell to another, from cloud
to ground, and from cloud to ionosphere. Such data should be attainable by the
clever use of several beams at two or more wavelengths.
The use of the radars as high resolution sferics receivers should also be
most enlightening. First of all it should permit us to isolate the electrically
active regions of clouds and storms in relation to their precipitation structure
as seen by active radar. Surprisingly, we have only the crudest knowledge of
this relationship. In addition, the combination of great sensitivity and high
resolution will permit a search for and confirmation of the existence of the
weak electrical discharges which are associated with particle coalescence and
which may occur in clouds which never reach the thunderstorm stage (Sartor,
1964; see "Sferics" review by Pierce in these Proceedings). Finally, much can
be learned of the fine scale structure of the discharges by studying both the
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time-variation of the radiated signals and their dependence upon wavelength (see
Pierce).
In short, it seems clear that we have much to learn about cloud and storm
electrification; and the use of ultra-sensitive radars at two or more wavelengths
offers us many interesting opportunities in this regard.
3.5 The "Pictorial" Value of Radar: A Lesson to be Learned
At the risk of stating the obvious, I consider it important to stress the
value of the "pictorial" or mapping capacity of radar. Although the structure
of precipitation echoes can be exceedingly complex, sense can be made of them
because they are depicted in two or three dimensions and can be related readily
to familiar structures which we have seen by eye. In short, the significance
of a set of point observations in space or time remains obscure until they are
pieced together as a unified entity. Satellite cloud photography is a dramatic
example of the synergistic value of the whole cloud field in relation to that
of the set of individual pieces of the puzzle.
This should teach us an important lesson in all approaches toward remote
probing; namely, to map the observations in some familiar spatial coordinate
system. In the case of radar, Hardy and Katz put it succinctly when they state:
"Methods must be devised to measure, analyze, digest, and put into useable form
the 3-dimensional picture of the wind field." Indeed, I feel quite strongly
that much of the seeming complexity and ambiguity which has characterized tropo-
spheric radio scatter measurements would be removed if we were to display the
observations in time and/or space coordinates. Cox implicitely recognizes this
problem in his review of tropo-scatter (in these Proceedings) when he states
that the data are characterized by great variability and so reflect the varia-
bility and complexity of the atmosphere. Similarly, the suggestion by Hardy
and Katz to utilize radar observations simultaneous with forward-scatter measure-
ments emphasizes the need to combine various observational tools to provide
greater significance than can be obtained from either alone.
4.0 CONCLUDING REMARKS
The reviews by Hardy and Katz and by Lhermitte, along with the supplementary
remarks presented above, provide impressive evidence of the worth of ultra-
sensitive multi-wavelength radars to the atmospheric sciences. But they provide
only a hint of things to come.
We are now at a stage analogous to that of the early astronomers; the
history of their progress has been linked to the power of their telescopes.
The same is true in radio and radar astronomy, in electron microscopy, and in
virtually every experimentally-based discipline. Thus, it is no longer a
question as to whether or not to proceed to radars of greatly increased sensi-
tivity and resolution, but how to proceed.
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ABSTRACT
This paper is a survey of the application
of Doppler techniques to the study of
atmospheric phenomena. Particular empha-
sis is placed on the requirement of ade-
quate digital processing means for the
Doppler signal and the Doppler data which
are acquired at a very high rate. The
paper also discusses the need of a two or
three Doppler method as an ultimate ap-
proach to the problem of observing the
three-dimensional field of particle motion
inside convective storms.
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1. INTRODUCTION
Although conventional radar techniques have been extensively used for
years in the study of atmospheric phenomena, Doppler radar techniques were
introduced to this field only a decade or so ago. Experiments based on the
use of continuous wave Doppler radar were conducted as early as 1958; however,
this report will essentially deal with pulse Doppler radar techniques having
the same ranging capabilities as conventional pulse radars. The radar wave-
lengths covered in this report range from X-band (3 cm) to S-band (10 m).
The first papers on the meteorological use of pulse Doppler radar tech-
niques were presented in 1960 at the Eighth Weather Radar Conference and were
concerned with the analysis of the vertical motion of precipitating particles
using a vertically pointing beam.
Discussion of the earliest experiments, involving the use of a scanning
Doppler radar beam for the purpose of analyzing wind field from observation
of the motion of precipitation particles, was presented a year later at the
Ninth Weather Radar Conference. Since the time of these early experiments,
the number of pulse Doppler radars specifically designed for meteorological
studies has been steadily increasing. There are now five meteorologically-
oriented pulse Doppler radars in the United States, two in England and one in
Japan. These radars were designed and built for the purpose of the study of
atmospheric phenomena. The useof pulse Doppler radar for atmospheric physics
studies has also been mentioned in the Russian literature on meteorological re-
search. However, no information was provided as to the nature of the Doppler
equipment involved in these experiments. More sophisticated equipment is now
being built such as the Environmental Science Services Administration's
planned system of three identical radar sets to be used for the study of the
three-dimensional field of particle motion inside convective storms.
Considerable experience on the capabilities and usefulness of pulse
Doppler radars has been acquired through their use. These experiments also
have revealed the weaknesses and limitations of the single Doppler radar
method which need to be overcome in order to increase the capabilities of the
Doppler methodology toward its ultimate potential.
This report is a brief review of the meteorological Doppler technique,
as well as a summary of the results which have already been acquired in
several areas of atmospheric research. We will also propose improvements
aimed towards the design of a more elaborate and appropriate Doppler radar
methodology. The opinion of the writer is that the potential of the Doppler
methods is far from being developed to its full capability and the use of
more complex and sophisticated systems will provide us with a methodology
capable of solving a large number of problems related to the study of micro-
scale and mesoscale atmospheric phenomena. The design of multi-unit Doppler
radar systems and the use of advanced data storing and processing techniques,
compatible with large computers, will be an essential part of the proposed
effort.
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2. THE DOPPLER RADAR SPECTRUM
Numerous discussions of the Doppler radar method applied to the study
of atmospheric phenomena have been given in various articles (Lhermitte 1963,
Atlas 1964, Lhermitte 1966). It appears only necessary in this report to
briefly mention the basic principles of the method. Only pulse Doppler radar
techniques, having the same ranging capabilities as conventional radars, will
be discussed.
In addition to the conventional radar capabilities of observing back-
scattered signal amplitude, the pulse Doppler radar provides information on
the rate of change of the phase, c, of the backscattered signal returned by
the radar-detected target. By use of appropriate design of the Doppler cir-
cuits, the phase difference between transmitted and received signals, which
is observed by the coherent radar, is a function only of the distance between
the target and the radar. The rate of phase change, d4/dt, will therefore pro-
vide jnowledge of the radial velocity dR/dt of the target. We can then write
dt = A dt where X is the wavelength of the transmitted signal. This expression
shows that there is a complete cycle of phase change everytime the target
moves by X/2. The pulse Doppler radar is thus an accurate ranging device
which provides knowledge of the rate of change of target range, i. e., the
radial velocity. If the target is approaching the radar, the phase of the
signal is increasing as a function of time and d4/dt is a positive quantity
which is equivalent to an increase of the transmitted frequency of the radar.
On the other hand if the target is receding d$/dt becomes a negative quantity
which is equivalent to an effective decrease of the transmitter frequency.
The sign of d$/dt is opposite to the sign of motion derived from the conven-
tion that kinematic divergence is a positive quantity. It therefore appears
that it is more appropriate in meteorological work to consider that the re-
ceding targets have positive velocity. If the target moves in a direction
different from the radar beam axis, only the radial velocity, i. e., the com-
ponent of the target's vectorial velocity along the axis of the radar beam,
will be measured. This statement reveals the ambiguities of dealing with
radial velocities, which can partially or completely be overcome in certain
ways described in this report.
Since we are discussing the application of Doppler techniques for the
study of atmospheric phenomena, we are dealing with volume scattering due to
an extended or "distributed" target composed of large numbers of scatterers.
The classical analysis of the backscattered signal received by conven-
tional pulse radars from distributed targets, shows that the signal amplitude
at any selected point in the radar range is due to the contribution of the
signals re-radiated by scatterers existing inside a scattering volume defined
by the cross-section of the radar beam and the pulse length of the radar.
The pulse Doppler radar will be concerned with the same type of analysis but
also provides information on signal phase.
Assuming the signal backscattered from a scatterer, i, has constant am-
plitude, ai and phase, 4ij± the total backscatter signal, A(t), will be given
by the following expression:
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A(t) = ai e
i=l
o = 2r f with fo being the transmitted signal frequency.
The signal phase, c, can be split into a component, 'o, corresponding to some
conditions at the origin and a variable term Wdt where wd = d#/dt (Doppler
shift); therefore we can write: N
A(t) = e 
-
j w
°
t E i e -j(wdi t +0i (2)
i=l
The above relationship implies statistical independence of motion between
scatterers and also implies that there is no collision processes between
scatterers. It also relies on the fact that scatterers are moving freely for
several radar wavelengths therefore leading to a clear definition of the Dop-
pler shift. If the scatterers are submitted to a random displacement limited
to a small fraction of the radar wavelength a different and more complicated
expression of A(t) will be needed.
In the case of pulse radars, the time function A(t) is sampled at the
radar pulse repetition rate. Selection of the signal at any radar range can
be done by use of conventional range-sampling units assisted by signal-holding
circuits which restore the time continuity of the signal between radar pulses
and therefore provide a time function of the form of equation (1). However,
the sampling and transformation of the signal in the radar circuits slightly
modifies the spectral characteristic of the signal represented in A(t) espe-
cially for frequencies approaching half of the radar pulse-repetition rate.
This effect is well known and usually is corrected by appropriate means.
Equation (1) shows that the power density spectrum of A(t) is the proba-
bility density function for the backscattered power expressed as a function
of the Doppler shift and is called the Doppler spectrum. If the radar cross
section of the scatterers exhibits time variations, the spectrum of A(t) will
include the Fourier components generated by amplitude modulation due to this
effect, Brook and Latham (1968).
Figure 1 shows an example of a Doppler spectrum obtained with a vertically
pointing radar beam in falling snow conditions. This example illustrates the
excellent velocity resolution of the radar system.
3. COHERENT RADAR DESIGN AND SPECTRUM RECORDING MEANS
Radar equipment capable of observing the phase difference between back-
scattered and transmitted signals is called phase-coherent or simply "coherent".
The simplest method for comparing phases is based on mixing the signal
returned by the moving target with the signal reflected by a fixed target at
the same range. This "external-coherence" method, which is often used in
airborne navigational Doppler radars, has been applied to the study of the
motion of precipitating particles, Lhermitte (1960b). However, the usefulness
of this method is seriously limited by the need for a fixed target to be at
exactly the same range as the moving target under study. The transmitter
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pulse signal can also be stored in microwave cavities but this technique is 
limited to short ranges by fast time decay of the stored signal. The above 
solutions have not been used extensively in the design of meteorological Dop-
pler radars because they can be replaced by more appropriate systems described 
below. 
(/) 
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Figure 1. Doppler spectrum obtained in snow with a 
vertically pointing Doppler radar beam. Note the ex-
cellent velocity resolution of the system. 
The most effective and accurate system is based on a primary stable 
microwave source called a STALO (Stable Local Oscillator). The microwave 
signal generated by the STALO is amplified, pulsed by a phase-coherent ampli-
fier and radiated by the antenna. The scattered signal coming from the moving 
target is compared to the STALO signal and the signal phase analysis is per-
formed by systems sensitive to the phase difference A (J) between successive 
pulses. The quality of this system depends upon the frequency stability of 
the microwave oscillator during the time interval between radiation of a 
pulse and the return of the scattered signal. Therefore it involves only the 
"short term" frequency instabilities of the STALO. Relative frequency sta-
bilities of 10" can be easily achieved for longer than one millisecond and 
with Doppler phase jitter smaller than 5 x 10~ radian. 
System performance can be analyzed in terms of these estimated random 
phase instabilities occurring from pulse to pulse. If these phase instabil-
ities are uncorrelated and limited to a small fraction of 2TT, they cause the 
presence, in the radar signal, of a radar-sampled white spectrum superimposed 
on the signal Doppler spectrum. The Doppler signal to noise ratio is given 
by the ratio between the signal phase variance (Doppler) and the contribution 
of the variance due to random phase instabilities , Lhermitte and Kessler Q$&$. 
If this is due to STALO phase instabilities, this ratio will typically be 
better than 50 db. We must emphasize that small STALO frequency instabil-
ities will not limit the ability of the radar to observe very slow target 
motion which is only limited by the signal dwell time and the stability of 
the mean index of refraction in the path during this time. The instabilities 
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will only generate a phase noise which limits the dynamic range of the Doppler
spectrum, and thereby inhibits the clear definition of the spectrum boundaries.
The STALO contribution to phase instability increases systematically with tar-
get distance. In a well designed, fully coherent system, the STALO contribu-
tion to phase instabilities largely exceeds other contributions.
The need for a coherent microwave amplifier can be overcome by use of a
conventional (but stable) magnetron microwave oscillator assisted by a trans-
mitter phase-locked system (COHO) which stores the phase of the transmitter
signal. This is the classical MTI radar which has been known and utilized
for years. Phase-locking is usually done at the intermediate radar frequency
and the basic requirements on the STALO remain the same as they are for fully
coherent systems. High quality, commercially available magnetron oscillators
have acceptable frequency stability. However, there is more phase noise gen-
erated by the magnetron and by the instabilities in phase-locking the COHO
than in a system utilizing a STALO and a microwave coherent amplifier. The
ratio of signal-phase to phase-noise, better than 50 db for fully coherent
systems, is reduced to 30 to 35 db in the case of the MTI system. This phase
noise contribution is independent of the radar range.
The above discussion shows that frequency analysis of the Doppler signal
must be obtained prior to any reduction of the data. As discussed in section
8 of this report, multirange signal sampling and digitizing followed by digital
computations of fast Fourier transforms offer the most flexible and effective
means for this requirement. These techniques are,however,in a developing stage
and have been temporarily replaced, in the present experimental work discussed
in this report, by the following methods:
a. Range-gating associated with either a signal crossing technique which
provides the spectrum's second moment, Lhermitte (1963), or a velocity track-
ing system which essentially processes the spectrum median frequency, Tripp
(1964). This technique has the advantage of simplicity but it doesn't provide
information on the spectrum width and shape, and is only acceptable in the
case of narrow or, at least, symmetric spectra for which only the knowledge of
the average frequency is required.
b. Range-gating associated with the use of multifilter frequency analyzer.
This method leads to acceptable knowledge of the spectrum shape especially if
integration means are provided for the signal at the output of every filter.
It is,however,a slow process which doesn't match the requirements imposed by
the study of atmospheric phenomena.
c. Coherent memory filter or velocity-indicator coherent integrator
(VICI). The application of this device to meteorological work, which was first
proposed by Chimera (1960), allows quick display of the distribution of the
Doppler velocity as a function of radar range (Range velocity indicator, RVI).
The device is extremely fast but it suffers from restricted range and velocity
resolutions due to practical limitations of the system. The device is also
unable to provide or display the signal power spectral density in a quantita-
tive manner and therefore fails to indicate the Doppler spectrum shape. In
its present form, the coherent memory filter also fails to produce data in a
digital format which seems to be the only way to cope with the type of informa-
tion provided by this system. An extension of its use for PPI display has
been recently proposed by Armstrong and Donaldson (1968).
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d. Time compression scheme. Several range gates can be Doppler analyzed
in a short time by use of signal multiplexing techniques and time compression
schemes. The digital time compression essentially allows that quick analysis
of the spectra be done by use of fast scanning filters. The system is capable
of analyzing the Doppler information at ten range gates in a time of the order
of a few seconds. The complexity of this system, which involves digital tech-
niques, approaches that of a purely digital system such as the one described
in section 8 of this report. However, it doesn't have the flexibility of the
digital computations and doesn't provide the digital output which is required
for easy handling and processing of the data.
e. If real-time operation is not necessary, the recording of the Doppler
signal by aid of a multi-track magnetic tape recorder offers a high rate of
data acquisition which matches most of the requirements. Complementary in-
formations can also be recorded on a separate track. The processing of the
recorded signals can be done with the aid of specialized digital devices which
provide a digital output. This seems to be the closest approach to the sophis-
ticated digital system proposed in section 8 of this report.
4. VERTICAL BEAM METHOD
The method, which was first proposed by Boyenval (1960), Probert-Jones
(1960), Lhermitte (1960), relies on the operation of a fixed, vertically point-
ing, radar beam. The method is attractive from the point of view of data pro-
cessing in that antenna orientation need not be recorded. The radar observes
only the target's vertical motion by aid of a very narrow, perfectly vertical,
radar beam. Smearing of the Doppler spectrum by the horizontal wind will oc-
cur in the case of a finite size beam. However, this effect is practically
negligible for beam widths of the order of 10 if the tangential speed is
limited to less than 30 m sec-.
Let us accept the fact that we are essentially dealing with the vertical
velocity of the precipitating particles. The analysis of the data will still
be ambiguous since the particles' vertical velocity is due to the contribution
of both particle terminal speed and vertical air motion. In the case of strat-
iform precipitation, vertical air motion may be assumed to be negligible.
Furthermore if we are observing raindrops, a relationship between particles'
radar cross section and particles' vertical speed can be established thereby
allowing the Doppler spectrum to be predicted on the basis of the knowledge
of the particles' size distribution. The inverse proposition is true and the
size distribution of raindrops have been derived from the vertical velocity
Doppler data, Probert-Jones (1960), Rogers and Pilie (1962), Caton (1963),
Rogers (1966).
For study of raindrop growth or evaporation in stratiform conditions
this method of observing drop-size distribution is excellent. However, the
results are very sensitive to the presence of air motion, especially where
the speeds correspond to large drops whose terminal velocity is weakly related
to drop diameters. In practice, this limits the method to nonconvective pre-
cipitation. Also, large particle scattering in case of limited signal dynamic
range might overwhelm the weak contribution due to the smaller particles scat-
tering and prevent accurate knowledge of the relative concentration of smaller
size raindrops.
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Provided that the antenna radiation pattern is excellent, fully coherent
radar provides adequate spectrum dynamic range allowing good estimates of the
presence of small raindrops. We may also mention that combined study of ver-
tical velocity spectra and signal intensity in stratiform precipitation,
Lhermitte and Atlas (1963), may lead to a better understanding of precipita-
tion growth mechanisms.
Although the above comments indicate that the vertical beam method is
useful, its systematic application to the study of convective storm processes
is still very limited. In these cases it is unreasonable to expect that the
altitude-time display of the particles' vertical velocity is significantly
representative of the actual, time evolving, three-dimensional structure of
the storm. Furthermore the vertical velocity observed by the radar will be
difficult to resolve in its two components, the particle terminal speed and
the vertical air motion.
To obtain estimates of the vertical air motion Rogers (1963) assumed
an exponential (Marshall Palmer) model of raindrops size distribution of the
form:
n(D).dD = Noe .dD (3)
where n(D)dD is the number of drops per unit volume in the diameter interval
dD, N
o
is a constant, and A is a parameter that depends upon rainfall rate.
By further assuming a relation between terminal fall velocity and size,
Spilhaus (1948), and also Rayleigh scattering, Rogers arrived at an expression
of the relationship between the average vertical velocity, Vf, and radar re-
flectivity, Z, which is the following: Vf = 3.8Z1/1 4. He concluded that any
departure from the above equation will be due to vertical air speed. The
application of the above treatment seems to be only practical in stratiform
rain, for average quantities obtained over long periods of time.
Similar assumptions have been made by Donaldson et al (1966) and Donald-
son (196 7a). In this work the analysis was restricted to regions where Z>10,
and the follbwing expression between Vf and Z was derived:
Vf = 2 log Z -2 (4)
A
The estimated vertical air speed, W, was also derived from the following
equation:
W = Vf + 2 log Z -2 (5)
A different method to estimate updrafts has been used by Probert-Jones
and Harper (1961) for the study of small convective storms. They suggested
that above the 00 C level in the convective storm, precipitation was present
in the form of large ice crystals or snow flakes. The assumption of a termi-
nal fall velocity of 1 m sec- 1 + 0.5 m sec- 1 provided Probert-Jones and
Harper with means to estimate vertical air motion. They extended the analy-
sis below the melting level by assuming continuity of air motion through the
melting level and by further assuming that there was very little change of
the terminal velocity of the drops between the melting level and the ground.
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Although numerous assumptions were present in the analysis, the method showed
a surprisingly well organized pattern of motion in the convective storm which
could be used for a model of the structure of the air circulation within the
storm. The model seems to have questionable application to larger convective
systems where the melting level is not as clearly defined as in the convective
storm analyzed by Probert-Jones and Harper.
A different approach to estimating updraft velocities has been used by
Battan (196 3a) and Battan and Theiss (1966, 1967). They suggested that the
lowest part of the velocity spectrum is related to the small size precipita-
tion particles which can be estimated by assuming a threshold of detection.
Since the terminal speed for such precipitation particles was known, updraft
could then be determined from this lower boundary of the vertical velocity
spectrum. There is, however, some difficulty in estimating the lowest velocity
boundary of the spectrum since its dynamic range is limited by the noise gen-
erated by or accepted in the radar circuit. This noise is mainly due to the
radar phase noise generated by the radar equipment, but also includes contribu-
tions due to backscattering received outside the antenna main beam as allowed
by the complex nature of the radiation pattern of the radar antenna. The
spectrum dynamic range can also be degraded by signal processing such as the
single sideband detection scheme used by Battan and Theiss (1966).
In spite of the restrictive assumptions, there is acceptable consistency
in the published radar observations of vertical Doppler speed. These have
covered a wide range of updraft speeds from 4 m sec- 1 deduced by Probert-Jones
and Harper (1961) in a weak convective storm, to 20 m sec- 1 deduced by Battan
and Theiss (1966). Updraft speeds larger than 16 m sec-lhave also been ob-
served by Donaldson et al (1966). These observations reveal that updrafts are
found mostly above the 00 C level and downdrafts below this level.
The application of the previous methods to the estimate of updrafts and
other processes inside storms is, however,questionable. Noticeable departure
of the drop size distribution from the exponential Marshall Palmer mode, which
will reduce the applicability of the updraft estimates, will occur in a variety
of cases. Sorting of the precipitation particles is a frequent cause of
drastic modification of spectrum size. The presence of hail will completely
upset the estimated relationship between radar reflectivity and Vf, presented
above.
The validity of the assumptions involved in estimating updraft speeds
might be further questioned on the basis of some of the published results in-
dicating very high air vertical velocity gradients dw/dz, Donaldson (1967).
One sees that the Donaldson results shown in Figure 2 indicate that, between
1641 and 1642 EST, dw/dz was larger than 10- 2sec- at an altitude of 8 kms,
therefore requiring that horizontal divergence of the same order of magnitude
be present at this altitude. Results recently obtained by Donaldson (1968)
indicate that dw/dz can reach a maximum value of 3.10-2 sec- 1.
The vertical beam method requires that some stratification or steady
state process be realized for a reasonable length of time. These conditions
will seldom be met in the case of convective storms.
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In order to give meteorological significance to the Doppler data, the
experimenter must rely on arbitrary assumptions which are not derived from
sound physical reasoning. This attitude is reflected on the controversy sur-
rounding the existence of a "balance level" proposed by Atlas (1966) and its
significance as an important part of the storm processes. The balance level
is characterized by the altitude at which the mean vertical Doppler velocity
is zero. It is adventurous to specify such quantity without some knowledge
of the spectrum shape. Furthermore, as indicated by Donaldson and Wexler
(1968) the restricted significance of altitude-time cross sections does not
allow any firm conclusion as to the presence of an accumulation zone or re-
gion of particle growth in the three-dimensional storm structure.
Since critical phases of the analysis of data derived from vertically
pointing radar rely on arbitrary assumptions used as a substitute for the lack
of knowledge of the storm processes outside of the region observed, the reader
is referred to the above mentioned papers for a more detailed discussion on
the significance of the balance level.
To summarize, it is the author's opinion that a single, vertically-point-
ing radar has and will continue to have severely limited application for the
study of convective processes inside storms and should be replaced by the
multiple Doppler radar method discussed at the end of this report.
5. VAD METHODOLOGY
If we assume statistical homogeneity of the speed of the particles in the
area covered by the radar equipment and if we are interested in deriving aver-
age properties of the wind field, it is appropriate to observe several radial
components of the particle motion obtained in different directions, by means
of azimuth scanning of the radar beam and display of the velocity azimuth
function (Velocity-Azimuth-Display). With appropriate programming of the ra-
dar beam elevation angles and also selected ranges, the data can be represen-
tative of a range of altitude levels in the storm, thereby leading to a defi-
nition of the vertical distribution of the properties of the motion field.
The method was first proposed, Lhermitte and Atlas (1961), for the pur-
pose of measuring the wind vertical profiles within a snow storm. An example
of the method capability is shown in Figure 3. The particle radial velocity,
VR, at a certain altitude level in a snow storm is continuously recorded as a
function of the azimuth of the radar beam, 8. V
R
is expressed as a function
of the horizontal motion speed, Vh, and direction, So, the radar beam elevation
angle, 0, and the particle vertical velocity, Vf, by the following equation:
V
R
= Vh cos 0 cos (D-Uo ) + Vf sin O (6)
V
R
is in fact a spectrum whose variance is due to the contribution of Vh
variance, oh, Vf variance, f2(due mainly to the distribution of particle
terminal speed), and the covariance between Vf and Vh. The estimate of the
mean velocity VR (spectrum first moment) collected as a function of radar
beam azimuth, offers means to determine a least square fit of equation (6)
which permits a prediction of the average quantities: Vh, Vf and 80 .
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There is, however, an ambiguity in the prediction of Vf which is due to the
possible presence of wind convergence in the wind field. This is easily shown
by integrating VR as a function of 1. We have:
TR(S)dS= c os® h cos (-S o) d2 + si TV f d2 (7)r
]2 VR(1)d1= cos OfVh cos (6-5O) dS + sin') Vf dS (7)
o o o
27
The term fVh cos(S-So)dS will be null only if there is no wind conver-
gence.
27T 27
We then can write: /VR (1) d1 = sin GfVf d1 (8)
and therefore estimate Vf. However, if there is wind convergence the term,
2T
f Vh cos (S-So) dS
o
will not be zero and will contribute to the term on the right hand of equation
(7). By further manipulating the equations we can estimate the wind diver-
gence, div2V by the following expression:
2 _
div2 VJr VR() dR2 Vf tandivc2 V os= - ( r t (9)
rr f cos G r
o
In this equation, r is the radius of the circle scanned by the radar beam at
the selected range or altitude. The method is capable of an accurate estimate
of the wind convergence if 9 is small and if the particle fall speed can be
estimated accurately,i.e., (snowflakes falling in still air). For instance,
if 0 = 100 a change of the estimate of Vf by 0.5 m sec- will modify the con-
vergence estimate by 2 10-5sec-lat r = 15 kms.
This method of measuring wind convergence has been first proposed and
applied by Caton (1963). It reliably applies only to snow storms or the
region of the atmosphere where the fall velocity of targets is either small or
accurately estimated. Browning andWexler (1966) have extended these computa-
tions to the study of other properties of the wind field such as deformation.
Vorticity can not be observed with a single Doppler radar since it requires
that the tangential component of the motion be known.
Wind fluctuations of smaller scale can also be estimated by classical
Fourier analysis of the VR (o) function and the Fourier components expressed
in the following equation:
f 27r -jnS
n JV R (1) dS (10)
o
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Cn is indeed a complex quantity containing information of the phase and ampli-
tude of the Fourier components.
Co = VR (8) dE is the "DC" term controlled by both the vertical velocity
o
and the wind convergence which was discussed above. The method can bring in-
formation on the small scale variability of the wind, Lhermitte (1968b).
The design of the experiments with a program of elevation angles, 0, pro-
vides more flexibility in analyzing the data since the relative contribution
of the vertical and horizontal motion to the radial velocity will be modified
by varying O.
The method is now largely being used for the study of mesoscale phenomena
in widespread storms. Its capabilities of analyzing the wind field properties
inside snowstorms are excellent. Mesoscale wind properties as well as turbu-
lent eddy sizes and eddy dissipation rate can be observed and analyzed if the
data are acquired at a high rate, simultaneously at different altitudes. How-
ever, in order to utilize the method to its full capabilities, the data have
to be produced in digital form for efficient reduction by digital computers.
6. COMMENTS ON THE USE OF A SINGLE DOPPLER RADAR FOR THE STUDY OF CONVECTIVE
STORMS
Attempts have been made to analyze the horizontal wind field in a con-
vective storm system from a slightly tilted Doppler radar beam. Donaldson
(1967b) presented such experiments which were made by azimuth scanning of the
convective cells, with elevation angle limited to 10, 30, and 50, for which
the contribution due to particle vertical velocity was negligible. However,
even if restricted to the storm's lowest levels the results are not represen-
tative of the storm circulation since only the radial particle velocity is
observed. Even with assumptions about mean wind, whose significance is
questionable in the strongly perturbed storm environment, the results do not
show any convincing pattern leading to estimates of the storm wind field prop-
erties such as convergence and vorticity. The results obtained with such a
technique will always be inconclusive except in the case where the azimuth
scanning is limited to a small range of azimuth. One objective of such ex-
periments might be to specify the scales of variance of the storm particle
motion which can be used to assess the optimum sampling interval in future
experiments involving the simultaneous use of several radars.
It is the writer's opinion that neither the vertical beam method nor the
single radar horizontal scanning beam will provide significant improvements of
the storm circulation knowledge. The prospects are much better if the mea-
surements are based on a two radar system from which two radial components
of the motion can be observed. By restricting the observations to low eleva-
tion angles,i.e., the storm's lowest levels, the analysis will bring a fairly
good knowledge of the wind field leading to estimates of kinematic properties
such as convergence. Vertical drafts can be estimated in the low levels of
the storm by applying the equation of continuity to the wind fields observed
at several altitude levels in the storm.
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The Environmental Science Services Administration is developing a system
of two compatible Doppler radars which will be tested during summer 1968 and
should allow an assessment of the logistic problems involved. The two-Doppler
radar method is a necessary step towards the design of a three-Doppler method
described in section 9 of this report. Since the three-Doppler method re-
tains the continuity of radar scanning it is more appropriate for the probing
of the three-dimensional structure of a storm than the use of a network of
vertically pointing Doppler radars, which was proposed by Browning (1966)*.
7. DOPPLER STUDY OF CLEAR AIR MOTION
Doppler methods have also been used for the study of clear air targets (CAR)
commonly called "Angels". The experiments were concerned with the observation
of the speed of these targets for the purpose of identifying their nature and
also the motion of the surrounding air. A much better identification of the
target is possible with the phase information provided by the Doppler radar.
For instance,birds species can be identified on the basis of the character-
istics of the Doppler spectrum as related to the motion of their wings. On
the other hand, insects which are smaller than the radar wavelength will only
provide a small phase modulation of the signal, which can be used as informa-
tion to recognize their nature. Although this sort of information would be
helpful to entomologists and ornithologists interested in the migration of in-
sects or birds species there has not been any real attempt to direct the
analysis of the Doppler data to this use. Expected differences between the
Doppler spectra might sometime resolve the controversy between the attribution
of clear air radar returns to either sharp index of refraction discontinuity
or the presence of small physical targets. It is,however, surprising to notice
that there has been no published paper devoted to detailed analysis of the
Doppler spectrum as means of identifying the targets detected in clear air.
Only the mean Doppler frequency is usually observed and analyzed. The first
data of this kind have been acquired with a vertically pointing beam, Battan
(1960; 1963). The targets' vertical motion was observed as limited to
+ 1 m sec - . The analysis of the data was based on the assumption that the
radar signals were due to air bubbles generated by thermal convection.
By use of the VAD technique described above Lhermitte (1966), Browning
and Atlas (1966) were able to analyze the horizontal motion of the clear
air targets. The Lhermitte observations, which are illustrated in Figure 5,
were obtained in central Oklahoma and showed unambiguously that the targets
were moving with the horizontal wind. Furthermore, the analysis showed that
the method was capable of providing useful data on the vertical structure of
the horizontal wind, almost continuously and over long periods of time. The
low level jet frequent in central Oklahoma and northeastern Texas, when
analyzed by use of this method, revealed a structure of the jet Consistent
with the classical studies of these boundary layer phenomena. Correlation
between the clear air target horizontal motion and the presence of synoptic
features such as cold fronts have been also analyzed by Lhermitte and Dooley
(1966) for the spring and summer months in Oklahoma when the concentration of
targets is very great. A summary of the observations of clear air target
motion showed that vertical profiles of the wind can be often estimated by
the method up to 1 or 2 km of altitude. The conclusions as to the nature of
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the targets was uncertain although there was a high probability that they were
insects drifting at air speed. In certain cases the space variance of the
motion, with respect to the average wind, was so small that it would indicate
very poor ability for these insects to react to the environment. More of
these studies should be made to further specify the nature of the target and
the capability of using the method for wind sounding techniques.
Tracers, such as "chaff" dipoles, offer an extremely interesting possi-
bility for the probing of steady and turbulent air motion. The Doppler spec-
trum will be controlled by the turbulent processes and will contain informa-
tion on turbulent parameters such as the eddy dissipation rate. Furthermore,
by extending the observations to different regions of space by means of beam
scanning, the study of turbulence homogeneity and large scale wind fluctuation
can be performed. The material can be dispersed, either in bundles which will
drift with the wind and expand through turbulent diffusion process, or intro-
duced over large areas. The method will provide means to analyze the field
of turbulent and steady clear air motion. The variance of the Doppler spec-
trum obtained under these conditions will be controlled by the variance of the
horizontal motion, Oh, the variance of vertical motion, Oa, and the covariance
between these two quantities. The covariance can be separated from the other
variances by acquiring the Doppler information in such a way that positive and
negative signs for the covariance will be available in the data analysis. The
observation of the covariance between the horizontal and vertical component of
the motion will provide means to probe the vertical transport of momentum in
the friction layer, which is due to the interaction between the turbulent
atmosphere and the earth's surface acting as a boundary, Lhermitte (1968b).
The vertical distribution of the vertical motion variance, O2, can be easily
obtained from a vertically pointing beam. Also the differences between
Lagrangian (space variability) and Eulerian (time variability) scales of
motion variance can be easily studied by comparing the cross correlation of co-
variance spectrum of the motion observed simultaneously at two points in space
with the time autocorrelation or autocovariance of the individual motion sample.
A scheme similar to this was presented by Gorelik (1965) and more recently by
Boucher (1968). These methods present an extremely good prospect for the
study of turbulent diffusion processes in critical areas where this is becom-
ing an important factor (pollution zone). Surprisingly little work has been
done in this research area and we recommend that such activity be included in
research projects in the next few years. An X-band Doppler radar (or shorter
wavelength) is appropriate for this kind of experiment. If the chaff is re-
leased by airplane the method also offers the possibility of probing the high
altitude clear air turbulence.
8. ADVANCED DOPPLER SIGNAL PROCESSING AND DOPPLER DATA STORING
Most of the results which have been discussed in the previous section
have been obtained through the use of relatively simple signal processing and
data storing techniques which have severely limited the analysis of the data
and have prevented the use of the method to its full capability. Since most
of the data have been hand reduced, an extremely time consuming analysis was
needed, which has prevented the statistical treatment of the very large
amounts of data provided by the method.
Recently, signal and data processing methods have drastically improved
through the use of modern general purpose digital computers and also by the
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aid of special purpose processing systems based on the use of modern digital
hardware such as integrated circuits. The meteorological Doppler radar system,
with its high rate of information flow, can benefit dramatically from the in-
troduction of modern digital circuitry and methods for the processing and
storing of the Doppler information. This section is devoted to analyzing the
problems and predicting solutions which are expected to take place in the next
few years for the treatment of the Doppler radar information to such an extent
that the potential of the method will be fully realized.
As mentioned in the first part of this report, the Doppler signal which
contains backscattering phase and amplitude information, must be processed to
provide useful information on the spectrum of radial velocity of the scatter-
ers. The transformation required is a conventional Fourier transform or its
equivalent such as the processing of the signal by use of an analog type
frequency analyzer.
Although digital computations of the Doppler signal power density spec-
trum have been involved in some of the experiments mentioned previously in
this report, Battan (1964), they have not been widely used because of the time
consuming nature of the operation. However, substantial progress has been
made in the field of power density spectrum computation by digital computers,
and efficient algorithms are now available which match the digital computer
methods with the mathematics of the Fourier transform, Cooley, Tukey (1965).
This fast Fourier method allows a substantial reduction of the time require-
ment for the digital computations of Fourier transforms.
The digital Fourier transform is based on the availability of digitized
time samples, ak, of the signal to be analyzed. The spectral power density
estimates, Sj, are computed according to the following equations:
N
A. = ak cos27Kj/N
k=l
N
Bj = ak sin2TKj/N
1
S. = A2 + B2 (11)
The method provides N non-redundant frequency samples from N time samples thus
requiring that N2 multiplications be done per complete spectrum. It is usu-
ally admitted that 500 time samples are fairly representative of the spectral
information in a time signal, requiring that 250,000 multiplications be done
for each conventional Fourier transform. With modern fast digital computers
the computing time will be on the order of, or less than, one second which is
comparable to the signal dwell time required to build an acceptable knowledge
of the spectrum. Therefore real-time digital computations by conventional
Fourier algorithms are, at least, as effective as the filter bank method.
In addition, the digital computer offers complete flexibility in the choice
of appropriate frequency filter characteristics and the frequency coverage
which is controlled by the signal sampling rate. See Blackman and Tukey
(1958). Since it is based on the unambiguous Fourier transform mathematical
expression, the digital frequency analyzer provides a well-defined answer
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for the spectral density estimate which is easier to use in the analysis of
the data.
The use of fast Fourier transform algorithms decreases the required num-
ber of multiplications to 2 N log2 N instead of N2 . This will considerably
reduce the computation time to much less than signal dwell time and thereby
making it feasible to process several radar ranges in a time less than a few
seconds. This involves the use of a high speed, elaborate system for multi-
plexing, and analog-to-digital conversion, of the Doppler signal. It also
requires core memories which are organized in such a way that the sequence of
the Fourier transforms can be easily computed, range after range, from the
stored digital data. Such systems can be built at an acceptable cost by use
of modern integrated circuit digital hardware. The expected maximum rate of
data which can be processed by the system is on the order of 2,000 (20 ranges,
50 velocities) samples every two seconds. By use of a logarithmic scale only
one BCD coded character will be necessary to represent the spectral density
at a given range-velocity address. The storing of the Doppler data with range-
velocity addresses will be done on magnetic tape with a format compatible with
the requirement of general purpose digital computer (BCD format suitable for
Fortran IV programming). Figure 6 illustrates the capabilities of the digi-
tal method for reducing and even presenting a three-dimensional display of
the Doppler radar information. Such displays can be obtained in very short
times by use of output devices usually associated with large computers.
The system is capable of processing signals recorded at an average speed
of 10 to 20 spectra per second, which is compatible with the scanning capabil-
ities of the radar beam and signal dwell time requirements (one or two beam
width per second).
Let us inquire if the method has an acceptable observational speed to de-
fine convective storm processes known and anticipated. The evaluation of the
number of points, which are needed to adequately sample the field of particle
motion inside a convective storm, depends on the scale of the motion variance
and the size of the storm. Although this information has to be acquired
through actual experiments yet to.be performed, it is reasonable to accept a
few hundred meters as an appropriate space sampling interval.
This estimate is consistent with the radar angular resolution for nearby
storms. If we analyze the problem in terms of the radar polar coordinates
we will deduce that, (with a one degree beam width) an adequate description
of the storm will be obtained with approximately 50 beam-widths in azimuth and
10 to 20 elevation angles. Assuming as mentioned before that the beam will
stay in a fixed position for a time on the order of 0.5 second i.e., 20 to 30
spectra will be processed in one second, the total time required for explor-
ing the storm will be on the order of 250 to 500 seconds or 4 to 8 minutes.
This is marginal since the storm will be translating and evolving during this
time. This effect can, however, be accounted for in the computation of radial
velocity field estimates.
It is important to note that the rate at which the Doppler data are ac-
quired and stored can be increased well beyond the limits expressed above.
The expected availability of large scale integration (LSI) digital hardware
along with the increasing speed capability of integrated circuits can increase
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the data acquisition rate expressed above, by one order of magnitude. The
capability of the system will still be limited to the scanning speed capabil-
ities of radar antennas, although this, too, might ultimately be overcome by
the development of electronic beam scanning techniques; but, isn't it dream-
ing??
Figure 6. Three dimensional display of Doppler-azimuth patterns
obtained with the cathode ray tube plotter of a CDC 3800 digital
computer.
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9. THE THREE DOPPLER RADAR METHOD
As mentioned in the previous section of the report the real weakness of
the Doppler radar method is that it only provides the scatterers radial vcloc-
ity. Since the vertical beam method is sensitive only to particle vertical
velocity, it is less ambiguous and in the case of marked stratification, very
useful. But, the method fails to exploit the outstanding capability of the
radar, i.e., its ability to acquire data distributed in three coordinates of
space. The observation of particle vertical velocity along a vertical co-
ordinate is hardly respresentative of the storm processes except in the case
of stratiform storms.
The use of a single radar scanning beam is useful and effective if as-
sumptions about statistical homogeneities of particle motion in the region
covered by the radar can be accepted. The most commonly employed scanning
scheme is based on continuous azimuth scanning of the radar beam with a pro-
grammed elevation angle (VAD). The method, which was discussed in section 5
of the report, has an extremely good potential for the study of the dynamics
of widespread storms by providing separate estimates of the mean properties
of the horizontal wind field (magnitude, direction, convergence) and the ver-
tical motion of the targets.
However, because of the absence of stratification and the non-uniformi-
ties of wind field, neither the vertical beam nor the VAD methods are appli-
cable to observing the particle motion field inside convective storm systems.
The understanding of the physical and dynamical processes involved in these
storms fall in the most stimulating and unknown areas of meteorological re-
search and have received a large attention from the meteorologist. However,
progress on the study of storm dynamics has been slow mainly because of the
lack of experimental data at the required scales. Theoretical work has al-
ways been limited to crude modeling far from the actual complexity of the
storm's circulation patterns.
The main reason for this slow progress is the lack of appropriate means
for observing the storm inner processes. The use of airplane as a means to
acquire such data has been limited to a poor sampling of the storm environ-
ment since penetration of the storm was always questionable. Radiosonde net-
works have been useful to specify the condition of the storm environment and
its link to the mesoscale or synoptic scale but, because of the techniques in-
volved, they again provide only a poor time and space sampling far from the
resolution required to adequately define the inner processes and evolution of
a convective storm. Conventional radars have brought a much-better under-
standing of the structure of the storm systems, which is still being devel-
oped, through the use of more elaborate quantitative processing of the radar
signal.
As mentioned in section 6, the use of two Doppler radars, installed at
different locations and simultaneously observing the same storm, drastically
improves the capability of the single Doppler radar method. Figure 7 illus-
trates the concept. The same region of a storm is observed by two radars, R1
and R2, installed at different locations thereby providing two radial compo-
nents of the particles' motion, V1 and V2. The two components, V1 and V2, can
be expressed by the following equations:
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V1 = Vh cosao cosO1 +(Vt+w)sinOl
V2 = cos (B1+22-c)cosO2 +(Vt+w)sin02
(12)
(13)
In these equations E1 and 02 respectively are the azimuth and elevation
angles for R1; k2 and 02 respectively are the azimuth and elevation angles for
R2; Vh is the horizontal motion speed; a is the azimuth angle between the dir-
ection of the motion and 1; Vt + w, the particles' vertical velocity (Vt is
the terminal speed and w the air vertical motion). If the contribution to
the Doppler due to vertical motion can be neglected, i.e., (Vt + w) sin 0 = 0,
equations (12) and (13) can be solved for Vh and a according to the following
expressions:
1 jV2
sin2 (+ 2 ) Lcos
Vh sin 2(B1+2) os ,)
2
+ +
Cos2 02 cosO1 cos02
1 r V 2 COS01 
tan a = - s I2_ _- + cos(01+2)
sin(61+B2) o sV1 cOS2
(14)
(15)
RI
Figure 7. Measuring two-dimensional horizontal particle velocities
by use of two Doppler radars observing the same storm from different
directions.
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The optimum spacing between the two radars depends on their character-
istics but it is on the order of 20 to 60 kms.
The method offers excellent potential for mapping the particles' horizon-
tal motion field inside convective cells for nearly horizontal radar beams.
However, radar beam elevation angle smaller than 50 to 100 can be accepted in
the scheme allowing the observation of the horizontal motion field up to alti-
tudes on the order of 10,000 to 15,000 feet. The only assumption which is
needed is to neglect the contribution due to particles' vertical motion. For
targets which are outside of the line of sight between the two radars, the
method offers accurate and non-ambiguous results which should clearly reveal
convergence and vorticity patterns in the low levels of a convective storm.
If assumptions about the terminal velocity of the particles are adopted,
the method can be extended to observations from larger elevation angles for
which a significant contribution to the Doppler, due to the particles' vertical
velocities, is likely. The method is also capable of providing estimates of
the vertical air motion from convergence estimates made at several altitudes.
N
f/
Vh V
XVq~. 8l
N
/iI /
V2 = Vh cos(k2-Bo)cosO2 + Vf sing2 Vf = Vt + w
V3 = Vh cos(B 3-Bo)cosO3 + Vf sin®3 w estimated from -fu y]
Figure 8. The three-Doppler radar method
Although it is a reasonable step towards the design of more elaborate
systems, the dual Doppler radar method described above fails to provide use-
ful horizontal wind information for targets situated on the line of sight be-
tween the two radars. It does not provide a complete knowledge of the three-
dimensional field of the Vx, Vy, Vz components of the storm's particles' mo-
tion. This objective may be achieved from data collected by a well designed
system of three Doppler radars, installed at three different locations which
simultaneously observe the same convective storm. Figure 8 illustrates this
concept and shows that the radial velocity at a given point in space can be
observed from three different directions. The system of three equations in-
dicated in Figure 6 provides the basis for computing the value of the three
components of the motion. Therefore, by combining the radial velocity
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information provided by the three Doppler radars, it is indeed possible to
isolate and evaluate the three dimensional distribution, in Cartesian coordi-
nates x, y, z, of Vx, Vy Vz. This information can be sampled periodically
provided that the storm is within the maximum range of the equipment. The
time and space sampling capabilities are discussed below.
As an example of the unique capability of the method, the three dimen-
sional field of particles' motion can be analyzed in the following manner:
First, it is assumed that precipitation particles are moving in the same
direction and at the same speed as the horizontal wind. This assumption is
valid except when particles are falling in regions of strong wind shear which
might introduce a lag of the particles' velocity with respect to the environ-
ment. This effect is negligible for most of the precipitation particles;
large hailstones are a marginal case. If we accept the above assumption, the
particles horizontal motion field may be taken as that of the horizontal wind.
The mean speed (first moment of the velocity spectrum) must be computed to
provide basis for interpreting the two dimensional field. Theoretically, the
estimated horizontal motion components do not include the variance due to
particles' vertical speed distribution. The data are sorted according to their
x, y and z coordinates evaluated from radar polar coordinates R, 1 and 0. The
two dimensional estimates of the two quadratic components u and v of the esti-
mated "wind" can then be defined at selected altitudes in the storm. The
application of the equation of continuity, within the assumption of incompres-
sibility, to the horizontal wind field, identified convergence with the esti-
mates of air vertical velocity gradients, aw/az. By integrating Dw/9z with
suitable boundary conditions, it is possible to estimate, not only one verti-
cal updraft profile, but the complete structure of updrafts inside the whole
storm. Details on the structure of updrafts will be controlled by the sharp-
ness of the velocity gradients and the inherent velocity resolution of the
radar equipment.
Comparison of the updrafts structure with the three dimensional distribu-
tion of the particles' vertical velocity (and its spectrum) which is derived
simultaneously from the Doppler data, provides knowledge of the distribution
of particles' terminal speed within the storm. This, in turn, provides means
for defining, in any region of the observed storm the precipitation particles'
terminal velocities and therefore their size distribution. The method has
obvious application for the monitoring and study of such important processes
as hail formation; its use should provide significant improvement of our know-
ledge of convective storm processes and provide a firm basis for a more effi-
cient control of their behavior.
The three Doppler radar concept is far more complicated than the usual
weather radar systems presently used in meteorological research. It can op-
erate effectively only if efficient digital computer means are used to process
the data. The Doppler information must by necessity be stored in a digital
format compatible with computer use.
It is impractical and time consuming for the systematic scanning of a
storm to restrict the Doppler observations obtained at a given time, to the
intersection of the three radar beams in space. Indeed, when the radar beam
is aimed in a fixed direction, a large number of ranges can be simultaneously
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processed therefore adding to the Doppler information with respect to that pro-
vided by only one selected region. It is more appropriate that the radial
velocity data provided by the three radars be acquired and processed separately,
thereby leading to separate estimates of the three radial velocity fields.
Since the process of scanning the storm will take an appreciable time, time-
space interpolation techniques will be necessary to express the radial motion
fields at the same time.
Radar beam scanning systems capable of systematically and automatically
acquiring the Doppler data in limited angular regions controlled by the storm
position with respect to the radar, are required for efficient use of the
method. Digital control of a stepping radar beam must be preferred, as means
for providing data easier to manipulate with digital computers.
The proposed method might seem to be difficult to implement because of
the three-Doppler radar logistic problems involved. Let me make a few comrnnts.
The velocity resolution of a well designed Doppler radar is sufficient to
provide acceptable accuracy for estimating convergence or vorticity. If the
radar beams are less than 10, their cross section at distances of less than
50 kms (< 800 m), will not seriously limit the value of the data and the ex-
periments. Velocity ambiguities can be removed through assumption of con-
tinuity of the velocity field therefore providing large nonambiguous maximum
ranges. Real-time processing of the data by digital computer in the field
will bring serious logistic problems and might be beyond our present capabil-
ities. They can be replaced by the processing, by a large computer, of the
data stored on magnetic tape. The use of digital computer is recommended as
providing objective methods for filtering, interpolating, and redigitizing
the estimated least square field. In order to minimize the problems involved
in directing three radar beams at the same time, to the same point in space,
it is suggested that the X, Y, Z distribution of three radial velocity fields
be separately estimated.
After the three radial velocity fields estimates are digitized in a
three dimensional coordinates system common to the three radars, their combi-
nation in a set of equations aimed to restore the three components of the
motion (and their spectra) will generate the X, Y, Z fields of the three com--
ponents of particle speed discussed above.
It might be objected that the proposed scheme of three radars is much
more sophisticated than the degree of complexity presently used in meteorol-
ogical radar research. It really is, but it is still far from being as
sophisticated as some military radars and certainly can be built at an accept-
able cost. The approach to this objective is to design two mobile, low cost,
radar prototypes using a wavelength leading to acceptable antenna size (X-band).
The testing of these equipments in the field with appropriate Doppler signal
recording systems will provide knowledge of the capabilities of the method
and open the way for the three radar scheme.
Because of the unusual opportunities of the method and its unique poten-
tial for the study of three dimensionally distributed atmospheric phenomenon
(such as convective storms), it is hoped that its implementation will repre-
sent the most significant contribution of Doppler radar techniques to the
field of meteorology.
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10. AIRBORNE PULSE DOPPLER RADAR
Ground-based equipment often suffers from lack of mobility e.g., when the
observations require that the radar equipment be in close proximity of storms
sparsely distributed over large areas. The airborne platform has the required
mobility and can be used to analyze convective storm processes by pulse Doppler
radar methods.
A vertical pulse Doppler radar beam can be carried by an airplane for the
purpose of analyzing the observed vertical motion in a convective storm. The
capability of the method is different from that of a ground-based vertically
pointing Doppler radar, because the airplane can fly at a speed that is much
higher than the storm motion. This capability would permit the vertical
velocities of the storm particles to be observed and displayed in vertical
cross section as the plane traverses the storm. Furthermore, this scheme
could be repeated several times during the life of the storm therefore lead-
ing to an estimate of the three dimensional structure of particle vertical
velocity. If medium ceiling airplanes are used, the scheme requires that the
airplane fly through the storm, which is not applicable to the study of severe
storms. However high-ceiling airplanes will have the capability of flying a-
bove the storm in regions where flight is not dangerous. The scheme was first
proposed by Atlas (1962)*. Logistic andtechnical problems were involved in
the approach, which prevented actual experiments from being conducted. Since
then, Doppler radar techniques have improved to the point that it is now fea-
sible to consider that an airborne pulse Doppler radar can be developed at
reasonable cost with acceptable chances of success. The magnetic tape record-
ing of the signal aboard the airplane simplifies the scheme, and permits data
acquisition techniques which are identical to the ones used by ground-based
equipment.
The method can be extended to analyzing the wind field structure inside
the storm by means of a side looking radar. Lhermitte and Weickmann (private
communication) recommended that two airplanes, flying horizontally along per-
pendicular paths could look at the same storm, thereby providing the two com-
ponents of the horizontal particle motion at flight level. This information
will allow the estimate of the horizontal motion field, from which estimates
of wind convergence can be derived. Slight tilt in the vertical plane of the
side-looking radar beams, could provide some altitude scanning. This would
allow the observation of the wind at different altitude levels without im-
pairing the data by introducing significant vertical contribution due to the
particle's velocities.
The airborne pulse Doppler radar scheme is particularly suited to the
study of convective storms. The cost involved in conducting a feasibility
study of the method can be held at a reasonable level by utilizing the tech-
niques identical to these proposed for ground-based Doppler radars. Some of
the problems related to the stability of the airborne platform can be solved
by classical means or even by proper recording of the directional information
for the radar antenna. The airplaneis flying at a high speed (50 to 200
m per sec) therefore requiring that the beam be accurately perpendicular to
the airplane motion. Smearing of the Doppler by the combination of the air-
plane's motion and the finite size of the beam will always occur. This ef-
fect can however be held to acceptable limits if the antenna width in
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the direction of the flight of the airplane is less than 10. In view of the
indicated potential it is therefore recommended that such studies be undertaken
in the next few years.
11. CONCLUSION
It is hoped that this review of the applications of pulse Doppler radar
techniques to the observation and study of atmospheric phenomena, has adequately
demonstrated their excellent potential for solving urgent meteorological prob-
lems such as the monitoring and study of processes inside convective storms.
The present method ofa ground-based single Doppler radar, with limited
signal processing capabilities, suffers from two main weaknesses: (1) only
the targets' radial velocity is observed; (2) the signal processing and
attainable data reduction techniques fall far short of taking full advantage
of the information pertaining to three dimensional fields of motion.
The opinion of the writer is that the subject of meteorological Doppler
radars should be enlarged by extending the method to more sophisticated con-
cepts, such as the design and application of a three Doppler radar technique
assisted by adequate means for digital recording and processing of the Doppler
spectrum. If we do so, the method will provide outstanding results in the
study of currently undetectable and poorly understood meteorological phenomena
such as convective storms and atmospheric turbulence.
Of course we should not forget that single Doppler radar techniques can
also be used to improve the capabilities of conventional radar for the detec-
tion, monitoring, and tracking of storms.
The monitoring of hurricane evolution for instance, should be strength-
ened by continuous observations of the particle radial speed with a horizon-
tal radar beam. Tornadoes might be more easily detected if information on
particle radial speeds is added to the information on radar reflectivity. In
order to retain the scanning capability of the radars, these techniques should
preserve the two-dimensional display (PPI, RHI) of the information which is
usual in conventional radar design. We therefore would recommend that radial
velocity gating systems be used and that velocity contours be presented on
PPI and RHI by use of appropriate methods.
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COMMENTS ON DOPPLER RADAR APPLICATIONS
Edwin Kessler
National Severe Storms Laboratory
Norman, Oklahoma
By correspondence from your Chairman, I have been invited to serve as
a sort of "devil's advocate," and to contribute to a balanced view of Doppler
radar applications. Since I substantially agree with Dr. Lhermitte, the brief
comments below are presented only with the thought of shifting some of the
points of emphasis.
Dr. Lhermitte's report, following the Terms of Reference of the Panel
and the suggested format for review papers, discusses the experimental
techniques before their meteorological relevance. There should be many
competent scientists dedicated to the advance of scientific instrumentation,
but we note the dichotomy that exists between groups whose first concern is
with problems of applications and those groups which primarily consider the
instrument to be applied. This situation is recognized in the Panel's Terms
of Reference, which requests recommendations concerning "means of
encouraging meteorological participation in remote sensing programs." How-
ever, some meteorologists may be legitimately uninterested in some kinds of
remote atmospheric sensing, and we should consider the distinction between
application of remote sensing data for understanding meteorological processes,
and the use of such data by the weather science services. A panel of
meteorologists might well encourage more participation by remote-sensing
specialists in meteorology programs!
The relatively small size and transitory nature of severe local storms
have been serious impediments to their observation by conventional means,
and we are especially pressed to develop remote probes for use in these cases.
I would certainly expect continuation of the kinds of multi-Doppler studies
discussed by Dr. Lhermitte, with emphasis placed where there is most
relevance to important theoretical or applied meteorological problems. For
example, Doppler methods may provide improved estimates of the field of air
motions in thunderstorms -- fundamental parameters are the rotational
properties of thunderstorm air and the distribution and magnitude of air mass
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sources and sinks. Measurements of air flow at particular points when linked
with the equations of continuity for moisture and wind and the equations of
dynamical meteorology, should help greatly to define the physical basis of
severe local storms.
While having great interest and concern for advanced problems, let us
not leap-frog apparently simpler problems which have great practical
importance. For example, the community of aviation interests requires
measurements of turbulence in storms, more representative than the indica-
tions of reflectivity measurements. The R-meter concept first developed at
MIT over 10 years ago, but never fairly tried, offers one possibility for such
turbulence measurement. The R-meter displays the rate of echo amplitude
level crossings, which indicates the width of the Doppler spectrum. Full
Doppler capability is not required for level crossing measurements, but only
a conventional radar with a very stable magnetron. This approach might also
enable us to identify a tornado, or better, an incipient tornado, more
adequately than is done at present from radar reflectivity and echo shape.
Since the Doppler spectrum of a tornado must be very wide, corresponding to
the strong winds and wind gradients characteristic of that phenomenon, a
relatively primitive Doppler capability might prove adequate for operational
warning. Of course, the probable small reflectivity of the tornado funnel may
be an important difficulty, but we will not really know how important such
problems are until we undertake their systematic investigation. It should be
noted also that methods for clearly identifying thunderstorms which harbor
severe turbulence and tornadoes would have very important applications to
basic research in meteorology.
The potential applications of radar to the detection of turbulence and
tornadoes illustrate that Doppler-research capabilities of rather ordinary non-
coherent radars, not to mention single Doppler radars, are far from exhausted.
In fact, relatively simple equipment can be effectively utilized for many
important theoretical and practical investigations, and deserves much more
attention.
I would emphasize that radar-meteorology programs should be comple-
mented by the inputs from a variety of sensors. Major interests today are
more than ever directed to meteorological processes in their interaction rather
than in isolation. For example, storm circulations cannot be properly under-
stood without data concerning temperature, winds, and moisture in the clear
air environment, and such data can probably not be adequately provided by
radar. An observational program to gather meaningful data from a variety of
sensors contemporaneously requires expensive facilities and a number of
competent investigators working in cooperation toward a shared objective.
The development of such cooperative relationships among investigators and
the facilities available to them should continue to be encouraged.
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Of course, we notice also that there are important singular problems
which can be addressed on an ad hoc basis by an individual scientist with a
highly specialized objective. Since there are many indirect probing facilities
already developed in this country and utilized a rather low percentage of the
time, I hope individual scientists will be encouraged to make use of these
facilities, and to avoid, where practical, expensive new facilities programs.
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COMMENTS ON HIGH-POWER HIGH-RESOLUTION RADARS
I. S. Marshall
McGill University
For observing precipitation, in terms of its intensity, increases in
power and resolution could make good tools better. For precipitation intensity,
however, it is not these changes that are vital, but rather a departure from use
of a single attenuating wavelength (without lessening existing standards of
resolution and sensitivity).
Angels: For angels, the situation is different. To move one step at a
time, the situation was different when the Wallops Island Observations were
undertaken by Atlas, et al. Let us define angels, for now at any rate, as
targets yielding radar returns from a clear sky, distinguishing between true
angels (inhomogeneities in the dielectric constant of the gaseous atmosphere,
usually in the water-vapour concentration) and pseudo-angels (usually one or
more birds or insects). True angels are related to the inhomogeneities that
make possible radio scatter-propagation, and to those that are measured by
"microwave refractometers", although distributions with frequency and gradient
tend to differ for the three cases: radar, radio, refractometer. The situation,
then, was that several scientists had a proper interest in true angels, and were
busily engaged in observing angels, and interpreting them as true angels, even
though this required some ingenuity. It was recognized, at the same time, that
birds and insects could serve as radar targets; indeed, radar was being used by
some to observe birds per se, and as hazards to aircraft. There had been
fifteen years of debate as to the fraction of apparent angels that were
biological rather than ethereal.
That was the state of affairs when Atlas designed and led in the execu-
tion of the Wallops Island experiment, using three radars having roughly the
same beamwidth but differing in wavelength, and having enough power to see
angels of one sort or another out to a good range. Some angels reflected better
at a longer wavelength, so it was possible to remove the ambiguity between
true and pseudo-angels, or to do so within those observations at any rate.
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The experiment demonstrated the use of a "biological filter", based
principally on variation of reflectivity with wavelength. It demonstrated the
great field of observation available to radar installations several times larger
than those assigned to meteorological studies in the past. At the same time,
it made possible, by the new insights it provided, the more effective use of
smaller, traditional installations.
The Wallops Island experiment was a perfect example of the opportune
use for a scientific purpose of short-term-available scientific equipment. It
does not follow that the equipment used then was the ideal establishment,
either for solving the particular problem or for a continuing more general
programme. One question that would arise, for example, is whether continued
use of three wavelengths (rather than two) would be justified. Such questions
can be raised usefully for conference discussion, but it could be unwise to
base decisions directly on immediate answers.
Doppler radar gives the velocity of precipitation particles in a storm
(or of any other point targets). More specifically, Doppler radar gives the
radial component of such velocity, toward the radar, and usually quite reason-
able and plausible assumptions can be made to convert radial component to
vector velocity. Dr. Lhermitte would remove the need for these assumptions,
by installing three radars at the points of a large triangle. The new tool thus
created would be a powerful one. It would surely be complex.
I hope that Dr. Lhermitte's proposal can be supported, and I believe
that it would be an excellent investment in major equipment. I hope at the
same time that those of us who use radar without Doppler can carry on in our
conservative habits with clear consciences. These hopes both have logical
basis. Perhaps I may be permitted to use personalities and anecdotes to
support them.
For myself, Lord Rayleigh's 1870 paper "on the light from the sky, its
polarization and colour" is inspired gospel. It was written not only before
the Lord was a Lord, but before Clerk Maxwell's equations. Thus, as I see
it, weather radar was brought into the world to exploit Rayleigh scattering,
with its simple relationship to particle size, and wavelength, and why the sky
is blue. For me, the thing to measure is target intensity, as far out as storms
can be seen over a curved earth. Suggestions that every radar should have a
Doppler capability I resist, because I always suspect that with Doppler the
radar is no longer optimal for intensity, or is reduced in the range to which it
reaches. My opinion will change with enlightenment, but give me time.
For Roger Lhermitte, Doppler is a different matter. Doppler has been
put to good use in weather radar by several scientists, and much credit goes
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in particular to the unswerving interest in this technique of Dr. Lhermitte.
Existing use, though, does tend to depend on assumptions, usually quite
reasonable ones. Dr. Lhermitte sees a technical breakthrough that makes
those assumptions unnecessary. This would make a world of difference in the
case of the severe storm, where assumptions cannot be given great trust. The
technical breakthrough involves one of those major jumps in the size of instal-
lation involved. This jump to a major installation is justified. In support of
which claim, I recall an anecdote from the thirties, involving Queen Mary and
the Chairman of the Board.
Actually, it is the ship Queen Mary that comes into the story. She was
a much larger ship than anything before, and considerably faster. Her con-
struction was complicated and delayed by the depression, and there was a
need to justify her completion. The Chairman of Cunard made this justifica-
tion, at the launching I believe it was. The Queen Mary, he said, was simply
the smallest and slowest ship that, with just one sister, could maintain a
weekly service between European ports and New York. Now, this comment
could be put down to understatement for effect (and British understatement
tends to be for effect, rather than self-effacement). But Sir Percy had a good
point, worth remembering: is the proposed system the slowest and smallest
that will do the job to a reasonable schedule; then is it worth the cost to get
the job done ?
Examples of this "Cunard criterion" can be found closer to home.
Dr. Atlas has demonstrated in the Wallops Island experiment how one major
experiment was just large enough in its capability to settle an arguement
that had continued through years of smaller-scale experimentation. Dr. Pierce,
in another context and on a more modest scale, has indicated how a national
sferics facility, somewhat larger than we are used to, might make a major
increase in the effective use of sferics techniques. Dr. Lhermitte's proposal
for a Doppler triangle impresses one as an economical solution to the problem
of measuring vector velocities in a storm. Experience to date can give us
confidence, on the one hand, that the proposal is the smallest and simplest
that will do the job to a reasonable schedule, and on the other, that the state
of the art is now quite ready for the undertaking.
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A REVIEW OF TRANSHORIZON PROPAGATION
AS A POSSIBLE TOOL FOR
REMOTE PROBING OF THE ATMOSPHERE
Donald C. Cox
Stanford. Electronics Laboratories
ABSTRACT
This report reviews transhorizon
propagation experiments from the view-
point of their possible use as remote
atmospheric probes. It is concluded.
that the state or structure of the
atmosphere cannot be inferred. unam-
biguously from measurement techniques
used. in experiments reported. to date.
Extensions or combinations of avail-
able techniques, however, appear prom-
ising for use in the remote probing
of the atmosphere.
1. INTRODUCTION
This report considers the topic of transhorizon propa.ga.-
tion or tropospheric scatter in the light of its possible use as
a. technique for the remote probing of the earth's atmosphere.
This technique, like all ra.d.io techniques, can yield. information
only about the index of refraction or dielectric constant of the
atmosphere. Since the mechanism which is usually involved. in the
transmission of these UHF or microwave ra.d.io signals beyond. the
optical horizon is the refractive index variations or fluctuations
in the atmosphere, these variations or fluctuations are the pa.ra.-
meters which can most readily be studied by this measurement
technique. This report d.oes not d.ea.l with the topics of "ducting"
or other average refractive effects or with the effects of rain
or other precipitation. Some of the atmospheric parameters which
are possible candidates for study using transhorizon propagation
measurements are
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1. drift (wind.) and. internal motions as they affect the
doppler spectrum or fading of the ra.d.io signals;
2. statistical characteristics or properties of the
random fluctuations or variations in the atmosphere
as they are related. to frequency and. angular depen-
dence of the mean scattered power;
3. nonuniformities in the statistical characteristics of
the atmosphere such as inhomogeneity or anisotropy
which exist to a. scale resolvable by practical measur-
ing devices (usually antenna.s);
4. stratification tendencies in the atmosphere.
Currently these parameters cannot be determined with much
certainty as will be seen in the following review of reported.
transhorizon propagation experiments.
In this report the term "remote probing" is interpreted.
to mean the unambiguous determination of the state or structure
of the atmosphere or the quantitative determination of some a.tmos-
pheric parameter from radio measurements ma.d.e at locations
(usually on the ground) remote from the region being investigated.
All information necessary for determining the parameter value or
atmospheric state should. be contained. in the ra.d.io measurements
themselves or in other simultaneously made measurements, that
is, it should. not be necessary to include in the interpretation
of the state or the parameter value any assumptions which are not
supportable by the direct measurements themselves. The measured
atmospheric parameters may be localized. in time (fractions of
seconds) or space (a few feet) or may be averaged over some larger
region in space (hundreds or thousands of feet) or time (a few
hours). Parameters averaged. over extremes of space (for example
the atmosphere from the earth's surface to the end of the sensible
atmosphere) or time (over many hours or even d.a.ys) are not con-
sidered. useful in defining the state of the atmosphere with remote
probing. Because of these quite definitive requirements placed.
on the interpretation of the words "remote probing" this report
tends to be somewhat pessimistic in its view of results from
transhorizon propagation experiments which have been conducted in
the past.
Much of the early work in transhorizon radio propagation
was concerned. with communications system applications and. the
parameters which were measured. in experiments were usually long-
term averages which were not very useful for determining atmos-
pheric characteristics a.t any given time. A screening of the
literature has been made and. experiments which deal with parameters
which are of use only to communications system designers are not
included in this review. That is, this report concerns itself
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with the subject of transhorizon propagation only as it relates
to remote probing of the atmosphere.
2. A BRIEF REVIEW OF THE THEORY OF TRANSHORIZON PROPAGATION
The theories which attempt to describe tra.nshorizon pro-
pagation phenomena. can usually be classified into two groups. The
models which are used. to describe the variations or fluctuations
in the refractive index of the atmosphere are the major dis-
tinguishing features of the groups.
2.1 The Turbulence Theories
By far the greatest effort expended. in trying to
describe the transhorizon propagation phenomena. has been based on
a. statistical description of turbulence in the atmosphere. A
rather extensive review of this subject cain be found. in Stara.s
and Wheelon (1959). The subject has been treated. by many authors
(for example, Booker and Gordon 1950; Stara.s 1952, 1955; Gordon
1955; Booker and de Bettencourt 1955; Villars and Weisskopf 1955;
Balser 1957; Wheelon 1957, 1959; Bolgiano 1960). In the turbu-
lence treatment, the refractive index (or dielectric permittivity)
fluctuations are described. a.s a. small random change about mean
level. Early work (for example, Booker and Gordon, 1950) dealt
with the time fluctuations at a. point in space; however, later
work proceeds from the three-dimensional spatia.l variations (for
example, Staras, 1955 or Wheelon, 1959). The formalism in either
case proceeds along similar lines.
The dielectric permittivity can be expressed. as
(r~,t) = e + Ae(r,t) where r is a. 3-dimensional space vector
and. e is the mean of the permittivity. In most cases Ae(r,t)
is trea.ted as a. random process which is stationary in time and.
both homogeneous and isotropic in space. Associated. with
C(R,t) = (Aer,t)n.Ae(+R,t)), the correlation function, is a.
spectrum Q(k) related to the correlation function by
C(R) = S () j-(R) d.3 k
v
with time variation suppressed.. For the typical transhorizon
propagation path geometry in Fig. 1, the wave equation is solved
(Staras and. Wheelon, 1959; Balser, 1957; Wheelon, 1959; Staras,
1952) using the Born (Single-scattering) approximation to yield.
an equation for the ratio of received. power to transmitted. power
PR
P . Omitting constants of proportionality,
T
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FIG. 1 PATH GEOMETRY FOR TURBULENCE THEORY
PR c1 GT GR3
PT 2 V R2 2 
3
V
1 2
where the G's are gains of the transmitting and. receiving an-
tennas and. K is the particular wavenumber IKI 4- sin .
(Sta.ra.s and Wheelon, 1959. This is often expressed. as a. function
of scattering cross section a(K) as
PR ~ ~2 V
PT V
GT R u(K) d
3
V2R12
where a(K) = 7 ~(K) (Staras and Wheelon, 1959) ·
For antennas with bea.ms sufficiently na.rrow so tha.t o(K) is
approximately constant over the region in space, AV , within
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the half-power beamwidths of both antennas, the narrow-beam approxi-
mation can be applied. and. the integration can be reduced to a.
product
PR Z h2 GTGR
PR 2 __v_ (K) AVT R
Most of the experimental work reported in the literature is com-
pared. in some wa.y with equations derived. as described. above.
For inhomogeneity in the statistics of the refractive
ind.ex fluctuations, the spectrum ~(K) is in some way a. function
of the spatial coordinates (i). For anisotropy in the statistics,
the spectrum ~() is a. function of the orientation of the K
vector as well as of its magnitude. Some effects of anisotropy
have been treated theoretically (for example, see Staras 1955).
Nonstationarity is a situation wherein the spectrum '(K) is a.
function of time and is usually (but not always) slowly va.rying
compared with the random fluctuations which make up the spectrum
itself.
In the past much discussion ha.s centered. about the
shape of the spectrum H(K) but currently the Kolmogorov spectrum
which exhibits an input range at small values of K , an inertial
subrange in which (K) K , and. a. dissipation range for
large values of K (for an example of this spectrum see Sta.ras
and. Wheelon 1959) seems to be quite generally accepted.. Since
experiments d.o not appear to bear out the universal validity of
this spectrum, however, (see the review of experiments in this
report) another possibility which includes a. buoyancy sub-ra.nge
has been proposed. by Bolgia.no (1962). Various developments based.
on turbulence theory, such a.s synchronous beam swinging estimates
(Booker and de Bettencourt 1955), have been made. In beam swinging,
for example, 0 is varied in the experiment thus varying m(K)
since IKI= A- sin 2 . The mea.sured Pr is then proportional
to Q(K). In the general case where beams cannot be considered
narrow the volume integration is quite difficult.
The subject of signal fading due to drift and internal
motions has been treated only lightly in the literature a.s have
other subjects such as transmission bandwidths and. instantaneous
signal estimates.
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2.2 Layer Theories
These theories are based. on partial reflection from
stratified. atmospheric layers which exhibit a. relatively large
change in refractive index (dielectric permittivity) over a short
distance (usually height). Theoretical development based. on this
description of the variation in ind.ex of refraction has not been
a.s extensive as that based. on turbulence. Major contributions are
contained in Bauer (1956), Friis,et al.,(1957) and. du Castel (1966).
The sta.rting point for the layer theories is the
amplitude (voltage) reflection coefficient for an abrupt, infinite
dielectric discontinuity with index of refraction change across
the discontinuity of An = In2 - nl . This reflection coefficient
(p) is derived in almost all texts in electromagnetic theory and.
for the small angles involved, in the transhorizon propagation
geometry it simplifies to p t 2An where 0 is the scattering
angle. (See Fig. 2).
FIG. 2 PATH GEOMETRY FOR LAYER THEORY
If the discontinuity is gra.dua.l (as it probably is for the a.tmos-
phere) then the reflection coefficient takes on a. frequency d.epen-
dence, an angular dependence and layer thickness dependence
(Wait 1964). The ratio of received, power to transmitted power for
an infinite layer is given by
PR TR G GR 2 2
PT 64 R2
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where again the G's are the antenna gains and R is the distance
between receiver and. transmitter. For finite layers Fresnel zone
effects enter into this ratio and. for layers small compared to a.
Fresnel zone a, scattering cross-section situation exists again and.
PR = 6T2 (A _)2 (Friis, et al4.957)
PT 167 R
where the symbols are as before and. A is the area of the la.yer.
Statistics may enter this theory, for example, in
the spatial distribution of layers, in size and intensity distri-
butions and in distributions of curvature for non-flat layers
(du Castel 1966).
Layer theory results have been compared with experi-
mental results by Crawford.,et a.l.,(1959). The agreement does not
seem to be any better or any worse than the agreement between
other experiments and theories ba.sed on turbulence models.
Signal level distributions, doppler spectrum,
focusing effects, and. insta.ntaneous signal characteristics for
sinusoid.a.lly shaped. layers have been treated by Wa.terman and.
Strohbehn (1963) and Gjessing (1964). The possibility that large
angular velocities may be produced by fleeting reflection points
on irregular surfaces is demonstrated by these investigators. The
treatment of signal characteristics in general from the viewpoint
of layer theories is still in an elementary state.
The layer theories have been generally used to de-
scribe transhorizon signal characteristics in a. deterministic
manner while the turbulence theories inherently describe only the
statistics of those signals.
This is by no means a. comprehensive review of all the
theory of transhorizon propagation but it includes most of the main
a.reas of development and. should. provide a. basis for viewing the
experimental work in the next section. The theory of transhorizon
propagation mechanisms is far from complete. The development of
topics such as envelope fading and doppler spectrum of the radio
signal has been barely started.. It would appear that because of
the variability in the results from different time periods the
subject of transhorizon propagation theory might benefit at this
time by being approached more strongly from the viewpoint of
explaining each individual experimental observation for ea.ch
limited, time period., rather than by trying to find. universal
constants to fit averages over long time periods and. over many
experiments.
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3. EXPERIMENTAL PROGRESS
Many of the early experiments in transhorizon rad.io pro-
pagation were conducted to determine the long-term statistical
characteristics of the transhorizon signals because these para.-
meters are of interest to designers of communications systems.
In experiments of this type, parameters such a.s mean signal level,
signal level distributions (for determining communications relia.-
bility), usable frequency bandwidths, and, effective antenna, size
(aperture-to-med.ium coupling loss) were mea.sured, usually as long
term averages. These measurements were mad.e at different fre-
quencies and over transmission paths of different lengths over
different terrains and. with different minimum scattering angles.
While these experiments were invaluable in the development of the
tra.nshorizon propagation mechanism a.s a. communications medium, the
long-term averages and. simple parameters measured. could. be used.
almost equally well to support either theories based. on atmospheric
turbulence or theories based. on reflection from atmospheric layers.
It seems that for the purpose of probing the atmosphere, mea.sure-
ments which could. be used. to determine the state of the atmosphere
over time periods of a. few minutes to a. few hours are desirable.
Also because of the complex nature of the atmosphere it a.ppears
that the simultaneous measurement of several separate parameters
is required. to produce a, good. description of its state. For these
reasons, experimental works in the field. of tra.nshorizon propa.-
gation have been screened. and those which do not appear to con-
tribute substantially to the question of remote probing (i.e., do
not have sufficient "resolution") (for example: Ames, et a.l.,1955;
Bullington, et a.l.,1955; Janes and. Wells 1955; Rogers 1755-eh
1966; Mellen, et al,1955) have not been included in this report.
A number of works, however, whose major effort is along the
communications system line but which also contain a few measure-
ments of the types considered. later in this section are included..
Experiments which involve the measurement of total path
phase, doppler spectrum and group delay and. which make use of
phase-coherent measurements between precision frequency sources
are omitted. from this report because they are being reported. on
by Professor W. P. Birkemeier. This section will consid.er the
types of measurements which have been ma.d.e in transhorizon propa.-
gation experiments, conclusions which have been reached and.
possible limitations.
3.1 Beam Swinging Experiments
In its simplest form this type of experiment involves
the "swinging," in a.zimuth or elevation, of a large, narrow-beam
parabolic antenna which is being used. either for transmitting or
receiving. The receiver output is recorded during the swing to
produce an angular response pattern for the antenna. Variations
of this technique involve "swinging" both the transmitting and,
receiving antennas, or swinging the antenna feed., or using a. large
phased array with some means of appropriately varying phase shifts
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in feed. lines, or using antennas with multiple stationary feeds.
During a beam swing in either azimuth or elevation
the significant scattering region changes position in the a.tmos-
phere. Also the effective scattering angle (i.e., the magnitude
of the scattering wave vector K ) changes. For a swing in azimuth
the direction of the scattering wave vector K also varies, but
the wave vector direction remains constant or essentially constant
during a.n elevation swing.
If the atmosphere were in a. homogeneous, isotropic,
stationary turbulent state during many elevation swings of a.
narrow bea.m, then the average of the angula.r response patterns from
the swings would. trace out the spectrum of the turbulence. Pre-
dictions of the form of averaged azimuth response patterns for
such a. turbulent state have been ma.d.e. (Booker a.nd d.e Bettencourt
1955; Strohbehn 1963; Koono,et a.l.,1962). The average patterns for
both azimuth and elevation are generally broa.der than the patterns
for the same narrow beam antennas used. on a. line-of-sight path.
The exact modifications to theoretical response patterns to account
for non-na.rrow beams or anisotropic or inhomogeneous turbulence
d.o not seem to be directly available in the literature but some
intuitive estimates of this effect ca.n be ma.d.e. Nonsta.tiona.rity
in signal statistics which is due either to nonstationary atmos-
pheric conditions or to inhomogeneous atmosphere d.rifting through
the scattering region presents a. more formidable problem which has
received. little treatment.
Estimates of averaged. angular response patterns for
beam swinging experiments have been ma.d.e for a layer theory (Friis,
et a.1,1957) but again uniformity in the distribution of layers
and assumptions as to the distributions of layer sizes, orienta.-
tions and. intensities were required.. Some estimates of the
characteristics of angular response patterns for beam swings mad.e
in time period.s short compared to changes in the atmosphere have
been made (Strohbehn and. Waterman 1964; Stein, et al.,1959) for
both the turbulence theories and layer theories but the charac-
teristics to be expected. under many different atmospheric states
are not clear from the existing theoretical work.
Table I is a listing of beam swinging experiments
found in the literature. Figure 3 contains a few examples of
beam swinging data.. The early experiment reported. by Waterman
(1953, 1957) utilized. a. relatively broa.d receiving beam and. a.
narrow-beam transmitting antenna. (radar) which was rotated. at a
uniform azimuth rate so that the beam swing took less than 1/5
second.. The nea.r-insta.nta.neous angular response patterns contain
examples with multiple maxima. and examples of broadened. maxima
which are indicative of signal arriving from azimuth angles
slightly (of the ord.er of 1/20) off the great circle pa.th.
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Fig. 3(a) ANGULAR RESPONSE PATTERNS 
(From Crawford, A.B.f et al.. "Studies In Tropospheric 
Propagation Beyond the Horizon," BSTJ, Sept. 1959) 
(Copyright 1959.? The American Telephone and Telegraph Co., 
reprinted, by permission) 
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FIG. 38. AVERA(GE ANTENNA-RESPONSE.PATTERNS FOR 18-19 DEC 1962.
Fig. 3(b) AVERAGE ANTENNA-RESPONSE PATTERNS
FOR 18-19 DEC 1962
(From Strohbehn, J.W., "Transhorizon-Propagation
Measurements and. Simulated. Angular-Response Patterns,"
Final Report on Proj. 2270, Stanford Electronics La.bs,
Oct. 1963)
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Fig. 3(c) AZIMUTH ANGULAR-RESPONSE PATTERNS
(From Strohbehn, J.W., "Transhorizon-Propaga.tion
Measurements and. Simulated Angular-Response Patterns,"
Final Report on Proj. 2270, Stanford. Electronics Labs,
Oct. 1963)
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Fig. 3(d.) INSTANTANEOUS INTENSITIES RECORDED FROM 5 NARROW BEAM
ANTENNAS SEPARATED APPROXIMATELY 1/3 DEGREE IN AZIMUTH
(From Kieburtz, R.B. & Fantera, I.A., "Angle-of-Arrival
Measurements Performed. Over a. 296-KM Troposcatter Path "
Radio Science, November 1966, by permission of authorj
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Fig. 3(e) AVERAGED ANGULAR RESPONSE PATTERNS IN ELEVATION
(From Cox, D.C., "Phase and. Amplitude Measurements of
Microwaves Propagated Beyond. the Horizon," T.R. 2275-1,
Stanford. Electronics Labs, Dec. 1967)
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The experiments reported, by Chisholm, et al.,(1955,
1962) and Trolese (1955) contain a. few examples of beam swings
which illustrate angular response patterns broader than the
patterns for the same antennas used. on line-of-sight paths (i.e.,
broadened beams). The experiment reported. by Cra.wford., et a.l
(1959) contains many examples of angular response patterns from
beam swings both in azimuth and. in elevation. Exa.ct interpre-
tation of the individual swings is complicated, by the fa.ct that
the 15-second duration of each swing was not short compared to
signal fading rates. Photographic integration was used. to produce
averaged, response patterns from several swings. There is consider-
able variability between the different response patterns taken a.t
different time periods. As an example, the function describing
the d.ecrea.se in received. power with increasing elevation angle is
different at different times. The experiments reported. by Ha.ra.i,
et al.,(1960) and. Ortwein and Hopkins (1961) include averaged
angula.r response pa.tterns produced. by swinging an antenna. beam
incrementally in angle and. averaging the signal for periods of the
order of minutes at ea.ch angular increment. The observed, vari-
a.bility in the angular response pa.tterns from one time period. to
another is again characteristic of such experiments although for
some time periods nonsta.tiona.rity in signal means hinders their
interpretation.
Experiments reported. by Wa.terma.n and. Strohbehn
(1958, 1963, 1966) include angular response patterns from azimuth
beam swings with short (1/10 sec) periods a.nd also avera.ged azimuth
patterns ma.de up of patterns from many rapid, swings. The response
patterns from the rapid. swings show source regions in a.zimuth
which are usually smaller than the 1/20 resolution of the beam,
which occur individually or in simultaneous groups, which fade
independently, a.nd. which move about sometimes at azimuth rates
too fast (up to 600 mph a.t the minimum beam intersection point
of the path) to represent transport of regions in the atmosphere.
The characteristics of both the rapid swing patterns and the
avera.ged pa.tterns va.ry widely for different time period.s but the
a.vera.ged. patterns a.re consistently na.rrower than would. be predicted
from a. homogeneous turbulence theory. An experiment reported, by
Koono, et al.,(1962) presents angular response patterns from rapid
(1/60 sec) beam swings in azimuth and. averaged response patterns
in both azimuth and. elevation. A peculiar phenomenon reported. is
the existence of propagation paths both along the great circle and
off-axis in azimuth when the transmitting beam is oriented, off-axis
in azimuth. It would. seem that transmitting antenna sid.elobes
might cause such an effect but no mention is made of checking sid.e-
lobe levels. Otherwise the response patterns contain the large
variability from time period to time period. and. the broadened
avera.ge responses observed. by others.
The experiment reported. by Kieburtz and. Fantera
(1966) used. 8 different beams oriented. at different azimuth
angles or different elevation angles to simultaneously sample the
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power received. from the different angles. The sampled angles are
thus points along an angular response pattern. These fluctuate
rapidly and average to an angular response pattern which is broad.
compared. to the line-of-sight pattern of the antennas used.. The
averaged elevation patterns are complex. The average pattern
characteristics are different for different time periods.
The experiment reported. by Cox (1967) includes
angular response patterns from elevation beam swings with periods
of 0.01 sec and averaged elevation patterns mad.e up of patterns
from many rapid. swings. The response patterns from the rapid.
swings show source regions in elevation which are usually smaller
than the 0.30 resolution of the beam, which occur individually or
in simultaneous groups and. which fa.d.e independently. The cha.rac-
teristics of both the rapid. swing patterns and the averaged.
patterns vary widely for different time periods. The va.riation in
the elevation patterns runs from some which indicate average source
regions much less than 0.30 wide in elevation to average source
regions which appear to be inhomogeneous in elevation angle
(vertical). These averaged angular response patterns precisely
illustrate the different characteristics seen in practically all
the other beam swinging experiments in elevation.
Additional experiments reported. by Bolgiano (1963)
and. by Gjessing (1960, 1963, 1964, 1966) involve beam swinging
but are discussed. separately later.
The ideal beam swinging experiment would. appear to
be one in which narrow beams both in azimuth and. elevation and. at
both transmitter and. receiver are swung simultaneously and. rapidly
with respect to atmospheric motions to sweep out the entire
scattering volume. Motion of scattering or reflecting regions
could, be accurately followed. this way.. Averaged two-dimensional
response patterns could. be produced which would. yield. the scatter-
ing cross section of the common volume a.s a function of spatial
coordinates. A measurement of the degree of homogeneity and. a.
measure of angular dependence of the turbulence spectrum plus a
measurement useful in determining anisotropy of turbulence would.
result. Even such an extensive experiment, however, is not
sufficiently powerful alone to uniquely determine the atmospheric
structure.
All of the experiments reported, exhibit some limi-
tations when compared to an idea.l experiment. In some (Hara.i,
et al.,1960; Ortwein and. Hopkins 1961) averages are taken at
different angles at different times. Nonstationary signal means
contaminate data. taken this way. Some experiments swing a. beam
narrow in either azimuth or elevation but not both (Waterman 1958;
Strohbehn 1963; Strohbehn and. Waterman 1966; Cox 1967). None of
the experiments rapidly swings both transmitting and receiving
antennas in both azimuth and. elevation over the same time period..
In spite of these limitations, the experiments when reviewed. as a
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group show that
1. the experimental data contain much variability
from one time period. to another which is most probably indicative
of different atmospheric states at different times.
2. the atmosphere exists in states which are some-
times quite homogeneous but at other times quite inhomogeneous in
elevation angle (vertical direction).
3. extensive variations from time period to time
period also exist in the azimuth angular response patterns (hori-
zontal patterns) indicating either changes in homogeneity, isotropy,
turbulence spectrum angular sensitivity, or even the scattering
mechanism itself.
4. the experiments are not sufficiently definitive
to differentiate between partial reflections from many layers and.
scattering from turbulent media. since similar experiments can be
shown to agree with predictions from both theories.
5. instantaneous scattering or reflecting regions
small in extent move too rapidly at times to be caused by trans-
port of atmosphere alone.
3.2 Pulse Transmission Experiments
The transmission of pulses over a. transhorizon propa-
gation path with precise timing at both ends should. permit the
determination of path length and. thus an estimate of height of the
scattering region or regions. Alternatively, if too many paths
exist the resulting pulse distortion should. give a. measure of the
extent of the scattering region.
Experiments involving the transmission of pulses
were reported. by Chisholm, et a., (1955, 1962) and are summarized
in Table II. In these tests at times there was little or no
broadening of pulse width even though during fad.es some pulse
distortion occurred., at times more than one unbroa.d.ened. discrete
pulse was observed. indicating more than one distinct scattering
path and at times the pulses were broadened. or smeared. by multiple
propagation paths. Differential delays of 2 to 8 ptsec were
observed. between discrete received. pulses resulting from the same
transmitted pulse. Pulses were observed which corresponded to
paths - 20,000 ft to + 90,000 ft above the minimum beam inter-
section point of a path which was 640 miles long. Both pulse
broadening and distortion were reduced. by using narrow-beam
antennas.
Although this technique appears quite good. for
exploring the extent of the active scattering region, very little
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work has been done using it. Again it would appear that pulse
transmission would need. to be used in conjunction with other
techniques (such a.s beam swinging) to produce a. reasonable picture
of the scattering mechanism at any given time.
3.3 Frequency Sweep Experiments
Rapid. sweeping of the transmission frequency during
transhorizon propagation experiments has been used. to determine
what frequency bandwidth can be used. for information transfer.
The wid.th of the frequency band. over which fading is correlated.
is related. to the separation between actual scattering locations
in the scattering volume since the rapid. fading is caused. by phase
cancellation between the signals from the different scattering
locations. Estimates of the separation between scattering regions
were made by Crawford, et al.,(1959) but there appears to be no
extensive work relating these types of measurements to atmospheric
characteristics. Frequency sweep experiments were run by Crawford,
et al.,(1959), by Tremblay (1962) and. Strohbehn (1963). They all
report that the signal fad.es at different wide-spaced frequencies
(several Mc apart) at different times. The frequency separation
for a. given correlation of the fading at two different frequencies
varies from time period to time period. The estimate of frequency
separation for decorrelation made by Crawford., et al,on the basis
of information from beam swinging measurements shows some agree-
ment with measured. frequency correlation widths. Chisholm,et al,
(1962) transmitted. 3 discrete modulation sidebands and mea.sured.
the correlation of the fading between sideband.s. His results also
show a decrease in correlation between fading as the frequency
separation increases. Table III summarizes these experiments.
3.4 Cross-Correlation Techniques
This type of experiment involves measuring the
signal amplitude (or possibly phase) at two or more different
antennas with different spacing and. correlating the fluctuations
between pairs of antennas. Ideally, measurements are ma.d.e simul-
taneously at all antenna spacings of interest. The simultaneous
measurements permit correlations to be compared with each other
without contamination due to nonsta.tiona.rity in the signal sta.-
tistics. Predictions of correlation as a function of antenna.
spacing were made by Stara.s (1955). These were based on a. uni-
form turbulence model which included some anisotropic effects and.
effects of height dependence of atmospheric fluctuation intensity.
Table IV is a summary of experiments which measured. spatial cross
correlation.
Data from the experiment by Barsis et al,(1954) is
compared with theoretical curves in Stara.s (19555. In genera.l
these are long-term averages. Chisholm (1962) formed, cross corre-
lations as a function of horizontal antenna spacing for two spac-
ings only. Again-these were long-term averages.
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This technique has been exploited. somewhat more
extensively by Fehlha.ber (1967) who used. simultaneous measurements
from 3 antennas in 3 different configurations ( o o o ; and 
The correlations show a large amount of variability from one time
period. to another. The comparisons of the correlation coefficient
at a given vertical spacing with the correlation coefficient for
horizontal antennas with the same spacing sometimes show evidence
of a.nisotropy. For these comparisons the correlations were formed.
from data taken over the same time period.. No evid.ence of vertical
d.rift is seen in the vertical correlation functions. Shifts of the
maxima of the horizontal correlation functions with time lag are a
measure of horizontal drift velocity. This velocity correlates
with some wind measurements.
Correlations of amplitude data taken simultaneously
with 12 antennas spaced. vertically were reported. by Cox (1967).
There is considerable variability in the shapes and widths of the
correlation functions for different time periods. Characteristics
in these functions are identifiable with characteristics observed
in angular response patterns from beam swings produced by using
the 12 antennas as a. phased. array. There is no evid.ence of verti-
cal drift in the correlation functions with time lag. The corre-
lation functions for some time period.s agree quite well with the
theoretical predictions of Staras (1955) but for other time periods
the agreement is very poor.
This experimental technique, although quite powerful,
is not sufficient to resolve the state of the atmosphere by itself.
It has not been very widely used..
3.5 Examination of Fading Rates
Fad.ing rates and Doppler spectra are closely tied.
to internal motions in the atmosphere and to drift of the a.tmos-
phere (wind). The subject of phase-coherent and. frequency-coherent
techniques is being reviewed. by Professor Birkemeier and will be
omitted. here. A brief mention will be made, however, of the use
of envelope fading to determine atmospheric motion. Three measures
of envelope fading rate have been used.. They are the number of
positive-slope zero crossings per second, the width of the auto-
correlation function, and power spectral density of the envelope.
Table V summarizes these experiments.
In the experiment reported by Norton (1955) fading
rates were found. to be approximately proportional to transmitter
frequency on the basis of 3 different frequencies. Fading rates
correlated. well with wind measurements.
Ortwein, et a.l,(1961) reported. poor correlation be-
tween fading rates and wind measurement.
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Chisholm (1962) reports that the fading rate increases
when antennas are aimed. off path.
Strohbehn and, Waterman (1963, 1966) and. Cox (1967)
show many samples of envelope a.utocorrela.tion functions. These vary
considerably from time period. to time period.. Strohbehn shows
that the width of the autocorrelation function usually follows the
trend. of measured. winds. Cox reports shorter correlation times
during the day than a.t night.
Laaspere (1958) reviews the topic of fading rates.
In general there are experiments in this area for
which the fa.ding rates correlate well with mea.sured wind and. some
for which the correlation is poor. There does not a.ppea.r to have
been sufficient effort (theoretical or experimental) in this area.
to form useful conclusions. Fading rate measurement should be a.
fruitful technique to use in conjunction with other techniques
(such as beam swinging) to produce some measurement of atmospheric
drift and/or internal motion. Interpretation of these rates is
somewhat clouded. by the rapidly moving reflection points or
scattering regions observed. by Waterman (1958) in a. rapid. beam
swinging experiment in azimuth. It a.ppea.rs tha.t reflection points
may move at rates not related to actua.l transport of atmospheric
material. If this effect occurs frequently, it most certainly
will contaminate the quantitative measurement of actual atmospheric
motions, both internal and. drift (wind).
3.6 Multiple Frequency Experiments
Experiments of this type are designed to measure the
wavelength dependence of the atmospheric turbulence spectrum (K').
In order to yield information about'the same atmospheric region
both the transmitting and. receiving antennas must illuminate the
same atmospheric region (i.e., be wavelength scaled.). Table VI
summarizes experiments using more than one frequency.
There are several experiments in the literature
[for example, Bullington (1955); Chisholm,et al.,(1955) and
Cra.wford, et al.,(1959)] which utilized. more than one frequency but
their results are not of a form which yield.s a. direct interpreta.-
tion of wavelength dependence over time periods of a, few minutes
(i.e., long enough to be statistically significant but short
enough to avoid, long-term drifts).
A multi-frequency experiment using antennas with
similar beam patterns (antennas wavelength scaled) was conducted.
at Cornell University in 1956. According to Bolgiano (1959) at
Cornell the results were not conclusive.
Bolgiano (1959) reported. on an experiment by Chis-
holm, et al.,(1957) which used. scaled. antennas (similar beam patterns)
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at two frequencies. The results indicate that the wavelength
dependence is not constant but varies from one time period to
another. The experiment reported. by Bolgiano (1964) involved. 3
frequencies and. wavelength-scaled, antennas. There was unquestion-
a.ble variation in the wavelength dependence of the scattering
mechanism observed. in this experiment. This could. be due to changes
in the turbulence spectrum itself or possibly to nonuniformities in
the atmosphere.
The technique of using more than one frequency in a
tra.nshorizon atmospheric probe is a. powerful tool but it alone is
not sufficient to resolve the question of atmospheric structure
at any given time.
3.7 Measurement of Anisotropy and. Inhomogenity
An experiment reported. by Bolgiano (1963) combined.
some aspects of the beam swinging and the multi-frequency experi-
ments. Antennas with similar beam patterns (wavelength-scaled.)
were used. a.t 3 widely separated frequencies (0.84 Gc, 2.8 Gc
and. 9.1 Gc). Averaged received. power measurements were mad.e with
the 0.84 Gc antennas aimed. 30 off the great circle path, the 9.1
Gc antennas aimed. along the grea.t circle, and. the 2.8 Gc antenna.s
swung in alternate half hours from along the great circle to 30
off the great-circle path. Average amplitude samples thus were
taken of the scattering from the same two size (related. to the
wavenumber I Ri) components of 3 meters and. 1 meter with the K
vector vertical for the great circle path and. at an angle of - 700
from the vertical for the path 30 off the great circle. The
results, which at times indicate different wavenumber (size) d.epen-
dence for the different K vector orientations are interpreted. to
mean that the atmosphere was anisotropic (i.e., that Q(i) was
a. function of direction of K) for those time period.s. At other
time periods interpretation of the results indicates isotropic
conditions. Again the variability from time period. to time period.
is present. Since the d.a.ta. for a. given comparison were not taken
simultaneously, but a.t 1/2 hour intervals, one is forced. to suspect
tha.t non-stationa.ry conditions might have existed. to contribute to
the observed results, possibly in addition to conditions of aniso-
tropy (or inhomogeneity). This experiment illustrates, however,
that combinations of experimental techniques can be successfully
applied to define better the state of the atmosphere over a, given
time period. but it also points up the desirability or rather the
necessity for measuring all required. parameters simultaneously
for a. given interpretation.
An experiment reported. by Gjessing (1960, 1963,
1964, 1966) involves carefully controlled. synchronous swinging in
azimuth and in elevation of both transmitter and. receiver beams.
The swinging is done in such a. way that sometimes the scattering
angle (i.e., IKI ) remains constant while the direction of K
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varies (combined. azimuth and elevation swing), sometimes swings are
mad.e so that the direction of K remains constant while the sca.tter-
ing angle (IKI) varies (elevation swing only), and in other cases
swings are made so that the scattering angle (IKI) remains con-
stant and. the direction of K remains constant to within ;2o
(elevation swing only). In all cases the atmospheric scattering
region varies during the swing. These measurements should indicate
to some extent the degree of anisotropy and. inhomogeneity and. the
angular dependence of the scattering cross section [and. thus (K)].
Results of the experiments are interpreted, to indicate that for
some time period.s the atmosphere is isotropic and. homogeneous and.
for other time period.s it is either a.nisotropic or inhomogeneous
or both. A large amount of variability exists in the da.ta from
time period. to time period.. Interpretation of the d.ata. requires
use of an inhomogeneity measurement to remove inhomogeneity from
the isotropy data. a.nd the angula.r dependence d.a.ta. Since the
inhomogeneity may not be the same everywhere some error may result
from this procedure. Also, again, all measurements are not mad.e
simultaneously--thus the specter of NONSTATIONARITY raised. its
head. again. This experiment makes more complete use of the capa-
bilities of synchronous beam swinging than d.oes any other experi-
ment reported. to d.a.te and serves as a good. example of the tech-
nique's versatility.
3.8 Meteorological Measurements for Compa.rison with
Radio Measurements
For most of the transhorizon propagation experiments
reported. in the literature associated meteorological measurements
either were not made a.t all or were gathered. from existing, but
usually not optimally located., weather stations. The experiments
for which correlation between the radio observations and. available
meteorological observations was possible usually exhibit poor
correlation. One exception to this experimental deficiency is
noted. in Ortwein, et a1,(1961). During this experiment extensive
surface weather data were collected, refractive ind.ex profiles
were taken using airborne refractometers and supplementary bal-
loon observations (pibals, Raobs and Ra.windsondes) were made.
Generally, the weather data were used. to select time periods when
turbulent conditions should exist. Radio da.ta. for these time
periods were then compared. with turbulence theory predictions.
In general, effects of elevated. inversions were noted. on elevation
angle beam swings but not on azimuth beam swings, large variations
in atmospheric characteristics correlated. with radio measurements
and sometimes variations in wavelength dependence could. be id.enti-
fied. with variations in observed atmospheric structure.
Though the task is extremely difficult it appears
that considerably more meteorological data need. to be taken and
more detailed meteorological analysis needs to be made than has
been done in practically all propagation experiments conducted. to
date.
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3.9 General Observations in the Experiments
The most striking feature observed, in all the experi-
ments is the wide range of variation in the measured. parameters for
different time periods regardless of what parameter or parameters
were being measured, in the experiment. This variation would, ind.i-
ca.te that all the experiments differentiate between different at-
mospheric states even though the states may be too complex to
identify with the simple measurement or measurements made.
A second. observation is that any given set of measure-
ments can usually be interpreted. in different ways. Examples are
that beam swinging data with similar chara.cteristics ca.n be used.
to support both layer theories and. turbulence theories, that d.ata.
taken at different time periods can be combined. and interpreted.
to indicate either inhomogeneity or nonstationarity due to changing
atmospheric states or sometimes anisotropy, and. that beam swinging
data in elevation can be interpreted. as an indication of different
turbulence spectrum angular dependence or of a height dependence
in the fluctuation intensity of turbulence (a. kind. of inhomogeneity).
These problems result because there are not a. sufficient number of
measured parameters to permit the sorting out of all atmospheric
states and. assumptions of homogeneity or isotropy or sta.tiona.rity
are necessary to permit interpretation at all. Variations in one
parameter like a.nisotropy which are "measured." in some experiments
are assumed not to exist in the interpretation of other experiments.
A third. observation, which must be ma.d.e with care and.
caution because of the previous observation, is that during some
time periods the atmosphere appears to be in a. state of nearly
isotropic, homogeneous,' noncha.nging (stationary) turbulence with
a. spectrum which is quite close to that predicted. by Kolmogorov
or Obukhov, while during other time period.s the turbulence may be
anisotropic and/or inhomogeneous and/or changing with time. During
still other time periods the atmosphere may tend. toward. a stable
state with the major irregularities being caused by stratified
layers with different cha.ra.cteristics.
A fourth observation is that at times the signifi-
cant scattering region is smaller than the resolution of angle-
and. distance-measuring instruments used. in the experiments.
A fifth observation is that at times the measured
parameters are quite stationary for time periods of the ord.er of
hours while at other times the measured parameters may change by
a, large amount in a. few minutes.
A sixth observation is that the question of the
mechanism of propagation (partial reflection or scattering from
somewhat localized regions or scatterers) is not resolved..
Evidence suggests that maybe there is not a. unique mechanism but
that scattering and. partial reflection may both occur. This
suggests that some problems in measuring atmospheric velocities
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may be encountered, if the velocity measured by radio methods is
partially due to fleeting reflection points.
The last observation mad.e by this author is that
during the conduct of most transhorizon propagation experiments
the measurement and analysis of meteorological parameters is not
sufficient for determining the state of the atmosphere at the time
of the experiment.
3.10 Requirements for Definitive Experiments
The only obvious general conclusions which result
from a careful survey of reports describing pa.st transhorizon propa-
ga.tion experiments are that either
1. It is not possible to determine anything very
definitive about the state of the atmosphere
or atmospheric motion from such measurements, or
2. The "tools" used. in experiments so far were not
sufficiently powerful or sufficiently numerous
to define the states or motions in the atmos-
phere.
Choice of 1. runs contrary to the history of scientific mea.sure-
ments; therefore 2. would. seem to be the most likely conclusion.
With this in mind. possible ways to strengthen such experiments will
be explored..
The atmosphere exists in a. variety of different com-
plex states which are functions of both space and. time. A logical
development of experimental requirements might progress as follows:
The problem of resolving the changes of atmospheric
state with time requires that all measurements must be made simul-
taneously and. suggests that measurements should be mad.e at rates
greater than rates of change in the atmosphere.
The problem of defining the atmospheric state in a.
small region probably is approached best by using high-resolution
(na.rrow beam) antennas. The antenna. beamwidths at all frequencies
should. be the same. It appears desirable to measure independently
two parameters which should. produce identical dependence at least
for some atmospheric states. A good. possibility is the use of a
number of frequencies to establish the wavelength dependence of
the scattering mechanism in the small region and. simultaneously,
from several receiving sites, (see Fig. 4) determine the angular
dependence of the scattering mechanism in the same region.
Antenna. beams at different sites need. to be scaled to illuminate
the same volume from all sites. If the mechanism were turbulence
which was homogeneous in the small region then angular dependence
and wavelength dependence should. be the same. Other states would.
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FIG. 4 GEOMETRY FOR DETERMINING ANGULAR DEPENDENCE
usually produce an angular dependence different from the wavelength
dependence. The problem of describing the atmosphere throughout
the entire volume accessible from the instrumentation sites might
then be met by synchronously and. rapidly sweeping the transmitting
and. receiving beams in such a. way that the entire volume is swept
out by the intersection region between the beams. This procedure
should. determine the extent of anisotropy and. inhomogeneity in the
entire volume. Height d.ependence of fluctuation intensities should.
also be resolvable. To produce a 3-d.imensional picture of the
atmosphere in the volume would. require two sets of experimental
apparatus operating perpendicularly to ea.ch other (crossed. paths).
The measurement of doppler spectrum for velocity
determination would. require the precise generation of all fre-
quencies. Since the procedure described above would. permit the
"tracking" of fleeting reflection points, the effects of these
on the determination of actual atmospheric velocities from the
doppler measurements could. be d.efined..
So far these suggestions point to rather extensive
experimental instrumentation and techniques which are extensions
of techniques a.lrea.d.y applied. individually. The d.a.ta. reduction
requirements from such an effort also would be quite large since
the instrumentation would produce something of a. data explosion.
It appears, however, that the collection of definitive data. on
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atmospheric state from transhorizon propagation experiments would.
require at least two and probably all of the experimental capa-
bilities mentioned, above to circumvent the need. for making insupport-
able assumptions about the atmosphere in order to interpret data
from more limited. measurements.
In addition to such an extensive electromagnetic
measurement program, extensive meteorological measurements both
on the surface and within the scattering region should. be ma.d.e and.
analyzed to provid.e an independent check on the results from the
transhorizon propagation probe.
The ba.sic requirements then appear to be
a.. simultaneous rapid. measurements
b. high angular resolution (from an antenna
array or large multi-feed. antenna) with
the same bea.mwid.ths at all frequencies
c. multiple frequencies precisely determined.
d.. synchronous pointing of transmitting and.
receiving antennas
e. multiple receiving sites along the path line
It should. be pointed. out that even the pursuit of
such an ambitious measurement program as that outlined. above
carries no guarantee of success at this time--it is only that such
a program seems to be the most likely to succeed. when viewed, in
the light of past experiments.
4. ADVANTAGES AND LIMITATIONS OF TRANSHORIZON PROPAGATION
PATHS AS REMOTE ATMOSPHERIC PROBES
Assuming that the technique of transhorizon propagation
measurements were developed into a useful probing tool, two of its
advantages would. be
a.. Measurements could. be ma.d.e over a. rather wide volume
of space from one set of installations, and.
b. Requirements for site locations would. not be criti-
cal. (No mountains or tall towers would. be required.
as might be for a line-of-sight probe).
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Some of the limitations of the technique would. be
1. It is best suited, to measuring characteristics
averaged, over regions in space defined by the
intersection of two antenna beams (on the order
of several hund.red to a, few thousand. feet square).
2. It is not suited. to making measurements near the
ground.. The useful region starts several hundred.
feet to a, few thousand feet above the ground. d.epend.-
ing on the paths.
3. It is more sensitive to atmospheric characteristics
a.t altitudes near the minimum beam intersection
altitude of a. given path and. the sensitivity falls
off quite rapidly above this altitude because of the
angular-dependent nature of any of the scattering
or reflecting mechanisms.
4. Some means must be provided. for rejecting d.ata taken
when aircraft fly through the scattering region.
5. FACILITIES AVAILABLE
There are no facilities available with the complex capa-
bility suggested. in section 4 of this report; however, there are
some facilities intact which have been or are being used. in trans-
horizon propagation research. Below is a. partial list of such
facilities:
A. University of Wisconsin - Collins Rad.io
This facility is equipped. with stable-frequency-
generating equipment and is being used. for path
phase and. doppler measurements. (See paper
by Prof. Berkemeir in this Section.)
B. Stanford. University, California.
A large-aperture 12-element antenna, array is avail-
able and. is currently in use. The total aperture
is adjustable but is currently set at 162.5 wave-
lengths (50 feet). The array is oriented. vertically
but can be positioned. horizontally or even split
for some horizontal and. vertical resolution. The
array and. associated equipment must operate at
3.200 Gc because of the way both transmitter and.
receiver frequencies are generated. The frequencies
are generated, with sufficient precision to permit
measuring the doppler spectrum. The basic data.
recorded are amplitude from each element and. phase
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difference between adjacent elements. These measure-
ments are ma.d.e at rates up to 100 samples from all
12 elements per second.. (See Cox 1967).
C. University of Wa.shington
A 10-element horizontal antenna array with an element
spacing of 17 feet (aperture 153 feet) is being con-
structed. This array will operate at about 900 Mc
when completed.
D. Cornell University, New York
Equipment for conducting experiments a.t 3 frequencies
(840 Mc, 2.4 Gc and. 9.1 Gc) with wavelength-scaled
antennas (28 feet, 10 feet, and 4 feet in diameter)
for both transmitting and. receiving has been used.
at Cornell. Availability of the equipment is not
known to this author. (See Bolgiano, 1964).
E. Rome Air Development Center, New York
Multiple Feed. 28 foot parabolic reflectors with
0.30 beams for use at 7.8 Gc have been used recently
for angle, of arrival measurements. (Kieburtz, et al.,
1966). Availability is unknown.
6. SUMMARY
Many attempts have been made at determining characteristics
of the atmosphere from characteristics observed. in ra.d.io signals
propagated beyond. the horizon. From the viewpoint of scientific
investigation much progress has been made in defining the problem
area in general, the mechanisms involved., the parameter charac-
teristics and. ranges and. to some extent the relationship between
the parameters and. the atmosphere. From the viewpoint of remote
atmospheric probing, however, the interpretation of any one set
of radio measurements is not sufficiently definitive to permit the
unambiguous determination of atmospheric sta.te or structure or the
quantitative determination of some atmospheric parameter. That is,
the interpretation of all measurements ma.d.e to d.a.te requires the
use of assumptions about the atmosphere which are not directly
supportable by the measurements themselves. The outstanding fea.-
ture of the characteristics of the tra.nshorizon signals is their
extreme variability from one time period. to another. This vari-
ability indicates that the signal characteristics are a. good. dis-
crimina.tor of changes in the atmosphere itself.
It would, appear that too much theoretical and. experimental
effort has been expended trying to determine universal, gross,
overall characteristics for the atmosphere such a.s the turbulence
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spectrum (K) when the experimental data seem to indicate that
such universal characteristics d.o not exist for the wa.venumbers
(K) involved. in tra.nshorizon propagation. More detailed and. com-
plex experiments seem to be required. to provide a sufficient number
of more or less independent parameters for use in sorting out the
complex characteristics of the dielectric permittivity fluctuations
in the atmosphere. These experiments should. include sufficient
meteorological measurements to provid.e a. good check on the con-
clusions rea.ched from radio signa.l measurements. Although results
from past experiments suggest that the analysis of data from such
complex experiments would. yield. a. better description of the a.tmos-
phere than has been possible so far, there certainly is no gua.ra.n-
tee that this success would be achieved..
Because of the present state of knowledge of transhorizon
propagation phenomena., signals propagated beyond. the horizon do
not appear suitable for current use as remote atmospheric probes.
Because of the va.riability in the characteristics of these signa.ls,
however, they do appear to hold. considerable potential for such
use. The development of this potential definitely should. be
continued.. More definitive experiments which make use of combi-
na.tions of measurement techniques and more complete theory to aid,
in the interpretation of the measurements a.re needed. to develop
this potential.
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IDENTIFICATION OF ATMOSPHERIC STRUCTURE
BY COHERENT MICROWAVE SOUNDING
William P. Birkemeier
University of Wisconsin
ABSTRACT
Two atmospheric probing experiments
involving beyond-the-horizon propagation of
microwave signals are reported. In the
first experiment, Doppler-shift caused by
the cross-path wind is measured by a phase-
lock receiver with the common volume dis-
placed in azimuth from the great-circle.
Variations in the measured Doppler shift
values are explained in terms of variations
in atmospheric structure. The second
experiment makes use of the pseudorandom
sounding signal used in a RAKE communication
system. Both multipath delay and doppler
shift are provided by the receiver permit-
ting the cross section of the layer
structure of the atmosphere to be deduced.
The angular dependance and the cross-path
wind in each layer are displayed.
1. INTRODUCTION
This paper is concerned with the problem of identifying the structure and
dynamics of the atmosphere from the coherent detection and analysis of sound-
ing signals after their transmission through the scatter medium. Section I
discusses the coherent CW soundings performed on the UW-Collins 230 km -link.
This work, which relies on the antenna beams for spatial resolution, has
successfully identified cross-path winds in scattering strata at different
heights and has led to a model which hopefully improves the understanding of
the role of cross-path winds and atmospheric layer structure in the propaga-
tion mechanism. A model is presented which predicts the doppler shift of the
337
IDENTIFICATION OF STRUCTURE BY MICROWAVE SOUNDINC
received signals in terms of the cross-path motion of the scatterers through
the family of ellipsoids of constant path delay. This model also predicts a
unique amplitude vs. path delay and doppler-shift relationship for scatterers
that are moving with a given horizontal cross-path wind speed in each strata.
Successful tests of amplitude vs. doppler shift for this model were per-
formed by synchronously pointing the UW and Collins antennas off the great
circle and noting that the average doppler shift increased appropriately with
antenna beam displacement from the great circle.
A more useful test of the model which is discussed in Section II became
possible with the results of certain RAKE channel sounding experiments describ-
ed by Barrow,et al., (1965) and Abraham, et al., (1967). Interpreting the RAKE
data in terms of the model yielded layer heights and wind speeds that compared
favorably with the weather bureau sonde data available at the nearest times and
location. Since the RAKE technique achieves spacial resolution by the use of
wide-band, short correlation-time sounding signals rather than by small antenna
beams, several system advantages are realized. These are discussed in Section
3, together with a hybrid system which would employ a vertical fanbeam.
2. CW SOUNDING ON THE UW-COLLINS LINK
In the UW experiment, a phase-stable 960 MHz, CW signal derived from a
1 1IHz standard is transmitted at 10 kw from a 28 ft. steerable paraboloid at
the Collins Communication Research Facility (CCRF) near Cedar Rapids, Iowa, to
the University of Wisconsin Facility (UW) near Arlington, Wisconsin (Figure 1).
The signal received at UW on a 28 ft. steerable paraboloid is phase-coherently
retransmitted at 810 MHz and 1 kw from the same (duplexed) antenna to CCRF.
The transponded signal is received at CCRF on a separate 28 ft. paraboloid
slaved to the CCRF transmitting antenna. The round-trip signal is phase com-
pared with the signal from the original standard in a linear phase-detection
system. The phase difference, due almost entirely to the propagation path, is
continuously recorded on two simultaneously available ranges (17.12w and 60w
radians). Each phase output automatically resets at its range limits, thereby
providing linear, piece-wise continuous data over an unlimited number of
cycles, (Figure 2). Residual phase noise of the closed-loop system is about
300 rms. Experimental error introduced by the antenna pointing systems is con-
sidered negligible. Antenna pattern measurements revealed a constant great-
circle misalignment of approximately 0.20. Data illustrated in Figures 3
through 9 have not been adjusted for this small error.
The signal phase behavior includes a wide range of variations
(Birkemeier, et. al., 1965). Certain features are consistently noted. Phase
"jumps' of up to, but not exceeding, r radians occur coincident with deep
fades, indicating the interference nature of the fading phenomena. With the
exception of these phase jumps and occasional periods of aircraft interference,
the instantaneous phase rate never exceeds that which can be produced by tropo-
spheric winds. When the antennas are aligned on the great-circle azimuth the
phase has essentially zero average slope. Random variations over several
minutes rarely exceed about 10 radians (Figure 2). When the antennas are
synchronously set to positions off the great-circle azimuth, the phase accumu-
lates continually in one direction (Figure 2). Random phase variations about
the average slope also become more rapid, suggesting that the phase spectrum
of the received signal is dependent on the antenna pointing angle.
The average slope of the phase-versus-time record corresponds to an aver-
age doppler shift and at a given antenna angle is clearly defined over a few
minutes (Figure 2).
A series of beam-swinging experiments revealed the average doppler shift
to be a systematic function of the antenna pointing angle and the direction
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Figure 3. Measured average Doppler
shifts vs. time for aa = 1.00.
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TIME (CST)
1500 1600 1700 1800 1900
1.5- 25 JULY 1967
Table I 000 00
Sea Swinging Experiments .1.0
Time at Sequence
Experient Date Time(CST) Each Anqle of Angles' IT
A 10 June 1966 1437-1750 I I I- OO
8 7 July 966 1015-1430 2 2 L 0.5-
C 21 Sept. 1966 1211-1313 1 3 I
D 28 Sept. 1966 0431-0626 3 3 c)
E 28 Sept. 1966 1840-1915 4 3
F 29 Sept. 1966 - 0230-0430 3 3 w O °
O 29 Sept. 1966 1055-1145 5 4 oJ OOO 00000 000
4H 24 July 1967 2225-0230 5 3 .L 0
1 25 July 1967 0440-0710 6 5 0.
J 25 July 1967 1010-1115 7 3 0
tK 25 July 1967 1115-1200 7 3
L 25 July 1967 1200-1315 7 3 W 0o
*Time at Each Angle O
I. I0 minutes. -0.5
2. 15 minutes. L
3. 10 minutes between 0.60 N & S, 5 minutes each larger angle. -
4. 1.5 minutes.
5. 10 minutes between 0.40 N & S, 5 minutes each larger angle.
6. 4 minutes.
7. 3 minutes. -I.
ASequence of Angles
I. 0.20 N & S. 0.4 N 6 S etc0
2. 0.40 N& S. S I.0 ° N & S 1.0° N & 5. 1.0° N & 5, 0.6 ° N S.0
3. Sequentially S to N. 0
4. Sequentially N to 5. -1.5 00
5. Sequentially S to N from 5.0° S then 5.0° S to 7.0 OS
- S '2 0 S O 1' NS 00'°2°N
ANTENNA POINTING ANGLE
Figure 4. Measured average Doppler
shifts vs. azimuthal antenna-pointing
angle and time.
and magnitude of the crosspath wind. In each experiment the antennas were syn-
chronously set for several minutes at a sequence of azimuthal angles. Experi-
mental observations are summarized in Table 1 and Figures 5 through 9.
Doppler shifts measured at equal angles on opposite sides of the great
circle are essentially identical in magnitude in Figures 5, 6 and 8. The sign
of observed doppler shifts agrees with the direction of crosspath winds in the
lower portion of the common volume, i.e., the received frequency is greater
(less) than the transmitted when the antennas are pointed upwind (downwind).
The symmetric, systematic, non-linear characteristic of these doppler shift
versus antenna pointing angle curves cannot be ascribed to nonstationary mete-
orological processes. The daily to hourly variation in this curvature suggests
dependence on the prevailing reflective angular dependence of the atmospheric
refractive structure.
The observed data will be discussed in the context of the proposed doppler
shift model which is developed in terms of the average crosspath wind. Concur-
rent wind data were obtained by tracking meteorological pilot balloons with a
theodolite at launch intervals of 30 minutes to one hour. The analysis of
tracking data included computation of vertical profiles of crosspath wind
speed. Representative crosspath vertical profiles are shown in Figure 10.
Balloons were normally launched from a field site at midpath beneath the com-
mon volume.
2.1 Doppler Shift Model
To each point in space there corresponds a ray-path length L(x,y,z) which
is defined by a ray from the transmitter to receiver passing through the given
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point. Surfaces of constant path length or phase are approximately ellipsoids
of revolution having the radio terminals as foci (Figure 11). A signal obtain-
ed via any single moving point is shifted in frequency by an amount proportion-
al to the rate at which the point cuts equiphase surfaces. Thus the "single-
scatterer" doppler shift f is given by
f l- -dL V · VL (1)
X dt X
where X is the wavelength and V is the velocity of the moving scatterer. As-
suming the simplest ray path of two straight lines through the scatterer, L is
determined using the coordinate system illustrated (Figure 11) with origin at
the midpoint of the straight (chordal) line between the terminals.
L = [(d + x)2 + y2 + z2]1/2 + [(d - x)2 + y2 + z2]1/ 2 (2)
Applying (1) to (2) yields
f = _4 ux(l - 4d2 /L2) + vy + wz (3)
= XL 1 - 16x2d2 /L'
where (u,v,w) are the (x,y,z) components of V.
The relative importance of the various terms in (3) depends on the posi-
tion of the scatterer and on the relative magnitude of the velocity components.
The along-path (u) contribution is negligible because the ellipsoids are longi-
tudinally very "flat". The factor (1 - 4d2/L2) is small, and equal to 4Zm/L2 =
4h2/d2, where zm and hm are the midpath heights of an ellipsoid above the
chordal axis and spherical earth, respectively. This factor ranges from 10-4
to 10- 2 from the bottom to the top of the common volume for the path employed
in these experiments.
At a given point, the average horizontal velocity normally greatly
exceeds the average vertical velocity. We interpret our observations in terms
of drift of scatterers with the average crosspath velocity v. Under these con-
ditions, (3) predicts for a single scatterer in the vicinity of midpath,
f = 2- v (y) - v sin a = - va (4)
where a is the azimuthal angle of the single scatterer from the great circle.
For a given crosspath wind speed, pointing the antennas to azimuthal angles
away from the great circle tends to favor scatterers at larger angles a which
consequently increases the observed doppler shifts. There are many scatterers
at various positions, however, which create a spectrum of doppler shifts in the
received signal. It is necessary to specify the doppler spectrum and its de-
pendence upon azimuthal antenna pointing angle aa in order to explain the shape
of the curves of average doppler shift f vs. aa.
Consider numerous scatterers moving with the wind, each contributing a
signal component having a doppler shift given by (4). Because of the longitu-
dinal flatness of the ellipsoids, scatterers even widely displaced from midpath
may be included with little error. For a given constant crosspath speed the
doppler shift varies linearly with crosspath position and is independent of
height. The shape of the doppler spectrum which results is principally deter-
mined by the relative strengths of scattered signals as a function of crosspath
position. The signal power from a given position depends upon the combined an-
tenna illumination pattern and upon the scattering cross section at the posi-
tion. Let G(a) denote the multiplied azimuthal pattern function of the anten-
nas and W(a) the scattered power per unit azimuthal angle. For synchronously
pointed antennas with boresights at aa,
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S(f) df - Sa(a,aa) da = G(a-aa) W(a) da (5)
where S(f) is the doppler spectrum Sa(a,aa) is the doppler spectrum written in
terms of a, and f and a are related by the scaling relation (4).
Bello (1965) gives the average doppler shift f in terms of the doppler
spectrum as
f = f f S(f) df/ f S(f) df (6)
which according to (4) and (5) may be written
f = - 2 aG(a-aa) W(a) da/ G(a-a W(a) da (7)
This equation provides a relation between f and aa in terms of the antenna
patterns and the "angular dependence" function W. W includes the azimuthal de-
pendence of scattering cross section and/or reflection coefficient depending on
the degree of anisotropy of the atmospheric structure involved. W is assumed
to decrease monotonically and symmetrically with increasing angle from great
circle. The doppler spectrum S is weighted by W toward the great circle from
aa, and the average doppler shift is reduced from the value associated with
scatterers at aa.
An angular dependence function for reflectivity based upon the Tatarski
(1961) model for a refractively turbulent medium is
n = const sin2 ~ / sinll/3(e/2) (11)
where 0 is the scattering angle and B is the angle between the electric field
vector and the ray to the receiver. The combined wind and phase data suggest-
ed that dominant signal contributions were frequently propagated via a low lay-
er of limited vertical extent. Supporting observations of tropospheric layer
structure by Atlas, et. al. (1966) and Hardy, et. al. (1966) using radar back-
scatter, and by Lane (1966) using radar and radio refractometers, stimulated
analysis of a thin, turbulent scattering layer. Using n (with sin 2f = 1) and
gaussian antenna patterns, the "doppler spectra" of Figure 12 were computed
from (5). The peaks of Sa(a,aa) occur to the great-circle side of the pointing
angle. These spectra are converted to doppler spectra by means of the scaling
relation (4) for a given average crosspath wind velocity. Numerical integra-
tion of (7) for such doppler spectra yields the set of average doppler shift
versus antenna pointing angle curves of Figure 13 for several heights of the
thin, turbulent scattering layer. These curves are symmetric in aa, a property
of (7) for symmetric W and G. A change in the magnitude or direction of the
crosspath wind changes the vertical scale or the sign of the curves but not the
shapes. The foregoing doppler shift model provides the qualitative features
and correct orders of magnitude required to interpret the data.
2.2 Interpretation
The crosspath wind profiles have in several cases permitted identification
of the height range of significant scattering.
During experiments conducted on 7 July 1966, 21 September 1966, 29 Septem-
ber 1966 and 24, 25 July 1967, the crosspath component of the wind was from the
northwest (NW) at all altitudes. The sign of the average doppler shift corre-
sponded to this direction, i.e., was positive (frequency increase) for antennas
directed toward the windward side of the great circle, and negative (frequency
decrease) for the leeward side. During the experiments of 25 July 1967 in
which the beams were azimuthally swung in both an unelevated and elevated posi-
tion, the average doppler shift was greater for the cases of elevated beams
(Figure 9). The observed increase was in agreement with greater wind speeds
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measured at the higher altitudes.
Experiments on 28 September 1966 were conducted when the crosspath compo-
nent was from the NW at all heights above approximately 400 m altitude but from
the southeast (SE) between the surface and the reversal height (Figure 10).
During the experiments the sign of the doppler shift corresponded to NW winds.
Thus although a large percentage of the total propagation path is at altitudes
below 400 m, this region did not appear to contribute the significant doppler-
shifted signal components.
During the experiment of 10 June 1966, the crosspath component was SE be-
low, and NW at all heights above 1.6 km. The sign of the average doppler shift
corresponded to the SE winds in the lower portions of the common volume.
A vertical beam-swinging experiment in which the crosspath wind reversed
direction from SW to NW at a height of approximately 1.5 km was conducted on
12 May 1967 and phase data is shown in Figure 15. With the antennas set 2.00
off the great-circle azimith and at 0.00 elevation, the sign of the average
doppler shift corresponded to the SE winds in the lower zone. When the beams
were elevated to 2.00, the average doppler shift reversed to the sense corre-
sponding to the NW winds above 1.5 km. This result suggests that a crossed
pair of bistatic, doppler-sensitive systems, measuring both crosspath wind com-
ponents, might be used to remotely measure winds.
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In their entirety these observations demonstrate that the dominant signal
contributions were reradiated in the lower regions of the common volume, as
distinct from either the upper portions of the common volume or the regions be-
tween the antennas and the common volume. This interpretation agrees with the
conclusions of earlier studies based on statistical analysis of amplitude data
by Ikegami (1960) and Fengler (1964). The next section on the RAKE data also
confirms that stronger reflecting layers tend to be the lowest in elevation.
In Figure 14, theoretical curves, similar to those of Figure 13 but com-
puted for single layers at different heights, are compared with the data of
Figure 9. For clarity, only two data curves are included. The theoretical
curves are scaled for the measured winds at the labeled heights. At low alti-
tudes, where the wind speed increased with height, the height region of agree-
ment is well resolved. The height of agreement for the case of elevated beams
is poorly defined because the wind velocity was essentially constant between 2
and 3 km altitude. Good resolution was also obtained when the same procedure
was applied to the data of Figure 6. The heights of agreement were about 1.5
and 2.0 km for experiments D and E respectively.
The model based on the Tatarski hypothesis is inadequate to explain fea-
tures of the data of Figure 8 *which were obtained during a stable, stratified
nocturnal atmosphere. Stable layers may produce highly anisotropic space cor-
relation functions of index of refraction that yield spectral energy only at
wave numbers nearly normal to the earth's surface. This results in quasi-
specular components arriving only via paths near the great circle plane. For
this reason these components have nearly zero doppler shift independent of
their scatterer's crosspath speed. Their contribution to the doppler spectrum
is accounted for by emphasizing the angular dependence function W at small a.
Since many strata of scatterers with differing angular dependence functions and
differing wind speeds would normally be included within the UW link's antenna
beams, it is hazardous to try to associate the W function in a given experiment
with a single layer. However, in the next section it will be shown that such
an identification may be possible with RAKE probing even with large beams.
3. RAKE TROPOSCATTER SOUNDING
The experiments of Barrow (1965) and Abraham (1967) analyzed in this sec-
tion were the first reported tests of the RAKE adaptive communication system
applied to the troposcatter channel.
In its normal communicating mode of operation this system employs an
estimator-correlator receiver containing a stored alphabet of reference sig-
nals. The decision as to which signal from the alphabet was transmitted in
each signaling interval is determined by cross-correlating the received signal
with each stored reference signal and selecting the one with the greater cor-
relator output.
Since the received signal is distorted by the channel, the correlation
process can be enhanced by predistorting the reference signals in the alphabet
in an identical manner. To allow this, the receiver must learn the channel
transfer characteristic and implement it as a delay-line model into which the
reference signals are fed before cross-correlation with the arriving signal.
It is the data from the channel sounding operation that is interpreted here in
terms of the atmospheric layer structure and the crosspath winds.
To enable the RAKE receiver to learn the channel's transfer characteris-
tic, i.e., its various paths, their delays, gains and doppler shifts, a 10 M}!z
wide phase-stable, periodic, pseudo-random sounding signal is transmitted con-
tinuously. Cross-correlation of this received signal with its replica at the
receiver provides a correlation function which is proportional to the received
signal intensity at those correlator delays which match the various path delays
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of the channel. This cross-correlation function is the path-delay profile. A
delay resolution of 0.1 usec. is provided in these data. Furthermore, the dop-
pler shift associated with each path shows up as the beat-frequency of the
cross-correlator output at that path delay setting. Figure 16 from Barrow
(1965) shows an example of such a cross-correlation function produced by lin-
early increasing the reference signal delay at the rate of.l1 jsec. per second.
Note the total channel path-delay profile width is about 2.8 pseconds.
A systematic increase in doppler frequency with delay is clearly visible
in the profile. This was plausibly interpreted by Barrow in terms of vertical
wind velocities through the common volume, with higher vertical wind speeds at
higher altitudes. However, it can be shown that the profile agrees closely
with the result expected from a thin layer of scatterers moving essentially
only with the horizontal wind. To show this, the doppler cycles in the profile
were counted, starting at the first arrival, and the resulting function compar-
ed to that predicted by the model. To get the predicted function, consider a
scattering point at (y,z). The path delay at the point relative to (O,z) is
given by (2) and amounts to
T = (L- in ) / c = y/ c(d + 2 )1/2 = ay (12)
min
Next, let the reference signal delay be varied linearly in real time t at
the rate of p sec/sec. If the total number of doppler cycles appearing in the
swept multipath delay profile is counted as a function of sweep time T, begin-
ning with the first-arriving signals, the result is given by
N(T) = f1 fd(t) dt (13)
where f (t) is the doppler beat frequency as a function of time.
Recalling that for the model the doppler shift varies linearly with cross-
path displacement y and that the delay time T varies as the square of y, we
have from (4) and the relation T = pt,
fd(t) = bvy = bv(T/a) 2 = bv(p/a)/2 t1/2 (14)
where b, v, a and p are constants.
Finally, iN(T) = K f0 t1 / dt = const T3 2 (15)
Figure 17 shows a log-log plot of N vs. T using the raw, counted data of the
profile. A clear power-law dependence is demonstrated, with the empirical pow-
er equal to 1.58.
Further consideration of this multipath profile revealed the likelihood
that the antennas of the RAKE link were both displaced about one-half beam-
width to one side of the great-circle path. This was evidenced by the fact
that, if the model is correct, the envelope of the multipath profile appears to
violate the possible laws of angular dependence. The envelope peaks at about
.8 pseconds and then falls with increasing delay. No AGC was used. The total
envelope amplitude change is also about 6 db, similar to the combined antenna
patterns, suggesting the profile is due to a horizontal scattering layer lying
near the bore-site intersection of the beams. Using the known antenna eleva-
tion angle, the suspected antenna position is shown superimposed on the cross-
section of the ellipsoids of constant time-delay in Figure 18.
Meanwhile, continued data analysis by the original authors developed the
doppler spectra for the signals arriving at 0.1 sec. time-delay intervals.
These spectra revealed a consistent negative doppler shift. See, for example,
Figure 19a. The prevailing cross-path winds were determined from weather bu-
reau data to be from the West, indicating azimuthal antenna displacement to
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the East of the path. This predicted antenna displacement was consequently in-
vestigated by the original authors and the displacement to the East has been
confirmed. The exact position is not known to this writer, however.
3.1 Atmospheric Structure From RAKE Profiles
In each of the RAKE scattering diagrams (Figures 19a, 23, 25) ridges of
peaked doppler-spectra appear to follow parabolic loci in the time-frequency
plane. Such loci are predicted by the model for each scattering strata by the
fact that horizontally drifting scatterers increase their doppler shift linear-
ly with y while their signal delay increases with y2 . Combining (12) with (4)
and using the dimensions of the 480 km RAKE path, we obtain the delay-doppler
locus for point scatterers at a height z and moving with cross-path wind speed
v as
T = 21.8 f2/ v2 + z2 /72 - .64 (16)
Here T is in microseconds relative to the ellipsoidal shell at the grazing ray
intersection which represents the scattering location of the first possible ar-
riving signals; f is in Hz, v is in meters/second, and z is in kilometers above
the link chord.
To facilitate the interpretation of the RAKE profiles in terms of the im-
plied layer structure, a program was written on the basis of the model to de-
termine the theoretical ridge for an arbitrary layer height, thickness, and
cross-path wind speed and angular dependence function. In this program the
relative doppler power spectral density for a given delay shell is proportional
to the vertical thickness of the scattering layer in the shell at a particular
value of y (or f), multiplied by the displaced antenna function and the angular
dependence. Figure 18 shows the sketch of the spectrum obtained from a single
shell. A theoretical ridge is shown in Figure 20 for a layer with Tatarski an-
gular dependence, a height of 12.8 km, a thickness of 0.4 km, and a cross-path
windspeed of 45 m/second. These values produce good agreement to the dominent
ridge in the RAKE scattering function in Figure 19a. The spectrum at the ori-
gin in the RAKE diagram is assumed to have originated from signals scattered
from near the great-circle plane at the grazing ray height. This determines
the reference delay for each higher layer.
A number of additional parabolic tracks in this profile have been identi-
fied by plotting local spectra maxima for each shell. (See Figure 19b). Fur-
thermore, several sharp spikes along the zero-doppler shift axis imply the ex-
istence of several specular layers as well. In an effort to compare these
"radio identified" layers with the atmospheric structure in the vicinity of the
link we resorted to the nearest weather bureau radio sonde profiles of wind,
temperature, and humidity for the dates of the RAKE tests. Analysis of these
data led to a set of probable layer heights together with their respective
cross-path wind speeds. Using (16) each meteorologically identified layer's
parabolic track was plotted and compared with the radio-deduced layer heights
and winds. Figure 21 shows surprising agreement with the radio-detected lay-
ers since the sonde data precedes the radio run by eight hours. The result is
nevertheless intriguing. Figure 22 based on the same profile shows the radio
layers drawn in cross section across the antenna pattern. Wind profiles from
the three weather stations are included for comparison to the radio-derived
wind in each layer. The dashed lines indicate radio layers for which only the
zero-doppler shift point on its track could be identified. The fact that such
layers are likely to be specular agrees with the stable state of the atmosphere
at their location as indicated by the sonde data.
In Figure 24 the radio layers corresponding to the parabolic tracks of the
scattering function of Figure 23 are shown. It is apparent that the first 0.8
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Figure 25. Scattering diagram No. 181 (Abraham, 1967).
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microseconds are not included in the display. As such, the solid line segments
indicate that part of the layer which contributed to the segment of the ridge
in the scattering function.
The scattering function of Figure 25 appears to have coincided with a
frontal passage. The cross-section derived is shown in Figure 26.
3.2 Considerations of Angular Dependence
Most of the parabolic ridges analyzed so far show general agreement with
the -11/3 power law. It is difficult to determine the power law exactly, how-
ever, since neither the antenna pattern nor its position is known accurately.
Further RAKE studies performed carefully, however, may well allow the angular
dependence to be determined for particular turbulent layers.
In certain RAKE data, strong angular dependence is implied by "spikes"
along the zero-doppler shift axis in the RAKE scattering functions. An example
is the scattering function shown in Figure 27. The analysis of this and simi-
lar profiles is in progress to evaluate the exact angular dependence function
and, if possible, the degree of anisotropy of the space correlation function of
the index of refraction in the layer.
3.3 Tilted Layers
Under certain atmospheric conditions, scattering layers may be uniformly
slanted with respect to the horizon or layers may contain uniformly slanted
"scatterers". If such scattering surfaces are visualized against the back-
ground of the ellipsoids of constant phase of path delay, it is apparent that
maximum reflectivity will tend to occur off the great-circle at the point of
greatest tangency of the scattering surfaces to the ellipsoids. A RAKE para-
bolic profile for such a layer (for antennas aimed along the great circle)
should then peak to the side of the zero-doppler axis, indicating "slanted an-
isotropy" in the space correlation function of the refractive structure. There
is the possibility that the antennas of the RAKE link were aligned under such a
slanted atmospheric structure, accounting for their fixed misalignment.
4. PROPOSED HYBRID SYSTEMS
4.1 Measurement of Vertical Wind Velocities
An important limitation of the simplified model presented here, in spite
of the apparent agreement with this particular RAKE data, is that it ignores
turbulent velocity fluctuations in the wind. Such random variations in veloc-
ity become quite important if the cross-path wind component is small compared
with the total wind speed. The effect of the velocity fluctuations is to
spread the doppler spectra at the various RAKE delays. This greatly compli-
cates the problem of calculating layer thickness from the RAKE data. A Scheme
to measure the vertical velocity fluctuations by eliminating doppler shift due
to horizontal motion is suggested by the link geometry. Both spatial resolu-
tion from the beams and time resolution from the RAKE are required. If the an-
tennas are designed to produce vertical fan-beams sufficiently narrow to illu-
minate only the first Fresnel zone along the great-circle plane, then according
to (3), doppler shift can occur only from vertical scatterer motion. (Tests
with beams of 0.30 width will be attempted on the UW-Collins link in the near
future) Combining such fan-beams with a RAKE system to provide height resolu-
tion should allow doppler-sensing of the vertical wind velocity field. Hori-
zontal turbulent velocities may be measured similarly by azimuthally displacing
the beams off the great circle, correcting for the vertical velocity fluctua-
tions in the measured doppler shift fluctuations.
4.2 Total Wind Measurement by Crossed Links
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If two scatter links are arranged in parallel and spaced so that their el-
lipsoids of constant phase intersect orthogonally at approximately the height
of the grazing ray intersection, it appears possible to measure the vertical
and horizontal wind velocities simultaneously at a common point midway between
the paths. This measurement is accomplished simply by forming the sum and dif-
ference of the phase outputs of the two links operating coherently on carrier-
wave signals. Vertical profiles would be achieved by vertical beam swinging.
5. CONCLUSIONS
Forward-scatter atmospheric probing has been demonstrated to be potential-
ly capable of providing useful structural information on the atmosphere. Much
work needs to be done, but the combination of forward scatter's great sensitiv-
ity and the possibility of achieving spatial resolution through the use of sig-
nal processing techniques rather than by the use of large antennas makes the
possibilities exciting indeed.
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THEORETICAL INTERPRETATIONS
OF
SCATTER PROPAGATION
Albert D. Wheelon
Hughes Aircraft Company
Culver City, California
The discovery of microwave propagation well beyond the radio horizon
in the late forties created an immediate interest in its communication possi-
bilities. The first decade (1950 - 1960) was characterized by a vigorous
experimental and theoretical program aimed at mapping out those propagation
features which were most relevant to the design of radio relay systems. Long
term averages of mean signal level and their rough scaling with frequency and
distance were of primary interest. Highly reliable signal levels were empha-
sized at the expense of unusually large, though infrequent signals. The fine
structure of the signal was explored in a rough way, in order to set conserva-
tive bounds on the communication channel capacity. Space correlations of the
signal were measured so as to establish appropriate separation distances for
diversity transceivers. Theoretical explanations were tied either to a layered
reflection model or to turbulence scattering schemes. The single scattering
far field or cross section approximation was used almost exclusively to describe
the latter, while signal variability had to be embroidered onto the stable layer
theories by qualitative concepts of moving glint or reflection points. The two
theories were first considered as competitive explanations of the same phe-
nomenon, although gradually it was appreciated that a variable mixture of the
two was probably responsible. Whatever the deficiencies of this program, one
must admit that the combination of rough experiment and theory met the
communication engineering needs of the first decade rather well.
The second decade beginning in 1960 is probably best described as a
renaissance of the scientific interest which first stimulated the subject. The
attractive possibility of using short term radio measurements as a means for
inferring the instantaneous structure of the atmosphere through which the
waves had passed was gradually appreciated. Important new experimental
techniques also became available to improve such capabilities. Very stable
oscillators were developed which made it possible to measure round trip
signal phase on scatter paths (1). The time domain correlation or RAKE
technique used by the Sylvania group( 2 ) provides a unique means for examining
particular range slices of the scattering volume. Multiple arrays of receiving
antennas were used by the Stanford group (3) to study the azimuth and elevation
fine structure of the propagation volume by the electronic synthesis of very
narrow beams. Over and above these measurement techniques, data processing
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capabilities have improved importantly since the early days when much of the
data was hand reduced. The capacity to do high speed digital processing of
wide band signals is central to the availability of substantial amounts of pre-
cision data on signal fine structure. Taken together, these experimental
techniques provide a means for studying the atmospheric structure in three
space dimensions and time with exciting precision. Nevertheless, our ability
to design specific measurementsprograms to exploit this capability depends in
large measure on our intrinsic understanding of the phenomenon.
Unfortunately, our theoretical understanding of the propagation mechanism
has not kept pace with experimental progress. No adequate description of the
signal fine structure has been developed thus far. We must still depend on
two qualitative, competitive theories (layers vs. scatter) to explain the general
features of the transmission, as discussed in Dr. Cox's review (4). Either a
reconciliation or fusion of the two theories is needed to suggest the next step
in an evolving understanding of the propagation. It may even be that the two
models are simply different ways of describing the same basic mechanism
which is as yet undiscovered. It is vital to separate the geometrical consider-
ations of the propagation path from the physics of the layers and/or turbulent
irregularities. Gaussian correlation models, chosen for their integrability,
are no longer an adequate starting point. Nor is it appropriate to try to force
all available data into universal turbulence theories which may or may not be
primarily responsible at various times. Finally, the familiar restrictions on
stationarity, homogeneity, and isotropy should be relaxed in a consistent way.
There has been a great deal of advanced theoretical research on line-of-
sight propagation, both in Russia and the United States, stimulated in large
measure by optical propagation using lasers. However, the geometries and
signal statistical considerations for line-of-sight and transhorizon propagation
are sufficiently different to make the recent research largely irrelevant to
scatter propagation.
The general features of a theory for single scattering by turbulent
irregularities which meets most of the above needs were described in 1959 (5).
The fundamental physical notion is that the received signal is the integrated
result of scattering/reflection events throughout the common volume. This
leads naturally to an integral (equation) relation between the measured signal
and the refractive structure producing it.
UZ-s (gZ -_ _i& gQ4jrr A i5 (1)
2rr
where G(Rr) is the free space Green's function, V the common volume, X 
=
the electromagnetic wavelength, R the receiver and T the transmitter locations.
Formally, this is just the Born approximation for scattering by a dielectric
perturbation At. . The problem is that A'< is the function that we wish to
infer, not assume. Furthermore, it is usually a stochastic function of position
and time, which is defined only by its statistical averages. The essential
trick is to introduce a three dimensional Fourier transformation
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in which the turbulence wavenumber j1 decomposition of the turbulent
irregularities i (c,-k, is related to the more familiar wavenumber spectrum
(A<C by:
<s§;,l Amp (kt ) _ E- <(3)
If we substitute (2) into (1) and interchange the orders of integration, we
achieve the crucial separation of propagation geometry and turbulence physics.
(tC Sa-7 ) (4
Physics Geometry
Finally one can establish an explicit expression for the average scattered
power by taking the magnitude of (4) and introducing Equation (3).
I tsi r (5)
It is this expression, rather than the cross section approximation, which
provides the starting points for a more precise theory.
All of the electromagnetic and path geometrical features of the propaga-
tion are contained in the bracketed quantity in (5), which appears as a weight-
ing function or kernel of the turbulent spectrum S ( q ). The frequency and
distance dependence of the scattered field are implicit in this weighting function
via their appearance in the incident wave E,, the Green's function, and their
convolution with exv{' over the scattering volume V. One can also exploit
Equation (5) to describe more complicated experiments. For instance, by
inserting appropriate Delta functions in the volume integration, it is possible
to isolate those elements of the received signal corresponding to particular
multipath components. An inhomogenous field in which the intensity of
turbulent irregularities varies with altitude is relevant to the real atmosphere
and can be included in the above expression as height dependent shaping
factors ( i: ea. -ha ) in the geometrical integrals. The influence of a
transmitter antenna pattern is contained naturally in the incident wave E ,
and can be included for the receiver by multiplying the free space Green's
function G(R, r) by the pattern function describing ray propagation from the
various scattering points r to the receiver R. The usual approximation for
narrow beam geometries, in which the integrations are replaced by V times
an average value of the integrand, can thus be checked. By further
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complicating the geometry of Equation (5), one can describe beam swinging
within or off the great circle plane. Unfortunately, this formalism has not yet
been reduced to explicit expressions useful for comparison with experiment,
and these calculations represent an ambitious program. However the important
point to make is that it is essentially an exercise in integral calculus, one
which can reliably provide the relationship between the scattered power and
the still arbitrary spectrum S(0) for any propagation path. The hope, of course,
is that such integral relations can be inverted to deduce the spectrum S(\c) from
the measured quantities.
It is of some interest to note that the bracketed weighting function in
Equation (5) is a function of the three vector components of the wavenumber
vector j'. This occurs because of the different ways in which the propagation
geometry integrals emphasizes the x, y, and z projections of 'K via the
scattering mechanism. Through its argument, this produces a directional
emphasis of the spectrum S(%, Vi, K\ 3 ), which must be considered together with
non-isotropy of the turbulent field itself. The possible confluence of flat
layers with large horizontal anisotropic blobs having short vertical correlation
has been suggested before (6 ), and these two observations may provide an
avenue to a common understanding of the phenomenon.
The basic signal statistical distribution of the received field should also
provide a mechanism for distinguishing between: (1) scatter, and (2) layers
plus scatter or glint. The usual assumption that the amplitude is Rayleigh
distributed is not confirmed in any detail by experiment - nor should it be
expected. The central limit theorem for the contributions of a large number
of scattering elements does tell one that the orthogonal signal components of
the scattered field
5E,~~~ = -~~~xw-~~~t+~tu ~(6)
ought to be distributed as follows:
- Lc e& tXZ S 2t kct (7)
where is the cross correlation coefficient of x and y and Or is the
variance of each. Converting to polar amplitude and phase coordinates and
integrating over the phase
-ij _ _ _ _ _ _ (8)
If the correlation /o were zero, as usually assumed, this would reduce to
the Rayleigh dist ibution. However, one can generalize Equation (0) to
write an explicit expression for
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In a mature theory this should be calculated as a function of geometry and
compared with experiment. However, we must also note that a constant
vector A added to a scattered component x + iy also produces a non-Rayleigh
distribution. Starting from (6) and setting ( = o for contrast and temporary
simplicity, we find
A-' z)k To- C T- QZ (10)
which is what one ought to expect from a steady layer reflection plus a
turbulent scatter component or a random glint from the layer. The hope is
that a detailed comparison of short sample experimental data with the two
predictions can distinguish between the mechanisms.
The relationship of signal amplitude and phase to one another at succeed-
ing instants of time provides one of the most useful measures of signal fine
structure. Included in such relationships are the time auto-correlation of
amplitude and phase, plus their corresponding power spectra. The derivatives
of these quantities lead to signal fading rates and doppler shifts, both of which
are now available experimentally. The joint probability distribution of two
time-displaced complex signals
and
s(t-tz) - X, t *; ME (11)
has been given before in its most general form (5). By converting to polar
signal coordinates, it is possible to write an explicit expression for the joint
distribution of amplitude R1, R 2 , and phase $, and ¢56. From this one can
compute all relevant experimental quantities by integration; viz <k ,
, etc. The coefficients in this probability distributions are
functions of propagation geometry and the time displacement'C . Explicit
expressions for the coefficients which are time-displaced generalizations of
equations like Equation (8) have been established (5) using the appropriate
generalization of Eq. (3).
x3t~&% \,t;<> CA t ogeC:k (1 )
trove3 .
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Here 'A, is the drift velocity of a frozen irregular structure and C (Cs,)
describes the time correlation of the turbulent internal rearrangement of the
structure. Using this general decomposition, it is possible to write
V
and so on for the other components of the moment matrix which defines the
coefficients in the general probability distribution function (5). Notice that
these expressions also provide explicit separation of the turbulent physics and
the path geometry. In point of fact, the integrals which occur in the time-
displaced signal component correlations are the same as those required for
the ordinary variances of x and y plus the cross correlation (xA> -
The novel physical ingredient is the time autocorrelation of the turbulent
structure C (K,a) describing the self motion. Most qualitative theories of
fading on scatter paths have ignored this and dealt only with the horizontal
wind vector Z. The intuitive justification is that the vertical transport
velocity is negligible and that only off great circle scattering elements have
significant horizontal components of l< via the weighting integrals in (13).
This may be, but it is worth verifying by explicit calculation. The self-motion
has no such projection, so that its vertical component is effective in producing
time variability in the great circle plane. There is some reason (5) to believe
that C (K,-, ) ought to be a function of K'3-SC, which would suggest a fading
rate variation with carrier frequency of )' , as compared to a linear
variation for straight drift motion /. Experiment shows a sliding variability
between the two extremes, suggesting a mixture. This kind of experiment
ought to provide an exceedingly good means for studying the effect and relative
strengths of the various propagation mechanisms. Furthermore, time vari-
ability measurements are probably easier to perform than beam swinging
experiments because they do not require long times for antenna alignment and
give one a chance to examine true snapshots of the atmospheric structure.
A final word about space and frequency correlations is in order. The
basic probability distribution for signal components gathered at displaced
antennas or at the same site on separated frequencies is given by the same
expression referenced (5) above for time-correlated signals. The coefficients
which occur in such distributions change by virtue of the modification of the
geometrical integrals viz:
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while the separated frequency expressions involve different electromagnetic
wavenumbers L in the Green's function and incident field. The calculation of
these coefficients is part of the same unified analytical program suggested
above.
Having pointed the way to a wider theory, it is appropriate to emphasize its
deficiencies. Firstly, it refers only to the turbulent scatter component and
not to a steady layer reflection. A comparable sophisticated theory is needed
for the latter, plus a consistent means for predicting its time variability,
space correlation, etc. We have also assumed single scattering in the
common volume, and some have suggested that multiple scattering may be the
dominant mode . While our expressions do allow for a non-isotropic
turbulent spectrum t( -) depending individually on the three components of
A, we have no clear means for dealing with a non-stationary process.
However, the primary deficiency of this proposal is that it is a plan and not a
finished thesis. Perhaps the availability of new experimental data and the
renaissance of genuine scientific interest in the subject will stimulate such
research.
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COMMENTS ON THE POSSIBILITY FOR DETERMINING
DETAILED ATMOSPHERIC STRUCTURE FROM TRANS-
HORIZON RADIO PROPAGATION MEASUREMENTS
By
Richard B. Kieburtz
State University of New York at Stony Brook
The use of transhorizon radio propagation as a technique for investigation of
the detailed structure of the upper atmosphere seems to me to have some serious
difficulties. I am not optimistic that much more can be learned about detailed
structure by use of transhorizon measurements alone, although in combination
with other techniques this type of measurement may continue to provide useful
information as it has in the past. At the session on transhorizon propagation
Dr. Wheelon advocated the development of better theoretical techniques to re-
late experimental data to the actual structure of the atmosphere. He expressed
some optimism that with a more powerful theoretical treatment, transhorizon
measurements might be made to yield increased information as to detailed atmo-
spheric structure. While.I agree wholeheartedly on the need for development
of better theoretical treatments in order to extract the maximum information
from experimental data now available, and in order to intelligently plan future
experiments, I cannot see how theoretical techniques can overcome the problems
of lack of spatial stationarity of the refractive medium and lack of knowledge
about the degree of anisotropy of the structure of the medium.
Transhorizon propagation measurements provide a signal which is related to the
integrated properties of the atmosphere over a large volume. There is a defi-
nite limit on the minimum size of the common volume which is imposed by the
antenna beam width and by scintillation errors in the antenna pointing angle
due to the accumulated effects of refractivity variations along the propaga-
tion path. In experiments in which a signal of wide bandwidth is employed,
such as is achieved with short pulses, a degree of spatial resolution within
the common volume of the antenna beams is provided. However, this resolution
is provided in only one dimension of an ellipsoidal coordinate system. Under
circumstances in which it is known that the wind direction in the common volume
does not have an appreciable vertical component, the resolution is improved
through the use of coherent Doppler techniques. Although the predominance of
the horizontal wind components is undoubtedly a valid assumption under most
atmospheric conditions, doubt still remains that it will prevail under circum-
stances such as the passage of a front or the occurrence of thunder storms.
In order to utilize the information available from a transhorizon experiment
to determine the structure of the atmosphere, two approaches can be taken. The
first of these, which we might call a deterministic approach, assumes that the
detailed structure of the atmosphere at any instant in time is to be determin-
ed. This determination is not possible unless some assumption is made as to
the degree of anisotropy. In other words, if the atmosphere is assumed to ex-
hibit variability in the structure of the refractive index only in one spatial
dimension, then the experimental data can, in principle, be used to determine
the structure subject to the limits of resolution of the experiment. The
trouble with this type of treatment is that it is appropriate only when it is
known from other independent measurements that layered structure is dominant
as the scattering mechanism. Even in this case the resolution available from
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transhorizon measurements is severely limited. This is true because the verti-
cal component of the wave vector, when the scattering angle is small, is itself
small. The reciprocal of the vertical component of the wave vector provides
a measure of the minimum dimension which can be resolved by the experiment.
A second way to relate the experimental data to atmospheric structure is through
the assumption of a statistical model. In this case, the determination of the
detailed structure at each instant is not the goal of the analysis of the data,
but rather it is desired to determine the three dimensional spectrum of spatial
wave numbers of the refractivity fluctuations and to determine the correlations
which exist in this spectrum. Experience has shown that the gross structure
of a statistical model is somewhat easier to determine from transhorizon pro-
pagation data than is the case with the deterministic model. Anisotropy which
exists as a difference between the spectrum of fluctuations in vertical and
horizontal directions, can, in principle, be measured by means of beam swinging
experiments. The limitations of the statistical model have to do with the
lack of spatial stationarity of the refractivity fluctuations in the atmosphere.
To the degree that spatial stationarity is lacking, the problem is not amenable
to a statistical treatment; thus it appears that the most powerful analytic
techniques to relate experimental data from transhorizon propagation measure-
ments to the structure of the atmosphere must involve a combination of statis-
tical treatment and deterministic treatment. It does not appear to me, however,
that even such a treatment will permit one to determine the detailed structure
when both non-stationarity of the medium and possible anisotropy must be account-
ed for.
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Radiometry
A SELECTIVE REVIEW OF GROUND BASED PASSIVE
MICROWAVE RADIOMETRIC PROBING OF THE ATMOSPHERE
William J. Welch
Radio Astronomy Laboratory
Space Sciences Laboratory
Department of Electrical Engineering
University of California, Berkeley
ABSTRACT
This article reviews past and current
work on probing of the atmosphere by
ground based passive microwave radiom-
eters. The absorption of the various
atmospheric constituents with signifi-
cant microwave spectra is reviewed.
Based on the available data, an estimate
is made of the uncertainty in the micro-
wave absorption coefficients of the major
constituents, water vapor and oxygen.
Then there is an examination of the inte-
gral equations which describe the three
basic types of observations: measurement
of the spectrum of absorption of the sun's
radiation by an atmospheric constituent,
measurement of the emission spectrum of a
constituent, and measurement at one fre-
quency of the zenith angle dependence of
the absorption or emission of the atmos-
phere. The weighting functions or kernels
for observations of ozone, water vapor,
and oxygen are discussed in terms of the
height resolution they permit in studies
of both constituent and temperature dis-
tribution. Radiometer sensitivities are
reviewed, and the linear statistical in-
version technique of Westwater and Strand
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is discussed. It is concluded that
the major source of error in carrying
out the inversion will result from in-
accuracies in the absorption coeffici-
ents. Past and current observation
programs are reviewed and the prospects
for future work are briefly discussed.
1. INTRODUCTION
In 1945 R. H. Dicke, employing a microwave radiometer devel-
oped by himself (Dicke, 1946), and his associates at the MIT Radi-
ation Laboratory carried out the pioneer investigation of atmos-
pheric absorption by passive microwave radiometric means (Dicke, et
al.,1946). They measured the thermal emission from the atmosphere
at 1.00, 1.25, and 1.50 cm wavelengths and compared their results
with calculations based on simultaneous radiosonde measurements
and the theoretical formulas for oxygen and water vapor absorption
developed by Van Vleck (1947a, b). They found the agreement to be
satisfactory with some qualifications. Following dorld war II and
with the development of millimeter wave apparatus, atmospheric ab-
sorption measurements were carried out with greater precision and
to higher frequencies, largely at the University of Texas and at
the Bell Telephone Laboratories (Hogg, 1968). In addition, labora-
tory measurement of absorption by atmospheric constituents, work
which was begun during the war, was pursued at a number of labora-
tories. It was then suggested that the microwave absorption of
the atmospheric gases, now better understood, could serve as a
tool for remotely probing the structure of the atmosphere (see
Barrett, 1963). Barrett and Chung (1962) showed in detail how
ground based studies of the emission by the 1.35 cm line of water
vapor could provide data on the distribution of water vapor in the
atmosphere, particularly at high altitudes. Also, Meeks and Lil-
ley (1963) demonstrated that observations of the emission from the
5-6 mm band of oxygen at various heights in the atmosphere would
yield data on the temperature distribution in the atmosphere. It
is our purpose in this review to discuss the present state of
these ideas and to suggest what some of the future developments
may be.
Three different types of ground based observations have been
suggested: measurement of the spectrum of absorption of the sun's
radiation by an atmospheric constituent, measurement of the emis-
sion spectrum of an atmospheric constituent, and measurement at
one frequency of the zenith angle dependence of the absorption or
emission of the atmosphere. In each case a group of data are ob-
tained which depend on the detailed distributions in the atmos-
phere of the absorbing constituents and the temperature and pres-
sure. One then hopes to infer some information about these
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distributions from the data. In the following we shall review the
relevant factors: the absorption coefficients, the formal inte-
gral equations, the character of the kernels, the measurement ac-
curacy of microwave radiometers, and the amount of information
that one should expect from inverting the integral equations. We
will then discuss past and current efforts and what the prospects
for the future are.
2. ABSORPTION COEFFICIENTS
Figure 1 shows the run of the atmospheric absorption at the
zenith. The curve is based on the best available data on water
vapor and oxygen absorption. Rosenblum (1961) has reviewed all
the experimental data on absorption by water vapor and oxygen pri-
or to 1961. The water vapor lines at 13.5 mm, 1.63 mm and X < lmm
are evident as are the oxygen band at 5-6 mm and the line at 2.5mm.
100
10
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Fig. 1: Absorption of the atmosphere at the zenith due
to water vapor and oxygen.
Table 1 lists the atmospheric constituents which absorb micro-
waves (Glueckauf, 1951). The approximate abundances and the wave-
lengths at which the constituents absorb are also shown. The right
hand column gives an estimate of the peak absorption of a single
strong line of each constituent near 1 cm, except for CO which has
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its longest wavelength line at 2.6 mm. With the exception of OH
and 03 the gases lie mostly within the troposphere where the mean
line width, determined by pressure broadening, is in the range 800
- 2500 MHz. With this breadth and consequent poor contrast, the
minor constituents are difficult to observe against the background
of water vapor and oxygen absorption. The expected antenna tem-
perature at the peak of each line may be estimated as follows:
For an emission experiment the atmosphere acts like an absorber at
about 280 °K and the antenna temperature will be approximately 280
times the peak absorption. If the sun is observed, the absorption
dip in degrees will be approximately 5000 times the peak absorp-
tion. Observation at large zenith angles will give larger signals.
Gases marked with an asterisk are largely industrial effluvia and
are hence only transitory. Evidently, few of the trace components
will be easily observed by microwave means. In contrast to the
other traces, ozone lies in a layer above twenty kilometers where
it produces a sharp line of about 200 MHz mean width, and it there-
fore stands out above the background. OH has a similar distribu-
tion but its probable abundance is too low for it to be detected.
The final item in the table is water clouds. Liquid water is a
good absorber near 1 cm, its absorption spectrum approximately pro-
portional to x-2 . If the clouds consist of small droplets, 0.3 mm
or less in size, scattering within the clouds is unimportant and
the cloud absorption spectrum will correspond to k- 2 (Kerr, 1951).
Water clouds are readily detected by a microwave radiometer. On
the other hand, cirrus clouds, composed of ice, are practically
transparent.
Table 1: Atrjospheric constituents that absorb microwaves. Tne
wavelength intervals where the strongest lines lie are
shown along with the peak absorption of a line near 1 cm
estimated from the tables of Ghosh and Edwards (1956).
Component Amoun(mm)(cm-atmos.) (mm) Absorption
02 167,400 5-6, 2.5 -
H2O 800-22,000 13.5, 1.63, X <1 .007-0.18
CO* 0.05-0.8 2.6, 1.3, etc. .0004-.007
SO2* 0-1.0 4-16, 10 a .002
N 2 0 0.4 12, 6, 4 .001
03 0.25 X < 30 .0007
NO 2 * .0004-.02 20, 12 .00001-.00007
NO trace
OH ~ 10 
-
water clouds -
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The formula for absorption by an isolated line of a gas was
given by Van Vleck and WJeisskopf (1945) as
AV AV
a2 2 2 +o 2 2
= C v2 { (v-v )2 + (6v)2 (V+vo)2 + (Av)2
The constant C is proportional to the gas density, the population
of the lower state of the transition, the square of the dipole ma-
trix element, and the inverse temperature. It is assumed that the
line is broadened by pressure. For moderate pressures vo, the line
center frequency, is constant and the line width AV is proportion-
al to pressure. A band of lines is given by a superposition of
terms of the form (1). Measurements of absorption by atmospheric
gases have generally been interpreted in terms of (1) with the da-
ta determining the parameters C, Av, and v-. The temperature de-
pendence of C and Av are determined by both experiment and theory
(Townes and Schawlow, 1955). At low and moderate pressures the
line shape factor (1) fits the data quite well. The formula breaks
down at very low pressures where the line broadening is due to the
doppler effect. This occurs at pressures corresponding to alti-
tudes of about 80 km or higher in the atmosphere. At pressures
such that av is comparable to vo agreement with (1) is obtained
only if Av is made a non-linear function of frequency and vo is al-
lowed to shift to zero frequency as the pressure is increased.
These effects have been studied in the ammonia spectrum by Bleaney
and Loubser (1950). At one atmosphere pressure these effects are
small but not negligible in the spectra of water vapor and oxygen,
the principal microwave absorbers in the earth's atmosphere.
Water vapor has strong absorption lines at 13.5 mm and 1.63 mm
and a great many strong lines at wavelengths short of one millime-
ter. Inspection of (1) shows that when vo >> v, a is proportional
to v2 . Hence in the neighborhood of the 13.5 line the effect of
the higher frequency lines should be representable by a single term
proportional to v2 . Van Vleck (1947a) calculated the magnitude of
this non-resonant term as well as the resonant 13.5 mm line and
compared his results with the laboratory data of Becker and Autler
(1946 ). Good agreement was obtained only if the magnitude of the
non-resonant term was increased by about four times the calculated
value. Subsequent measurements both in the field (Tolbert and
Straiton, 1960) and in the laboratory at high pressures (Ho, et al.,
1966) confirm this discrepancy. Ho,et al.,(1966) also found a sub-
stantially different temperature dependence for the non-resonant
term than the theoretical dependence. One may conclude that the
water vapor absorption is best understood in the neighborhood of
the 13.5 mm line. With the above adjustment in the non-resonant
term and with temperatures near 300 °K the water vapor absorption
formulas as summarized by Barrett and Chung (1962) are probably
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correct within about 10% near the 1.35 cm line. More accurate
measurements would be desirable particularly over a wider range of
frequencies and temperatures.
Oxygen, the other principal atmospheric absorber, has a com-
plex spectrum consisting of a band of lines in the range 5-6 mm,
an isolated line at 2.5 mm, and non-resonant absorption (vo = 0)
which dominates at wavelengths longer than 3 cm. Measurements of
the line frequencies and widths have been made in the laboratory
at low pressures and pressures up to 1 atmosphere (Artman and Gor-
don, 1954, Anderson,et al., 1952). Direct measurements of atmos-
pheric absorption by oxygen have also been made (see Hogg, 1968).
The measurements have been reviewed by Meeks and Lilley (1963) and
more recently by Westwater and Strand (1967a). It was found that
nitrogen is about 75% as effective as oxygen in broadening the oxy-
gen absorption. In addition, whereas the line width was found to
be about 1.95 MHz/mmHg at low pressure for all the lines, about
half that value must be used in the Van Vleck-Weisskopf sum to pre-
dict the absorption at one atmosphere pressure. How the transition
must be made is not yet understood, although Meeks and Lilley make
the reasonable suggestion that the transition be assumed linear
with height in the atmosphere between pressures of 19 mmHg and 207
mmHg. Even at one pressure and temperature the Van Vleck-Weisskopf
sum with a single half-width parameter does not exactly fit the
measurements. Figure 2 is taken from the atmospheric absorption
studies of Crawford and Hogg (1956). The fit for a line width par-
ameter of 600 MHz is good but not perfect. In view of this dis-
crepancy and the uncertainty in the variation of the half width
parameter with pressure, we may suppose that the accuracy with
which the oxygen absorption coefficients may be predicted is not
better than 5%. We shall see that this accuracy is not quite ade-
quate for temperature sounding experiments.
In addition to further experimental studies to improve the
precision of the absorption coefficients, theoretical work on the
line shape function may be useful, particularly for the oxygen
band and the infrared water vapor band. Recently, Ben Reuven
(1965, 1966) has proposed a new line shape function and shown how
it describes the absorption spectrum of ammonia much more adequate-
ly than the Van Vleck-Weisskopf formula, especially at high pres-
sure. Even at low pressures Ben Reuven's formula predicts an ab-
sorption coefficient in the wings of the ammonia band that agrees
better with measurement (see also Townes and Schawlow, 1955). The
application of Ben Reuven's work to the oxygen band and to the sum
of infrared water vapor lines, if possible, should prove fruitful.
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Fig. 2: Calculated and measured absorption by air at
sea level. The dots represent the experimental
data; the vertical lines indicate the spread in
the measured values. Curves A and B are calcu-
lated curves of oxygen absorption using line
breadth constants of 600 and 1200 MHz respec-
tively. (After Crawford and Hogg, 1956).
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3. THE INTEGRAL EQUATIONS
There are basically three different types of radiometric ob-
servations that may be made from the ground: a) One directs his
antenna at the sun (or moon) and measures the spectrum of atmos-
pheric absorption in the neighborhood of an absorption line or
band. b) The antenna is oriented in a fixed direction away from
the sun and the spectrum of the atmospheric emission is measured.
c) The variation of the atmospheric emission is measured at one
frequency as a function of the zenith angle of the antenna. In
each case there results a group of data each datum of which re-
sults from a somewhat independent integration over the absorption
coefficient of the atmospheric constituent and the temperature and
pressure distributions in the atmosphere. Our program is then to
invert this integral equation to obtain either the atmospheric tem-
perature profile or the distribution of the absorbing constituent.
The form of these equations follows from the theory of radiative
transfer in the atmosphere.
The distribution of radiant intensity in the atmosphere is
governed by the equation of radiative transfer (Chandrasekhar,
1960). With the assumption of local thermodynamic equilibrium and
that scattering of microwaves in the atmosphere is negligible, the
distribution of intensity, Iv , in the atmosphere obeys the simple
equation
dI + aI = aB (T) (2)
ds
where a is the absorption coefficient and B (T) is the Plank func-
tion. In the microwave region of the spectrum BI is directly pro-
portional to T for all temperatures of physical interest.
B (T) 2kTv (3)
v 2
c
where k is Boltzmann's constant. The equation takes on a simple
form if we replace Iv by a brightness temperature TB defined so that
2kT
I 2 (4)
v 2
We will assume the atmosphere to be horizontally homogeneous and
essentially planar, having properties that are only a function of
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the distance h above the surface of the earth. This model serves
quite well for observations from the zenith to within about 70 of
the horizon. The solution of (2) for the brightness temperature
TB of a pencil of radiation incident on the ground at a zenith an-
gle z and azimuth angle ~ is
T
o
sec z
-T sec z
B Ec + T()eT sec zd( sec z)TB(¥,zf) = TE(v,z,)e + T(T)e- ec d(T sec z) (5)
o
where dT = a(v,h)dh
h H
T(h,v) = a(v,h')dh' and To(V)O =a(v,h)dh (6)
0 0
H is the extent of the atmosphere, TE is the brightness of sources
outside the atmosphere (such as the sun), and T(T) is the tempera-
ture of the atmosphere as a function of optical depth. If
G(z,};z',c') is the gain function of the antenna, the antenna tem-
perature with the axis in the direction (z',C') is
TA(v'z,,,) = 41 TB(Y,v,z) G(z,d;z',')d (7)
The three cases discussed above may now be considered separ-
ately. When the antenna is pointed toward the sun, the first term
in (5) dominates because the brightness of the sun is much greater
than that of the atmosphere.
TA(,z',} ) - s eTESe G(z, ;z', ')dQ (8)
If the entire main beam of the antenna lies within the solid angle
of the sun, (8) becomes
- T sec z
TA(,z ',' ) = BTESe (9)
where nB is the main beam efficiency (Kraus, 1966). Then
a [n (TA (z ',) )]
0 sec) = (10)
a (sec z)
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In general, a(v,h) is nearly a linear function of the density of
the absorbing gas, so that (6) and (10) may be combined to yield
the following linear integral equation for the density p(h)
(Staelin, 1966).
hp(h) (vh) ( h) dh =n[TA (z ,v) (11)
p(h) a (sec z)
o
If the pressure and temperature distributions with height are as-
sumed, a(v,h) / p(h) is a known function and (11) may be solved
for p(h) (see Staelin, 1966, for a generalization of (11) to a non-
planar atmosphere).
For case (b) the antenna is directed away from the sun, often
toward the zenith, and TE is just the weak isotropic cosmic back-
ground, approximately 2.7 °K (see e.g. Wilkinson, 1967). Because
some of the sidelobes of the antenna pattern are directed at the
ground, a term e(z,f) TG should be added to (5) in (7). T is the
ground temperature and e(z,f) is the ground emissivity. ) then
becomes
TA(Zv) _1 J2.7e To+ e(z,s)TG] G(z,Tz', ')dn
TO(V) sec z
= 1 T(T)e-T(V) sec z d(T sec z)) G(z,%;z',')dn (12)
o
If G is a sharp function compared to the angular dependence of the
term in the curly brackets, the right hand side of (12) may be ap-
proximated by
T
o
sec z
K(z') J T(T)e- T sec z d(T sec z') (13)
o
K(z') is a correction for the finite antenna beamwidth and proba-
bly can be worked out with sufficient accuracy with a standard mod-
el atmospheric distribution of T and T. If T(h) is assumed, (12)
is an integral equation for T(h). It will, in general, be slight-
ly non-linear because T is somewhat a function of temperature. If
T o << 1, as it will be for ozone, the exponential term in (13) is
approximately unity, and (13) may be written
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K(z') sec z' Hp(h) [T(h) a(vh)j dh (14)
o p(h)
Equation (12) is then essentially like equation (11). One impor-
tant difference is that TA on the left side of (12) must be meas-
ured absolutely whereas the zero point in the scale of TA on the
right side of (11) is unimportant.
For case (c), in which the antenna temperature as a function
of zenith angle is measured at just one frequency, equation (12)
applies. In order to attain sufficiently large values of sec z',
the antenna must be able to look to within about one degree of the
horizon. This requires an antenna with a complex sidelobe pattern.
In this case the ground contribution term on the left hand side of
(12) becomes both large and also difficult to evaluate.
Equations (11) and (12) are Fredholm integral equations of the
first kind and may be written
b
T(x) p= I (y) K(x,y)dy (15)
a
where the kernel function K(x,y) is often called the weighting
function. Before discussing the possible solutions to (15), it
will be instructive to examine the weighting functions that occur
in practice.
4. CHARACTER OF THE WEIGHTING FUNCTIONS
An inspection of the kernel functions that occur in practice
reveals how much information one can hope to recover from an actu-
al inversion of the integral equation discussed above. A measure-
ment of the spectrum of the absorption of solar radiation by a sin-
gle line of ozone provides an example of an integral equation of
type (a) discussed above. Furthermore, because the total abundance
of teluric ozone is slight and hence To(v) << 1, a similar equation
see (14) above) is obtained for an emission measurement. The nor-
malized ozone weighting functions for different frequencies in the
neighborhood of the 37.8 GHz ozone line are shown in figure 3 (see
Caton,et al., 1967). The functions are peaked with half widths of
about 15 kms, suggesting that the mean ozone distribution at the
right of the figure may be sliced into about 4 layers of about 10
kms thickness each with each layer contributing approximately in-
dependently to the integral in (11). Because of the width of the
weighting functions, further resolution of the distribution in
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height is probably not possible. The weighting functions for Um-
kehr observations of ozone have the same width as these (Mateer,
1965). Hence, the spatial resolution of the microwave measure-
ments and the Umkehr measurements is the same. Mateer (1965) finds,
50
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in fact, from a detailed investigation of the kernel for the Um-
kehr integral equation that at most four independent pieces of in-
formation about the ozone distribution may be obtained from an Um-
kehr measurement. The microwave weighting functions for water va-
por have about the same width as those of ozone (Staelin, 1966).
However, the water vapor is largely confined to a layer extending
only up to about 8 km above the ground, and therefore only 2 or 3
independent data concerning the water vapor distribution may be ob-
tained from a ground based microwave observation.
A study of the spectrum of emission at the zenith from the
long wavelength wing of the 5-6 mm oxygen band provides an example
of case (b) above. The unknown function in this case is the tem-
perature distribution in the atmosphere, see (12). Figure 4 shows
the normalized weighting functions at various frequencies next to
a radiosonde temperature measurement taken at Oakland, California,
December 10, 1967. It is clear that the best resolution is ob-
tained near the ground and that only about 3 independent data con-
cerning the temperature distribution may be obtained from the
ground based observation. Because the resolution is best near the
ground, one would hope to detect interesting distributions such as
the temperature inversion which is evident in the figure.
An example of the kernel that one obtains using antenna eleva-
tion angle e rather than frequency as the measurement variable is
shown in Figure 5 (Staelin, 1966). The effect of curvature of the
earth is accounted for in the figure but not atmospheric refrac-
tion. Resolution comparable to that shown in Figure 4 is possible
but requires that the antenna be tipped to within a degree of the
horizon.
Normalization of the weighting functions in Figure 3 demon-
strates the resolution in the observations but hides an important
fact, namely, that the higher weighting functions are stronger.
In fact, the function for the center of the line (the absorption
coefficient for the center of the line) is proportional to (AV) -1
and hence to p-1 and therefore increases approximately exponential-
ly with height up to about 80 km above which Av is determined by
doppler broadening. As a result, absorption near the center of the
line which takes place largely at the higher altitudes is intense
even though the gas density may be low at those altitudes. Because
microwave measurements permit very high resolution, it is possible
to measure the intensity in the line core and hence to study the
gas or temperature distribution at high altitudes.
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Fig. 4: Weighting functions for 02 are on the left
for different frequencies (in GHz). The right
hand curve is the radiosonde temperature pro-
file at Oakland, California, Dec. 10, 1967.
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5. RADIOMETER SENSITIVITIES
Before discussing the details of the inversion further, let
us consider the accuracy with which the radiation measurements can
be made. The accuracy will have, of course, a strong bearing on
the quality of the inference that can be drawn from the measure-
ments. There are two types of uncertainty in radiometry: a) ab-
solute calibration error, and b) error due to finite signal to
noise ratio.
The signal to noise ratio of a radiometer is proportional to
the system noise temperature and inversely proportional to the
square root of the product of predetection bandwidth and integra-
tion time (Krauss, 1966). If absorption against the sun is being
studied, the system temperature must include the solar brightness
temperature, about 6000 °K or more. For an emission experiment,
only the receiver noise temperature matters very much. For a crys-
tal mixer it is not likely to be much less than 2000 °K in the mil-
limeter range. On the other hand, parametric amplifiers or masers
with noise temperatures of about 100 °K now appear to be possible
in this wavelength range. Table 2 contains the expected radiometer
output fluctuation for the above three system temperatures for an
hour's integration time and for several typical bandwidths. The
narrowest bandwidth is required for measuring a sharp line core as
discussed in Section 4. As Table 1 shows, the ozone absorption is
weak, having a peak emission temperature at the zenith of only
0.2 °K. Nevertheless, an inspection of Table 2 shows that measure-
ment with a multichannel spectrometer and a low noise amplifier will
Table 2: Radiometer output fluctuation for various sys-
tem temperatures and bandwidths and for 1 hour
observation tire.
System Temperature (°K) Bandwidth (1E<) LT (°K)
8000 2 .08
10 .04
100 .012
100 2 .001
10 .0005
100 .00016
2000 2 .02
10 .01
100 .003
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permit observing an ozone emission profile with an accuracy of a
few percent. Observation of the emission from atmospheric oxygen
and water vapor can be made with better than 1 degree accuracy even
with a 2000 °K system temperature.
The other source of radiometric uncertainty is absolute cali-
bration error. For a narrow line like that of ozone, the continu-
um away from the line provides a reference. For wide lines or
bands calibration must be made with respect to absolute black body
terminations. - These comparisons are difficult. Nevertheless, the
recent experience of a number of workers in measuring the cosmic
background radiation (see, for example, Wilkinson, 1967) has shown
that absolute calibration accuracies of 0.5 °K or better are pos-
sible.
6. INFORMATION CONTAINED IN THE INTEGRAL EQUATIONS
If a single line is observed, such as that of ozone or of wa-
ter vapor, the area under the profile depends only on the total
amount of the absorber present and not on its distribution or on
the pressure distribution. (There is a weak dependence on the tem-
perature distribution along the path.) Hence the total abundance
of the gas may be measured with an accuracy which is simply propor-
tional to the radiometer accuracy and the certainty in the line
strength. Such a determination will be simple for a narrow ozone
line but much more difficult for the very broad water vapor profile
which results from water vapor near the ground. It has been point-
ed out by Barrett and Chung (1962) that because water vapor appears
to have a constant mixing ratio in the stratosphere this high alti-
tude vapor should produce a narrow intense line superposed on the
broad line associated with vapor in the troposphere. The total
stratospheric abundance associated with such a narrow line should
be readily determinable.
Working out the distribution of a constituent with height re,-
quires actual inversion of the integral equation, and in this case
the effect of noise on the inferred distribution is somewhat ob-
scure. In general, measurements will be made at a discrete set of
frequencies or antenna elevation angles. Hence, in practice one
replaces the integral equation (15) by an equivalent set of alge-
braic equations. Suppose, for example, one wished to infer the
tropospheric vertical temperature structure from measurements of
the spectrum of antenna temperatures at the zenith in the wing of
the 5-6 mm oxygen band. The integral equation is of the form (12)
Te(v) = T(h) K(h,v)dh (16)
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Te includes the ground and background radiation. The integral may
be replaced by a sum either by dividing the atmosphere into slabs
or by writing T(h) as a sum of known (possibly orthogonal) func-
tions with unknown coefficients. In the former case one gets
Te = T Ki or (Te ) = (K)(T) (17)
It is well known that an attempt to invert (17) directly to obtain
(T) will meet with disaster for two reasons. In the first place
it should be clear from the form of the kernel functions that the
data are somewhat coupled so that the matrix (K) is nearly singu-
lar. One finds, in fact, that if one does a model calculation,
the round off error in even a large digital computer will produce
errors of a few percent in the derived temperature distribution.
The other source of difficulty is the uncertainty in the measure-
ment of Te and the inaccuracy in the absorption coefficients which
go into (K). The presence of noise in (17) makes the solution non-
unique and aggravates the instability problem. Evidently, no use-
ful solution may be extracted from the class of possible solutions
without the a priori application of some constraint. The first
work on this problem is that of Phillips (1962) who showed that a
stable solution could be obtained if the solution is constrained
to have a minimum second derivative. Twomey (1963) discussed oth-
er possible constraints including the least squares fit of the so-
lution to some trial function. These ideas have been further de-
veloped by Twomey (1965), Twomey and Howell (1963), Mateer (1965),
Wark and Fleming (1966), and most recently by SWestwater and Strand
(1967a, b).
Westwater and Strand argue that the inversion should be viewed
as the improvement (by the radiation measurements) of the statis-
tics of the temperature distribution. For example, daily measure-
ments of the air temperature profile at many stations have been
made with radiosondes for more than two decades. Thus for every
station there is a yearly, seasonal, or monthly mean profile and
a standard deviation of the temperature at each level in the at-
mosphere. Furthermore, because the profiles are continuous func-
tions, there is significant correlation between the temperatures
at nearby levels. The observations of the emission from the oxy-
gen band are then to be used to find a solution to (17) such that
the derived temperature distribution is a least squares fit to the
temperature profile. The minimazation is with respect to the joint
probability distribution of the temperature profile and the obser-
vational error. The two or three independent pieces of data in
the measurement are distributed over the profile reducing the vari-
ance where the weighting functions are the most sensitive. If To
is the mean profile and ST and S e are the covariance matrices of
the profile and the experimental data respectively, then the opti-
mum linear estimate of (T) is given by Westwater and Strand, 1967a)
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(T) = (T) + (X) -1(K)*(Se) [(Te) - (Teo)]
where
(18)
(19)(X) = (ST)-1 + (K)*(Se)- (K)T ~~~e
The covariance matrix of (T - To ) is given by (X)-1 . The diagonal
elements of the latter are the mean-square variances at the differ-
ent heights. Figures 6 and 7 are example model calculations by
Westwater and Strand (1967b) appropriate to the oxygen sounding
problem. The curves show the variance with height for profiles de-
rived from sets of measurements at 5 frequencies with different as-
sumed measurement errors, ao. The oe are absolute uncertainties in
the antenna temperatures and are taken to be the same at each fre-
quency. The curve for ae = - shows the a priori profile statistics.
Figure 7 shows the results that are obtained if the ground tempera-
ture can be constrained by an independent measurement (perhaps with
a thermometer).
HEIGHT ABOVE SURFACE IN km
Fig. 6: Accuracies of several simulated upward inversions
for temperature profiles for different levels of
measurement error, 0 e = X shows the a priori pro-
file statistics. The ordinate is OK. (Westwater
and Strand, 1967).
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HEIGHT ABOVE SURFACE IN km
Fig. 7: Accuracies for several simulated upward inver-
sions for temperature profile for different lev-
els of measurement error, oe , with the surface
temperature constrained. The ordinate is °K.
(Westwater and Strand, 1967).
It is clear from the figures that significant results may be
obtained with measurement errors as large as 1.0 °K. One may well
ask whether measurement errors as small as 1.0 °K are presently
possible. In section 5 we concluded that an absolute accuracy of
1.0 °K was well within the capabilities of current radiometers. A
more serious problem, particularly for the temperature sounding
studies, is the inaccuracy in our knowledge of the absorption coef-
ficients. For example, at 50 GHz the atmospheric optical depth is
about 0.3 and hence the sky brightness temperature at the zenith
is about 100 °K. If this opacity, which is mostly due to oxygen,
is uncertain by 5%, an intolerably large error of 5 °K results.
This error has the same effect as a measurement error.
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7. PAST AND CURRENT PROGRAMS
To date, the observational possibilities in ground based pas-
sive microwave probing of the atmosphere have been only marginally
exploited. Quite often the sky brightness is measured primarily
so that the inferred atmospheric absorption can be used to correct
astronomical observations (see, e.g. Shimabukuro, 1966; Tolbert,et
al., 1965).
Wulfsberg (1964) measured sky brightness temperatures through-
out a year at 15, 17, and 35 GHz. Falcone (1966) compared these
data with theoretical temperatures based on concommitant radiosonde
data and found that the correlation was best if an oxygen half-
width parameter of 750 MHz at NTP was used. No attempt to invert
this data has been published.
Staelin (1966) has published solar absorption spectra in the
neighborhood of the 1.35 cm water vapor line for both clear and
cloudy days. He shows how the abundance of the liquid water clouds,
because of their characteristic X- 2 spectra, can be readily deter-
mined. For clear days he found that the difference between meas-
ured spectra and theoretical spectra from radiosonde data varied
between 0 and 15%. The spectra are shown in Figure 8. As discussed
in section 6 above, Barrett and Chung (1962) suggested that high al-
titude water vapor might be detectable as a narrow intense emission
feature at 1.35 cm. Figure 9 shows some model distributions and
corresponding spectra as calculated by Croom (1965). Bonvini,et al.,
(1966) reported measurements at Slough in which they did not detect
the line and placed an upper limit of about 2 °K on the effect.
Recently, Staelin (1968) has reported detecting a weak line at a
lower level than 2 °K. The observed signal is in agreement with a
constant stratospheric mixing ratio of about 2 x 10-6 as observed
by balloon (Mastenbrook, 1968).
Both emission and absorption of ozone has been detected re-
cently at Berkeley (Caton,et al., 1967), at the Ewen-Knight Corpora-
tion (Caton et al, 1968), and at MIT (Barrett,et al., 1967). The
very strong 101.7 GHz line of ozone as seen against the sun by the
Ewen-Knight group is shown in Figure 10. In each case only an ap-
proximate estimate of the total ozone abundance was obtained and
no attempt at inversion was made. As in the case of stratospheric
water vapor, the very high altitude ozone should produce a sharp
central core. Hunt (1966) has estimated that the ozone abundance
above 53 km should be enhanced at night, and Carver,et al.,(1966)
have reported detecting an enhancement with a rocket-borne UV spec-
trometer. A careful observation of the core of the microwave line
may reveal these diurnal variations.
The current ground-based programs of which the author is aware
are as follows: Multichannel studies of ozone and water vapor at
MIT; Antenna tipping experiments at 4 mm at the University of Texas
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to obtain the tropospheric temperature profile; Both multi-frequen-
cy and antenna tipping experiments in Hawaii by the ESSA Boulder
Laboratories; At UC Berkeley, multifrequency measurements in the
oxygen band for the temperature profile, and multifrequency ozone
line measurements.
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Fig. 10: Measured and predicted ozone profile for the
101.7 GHz ozone line. (After Caton,et al.,1968).
8. METEOROLOGICAL RELEVANCE
Ozone plays an important role in the heat balance of the at-
mosphere because of its absorption of ultra-violet radiation from
the sun and infra-red radiation from the earth. Like Umkehr meas-
urements, the microwave studies of the ozone from the ground will
never provide the quality of spatial resolution afforded by balloon
sampling. Only gross distribution features can be determined. Un-
like the Umkehr observations which must be made at sunrise and sun-
set, the microwave emission studies can be made at any time of day
or night. Hence they can be used for studies of hourly variations
and, in particular, the night time high altitude enhancement. The
total ozone content varies considerably during the year, especial-
ly at middle latitudes and it should be accurately measurable by
microwave probing.
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The influence of the different kinds of water clouds on the
weather is familiar to everyone. There is probably no better way
to remotely measure the amount of water in a cloud than with a mi-
crowave radiometer. The variable water vapor content can also, in
principle, be measured quickly and accurately with a proper micro-
wave radiometer. Furthermore, this vapor measurement can be made
even in the presence of water clouds. In contrast, sounding in the
infra-red fails in the presence of clouds because they are too
opaque.
It is clear from the discussion of Sections 5 and 6 that meas-
uring the emission from the oxygen band permits one to probe the
temperature structure of just the first few kilometers. However,
this is an important region because it is at these levels that the
low lying temperature inversions form. The presence of such inver-
sions is particularly important in urban areas because of the trap-
ping of smog layers by inversions. Although radiosonde measurements
naturally provide better resolution, the microwave probing technique
offers some advantages: the measurements are more local and, in
principle, may be done more quickly and more often.
9. SUMMARY
The prospects for making significant meteorological measure-
ments by passive microwave probing seem to be very good. The meas-
urement precision of radiometers that are currently available (or
will soon be available) is adequate. On the other hand, the uncer-
tainties in the gas absorption coefficients are presently too large.
It may be that the microwave probing programs that are currently in
progress will provide the data which can be used to improve the ab-
sorption coefficients. A better procedure is probably to make ac-
curate absorption measurements in the laboratory. Further work such
as that begun by Ho,et al.,(1966) should be carried out; that is, ac-
curate measurements of the temperature and pressure dependences of
absorption in mixtures of gases should be made, and this program
should be coupled with theoretical studies of the shape of micro-
wave bands. Both the oxygen band and far infrared water vapor band
are not sufficiently understood.
The theoretical machinery for inverting the radiometric data
seems now to be well worked out. The observations for which the
microwave probing techniques are especially well suited are: de-
termination of total water vapor and ozone content, even in the
presence of clouds, and determination of the water content of clouds.
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ABSTRACT
This report reviews the theoretical and
experimental activities in remote sensing con-
ducted by the Millimeter Wave Program, Wave
Propagation Laboratory, of the ESSA Research
Laboratories. The projects reported here are
(1) the linear statistical inversion method, (2) de-
termination of vertical temperature profiles from
microwave emission measurements near 60 GHz,
(3) determination of radio path length corrections
from emission measurements at 20. 6 GHz, and
(4) determination of liquid water content of
thunderstorm cells by emission measurements
at 10.7 GHz.
1. INTRODUCTION
The possibilities of remote inference of temperature and water vapor
profiles from microwave thermal emission measurements are well known
(Meeks and Lilley, 1963; Barrett and Chung, 1962). The problems of
inverting radiometer observations to obtain profiles has been solved for two
frequently occurring situations:
(1) a priori statistical knowledge of both the profile
and experimental noise level, and complete knowledge
of absorption coefficients are available (Rodgers,
1966; Strand and Westwater, 1968a, b).
(2) simultaneous measurements of thermal emission and
direct measurements of the profile can be obtained
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over a suitable ensemble of data. This technique,
which is a multidimensional regression analysis,
does not require knowledge of the absorption
coefficient. The observational requirements of
this technique, however, are not always practical.
Sections 2 and 3 of this report describe the linear inversion technique (1)
and its use in evaluating the potential of ground - based probing in inferring
temperature structure. A passive technique which corrects for range
errors due to the refractive index of water vapor is described in Section 4.
The remote inference of the liquid water content of discrete cloud struc-
tures by passive radiometry is discussed in Section 5.
2. THE LINEAR STATISTICAL INVERSION METHOD
Attempts to infer atmospheric profiles from measurements of emitted,
absorbed, or scattered radiation have been described in the literature.
Many of these problems can be reduced to solving an integral equation of the
first kind in the presence of error in the measured quantity. Some of the
difficulties in solving this type of equation are:
a. Finite measurements. Only a finite (and usually
small) number of measurements can be taken from
which to infer an entire profile.
b. Instability. Direct attempts to solve the equation by
standard methods of matrix inversion can yield
unstable solutions because of ubiquitous measurement
errors, i.e., small errors in the measured quantity
can yield large, physically unrealistic estimates of
the inferred quantity.
c. Nonuniqueness. In a mathematical sense, the solutions
are not unique, since any function that can be integrated
to yield the observed value to within the noise level of
the sensor is mathematically (but not necessarily
physically) a legitimate solution.
d. Ill-Conditioning. Because kernel functions encountered
in practical applications are smooth functions of
physical parameters, measurements are often de-
pendent, in the sense that certain measurements can
be obtained from linear combinations of the others to
within the noise level of the observations.
e. As Twomey (1965) has shown, methods that attempt to
approximate the profile by approximating its transform
398
E. R. WESTWATER AND M. T. DECKER
are based on the incorrect premise that "nearness" j
to the transform implies "nearness" to the profile.
Some investigators, e.g., King (1964) have advocated nonlinear
techniques to achieve useable results; others (Twomey, 1965) have used
linear methods incorporating smoothing to reduce the instability. More
recently (Alishouse, et al., 1967) empirical orthogonal functions have been
used to maximize the information obtainable from the small number of
determinable parameters. The minimum-rms inversion method
(Rodgers, 1966; Strand and Westwater, 19 6 8a, b) is linear, achieves
smoothing by filtering the signal from the noise in a statistically optimum
manner, and estimates the profile from the measurements at hand and the
a priori statistical knowledge of both the profile and the noise level of the
sensor. The essentials of this method may be described as follows:
The Fredholm integral equation of the first kind is written
b
ge(x) = g(x) + E(x) = K(x,y)f(y)dy + E(x), (1)
a
where ge(x) is the measured value and is the sum of the amount contributed
by the profile alone, g(x), and the instrumental noise E(x); K(x, y) is the
kernel (assumed to be known); and f(y) is the unknown. From measure-
ments of ge(x) at some set of values of x, say x i , i = 1, 2, ... , n, it is
wished to infer f(y). Introduction of a suitable quadrature approximation to
(1) yields the matrix equation
ge = Af + E, (2)
where
ge 
=[ ge
x
l
) ge(X2)1)' ge (Xn)] T
(A)ij =K(x i , yj)w.,
f = [ f(yl) ' f(y2 ), f )]
E= [ (xl), E(x2 ) , ... E(X)]
wj = quadrature weight associated with the point yj, and the superscript T
means matrix transposition. The minimum-rms inversion method does not
attempt to solve (2); rather it attempts to use the data vector, ge, to
estimate the solution such that the average mean-square error in the
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estimation is as small as possible. Let
7- f -f , (3)
o
where fo is the mean of f, obtained by averaging over a representative
ensemble of profiles. If one assumes that the estimate to the profile, 7r, can
be expressed as a linear combination of the data, ge, then the estimate that
minimizes the expected mean-square error of 7 - 77 is given by (Strand and
Westwater, 1968b)
7= SfA H (g -Af ), (4)f e o
where
H = S + ASfA
T
Sf= known covariance matrix of the profile
E {(f - f o) (f fo)T
(E denotes expected value operator),
and
S = known covariance matrix of
experimental observations.
In addition, the covariance matrix of the solution, S , is given by
77-77
S. = X (5)
77-77
where
X=S + AT S -1A.
fE
The sum of the diagonal elements of S^ is m times the expected mean-
77-77
square error per quadrature point. The essential properties and
requirements of the solution may be summarized as follows:
a. The method requires knowledge of Sf and S E . We can
estimate Sf from past observations of f (usually direct
observations); SE can be determined experimentally
by calibration of the sensor.
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b. Data with correlated errors can be treated by this
method.
c. The instability problem is completely eliminated: as
SE -. -, 7 -' 0, i. e., the best estimate of the profile
is its mean.
d. The average error of the solution can be determined
immediately from properties of the equation of trans-
fer, the measurement noise level, and the a priori
information.
e. The introduction of basis vectors to represent the
solution is neither necessary nor desirable. A
completely adequate representation of the solution is
its values at each of the quadrature abscissas.
f. The solution yields the best fit to the profile in the
sense of minimum mean-square linear unbiased
estimation when averaged over the joint probability
distribution of f and E, where the components of f
are assumed uncorrelated with those of ¢.
g. A criterion for optimum observation ordinates (such
as frequency or angle) may be given. From a large
set of possible measurement locations, the optimum
subset is the set that yields the minimum overall
expected mean-square error (Tr Sf _ - = TrX-1).
The optimum subset is a function of the kernel, the
noise level of observations, the a priori information
and the number of elements in the subset (Westwater
and Strand, 1968).
h. The method estimates the solution at each point along
the profile. Thus, questions of "height resolution"
can be answered only by reference to the correlation
properties of the medium. For example, a profile
"spike" of arbitrarily small thickness and lying
outside the interval in which the kernel contributes
to the integral could be inferred strictly on the basis
of conditional probability if the medium had a cor-
relation coefficient of unity between the two regions.
i. The linear estimate is the optimum estimate, in the
expected mean-square sense, if the profile and
measurement error are jointly gaussian distributed
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and if the integral equation is exactly a Fredholm
equation (C. D. Rodgers, 1966).
3. GROUND-BASED TEMPERATURE PROBING BY PASSIVE MICRO-
WAVE TECHNIQUES
Under clear-sky conditions, ground-based measurements of micro-
wave thermal emission near 60 GHz can provide useful information about
the temperature structure of the lower troposphere. Such information,
obtainable on a time scale much finer than that provided by conventional
radiosonde launches, could be useful in studying development of low
altitude inversion layers, and in air pollution studies. In addition, ground-
based passive probing for water vapor profiles requires knowledge of
tropospheric temperature structure which could be provided by this
technique. In this section, theoretical results of Westwater and Strand (1968)
are presented to indicate the accuracies that might be expected from such a
technique under clear-sky conditions.
Data vectors (i. e., thermal emission measurements) from which
profiles can be extracted can be generated by either frequency or angular
variation or both. A complete discussion of the comparative experimental
accuracies achievable at present and in the future is beyond the scope of
this paper. However, with statistical inversion methods, various choices
of random experimental error, as embodied in the covariance matrix, S¢,
can be made and the average effect of these measurement errors on the
inferred profile can be determined. As an example of. this type of calcu-
lation, Figures 1 and 2 show accuracies obtainable by ground-based probing
using vertical emission measurements at five frequencies in the oxygen
complex. In these figures, "constrained" refers to the use of the surface
temperature to modify the estimate of the profile. With measurement
accuracies of 1 0 K, only two, or at most three, of the measurements are
independent (cannot be predicted to within the noise level by linear com-
binations of the remaining measurements), so that similar results could be
obtained by a suitable choice of two or three channels. Figure 3 shows the
accuracy expected from a fixed frequency variable-angle scheme at
53. 8 GHz. The initial elevation angles ranged from 1 to 90 in equal
increments of the cosecant of the elevation angle, spherical temperature
stratification was assumed, and ray tracing based on Snell's law for a
spherical atmosphere was used. The results indicate that, for the noise
levels assumed here, the temperature profile can be determined to a
standard deviation of 2 ° up to about 5 km. Above the 5 km, the results
deteriorate rapidly, and the uncertainty approaches the a prioriuncertainty.
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4. DETERMINATION OF ATMOSPHERIC RANGE ERROR
CORRECTION BY PASSIVE MICROWAVE RADIOMETRY
The accuracy of baseline-type tracking systems which measure range
to missiles is limited by atmospheric refraction. The MARCOR (microwave
atmospheric range correction) technique (Meniuset al.10 Westater, 1964) corrects for
range errors due to the wet component of atmospheric refractivity by using
thermal emission measurements nearstablish t he cm wa ter vapor line. These
measurements are made by a radiometer pointing in th e approximate
direction of the tracked object, and related to the line integral of the wet
refoactivity. Theoretical results indicate that this technique can improve
surface estimates of range correction by a factor of 5 to 10 (Westwater, 1967).
The Millimeter Wave Program Area of the Wave Propagation
Labo ratory and Tropospheric Physics Program Area of the Tropospheric
Telecommunications Laboratory, ESSA Research Laboratories, have
initiated0. 6 GHz with a conjoint experimental effort to establish the feasibility of the MARCOR
technique. Phase measurement techniques were used to measure apparent
path length at frequencies near 10 GHz over a 64 km path from Upolu Point
(elevation 30 m) on the island of Hawaii to Mt. Haleakala (elevation 3025 m)
on the island of Maul. Variations of several meters in this measured path
length, resulting from the changing atmospheric refractivity, were observed.
Simultaneous measurements of atmospheric thermal emission were made at
20. 6 G-z with a conical horn reflector having an aperture diameter of 1. 2 m
and directed along a path near that mentioned above. Meteorological data
were taken at the surface, through the atmosphere with radiosondes, and
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with an aircraft instrumented for refractivity and temperature soundings.
Supplementary atmospheric emission and absorption measurements were
made at 15, 31, and 53.8 GHz. The data are being analyzed to determine to
what extent the radiometric data can predict the changes in apparent path
length.
5. LIQUID WATER CONTENT OF THUNDERSTORM CELLS
Measurements of the thermal noise emission from Colorado thunder-
storms by means of a 10.7 GHz radiometer and a 18 m diameter steerable
parabolic antenna have been used to prepare contours of integrated liquid
water content along radio rays passing through the storm (Decker and
Dutton, 1968).
The experimental data consist of horizontal radiometric scans across
the thunderstorm that make it possible to measure the difference in antenna
temperature when the antenna is pointed at the clear atmosphere and the
storm. In addition to the radiometric data, radar, radiosonde, and surface
meteorological data were used to estimate the absorption that must have
been occurring along a line of sight toward the clear sky and also when
looking toward the storm. Subtracting the absorption due to the clear sky
from that occurring when looking at the storm yielded an estimate of the
absorption due to the storm itself. Since the storm absorption is pro-
portional to the liquid water content with a known constant of proportionality
dependent upon the temperature, the water content of the storm along the
line of sight can be estimated.
Examples of contours of liquid water content, as seen from the
radiometer site, plotted on an azimuth angle-elevation angle grid are
shown in Figure 4. The contour values indicate the number of kilograms of
liquid in a column of one square meter cross section along the entire path
through the storm. Alternatively, one may estimate the average liquid
water density in grams per cubic meter over the path length by dividing the
contour values by an estimated length (in kilometers) through the storm.
The technique shows promise as a tool in the study of liquid water in
clouds, although further work is needed to delineate its limitations. In
particular, the effects of scattered energy should be evaluated, as well as
the effects of ice particles with their different emitting and scattering
properties.
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ABSTRACT
Microwave meteorology is in part an outgrowth of
radio astronomy techniques which have been devel-
oped for measuring and interpreting the intensity,
polarization, and spectral properties of radio
signals. In this review the ways in which radio
signals are affected by meteorological parameters
are described, as are methods for interpreting the
signals, the state-of-the-art in instrumentation,
the current state of development of the field, and
some problems and prospects for the future. It is
shown that the temperature profile of the atmos-
phere, water vapor and ozone distribution, cloud
water content, and certain surface properties can
be measured with sufficient accuracy to provide
useful meteorological information. In some cases
the information can not readily be obtained in any
other way, and thus passive microwave techniques
may open to study new areas of meteorology. Be-
cause of space constraints the review is composed
primarily of summaries and conclusions, and it
refers to the literature for most details.
1. INTRODUCTION
In this paper are reviewed ways in which the wavelength interval 0. 1-100 cm can
be utilized for passive ground-based or space-based meteorological measurements.
Each region of the electromagnetic spectrum has unique properties which can be ex-
ploited for purposes of remote sensing, and in the microwave region these properties
include an ability to penetrate clouds and to interact strongly with 02, H2 0, and other
atmospheric constituents. The interactions considered here are those of 02, H2 0, 03,
clouds, precipitation, sea state, surface temperature, and surface emissivity. Barrett
(1962) has listed many other constituents which also interact, such as OH, CO, N 2 0,
and SO 2 , but these are presently difficult to observe and are not considered in this
review.
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The review has two major parts, a technical section which reviews the physics of
the interactions, the mathematics of data interpretation, and the state-of-the-art in
instrumentation. The second part is applications-oriented and reviews the types, ac-
curracy, and relevance of possible meteorological measurements. It also contains
several suggestions for further work.
2. TECHNICAL REVIEW
2.1 Physics of the Interactions
The topics of this section include 1) the relevant equations of radiative transfer,
2) the absorption coefficient expressions for 02, H2 0, 03, clouds, and precipitation,
and 3) the microwave properties of the terrestrial surface. Both the theoretical ex-
pressions and the corresponding experimental verifications are described and refer-
enced. In general only a fraction of all possible references are given.
2. 1.1 The Equations of Radiative Transfer
At wavelengths longer than 1 mm the Planck function can be simplified because
hv << kT for all situations of meteorological interest. The symbols h, v, k, T are
Planck's constant, frequency, Boltzmann's constant, and temperature, respectively.
In this paper rationalized MKS units are used unless stated otherwise. As a result of
this low frequency approximation the power P (watts) received by a microwave
radiometer equals kTB, where B is the bandwidth (Hz). Since temperature has direct
physical significance, most radiometers are calibrated in terms of antenna temperature
TA (OK), which is the temperature a black body at the antenna terminals must have to
produce a signal of the observed power P. That is,
TA = P/kB (1)
The measured antenna temperature TA is in turn related to the angular distribution of
power incident upon the antenna. The appropriately polarized power incident upon the
antenna from any given direction can be described by an equivalent brightness temperature,
TB (v, 0, 0) (OK). The antenna temperature is then an average of the brightness tem-
perature weighted over 4V1 steradians according to the antenna gain function G(v, 0, 0).
That is
TA(, f 1- TB(P,40 ) G(,,610) dQ (2)
The gain of any particular antenna can be calibrated on an appropriate test range.
The equation of radiative transfer can be used to relate the brightness temperature
TB to the atmospheric composition and temperature T(z) along the line of sight, and to
the brightness temperature To(e, P) of the medium beyond the atmosphere. To an ex-
cellent approximation the equation of radiative transfer for a slightly lossy medium is
z a |fz a(z) dz
TB(v) =ToT e TO+ f ma T(z)e c(z)dz (3)
where scattering and variations in index of refraction have been neglected. The
equation loses validity primarily in the presence of the relatively large particles like
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raindrops or snowflakes, and at 1-mm wavelength in the presence of some clouds. In
Equation (3) T(v) is the total opacity of the atmosphere, and Qa(z) (mi ) is the absorption
coefficient. Equation (3) expresses the fact that the brightness temperature in any
given direction is the sum of the background radiation and the radiation emitted at each
point along the ray trajectory, each component attenuated by the intervening atmosphere.
The equations of radiative transfer with and without scattering are discussed by
Chandrasekhar (1960) and are related to radio astronomy problems by Shklovsky
(1960).
In certain cases the equations of radiative transfer is more appropriately ex-
pressed in matrix form. This form is desirable, for example, when describing the
effects of Zeeman-split resonance lines upon the flow of polarized radiation. One such
formulation was developed and applied by Lenoir (1967, 1968) to 5-mm wavelength
measurements of the mesospheric temperature profile.
2. 1. 2 Opacity Expressions for Atmospheric Constituents
A general reference for microwave spectroscopy is the book by Townes and
Schawlow (1955) and good references for general atmospheric and surface effects in-
clude the book by Stratton (1941) and the book edited by Kerr (1952). Expressions for
the absorption coefficients of atmospheric constituents are usually formed by
empirically choosing constants in the quantum-mechanical formulation for opacity in
order to provide the best agreement with experiment. If experimental verification of
the absorption coefficient expressions under all possible conditions were practical,
one could dispense with quantum mechanics and electromagnetism entirely. The
degree to which the absorption coefficients ar e presen tly based upon theory rather
than upon experiment varies considerably, depending upon the constituents and the
atmospheric conditions.
In the case of the oxygen complex near 5-mm wavelength the most widely used
absorption coefficient is that of Meeks and Lilley (1963) who revised and updated the
expressions developed by Van Vleck (1947). Gautier and Robert (1964) and Lenoir
(1965) extended these expressions to include Zeeman splitting appropriate above 40
km altitude. The absorption coefficient was determined using the theoretical line-
shape factor of Van Vleck and Weisskopf (1945), and those line-width parameters and
line frequencies which were measured for the stronger lines. The line-widths have
been measured at pressures near 1 atm and at low pressures. The dependence of
line-width on pressure and temperature has also been measured. A complete bib-
liography by Rosenblum (1961) references the literature on microwave absorption by
oxygen and water vapor up to 1961. Although much experimental work has been done,
there is some need for still more precise laboratory measurements, particularly of
atmospheric compositions over the full range of temperatures and pressures of me-
teorological interest.
The absorption coefficient of oxygen in the atmosphere can also be tested by
direct measurement of antenna temperatures near 5-mm wavelength. Such measure-
ments have been made from both ground-based and balloon-borne radiometers. The
most recent such measurements are those of Lenoir et al (1968). They examined the
9+ resonance line at 61. 151 GHz with a three-channel microwave radiometer mounted
on balloons which flew to altitudes of 35 km. Observations were made at zenith angles
of 600, 750, 1200, and 180 , and at frequencies separated from 61. 151 GHz by ±20,
:60, and ±200 MHz. The most precise tests of the theoretical opacity expressions
are those measurements made looking upward. In this case differences between the
theoretical and experimental values of atmospheric opacity as small as 57o could be
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detected in certain regions of the atmosphere. No discrepancies this large were
noted 60 and 200 MHz from resonance when the balloon was in the altitude region
25-32 km. One such data set from Lenoir et al (1968) is shown in Figure 1. The
experiments were less sensitive to opacity uncertainties in other regions of the
atmosphere or spectrum. In these regions the differences between the theoretical
and experimental brightness temperatures were generally less than 5 0 K, the approxi-
mate experiment accuracy.
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Figure 1. Experimental and theoretical values of antenna temperature at three i. f.
frequencies for a 61. 151 GHz radiometer mounted on a balloon.
Measurements at 53.4 - 56.4 GHz by Carter et al (1968) have permitted the Van
Vleck-Weisskopf line shape to be refined slightly.
Water vapor has transitions at 22. 237 and 183. 3 GHz, in addition to many transi-
tions at higher frequencies. The opacity expressions for the 22 GHz line were de-
veloped by Van Vleck (1947, 1951), and were refined by Barrett and Chung (1962) on
the basis of the experimental findings of Becker and Autler (1946) and the theoretical
calculations of Benedict and Kaplan (1959). Relatively good agreement between
theory and experiment was obtained by combining the Van Vleck and Weisskopf (1945)
line shape with a non-resonant term which corresponds to contributions from the far
wings of all the resonances at other frequencies. The magnitude of the non-resonant
term was selected to provide the best agreement with the measurements of Becker
and Autler (1946), which were made at pressures near 1 atm. Gaut (1967) and
Croom (1965a) have also developed expressions for the 22 GHz absorption coefficient.
Gaut (1967) has developed an expression for the absorption coefficient near the
183. 310 GHz water vapor resonance. He included the effects of several neighboring
lines by using in part the line strength calculations of King, Hainer, and Cross
(1947), the Van Vleck-Weisskopf line shape, and measurements of Rusk (1965),
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Frenkel and Woods (1966), and Hemmi (1966). Croom (1965a) has done similar
calculations. The review and bibliography by Rosenblum (1961) is a useful reference.
Direct measurements of the atmosphere have been made primarily near 22 GHz.
Most of these measurement programs have been handicapped because atmospheric
water vapor varies somewhat more rapidly than the observing frequency can be
changed, or more rapidly than accurate correlative measurements can be made. The
remedy is improved instrumentation and stable meteorological conditions. An ex-
tensive series of observations has been made with a five-frequency radiometer by
Staelin (1966) and Gaut (1967). Five frequencies were observed simultaneously in
absorption against the sun and permitted opacity measurements with an approximate
accuracy of 0. 02 db or less than 5% of the total opacity. Meaningful comparison of
the measured opacity spectrum and that spectrum expected on the basis of simultan-
eous rawinsondes was possible only on days characterized by very stable meteorological
conditions. One such comparison made by Gaut (1967) is illustrated in Figure 2.
Examination of 9 spectra measured under these stable conditions indicate that the
theoretical expressions of Barrett and Chung (1962) are accurate to better than 5% for
typical atmospheric conditions.
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Figure 2. The observed spectrum and corresponding theoretical spectrum (based on
simultaneous rawinsonde records) near the 22. 234 GHz resonance of water vapor.
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Ozone has many spectral lines at microwave frequencies, but because of the low
abundance of ozone these lines are difficult to detect. Barrett (1962) listed resonances
of ozone at frequencies (GHz) of 9.201, 10. 226, 11. 073, 15. 116, 16. 413, 23. 861,
25.300, 25.511, 25.649, 27.862, 28.960, 30.052, 30.181, 30.525, 36.023, 37.832,
42. 833, 43. 654, 96. 229, 101. 737, and 118.364. Absorption coefficient expressions
have been developed by Caton et al (1967), Caton et al (1968), and Weigand (1967).
These theoretical expressions are based upon line frequencies and line strengths cal-
culated by Gora (1959) and upon the Van Vleck-Weisskopf line shape assumption. At
present 5 resonances in the terrestrial atmosphere have been observed. Mouw and
Silver (1960) observed the 36. 025 GHz line in absorption against the sun, Caton et al
(1967) observed the 37. 836 GHz line in absorption and the 30. 056 GHz line in emission,
Barrett et al (1967) observed the 23. 861 GHz line in emission, and Caton et al (1968)
observed the 101. 737 GHz line in both emission and absorption. For spectral
resolution of a few megahertz, the line amplitudes in emission at zenith are generally
a few tenths of a degree Kelvin except for the line at 101. 737 GHz, which had an
amplitude of a few degrees. The most precise line measurement was that made at
101. 737 GHz by Caton et al (1968), and their figure showing the line observed in
absorption against the sun at 640 zenith angle is reproduced here in Figure 3. In order
to match the theoretical and experimental curves they found it necessary to multiply
the amplitude of the theoretical line by a factor of 1.5. It is uncertain whether this
difference is due to errors in the opacity expression or errors in the assumed model
atmosphere. More measurements of ozone would be very useful.
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Figure 3. Experimental and theoretical changes in solar brightness temperature
caused by ozone at 101. 7 GHz. The predicted values were scaled by 1. 5 to match the
measured values.
Clouds exhibit no resonances in the microwave region of the spectrum but instead
absorb by non-resonant processes. Scattering in clouds can generally be neglected if
the wavelength is more than 30 times the droplet diameter.
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Mie (1908), Stratton (1941), and others have developed expressions for the absorp-
tion and scattering cross-sections of dielectric spheres, Ryde and Ryde (1945) and
Haddock (1948) have used the dielectric constants for water given by Saxton and Lane
(1946) in order to compute the microwave absorption coefficients for clouds and rain.
Goldstein (1951) and Atlas et al (1952) have reviewed and summarized much of this
work. These equations can be extended to include snow and ice clouds through use of
the refractive index of ice measured by Cummin (1952). These results were sum-
marized by Atlas et al (1952) in a table plus footnotes which are reproduced here in
Table 1.
TAB LE 1
Working Values of ATTENUATION in db. km
-
1 (one way)
3.2 cm 1.8 cm 1.24 cm 0.9 cm
(C)
RAIN* 18** 0.0074R'31 O. 045R 0.12R11 0 5 0.22R .00
R in
mm.hr
SNOW* 0 3.3xlO 5 R1 ' 3.32xIO -R 1 '6 1.48x10-3 R1' 6 5.33x10-3R1
'
6
R in + 68.6xlO-5 R + 12.2xlO-4R +1.78xlO-3 R +2.44xlO-3R
mm.hr- -10 3.3xlO-R1 6 3.32xlO 4 R1.6 1.48x10 3R1 '6 5.33xlO- 3R.6
of melted + 22.9xlO 5R + 4.06xlOR + .59xlO- 3 R + 0.81x10-3R
water -20 3.3xlo-5R 
1
6 3.32xlO-4R
1
.6 1.48x10O3R1.6 5.3xlo-3R
1
'
6
+ 15.7xlO1 5R + 2.8 0xlO-4 R + 0.41x10-3 R + 0.56xlO-3R
WATER 20 0.0483 M 0.128 M 0.311 M 0.647 M
CLOUD 10 0.0630 M 0.179 M 0.406 M 0.681 M
M in
gm.m- 3 0 0.0858 M 0.267 M 0.532 M 0.99 M
-8 0.112 M
_extrapolated) _
ICE 0 2.46x10' 3 M 4.36x10
-
3 M 6.35x10
-
3 M 8 .7x10O 3 M
CLOUD -10 8.19xlo
-
4 M 1.46x10
-
3 M 2.11xlO 3 M 2.9x10
-
3 M
M in
.m 3 -20 5.6 3x10'4 M lxlO 3 M 1.45x10' 3 M 2x10- 3 M
* These are empirical equations. For the more exact relations on which they are
based, see Atlas et al (1952).
** The effect of temperature is discussed in Atlas et al (1952). The effect of
non-sphericity on Qs and Q. has been neglected. R16_39
+ As long as snowflakes are in the Rayleigh region. A value of R-10 or R 39
is an upper limit for snowfall rates.
415
PASSIVE REMOTE SENSING AT MICROWAVE WAVELENGTHS
Such theoretical calculations are approximate (Goldstein, 1951) because they must
be based upon some assumed distribution of particle sizes, shapes, etc. The expres-
sions are less sensitive to drop size at the longer wavelengths. The expressions are
less sensitive to drop size at the longer wavelengths. The expressions are best tested
by field measurements. Goldstein (1951) has reviewed several efforts to correlate
rainfall rate with path loss measured along a short path. These measurements at
wavelengths ranging from 0. 62 to 3. 2 cm are all within a factor of 2 of the predicted
average attenuation. Emission spectra have been measured with a ground-based five-
channel microwave radiometer observing at frequencies from 19. 0 to 32.4 GHz
(Toong, 1967). These spectra showed good agreement with the theoretical spectrum
shapes, even through all but the heaviest rainfall. Data obtained at 300 elevation
are compared with theoretical spectra in Figure 4. The cloud types inferred from
these spectra were consistent with those characteristic of frontal passages.
2. 1.3 The Terrestrial Surface
The terrestrial surface both emits and reflects radio waves, and the degree to
which it does either is determined by the surface dielectric constant and the detailed
structure of the surface. In some cases the emission and reflection coefficients
calculated for smooth surfaces (Stratton, 1941) are good approximations. This is so
far calm ocean and smooth homogeneous dirt surfaces, especially at longer wave-
lengths. Gaut (1967) and Marandino (1967) have calculated the emissivity of smooth
water for a number of temperatures and wavelengths, and Marandino (1967) has made
similar calculations for several solid surfaces.
Three interesting properties of the ocean surface are worthy of note, 1) the
reflectivity is high, near 0. 6, 2) the dielectric constant and hence the emissivity
varies with temperature, and 3) the brightness temperature of the ocean surface is
a function of surface roughness, which in turn is correlated with wind velocity. The
high reflectivity results in a very low surface brightness temperature over most of
the microwave spectrum, and thus spectral lines like H2 0 or 03 can be seen in emis-
sion from space. The temperature dependence of the emissivity results in certain
combinations of sea surface temperature and frequency having a surface brightness
temperature independent of surface kinetic temperature, and at other combinations
the dependence can be moderately strong. For water temperatures near 2850 K this
temperature dependence is weak for wavelengths of 1 and 20 cm, and is stronger near
wavelengths of 3 cm. Yap (1965) and Stogren (1967) have calculated the dependence of
surface brightness temperature upon equivalent wind speed, based upon the surface-
slope statistics developed by Cox and Munk (1954). For example, Yap computed the
effect at 3-cm wavelength at nadir to be approximately 0°K per knot equivalent wind
speed and at 600 nadir angle to be 0. 50 K for Elpolarization, and 0°K for E1 1
polarization.
Since land surfaces are difficult to analyze analytically, much emphasis must be
placed on field measurement programs. Measurements by Porter (1966) of smooth
asphalt and concrete are in reasonable agreement with theory. Measurements of
rough surfaces have also been made, and qualitative agreement with intuition has
been obtained. Very few well calibrated measurements have been made.
2. 2 Mathematics of Data Interpretation
One of the central problems in remote sensing is conversion of the measurements
into estimates of the desired atmospheric parameters with the smallest possible error.
It is often called the inversion problem because it can be interpreted as the problem of
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atmosphere during a frontal passage.
theoretical emission spectra for the terrestrial
From Toong (1967).
inverting the equations of radiative transfer. There are several major approaches
which have been taken toward solving this problem. These approaches include
1) the trial-and-error or library technique, 2) linear analytical procedures, 3) non-
linear analytical procedures, 4) linear statistical methods, and 5) non-linear
statistical methods.
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The trial-and-error or library procedures, as the names imply, simply involve
calculation of a large number of theoretical values for the measurements, and selec-
tion of that model atmosphere which provides the best agreement with the measure-
ments actually obtained. Although the method is useful because of its conceptual
simplicity, there are few inversion problems for which this technique produces com-
pletely useful results. Examples include the inversions of Toong (1967) and most
studies of the atmospheres of other planets. These are cases where a priori data is
not available or where accurate correlative measurements were not feasible.
Linear analytical procedures include those of King (1961), Fow (1964), Lenoir
and Koehler (1967), and others. These methods consist primarily of the solution of a
set of simultaneous linear equations which relate N atmospheric parameters to N
measured parameters. Writing these equations usually involves linearizing the appli-
cable equations of radiative transfer. These equations are then solved simultaneously
to yield estimates for the unknown parameters. Because this may involve the in-
version of a nearly singular matrix, it is necessary to have data that is not noisy or
to incorporate boundary conditions which lead to a less singular matrix. If the matrix
to be inverted is not singular, then the method is often satisfactory.
Non-linear analytical inversion procedures are similar to the linear procedures,
except that non-linear equations are to be solved. For example, King (1964) con-
sidered the problem of approximating the atmospheric temperature profile by a set
of slabs of varying thickness, or by a set of ramps. This technique has been ex-
tended by Florence (1968).
Linear statistical methods are similar to the linear analytical techniques, except
that the final matrix which multiplies the data vector to yield the parameter vector is
selected so as to minimize some error criterion, such as the mean-square estimation
error. There are several approaches to the problem. One approach is that of
Twomey (1965, 1966), in which the mean-square error between the true and esti-
mated parameter vectors is minimized by heuristic adjustment of a smoothing para-
meter which represents the degree to which the estimate is smoothed and biased
toward the a priori mean. This bias toward the a priori mean avoids inversion of
singular matrices.
Perhaps a more elegant technique is that applied by Rodgers (1966) to inversions
of atmospheric temperature profiles at infrared wavelengths. In this procedure, also
discussed by Deutsch (1965), Strand and Westwater (1968), and others, the mean-
square error between the estimated and true parameter vector is minimized without
any heuristic parameters. A complete set of a priori statistics is required to imple-
ment the procedure, however. The technique can be described simply as follows.
Let the measured data and the desired parameters be represented by the column
vectors d and p, respectively. In order to reduce the dimensionality of p, a statis-
tically orthogonal set of basis functions for p-space is sometimes sought, as discussed
by Rodgers (1966) and others. Let p* be the estimate of p based on a particular
measured d, and let p* be computed by multiplying d by the matrix D, where D is not
necessarily a square matrix. The optimum matrix D may then be computed by finding
that D which minimizes the mean-square error, E [(p* - p)t (p* - p) , where E is the
expected-value operator and the superscript t means transpose. The optimum D can
be shown to be given by
D = D E dpt] (4)D -E[d p 
t
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where Cd is the data correlation matrix, E [ddt]. This procedure is equivalent to
multi-dimensional regression analysis. In some cases the matrix Cd is sufficiently
singular to degrade the inversion. In this case, as observed by Waters and Staelin
(1968), the matrix d may be transformed to d' such that E [d' d't] is diagonal. It can
be shown that d' is Rtd, where Rt is the transpose of the matrix formed from the nor-
malized column eigenvectors of Cd. The estimate p* then is given by D' d'. Those
elements of d' corresponding to diagonal terms in Cdt less than the computational
noise level can then be discarded.
Linear statistical estimation is optimum in a least-square sense only in special
circumstances. The procedure of Rodgers (1966) is optimum if the parameter varia-
tions and the instrument errors are both jointly gaussian random processes. In gen-
eral these conditions do not apply, and there is room for improvement. For example,
in the infrared region of the spectrum the Planck function is inherently a non-linear
function of atmospheric temperature. Even in the microwave region where the
Planck function is linear, the equations of radiative transfer are somewhat non-
linear. In addition, the parameter statistics are seldom jointly gaussian, although they
often are approximately so. For non-linear or non-gaussian problems the optimum
inversion procedure is generally non-linear.
One quite general non-linear statistical estimation procedure is Baye's estimate,
as described for example by Helstrom (1960). The difficulty is that numerical
evaluation of integrals over the parameter space can be impossibly time consuming
for estimation problems involving several data points and many parameters. A more
practical technique is the non-linear estimation procedure outlined by Staelin (1967)
and Waters and Staelin (1968). This technique is similar to the linear statistical
technique described above, except that the data vector d is replaced by the vector 0(d),
where Oi(d) is any arbitrary function of d. This technique permits most non-linear
relations between parameters and data to be inverted, and avoids the need for itera-
tion which is sometimes employed with the linear procedures to obtain some of the
benefits of non-linearity.
2. 3 Instrumentation, State of the Art
The sensors used for microwave meteorology are generally adaptations of systems
developed for radio astronomy, a field in which receiver development is quite active.
The major problem areas include sensitivity, absolute accuracy, spectral response, and
directional response. In addition, each application has constraints of cost, size,
weight, power, availability, and operational simplicity.
Receiver sensitivity may be characterized by the receiver noise temperature TR,
the bandwidth B, an integration time T, a constant 0ewhich is usually in the range 1-3,
and the equivalent rms fluctuations at the receiver input ATrms. It can be shown
(Kraus, 1966) that
a (TA + TR) o0
rmT = (/ )BK T(5rms G/us
This equation can be used to estimate an ultimate limit to receiver sensitivity. For
example, a radiometer in space viewing the earth will see an antenna temperature of
approximately 3000 K. For a noiseless receiver with 1-sec integration, RF bandwidth
108 Hz, and ae equal 2, then ATrms is 0. 060 K. If 10 K sensitivity is sufficient, then
an integration time as short as 0. 004 sec may be used. These limits have a strong
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bearing on the ultimate spatial resolution and coverage which can be obtained by radio-
meters in space. For example, such a receiver in Earth orbit at 1000 km altitude
could have spatial coverage no better than 50 spots per mile of ground track, with 10 K
receiver sensitivity.
Although the receiver noise temperature TR is not zero, the sensitivity of re-
ceivers is rapidly improving due to the development of improved solid-state com-
ponents. At wavelengths longer than 3 cm receiver noise temperatures TR of less
than 1500 K can be obtained with solid-state parametric amplifiers, and this performance
is being extended to wavelengths near 1 cm. With masers receiver noise temperature
lower than 400 K have been obtained in operational systems near 20-cm wavelength.
At wavelengths shorter than 3 cm the most common type of receiver is the super-
heterodyne. These systems have noise temperatures ranging from several hundred
degrees at 3-cm wavelength to perhaps 20, 0000 K at 3-mm wavelength. Recent im-
provements in Schottky-barrier diodes show promise of reducing superheterodyne
noise temperatures to a few hundred degrees for wavelengths as short as 5 mm.
Progress in this area is so rapid but unpredictable that planning more than five years
in the future is difficult.
The absolute accuracy of most radiometers is generally much less than could be
obtained with care. Perhaps the most careful measurements ever made were those
performed to measure the cosmic background radiation, as described by Penzias and
Wilson (1965), Wilkenson (1967), and others. In these experiments absolute ac-
curacies of approximately 0. 1-0. 20 K (rms) were obtained for antenna temperatures of
approximately 60 K. Since the calibration problem becomes simpler as the antenna
temperature approaches the physical temperature of the radiometer, such accuracies
are obtainable in situations of meteorological interest. Absolute accuracies of 10 K
are readily obtainable without great care.
Almost any arbitrary spectral response can be obtained with a microwave radio-
meter, although most parametric or other low-noise amplifiers have instantaneous
bandwidths approximately less than 200 MHz. Except for limitations imposed by the
spectral response of low-noise amplifiers, bandwidths ranging from 1 to 1010 Hz
could be obtained over most of the microwave region of the spectrum. Receivers
capable of observing 1-200 spectral intervals simultaneously have been built, in addi-
tion to single-channel frequency-scanning radiometers. For accurate observations
of spectral lines the multi-channel radiometers generally are more accurate and
permit shorter time variations to be monitored.
The directional response of antennas varies considerably depending upon wave-
length and antenna size. The half-power beamwidth of most antennas is approximately
1.3 V/D, where X is the wavelength and D is the antenna diameter. Thus a 5-mm
wavelength radiometer with a 1-meter antenna could resolve 7-km spots from a 1000-
km orbit. Still higher resolution could be obtained, but restrict most antennas to
beamwidths greater than 1-5 minutes of arc. A second important property of an an-
tenna is its sidelobe level, or the degree to which it is sensitive to radiation incident
upon the antenna from directions outside the main beam. The fraction of energy
accepted from outside the main beam of an antenna is called the stray factor, which
varies between 0. 05 and 0. 4 for most antennas. Low sidelobes and stray factors are
obtained at the expense of antenna size, although the antenna diameter seldom needs
to be more than doubled to obtain reasonable performance. Most such low sidelobe
antennas must be custom made, and such antennas are seldom used, although they
could improve many meteorological experiments.
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Some applications require scanned antennas. These antennas can be mechanically
or electrically scanned. The advantages of mechanical scanning include a superior
multi-frequency capability, lower antenna losses, and electronic simplicity. Elec-
trically scanned antennas are more compact, need have no moving parts, and can scan
more rapidly. The 19 GHz electrically scanned antenna system proposed for the
Nimbus spacecraft has an antenna beamwidth of 2. 60, stray factor of 0. 08, an insertion
loss of 0. 6 db, and scan angle of ±50o, and is 18 x 18 x 3 in.
Reduction of size, weight, and power is expensive, and is warranted primarily
for space experiments. Examples include the two-frequency radiometer which suc-
cessfully observed Venus from the Mariner-2 space probe, (Barath et al 1962) and
the single-frequency 5-mm wavelength radiometer described by Ewen (1967). The
Mariner-2 radiometer weighed 20 pounds and consumed 5 watts average power and
10 watts peak power. The 5-mm wavelength radiometer weighed 16 lb. , consumed
42 watts average power, and had a volume of 312 in 3 . Substantial reductions in size,
weight, and power are expected over the next ten years.
3. METEOROLOGICAL APPLICATIONS OF PASSIVE MICROWAVE SENSING
Microwave experiments can be categorized in several different ways. Here they
have been divided into 1) temperature profile measurements, 2) composition meas-
urements, and 3) surface measurements. A review of several possible meteor-
ological experiments from space is contained in a report edited by Ohring (1966).
3. 1 Measurement of the Atmospheric Temperature Profile.
The oxygen complex centered near 60 GHz offers opportunities to measure
atmospheric temperature profiles from space or from the ground. This is so because
the mixing ratio of oxygen in the terrestrial atmosphere is quite uniform and con-
stant, and because the attenuation of the atmosphere varies from nearly zero to over
100 db. The possibilities for such temperature profile measurements were first
explored by Meeks and Lilley (1963), and have been extended by Lenoir (1965) to higher
altitudes. Westwater and Strand (1967) have applied statistical estimation techniques
to ground-based probing of the atmosphere and Waters and Staelin (1968) have
applied similar techniques to space-based measurements.
Meeks and Lilley (1963) cast the expression for brightness temperature TB in the
form of a weighting function integral, where W(h, v ) is the weighting function and T(h)
is the atmospheric temperature profile. That is,
TB() / T(h) W (h,v) dh + T e ( v ) (6)
where To e -
T is the contribution of the background temperature. The weighting func-
tions reveal the extent to which the brightness temperature measured at any particular
frequency is sensitive to the kinetic temperature as a function of altitude. Lenoir
(1965) has calculated many weighting functions appropriate to space-based microwave
radiometers, and some of these are shown in Figure 5. The weighting functions above
50 km altitude are polarization dependent and vary in a predictable way with the ter-
restrial magnetic field. Parameters for several weighting functions computed by
Lenoir (1965) are listed in Table 2. Examination of the half-widths Ah of these
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Figure 5. Temperature weighting functions for space-based observations at nadir.
The frequencies are 64. 47 and 60. 79 GHz for the two lowest weighting functions, and
straddle both the 7 + and 9+ resonances for the three other weighting functions, with
the highest weighting function corresponding to 1.5 MHz bands centered on each of
these two lines.
weighting functions indicates that altitude resolution of several kilometers can be ob-
tained, depending upon the receiver sensitivity.
Waters and Staelin (1968) have applied statistical estimation techniques to the
problem of inverting such microwave data. An example of the inversion accuracy is
shown in Figure 6, where the priori standard deviation in the temperature is com-
pared to the standard deviation obtainable with a seven-channel microwave raOcometer
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TAB LE 2
Weighting Functions for Sounding the Atmospheric Temperature Profile
V
°
W h , h
(GHz) (MHz) (km) (kmin)
64.47 200 12 11
60.82 200 18 7
58.388 30 27 9
60.4409 2.5 40 12
60.4365 1.0 50 20
63.5685 Equator 1.5 60 21
Pole 54 26
60.4348 Equator 1.5 73 20
Pole 66 26
RESULTS OF INVERSIONS FOR TEMPERATURE PROFILE
BASED ON 100 SUMMER RADIOSONDES FROM PEORIA, ILL.
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Figure 6. Results of 100 linear mathematical inversions showing a priori and a post-
eriori standard deviations for no receiver noise, and 10 K rms noise. These inversions
were computed for a height resolution of 0. 5 km.
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of 1 0 K sensitivity. The six temperature weighting functions peaked at 4, 12, 18, 21,
27, and 31 km. One water vapor channel was also incorporated. These error statis-
tics were computed on the basis of 100 summer radiosonde records from Peoria,
Illinois. The decrease in accuracy in the bottom layer of the atmosphere is believed
due to the frequent presence there of significant temperature changes over regions
which are too narrow to be readily detected by this choice of observing frequencies or
by weighting functions 10 km wide. If the temperature profile can be measured with an
accuracy of 2-30 K on a global scale, then such microwave systems would be very use-
ful for the collection of synoptic meteorological data. The water vapor channel provides
not only water vapor information, as discussed later, but also permits improved
inference of the temperature profile. It was assumed that the satellite was over ocean
even though Peoria statistics were used, in order to permit the water vapor channel
to be assessed. The height resolution of the radiosondes was 0. 5 km. When the in-
ferred T(h) and the true T(h) used for comparison were each smoothed by convolution
with an 8-km gaussian, then the error performance was still better, as shown in
Figure 7.
The effects of clouds and the terrestrial surface on such measurements can be
estimated. In the preceding example only the weighting function which peaks at 4 km
interacts appreciably with the terrestrial surface or with clouds. If the satellite is
RESULTS OF INVERSION FOR SMOOTHED TEMPERATURE PROFILE
T(h) CONVOLVED WITH 8km GAUSSIAN
BASED ON 100 SUMMER RADIOSONDES FROM PEORIA, ILL
ATrms = O°K A Trms = I K
3
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Figure 7. Results of 100 linear mathematical inversions showing a priori and a post-
eriori standard deviations for no receiver noise, and 10 K rms noise. The inferred
T(h) and the true T(h) were each smoothed by convolution with a gaussian of width 8 km.
These inversions were computed for a height resolution of 0. 5 km.
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over land then approximately 15% of the received radiation is received from the land,
of which perhaps 95% represents the physical temperature of the land, and 5% is sky re-
flections, which have an effective temperature near 2300 K. Thus a priori knowledge of
the land temperature with 50 K rms uncertainty, plus knowledge of the emissivity with-
in 1% rms reduces this contribution to the error in inferred atmospheric temperature
at longer wavelengths can reduce this error still further. The effects of ice clouds
are negligible, and even in the presence of heavy water clouds the error is small.
For example, the heaviest non-raining cloud observed by Toong (1967) would have an
approximate opacity of 1/2 at 5-mm wavelength, and thus would contribute an approxi-
mate error of less than 30 K, assuming the cloud were centered at 3-km altitude and
that it were 20 0 K cooler than the surface. This same heavy cloud over ocean would
have an even smaller effect because the cloud temperature in this case would be even
closer to the brightness temperature flux moving upward at 3-km altitude. Thus even
this heavy water cloud, approximately equivalent to a cumulis mediocris containing
0.18 gm/cm2 H2 0, would introduce no more than a few degrees error, even if it
filled the entire antenna beam. Of course, if weighting functions were used which
peaked nearer the surface, or if the bulk of the cloud were at much higher altitudes,
then the effect could be larger.
Ground-based radiometers yield weighting functions which are quite different
from those obtained for space-based measurements. These weighting functions are
approximately exponentials with scale heights which depend upon the atmospheric
opacity. This form of weighting function yields excellent height resolution near the
observer, but the resolution is degraded at distances beyond 5-10 km. Westwater
and Strand (1967) have calculated the errors expected for this example and find that
for altitudes 0-10 km the rms errors range from 1. 50K to 40 K respectively, for 10 K
receiver noise. Cloud effects for upward looking radiometers are more severe than
for those systems looking down because the equivalent temperature of space is much
colder and therefore offers more contrast to clouds than does land. The fast response
of microwave radiometers plus their ability to scan and to observe continuously may
enable ground-based microwave radiometers to provide meteorological information
of a type not obtained before.
3.2 Measurement of Composition Profiles.
Composition measurements are usually made in semi-transparent regions of the
microwave spectrum where the spectrum is more sensitive to the distribution of
absorbers in the atmosphere than to the temperature profile. For those constituents
with resonances the problem of determining the distribution profile can also be ex-
pressed in terms of weighting functions. For example, measurements of a spectral
line in absorption against the sun can yield T (V.). If those contributions to 7(V) from
extraneous constituents are subtracted, then the remaining T'r(V) for the constituent
of interest can be expressed as
Tr(V) p(h)W (V,h) dh (7)
o
where
W(, h) = a (v,h)/p(h)
and where p(h) is the constituent density profile, W(v, h) is the weighting function, and
ac(v,h) is the absorption coefficient of the desired constituents. Staelin (1966) has
computed such weighting functions for water vapor, as shown here in Figure 8. Very
similar weighting functions result when the expressions are written for brightness
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NORMALIZED WEIGHTING FUNCTION FOR H2 0
Figure 8. Normalized weighting functions for water vapor in the terrestrial atmo-
sphere. These weighting functions were computed for interpreting opacity measure-
ments.
temperature seen from the ground, or brightness temperature seen from space when
over ocean. This is in contrast to the weighting functions found for the atmospheric
temperature profile, which are quite different when observing from space or from the
surface. Because the shape of the weighting function is determined almost exclusively
by the variation of the line-width parameter with altitude, almost identical weighting
function shapes would apply for 03, OH, or other trace constituents. The weighting
function concept begins to break down, however, when the optical depth of the desired
constituent is greater than 0. 5, or when the background brightness temperature ap-
proaches the kinetic temperature of the atmosphere. Thus the weighting function con-
cept can not readily be used to interpret the 183.3 GHz line of water vapor, nor any
lines of trace constituents viewed from a spacecraft over land. Of course the develop-
ment of weighting functions is not a prerequisite for use of the statistical estimation
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procedures described earlier. The existence of weighting functions does imply a
certain degree of linearity in the estimation problem however.
Gaut (1967) has applied the method of Rodgers (1966) to inversion of the solar
absorption measurements of water vapor at 22 GHz, and Waters and Staelin (1968)
have considered the problem of estimating water vapor by measuring brightness tem-
peratures from space or from the ground. Recent preliminary calculations of Waters
and Staelin are presented in Tables 3 and 4. These calculations of estimated inversion
errors were based on assumed perfect knowledge of the absorption coefficient and
statistics computed from 100 radiosonde records. The results in Table 3 were com-
puted for 20 and 22 GHz ground-based observations at zenith on the basis of 100
radiosondes, half from Tucson and half from Kwajalein. These calculations indicate
that the integrated water vapor abundance can be determined to 0. 1 gm/cm2 . In Table
4 are presented similar results for observations from space over ocean. The atmos-
phere statistics were based upon 100 radiosondes from Huntington, Virginia, half in
winter, and half in summer.
TAB LE 3
Inversion Performance for Ground-Based
Viewing Zenith at 20. 0 and 22.0 GHz. Radiometer
Parameter Parameter Statistics Inversion Errors
Water Vapor (gm/cm2 )
(gn/cm2) mean LT (&Trm
s
= O°K) 6 (Trms =1K
0-2 km 1.94 1.21 .14 .20
2-4 km 0.83 0.55 .13 .13
4-9.5 km 0.42 0.38 .11 .16
0-9.5 km 3.19 2.03 .02 .08
TAB LE 4
Inversion Performance for Space-Based Radiometer Viewing Nadir
at 22, 31, 53. 6, 60.8, and 64.5 GHz., over Smooth Ocean
Parameter Parameter Statistics Inversion Errors
Water Vapor
(gm/cm2) mean O 6 (AT =0K) d (AT =10K
rms rms
0-2 km 2.09 1.34 0.22 0.22
2-4 km 1.35 0.92 0.14 0.14
4-9.5 km 0.51 0.35 0.09 0.09
0-9.5 km 0.23 0.15 0.09 0.11
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With the improved radiometric systems which should become available over the
next few years, similar performance might be sought for ozone and stratospheric
water vapor. The measurements of ozone were reviewed earlier in this paper. Stra-
tospheric water vapor has tentatively been detected at 22 GHz (Law et al, 1968). Since
no such meteorological data has been collected on the scale that passive microwaves
should permit, the data will be quite unique. Spatial structure in three dimensions
plus time variations should all be accessible.
Clouds and precipitation can also be measured. Because of the non-resonant
nature of their absorption, however, it is difficult to measure altitude distribution
or even to distinguish clouds from precipitation. Rain and cloud cover might be dis-
tinguished on the basis of form and intensity, and even on the basis of spectral shape,
but the measurements of Toong (1967) indicate that such distinctions would be dif-
ficult to perform with any accuracy. Snow and ice might best be distinguished from
water and rain on the basis of atmospheric temperature and climatology.
Non-resonant absorbers like clouds and precipitation can, however, be measured
quantitatively and distinguished from water vapor or other resonant constituents.
This was demonstrated theoretically by Staelin (1966) and experimentally by Toong
(1967). Non-resonant constituents can best be measured from ground-based radio-
meters or from spacecraft over ocean. The accuracies which might be obtained can
only be estimated. They are best expressed in terms of equivalent water cloud den-
sities in g/cm2 at some nominal temperature, like 2830 K. A ground-based 0. 9-cm
receiver with sensitivity 10 K looking at zenith could detect a cloud with 0. 005 g/cm2 ,
if the water vapor abundance were known exactly. Since the clouds must be dis-
tinguished from water vapor on the basis of spectral shape, the cloud sensitivity might
be degraded to 0. 01 g/cm2 . The measurement accuracy would be further degraded
by uncertainties in cloud temperature, 50 K representing -15% change in oa.
3. 3 Measurement of Surface Properties.
Surface properties of interest include surface temperature, ground water, snow
and ice cover, and sea state. Since the surface brightness temperature at long wave-
lengths is essentially the product of the surface emissivity and the surface temperature,
the surface temperature can not be uniquely determined. If the surface brightness
temperature is measured from space over a long period of time, then the surface emis-
sivity may be averaged or calibrated out, and accurate measurements of temperature
may be obtained. It is not known to what extent daily changes in emissivity may
occur, but since the emissivity of most land surfaces is greater than 0. 9, the variation
is limited. The use of Elpolarization near the Brewster's angle may increase the
emissivity further. Improvement may also be obtained by simultaneous monitoring of
ELand Eli polarization so as to detect changes in emissivity and perhaps permit cor-
rections to the inferred temperature. The presence of ground water should decrease
the brightness temperature of Elradiation, and snow or ice should normally increase
it. This is an area where more analysis and experiments are needed before per-
formance can be accurately predicted.
Sea state may be measured from space by observing Eland E 11 polarization at a
nadir angle near 600. Since the change in brightness temperature with equivalent wind
speed has been calculated to be approximately 0. 50 K per knot for El polarization at
3-cm wavelength, and since the accuracy of the measurement should be approximately
10 K, the equivalent wind speed might be inferred with an accuracy of 2 knots. The
analysis on which this was based neglected features like whitecaps and foam, and
assumed that the ocean surface was composed of smooth facets large compared to a
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wavelength. Furthermore the sea surface properties depend not only upon wind speed,
but also on fetch, current, surface pollution, etc. The true accuracy which might be
obtained would best be determined by very carefully calibrated measurements at sea.
Such measurements would be desirable not only at wavelengths where the atmosphere
is nearly transparent, but also at wavelengths where the atmosphere absorbs up to
one-half the radiation, because at these wavelengths that component of the brightness
reflected from the sea surface into the antenna beam is quite sensitive to the surface
slope probability distribution.
4. METEOROLOGICAL RELEVANCE AND SUGGESTIONS FOR FURTHER WORK
There are several meteorological problem areas for which passive microwave
sensors have unique capabilities.
1) Microwave sensors provide the only remote sensing technique capable of
measuring atmospheric temperature profiles in the presence of clouds. This may be
of crucial importance to global data collection for numerical weather prediction unless
new techniques are developed which permit other remote sensors, super pressure
balloons, etc. to operate more effectively in the 300-1000 mb region than do micro-
waves. Above 300 mb microwaves sensors also are a competitive technique.
2) Microwave sensors appear to be unique in their ability to measure the tem-
perature profile above 50-km altitude. Synoptic mesospheric temperature data ceol-
lected by satellite would be unparalleled as a tool for studying the mesospheric tem-
perature structure.
3) Microwaves are unique in their ability to yield measurements of tropospheric
water vapor in the presence of clouds. Although such sensors in space are effective
only over ocean, the oceans cover over half the globe, and are very poorly monitored,
in contrast to most land masses. Even in the absense of clouds the great sensitivity
of microwaves to water vapor and the ability of microwave sensors to average water
vapor spatially permits measurements of integrated water vapor abundances which are
competitive with and perhaps superior to radiosondes, which appear to be handicapped
by aliasing errors (Gaut, 1967). This averaging ability and ability to operate through
clouds may make such instruments valuable on the ground also.
4) Microwaves are unique in their ability to measure water vapor above the
tropopause and ozone on a continuous basis. Although this is difficult and has not yet
been done, it is within the state-of-the-art. Again, until these experiments are done
it is difficult to predict the meteorological significance. One might certainly hope to
learn more about the distribution and variability of these constituents, and perhaps to
use them as tracers for circulation in the upper atmosphere. Such experiments could
be done from the surface or from space.
5) Microwaves provide a powerful tool for measuring the total liquid water content
of clouds, and even though there may be some cloud-precipitation ambiguity, the data
are still quite unique. If such data could be taken with a high-resolution imaging sys-
tem on board a satellite, storm cells, squall lines, etc. could be mapped with a preci-
sion not always available with optical sensors. Proper choice of wavelength would
permit very heavy clouds to be seen, or alternatively, perhaps almost all water clouds.
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6) Microwaves offer promise of land temperature measurements from space.
Such data are of interest in their own right, and also as an aid to determining the
temperature profile of the troposphere.
7) Microwaves offer promise of yielding such surface characteristics as sea
state, snow cover, ice cover, ground water, etc. More research is needed to de-
termine the true potential of such experiments, although the sea states measure-
ments appear quite promising.
Still other applications exist, and no doubt new ones will develop as the field of
microwave meteorology grows.
Several suggestions for further work appear quite obvious.
1) The expressions used for absorption coefficients of various atmospheric
constituents should all be refined both experimentally and theoretically, particularly
at millimeter wavelengths.
2) The microwave properties of the surface should be studied in a precise
quantitative way in preparation for potential surface temperature measurements, sea
state measurements, etc. from space.
3) The statistical inversion techniques should be improved and applied to a
broader range of microwave problems, and to problems where microwave sensors
are accomanied by infrared or other types of sensors.
4) Preparations for space experiments should continue.
5) Efforts to detect new spectral lines should continue as improved instruments
become available.
6) Those lines which have been detected should become meteorological tools
and studied as such, in particular, the stratospheric water vapor and the ozone lines
should be observed.
7) Efforts should continue to improve the sensitivity, accuracy, and antenna
characteristics of radiometric systems, particularly at millimeter wavelengths, while
reducing their size, weight, and cost.
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THE USE OF HIGH-FREQUENCY INFRARED RADIOMETRY FOR
REMOTE ATMOSPHERIC PROBING WITH HIGH VERTICAL RESOLUTION
Lewis D. Kaplan
Department of Meteorology
Massachusetts Institute of Technology
1. INTRODUCTION
The first experiment designed to obtain a three dimensional tem-
perature sounding of the stratosphere and troposphere from a satellite is
expected to be launched within a day or two of our meeting. The time,
therefore, is particularly appropriate to look ahead to future satellite
infrared measurements that will furnish the increasing requirements of a
developing numerical weather prediction routine. In this paper I will
discuss the two particularly important problems that we will eventually have
to face: the necessity of obtaining soundings of temperature and water vapor
content of the lower troposphere with sufficient vertical resolution to deter-
mine the exchange of heat and moisture between the surface and the
atmosphere; and the necessity of obtaining these soundings even under the
usual conditions of at least partial cloud cover. The means discussed for
solving the first problem will be the use of emission measurements in the
high frequency end of the thermal infrared, in particular in the 4.3CA band of
CO 2 and the 6.3Cband of H 2 0. The means discussed for solving the second
problem will be supplementary scanning with high area resolution.
2. THE PROBLEM OF VERTICAL RESOLUTION
The relevance of measurements at high frequency lies in the fact
that the information-carrying quantity is not the transmission differential
[e. g. (dT,/de np) dg np] in which form weighting functions are usually presented
but rather the increments of energy loss to space [ i.e. B,(dT, /dg np) dcnp],
or, more precisely, the differences of this latter quantity.
At microwave frequencies, where the black-body function By is a
linear function of temperature, its effect on the weighting function is small.
In contrast, the effect is appreciably and increasingly greater at higher
frequencies, where B. becomes proportional to exp(-hv/kT). In the 4.34 C02
band the relative variation of B, with temperature is 3.5 times as great as in
the 15p CO 2 band.
Thus, for measurements of thermal radiation in regions of the
atmospheric emission spectra sufficiently far removed from each other,
such as the 4.34 CO2 band, the 15c, CO 2 band and the 5 mm 02 band, the
relative contribution of the different layers of the atmosphere will be
markedly different from one band to another, even if the frequencies chosen
are such as to have equal optical depths for the different bands.
In regions of the atmosphere where the temperature normally
varies monotonically with height, the effect of the black-body function B,
is to sharpen the weighting function in the direction opposite to the
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temperature gradient (i. e. on the low temperature side). Weighting
functions, with and without the factor B. are presented in Figure (1), which
illustrates that this effect is particularly marked in the 4 .3pi C0 2 band. The
calculations were made by Dr. Robert A. McClatchey of AFCRL, assuming
that the temperature distribution is given by the U. S. Standard Atmosphere.
It is seen that the effect of the Bt factor is to make the upper part of
the tropospheric weighting functions much more horizontal. Since the
temperature information is contained in the difference between consecutive
weighting functions, it is evident that the effect of the BI factor at these high
frequencies is to restrict the information to very narrow strata of the
atmosphere. I expect that satellite measurements at carefully chosen
frequencies in the 4 .3 p band of C0 2 will allow a determination of the tem-
perature structure of the lower troposphere with at least 100 mb resolution.
Much higher vertical resolution will be obtained in the upper stratosphere.
Such resolution would be impossible in practice from measurements in the
15p C02 band or 5 mm 02 band, no matter how accurately they are made,
because the wider weighting functions would not allow the determination of
a unique sounding in comparable detail.
To obtain this vertical resolution from measurements in the 4.3p
CO 2 band, spectral band passes of about 20 cm-1 width are required.
Detectors having signal-to-noise values greater than 100 over such a band
pass for incident radiation from sources with temperature 2100 K or greater
are readily available; and, in fact, a spectrometer having these character-
istics has been built and flown in a balloon (Shaw et al., 1967).
Figure 2, which was also computed and prepared by Dr. McClatchey
shows the weighting functions, with and without the black-body factor, for
selected frequencies in the 5.31 water vapor band. Again the U. S. Standard
Atmosphere was assumed to represent the temperature distribution; the
total water content was assumed to be 2 gm cm-2 ; and its concentration in
the troposphere was assumed to fall off with the third power of the pressure.
Again the effect of the factor By is seen to sharpen the upper part
of the weighting function, although it is not so marked as in the higher
frequency region near 4 .3Cp. However, because the decrease of mixing ratio
with height has the same effect, the final weighting functions are quite
similar to those of Figure 1. Thus the water vapor distribution in the lower
troposphere can also be expected to be obtained with a resolution of 100 mb
or better, by measurements in the 6 .3 p band in conjunction with measure-
ments in the 4 .3 p CO2 band.
The disadvantage of the high frequency bands in obtaining soundings
is the insensitivity of the outgoing radiation to changes in temperature or
humidity at the coldest levels of the atmosphere. To remedy this short-
coming, it will probably be necessary to supplement the high frequency
measurements with a few measurements at lower frequencies, e. g., in
the rotational water band and the 151 C0 2 band, or, better yet, with use
of microwave measurements in the region of 02 and H 2 0 lines. To obtain
the best specification of the temperature and moisture field, an ideal
sensing system would sample outgoing radiation at selected wave-lengths
from 3 p to 3 cm.
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3. THE PROBLEM OF PARTIAL CLOUD COVER
The parts of the atmosphere below overcast cloud tops are inaccess-
ible to infrared sounding from above, and a sounding of the entire atmosphere
would require the use of microwave frequencies. However, for the reasons
given above, it is essential that selected spectra of the higher frequency
infrared flux be obtained wherever possible, including conditions of partial
cloudiness, which are characteristic of most of the earth's area.
The resolution of the cloudiness problem probably requires area
scanning of the field of view with considerably greater angular resolution
than would be required for cloudless conditions. This is the procedure in
a specific experiment suggested by W. L. Smith (1967, 1968). The in-
creased angular resolution would be accomplished at the sacrifice of
spectral resolution and therefore of the vertical resolution of the derived
sounding. While this trade-off may be desirable in the immediate future to
provide a useable coverage of the area of the earth, the highest possible
vertical resolution will eventually be essential. I suggest that this can be
accomplished in the presence of broken clouds by the supplementary use of
broad-band, narrow-angle measurements. I understand from Dr. Sigmund
Fritz that he is intending, along these lines, to use the HRIR measurements
from NIMBUS B to help interpret those from the SIRS experiment in the
presence of clouds.
In order to obtain maximum coherence of the broad-band with the
narrow-band measurements, it is planned to include among the future
modifications of the spectrometer system of Shaw et al. (1967) an array of
broad band filters, centered at around 5L, in the plane of the grating. They
will have considerably smaller field-of-view and integration time than the
narrow-band detectors, and will be oriented in such a fashion as to use the
satellite motion to break the narrow-band field-of-view into say a five-by-
five array of smaller areas. It is almost obvious that the combined system
of narrow-band and wide-band measurements can be interpreted in terms of
fractional cloud amount and temperature and height of the cloud tops, as
well as the air temperature distribution, under conditions of one or two
stratified layers of broken clouds. More complicated cloud distributions
will probably require powerful inversion techniques, such as the one dis-
cussed in the next section and described in the appendix.
Two points should be mentioned concerning the effects of the
cloudiness on the temperature inversion when use is made of the 4 .3 p CO 2
band. The first is that the scattered sunlight during the daytime will inter-
fere with the temperature inversion. In the absence of clouds, the bulk of
the scattered and reflected light will come from the ground, and its effect
on the spectrum of the total outgoing radiation will depend on the surface
reflectivity, which can be determined by detectors located at atmospheric
windows on both sides of the 4.3p band. This will only affect the lower part
of the sounding, as the atmosphere is completely opaque in the central part
of the band. In the presence of daytime clouds, particularly high clouds,
the entire spectrum will be affected, and it will be necessary to determine
their amount, by the above-mentioned or other technique in order to deter-
mine the temperature inversion.
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The second point is that the outgoing thermal radiation in the 4.34
band is quite insensitive to small changes in cloudiness. This is because of
the strong variation of the black-body radiation with temperature. As an
example, if the inversion were performed neglecting the presence of a
twenty per cent cloud cover at moderate altitude, the temperatures obtained
would be off by less than 50 C.
Thus the strong temperature dependence of the black-body radiation
at 4 .3i not only increases the temperature sensitivity of the measurements;
it also makes the 4 .3 p CO2 band particularly appropriate for obtaining
soundings in the presence of broken clouds.
4. THE DETERMINATION OF THE PROFILE
The problem of obtaining the profile of temperature, moisture and
clouds from the spectrum of outgoing radiation is very difficult. All of the
published methods of solving this problem have following the original sugges-
tion (Kaplan, 1959, 1961) of performing a matrix inversion and have tried to
save computation time by linearization of the transfer equation. This has
proved to be impossible without introducing damping functions, which would
by their nature not allow the high vertical resolution that will eventually be
necessary.
I wish to report at this time a beautiful and powerful new approach
to this problem. Dr. M. T. Chahine has utilized an important physical
property of the outgoing radiation to develop a relaxation method that should
be much less sensitive to errors in measurement. It is highly convergent
and does not require the time-consuming matrix inversion. I am attaching,
as an Appendix to this report, a paper by Dr. Chahine describing his method
for the special case of a temperature sounding under cloudless conditions
determined from the spectrum of the 4. 3 p. CO 2 band. Note in particular the
high vertical resolution obtained near the surface.
Chahine's method will be extended in an attempt to incorporate
measurements in the 15p CO 2 band, the 5 mm band of 02, the 6. 3 . and
rotational bands of H 2 0, and the effects of clouds. It should eventually be
capable of incorporating all of this into real-time computations of the
detailed state of the atmosphere.
The promise of obtaining sufficiently detailed soundings of the
atmosphere for immediate use in numerical weather prediction routines
appears to be very bright.
5. SOUNDING FROM THE GROUND
Because of the pressure broadening of spectral lines, sounding
from above allows the instrument to receive measurable amounts of radiation
from all layers of the atmosphere. This characteristic of pressure-
dependence of line shapes is a disadvantage for sounding from below. How-
ever, the technique may be of some use, under special circumstances, for
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sounding the air in the immediate vicinity of the ground* by measurements
from a spectrometer or radiometer located at the surface. The strong
temperature dependence of the black-body function at high frequencies again
makes the 4.3p C0 2 band and the 6 .3 p1 H20 band particularly appropriate for
this purpose.
In order to assess the feasibility of sounding from the ground, I have
calculated the downward radiation at five frequencies in the 4 .31 CO 2 band as
functions of the temperature distribution. The atmosphere has been divided
into layers given by the first column of Table 1. For ease in computation,
each layer was assumed to be isothermal and the spectrum was assumed to
be composed of strong, randomly-spaced lines, so that the transmission
could be represented by an approximation to Equation (9) of Kaplan (1953) in
the form ¶ = exp (-a/Jz), where z is the height above the ground. The con-
stants a, were obtained from the laboratory data of Howard, Burch and
Williams (1956), matched to a pressure of one atmosphere.
The downcoming radiation is plotted in Figure 3 for 20 cm- I inter-
vals centered at 2230, 2250, 2270, 2290 and 2310 cm 1 , and the points
connected with straight lines. The bottom curve represents the "sounding"
given by the second column of Table 1; the other curves are for the same
sounding, except for a 50 C increase in the layer indicated.
It is seen from Figure 3 that the spectrum is quite sensitive, both
quantitatively and qualitatively, to the temperature distribution in the first
few hundreds of meters in the atmosphere. Thus measurements from below
should provide data useful for determination of heat and moisture exchange
between the atmosphere and the surface.
The results, in terms of percentage variation in downcoming radia-
tion for a 10 C change of temperature in the specified layers, are also given
in the last five columns of Table 1. It is seen that the sensitivity greatly
decreases above the first kilometer. The approximations used to obtain the
transmission function are such as to make the sensitivity to changes in the
upper levels appear even greater than it is. Thus the - )unding can be
accomplished more easily and accurately by simpler means, such as direct
sounding from tethered balloons or tall towers. The spectroscopic method
may be the best from unmanned ocean buoys, however. It should be noted
that, in contrast to sounding from satellites, microwave sounding from
below may be competitive to the use of high-frequency bands. This is
because of the possibility of obtaining higher measurement precision and
because of the possibility of making almost monochromatic measurements
in the wings of spectral lines, in which case the transmission function more
nearly approximates the form T = exp (-az).
Dr. Atlas has pointed out that surface observations of emission in trans-
parent regions of the spectrum can be used to determine the temperatures
of cloud bases and the sides of cumulonimbus clouds. This can be done
with an accuracy of about 10C.
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TABLE 1. Percentage variation of downcoming radiation in selected
spectral intervals for 10C change in various atmospheric layers.
Layer (m)
0-50
50-100
100-225
225-400
400- 900
900-1600
1600-2500
2500-3600
3600-4900
TE
c)
C
o-
0c)
o
E
T(°K)
290
290
285
285
280
270
260
250
240
Center
2230
0. 7
0.7
0.6
0.5
0.8
0.5
0.4
0.2
0. 1
of 20 cm - 1 interval (cm - 1 )
2250 2270 2290
1.0 1. 7 3.1
0.8 1. 1 0.8
0.6 0. 6 0.2
0.5 0.4 0.0
0.7 0.3
0.4 0. 1
0.2 0.0
0. 1
0. 0
WAVE-NUMBER (cm - l )
FIG. 3. Computed downward radiation for "sounding" of Table 1 (lower
curve), and for same temperature distribution except for 5 0 C
increase in indicated layer (upper curves).
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DETERMINATION OF THE TEMPERATURE PROFILE
IN AN ATMOSPHERE FROM ITS OUTGOING RADIATION
Moustafa T. Chahine
Jet Propulsion Laboratory
California Institute of Technology
Pasadena, California
ABSTRACT
A highly convergent "relaxation" method for the
inversion of the full radiative transfer equation
has been developed. The results of the iterative
solution indicate that convergence can be achieved
over a wide range of initial "guesses," enabling
the temperature profile of a relatively unknown
atmosphere to be unambiguously determined. The
method is illustrated by examples for the outgoing
radiance in the earth's atmosphere for the region
of the 4.3p CO2 band, but can be similarly applied
in other frequency ranges.
1. INTRODUCTION
The total upward radiance I(vP), arriving vertically in a small solid
angle (w z 0) at a pressure level P of an atmosphere in a given wave-number
interval v, is obtained by formal integration of the fundamental radiative
transfer equation (RTE), subject to a black-body boundary condition, and is
conveniently reduced to read
I(v,P) = B[v, T(PO)]T(v,PO) + fI B[v,T(P)] a(vpP) dP, (1)
Po
where B is the Planck function, T is the transmission function dependent on
v,P, and the temperature distribution T(P) between P and P, Po is the pressure
at the lower boundary, and c is the emissivity at Po.
Following a proposal made by Kaplan (1959) that the vertical distribution
of atmospheric temperature, T(P), can be inferred from measurements of outgoing
radiance, I(vi, P), i = 1, 2, ... n, a number of sophisticated but inconclusive
attempts have been made to solve Eq. (1) for T(P). The history of these at-
tempts is extensively discussed and referenced in a series of articles by Wark
and Fleming (1966). A review of these attempts further discloses the need for
discovering and employing to advantage other physical and mathematical pro-
perties of the RTE that relate the measured radiance to the desired atmospheric
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parameter, and to a general method of solution.
Past attempts to solve this problem, by linearizing the Planck function
and reducing Eq. (1) to an nx n system of linear equations, failed because the
resulting system is always "ill-conditioned." In fact, our extensive studies
of the above method applied to the v3 CO2 band show that, without introducing
any damping functions, the iterative solution converges only if the initial
guess is made accurate to at least 10-8 in T(P). However, this author's past
experience (Chahine, 1965) with the same family of Eq. (1) strongly suggests
that the RTE in its integral form is "well-behaved," and that its reduction to
a linear system of equations is improper.
The purpose of this work is to explore briefly an important property of
the radiance emitted vertically from different layers of an atmosphere, and to
apply it to the numerical solution of the complete RTE for the determination of
the temperature profile.
2. GENERAL FORMULATION
The physical properties of outgoing radiation from various layers of an
atmosphere are such that at any pressure level P within a wide range of pressures,
P2<P<P1, the total upward radiance can be related (e.g., from the mean value
theorem) to the Planck function at P by
I(v,P) , B[v,T(P)] (2)
Il(v,) B [v,Tl(P)]
where T(P) and T1 (P) are two different temperature profiles in the same atmos-
phere, resulting in radiance values I and Il, respectively. This general fea-
ture is directly related to the fact that over a wide range of temperature
profiles, the dependence of T(v,P) on changes in T(P) is negligible compared to
that of the Planck function. Thus, if we select a set of i frequencies that
satisfy Eq. (2) at an appropriate set of i pressure levels, we can readily use
the above approximation to solve Eq. (1). In practice, it is more convenient
to proceed first by factorizing the Planck function in terms of a function of
temperature only and then use the latter as a universal variable of iteration.
To factorize the temperature in the Planck function we write
B(v,T) = av3/(eb / T - 1) (3)
= X(T)S(v)6(v,T), (4)
with 6(v,T) = O(1.0). Since the temperature dependence of Eq. (3) appears as
~e-bv/T, we replace the argument -bv/T, within a small v-T range, by its least-
squares fit as
a ' J TI[ - - - 2 - dT dv = 0, (j = 1, 2, 3.) (5)
v Tv
The limits of integration reflect roughly the frequency range in use and the
expected temperature variations in the atmosphere. Solution of the above
3 x 3 system of equations gives
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C1 =-b ln(T/T) V + v' (6-a
T" Tb (6-a)
C2 = b ln(T''/T') (6-b)
T" - T'
and
V " + V'C3 b (6-c)
2
The scaled universal variable of iteration is then
X(T) = exp C1 - )- (7)
The factorized Planck function becomes
-~ + C1 + -3B(v,T) - X(T) ( T Tex (8)
3 -- bv/T
in which the variation of X(T) with temperature can be several orders of magni-
tude larger than that of the second factor, as in the 4.3p region of our example.
By substituting Eq. (8) into Eq. (1) and grouping, the RTE takes its final
form as
P
I(v,P) = XrT(PO)] A(v,PO) + f X [T(P)] K(v,P) dp, (9)
P0
in which the relatively weak dependence of A and K on changes in T(P) is not
explicitly shown. Thus, the problem reduces now to solving Eq. (9) for Xi when
P is given together with a selected set of radiance values Ii (v,/) measured at
i frequencies.
3. METHOD OF SOLUTION
We propose to solve Eq. (9) by iteration: We makea first guess TO(P) for
Xi, and using this as input to Eq. (9), evaluate I 0 (v,P) for the given atmosphere.
The mechanism for generating the iterative solution is obtained from Eqs. (8)
and (2) as prescribed in the following relaxation equation:
I.
i i n-l' (10)
I
where n is the order of iteration. From the above equation we determine X1
then Tl(Pi) substitute it into Eq. (9), and evaluate Ii. Using Eqs. (10) and
(7) again, we evaluate X, then T (Pi), and repeat the same procedure for the
following iterations. It is important to point out here that when Xn(T) is
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reduced to temperature according to Eq. (7), the resulting values are tempera-
tures at specific altitudes and are not average values taken over an atmos-
pheric layer.
The rate of convergence is determined from the residuals
Ii . I11R. i i i(11)
1
or their average value
Rav) = n . (12)av i 1
The solution converges when R. + 0 for all v..
1 1
4. APPLICATIONS AND DISCUSSION
In the remaining part of this work we will demonstrate the way the above
scheme can be used to determine the temperature distribution in the earth's
atmosphere from the spectral distribution of vertically outgoing radiance in
the region of the 4.3p CO2 band.
4.1 Procedure
To set up the problem, we assume a temperature profile T(P), determine
the transmission function T, and use an accurate quadrature formula to evaluate
the radiance Ii(v,P) for E = 1, P/PO = 0.009, and for the 39 frequencies from
2180 (5) 2370 cm-1 (because our transmission subroutine had been designed to
give T(v,P) at intervals of v equal to 5 cm -1 in the above range). The aim now
is to take the radiance at a set of selected frequencies as simulated experimen-
tal data and to investigate how accurately we can retrieve the temperature pro-
file T(P).
The results presented here were obtained according to the following
sequence:
1. Select a set of 10 sounding frequencies (vi = 2180, 2235, 2245, 2260,
2290, 2295, 2305, 2315, 2370, 2360), corresponding to 10 pressure levels
(Pi/Po = 1.0, 0.85, 0.60, 0.40, 0.20, 0.10, 0.04, 0.025, 0.0135, 0.009). The
selection of this set is not unique and the choice of its size is optional.
The most efficient sounding frequencies, for numerical computation purposes,
are those that satisfy Eq. (2) in the region where their contribution to the
integrand of Eq. (9) is substantial.
2. Make an initial guess TO(P) and solve Eq. (9); check the residuals
Ri and <Rav, and satisfy convergence.
3. Compare the results with the exact answer, T(P).
Other pertinent details of the above sequence will be presented along with
our examination of the following results.
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4.2 Discussion of Numerical Results
Figure 1 shows the results of the fifth iteration using the U.S. Standard
Atmosphere as initial guess. The temperature profile computed at 10 pressure
levels (not layers) has an average accuracy of 10K. In the calculations, the
transmission function T was left unchanged from that of the Standard Atmosphere
temperature profile. When T was recomputed after every iteration, to account
for changes in the temperature profile, the results improved slightly. When
other sets of vi were used as sounding frequencies, the corresponding results
compared favorably with those shown in Fig. 1, indicating the general prevalence
of the feature given in Eq. (2). The numerical evaluation of the integral in
Eq. (9) was performed by using a modified Simpson's rule and a second-order
interpolation formula for the intermediate values of temperature.
The rate of convergence at each of the selected 10 sounding frequencies,
as well as that at each of the remaining 29v, was checked after every iteration.
The average rates of convergence <Rn>av, listed in Table I, were taken over all
39v. Examination of this list clearly reveals the two most important character-
istic features of the iterative solution: stability and convergence.
A similar examination of the average rates of convergence of the tempera-
ture profile Tn(p) indicates that an average accuracy of 1°K is achieved when
<Rn>av < 3%, and that an average accuracy of 2-3°K can be achieved when 5% <
<Rn>av < 7%. The above results offer an initial indication of the effect on
the accuracy of the final profile of errors in the measurements of radiance
values.
Figure 2 shows the results of the eighth iteration using the same sounding
frequencies as in Fig. 1, but using as initial guess any one-of three iso-
thermal temperature profiles, 280, 240, and 2000K. The transmission function
T was recomputed during the first five iterations only and was kept unchanged
afterward. After the fifth iteration, the results for all three (very differ-
ent) initial guesses converged to the same profile, and became indistinguish-
able on the scale of Fig. 2. The fact that the same set of sounding frequencies
gave equally good results for all the above cases demonstrates the strong per-
sistence of the basic feature given in Eq. (2).
The rates of convergence for these three initial guesses were remarkably
similar and the residuals decreased very sharply. The results listed in Table
I show a spectacular example of convergence for the case of TO(P) = 280°K;
there, the average residual decreased from an initial value of 920.10% to
21.74% in just one iteration.
It was further noticed that convergence occurred first at the lower
levels of the atmosphere, then spread upward. Thus, higher order iterations
tended to improve convergence at the upper levels at the expense of accumu-
lating truncation errors at the lower levels. We note in conclusion that the
numerical results shown here do not represent the best in the art of computa-
tional refinements; we believe this method is capable of far greater accuracy.
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Fig. 1. Temperature profile, from 10 sounding frequencies, at the fifth
iteration using the U.S. Standard Atmosphere as initial guess.
.·· , iterative solution. - -- · exact profile.
-_ , initial guess.
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Fig. 2. Temperature profile, from 10 sounding frequencies, at the eighth
iteration using as initial guess any one of three isothermal
profiles: 280, 240, or 2000 K. .., , iterative solution.
-·_ , exact profile. - - , initial guess.
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TABLE I. Average Residuals Rn ave'
Initial Order of iteration, n
guess
T (P) 0 1 2 3 4 5 6 7 8 9
U.S.
Standard 26.30 6.97 2.25 1.52 1.02 0.73 0.54 0.40 * *
Atmosphere
280°K 920.10 21.74 10.11 5.49 2.88 1.35 0.81 0.54 0.42 *
240°K 80.23 21.86 10.33 5.49 2.85 1.33 0.79 0.54 0.43 *
2000K 90.89 22.42 10.76 5.53 2.84 1.31 0.79 0.55 0.46 0.41
*The relative error caused by the numerical quadrature precludes making
the average residuals less than 0.39%.
5. CONCLUSION
The great advantage of the approach discussed here lies in the fact that
it has exploited a dominant physical property of radiance occurring over a
wide range of frequencies, and related this property to an efficient relaxa-
tion method of solution, and that it can be easily adapted for use in different
frequency ranges, such as the 15 V CO2 band and the microwave regions.
The resulting inversion scheme provides a reliable tool for practical
sounding of temperature with the accuracy required for use in numerical
weather forecasting in the earth's atmosphere. Perhaps more important, this
method is also suitable for unambiguous determination of temperature profiles
of the comparatively unknown atmospheres of other planets. The time required
for the reduction of a set of measured radiance values to the temperature pro-
file shown here is very small, and the calculations are simple and can even be
carried out on a desk calculator. Thus, a readily feasible system for the re-
duction of the measured radiance values can be arranged to produce temperature
profiles in "real time" as data are accumulated.
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ABSTRACT
The inference of atmospheric structure
from satellite radiometric observations re-
quires an inversion algorithm. The ideal
inversion technique should be accurate, self-
limiting, free from bias, stable against
noise, felxible, and simple in application.
A variety of techniques has been spawned to
meet these demands. One class, the nonlinear
inversion methods, copes with the serious
problem of data noise in an unusual fashion.
Unlike linear techniques which require a
priori data smoothing, the nonlinear method
can be applied directly to raw data. The
algorithm discriminates the noise input by
resolving the inferences into two types of
solution, associating the real roots with
atmospheric structure while ascribing the
imaginary roots to noise.
The algorithm appears capable of fur-
ther refinement with the possibility of in-
ferring systematic noise structure, i.e.
pinpointing a channel consistently in error.
An example is given of this error-sensing
ability of the nonlinear inversion technique.
i On leave from GCA Corporation, Bedford, Massachusetts 01730
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1. INTRODUCTION
The advent of meteorological satellites has led to intensive investigation
of the possibilities and limitations inherent in remote atmospheric sensing.
The upwelling radiation intercepted by the orbiting spectrometer is an integral
transform of the physical state of the atmosphere, symbolically expressible as
I[x( v)] = Q {B[T(u)]}, (1)
with x the monochromatic absorption coefficient at frequency v and B the
Planck intensity, an implicit function of the vertical absorber distribution
u through the temperature. For nadir frequency scanning in the far infrared,
the integral operator Q follows from radiative transfer theory as a Laplace
transform
co 
-XU
I(O, 1/x) = f B(u)e xdu = xL[B(u)]. (2)
Clearly the deduction of vertical thermal structure requires the solution of
the inverse problem
L 1 [(O, l/x)(3)
It might appear at first sight as if we were making a problem where none
existed. Certainly the inverse Laplace transform is known for a variety of
functions and extensive tabulations are readily accessible. Two features,
both related to the observation of real data, intrude into the pure functional
space of the mathematician. These are the unavoidable noise residing in the
data and the finite number of sensing channels. The fact of noise is partic-
ularly pernicious, imposing a sharp upper limit to the information deduction.
Inversion, akin to differentiation, tends to amplify data error. The finite
channel number forces one to infer a continuous vertical structure from a
limited sampling of the radiation field. Thus the goal of inversion cannot
be to infer all the temperature structure. This is inaccessible in principle
because of the presence of noise. Our aim must be the more modest one of
seeking the optimum inversion technique which yields all the valid inferences
inherent in the observations. A more subtle corollary to this is that the
inversion algorithm must be capable of discriminating noise from the data,
that is a proper attribution of the signals either to radiating atmospheric
sources or to extraneous noise.
Let us set forth the requirements of an optimum, ideal inversion proce-
dure
1) Accuracy: The inversion should reconstruct all the temperature
structure inherent in the data.
2) Self-limiting: The inversion method should not infer more structure
than that permitted by the noise level.
3) Freedom from bias: The inference should not be weighted towards any
predetermined structure, such as a climatological set. Neither should the
functional representation chosen force an unnatural configuration on the
thermal profile.
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4) Noise stability: The algorithm should be capable of discriminating
noise from signals arising from emitting atmospheric sources.
5) Flexibility: The technique should be applicable to any meteorological
situation and to any choice of channel sensing input.
6) Simplicity: The inversion procedure should be compatible for com-
puter programming and real time temperature data readout.
It is a pleasure to report that a nonlinear inversion method has been
developed which gives promise not only of fulfilling these stringent demands,
but appears capable of discriminating between systematic and random errors.
That is to say the inversion algorithm will go beyond indicating the presence
of noise, by pinpointing which channel is in error and by how much! To indi-
cate how this can be done, let us review the history of the inversion problem
in sufficient depth to place this nonlinear Fourier inversion method in per-
spective.
2. INVERSION THEORY AND CRITIQUE
Most inversion methods are basically linear techniques modified in
various ways to cope with the noise problem. They proceed by expanding the
Planck intensity in a suitably chosen orthogonal polynomial set
n
B(u) = Z BjPj(u). (4)
j=l
Substituting this expression into Eq. (2) leads to a linear simultaneous set
of equations which must be satisfied by the n measured intensities
n
I(O,1/xi) = Z Bjpj(xi) + E(xi) i = 1, 2,...,n, (5)
j=1
where pj(x) = xL[Pj(u) and e is the noise vector. Experience has shown that
the best choice for representing the source is a set of empirical orthogonal
functions based on climatological data. The solution consists of a matrix
inversion to determine the n weights of the prechosen orthogonal members,
with the data appropriately smoothed by the subtraction of the error vectore.
Nonlinear inversion is a completely different approach to the problem.
Rather than specifying in advance the functional representation, the weights
and members of the set are inferred directly from the intensity data. The
data points are used to generate a unique characteristic equation whose
eigenfunction solutions form the members of the set.
In the first application to nonlinear inversion, the Planck intensity
was approximated by spline functions, i.e., a series of slabs (step functions)
or ramps. Since the nonlinear inversion method using spline functions is
documented elsewhere (King 1964), we shall merely epitomize its merits and
demerits relative to linear methods before proceeding with the new approach.
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Three advantages come to mind. First is the fact that the intensity data
determine directly the choice of members of the set. For spline functions
this corresponds to the slab thicknesses or the distance between successive
ramps. The second feature, the uniqueness of the inferred profile, follows
as a corollary of the first. The thicknesses are given by the algorithm as
the n roots, necessarily unique, of an nth degree polynomial. Stated ex-
plicitly, for any suitably chosen 2n intensities, there is one and only one
array of n slabs which will fit the data. The third feature is the most
subtle, most unexpected, and most important. This is the response of the
algorithm to noise in the data. In this event one or more of the roots be-
come negative. These inadmissible roots characteristically have small weights
associated with them. The remaining valid roots are relatively unperturbed
and preserve a high fidelity representation of the temperature profile. Thus
the algorithm acts as a filter, discriminating between the rapidly varying
noise components and the lower frequencies associated with temperature
structure.
Balancing somewhat these three advantages of member choice, uniqueness,
and noise discrimination vis-a-vis the linear methods are four restrictions
associated with the nonlinear spline function inversion. First is the stipu-
lation that the Planck intensity be approximated by a slab or ramp solution.
For example, a constant tropospheric lapse-rate cannot be satisfactorily fit
by a single ramp configuration. More serious, perhaps is the algorithm re-
quirement that the channels be chosen at consecutive integral multiples of
the absorption coefficient of the most transparent channel. The channel
positions in practice are chosen out of engineering considerations, and it is
highly unlikely that a choice on that basis would be optimal for the algorithm.
A third condition is the need for an independent determination of the tempera-
ture at the top of the atmosphere [B(O)] in the slab algorithm. For the ramp
solution, inputs for both B(O) and B'(O) are necessary. Finally, the Prony
algorithm is applicable only for transmittances of an exponential function
type.
Certainly the most interesting and potentially the most useful feature
of the nonlinear approach lies in its treatment of noise in the data. A
natural question is whether the nonlinear technique has an underlying physical
basis in transfer theory or if the inadmissible roots are mere artifacts of a
solution algorithm. Accordingly, an effort was made to establish the con-
straints necessary to yield slab or ramp solutions to the transfer equation.
The search proved fruitless. Indeed it appeared that solutions of the spline
function type were incompatible with classical transfer theory.
The pursuit of this logic has led to the formulation of a new wave theory
of radiative transfer which contrasts to the corpuscular approach of classical
transfer theory. Although the preliminary outlines are clear, at this date
(July 1968) the theory is not yet complete. The paper, "Remote Sensing and
Inversion Techniques: State of Art, Kine (1967), indicates the progress and
general direction of this research.
Our prime concern here is not transfer theory itself, but rather the
insight it provides for inversion. In this vein it is a pleasure to report
that the wave transfer theory has as a direct consequence a new inversion
method based on nonlinear Fourier analysis. Let us back up a bit to see the
problem and how the new inversion technique fulfills the need.
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In the slab formulation the upwelling intensity is approximated by a set
of exponentially weighted step functions of height Bj and thickness uj+l -uj.
00 -xu
I(O,l/x) - B(O) = o0 e
= 2 Bie
dB(u)
= Bjxj: ,
where we have substituted uj = -fn xj. By specifying integral values of
we are led to a nonlinear simultaneous equation set which is mathematically
equivalent to the moment problem in physics. This set
X i
I(0,1/xi ) - B(O) = ai = Z Bjxj (7)Xi = 0, l,...,2n-1
possesses a unique solution of n slabs which can be obtained using the Prony
algorithm.
We are led to ask the three questions
1) Are there other nonlinear sets soluble by a similar algorithm?
2) Are these sets more flexible, i.e., less rigid than the slab or ramp
configurations?
3) Can the intensity sampling points be arbitrarily chosen, free from
the Prony requirement of equally spaced intervals?
The answer to these questions is affirmative, leading to the hope that we
are approaching the goal described earlier of an optimum inversion method.
3. NONLINEAR FOURIER INVERSION
3.1 Application to Noise-Free Data
We begin by noting that the most general solution of the transfer equation
involves waves, i.e., exponential functions of imaginary argument, as well as
the attenuating exponentials of classical theory
I(u,l/x) = c
iwiu .-iwu
bje bje
(bd + b1 + u + Q .
j=l x - ix x + iwj x
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By specifying odd parity for the Planck intensity B(u), the upwelling
intensity I(O,1/x) and its inverse Laplace transform B(u) become
I(O,l/x) = c
x b w
~00 j
2 2
[j=l x +Cj
B(u) = L =[ ] c [ b sinw ju + u .
-j=l0
(9)
The form of these equations suggests that by fitting the intensity at 2n
channels we may obtain the unique set of n Fourier sine terms of amplitude
bj and frequency wj prescribed by the observations.
Let us check the method with a quadratic case, seeing to what extent
we can reconstruct the familiar profile
(10)B(u) = 1 - exp (-u)
on the basis of the four intensity observations
I(O,l/xi)-B(O) = ai = o e- dB(u) = 1
x i+l xi=l, 2, 3, 4.
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Subsiitution of these values into Eq.
relations which must be satisfied
1 blwl
2 - 2
1 2bl 1l
3 - 2
4+" 1
1 3bl]l
1 _ 4b.1
5 16+w12
(9) yields the following four
b2w2
2
1+w 2
+ 2
9+%2
4b2 2
16+w22
After clearing of fractions and eliminating b1 and b2 from the equations,
we obtain the following two equations which must be satisfied
c - c ( 12+ 2) f 12 2
c4 -c 5 (212+2 ) +C1' W2
cl = 2 7a
5
c
2
= 3
5
c
3
- 64a2
5
+ 16a
2
15
a - 435 4a
15 15
c = 64a
4 4
7
c
5 7%
7
- 324ot
35
+ 36a
35
+ 1 =
3
3
3
+ 8a =
2
5
-2a =
2
5
= 
(13)
= 0
17
180 (14)
7
180
, 17
180
1
21
1
105
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C6 = 28
28 35
+ a 2
10
The characteristic equation must be a binomial with roots at w 1 2 and w22
(x - 2 ) (x -2 2 ) = X2 -(12+2 2 ) x+ 2 2 = 0.1 21 wl+2 'W1 2
This equation is compatilbe with
lowing determinant vanishes
x2
the Eqs. (13) if and only if the fol-
x
C C c
1 2 3
C4 C5 C 64  
= 0, (16)
yielding as the characteristic equation
x2 - clc6 -C3C4 x +
x2c6 -c3c5
x2 _ 1 x + 550
11 55
cc5 -c2c 4 =
c2c6 -c3c5
(17)
= 0.
This equation possesses the roots
12 = 0.29350082 , 
I
= + 0.54175716
(18)
2 = 7.43377190 , 2W2 Pc
We determine b and
1
pair of Eqs. (12)
+ 2.72649443.
b now by back substitution of these roots into any
2
= 1.10607838, b = 0.11364969
2
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Thus we have inferred from the four intensity measurements the following
two Fourier sine terms
B(u) = b sinw ui1 + b sin w u2 2
= 1.10607838 sin 0.5417571 6 u
+ 0.11364969 sin 2.726 49443u. (20)
·1 .2 .3 .4 .5 .6 .7 .8 .9 1.0U-
Figure 1. Nonlinear Fourier Inversion (inferred
values versus actual profile.)
Figure 1 displays the inferred compared to the actual profile. The
agreement is highly gratifying. Particularly encouraging is the fact that
the lower frequency component has some eleven times the weight of the higher
term, an indication that the method converges rapidly. Although the inten-
sities were chosen at integral values of the absorption coefficient, this need
not have been the case, since the inversion algorithm is independent of
channel choice. Separation is desirable, however, to avoid near singular
matrices.
Although the algebra becomes tedious as more Fourier terms are inferred
it should be emphasized that once the channel sites are fixed, the routine
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leading to the coefficient of the characteristic equation can be fixed once
and for all. A program for direct time computer readout is certainly
accessible.
The algorithm will surely respond to noise in the data by having one or
more of the roots of the characteristic equation becoming negative. In fact
one can expect that the algorithm not only will discriminate against noise
but infer which one (or more) of the channels is in error. This could be
considered the ultimate in inversion, a method which would not only infer all
the valid information implicit in the observations but also which channels are
in error and by how much.
3.2 Algorithm Response to Noise
Let us examine now the reaction of the nonlinear Fourier inversion to
data noise. As a test case we have retained the intensities in three of the
directions associated with the sample profile [Eq. (10)], perturbing the
third channel alone. The intensities now read
a 1
a 2
= 1/2
= 1/3
(21)
a3 = 1/3
c4 = 1/5.
The straightforward application of the algorithm
perturbed characteristic equation [cf. Eq.(17)]
x2 + 2785
361
x 1656
361
as before yields the
= 0,
with the roots, one positive and one negative,
2 = + 0.55472626
(23)
2 = - 8.26940770.
2We det rmine as well byacksubstitution the weights
We determine as well by back substitution the weights
b w = 0.7819372011
b22 = 0.02138690.
22
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Our algorithm has therefore inferred
measurements, the following interpolation
from the perturbed intensity
formula for the intensity
2
I(O,l/x) = Z xbij°
j=l 2 2
x + oX;
(25)
= 0.78193720x
2
x -+0.55472626
+ O.02138690x
2
x -8.26940770
and the following temperature profile
2
B(u) = z b sin wuj j
(26)
= 1.04986 sin (0.7448u) + 0.007437i sin (2.8757iu).
These results deserve the closest attention and interpretation. We see
from the tensity formula [Eq. (25)] that the algorithm has inferred a pole
at l/x = 1/w 2 = 0.34774 to fit the erroneous measurement at /x = 1/3. The
contribution of the negative root at l/x = 1/3 is
I2(0,1/3) = 0.02138690/3
1-(8.26940770/9)
= .08781.
(27)
The actual displacement is (1/3)-(1/4) = (//12) = .08333, which is within 5%
of the true value. Moreover we see that the negative root term affects only
slightly the three valid channels. This high fitting specificity follows
from the concentration of the amplitude excursion near the pole.
Turning now to the inferred temperature profile, [Eq. (26)] we see that
there is only one valid term. The second term is deemed inadmissible because
of the imaginary character of the amplitude and frequency. We note, however,
that the contribution of the second term is down some two orders of magnitude
from the first. The valid term that remains preserves with commendable
fidelity the character of the actual profile.
The inadmissible root response of the inversion algorithm to data error
is reminiscent of the spline function inversion. Physically this is evidence
that there does not exist any Fourier sine pair of arbitrary amplitudes and
frequencies which will yield the observed intensities [Eq. (21)]. Hence we
must ascribe the negative root to some effect, such as data error, extrinsic
to the atmospheric emitting sources.
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These results underlie the optimism we feel that the ideal inversion
procedure is within grasp and the expectation with which we view its appli-
cation to real data.
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ABSTRACT
Remote atmospheric probing in the infrared from satellites had
its inception in October 1959 with the launch of Explorer VII carrying
a simple wide field radiometer. Since that time much progress has
been made in developing radiometric instruments of increasing spa-
tial and spectral resolution. Thirteen different types of radiometric
instruments either have been flown in orbit or are scheduled to fly
on forthcoming satellites. A fourteenth type, a Very High Resolu-
tion Radiometer for Geosynchronous Altitude, is among several of
the others whose development has been stressed for the Global At-
mospheric Research Program (GARP) of the next decade. Hence,
even though it is not yet approved for flight, this instrument is in-
cluded in this survey of experimental approaches to remote atmos-
pheric probing in the infrared from satellites, developed during the
first decade of the space age.
Characteristics of each radiometric instrument and some appli-
cations of the different types of data are discussed.
465
EXPER. APPROACHES INFRARED PROBING FROM SATELLITES
1. INTRODUCTION
The era of remote atmospheric probing in the infrared from satellite began nearly
ten years ago with the launch of Explorer VII carrying a rather simple array of hemi-
spheric, omnidirectional sensors to measure the radiation balance of the earth. Since
that time radiometric instruments of increasing spatial and spectral resolution, and
hence of increasing complexity, have been flown in orbit on the TIROS and NIMBUS re-
search satellites or scheduled for forthcoming flights through the remainder of the decade.
With the orbital flight of these instruments has come a concurrent research effort to
analyze and interpret the large amounts of radiation data acquired over the entire globe
in terms of their physical significance. In addition to the objective of increasing our
knowledge of atmospheric processes, a primary objective of these efforts is to develop
instrumentation and techniques suitable for the national operational meteorological
satellite system. Only recently have flat plate, wide field radiometers been added to the
television instrumentation on the ESSA (Environmental Survey SAtellite) operational
satellites. The Goddard Space Flight Center/NASA will soon transmit electrically to
the National Environmental Satellite Center/ESSA the High Resolution Infrared Radi-
ometer (HRIR) data from NIMBUS III for preliminary operational use, and as an out-
growth of the research and development program three different types of radiometers
are now being developed expressly for use on the second generation operational satellites.
The purpose of this paper is to survey the first ten years of remote atmospheric
probing in the infrared from satellites. It was deemed advisable to include only those
radiometric instruments-thirteen different types in all-which either have flown in orbit
or are approved and scheduled for forthcoming flights. One exception was made. A
fourteenth instrument, a Very High Resolution Radiometer for Geosynchronous Altitude,
was included even though it is not yet part of an approved mission because of its impor-
tance to the concept of the Global Atmospheric Research Program (GARP) in the 1970's
and because of the advanced technological developments involved in its design.
No attempt has been made to discuss each instrument and its results in detail.
Rather the author's objective has been to present a broad overview, giving selected
characteristics of each instrument which are of primary interest to the meteorologist
or atmospheric physicist, and giving examples of the many possible applications of the
data from the different instruments. An attempt has been made to list a comprehensive
Editor's Note
"Experimental Approaches to Remote Atmospheric Probing in the Infrared from Satellites" by
William R. Bandeen, was written and distributed in advance to members of the National Academy of
Sciences Panel on Remote Atmospheric Probing in preparation for a meeting of the Panel in Chicago
on 16 May 1968. In writing the document it was presupposed that the Nimbus B spacecraft - carrying
radiometric instruments numbered 4, 5, 6a, and 7a in Table I - would be placed successfully in orbit
and thereby designated "Nimbus III" within a very few days of the meeting.
Because of a malfunction of the first stage of the rocket vehicle during the launch phase on 18 May
1968, the Nimbus B spacecraft was not placed in orbit. Therefore, all references in Table I and through-
out the text to radiometric instruments having been flown on Nimbus III in May 1968 are erroneous.
A "Nimbus B2" mission which will carry the Nimbus B backup instruments numbered 4, 5, 6a, and
7a in Table I was authorized-by the National Aeronautics and Space Administration on 27 June 1968.
Nimbus B2 is scheduled to be launched in May 1969 and, if successfully injected into orbit, will be
designated Nimbus III. The original report as reproduced herein should be read in this context.
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bibliography wherein the reader may pursue a deeper interest in the design
of a particular instrument or system or in particular applications of the different
types of data.
2. BASIS FOR REMOTE ATMOSPHERIC PROBING
The basis for remote atmospheric probing in the infrared lies in the molecular
absorption bands of the various gaseous constituents. The principal infrared absorber
in the atmosphere is the variable gas H2 0 with strong vibration-rotation bands centered
near 1.1 microns, 1.38 microns, 1.87 microns, 2.7 microns, and 6.3 microns, and with a
rotation band becoming effective, though weak, near 12 microns and intensifying increas-
ingly out to about 65 microns. A second gaseous absorber of importance is CO2 with
strong vibration-rotation bands centered near 2.7 microns, 4.3 microns, and 15 microns.
Of particular importance to the concept of remotely sounding vertical profiles of tem-
perature (and, as a subsequent step, the remote sounding of vertical profiles of the vari-
able gases) is the observed constant (or nearly so) mixing ratio of CO2 from the surface
to the vicinity of the mesopause. (This characteristic of the atmosphere is of primary
importance to the application of radiometric instruments numbered 6, 7, 9, 10, and 12 in
Table 1, all of which are intended for vertical sounding of the atmosphere.) Another
important absorber is the variable gas 03 with a strong vibration-rotation band centered
near 9.6 microns. In addition to the bands mentioned above, there are many other bands
of H2 0, CO2, and 03 and of other gaseous constituents of the atmosphere, but they are
not important for purposes of this discussion.
Infrared absorption spectra for the terrestrial atmosphere out to 15 microns are
shown in Figure 1. The specific bands mentioned above are clearly identifiable along with
other lesser bands. Also, of importance to remote sounding are the atmospheric "win-
dows" where gaseous absorption is minimal. Two windows of consequence to the dis-
cussions of instruments that follow are one in the interval 3.5-4.1 microns and another
(except for the absorption due to 03) in the interval 8.0-12.5 microns (cf. Figure 1).
Also of importance to remote atmospheric probing in the infrared are the absorp-
tion and scattering characteristics of liquid water droplets and ice crystals making up
clouds and of other particulates in the atmosphere (see, for example, the discussion of
the Filter Wedge Spectrometer below; No. 10 in Table 1).
3. RADIOMETRIC INSTRUMENTS FOR REMOTE ATMOSPHERIC PROBING IN
THE INFRARED FROM SATELLITES
The fourteen types of radiometric instruments mentioned above and some examples
of data from final satellite-borne or preliminary balloon-borne or aircraft-borne ver-
sions of the instruments are discussed in this Section. As previously pointed out, the
discussion of a particular instrument and its data in a survey of this type must neces-
sarily be limited, and an attempt has been made to include a sizeable bibliography to
which the reader can refer for additional information. It was not possible to conduct an
exhaustive literature search in compiling the bibliography. Rather it was assembled
largely from sources immediately available to the author, and hence it seems inevitable
that many excellent references have been inadvertently omitted. For these omissions
the author should like to express his sincere regrets.
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Figure 1. The near-infrared solar spectrum (bottom curve). Other curves are labo-
ratory spectra of the molecules indicated. The approximate abundance of each gas
in terms of cm NTP is indicated under the corresponding chemical formula; these
are representative values for the highly variable gases H2 0 and 03 (After Howard,
Burch, and Williams, 1955).
The fourteen instruments and selected characteristics pertaining to them are listed
in Table 1. This table virtually forms an outline of the paper, and it is intended that the
reader refer to it often.
3.1 Wide Field Sensors
The first satellite-borne instrument to probe the atmosphere in the infrared was the
thermal radiation balance experiment carried by the Explorer VII Satellite, launched on
13 October 1959 (Suomi, 1961; cf. Table 1, No. 1). This experiment, originally part of the
International Geophysical Year 1957-58 Earth Satellite Program, was designed to
measure the balance between long-wave radiation lost to space and short-wave solar
radiation absorbed by the earth and atmosphere (Suomi, 1958). The resulting excesses
and deficits in the radiation balance, and their spatial and temporal variations, make
available the potential energy to drive the general circulation of the global atmospheric
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"heat engine." Hence, their study is of primary importance in acquiring a deeper under-
standing of the thermal and dynamical characteristics of the atmosphere.
Explorer VII carried five hemispheric sensors in the form of hollow silver hemi-
spheres. The hemispheres were thermally isolated from but in close proximity to
special aluminized mirrors. The image of the hemisphere which appeared in the mirror
made the sensor look like a full sphere. The spin of Explorer VII made the mirror-
backed hemispheres act essentially as isolated spheres in space. Two of the hemispheres
were provided with a black coating which made them respond about equally to solar and
terrestrial radiation. One hemisphere was coated white, making it more sensitive to
terrestrial radiation than to solar radiation. A fourth was gold-coated, making it more
sensitive to solar radiation than to terrestrial radiation. The fifth hemisphere was
tabor-surfaced and equipped with a shade to protect it from direct sunlight. In addition,
a black sphere was mounted on the axis of the satellite at the top. It was used to de-
termine any deterioration in the mirror surfaces by comparison with the blackened
hemispheres. All temperature sensing elements were thermistors. The information
telemetered to the earth was the sensor temperatures. The long-wave and short-wave
radiation values were obtained by using these temperatures in heat balance equations.
Even though the Explorer VII sensors viewed the entire earth's disc, the effective spatial
resolution was considerably reduced by geometrical considerations, i.e., about 50% of
the energy received at the nominal orbital height of 700 km originated within a radius of
about 700 km from the subsatellite point.
An analysis of the nocturnal long-wave radiation lost to space as measured by the
hemispheric sensors on Explorer VII is shown in Figure 2 (Weinstein and Suomi, 1961).
A variation of the Explorer VII experiment has been flown on several of the TIROS
satellites which are also spin stabilized. In this variation a pair of hemispheric shells
made of aluminum sheeting and backed by mirrors was used, one hemisphere with a
black surface and the other with a white surface (House, 1965; Suomi,et al., 1966). An-
other variation of the experiment is currently being flown on the odd-numbered ESSA
satellites of the operational meteorological satellite system. (The ESSA satellites use
the same basic spinning spacecraft as did the TIROS II, III, IV, and VII satellites. But
whereas the spin axes of these TIROS satellites lay approximately within the orbital
plane, the spin axes of the ESSA satellites are perpendicular to the orbital plane, caus-
ing them to be likened to a "cartwheel, rolling around the orbit.") In this variation flat
plate sensors are used instead of hemispheres. Further, two versions of the flat plate
sensors have been developed: (1) the basic radiometer consisting of one black and one
white flat disc, and (2) the basic radiometer with cone optics added to restrict the field
of view (Nelson and Parent, 1965; Operational Satellites Office, 1968). Because of the
cosine dependence of a flat surface and because of the cone optics, the effective spatial
resolution on the earth of the flat plate radiometer is less than that of an omnidirectional
hemisphere for which the "Linear Resolution" values in Table 1, No. 1 were calculated.
However, the principles applying to all variations are the same and the purpose of both
the hemispheric and the flat plate sensors is to obtain low resolution measurements of
the radiation balance of the earth-atmosphere system (Vonder Haar, 1968).
3.2 Two Cone Low Resolution Radiometer
A low resolution unchopped radiometer was flown on the TIROS II, III, and IV
satellites (cf. Table 1, No. 2). The purpose of this radiometer was to measure the
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equivalent blackbody temperature and albedo of the earth within its 50° field of view
which was coaxial with the spin axis and with the optical axes of the two television
cameras on the satellite (Bandeen, Hanel, et al., 1961).
The two low resolution channels consisted of a black and white thermistor detector
each mounted in the apex of a highly reflective mylar cone. The black detector was
equally sensitive to long-wave terrestrial radiation and reflected sunlight. The white
detector was coated to be reflective in the visible and near infrared. The differences in
the spectral emissivities of the two detectors yielded two independent energy balance
equations from which the two unknowns, the equivalent blackbody temperature and the
albedo within the field of view, could be solved (Hanel, 1961). The data analysis pro-
cedures and examples of analyzed data have been discussed by Bartko, Kunde,et al.
(1964).
3.3 Medium Resolution Radiometer (TIROS)
In order to map radiometric data at considerably higher spatial resolutions than are
possible with the two previously discussed instruments, the instantaneous field of view
must be made smaller and it must be caused to scan over the earth beneath the satellite.
The first radiometer of this type was the five-channel, medium resolution scanning
radiometer flown on the TIROS II satellite, launched on 23 November 1960 (cf. Table 1,
No. 3). The optical axes of the five channels were parallel and inclined by 45 degrees
to the spin axis of TIROS. Viewing in both directions, they swept out two 45-degree
half-angle cones around the spin axis on the "top" and "bottom" of the spacecraft as it
spun at about 10 RPM. The intersection of these cones with the earth defined scan lines
of varying shapes (depending upon the instantaneous nadir angle of the spin axis), and the
progression of the satellite in orbit caused the advance of the individual scan lines. On
the ground, then, it was possible to reconstruct the data in the form of maps of outgoing
radiance in the direction of the satellite. The design of this radiometer has been de-
scribed by Bandeen, Hanel,et al. (1961). The broad-band spectral intervals of the five
channels and the nature of the radiation sensed are listed below:
1. 6.0-6.5 microns; water vapor absorption
2. 8.0-12.0 microns; atmospheric window
3. 0.2-6.0 microns; reflected solar radiation
4. 8.0-30.0 microns; thermal radiation
5. 0.55-0.75 microns; visible radiation (similar to the response of the television
cameras)
The physical significance of these spectral regions has been discussed by Hanel and
Wark (1961).
The same type of radiometer was subsequently flown on the TIROS III, TIROS IV,
and TIROS VII satellites with several modifications. The most significant of these was
the substitution of a channel responding to radiation in the interval 14.8-15.5 microns in
lieu of the 6.0-6.5 micron channel on TIROS VII. The substitute channel sensed radiation
within the 15 micron absorption band of carbon dioxide (cf. Fig. 1). The physical sig-
nificance of this region has been reported by Hanel,et al. (1963), Bandeen,et al. (1963a),
Nordberg, et al. (1965), and Warnecke (1966a). Detailed descriptions of the radiometers
and of the available data are given in appropriate Manuals and Catalogs for each satel-
lite (see, for example, Staff Members, 1964).
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The synoptic analysis of infrared data, including the mapping of cloud systems, the
tracking of storms, and the inference of cloud top heights, both night and day, has received
the attention of many workers. A sampling of studies in these areas includes papers by
Fritz and Winston (1962), Nordberg, et al. (1962), Bandeen,et al. (1963b), Rao and Winston
(1963), Allison,et al. (1964), Bandeen,et al. (1964), Hawkins (1964), Rasool (1964), Warnecke
(1966b), Widger, et al. (1966), Allison and Thompson (1966b), Allison and Warnecke (1966c),
and Allison and Warnecke (1967). Winston (1965) questioned some of the results of Rasool's
(1964) analysis.
Allison and Warnecke (1967) interpreted synoptically the satellite-detected global
radiation patterns in terms of a conventional weather analysis. Figure 3, taken from their
paper, shows the equivalent blackbody temperature (TBB , OK) pattern of outgoing 8.0-12.0
micron radiation from the earth's surface and the clouds above it measured by TIROS
VII during the northern hemisphere winter and southern hemisphere summer. The cold
areas which lie poleward of the 35 N and 40 S parallels are related to extratropical
cyclonic activity; those near the equator indicate high cloud systems associated with the
intertropical convergence zone. The presence of tropical cyclone "Danielle" under the
high cloud shield at 40 S, 65 E indicates the beginning of hurricane activity in the
southern hemisphere. The original figure, published by the authors in seven colors,
was more impressive and informative than the black-and-white reproductions shown
here.
The inference of ground surface temperatures from TIROS 8.0-12.0 micron measure-
ments has been discussed by Wark, Yamamoto, and Lienesch (1962), Fritz (1963), and
Buettner and Kern {1963). A promising method of specifying 500-mb heights from TIROS
8.0-12.0 micron data has been reported by Jensen et al. (1966), and correlations between
TIROS 8.0-12.0 micron data and some diabatic properties of the atmosphere have been
discussed by Davis (1965).
A method for inferring the mean relative humidity of the upper troposphere from
coordinated measurements of the 6.0-6.5 micron and 8.0-12.0 micron channels was
developed by Moller and Raschke (1964). An extension of this method to infer the water
vapor mass above the 500-mb level, using conventional 500-mb temperature data in ad-
dition to the satellite data, was discussed by Bandeen et al. (1965) and Bandeen (1966).
Analyses of tropospheric moisture content utilizing this method have been published by
Raschke (1967), Raschke and Bandeen (1967a), and Raschke and Bandeen (1967b). Figure
4 shows a map of the total water vapor mass above 500 mb in February 1962 determined
by this method (Raschke and Bandeen, 1967b). The patterns indicate that the highest
amounts of precipitable water vapor occur in the tropics and, particularly, in three
regions, vis., Southeast Asia, South America, and Central Africa. Fritz and Rao (1967),
using data from the comparable "water vapor" and "window" channels of the NIMBIS II
MRIR (cf. Table 1, No. 5) and conventional radiosonde data, discussed on both observa-
tional and theoretical grounds the problems involved in attempting to estimate atmospheric
water vapor content above high clouds, especially cirrus, from such satellite measure-
ments. In their discussion Fritz and Rao questioned some of the findings of Raschke and
Bandeen (1967b).
A method for converting the 8.0-30.0 micron or 8.0-12.0 micron radiance measure-
ments to total outgoing long-wave radiative flux was derived by Wark,et al. (1962). The
original method, which employed a theoretically-determined limb darkening function, has
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been improved by the application of a statistically-derived limb darkening function using
infrared radiance data from the TIROS II, III, IV, and VII medium resolution scanning
radiometers (Lienesch and Wark, 1967).
A number of analyses comparing the total outgoing long-wave radiative flux (de-
duced by the aforementioned method) with midtropospheric flow patterns, zonal kinetic
energy, and available potential energy have been presented by Winston and Rao (1962),
Winston and Rao (1963), Winston (1967a) and Winston (1967b). Also, by combining the
total outgoing long-wave flux, inferred from the 8.0-30.0 micron or 8.0-12.0 micron
measurements, with the albedo, inferred from the 0.2-6.0 micron or 0.55-0.75 micron
measurements, analyses of the large-scale radiation balance have been carried out by
Bandeen,et al. (1965), Rasool and Prabhakara (1966), and Vonder Haar (1968).
The 14.8-15.5 micron channel carried by the TIROS VII scanning radiometer
measures emission from carbon dioxide in the atmosphere (cf. Figure 1). Because of
the strength of the 15 micron band and because carbon dioxide is uniformly mixed (at
least below the mesopause) in the atmosphere, the weighting function, dT/d log p (where
T is the mean normal transmittance to space over the effective spectral response and
p is ambient pressure) of the 14.8-15.5 micron channel peaks at about 20 km (which is
slightly higher than the peak of the weighting function for the spectrally broader 14.0-
16.0 micron channel of the NIMBUS II MRIR shown in Figure 11). Thus, the 14.8-15.5
micron measurements can be interpreted in terms of mean temperatures of the lower
stratosphere. Nordberg~et al. (1965), Warnecke (1966a), and Shen,et al. (1968) have
discussed these data and shown that such events as sudden stratospheric warmings can
be detected. Belmont,et al. (1968) have shown that a high correlation exists between the
TIROS VII 15 micron data and 30 mb atmospheric temperatures. Kennedy and Nordberg
(1967) made an harmonic analysis of the circumpolar temperature patterns and derived
circulation features from the analysis.
3.4 High Resolution Infrared Radiometer (HRIR)
Nearly an order of magnitude increase in the linear resolution over previous satel-
lite infrared radiometers was achieved with the launch of the first HRIR aboard NIMBUS
I on 28 August 1964 (cf. Table 1, No. 4). In contrast to the TIROS medium resolution
radiometer, the HRIR required a 45-degree rotating primary mirror to effect the trans-
verse scan from the earth-oriented, three-axis stabilized NIMBUS spacecraft. The de-
sign of this instrument has been described by Foshee,et al. (1965). A description of the
instrument is also given in the applicable Users' Guides (see, for example, NIMBUS II
Users' Guide, 1966). The physical significance of the HRIR equivalent blackbody tem-
perature measurements has been discussed by Kunde (1965), and investigations of the
mesoscale resolutions possible and of characteristics of the HRIR data pertinent to such
analyses have been carried out by Fujita and Bandeen (1965). Geophysical observations
by the HRIR, such as cloud heights and sea surface and soil temperatures, have been dis-
cussed by Nordberg (1965), and HRIR measurements over the Antarctic ice pack and
other polar features have been reported by Popham and Samuelson (1965).
The meteorological interpretation of HRIR data has been discussed by such authors
as Nordberg and Press (1964), Widger,et al. (1965), Widger (1966), Nordberg,et al.
(1966), and Allison,et al. (1966a). A photo facsimile depiction of hurricane Gladys and a
single analog trace drawn to the same west-to-east scale are shown in Figure 5; hence,
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a given feature in the picture corresponds to the same feature in the analog trace under-
neath. The observed radiation intensities, expressed in °K, are measured along the
left hand ordinate. The blackbody temperatures were converted to height on the basis
of an actual temperature sounding. The corresponding heights are shown along the right
hand ordinate (Allison,et al., 1966a).
The capability of the HRIR to detect and track storms at night is illustrated in
Figure 6. Tropical storm Ruby was initially detected by the NIMBUS HRIR at 1500 UT,
31 August 1964, almost 21 hours before aerial reconnaissance located the storm. On
four subsequent occasions in the week that followed, the HRIR tracked the course of Ruby
across the Pacific until it passed full-blown over Hong Kong and dissipated over main-
land China (Allison, et al., 1966a).
Another application of high resolution radiation data is the observation of sea sur-
face temperatures and ocean currents. The importance of the temperature of the sea
surface boundary has been emphasized by the Global Atmospheric Research Program
(GARP) Report of the Study Conference held in Stockholm (1967). Under clear sky con-
ditions, sea surface temperatures can be determined with an accuracy of ±1 to 20 K
(Warnecke, et al., 1968a). The remote detection of the Gulf Stream boundary by the
NIMBUS II HRIR is shown in Figure 7, in which temperature gradients of 50 to 10 ° K
over 20 km along the north wall were measured (Warnecke, 1968b).
In addition to the primary stored-data mode of operation, the HRIR experiments on
NIMBUS II and III were adapted to the Automatic Picture Transmission (APT) system
whereby local reception of the data in real time was possible the world over whenever
the spacecraft came within line-of-sight range of a relatively simple and inexpensive
groundstation (Nordberg, et al., 1966; Goldshlak, 1968).
Because of the intensity of the solar spectrum in the wavelength interval 3.5-4.1
microns, reflected solar radiation may be appreciable in daytime HRIR measurements,
adding to the emitted radiation and making interpretations of the measurements in terms
of surface temperatures ambiguous. Thus only nighttime measurements can be in-
terpreted in terms of true surface temperatures. In order to eliminate possible ambi-
guities in daytime measurements, the NIMBUS III HRIR has a second passband, 0.7-1.3
microns, wherein reflected solar radiation predominates over emission at normal
atmospheric and surface temperatures. However, at nighttime, the NIMBUS III HRIR
makes measurements of emission only in the interval 3.5-4.1 microns, just as its two
predecessors did. (For another view of NIMBUS HRIR data, see Figure 18.)
3.5 Medium Resolution (Infrared) Radiometer (MRIR)
The NIMBUS MRIR was similar in many respects to the earlier TIROS medium
resolution scanning radiometer, but it represented an entirely new instrumental design,
incorporating a 45-degree rotating primary mirror (similar to that of the HRIR) to
effect the transverse scan necessary from the earth-oriented, three-axis-stabilized
NIMBUS spacecraft. The first MRIR was launched aboard NIMBUS II on 15 May 1966
(cf. Table 1, No. 5). A description of the instrument is given in the applicable Users'
Guides (see, for example, NIMBUS II Users' Guide, 1966).
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Figure 6. Track of typhoon Ruby f rom 31 August to 6 September 1964 wi th inserts of 
five Nimbus I HRIR photofacsimile depictions of Ruby in the western Pacific Ocean 
(After All ison et al., 1966a). 
The application of the data is very s imi la r to that of the ea r l i e r TIROS instrument . 
An advantage of the NIMBUS MRIR is that it views the entire globe, while the TIROS 
radiometer did not view poleward of about latitude 63° because of the lower inclination 
of the TIROS orbit . Global radiation balance studies have been car r ied out by Moller 
(1967), Raschke, Moller, and Bandeen (1968), Raschke and Pas ternak (1968), and 
Raschke (1968). 
An example of the total outgoing long-wave radiation inferred from the NIMBUS II 
5.0-30.0 micron data by the method of Wark et al . (1962) is shown in Figure 8 (Raschke 
and Pasternak, 1968). The other component of the radiation balance, the absorbed solar 
radiation, follows from measurements of the albedo and a knowledge of the solar 
constant. 
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HIGH RESOLUTION INFRARED RADIOMETER 
(HRIR - 3.5 TO 4.1 n) MEASUREMENTS 
NIMBUS I , ORBIT 238/9 
2, 1966 
Figure 7. Remote detection of the Gulf Stream boundary by Nimbus II HRIR 
measurements (After Warnecke, 1968b). 
The interpretat ion of the 15 micron channel measurements in t e r m s of mean t e m -
pera tu res of the lower s t ra tosphere and of s t ra tospher ic circulation pat terns has been 
ca r r i ed out, as it was previously for TIROS VH. The weighting function dv/d (log p) for 
the 14.0-16.0 micron channel of NIMBUS II is shown by the dashed curve in Figure 11. 
(Because of the na r rower spec t ra l interval covered by the NIMBUS III 15 micron channel, 
i ts weighting function peaks about 2 km higher than the dashed curve of Figure 11.) 
The capability of the NIMBUS II 15 micron data to map s t ra tospher ic tempera tures 
on a global scale is shown in Figure 9. The maximum tempera ture of 240°K is centered 
over the summer North Pole and the i so therms in the Northern Hemisphere are generally 
zonal in character with gentle meridional gradients . In the Southern Hemisphere the i s o -
therms a re also zonal charac te r but with much s t ronger meridional gradients in the 
intense winter polar vortex centered around the South Pole where the minimum temperature 
of 196°K is found (Warnecke and McCulloch, 1968c). 
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Figure 9. Global stratospheric temperature distribution (OK) from Nimbus II 15 micron
measurements on 1 July 1966 (After Warnecke and McCulloch, 1968c).
Figure 10 (top) shows a composite of the cloud picture observed by the 11 micron
channel in the belt 30 N - 30 S at local noon on 5 June 1966 except for the two passes
near 140 E and 170 E which were obtained at local midnight (Nordberg et al., 1966). Al-
though activity was relatively weak on this day the course of the ITCZ can be followed
around the entire globe. The 6.4-6.9 micron water vapor channel observations shown
in Figure 10 (bottom) were made simultaneously over the ITCZ. The dark regions on
both sides of the cloud zone indicate strong subsidence. Near 140 W the northern band
is quite narrow near 30 N over the Pacific and North America and is possibly indicative
of the subtropical jet stream. Further east the northern zone of subsidence becomes
considerably wider as is the entire southern zone. These wide, dry regions are indica-
tive of the subtropical anticyclones. The warmest (driest) region observed in this
channel is in the southern zone near 40 W over eastern Brazil where very strong down-
ward motion can be inferred.
The NIMBUS III MRIR carries a channel sensing in the weakly absorbing 20.0-23.0
micron interval of the rotation band of water vapor (cf. Table 1, No. 5). Radiation sensed
by this channel emanates from the lower tropospheric layers, in contrast to the radiation
emanating from upper tropospheric layers (i.e., approximately 600 mb to 200 mb) detected
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by the 6.4-6.9 micron channel, whose spectral interval is centered in a strongly absorb-
ing part of the 6.3 micron band (cf. Figure 1). Although the satellite data are not yet
available, it is expected that data from the two water vapor channels will yield additional
information on the stratification of vertical motions and moist and dry layers.
3.6 General Discussion of Remote Vertical Sounding
The radiometric instruments discussed heretofore have all sensed radiation in rela-
tively broad spectral intervals and have yielded data having a predominantly two dimen-
sional character, e.g., maps of outgoing radiation originating either at cloud, ground, or
water surfaces or within thick regions of the atmosphere. Examples of the latter are
maps of mean stratospheric temperatures from the 14.0-16.0 micron channel of the
NIMBUS II MRIR. The weighting function for this channel in the 1962 ARDC model
atmosphere is shown by the dashed curve in Figure 11. At the half-amplitude points, this
curve is more than 20 km thick. When the width of the spectral interval is reduced the
shape of the weighting function becomes considerably more peaked and its thickness in
the vertical smaller. This sharpening of the weighting function results from the lesser
variability of the absorption coefficient over the narrower spectral interval as com-
pared to the broader interval. (Note, however, that in the theoretical limit-for mono-
chromatic radiation -the corresponding width of the weighting function is still about
one scale height; cf. Figure 16.)
Five weighting functions for 5 cm-' intervals centered at the indicated wave numbers
within the 15 micron carbon dioxide absorption band are shown by the solid curves in
Figure 11. The weighting functions located high in the atmosphere correspond to strong
absorption whereas those peaking at lower altitudes correspond to weaker absorption.
Although King (1956) originally suggested the possibility of inferring the vertical
temperature profile from a nadir scan at one frequency, Kaplan (1959) first suggested
the inference of the vertical temperature profile from a frequency scan in the nadir
within the 15 micron carbon dioxide band at a spectral resolution of about 5 cm-l. Sub-
sequently a number of authors discussed the problem of remotely inferring vertical
atmospheric structure, among them Wark (1961), King (1964), Wark and Fleming (1966),
Twomey (1966), Conrath (1967), and Conrath (1968).
The need for remotely sensed vertical profiles of temperature and other meteoro-
logical parameters for use in numerical models of the atmosphere during the World
Weather Program of the 1970's, including the Global Atmospheric Research Program
(GARP), was set forth in the GARP Report of the Stockholm Study Conference (1967).
Five different instruments in Table 1 (No.'s 6, 7, 9, 10, and 12) have as a primary pur-
pose the measurement of infrared radiances for inferring such vertical profiles. These
will be discussed in turn below.
3.7 Infrared Interferometer Spectrometer (IRIS)
The IRIS is a Michelson interferometer employing a beamsplitter which divides the
incoming radiation into two approximately equal components, one directed toward a
fixed mirror and the other toward a moving mirror. After reflection from the mirrors,
the two beams interfere with each other with a phase proportional to the optical path
difference between both beams. The recombined components are then focused onto the
485
EXPER. APPROACHES INFRARED PROBING FROM SATELLITES
40
E
I-
I
I
30
20
10
0
8r/8(log p)
Figure 11. Fifteen micron carbon dioxide absorption band weighting functions (solid
lines). The 5 cm
'
1 wide spectral intervals were chosen with mid-points at the indicated
wavenumbers (After Conrath, 1968). The weighting function for the 14.0-16.0 micron
channel of the Nimbus II MR IR (dashed line) is superimposed on the figure for comparison.
detector where the intensity is recorded as a function of the path difference. For a
continuous spectrum, the superposition of many amplitudes of various frequencies takes
place. The resultant combined signal is called the interferogram. The spectrum is
reconstructed from the interferogram by applying an inverse Fourier transform.
The IRIS views in the nadir direction from the earth-oriented NIMBUS spacecraft.
The first IRIS was launched aboard NIMBUS III in May 1968 (cf. Table 1, No. 6a). The
design of the instrument has been described by Hanel and Chaney (1966). A description
of the instrument is also given in the NIMBUS III User's Guide (1968).
Although at this writing satellite data are not yet available, data have been acquired
from a breadboard version of the IRIS flown on a high altitude balloon from Palestine,
Texas, on 8 May 1966. The balloon flight and some results from it have been discussed
by Chaney, Drayson, and Young (1967). Conrath (1967) also has analyzed the balloon
data in terms of inferred temperature and water vapor profiles.
A spectrum obtained with the breadboard version of the IRIS flown at the 7 mb level
by the High Altitude Engineering Laboratory of the University of Michigan for the Goddard
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Space Flight Center is shown in Figure 12. Included within the spectral interval of this
instrument, 500 cm 1 (20 microns) to 2000 cm ' (5 microns), are the water vapor ab-
sorption band centered at 6.3 microns, the 9.6 micron ozone band, and the 15 micron
carbon dioxide band. Hence, information on atmospheric water vapor and ozone should
be available from these data, as well as vertical temperature structure from the 15
micron band (Conrath, 1967).
A temperature inversion for the troposphere obtained from IRIS Palestine balloon
flight data (such as those of Figure 12) is shown in Figure 13. For comparison data
from the 1200 Z and 1800 Z flights of the nearest radiosonde station (Shreveport,
Louisiana) are also plotted in Figure 13. At this point it is well to recall that there is
some overlapping water vapor absorption in the 15 micron CO2 band (cf. Figure 1) which
should be taken into account if accurate temperature inversions are to be obtained in
the lower troposphere. Thus, the water vapor and temperature inversions are essentially
coupled. In practice, one can take advantage of the relatively weak dependence of the
temperature inversion on water vapor and use a first guess at the humidity profile to
obtain a temperature inversion. The resulting temperature profile can be used to do a
water vapor inversion in the 6.3 micron band. This procedure can be iterated as many
times as necessary (Conrath, 1967).
A two-parameter water vapor mixing ratio inversion of IRIS data from the Palestine
balloon flight is shown in Figure 14. Radiosonde data taken the same day at Shreveport
are included in the figure (Conrath, 1967). In this trial water vapor inversion, the aver-
age temperatures from the two radiosonde runs furnished the necessary knowledge of the
temperature profile. In actual operations using satellite data, this knowledge would be
obtained from an inversion of 15 micron data, such as that performed to yield the pro-
file of Figure 13.
Conrath (1967) also briefly discussed the problems attending the inversion of
spectra in the 9.6 micron band to infer the vertical distribution of ozone. He points out
that the atmosphere is not optically thick even in the strongest part of the 9.6 micron
band and that the bulk of the ozone in a typical distribution is located at heights where
the pressure broadening of individual lines is low. Weighting functions calculated by
Bolle (1967) show widths greater than the characteristic heights over which the ozone
concentration varies. Conrath (1967) concludes that it will be difficult to extract in-
formation on the vertical ozone distribution in any detail with IRIS data.
The second IRIS is scheduled to fly on NIMBUS D (cf. Table 1, No. 6b). It will be
a somewhat modified verision of the first instrument, e.g., the spectral coverage will
be shifted to longer wavelengths to include the rotation band of water vapor, and both
the spectral and spatial resolutions will be increased (Hanel, 1968).
3.8 Satellite Infrared Spectrometer (SIRS)
The SIRS is a modified Fastie-Ebert grating spectrometer. The radiant energy is
detected behind each exit slit by a wedge-immersed thermistor bolometer. Design
considerations leading to the satellite version have been discussed by Dreyfus and
Hilleary (1962) and Hilleary, et al. (1966).
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Figure 13. Tropospheric temperature inversion from IRIS data in
the 15 micron carbon dioxide band. The data were acquired during
the balloon flight on 8 May 1966 from Palestine, Texas (After Con-
rath, 1967).
The SIRS views in the nadir direction from the NIMBUS spacecraft. The first SIRS
was launched aboard NIMBUS III in May 1968 (cf. Table 1, No. 7a). A description of the
flight instrument and a discussion of the experiment are given in the NIMBUS III Users'
Guide (1968). The mid-points of the 5 cm-1 wide spectral intervals sensed over the 15
micron carbon dioxide band are the following: 669.0 cm-l, 677.5 cm-1, 692.0 cml-
669.0 cm-, 706.0 cm-, 714.0 cm-l, and 750.0 cm-. The eighth channel senses radi-
ation in the atmospheric window, centered at 899.0 cm-l'.
Although at this writing satellite data are not yet available, analyses of data from
ground-based instruments similar to SIRS have been carried out by James (1967) and
Wolk and Van Cleef (1967), and results from balloon-borne versions of SIRS have been
reported by Hilleary,et al. (1965) and Wark,et al. (1967). Figure 15 shows a temperature
profile in clear skies deduced from data from a spectrometer flown on a balloon from
Palestine, Texas, on 11 September 1964.
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Figure 14. Two-parameter water vapor mixing ratio inversion from IRIS data in the 6.3 micron band.
The data were acquired during the balloon flight on 8 May 1966 from Palestine, Texas (After Conrath
1967).
The second SIRS is scheduled to fly on NIMBUS D (cf. Table 1, No. 7b). It will be
an augmented version of the first instrument, viz., in addition to the eight channels of
the first SIRS, the second will have six channels sensing in 5 cm- wide spectral inter-
vals over the rotation band of water vapor. The mid points of these intervals are the
following: 280.0 cm
-
', 302.5 cm-1, 290.5 cm', 424.5 cm
-
, 488.0 cm 1 , and 531.5
cm-'. The purpose of adding the six additional channels is to acquire data for deducing
water vapor (as well as temperature) profiles. Another significant modification in the
NIMBUS D SIRS is a step-scanning feature by which the optical axis of the spectrometer
will view at a nadir angle of 25 0 -to-390 to the left for one minute, followed by viewing in
the nadir direction for a second minute, followed by viewing at a nadir angle of 25 0 -to
-390 to the right for a third minute. This cycle will be repeated continuously, and the
side-viewing nadir angles will be programmed to vary from 390 (at the equator) to 25 °
at high latitudes in order to effect an optimum grid spacing for computer input data for
numerical modelling (Wark, 1968).
3.9 ITOS High Resolution Radiometer
A High Resolution Radiometer is being developed for the second generation opera-
tional meteorological satellite system, also called the Improved TIROS Operational
Satellite System-ITOS (Operational Satellites Office, 1968). Selected characteristics of
this radiometer are given in Table 1, No. 8. This instrument will be mounted on the
earth-oriented, three-axis-stabilized platform of the gyro-magnetically controlled ITOS
490
W. R. BANDEEN
-o
E
a,
U,
1000
Figure 15. Deduced temperature profile in clear skies from data in the
15 micron carbon dioxide band acquired at 7:57 a.m. CST by a balloon
borne version of SI RS (solid line). The balloon was launched to an alti-
tude of 100,000 ft. on 11 September 1964 from Palestine, Texas. The
dashed line is the noon CST profile from the Fort Worth radiosonde
(After Wark et al., 1967).
vehicle and, therefore, will have a primary mirror scanning transverse to the space-
craft motion much like the NIMBUS HRIR and MRIR. The ITOS High Resolution
Radiometer, although essentially duplicating spectrally two of the channels of the TIROS
and NIMBUS Medium Resolution Radiometers, will have the advantage of a much higher
spatial resolution (even somewhat higher than that of the NIMBUS HRIR). Hence, the
quality of the photo-images should approach that of television cameras. Also, the
probability in areas of partial cloud cover of either cloud elements or land or water
surfaces completely filling the instantaneous field of view of the instrument will be
vastly increased. Obviously under these conditions the interpretation of the data in
terms of cloud top and land and sea surface temperatures will be more meaningful. Al-
though the ITOS Radiometer is improved only slightly over the NIMBUS HRIR in spatial
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resolution, it will be a decided improvement over the latter by being able to measure
surface temperatures in the 10.5-12.5 micron interval equally well both day and night,
and by being able to determine whether an area is cloud-free in the daytime by means
of the synchronized visible channel measurements. Thus satellite measurements of land
and sea surface temperatures and temperature gradients will be of increased accuracy
and, consequently, increased usefulness in such applications as meteorology, ocean-
ography, geomorphology, etc.
In addition to the stored-data mode of operation, the 10.5-12.5 micron channel of
the ITOS High Resolution Radiometer will be adapted to the Automatic Picture Trans-
mission (APT) system, constituting a Direct Readout of Infrared (DRIR) system. The
DRIR system will operate throughout the entire orbit, reading out infrared imagery to
APT stations all over the world in the nighttime and in the daytime as well (when the
infrared data will be interleaved with the Standard APT pictures) (Operational Satellites
Office, 1968).
3.10 Selective Chopper Radiometer (SCR)
A Selective Chopper Radiometer (SCR) is being developed to fly on NIMBUS D for
the purpose of atmospheric temperature sounding (cf. Table 1, No. 9). The SCR will
view in the nadir direction from the NIMBUS spacecraft. The basic optical system
consists of a movable mirror, simple flapping choppers arranged in opposed pairs,
germanium lens optical systems, interference filters, and a light pipe to condense
radiation onto a thermistor bolometer detector. A description of the radiometer and a
discussion of the experiment have been given by Peckham,et al. (1966) and by the Oxford
Reading Group (1966).
A distinctive feature of the SCR is the use of very narrow band interference filters
combined with CO2 selective chopping and absorption cells to lessen the effective vari-
ation of the absorption coefficient over the spectral interval and, hence, to improve the
height resolution of the weighting function and to make possible the measuring of the
vertical temperature structure from the ground (or highest cloud top) to 50 km.
In connection with the channels associated with the two weighting functions peaking
at the higher altitudes, a technique of selective chopping by C02 is used. The incoming
radiation beam is switched between a cell containing CO2 and a nearly-empty cell con-
taining only a small amount of CO2 at very low pressure. This technique has the effect
of sensing only the radiation near the strongly-absorbing line centers (except the very
centers of the lines, which are eliminated by the nearly-empty cell, thus further
sharpening the weighting functions).
For the channels associated with the four weighting functions peaking at the lower
altitudes, a single absorption cell is used to absorb out the line centers. This technique
has the effect of sensing only the radiation toward the weakly-absorbing wings of the
lines. A weighting function applying to a single absorption cell (C) is compared in
Figure 16 with weighting functions applying to monochromatic radiation (M) and to a
spectrometer (such as IRIS and SIRS) sensing over a spectral interval including many
individual lines (S). An Elsasser band model was used in carrying out the calculations
for Figure 16. It is seen that the absorbing cell weighting function differs very little
from the monochromatic weighting function and is considerably sharper than the
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THE USE OF SELECTIVE ABSORPTION TO IMPROVED HEIGHT
RESOLUTION (Elsasser Model)
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Figure 16. A comparison of weighting functions applying to mono-
chromatic radiation (M), a spectrometer (S), and the single absorbing
cell (C) of the Selective Chopper Radiometer (After Oxford-Reading
Group, 1966).
spectrometer weighting function. One of the six channels of the SCR is switchable to 11
microns to provide surface temperature data for use in the inversion analysis.
A successful balloon flight of the SCR was made at 0300 hours on 9 June 1966. The
balloon reached a height of 35 km over the southern counties of England. Satisfactory
signals were received and indicated proper operation of the radiometer. The results of
this flight and a complete discussion of the experiment and the instrument will soon be
published in a series of papers in the open literature (Williamson, 1968).
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3.11 Filter Wedge Spectrometer (FWS)
A Filter Wedge Spectrometer (FWS) is being developed to fly on NIMBUS D. Selected
characteristics of the FWS are given in Table 1, No. 10. The FWS will view in the nadir
direction from the NIMBUS spacecraft. The heart of the instrument is an interference
filter wedge, consisting of a pair of halves of two filters-one covering the range 1.2-2.4
microns, and the other the range 3.2-6.4 microns. The assembly of two halves is neces-
sary since present technology allows only one octave of spectrum to be covered on one
disc, the same octave being covered twice in one 3600 rotation (Hovis, Kley, and Strange,
1967). The instrument will utilize a lead selenide detector, radiatively cooled to 160 0 K.
The FWS will obtain continuous spectra at a resolution of X /LA = 100 of reflected
solar and emitted thermal radiation from the earth and atmosphere in the two spectral
intervals stated above. Three specific applications are identified. The first is to test
the feasibility of determining whether a cloud is composed of ice crystals (cirrus) or
water droplets. Blau,et al. (1966) reported among other features a characteristic mini-
mum at 2.0 microns, observed in spectra of ice clouds taken from a high altitude air-
craft. This minimum is absent in spectra of liquid-water clouds. In a series of flights
of the NASA Convair-990 research aircraft in the spring of 1966, reflection and emis-
sion spectra were obtained by an aircraft version of the FWS over many types of clouds
and other natural surfaces. The characteristic minimum at 2.0 microns was observed
over cirrus clouds while over water clouds it was absent. This feature is evident in the
three sequential spectra over cirrus clouds shown in Figure 17.
The second application is to infer the vertical temperature profile from spectral
measurements in the 4.3 micron band of carbon dioxide in much the same manner as the
temperature profile is inferred from measurements in the 15 micron band. A temper-
ature profile of the atmosphere, determined from an analysis of measurements in the
region of the 4.3 micron CO2 band made by a balloon-borne grating spectrometer, and
the techniques used and some of the problems encountered have been discussed by Shaw,
McClatchey, and Schaper (1967).
The third application is to infer the water vapor profile from measurements in the
region of the 6.3 micron band, having already determined the temperature profile. As
mentioned in the discussion of the IRIS instrument, Conrath (1967) has investigated the
problem of remotely inferring water vapor profiles.
3.12 Temperature Humidity Infrared Radiometer (THIR)
A Temperature Humidity Infrared Radiometer (THIR) is being developed to fly on
NIMBUS D. Selected characteristics of the THIR are given in Table 1, No. 11. The
scanner design uses an elliptically shaped plane scan mirror set at an angle of 45°
(similar to that of the NIMBUS HRIR and MRIR and of the ITOS High Resolution Radiom-
eter) and primary optics which are common to both channels. The two channels are
separated by means of a dichroic beam splitter (McCulloch, 1968).
A 10.5-12.5 micron channel having a linear resolution at the subsatellite point of
7-to-8 km will be flown on TIROS M (cf. Table 1, No. 8); hence a test of the feasibility
of a day-night operational cloud mapping instrument with high spatial resolution will
have been accomplished prior to NIMBUS D. Therefore the purpose of this channel will
largely be to provide supporting data for all scientific experiments on the spacecraft.
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The new and distinctive feature of the THIR is the 6.5-7.0 micron water vapor chan-
nel having better than twice the linear resolution of the comparable channel of the NIM-
BUS II and III MRIR. The inclusion of a water vapor channel will permit further studies
at improved spatial resolution of the synoptic significance of the moisture patterns first
detected in the 6.4-6.9 micron data of NIMBUS II as typified by Figure 10. Of particular
interest will be the possibility of using the 6.5-7.0/, data to trace air mass boundaries,
vertical motions, and possibly the course of jet streams.
3.13 ITOS Vertical Temperature Profile Radiometer (VTPR)
A Vertical Temperature Profile Radiometer (VTPR) is being developed for the Im-
proved TIROS Operational Satellite System-ITOS (Operational Satellites Office, 1968).
Selected characteristics of this radiometer are given in Table 1, No. 12. The VTPR
will view in the nadir direction from the earth-oriented platform of the ITOS vehicle.
A final determination of the wave numbers at the mid-points of the eight channels has
not been made, but there will probably be six channels ranging from about 669.0 cm-'
to 750.0 cm
-
1 in the 15 micron CO2 band, one channel sensing at about 532 cm-' in the
rotation band of water vapor, and one channel sensing in the atmospheric window at
899 cm - 1 . The spectral resolution for all channels will be about 5 cm
-
'. This instru-
ment is intended solely for the probing of the temperature profile from operational
satellites, and it takes advantage of the latest advances in technology. For example, it
utilizes one set of optics and one thermistor bolometer with a cone optic behind a filter
wheel. The weight and power requirements of the instrument are notably small (about
10 pounds and 2 watts) compared to those of earlier instruments designed for vertical
temperature probing (e.g., SIRS: 92 pounds and 20 watts, or IRIS: 28 pounds and 12
watts).
3.14 ITOS Very High Resolution Radiometer (VHRR)
A Very High Resolution Radiometer (VHRR) is being developed for the Improved
TIROS Operational Satellite System-ITOS (Operational Satellites Office, 1968). Selected
characteristics of this radiometer are given in Table 1, No. 13. The linear resolution on
the ground of this instrument represents an order-of-magnitude improvement over that of
the NIMBUS HRIR and ITOS High Resolution Radiometer and a nearly two-orders-of-mag-
nitude improvement over that of the TIROS and NIMBUS Medium Resolution Radiometers
(cf. Table 1). As such, the resolution of the VHRR is comparable to that of television sys-
tems currently flown on meteolorogical satellites. To achieve this resulution a mercury-
cadmium-telluride detector, radiatively-cooled in two stages to 80 0 K will be used. But
with the capability of the 10.5-12.5 micron channel to make measurements day and night,
while the 0.52-0.73 micron channel is also making measurements in the daytime, the bit rate
of the instrument far exceeds the capacity of any presently available tape recorder system.
Therefore, the present plans are to read out the data directly (possibly via a relay geo-
synchronous satellite). Other possibilities include recording the VHRR data over only a
portion of the orbit (a portion determined to be of high interest from other instruments)
or recording a degraded form of the data over the entire orbit.
The applications of the data will be similar to those of the other scanning radiom-
eters sensing in similar spectral intervals except that the much higher resolution will
permit the study of smaller-scale phenomena such as the three-dimensional structure
of cloud patterns and frontal systems and the possible distribution of multiple "hot
tower" cumulus cells in hurricanes and typhoons.
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3.15 Very High Resolution Radiometer for Geosynchronous Altitude
All of the radiometric instruments discussed to this point have been designed for
single-satellite systems which permit observations of a given location on earth approxi-
mately once every twelve hours. However, there are many meteorological phenomena
which have characteristic time periods much shorter than twelve hours, e.g., the de-
velopment of hurricanes, typhoons, and other types of storms (most notably tornadoes
whose whole life cycle can extend over only tens of minutes); the change in the motion
of storm systems; and the change in identifiable cloud features which over a shorter
period of time might serve as atmospheric tracers to determine winds and other kine-
matic properties of the atmosphere. The spin scan cloud cameras recently flown on the
ATS-1 and ATS-3 satellites in geosynchronous orbits have indicated that a wealth of new
information exists both because of the planetary view from the geosynchronous distance
of 35,800 km and because of the time-lapse characteristic of the ATS pictures taken
every twenty minutes. The possibility of determining flow patterns and wind velocities,
and of studying the buildup and decay of short-lived systems and the interactions be-
tween hemispheres across the equator have been indicated (McQuain, 1967; Warnecke
and Sunderlin, 1968d).
A Very High Resolution Radiometer for Geosynchronous Altitude has been proposed
for future flight. Selected characteristics of this radiometer are given in Table 1, No. 14.
The design of the proposed radiometer and other characteristics of the experiment have
been discussed by Goldberg (1968). The radiometer has several important advantages
over a camera that senses visible radiation. First the familiar "full earth" pictures
made with the ATS cameras can be taken only during a small fraction of the day, while
other pictures taken during the 24 hour period show varying smaller portions of the
earth, depending on the location of the terminator. However, the radiometer system will
take "full earth" pictures on every frame, independent of the position of the terminator.
Figure 18 attempts to illustrate how a radiometer "picture" of the earth at night
(or in the daytime) might look. The modelof the earth shown in Figure 18 was constructed
by pasting orbital strips of NIMBUS II nighttime HRIR data in correct geographic se-
quence on a 10-inch-diameter globe (Warnecke, 1968b). The coldest areas are shaded
white and the warmest are black with intermediate shades in between. Clearly identi-
fiable are high white (cold) cloud patterns and dark (warm) ocean areas through clear
skies. The Australian continent stands out in light shading (colder than the surrounding
ocean at night) in the lower left part of the picture. There are marked distortions at the
edges of the orbital strips because of the relatively low height of the NIMBUS satellite,
but these do not seriously impair the general impression of a high resolution view of the
earth in the spectral interval 10.5-12.5 microns from a geosynchronous satellite.
Another advantage of the radiometer over a camera is the capability of temperature
measurement. Cloud top altitudes can be inferred from cloud top temperatures, and sea
surface temperature variations such as those due to the Gulf Stream can be observed in
cloud free regions. Also winds inferred from time-lapse movements of cloud patterns
can be located approximately in height because of the temperature measuring capability
of the radiometer. The importance of this type of experiment was set forth in the GARP
Report of the Stockholm Study Conference (1967).
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Comments by S. Fritz
Environmental Science Services Administration
National Environmental Satellite Center
Suitland, Maryland
The paper presented and distributed by W. R. Bandeen was entitled "Ex-
perimental Approaches to Remote Atmospheric Probing in the Infrared from
Satellites." The following comments will sometimes refer to specific sec-
tions in that document.
In the absence of calibration on-board a satellite, quantitative results
are often questionable. In the case of the heat budget of the earth, quanti-
tative results depend on the difference between the large amount of outgoing
energy and the almost equally large amount of solar energy absorbed by the
Earth. This lack of on-board calibration applies to the hemispherical and
flat plate radiometers used on Explorer VII, TIROS, and ESSA satellites, (re-
ferred to as wide-field sensors in Section 3.1 of Bandeen's paper), as well
as to the medium resolution infrared radiometers on the TIROS and Nimbus
series mentioned in the same section and in Table 1. In the case of Nimbus,
the on-board calibration was apparently adequate in some of the long-wave
channels required to investigate the radiative budget of the earth; but cal-
ibration for the solar channels was lacking, so that the energy reflected
from the earth is in more question.
It is well known that the wide-angle radiometers and the TIROS medium
resolution radiometers did degrade with time; and in the absence of on-board
calibration required accuracy in radiation values is lacking. This does not
mean that a great deal of useful information was not obtained. For the rela-
tive distribution of the field of radiation from one place to another on any
one day, and even from one day to another on adjacent days during which the
calibration changed little, did indeed lend itself to a much useful research
involving cloud forms, cloud patterns, the earth surface temperature,
stratospheric temperature, etc.
More needs to be said about the water vapor determination using the 6
micron and 10 micron channels, the results of which are displayed in Figure 4.
In his oral presentation Mr. Bandeen did discuss the limitations and agreed
that the determination of water vapor in the presence of high, cold clouds by
this method fails. Nevertheless, the so-called results of the water vapor
distribution obtained by this method are shown in Figure 4. It is fairly
obvious that Figure 4 is mainly a representation of the major cloud systems;
the figure merely shows that where extensive clouds with large vertical de-
velopment exist, as over the major tropical continents, then the amount of
water vapor in mid-troposphere is high. This result could be obtained by
the use of the 10 micron channel alone, or with one of a number of other
channels. A more sophisticated method is not necessary for the correlation
of pattern of radiation with the pattern of relative humidity or perhaps of
other water vapor parameters.
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In Section 3.4, Bandeen questions the use of the 3.5 to 4.1 micron radi-
ation for determining the surface temperatures. It is quite possible that
the ocean surface temperature could be determined even in daytime in the
absence of clouds. This might be true because the reflectivity of solar
radiation from the ocean surface at those wavelengths might be quite small
so that the emitted radiation would dominate and might yield an accurate
enough surface temperature. This has apparently not yet been tried, but
should be.
REMOTE ATMOSPHERIC TEMPERATURE MEASUREMENT
There was a great deal of discussion, not only in Mr. Bandeen's paper
but in several other papers at the meeting in Chicago, about the determina-
tion of the vertical temperature structure from a series of radiation mea-
surements. In principle it is not possible to derive a unique set of
temperatures from a set of radiation measurements alone. A unique solution
is possible only after some assumption is made about the nature of the solu-
tion. The basic difficulty can be illustrated in the following way.
The radiance, Ii, measured by a satellite, at frequency, (vi), is given
by
I dT(V lgB d log p (1)
l 0 log pl 6 log p
where the symbols have standard meanings, and the "top of the atmosphere" is
assumed to be at p = 0.1 mb; this is an adequate "top" for the 15P C02 band
with resolution of about 5 cm'1 .
Now, for purposes of illustration, suppose we make measurements at two
frequencies, "a" and "b". Assume that the Planck functions, B, have been
normalized to a given reference frequency, and that we require the average
temperature for two layers of the atmosphere. The average Planck function,
B, will be closely related to the average temperatures in the layers. There-
fore, from equation (1),
Ia = B a A log p log p ] (2)6 T log p + log p
Ib = B b A log pp + B A log p (3)
Blg llogpog6~~ ~ flog p L  
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where "H" refers to the higher layer and "L" refers to the lower layer. The
normalization factors for frequency have been incorporated into Ia and Ib.
The averages have been performed with respect to log p.
Now
B B . + B a
log p/ 6log p/ \6log p/
where the primes refer to deviations from the average. Since
S ) A log p ATa
equation (2) becomes
Ia= ATa] +B ATa] TB'Og l p[la' TalL
with a corresponding equation for equation (3).
The solutions for BH and BL are, in matrix notation,
( ) = A (Ia) A Va (5)
Here, A is the inverse of matrix A;
a =AH AT aL
A =
\AHb ATbL
and V is the sum of the last two terms in equation (4); Vb is the corre-
sponding term in the equation involving frequency b.
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From equation (5), it is thus evident that even without errors in the
measured radiances, and even if only two average temperatures are sought
from two spectral measurements, additional information is required in order
to evaluate BH or BL. The additional information required is a knowledge of
the magnitude of the terms Va and Vb. These involve the co-variance be-
tween B' and (6T/6 log p)', at the two frequencies. This co-variance term
may perhaps be estimated from climatological data, or from synoptic data
where radiosonde measurements exist. Perhaps it is sufficiently well corre-
lated with B itself or with the radiances. At any rate some estimate of it
would be required.
From measurements at a few additional frequencies, additional average
temperatures at a correspondingly larger number of layers can be evaluated.
But always terms such as Va will appear.
Where the number of levels, at which temperature is estimated, exceeds
the number of radiances measured, it is even more obvious that some addi-
tional assumption is required. In practice, climatological data obtained
from a long record of radiosonde data, or from a few days of actual radiance
measurements over radiosonde stations, can serve to aid in acquiring the de-
sired temperatures, if the radiances are sufficiently accurate. This was
mentioned by several people at the Panel Discussions in Chicago.
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SOME COMMENTS ON THE
USE OF INFRARED RADIOMETRY FOR REMOTE ATMOSPHERIC PROBING
W. L. Godson
Meteorological Service of Canada, Toronto
ABSTRACT
This report represents primarily a critique of
the lead paper by L.D. Kaplan on infrared radio-
metry. The following topics are analysed - the
extent to which the desirable thermal resolution
of the lower troposphere can be achieved, the
effects of complex cloud structure on infrared
data, the effective weighting function if linear-
isation is possible, remote sounding from below
the atmosphere, first-guess fields and operational
techniques to blend satellite infrared data into a
mix of data from various meteorological systems, a
simple inversion procedure for thermal structure,
and problems arising from cloud and haze layers of
variable amount and emissivity.
1. KEY PROBLEMS ACCORDING TO KAPLAN
Kaplan, in his lead paper on infrared radiometry, considers that
two key problems in meeting the needs of numerical weather prediction are:
"the necessity of obtaining soundings of temperature and water vapor content
of the lower troposphere with sufficient vertical resolution to determine
the exchange of heat and moisture between the surface and the atmosphere;
and the necessity of obtaining these soundings even under the usual con-
ditions of at least partial cloud cover".
To permit flux determinations, we need at least meso-scale
resolution, which could be possible only by infrared probing from below.
This could be both automated and remoted by using satellite interrogation
of radiometric buoys or radiometric automatic land stations. However, we
must bear in mind that the fluxes are needed in the numerical procedures
not only at the moment of initial data, but for the next three or four
weeks inside the computer as it races well ahead of the atmospheric
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evolution. Within the computer, fluxes in the vertical near the ground
will have to be parameterized. The divergence of these fluxes, plus
advective and radiative processes, will then be used to modify local
gradients over deep layers, from which new fluxes will again be calculated
by parameterization. If this procedure is not possible, extended-range
prediction for several weeks cannot be successful, and initial data on
even a micro-scale will not contribute to the numerical prediction. Ex-
pressed in another way, meso-scale and micro-scale information decays
rapidly in the atmosphere and must continually be re-synthesized by a
numerical model. It therefore makes little or no difference whether such
information is available initially or not.
The problem of a partial cloud cover is indeed a very complex one,
to which we will return a little later. Essentially, the number of degrees
of freedom associated with broken stratified clouds (amount and temperature
for each distinct layer) is such that virtually no degrees of freedom will
be available to specify either the tropospheric temperature or moisture
fields. In other words, the radiative data do carry considerable informa-
tion, but, relative to an informed first-guess field, such information deals
almost entirely with the clouds themselves. Unfortunately, it may be very
difficult to make an initial guess of the cloud characteristics, so that
the method of solution will be slow and sensitive to errors. Moreover,
space averages will certainly be involved and since the horizontal vari-
ability can be relatively great (clouds being sub-synoptic scale phenomena)
there will be problems of non-linear averaging.
2. USE OF HIGH FREqUENCY INFORMATION
As Kaplan points out, in his lead paper, the upward intensity
depends on the integral, over pressure, of the product of black-body
intensity and the pressure derivative of the transmission function. If
the problem can be solved by the use of a good initial guess-field the
subsequent linearization replaces the black-body intensity by its tem-
perature derivative. This derivative is also very sensitive to both
frequency and temperature and behaves quite differently at high and low
frequencies. At 2000 cm ' 1, for example, the ratio of this derivative at
3000 K to that at 2000 K is about 53, whereas at 667 cm'1 the ratio is only
2.2. This means that the weighting functions for the 4.3 micron and 15
micron bands of CO2 will be quite different, so that the information from
a second band will not be redundant and can permit an improved resolution
of the thermal structure of the atmosphere.
If broken clouds are present, the use of two widely-separated
spectral windows can also be very helpful. As an example, consider the
case of a single layer covering one-half the sky at a temperature 200 C
colder than the ground at 2600K. The effective radiating temperature at
2500 cm '1 will exceed that at 900 cm -1 by 2.00 C, with a standard error
of about 0.50C, assuming intensities have standard errors of one per cent.
We thus have two relatively independent pieces of information, but un-
fortunately there are three unknown quantities. In the daytime one might
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be able to estimate the cloud amount from data at visible wavelengths, or
we may be able to guess the surface temperature from other meteorological
data (especially over oceans for which this is a moderately conservative
element).
Kaplan, in his lead article, suggests the use of a wide-band
narrow-angle sub-scan over each element of area to determine intensity
maxima (presumed to be clear skies) and minima (presumed to be overcast
cloud). If true, both the ground and cloud temperature would be known,
and narrow-band wide-angle window data would yield the effective average
cloud amount. Knowing these three parameters, the effects of the broken
clouds could be removed from non-window data. It is unlikely that this
procedure would really be effective, but at least it could be checked if
two pairs of wide-band and narrow-band windows were used. If both spectral
regions yielded the same value for effective cloud amount, one would have
considerably more confidence in the technique. If they did not agree, a
more complex model would be needed, or else auxiliary information from
non-infrared sensors. The correction technique suggested is very sensitive
to the cloud-ground temperature difference, so that it would be necessary
to be certain that truly overcast and truly clear areas were those of
minimum and maximum intensity. If the two windows agreed on the effective
radiating temperature of only one of these limits, the problem would still
be soluble, however.
3. SOUNDING FROM BELOW
In his lead article, Kaplan draws attention to the information
derivable from infrared sounding from below, and it is clear that micro-
wave techniques are also effective in this mode. In both cases, resolution
is good for layers for which sounding from above yields the least informa-
tion. It is rather surprising that little serious attention appears to
have been paid to the automating and remoting of a surface sounding system,
using interrogating satellites and oceanic buoys plus automatic land
stations in difficult or unpopulated areas. It is certain that radiosonde
releases from unattended oceanic buoys are virtually impossible, while an
unattended radiometric unit could well be feasible. Particularly over
oceanic areas where conventional data have minimum density, such complex
systems seem particularly attractive, especially in view of the fact that
the platform itself and the telemetering capability, required for even the
simplest observations, constitute a major expense, together with installa-
tion and subsequent inspection.
With a sun seeker added to the equipment, daytime observations
of total aerosol, total water vapor and total ozone would seem feasible,
and these may well be parameters of great significance for complex
numerical models of the atmosphere. Total liquid water should be an
extremely valuable parameter (perhaps from microwave observations) in
addition to total vapor, since the sum of water in all phases would be an
element whose careful budget inside a computer could greatly improve
precipitation forecasts.
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4. INCORPORATION OF INFRARED DATA INTO AUTOMATED ANALYSIS
If infrared data are to be used primarily in real time, all
techniques and details should be based on this premise - with respect to
both selection of channels and methods of processing. For both GARP and the
eventual complete WWW, one can visualize two computer installations at a
World Meteorological Centre. One will operate on a slowly advancing but
quite complex model of the atmosphere at about real time, and will fit in
all input data at their actual times by a very frequent objective analysis.
At specified intervals, this computer will output complete observations and
analyses for archiving, dissemination and input to the second computer which
will do prediction, only, at very high speed and for variable time periods
(e.g., once every few days to 30 days, but generally for much shorter
periods). Both computers will deal, either directly or else indirectly by
parameterization, with all significant processes and parameters, whether
observed frequently (temperature, wind, etc.), infrequently (ozone
distributions) or not at all (vertical motions). Both computers will have
products that can be degraded by poor or insufficient initial data, but both
can also operate in the absence of frequent specific data (by manufacturing
synthetic data internally and/or carrying forward earlier data as the
atmosphere would). After such an operation has run for a week or so in
pseudo-real time, gathering in vast amounts of varied data, poor data will
do more harm than no data.
We may conclude that at any time we will have available relatively
good first-guess fields for temperature, water vapor and ozone - particularly
if we have a full mix of data flowing to the computer: conventional surface
and upper air data, merchant and fixed ship surface and upper air data,
buoys and automatic stations, aircraft data (including dropsondes), floating
balloon data and satellite radiometric observations. There will be no
purpose in squeezing crude information from infrared sensors - such as ozone
data or tropospheric temperatures and vapor concentrations under complex
cloud conditions. In the latter case one would concentrate instead on
deducing cloud information plus stratospheric temperatures.
Since the infrared data processing will require the products of
the analysis computer and will feed data back in, all intermediate steps
(on other computers) should be eliminated and the infrared data should go
as directly as possible into the World Meteorological Centre. Not only
should the frequencies be selected to provide maximum useful information
to the analysis routine, but the processing must also be done in an
optimum manner, fully consistent with the treatment of all other data.
This implies space smoothing to remove sub-grid scale variance and prevent
aliasing. Fortunately, this should simultaneously subdue random experiment-
al and computational errors, but care will be needed to avoid degrading
high-accuracy clear-sky data by averaging with lower-accuracy cloudy-sky
data. Such problems will not be as severe as might be imagined in areas
of persistent cloudiness, since the analysis routine will be able to produce,
for such areas, relatively good estimates of cloud parameters.
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With a good first-guess field for temperature, represented by a cap
superscript, the governing equations become
A A r -±- ~ 6I) ET -
where we have an overcast cloud or ground surfact at (PB ,TB), and each of
the j layers is a standard layer for the numerical model being used, for
which Tj is assumed effectively constant - since no finer resolution of
temperature information is either achievable or desirable, in view of the
vertical grid scale implied by the model. In any event, it would be quite
reasonable to assume slow variations of ST in the vertical, uncorrelated
with the weighting function in an individual layer. This would not be true
for Tj or Ij.
One problem that arises is how to ensure a stable solution yet
extract maximum information from the infrared data, or how to match up the
number of linearly independent frequency equations with a reasonable number
of temperature departure parameters, to minimize errors in computed isobaric
heights at all levels. If one uses frequencies from two bands to capitalize
on significantly different behaviours of (OB4/3T), the number of frequencies
may easily exceed the number of standard layers (perhaps about ten up to
the 10 mb level). For some systems the number of frequencies may be less
than ten and in any event one suspects that the number of degrees of
freedom for a temperature departure field should be less than the number
of standard layers. In other words, prior knowledge of an approximate
temperature structure decreases the information content of the infrared
data.
One possible procedure would be to treat as the unknowns smoothed
temperature departures at a small number of selected pressure levels, and
interpolate linearly between them to obtain the departures appropriate to
each of the j standard layers. The i frequency equations could then be
solved by a straightforward least-squares technique, and the final values
of ZTj reformulated subsequently as the output. Such a procedure is
statistically sound since the first-guess field can be assumed to be of
roughly equal accuracy at all levels, and since any apparent loss in
information due to under-resolution is compensated by increased accuracy
of the set of departures deduced. The window frequency (or frequencies)
would be used for the first guess of TB , and PB would be obtained from
the assumed (p,T) relationship; the window frequency equations would also
participate in the least-squares solution.
5. THE HAZE PROBLEM
The haze problem is-largely an unknown one but may often be
serious near the ground. It is certain that aerosol absorption of solar
radiation is comparable to that by water vapor - although this fact has
not been appreciated in the past. If this is the case, infrared attenuation
is also inevitable, and will cause trouble in the inversion procedures. It
may well be that aerosol data will have to be incorporated into future
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atmospheric numerical models, requiring good initial data as well as infor-
mation on sources and sinks. If so, a combination of emission and back-
scatter sounding techniques (from above and/or below) may be required, and
it might then be possible to correct infrared intensities for haze effects.
In the case of haze or cloud layers (whether black radiators or
not), the key parameters are the temperature of the layered material and
the product of emissivity and fraction of sky coverage for that layer (these
two parameters cannot be separated, and need not be separated for the
inversion problem). Further complications arise, particularly in the
interpretation of window intensities, associated with the spectral varia-
tions in infrared emissivities of ground, cirrus cloud and haze. It is,
nevertheless, quite apparent that two window spectral regions will be
needed to minimize ambiguity (and permit an inversion solution) whenever
the effective window temperature does not agree with a reasonable estimate
of the ground temperature (after correction, of course, for radiative
effects of atmospheric gases). It is to problems such as these that greatly
increased attention appears to be warranted.
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REMOTE DETECTION OF CAT BY INFRARED RADIATION
Robert W. Astheimer
Barnes Engineering Company
Several years ago, it was established by the work of P. W. Kadlec of
Eastern Airlines (Project TRAPCAT, Ref. 1), that clear air turbulence was fre-
quently associated with temperature gradients or discontinuities in the atmos-
phere. Barnes Engineering Company had just completed the development of
the Satellite Infrared Spectrometer (SIRS) for the Weather Bureau for remote at-
mospheric temperature probing and it occurred to us that this technique might
be adapted for the remote detection of CAT. To investigate this possibility an
experimental airborne scanning infrared spectrometer was built under company
sponsorship.
BOLOMETER
BRIDGE
GAIN ADJ.
Figure 1 Fabry-Perot Spectrometer Optical-Electronic Schematic
A schematic drawing of this instrument is shown in Figure 1. It is
essentially a Fabry-Perot interferometer with a narrow field of view directed
along the flight path of the aircraft. The spectral bandwidth was 0. 3L and by
rocking the Fabry-Perot etalon a spectral scan was obtained over the wing of
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the 154 CO2 absorption band. Distant temperature variations could be de-
tected by comparing the signal received in a spectral region of low absorption
with those in a high absorption region, the latter being an indication of the
near or local air temperature which is used as a reference.
In the winter of 1966-7 a flight evaluation program using this instru-
ment was funded by the FAA. The flights were conducted by the National
Aeronautical Establishment of the National Research Council of Canada, using
a T-33 Aircraft which was specially instrumented for turbulence measure-
ments.
The results of these flight tests (Ref. 2) indicated a very high corre-
lation between turbulence and temperature changes, and remote detection was
obtained at distances up to about 10 miles. The instrument, however, was
found to be extremely sensitive to pitch and only data taken when the aircraft
was in very stable flight was useable.
AIRCRAFT
PITCH
ANGLE
SPECTROMETER
OUTPUT
WAVELENGTH
SCAN
MARKER
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Figure 2 Sample Record Obtained with Fabry-Perot Spectrometer
Figure 2 shows one of the few records obtained where a turbulence
encounter was preceded by a reasonably pitch-free period, so that the spec-
trometer record was not contaminated by pitch signals. The spectrometer
output is a cyclic signal produced by the spectral scan, which was at the rate
of 2 scans/second. When the temperature is uniform for a long distance a-
head of the aircraft the spectrometer output remains constant over the spectral
scan. As the turbulent region is approached, the associated temperature dis-
continuity is first sensed at the low absorption region of the spectral scan.
This produces a 2 cps output which grows as the distance to the temperature
anomaly shortens. It will be seen that the turbulence encounter in Figure 2
is first detected at a distance of about 10 miles. The spectrometer output
after the turbulent region is entered is of no significance because of aircraft
pitchingnals. The spectrometeritching.
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Sensitivity to pitch is to be expected since when pitched down, the
distant air viewed will be at a lower altitude and hence warmer than the local
air and conversely when pitched up. However, the magnitude of the effect was
much larger than expected. It was found that pitch changes of 0.2 ° would pro-
duce signals as large as a change in air temperature of about 10 C at a distance
of 20 miles. It was concluded that a practical instrument would have to be
pitch stabilized to better than ±0.2 ° to avoid an unacceptable false alarm rate.
It also appeared from these flights that a continuous spectral scan was
not necessary and that alternately sampling two bands was sufficient, one
band in a region of high absorption indicating local air temperature, and the
other band in a region of low absorption to sense distant air temperature with
respect to the local air temperature reference. This would permit considerable
simplification of the instrument and also increase the sensitivity since the
electronic bandwidth could be reduced.
In 1967 a simplified instrument was constructed on these principles.
A sketch of it is shown in Figure 3. The radiation is chopped by a wheel con-
sisting of two filter sectors, one with a passband centered at the peak of the
absorption band, and the other in a region on the wing of the band. The ampli-
tude of the chopped signal is then proportional to the difference in radiation
between the two spectral regions. This carrier is amplified, synchronously
rectified, filtered and recorded as a slowly varying DC signal. When the air
temperature is constant for a long distance ahead of the aircraft the radiation
will be the same in the two bands and the output will be zero. A distant tem-
perature anomaly will first appear in the filter on the wing of the band to pro-
duce a difference signal and hence a small DC output, which will increase as
the anomaly is approached.
The field of view is 1° high and 4° wide. It is directed horizontally
along the flight path of the aircraft and pitch stabilized to ±0.20 by a 450 mir-
ror which is servo controlled from the aircraft' s vertical gyro reference. The
receiver head was designed to be interchangeable with a sextant airlock fitting
which is installed on the cockpit roof on many modern jet aircraft. Thus it can
be conveniently mounted without cutting any metal on the aircraft.
CAT can extend horizontally over 50 miles or more, but is usually lo-
calized vertically to within a few thousand feet. This suggests that a change
in altitude may be the best avoidance maneuver, and that a vertical search
mode may be desirable. Since the instrument already has the servo-driven,
pitch stabilizing mirror, it is easy to program this for a vertical search mode.
A ±30 vertical scan, with respect to the horizontal reference has been provided.
A plot of the output normally to be expected with this scan is shown in Figure 4.
The lapse rate of the atmosphere should produce a monotonic temperature in-
crease as the scan moves downward. A turbulent zone might appear as "bump"
or irregularity on this smooth curve as suggested in the figure.
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This instrument, which has been dubbed "IRCAT" was installed in the
Canadian Research Council's T-33 and flown in the Denver area during February
and March of 1968. Unfortunately, at least as far as instrument evaluation
was concerned, no CAT was encountered. However, it was found that even
with the line of sight stabilized, the residual pitch errors of less than +0.2 °
still produced disturbing signals.
The remaining pitch sensitivity is believed to be caused by the choice
of spectral band, for the wing (or "far") filter. Figure 5 shows the transmis-
sion along a horizontal air path at 38,000 ft. for a variety of spectral bands.
The contribution to signal of any distant slab of air is proportional to the dif-
ference in transmission between the two boundaries, which in the limit for an
infinitesimally thick slab becomes the derivative of the transmission curve,
known as the weighting function. We wish to optimize detection for the 20 - 40
mile interval. The difference in transmission or weighting function for this in-
terval is shown in Figure 6 as a function of center wavelength for 1vL wide
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bandpasses, and for altitudes of 18K and 38K. A center wavelength of 13. 4 [.
(actually 12.9 - 13. 8) had been chosen as a good compromise over this altitude
range.
E 20 TO 40 MILES
0.10
0,05
0.00
13.0 13.5 14.0 14,5
X-MICRONS
15.0
Figure 6 Effective Emissivity of a Slab of Air Extending from 20 to 40 Miles
However if we look at the transmission of this spectral region in Fig-
ure 5, we find that 68% of our signal comes from the air beyond 40 miles and
60% beyond 70 miles. Thus we were sensing mostly the very distant air, and
because of the curvature of the earth are actually looking through the atmos-
phere, out to space. This long "lever arm" would be expected to make the
signal highly sensitive to pitch.
To eliminate this condition the "far" spectral bandpass has been
shifted to a center wavelength of 14.1 p. where the absorption of CO02 is
stronger. This will not cause much loss in sensitivity to temperature discon-
tinuities in the 20 to 40 mile range as can be seen from Figure 6, but it will
greatly reduce the contribution of the air beyond 40 miles. This spectral band-
width will give degraded performance at low altitudes, but since long distance
jet flights usually cruise at altitudes between 30K and 40K feet, it seems best
to optimize the spectral region for this altitude range.
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This filter has now been installed and will be evaluated on the T-33.
Also additional IRCAT instruments are under construction for evaluation by
three major airlines to begin later this year.
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REMOTE SENSING OF WINDS AND ATMOSPHERIC
TURBULENCE BY CROSS-CORRELATION OF
PASSIVE OPTICAL SIGNALS
A. J. Montgomery
IIT Research Institute
Chicago, Illinois 60616
ABSTRACT
This paper describes a new method
for the remote measurement of winds
and atmospheric turbulence by the
cross-correlation of passive optical
signals. If small local variations
in atmospheric density, temperature
or other parameters cause fluctuations
in scattered or thermal radiation
detected by a radiometer on the
ground, then the cross-correlation
of the fluctuations detected by two
radiometers with crossed fields ot
view can yield turbulence information
pertaining to the region about this
intersection point. When the fields
of view are not quite crossed turbu-
lent eddies will be convected
through the fields of view sequen-
tially, and the transit times of
the eddies identified by the
correlation procedure will yield
wind information.
The successful application of
this technique, detecting fluctu-
ations in scattered sunlight, has
demonstrated both the potential,
and the present limitations of
the method, which are discussed
in this paper. Results for the
power spectrum of the fluctuations
and for winds at an altitude of 61
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meters are shown, and the wind measure-
ments are compared to similar measure-
ments made with a standard anemometer
located on top of a 61 meter tower.
1. INTRODUCTION
The determination of wind profiles, turbulence scales and
three dimensional wave-number components is of great importance
in numerical methods of weather prediction and in clear air
turbulence studies. Some type of remote sensing system is quite
clearly required if this information is to be obtained conven-
iently. In the case of wind measurements which are of particular
importance in weather prediction for the tropical and subtropical
regions of the earth, measurements at a sufficient number of
grid points over a time interval of a few hours could be obtained
only with a satellite remote sensing system.
At this time no proven technique is available by which
wind fields may be remotely measured. However, a limited amount
of wind field information may be inferred from some of the
atmospheric parameters measured with presently orbiting
meteorological satellites. This problem is discussed by
W. Nordberg in COSPAR Transactions No. 3, "Status Report on the
Applications of Space Technology to the World Weather Watch."
This paper describes a new technique presently under
development which shows promise for the remote detection of
winds directly. Wind components have been successfully
determined at 200 and 400 foot altitudes from the cross-
correlation of output signals of two photometers located on the
ground with their fields of view intersecting at these altitudes.
In these tests scattered sunlight was detected; however,
extension of the technique to infrared measurements of water
vapor, ozone or other possible atmospheric tracers is presently
being studied.
This technique was first suggested by M. J. Fisher (1964)
and has been developed by IIT Research Institute and NASA,
Marshall Space Flight Center, for the measurement of convection
speeds and turbulent flow properties in fluid flows. Since the
power of the technique has very clearly been demonstrated in
measurements of convection speeds, eddy scales, and eddy
lifetimes, in turbulent shear layers produced by an air jet,
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(Fisher and Krause, 1967), the basic method will be described
with reference to these successful aerodynamic tests.
In the course of this paper we shall discuss:
(1) The basic concept of the crossed-beam technique
(2) Successful application to subsonic and supersonic
aerodynamic flows
(3) Methods of applying the technique to the atmosphere
(4) Source of atmospheric fluctuations
(5) Particular problems associated with the technique
due to the unstationary nature of atmospheric phenomena
(6) Initial measurements of winds and their comparison
with data from meteorological towers
(7) Some future developments which are currently being
considered.
2. CROSSED-BEAM TECHNIQUE
The crossed-beam experimental configuration as used in
the aerodynamic test program is shown in Figure 1. Two collimated
IW r I= IMULTIPULIER
FLUCTUATIONS
i.I-f DEFLECTORS
iy R(LI, SX)UR 
NSOZZLE xI Cos B T
2 LIGHT SOURCES
Figure 1. Space Fixed Crossed Beam Test Arrangements
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beams from the two light sources shown intersect (~ = 0) at the
point of interest in the flow. The spectral content of the
radiation that is detected is selected by the optical filter or
monochromator which precedes the detector in both beams, and the
wavelength has to be chosen so that there are absorption or
scattering losses from the beam during its passage through the
flow. Since the flow is turbulent there will be variations in
the numbers of absorbers or scattering agents along the two
beams which will cause fluctuations in the detected signals.
Measurement of the cross-correlation between the signals from
the two detectors will yield information about the fluctuation
level in the region of intersection of the two beams in the
following manner. If a turbulent eddy having associated with it
a higher or lower concentration of scatterers or absorbers than
the surrounding medium passes through one of the beams it will
cause fluctuations in the detected signal. Only if it passes
through intersection point of the two beams will a zero time
delay correlated fluctuation be produced. Thus it may be shown
that the output of the correlator depends only on the properties
of those eddies which pass through the beam intersection point.
The correlation coefficient, which is normalized with respect
to the uncorrelated fluctuations; depends as well on the eddy
scales and the way in which the strength of the fluctuations in
absorber or scatterer concentration vary along the two beams.
Let us now consider one beam displaced a distance ~ down-stream
from the other beam. An eddy convected along the line of minimum
separation between the beams will cause fluctuations at one
detector and a correlated fluctuation at the second detector a
time T later, where T is the time for the eddy to be convected
the distance ~. Thus if the correlation between the two signals
is measured as a function of time delay, this correlation function
will be a maximum for t = T.
To put this discussion on a more formal footing, the math-
ematical basis of the technique will be briefly considered.
Using the coordinate system shown in Figure 1, the point of beam
intersection has coordinates (x, y, z), where the y and z axis
are orientated along the directions of the crossed beams.
Distances from the point of intersection are denoted by , ,
and C in the x, y, and z directions, respectively. The intensity
measured by the y-axis detecting system will be given by:
Il(t) = Io exp { - K (x, y +T, z, t, X)dT (1)
where Io is the initial beam intensity and K is the extinction
coefficient. The reduction in the intensity of the beam will
result from both absorption and scattering losses. In a
completely general case both scattering into the field of view
of the detecting system and emission from within the field of
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view have to be considered and, in fact, are of vital importance
in the application of the crossed-beam technique to atmospheric
measurements. However, the simple theory, only, will be
considered here.
If the extinction coefficient, K, is divided into a mean
and time varying part, equation (1) can be written
I1 (t) = I0 exp l- f<K (x, y+,z) > dr> exp 1-fk(x,y+nr,z,t)dn (2)
Since the second integral in this expression will be, or can be
made to be,.very much less than unity, a linear expansion can be
used, and the result obtained for the fluctuating signal at the
detector is
il(t) = -<I>k (x, y + q, z, t) dRl (3)
The signal at the second detector will be of similar form and
the covariance of the two detector signals will be given by
G(x, y, z) - 1/T fT il(t) i2 (t) dt (4)
O
where T is the period of integration which ideally is of
sufficient length to yield a statistically stationary value
of G(x,y,z). Thus substituting for i1 (t) and i2 (t) we cab
write for the covariance of the signals that
G(x, y, z) = <I1><12> rlff 1/T fT k(x, y + r, z, t)
k(x, y, z + %, t) dtdrdq (5)
The term inside the time integral is clearly the covariance of
the fluctuations in extinction coefficient at the points (x,
y + 'r, z) and x, y, z + C). which will be significantly different
from zero only within the correlated area about the beam
intersection point. If the assumption is made that the fluctua-
tions in the k do not vary appreciably over this correlation area
then the covariance of the two detector signals can be written
G(x, y, z) = <I1><12> k2 (x, y, z, t) LyLz (6)
where L and Lz are the integral length scales in the y and z
directions, respectively. This measured quantity is therefore
related directly to the local turbulent intensities and the
integral scales at the point of intersection of the beams.
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A point to note here is that the spatial resolution is
determined in theory by the beam diameters and that spatial
resolutions obtained in turbulent intensity measurements are
considerably less than the integral scale of the turbulence.
Other turbulent properties may be obtained from measurements
of space-time correlations. In Figure 1 the second beam is
displaced a distance 4 in the flow direction and the covariance
of the two detector signals can be measured for different beam
separation time delays T. Fisher and Krause have shown that,
to a useful degree of approximation, the space time correlation
coefficient that would be measured by two point probes located
at the points A & B can be measured with the crossed-beam system,
r(Q , T) = G (x + ,, y, z, T) /G(x, y, z).
By measuring this space-time correlation coefficient over range
of , and T such properties of interest as integral length scales,
turbulent spectra, convection velocities, moving axis time scales
and eddy lifetimes can be obtained.
This can most easily be understood with reference to some
of the experimental results that have been obtained, as shown in
Figure 2. Each of the individual curves is the correlation
_,C
N 1 
'- Il 1'
-I 
.6 .8
T (millisecs)
1.6
Figure 2. Crossed Beam Correlation in a Subsonic Jet
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function obtained for one particular separation of the two beams.
The convection velocity can be obtained from any of these curves,
with the exception of the one in which ~ = 0, by dividing the
known value of ~ by the time delay corresponding to the peak of
the correlation function. The maximum value of the correlation
function decreases as the beam separation increases. This
behavior reflects the fact that as an eddy moves downstream it
gradually loses its identity. The eddy-lifetime is defined as
the time in which the envelope decreases to l/e of its initial
value. The space correlation coefficient r(~,o), which can be
generated by noting the points at which the individual cross-
correlation curves interest the = 0 axis, may be integrated
over all 4 to obtain the integral scale of the turbulence, and
the cross-power spectrum may be obtained by the Fourier transform
of the cross-correlation function.
It was noted in the above discussion that the choice of
optical wavelength has to be such that there is absorption or
scattering along the beam so that turbulence effects therefore
result in fluctuations in the detected signal. In supersonic
flows, where there are significant variations in air density,
some measurements were made at a wavelength of 1850A where oxygen
absorbs. In subsonic flows, and in some experiments in supersonic
flows, a tracer was introduced in the flow, and the fluctuations
in visible light produced by variations in the number of tracer
particles along the beam were detected.
In the subsonic case very good agreement was obtained with
hot wire measurements, and this comparison also demonstrated the
high spatial resolution that may be obtained using the crossed-
beam technique. No comparison of the supersonic results with
previously measured values is possible, since these measurements
represent an advance in state of the art.
3. ATMOSPHERIC MEASUREMENTS
In the atmosphere the use of artificial light sources would
be most undesirable since this would severely limit the appli-
cation of the technique. Natural, distributed sources fall into
three categories
a) Scattered Sunlight
b) Thermal Emission
c) Non-Thermal Emission (for example, airglow).
Figure 3 shows the atmospheric radiation background for two
altitudes. During daylight hours scattered sunlight predominates
for wavelengths shorter than approximately 3 microns. At night
scattered starlight, scattered moonlight and airglow are the
main sources of radiation in the visible and near infrared
portion of the spectrum.
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Figure 3. Emission Spectrum of Atmospheric Radiation
Background for Two Altitudes.
To apply the crossed-beam technique to atmospheric measure-
ments, the correlated portion of the detected fluctuations
signals must be of such a magnitude that it can be pulled out
of the noise in a reasonable integration time. The noise signal
will consist of uncorrelated fluctuations from parts of the beam
away from the intersection point, detector noise and shot noise
associated with the mean level of radiation incident upon the
detector. Ideally the design of the optical system would ensure
that the predominant source of noise is due to atmospheric
fluctuations, but if narrow spectral bandwidths have to be used
in the infrared portion of the spectrum this may not be possible.
Even if the uncorrelated atmospheric fluctuations are the
predominant noise source, it may not be possible to isolate the
correlated portion of the signal in a reasonable integration time.
The nonstationary nature of atmospheric phenomena limits the
integration time, so that, if there are too many eddies along
the field-of-view of the detector which significantly contribute
to the atmospheric fluctuation level, it may not be possible
'pull out' the correlated signals by the cross-correlation,
within times for which stationary conditions can be considered
to obtain. For this reason, it is necessary to be selective in
the type of measurement that is made so that the number of eddies
532
A. J. MONTGOMERY
along the detector field-of-view which significantly contribute
to the measured fluctuation level is limited.
In fact it would be difficult to choose a measurement
wavelength for which there are equal contributions to the detected
signal from different altitudes but the contribution from
different altitudes is difficult to determine without a more
comprehensive knowledge of turbulence scales, and temporal
variations in density, aerosol concentration and temperature.
It was shown previously that the covariance of the signals
from two detectors with crossed fields-of-view is given by
G(x, y, z) = <I 1 ><I2 >>7(x, y, z, t) LyLz
This expression contains the square of the extinction-coefficient
fluctuations and the product of two scale lengths. The magnitude
of the extinction coefficient fluctuations will usually be
greater near the ground because the air density and the aerosol
concentration are greater, and because of the turbulence generated
by flow over uneven terrain. On the other hand, the turbulence
scales are less so that there will be a compensating effect, and
the altitude region which contributes most significantly to the
fluctuating signal is not clear-cut. There are obviously some
severe problems in reliably computing contributions to the
fluctuations from different altitudes, and this point will be
clarified in the discussions of particular cases which follow.
3.1 Scattered Sunlight Measurements
A photometer on the ground pointing upwards will
receive radiation which is scattered into its field-of-view by
both air molecules and aerosol particles. The mean signal level
recorded will depend on the elevation and azimuth of the field-
of-view of the photometer relative to the angle of the sun and
upon the meteorological conditions. Because of the presence of
temperature and corresponding density variations in the air
which will be convected through the photometer field-of-view
by winds, there will be fluctuations superimposed upon the mean
photometer output signal. The magnitude of these fluctuations
will depend on the scales of these eddies and the absolute magni-
tude of the air density and/or aerosol density variations. For
a constant eddy scale and percentage variation in scatterer
concentration, the decrease in air density with height will
reduce the molecular scatter contribution to the fluctuation
level at the detector by a factor of 10 for eddies at an
altitude of 8 kilometers as compared to fluctuations at ground
level. The aerosol fluctuation contribution under similar
conditions will fall off much more rapidly because of the much
quicker relative decrease in aerosol concentration with altitude.
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Using the turbid atmosphere model of Elterman (1964) the detected
signal will be down a factor of 10 at an altitude of 1 kilometer.
However, since the eddy scales increase with altitude,
the ability to detect fluctuations at an altitude of 1 kilometer
by the cross-correlation of the photometer signals with the
experimental arrangement shown in Figure 4 may not be more
difficult than if the measurements are made with the beams
crossed at an altitude of 50 meters to detect fluctuations at
this level. In fact since scattering at low altitudes is
dominated by atmospheric aerosols, and the aerosol concentration
decreases very quickly with altitude as shown by the aerosol
scattering coefficient in Figure 5, we expect the low altitude
fluctuations to predominate and, for this reason, the experiments
presently being carried out are aimed towards the measurements of
winds and turbulence at altitudes up to about 1000 meters by
detection of scattered sunlight.
In this discussion I have somewhat glossed over the
origin of the fluctuations in scattered sunlight except to say
that they are due to fluctuations in concentrations of aerosols
and air molecules. Direct sunlight will be scattered by molecules
and aerosols in the field-of-view of the detector so if there is
a density increase or increase in concentration of aerosols in a
volume element of the field-of-view, there will be an incremental
increase in the direct scattered signal. However, light scattered
into the field-of-view at higher altitudes may be scattered out
of the beam and an increase in density or aerosol concentration
in a volume element would therefore cause a decrease in detector
signal. In addition there will be a contribution from multiple
scattering into the 'beam'. The relative values of these
different contributions will depend strongly on the atmospheric
conditions and the angle of the sun with respect to the direction
of view of the photometers.
If the direct scattered sunlight predominates it would
be possible to obtain a positive correlation even in the complete
absence of fluctuations in scatterer concentration in the region
of the beam intersection point. The sunlight reaching this
region has traversed a long path through the atmosphere and
therefore there will be intensity fluctuations. Similar
fluctuations will be present in the scattered sunlight which
could result in a significant correlation between the two
detected signals. However, when there is a lateral separation
between the two beams as is necessary in wind measurement,
this effect is minimized.
Midwest Research Institute (St. John, A. D. and
Glauz, W. D. 1968) have performed some calculations to determine
the relative contributions to the fluctuations in the detected
signal. However, multiple scattering was not included, and
further work is definitely necessary in this area.
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SEPARATION OF BEAMS OUT OF
PLANE OF PAPER PERMITS NORMAL
WIND COMPONENT TO BE
DETERMINED
DIRECT SUNLIGHT
ATMOSPHERIC
RADSCATION INHOMOGENITIESSCATTERED INTO
FIELD OF VIEW
OF DETECTOR
BY AEROSOLS
AND AIR
MOLECULES
PHOTOMETER (> PHOTOMETER # 2
Figure 4. Application of Crossed Beam Technique to Measurement
of Atmospheric Winds and Turbulence
E
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Figure 5. Aerosol (Mie) Scattering Coefficient vs. Altitude for
Visible Wavelengths
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3.2 Thermal Emission
Although successful measurements have been made
detecting scattered sunlight in the visible portion of the
spectrum, this particular method is restricted to substantially
cloudless sky conditions. If an isolated cloud enters the
field-of-view of the detecting system there is an increase by a
factor of the order of 5 in the detected signal. With a response
extending down to 0.01 cycles per second the recorded ac signal
will also increase to a level which will be dependent upon the
rate of movement of the cloud. When the cloud fills the field-
of-view a main source of signal fluctuations will be the
nonuniformities in the cloud itself.
If this signal were recorded the power associated with
the fluctuations due to clouds would generally dominate the
signals, and spurious cross-correlations would be measured.
However, if clouds are in the field-of-view for only a small
fraction of the recording time then this effect can be eliminated
by setting the signal at zero whenever a cloud is in the field-
of-view of either photometer system.
Potentially these problems can be largely overcome if
water vapor is used as a tracer and measurements are made in
the vicinity of the water vapor absorption band at 6.3 microns.
The exact choice of wavelength will determine the relative
signal received from volume elements at different distances
from the detecting system. ESSA is presently studying this
problem.
Measurements of wind profiles at higher altitudes
could be made by detecting the thermal emission of ozone at
9.6 microns. Some preliminary calculations (Krause et al.,
1966) indicate that fluctuations of the order of 0.01% could be
detected with 8 inch collector optics and state-of-the-art
detectors. We are presently studying these approaches and plan
field tests to determine their potential and to further increase
the usefulness of the crossed-beam technique as applied to
atmospheric measurements.
4. MEASUREMENTS OF SCATTERED SUNLIGHT FLUCTUATIONS
The photometer systems used in the atmosphere measurements
of scattered sunlight have the following specifications:
Frequency Response Variable within range 0.01-300 Hz
Mean Signal/RMS Noise 10O
Field-of-View 5-30 minutes of arc
Spectral Response 0.4-1 micron
Spectral Bandpass Variable (minimum 500A)
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Details of the design of the photometer system are given in 
the appendix. A photograph of one of the photometers is shown 
in Figure 6 and the instrumentation van in Figure 7. 
Figure 6. Photometer Trailers (by Courtesy of MSFC) 
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Power spectral density measurements of the fluctuations
under clear sky conditions are shown in Figures 8, and in Figure
9 these results are replotted with the ordinate - power spectral
density x frequency. In this second plot the area underneath
the curve in a particular frequency interval, Af, is directly
proportional to the energy in this frequency interval. These
results were obtained by playing back the recorded signals
through a variable bandpass filter and measuring the output
level with a RMS voltmeter. It can be seen that the fluctuations
follow quite closely a -6.5 power law down to frequencies less
than 0.1 cycles per second. The roll off beyond 0.01 cycles
per second is due in part to the high pass filter which reduces
the amplitude of the signal 3db at 0.01 cycles per second and
winds down at the rate of 6db per octave.
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Figure 8. Single Beam Power Spectrum 1 vs. f
Af
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A line of slope -5/3 is also shown in Figure 8 and it is
evident that the results differ significantly from the -5/3
dependence that would be expected in point measurements. This
is not an unexpected result because of the integration along
the line of sight. The contribution of an eddy, being convected
through the field-of-view of the photometer system, to the fluc-
tuating signal will be proportional to both the variation in
the number of scatterers associated with the eddy, and the size
of the eddy measured along the field-of-view of the detecting
system. Because the contributions from different eddies are
uncorrelated then the resulting rms fluctuation from n eddies
along the line of sight will only be n times the contribution
of a single eddy. This intuitive argument would indicate that
a -8/3 power law might be expected. At this time
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there is no proven explanation of the -6.5/3 power law that is
actually measured, however, if the turbulent eddies were elongated
in the flow direction, such a reduction in the power dependance
could be observed. The effect of the increase in eddy scales
and the decrease in the magnitude of the fluctuations with
altitude would also be expected to change the power spectrum,
but no attempt has yet been made to study the way in which these
variables would effect it.
5. CROSSED-BEAM MEASUREMENTS OF WINDS
Since atmospheric crossed-beam measurements detecting
scattered sunlight are continuing at the present time this paper
is a status report of the results obtained to date. Successful
wind measurements have been made, and this success has gone hand
in hand with the development of suitable statistical methods to
reduce the effects of non-stationarity in the data.
The geometry of the crossed-beam arrangement used in the
atmospheric tests is shown in Figure 10. The location and
ANEMOMETER(
T
61 m
A
WIND
DIRECTION
"R #2
PHOTOMETER # I
Figure 10. Geometry at Atmospheric Crossed Beam Arrangement.
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viewing direction of the photometers are usually made to lie
in two parallel vertical planes which are chosen to be
approximately perpendicular to the wind direction. Most of the
measurements to date have been made with the two beams crossed
at an altitude corresponding to the top of the meteorological
tower. Thus a direct comparison between the wind measured with
an anemometer on top of the tower and that obtained from the
crossed-beam measurements is possible. It should be noted that
the altitude at which the wind is in fact measured depends on
the wind direction. If the wind direction is perpendicular to
the parallel vertical planes containing the lines of sight of
the detector systems, then the altitude of measurement will be
the height at which the beams would intersect if the two vertical
planes were coincident. For all other wind directions an eddy
can only traverse both 'beams' at a different altitude determined
by the angle between the beams and the wind direction. Since in
a practical case both the wind speed and the wind direction will
be varying, the result obtained with the crossed-beam system
represents a complex type of averaging over both altitude and
time. If the wind direction is fairly constant within + 200 of
the plane of the beams then the altitude region over whTch the
averaging will take place will be small, and the crossed-beam
measurement can be considered to yield an average wind velocity
at the crossing altitude.
Before describing some of the experimental results that have
been obtained some comments about the fluctuation records, and
the data processing are in order. Under clear skies the signal
fluctuations with a bandpass from 0.01 - 10 Hz are typically of
the order of 1% of the mean signal level. Although this fact
is not completely established, the fluctuation levels appear to
be less after a rain when the ground is still damp. This is not
at all unlikely since the aerosol concentrations near the ground
would be lower under these circumstances. In a 45 minute record
it is usually found that there are portions of the record in
which the fluctuation level is considerably higher than the
average. Sometimes there is an obvious cause for this, such as
a car going by on a nearby dirt road raising a considerable dust
cloud which drifts through the detector field-of-view. At other
times there is no apparent reason for the increased activity.
In any case, if a straight averaging procedure were used in the
data processing, the portions of the record in which the fluctua-
tions are large tend to dominate the correlation results.
To avoid this problem the data are processed in the computer
in 6 minute segments, and the time averaged cross product is
normalized with respect to the rms levels in that segment of the
record before the pieces are averaged through the entire record.
In other words, the correlation function is found for each segment
and this procedure successfully prevents any particular piece
from dominating the entire record.
Despite these precautions, spurious correlations are still
sometimes obtained which make identification of the peak in the
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correlation function corresponding to the wind speed ambiguous.
The so-called statistical error is utilized to help solve this
problem. In simple terms a correlation function is found for
each six minute piece of data throughout the record. These
correlation functions are averaged and the rms variation in the
value of the correlation function is found for each time delay.
It is this rms variation, suitably weighted to obtain the desired
statistical certainty in the result, which is called the
statistical error.
Ideally, if a stationary situation existed, the statistical
error would decrease as the square root of the number of pieces
included; however, it is found in the atmospheric data that the
error begins to decrease, but after some time period (usually
between 30 minutes and one hour) the error either oscillates or
starts to increase again. The integration time is therefore
chosen as the time in which the statistical error reaches its
minimum value.
Figure (11-14) shows some of the results obtained which have
been previously presented by Stephens, Sandborn and Montgomery.
Figure 11 is the result for a zero separation case with the fields-of-
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view of the two detectors intersecting at an altitude corres-
ponding to the top of the meteorological tower at MSFC. No wind
information is of course available from this measurement. The
correlation coefficient is quite small- 0.05 and the peak only
slightly exceeds the statistical error. However, the peak does
occur accurately at t = 0 as would be expected in this measure-
ment. The statistical error is associated, of course, with the
value of the correlation function; hence with a 90% probability
the correlation function at zero time delay is 0.05 + 0.03.
This statistical probability results from the choice of weighing
factor applied to the rms variations in the correlation function.
Plotting the results in this manner is used for ease of present-
ation.
The remaining wind measurements were made at the Colorado
State University meteorological test site in the North Platte
River Valley, located in northeastern Colorado, approximately
fifteen miles east of the first major pressure rise of the
Rocky Mountains.
Figure 12 shows the anemometer data plotted as a first order
probability density of velocity, and the correlation function
plotted in terms of a wind velocity. Since the beam separation
was 30 meters the long tail of the cross-correlation curve
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Figure 12. Light Wind Case , 3 mph.
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represents delay times from 2.5 to 5 seconds as compared with
the 5-30 second time delay range covered by peak. Thus this
tail results from the method of presentation and is not
significant. There is quite good agreement between the
anemometer and the crossed-beam results although the winds were
light and variable.
Higher wind cases are shown in Figure 13 and 14 in which,
once again, good agreement is shown between the anemometer and
the crossed-beam results. In Figure 13 the statistical error
is relatively small and the correlation coefficient at the peak
is large. Under these windy conditions a greater concentration
of aerosols might be expected to be present close to the ground,
and this could weight the results by increasing the contribution
to the fluctuating signal from low altitudes. This would have
the effect of decreasing the number of eddies along the field-
of-view of the photometers which contribute significantly to
the fluctuation level, and therefore increase the correlation
coefficient.
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Figure 13. Medium Wind Case ' 20 mph.
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The results described above are summarized in the following
table. There is encouragingly good agreement between t'he crossed-
beam and the anemometer results. The field tests are continuing
and it is hoped that results presently being analyzed will
show the same promise of the results described in this paper.
6. FUTURE DEVELOPMENT OF THE CROSSED-BEAM TECHNIQUE
The immediate future developments of the crossed-beam
technique have to be directed towards exploring the potential
and the limitations of the method. For example, in order to
remove some of the ambiguities which sometimes arise in
determining the peak in the correlation function which corresponds
to the wind speed, a multiple beam system is being developed.
This will permit results for several beam separations to be
obtained simultaneously, and in addition, because the beam will
perforce be in a fan configuration, the wind direction can also
be found if the correlation maxima are sufficiently well defined.
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To avoid the limitations imposed on the present system
under the cloudy skies the potential of infrared measurements
has to be explored. The physics of the problem in terms of try-
ing to define the altitude contributions to the fluctuating
signals in both the scattered sunlight and infrared cases has
to be studied. This would permit estimates to be made of the
altitude resolution and maximum altitudes for which useful wind
data may be obtained.
Some new approaches in terms of the data reduction methods
have to be developed. The use of the derivatives of the signals
to effectively flatten the frequency spectra and narrow the
correlation peak is presently being tried. Further examination
of the statistical error, and the relative errors between
correlations for different time delays obtained from the same
data record have to be examined.
7. CONCLUSIONS
The potential future development of the crossed-beam
technique once the feasibility of its application to atmospheric
measurements has been demonstrated is very great. There are a
large number of different types of measurements, some of which
have been discussed above, that can usefully be made which will
contribute to the understanding of atmospheric phenomena, and
to improvement in weather forcasting.
Successful ground tests should be followed by measurements
from aircraft. Clear air turbulence is of great importance as
far as its effect on aircraft operations is concerned, and much
could be learned of this phenomena by crossed-beam measurements
from an aircraft. Of course in the aircraft case, instead of
the fluctuations being produced by turbulence eddies being
convected through stationary beams, the fluctuations will be
largely produced by the movement of the "beams" or photometer
field's of view through regions of atmospheric turbulence. The
fluctuation frequencies will be considerably different. Also
in the aircraft case, time delay tricks as illustrated in Figure
15 may remove the necessity of having two photometers separated
in space.
The two photometers are mounted on a stabilized platform
and have an angle e between their respective fields of view.
If the turbulence structure is assumed to be frozen, then the
fluctuations detected by photometer #1 originating from a height
h above the aircraft will be repeated in signal from photometer
#2 a time T later, where T is the distance d divided by the veloc-
ity of the aircraft. The altitude region of interest can there-
fore be studied by selecting the appropriate time interval T.
To obtain wind speeds it is necessary to separate the photometer
fields of view in a direction perpendicular to the plane of the
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.BEAM NO. I
t=0 t=T
POSITION # I POSITION # 2
4 WIND VEL. COMR U
:co -
CIRCLES INDICATE "BEAM" (FIELD OF VIEW)CROSS- SECTIONS AT ALTITUDE h
Figure 15. Scanning System Concept - For Particular Wind
Speed u and Beam Separation ~ We have Time T
for Line of Eddies Originally in Beam #1 to
Reach Beam #2. At Height, h, Beam Delay is T,
so a Maximum Correlation is Recorded For This
Time Delay. With a Fan of Beam Giving Number
of Different 0's the Wind Component as a
Function of Altitude May Be Measured.
paper. An ambiguity is introduced here which can only be resolved
by use of a fan of "beams" from one of the photometer systems.
This problem has been discussed by Krause et al. (1966) and by
Krause (1967) and will not therefore be considered further here.
The logical development of the technique through an aircraft
operation phase together with the study of spectral regions in
which signals are detected and which could be utilized by down-
ward looking systems, would then enable the potential of satellite
experiments to be accurately assessed.
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APPENDIX
DESIGN OF PHOTOMETERS FOR SCATTERED SUNLIGHT MEASUREMENTS
Optical Design -- The optical design of photometer system was
based on the following specifications:
Frequency Response
Mean Signal/RMS Noise
Field of View
Spectral Response
Spectral Bandpass
0.001-300 cps
104
5 - 30 minutes of arc
0.4 - 1 micron
Variable (minimum 500A)
The system is shown schematically in Figure Al. The objective
CHOPPER
OBJECTIVE
a F-
UI I v
-u I-vG
Figure Al. Optical System Schematic
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(collector) lens has an aperture 17.5 cm and a focal length
of 47.4 cm. The field stop which defines the field of view
of the photometer is located in the focal plane of the collector
lens, and is preceded by the chopper. To avoid any possible
problems of nonuniform fields combined with variations in
sensitivity over the detector area, a field lens is included
which images the exit pupil of the objective on to the detector.
The chopper which has square blades is rotated by its motor
approximately 3600 rpm and with 20 blades produces a signal
frequency of 1200 cps. Use of such a chopper prevents the 1/f
noise of the silicon diode detector or of the preamplifier being
the dominant noise source at low frequencies. It also prevents
slow drifts, due for example to temperature changes, from being
misinterpreted as a low frequency signal component.
Because the intensity of the radiation reaching the detector
is relatively high, advantage could be taken of the much greater
quantum efficiency available with a silicon diode as compared to
a vacuum phototube or photodiode. The detector used is an
EG&G SGD-444 silicon photodiode the quantum efficiency of which
is compared to common photoemissive surfaces in Figure A2.
100
80
SGD- 444
60
LC
40
20
I ,·II L LJI
oI ...0. .._ .1..._2 _
·2 0.4 0, 0.8 1.0 1.2
X, V
Figure A2. Comparison of Quantum Efficiencies of Several
Photodetectors
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Electronic Signal.Processing--The signal processing electronics
are shown in Figure A3. The signal from the detector is pre-
amplified before being demodulated and the AC part of the
demodulated signal is filtered and amplified. With the low-pass
and high-pass filters in their zero position the passband is
from 0.01 - 300 cps. Both the a.c. and the d.c. signals are
recorded on magnetic tape using an Ampex CP100 tape recorder.
CHOPPER
-100 - TO APE
IOO0 4-TO TAPE
Figure A3. Block Diagram of Signal Processing Chain.
553
PRBcEDING PAGE BLANK NOT pj 7 £
NOISE ELIMINATION BY PIECEWISE CROSS CORRELATION OF PHOTOMETER OUTPUTS
by
Fritz R. Krause and Benjamin C. Hablutzel
NASA, George C. Marshall Space Flight Center
Huntsville, Alabama
ABSTRACT
A piecewise cross correlation technique has been developed to
analyze the outputs of remote detection devices. The purpose
of this technique is to eliminate the noise from optical back-
ground fluctuations, from transmission fluctuations and from
detectors by calculating the instantaneous product of the
detector output and a reference signal. Each noise component
causes positive and negative oscillations of the instantaneous
product and may thus be cancelled by an integration of the
instantaneous product. The resultant product mean values will
then contain the desired information on the spatial and temporal
variation of emission, absorption and scattering processes in
the atmosphere.
The piecewise correlation technique differs from previous digital
analyses of stationary time series by separating statistical and
temporal variations of product mean values. The statistical
variations describe the amount of still uncancelled noise. The
range of these variations is calculated by determining the fre-
quency band width of the noise from the decrease of an accumu-
lative statistical error with integration time. The temporal
variations of the product mean values describe a change in the
meteorological boundary conditions. They are indicated by the
calculated errors which exceed the range of statistical varia-
tions that is expected for the given noise band width. Further-
more, such temporal variations set a level of irreducible noise
components since the uncancelled noise cannot be distinguished
from the temporal variations of the meteorological boundary
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conditions. However, the change of these boundary conditions
may very often be suppressed by suitable normalization and trend
removal techniques.
The accomplishments to date provide for automatic piecewise
changes of gain factors and coordinate shifts which eliminate
intolerable temporal variations of meteorological boundaries
provided the signals do not exceed the dynamic range of the
amplifier or the tape recorder.
Our recommendations are to continue the present studies on noise
elimination in the presence of time dependent boundary conditions.
Particular emphasis should be given to the temporal variations of
product mean values which are caused by changes in aerosol con-
centrations, optical background fluctuations, variations of wind
speed and changes of wind direction. Future development of piece-
wise correlation techniques should concentrate on noise elimina-
tion and interpretation of rapid scanning remote detection
devices such that optical and meteorological phenomena might be
monitored in real time.
1. INTRODUCTION
A new "piecewise" correlation technique has been developed to eliminate
noise in photometer outputs. The need for such a program became apparent in
crossed beam field tests [Montgomery, 1969, this Vol.] where temporal varia-
tions of meteorological boundary conditions sometimes produced irreducible
noise components which were fatal. The new correlation techniques have sub-
sequently isolated and eliminated temporal variations of meteorological bound-
ary conditions by piecewise normalization and detrending procedures. The same
techniques could also be applied to any other remote detection device or any
other set of meteorological data.
The noise elimination is based on the integration of a lagged product
between the photometer output and a reference signal. Section 3 gives a
review of the usual noise elimination by product integration which is used
for stationary time series where the boundary conditions are time invariant
[Bendat and Piersol, 1966]. The piecewise correlation was developed to extend
this classical product mean value calculation to meteorological boundary con-
ditions which are time dependent. In this case, the calculated product mean
values will be subject to both statistical and temporal variations. In theory,
temporal and statistical variations could be separated by analyzing a large
group of imaginary experiments which should all have identical time dependent
boundary conditions [Crandall and Mark, 1963]. This theory is reviewed in
Section 4. However, it cannot be applied directly, since meteorological condi-
tions cannot be controlled to give many realizations of the same phenomenon.
The best one can hope for is that temporal variations of meteorological condi-
tions are of such a type that suitably modified portions of one long record
could be treated as independent realizations. The conditions of stationarity
and the results of this approximation are discussed in Section 5.
Our program is new in that the variations between different piecewise
estimated time averages are used to calculate accumulative statistical errors
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which should depend on the number of processed pieces in a universal way if the
replacement of realizations with pieces is justified. Conversely, deviations
from this behavior can be used to determine deviations from stationarity as
discussed in Section 6. Temporal variations of meteorological boundary condi-
tions restrict the noise elimination to the level of the temporal variations,
since one cannot distinguish between statistical and temporal variations of
product mean values. Fortunately, suitable normalization and trend elimination
procedures are often sufficient to remove the temporal variations of boundary
conditions. Piecewise variable ordinate shifts and gain factors have been pro-
posed for trend elimination and normalization [Jayroe and Su, 1968]. The
experience to date indicates that these piecewise modifications of photometer
records were sufficient to remove temporal variations of boundary conditions
and thereby increase the ability of noise elimination. The results are sum-
marized in Section 7. Conclusions and recommendations are given in Section 8.
2. NOTATION
a. Independent Variables
t observation time
T integration time
AT piece length
i piece number (t/AT)
m accumulation number (T/AT)
f frequency
-r time lag between photometer output and reference
signal
TM =1/6 AT maximum time lag
k = 1,2, ... N number of imaginary realizations.
b. Dependent Variables
I d.c. coupled photometer output
i a.c. coupled photometer output
x = iA output from photometer A
y = iB reference signal or output from photometer B
ra root mean square value of i
R product mean value of x and y
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ZAR statistical error of product mean value
R = xy
x y
normalized statistical error of product mean value
power inside frequency interval
1 1
4TM 4TM
ordinate shift for piece i.
c. Operators
( ) Statistic
1( )i =
iAT
(i-1)AT
m
( )m m X (
i=l
( ) dt piecewise mean
)i accumulative mean
m
_= m 1 YA( )m m - i=
i=l
(()i- ( )m) piecewise statistical error
a( )m
A( )m = m accumulative statistical error
1
E[( )] = N
N
L ( )(k)
k=l
sample of expected value or ensemble
average for one group of N realizations
(a (1))2 = 1
N
h=l
( )(h)
2- E( )
- El(T-)]I) sample of variance between
realizations
+T
max
r( ) = -- f ( ) dT average over time lags.
max
-T
max
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d. Subscripts
i time interval (i - 1) AT - t _ itLT
m accumulation over all pieces up to i = m
x from record x
y from record y
a straight time integration
w weighting with piecewise variable gains
d detrending with piecewise variable
c ordinate shifts
C combined piecewise shifts and gains.
3. NOISE ELIMINATION BY INTEGRATION OVER PRODUCTS
The subdivision of two data records into signal and noise components and
the subsequent elimination of the noise are both based on the integration of
instantaneous products. This is illustrated in Fig. 1 in terms of an idealized
physical model that is used for the interpretation of crossed beam results
[Krause, 1967]. Two data records, IA(t) and IB(t),_ are obtained by monitoring
the fluctuations of the radiative power which is received inside the narrow
field of view of the two telescopes,A and B. Each time history, I, accounts
for all sources of radiative power along the entire line of sight. The tem-
poral changes of emission, scattering, or absorption processes will cause a
fluctuation, i, in the recorded time history, I, which may be calculated by
subtracting the mean value, I, that is obtained for a certain recording period,
AT.
tl+ A
x(t,...rc) = IA LxAA- (t)
t l
(1)
y(t,...) = IB(t) - B(t)
In our experiments this subtraction is done automatically by using a.c. coupled
amplifiers. In this case AT is proportional to the time constant of the a.c.
coupling element (x 100 seconds).
Local information from the area of minimum beam separation is retrieved
from the two signals, x and y,by determining statistically which modulations
are "common" to both beams. The concept of "common" signals has been developed
in the analysis of communication signals and random vibrations [Bendat, Piersol,
1966] and is based on "lagged product calculations." The two modulations, x
and y, are analyzed for common signals by multiplying them with each other and
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A-BEAM
MINIMUM
BEAM
SEPARATION
NO COMMON
SIGNAL
2
INSTANTANEOUS -
PRODUCT
I y: (IA- IA)(I 1- 18-)
TWO BEAM
PRODUCT
MEAN VALUE
t(sec)
MEAN SQUARE BEAM MODULATIONS (? X y
Figure 1. Retrieval of Common Signals.
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by averaging this instantaneous product over time. This gives a "two-beam pro-
duct mean value:
t +T
R( )(ti; AT; x(t; ... ...) T V xy dt. (2)
t 1
The instantaneous product oscillates between positive and negative values
and these oscillations will cancel each other, at least partially, when the
product is averaged by integrating it over time, as illustrated in Figure 1.
Two beams are said to have no common modulations if the two-beam product mean
value vanishes. This complete cancellation will occur when the increase or
decrease of radiative power in one beam is independent of the power changes in
the other beam in the sense that the change in the other beam may be positive
or negative with equal likelihood. Typical examples for such independent beam
modulations are the combined source and detector noise and any cloud which
traverses only one beam without hitting the other beam. The partial cancella-
tion of the oscillations of the instantaneous product is used to split a given
time history, x(t), into a "noise" component, XN, and a "common" component, xc.
Both components are defined only with respect to a second reference signal,y.
The noise component, xN,of the first record, x,is that component which vanishes
when multiplied with the reference signal
x y() = 0. (3)
Conversely, the "common" component,
x C x - x
N
, (4)
is that component of signal x,which is responsible for the finite value of the
product mean value:
-(1) = (-I ) = ((1)
x y (x
c
+ x
N
) y = Xc Y (5)
The second signal could also be split into a common componentyc,and a noise
component, YN, by taking the first signal, x, as the reference signal:
Y = Yc + YN'(6)
Substituting Eq. (6) into Eq. (5), one finds that the product mean value is
made up only of the common signals.
x y = Xc yc (7)
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The integration of the instantaneous product has thus eliminated the "noise"
components and the resultant product mean value is contributed only by the
signal component which is common to both data records, x and y. However, the
word "common" does not mean that the components Xc and Yc are identical. It
refers only to physical processes which produce a change simultaneously in both
signals in such a way that the signs of these changes are either equal or
opposite. A cloud which traverses two lines of sight (see Fig. 1) is a good
example of such a physical process. Although this cloud will cause common
changes in both photometer records x and y, these changes will be quite differ-
ent since the two lines of sight intersect different portions of the same cloud.
4. TEMPORAL AND STATISTICAL VARIATIONS OF PRODUCT MEAN VALUES
The value of a product mean value, R, will depend in general on both the
position, t, of the integration period and on the length, AT, of the period.
The variation with t reflects a temporal variation of the meteorological bound-
ary conditions such as a change of wind speed and direction or a new type of
lag in the area which is common to both lines of sight. The dependence on AT
may also reflect a temporal variation of the common signals. However, it is
often more likely that the change is produced by the noise components which are
not completely cancelled since any finite integration period will have over a
finite number of oscillations of the instantaneous product. Such incomplete
cancellation of extraneous noises reflects a change which may be classified as
statistical, since it is associated with the uncontrollable change of physical
phenomena other than the common physical process, i.e., a random change in
boundary conditions. Both temporal and statistical variations will mostly occur
simultaneously and are therefore very difficult to separate.
A detailed description of temporal and statistical variations of product
mean values is possible, in theory, by treating the actual conducted experiments
as one sample of a population of imaginary experiments which are all recorded
for identical time dependent boundary conditions. Assume that k = 1, 2, 3,... N
realizations of the atmospheric field have been observed. Statistical averages
may then be established by averaging over the different realizations instead of
averaging over time. This "ensemble" average shall be denoted by the operator
and will be called the "expected value":
N
E[( )] =1 ( ) (8)
k=l
Let x(k)(t) and y(k)(t) denote the photometer records of the k-th realiza-
tion. The expected value of the product mean value would then be
N t +AT N
E[x 1] = x (X t) yx k(t) dt = (k) R() (9)
X N (k) (k)
k=l t1 k=l
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The temporal variations of this ensemble average can be determined since the
time dependence of R(tl; AT, ...) is not cancelled when integrating across the
ensemble.
The statistical variations of the experimentally accessible product mean
value R(1) can also be established by analyzing the variations between the
individual realization, k, and the expected value. The "expected" statistical
variation of R(1) is provided by a mean square error calculation or "variance":
Vr N 2 
Var() - )(k) _ E[( (10)
k=l
A sample of the variance between individual product mean values is thus given by
N 2
VarR = N 1 - E[x y]
k=l
tl+ATN 2
N1l x {~ f (k)(t)y(k)(t)dt_ R}. (11)
k=l t1
The associated standard deviation, (Var R(1))1/2,describes one likely variation
between the individual realization, R(k), and the expected value,R. Other varia-
tions will occur with other probabilities. Fortunately, the practical implica-
tions of the central limit theorem imply that the probability of mean value
variations ought to follow the normal distribution. Knowing sucI a universal
distribution, one can then calculate a certain limit, tp(Var RPl))l/2, which
will not be exceeded by the individual variations R(1) - R for the fraction p
of all N realizations. These limits provide a confidence interval for the
statistical variation between a single realization, k = 1, and the expected
product mean value. The 80 percent confidence interval would be
(l) to.o(N) (Var R())1/2 R < () + to.o (N)(Var R(1) (12)
The "percentile factors" of the normal distribution, tp, are listed in Table 1.
Equation (12) gives the desired estimate for the expected statistical
variations of individual product mean values. The associated confidence
interval could be calculated if Var R(') were accurately known. However,
Eq. (11) gives only one sample of this variance. A new group of N realiza-
tions would give a different sample of Var R( 1 ) . The accurate description of
the statistical variations should therefore consider not only the variations
between individual realizations of a single group but also the variation
between different groups of realizations. Let (9(1)) 2 denote the "population
variance", which is calculated by taking the arithmetic mean of all samples of
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TABLE 1
Percentile Factors and Confidence Intervals for Stationary Records
Student's t Distribution X2 -Distribution
m t.9 0 m 29 X2l0 X.9 0/m X. lo/m
.0158
.211
.584
1.06
1.61
2.20
2.83
3.49
4.17
5.58
7.04
8.55
10.1
11.7
15.7
19.8
46.5
2.71
4.61
6.25
7.78
9.24
10.6
12.0
13.4
14.7
17.3
19.8
22.3
24.8
27.2
33.2
39.1
74.4
m
Accumulative Means
( )m - tp A( )m E[( )] < ( )m + tp A( )m '
Normalized Accumulative Error
X. 10
m
X. 9 0
c~B
564
.707
.578
.500
.447
.408
.378
.353
.333
.317
.288
.267
.250
.236
.222
.200
.183
.128
2
3
4
5
6
7
8
9
10
12
14
16
18
20
25
30
61
m -> Xo
3.08
1.89
1.64
1.53
1.48
1.44
1.42
1.40
1.38
1.35
1.34
1.33
1.33
1.32
1.32
1.31
1.30
1.28
.823
.716
.625
.558
.507
.465
.433
.407
.383
.347
.318
.295
.277
.261
.230
.028
.142
.063
.153
.191
.206
.211
.212
.210
.208
.204
.201
.190
.183
.179
.174
.160
.150
.112
m 1Nm
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Var (1), i.e., the mean over all groups. The relative variation between the
variance estimate from a single group and the average over all groups could
then be expressed by the new variable,
X2 N Var () (13)
(a(1))2
The probability distribution of this variable is given by another universal dis-
tribution function, the X2 -distribution. Knowing this distribution, one can
calculate a lower limit,X. lo(N), which will be exceeded by the X2 samples of
all but 10 percent of the admitted groups. One can also calculate an upper
limit, X2. 90 (N), which will exceed 90 percent of all X2 samples. Both limits
together then give a confidence interval for the statistical variation of
variance estimates between different groups of realizations. The 80 percent
confidence interval would be
N Var R ())2 N Var (14)
Xo. 90 (N) Xo. lo(N)
2 2
The percentile factors X0o.1 and Xo.9 0 are also listed in Table 1. For N Ž 30
they may be calculated from the equation [Spiegel, 1961]
2
Xp2 = (Zp + 2(N- 1) - 1)2 = N(1 - 2N(1 + - ) (15)
In summary, we find that a single group of N realizations can provide the
following samples:
(a) The expected product mean value R, Eq. (9).
(b) One sample, Var i(1), for the desired statistical variations
between the individual product mean values from different
realizations, Eqs. (11) and (12).
(c) The confidence interval for the statistical variations of
variance estimates between different groups of N realizations,
Eq. (14).
All of these samples are based on universal distribution functions,which are
independent from the particular physical process that produces the common
signals. This universal behavior may therefore be used to separate the
universal statistical variations of product mean values from specific tem-
poral variations of these product mean values. One such possibility is dis-
cussed in Section 6.
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5. STATISTICAL ERROR CALCULATION FOR STATIONARY DATA
Unfortunately, the results of the last section cannot be applied directly
to experimental data, since meteorological boundary conditions cannot be adjusted
to obtain many realizations of the same meteorological conditions. The alterna-
tive is then to assume that the meteorological boundary conditions are suffic-
iently time invariant during one experiment such that individual pieces of a
long record represent statistically independent realizations of these invariant
boundary conditions. For this purpose, a long record of length T is subdivided
into i = 1,2, ... m pieces of length zT = T/m. The time average over one of
these pieces may be expressed by
t=iAT
( )i = T ( ) dt. (16)
t=(i-l)AT
Each of these piecewise estimates is then treated as if it came from a new
realization. This means that the summation over realizations is replaced with
a summation over pieces
m mAT N
m ( )i mT ( ) dt = ( ) [( . (17)
i=l o k=l
The following conditions [Bendat and Piersol, 1960] must be met to justify this
replacement of realizations with pieces:
(a) The time history of the statistic "( )" is a self-stationary
process.
(b) The autocovariance function z(T) of this time history meets
certain integrability conditions.
(c) The individual piece length AT exceeds the time lag range within
which the autocovariance z(T) has become negligibly small.
Experimental data mostly meet the conditions (b) and (c). However, the condi-
tion (a) means that the replacement of realizations with pieces is only justi-
fied if the temporal variations of the product mean value are negligible. Such
time histories are called stationary. For such stationary time series all
remaining variations are statistical. This means that the variations between
piecewise averages and the statistical variations between sets of pieces should
all follow the universal probability distributions given in the last section.
The "fit" of these distributions may thus be used as a criterion for station-
arity. One such criterion is developed in the remainder of this section.
The desired criterion for stationarity considers the variations of
"accumulative" averages which were defined in Eq. (17). The accumulative
average of product mean values is derived by substituting Eq. (17) into
Eq. (9).
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m
R = (xY)i
m m m
i=l
m iAT
1 r
T 
i=l (i-l)AT
N
1i x(k) y (k
N L
k=l
x(t) y(t) dt
= R.
The statistical variations of these accumulative averages are derived from the
differences between pieces. A sample for the expected variance, ((l1))2,between
any two pieces might be derived by substituting Eq. (17) into Eq. (10). This
gives
Var R() = 1
(N - 1)
1
(m - 1)
(m - 1)
N
{ X(k)
k=l
m
X {(x Y)
i=l
m
i=l
2
R}Q
{m}I (
2
-(1))2
The associated standard deviation, At), will be called the piecewise error.
Any new group of m pieces or m realizations would give another sample of the
piecewise error. A confidence interval for the statistical variations of
piecewise errors between different groups of pieces is derived by substituting
Eq. (19) into Eq. (14).
m(R (1))2
X2 (m)0.90
m(m(i)) 2( ()) 2 !m(t X)2
The statistical error of the accumulative mean, ARm, should be much smaller
than the error of a piecewise mean, ARm, since the statistical variations
between pieces will partially cancel each other during the summation. For
stationary data the reduction will be equal to l/m,since the cancellation
accounts for m independent realizations of the same experiment. A sample of
the mean square error of an accumulative mean is thus given by:
567
(18)
(19)
(20)
Y(k)_ R2
y (k) _ ij
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(A( )m) 2 =- m) 2
m
m(m - 1) j il
i=l
(21)
The associated standard deviation, ARm, will be called the "accumulative error."
Any new group of m pieces or m realizations would give a new sample of the
accumulative error. A confidence interval for the statistical variations between
these groups is derived by substituting Eq. (21) into Eq. (20) and by dividing
with m. The result is
m(ARm)2
XM (R(m) m
m( R )2ARm  2
X2 (m)0.10
(22)
In most applications the accumulative error is normalized with the product of
the accumulative root mean square values
= tm/ y!ARm
m (2)m l/ 2 (y2)m1/2
(23)
The confidence interval for the normalized accumulative errors follows by
dividing Eq. (23) with the product of the accumulative root mean square values:
m (MRm)2
2
X 0.9O (m)
(a(1))2
m( X2)/ 2 (y2)1/2
_< m (aRm) 2
2
Xo. lo (m)
Expressing the population variance of piecewise means in terms of a "noise"
band width,B,
(,(1))2 = (x2) (5
BAT
Y2)
m (25)
and substituting this definition into the last inequality, one finds
m(6Rm) 2 < 1 < m( (Rm)2
2 BT 2
Xo. 9o (m) Xo.lo (m)
(24)
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However, the two factors, m/X2 and m/X lo1 ,both asymptotically approach the
value, 1, according to Eq. (14 9: Therefore, Eq. (25) gives the well known result
that the relative statistical error of a product mean value should decrease with
the inverse square root of integration time.
6 =- m 1 (2 6a)
1 / 2-(y1/ 2 (BT) 1/
Direct calculations of the accumulative statistical error, ARm,may thus be used
to determine the noise band width,B,from the asymptotic decrease of this error
with the inverse square root of integration time. Furthermore, the knowledge
of this band width can then be used to calculate the confidence levels for the
relative accumulative error. Rearranging the two inequalities of Eq. (26),
one gets
X0 .1 0() Xo.9 (m)
A 8R (27)
m\TBAT m ml·AT
Figure 2 illustrates such a direct calculation of the confidence interval
that is expected for stationary data. This example employs product mean values
from a crossed beam test in a supersonic jet. The abscissa is given by the
inverse square root of integration time, T,or accumulation number,m = T/AT. The
ordinate gives the relative statistical error which was calculated from Eq. (21).
The actual data follow a straight line through the origin very closely as pre-
dicted by Eq. (26a). The slope of this line gives a noise band width of
B = 22,276 cps. This noise band width has been used to calculate the confidence
intervals according to Eq. (27) and Table 1. All directly calculated statis-
tical errors fall into this interval. One can thus say that the probability is
better than 80 percent that the entire record was stationary.
By processing m = 14800 pieces, it was also possible to reduce the statis-
tical error ARm of the accumulative product mean value, Rm,to 0.2 percent of the
mean square value of the actually recorded integrated signals. This demon-
strates the surprising power of digital correlation techniques to retrieve very
small signals out of noise. The successful development of the associated
"piecewise" correlation computer program and the success of crossed beam
detection of wind profiles and turbulence parameters in subsonic and super-
sonic jets [Fisher, Krause, 1967] with the program provided the basis and the
starting point for extending crossed beam measurements into the atmosphere.
6. DEVIATIONS FROM STATIONARITY AND IRREDUCIBLE NOISE
Fluctuation measurements with winds, humidity, and temperature sensors on
meteorological towers indicate that the power spectra of these fluctuations
may contain significant energy for frequencies down to 0.01 cps, i.e., for
periods as long as 2 minutes. The length of one piece should be two to five
times larger than this period if such pieces are to be treated as independent
realizations of the same meteorological conditions. We chose a piece length
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of AT = 450 sec = 7.5 minutes for most of our work. At least 5 different
realizations of a physical phenomenon are then required to establish the level
or irreducible noise components and nonstationarities from the statistical
variations between these pieces.
We have chosen to illustrate the noise and stationarity analysis for a
marginal case where only 6 pieces are available. The test conditions and the
photometer records x(t) and y(t) are shown in Fig. 3. The piecewise means of
photometer output "A", xi, are shown in Fig. 4a together with the accumulative
mean,x6,of these means. Furthermore, the statistical error of the individual
piecewise mean, i66, is added and subtracted from each piecewise mean. The
striking observation is that the mean of piece 6 makes a sudden jump which is
so large that it exceeds the statistical errors. In case of stationary data,
the different values of the piecewise means should stay within the confidence
interval given by Eq. (12). The observed large jumps fall,however, outside
such an interval; therefore, it is unlikely that these jumps are of a statis-
tical origin. One should rather anticipate sudden changes in the meteorological
boundary conditions.
The deviation from stationarity,which is anticipated because of the large
jump of the sixth piecewise mean, is clearly indicated by the accumulative error
of these means. These errors were calculated according to Eq. (21) and plotted
against T'l / 2 as shown in Fig. 4b. The expected stationary process was then
defined by fitting the calculated points with a straight line through the-origin.
The slope of this line gives a noise band width of B = 0.19 cps,which is then
used to calculate the 80 percent confidence interval according to Eq. (27).
However, the directly calculated errors increase suddenly between pieces 5 and
6 and exceed the confidence interval. This exceedance illustrates clearly the
deviation from stationarity that was anticipated from the above visual inspec-
tion of Fig. 4a.
The exceedance of the confidence interval can be used to define and
analyze a deviation from stationarity in many different ways. Fig. 4b illus-
trates the most simple of all classifications which completely disregards the
shape of the actual error curve. A period of a record is called stationary if
the accumulative error falls within the 80 percent confidence interval of the
expected stationary process. Conversely, a period of a record is called non-
stationary if the calculated errors exceed the expected confidence interval.
The experience which was gained with this classification is summarized in
Table 2.
The second important aspect of the accumulative error curves is the esti-
mate of the irreducible amount of noise. Such an analysis is based on the
results of the last section,which should apply within a period of stationarity.
According to the discussion of equations (9) and (11), the accumulative statis-
tical error will be contributed predominantly by the uncancelled noise compo-
nents, since the meteorological boundary conditions are time invariant in a
period of stationarity. The finite extent of the period of stationarity means,
therefore, that an irreducible amount of noise exists which is equal to the
lower limit of the accumulative statistical error inside the given period. The
calculation of statistical error curve, ARm(T), will therefore provide a direct
estimate of the irreducible noise for-each period of stationarity as illustrated
in Fig. 4b.
571
NOISE ELIMINATION BY PIECEWISE CROSS CORRELATION OF PHOTOMETER OUTPUTS
o
oD
;m m
Oo uj
0 Cl m Co C'
oE Cj~
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~II-
~~-i
:°
O ~ ~~~~~~~ ~
r ~~~
r$~~~~~~~r
~~~~~~~~~~~~~~n co
E (. 04
x
CD cr- u P
~~~~~~~~~~~~a,
q ~~~~~~~~0
I~~~~~~~~~~~~~~c--
~~~~~~~~~~~~~0 ,
cr-
I
E CC:
C)a 
ILD L (
LL C w
LA, Co ~ ~ ~ ~ C
LAJ ~ ~ ~ ~ ~ ~ ~ ~ ~ [
LO - C
C3 y) // t LCD I i L
572
F. R. Krause and B. C. Hablutzel
I
O
O
O0T-
;..::. : : : ::.:: :::? . ?: :? ' -
O~~ ~~~~~~~~~~~~~~  !iiioiiii-:iiil
I"-'
_,1_ ·
:::???1:: :: :: : 5 !v_\\\\1 .\\::::;::: :::::::::::::::::::::: j :....;?..Qii:,\ 2:?::.,x. ;.;.??
TE- . 0ET 
XQ : -i\ D XL~~~~~~~~~~~~~~~~~i _ i-i s 
T i:IHgS
1,?.'-,?
O
.>
0
E
0
-o
c'J
I 'I
0 j
O
rn 
o
cj
0o
0
II
Illx
Cl
I
E
III
co
\ X~iiii~~~lii~
-I
.D
O
O
u,
I--
N
C0OO
I
.%,-
O
O
40
0>
C>
0
-4
cdp.
(J
u
C.I
Ud
-:
0
0.-i
N E ¢1,
I-C
on
C>
oCo
.
Op.
w
0
*w 4
3 o
C0
- CO r 0 In r C%
O O O O O O O
I: I I I I I I I
O O 'W O O
573
I_- I I I ::::::::::::: :-: I
klilml.:::::::i:I 
X~~~~~~~~~~~~~~~~~~~:~:i~i:i!iiii : E _ _
.L L .. .
:::I:
MEg V.- 1 
I
| ' ??: ?
1?0:?: ':
::???-::
NOISE ELIMINATION BY PIECEWISE CROSS CORRELATION OF PHOTOMETER OUTPUTS
Table 2
Preliminary Experience on Temporal Product Mean Value Variations
Straight Time Integration Piecewise Gain Change
T1 -T 2 T1 -T2
Run Ta B T1 T2 Tma (R)min T T (6R)min
(sec) (cps) (sec) (sec) (%) (sec) (sec) (%)
A 6750 .063 NA NA 0 NA 0 6750 100 .050
B 4050 .044 NA NA 0 NA 0 4050 100 .067
C 4500 .045 3600 4500 20 .078 0 4500 100 .052
D 7200 .063 2250 7200 62 .060 0 7200 100 .046
E 3240 .063 NA NA 0 NA 0 3240 100 .065
F 4950 .012 0 4950 100 .060 450 4950 91 .045
G 4500 .111 NA NA 0 NA 0 4500 100 .044
H 10350 .250 NA NA 0 NA 0 10350 100 .019
I 2700 .063 NA NA 0 NA 0 2700 100 .040
T1 = start of stationary period
T2 = end of stationary period
T2-T
T-Tx = percentage of stationarity
Tmax
NA = not applicable.
7. PARTIAL REMOVAL OF TEMPORAL VARIATIONS BY PIECEWISE ORDINATE
SHIFTS AND GAIN FACTORS
The existence of an irreducible amount of noise would be fatal to crossed
beam experiments if this irreducible noise exceeds the small levels of the
common signal. However, the results of the last section imply that the
"irreducible" amount is inversely proportional to the length of the period
of stationarity. If one could partially remove the temporal variations of
the meteorological boundary conditions, then the amount of "irreducible"
noise might be further reduced by allowing a longer period of stationarity.
In other words, the term "irreducible" applies only to a straight time inte-
gration as described by Eq. (16). Averaging procedures other than time inte-
gration might provide smaller "irreducible" noise levels by removing the time
dependence of boundary conditions through suitable normalization and trend
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elimination procedures. Jayroe and Su proposed the concept of "accumulative"
means which differ from straight time integration by employing piecewise
variable ordinate shifts and gain factors [Jayroe and Su, 1968]. The applica-
tions of these shifts and gains will now be discussed for the same test run
that has already been used.
A piecewise variable ordinate shift may be described as an attempt to
remove large scale (i.e., low frequency) trends. Consider lagged product mean
values which differ from the product mean values of Eq. (2) only by delaying
signal x relative to signal y:
iAT
Ri(,) = x(t - -r)(t)i= x(t - T) y(t) dt.
(i-l),%T
(28)
This lagged product mean value (or temporal correlation function) is calculated
for equally spaced time lags and truncated at a time lag
1
T = AT.
max 6
'Figure 5a shows such a piecewise estimated correlation function for piece 1 of
our test run (Fig. 3). The ordinate of this correlation curve shall then be
shifted by an amount Pi(O) which makes the area under the shifted curve vanish.
max
Pi(0) = 2 f Ri(T) dT. (29)
max
-T
max
This ordinate shift is equal to the cross power inside the narrow frequency
band
1 < 1
4 -M -4 M
Af . S(f - 0) 1
2M f=c
too
m r, -i21 e
a J Rj (-) e
Ri(T) dT - P. (0).
The ordinate shift Pi(O) therefore removes all power at frequencies below
1/4TM, i.e., all slowly varying trends. The ordinate shift may thus be
575
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described as a piecewise trend elimination method. The application of this
detrending procedure leads to the following accumulation average:
m
(Rm d =m i ' (31)
i=l
Figure 5b shows the ordinate shifts, Pi(O), which have been calculated
for the six pieces of our test run. These shifts oscillate between positive
and negative values in such a way that the accumulative shift, Pm(O), stays
very small. Apparently, the temporal variations of product mean values (Fig.
5c) may be insignificant, although the temporal variations of the mean values
(Fig. 4a) are large.
Piecewise ordinate shifts are effective in removing trends. However, in
many cases the temporal variations of the boundary conditions will also cause
changes at higher frequencies. One change that was observed often is a piece-
wise jump of fluctuation amplitudes. The average fluctuation amplitude, a, for
a piece is given by the root mean square value
iAT
,a i =~ AT f x2 dt. (32)
(i-l)AT
Temporal variations of fluctuation amplitude are then indicated by the varia-
tions of this root mean square value. Figure 6 illustrates this variation
for the test run. The temporal variation of the boundary condition that was
discovered(Fig. 4b)also,apparently, causes a large jump of the amplitude
between pieces 5 and 6. However, the effect of this jump could be minimized
by normalizing with the associated root mean square value. This would reduce
the fluctuations of the normalized signal x/axi to the level of the previous
pieces. The opposite would be true with a piece that is characterized by a
sudden decrease of fluctuation levels. Temporal variations of signal ampli-
tudes can thus be suppressed effectively by using a piecewise bariable gain
factor which is proportional to 1/ai . Such a nondimensional gain factor has
been defined by multiplying l/ai with the accumulative root mean square value
m
=2 1 i 2
a= - a.. (33)
m m33)
i=l
The application of this gain, =/o, leads to a new type of accumulative average
which may be denoted by
m
(R m) = m -
i=l axi yii=l a.xiay3
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Combined weighting and detrending gives a fourth type of accumulative average:
(Rm) = m
m -i
Ri -Pi (O)
i=l ai y~ x . yi.
All of these different accumulation procedures may be summarized by the use of
a unified accumulative average,
a a
R(-; m; ... ) = xm ym
m
v a.i i- 
ix y
i=l x y
which allows for a free choice of gain factors, a/a, and ordinate shifts, s.
The various options that have been tried to this date are characterized by
the following choices:
Straight time integration: subscript a
ax = axm; ay am; S = 0.y ym i
Piecewise detrending: subscript d
a = a
x xm
a = aym; S = Pi ( 0° )
Y ym 1
Piecewise weighting: subscript w
ax = axi; ay = ayi; s = 0.I
Combined detrending and weighting: subscript c
a = .;
x x1 ay= a i; i = i(O)
The value of these choices may be judged from the
accumulative statistical error,
(5R(¶; T; m) 2 = (c.T.,m)
xm ym
1
m(m - 1)
behavior of the associated
i - (Rm Sm) 
x yi=l
(36)J
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The desired accumulation procedure should suppress the temporal variation of
meteorological boundary conditions. According to section 6, this suppression
may be judged by fitting the tail (m large) of the error curve with a straight
line. The best accumulation procedure is the one that gives the best fit.
Furthermore, the slope of that line gives the noise band width, B, of the piece-
wise modified noises and can be used to calculate the confidence interval for
the entire error curve from Eq. (27). The whole procedure is illustrated in
Fig. 7 for the test run and differs from the illustration given in Fig. 4 in
the following aspects:
(a) The statistical error refers to product mean values, not
mean values.
(b) The time lag dependence of the product mean value has been
cancelled by integration:
+T
max
zR2(T;m) _ 1 je (37)
ma2 J 6R2(T; T; m) d (-
max
max
(c) Four different error curves have been calculated using the dif-
ferent options for piecewise shifts and gains that were
identified above by the subscripts a, d, w and c.
The straight time integration,curve a, indicates that both the beginning
and the end of the record are strongly affected by temporal variations of
the boundary conditions. These variations cannot be described by low fre-
quency trends since the piecewise detrending, curve d, is not effective to
alter the shape of the error curve. Only the use of piecewise gains pro-
duces error curves (c and a) which approximate a straight line through the
origin. The slope of this line gives a bandwidth B = 0.063 cps,which in
turn is used to calculate the confidence interval X/mn`.LT Both curves w and
c fall into this interval; i.e., the piecewise modified photometer records
are stationary with_a probability exceeding 80 percent. The smallest error
of these curves, 3R ; 0.075, gives then the irreducible amount of noise that
is left after accumulating over a period of T = 45.00 = 2700 seconds. A
further noise reduction would require a longer record.
The use of piecewise gains proved to be a very powerful tool in cases
where the meteorological boundary conditions were known to be highly time
invariant. One of the more dramatic changes of meteorological conditions
under clear skies is the change of wind direction. Fig. 8 provides an
example of piecewise gain changes for moderate fluctuations of wind direc-
tions (± 22° , run H). Without piecewise gains we get a curve that fits the
confidence interval; however, this curve does not exhibit the desired straight
line fit. The use of piecewise gains improves the approximation of a sta-
tionary record significantly and also slightly improves the noise elimination.
Figure 9 provides an example for extreme temporal variations of boundary con-
ditions (±1800, run A). The wind was blowing from all directions during the
580
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SYMBOL ACCUMULATION METHOD
STRAIGHT TIME INTEGRATION
* ( ) = Rj , a (x2)1/2 (y2)/2
PIECEWISE GAINS
( )i = Ri , (x2)/2; (2)i1/2
PIECEWISE SHIFTS
( )i : Ri - Pi(O), : (2)1/2 (y2)1/2
COMBINED PIECEWISE GAINS AND SHIFTS
( )i : Ri 
.
-
( 0 )
. : (xT') 1 /2; (. ),i/2
NORMALIZED STANDARD ERROR
.20
cO m '~ 6 4 :5 2
. a . *
T(sec) 2700 1800 1330 900
Figure 7. Application of Piecewise Shifts and Gains to Test Runs.
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BEAM
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Removal of Temporal Product Mean Value
Variations with Piecewise Gains (Run H).
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SEPARATION O0
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Figure 9. Removal of Temporal Product Mean Value
Variations with Piecewise Gains (Run A).
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recording period. In this case, the straight time integration produces an
error curve which does not resemble a stationary process at all. However,
even in this extreme case the use of piecewise gains proves sufficient to
eliminate the temporal fluctuations of product mean values.
Our preliminary experience with the application of piecewise correlation
methods indicates that temporal variations of product mean values occur quite
frequently for observation periods between 1/2 and 2 hours. Table 2 gives a
summary of the first 9 runs where statistical and temporal product mean value
variations were separated. In six out of nine runs the temporal variations of
stationarity did not exist at all. Two of the six cases are illustrated in
Figs. 7 and 9.
For record lengths up to 2 hours, the use of piecewise gains and ordinate
shifts has always been sufficient to remove temporal variations of product
mean values provided that the amplifier or tape recorder is not driven into
saturation by these temporal variations. Saturation by a large temporal
variation of meteorological conditions however always occurred and was the
dominant factor which determined the maximum record length, T. Elimination
of this saturation problem should allow longer recording times and thereby
contribute to a further reduction of noise below the values of (8R)min that
are listed in Table 2.
8. CONCLUSIONS AND RECOMMENDATIONS
The piecewise correlation technique was developed to eliminate noise in
the output of remote detection devices. The noise is reduced by multiplying
the photometer output with a reference signal and by integrating this instan-
taneous product over time. This method is quite common for stationary time
series where the boundary conditions of the experiment are time invariant.
The piecewise correlation technique is new by extending this elimination of
noise to meteorological boundary conditions which are time dependent. The
simple time integration of products cannot reduce the noise level below the
level of temporal variations, since one cannot distinguish between statistical
and temporal variations of the product mean value.
The mathematical theory of product mean value variations is based on the
difference between a large group of imaginary experiments, all of which have
the same time dependent boundary conditions. This theory cannot be applied
directly since meteorological conditions cannot be controlled to repeat
themselves many times. However, individual pieces of a long record may often
be normalized and detrended in such a way that the resultant piecewise modi-
fied data behave as if they belonged to independent realizations of the same
meteorological boundary conditions. Piecewise correlation techniques are thus
based on the premise that one can, in most cases, find suitable piecewise
modifications of the photometer outputs and the reference signal which produce
two new signals that are stationary although the experiment itself is quite
nonstationary.
The effect of piecewise modifications of the photometer outputs may be
judged by curve fitting the resultant accumulative error curve with a straight
line. The modifications have been successful if the accumulative error
decreases linear with the inverse square root of integration time. The slope
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of the straight line fit gives the frequency band width of the noise components
which one wishes to suppress. Knowing this band width, one can also calculate
a confidence interval that should contain most of the calculated statistical
errors. Temporal variations of product mean values are then indicated by
those errors which fall outside this confidence interval.
The experience gained with piecewise correlation techniques indicates that
significant temporal variations of product mean values do occur quite fre-
quently (50 percent of all runs). However, these temporal variations have been
removed successfully by employing piecewise changes of gain factors and piece-
wise ordinate shifts. The proposed automatic changes of gains and ordinates
are thus suitable piecewise modifications. They have successfully reduced the
temporal variations of product mean values below the level of the statistical
variations in all cases where the temporal variations of the meteorological
boundary conditions did not drive the amplifier or the tape recorder into
saturation.
The piecewise correlation technique provides a new tool that can distin-
guish between statistical and temporal variations of product mean values. The
statistical variations are due to the still uncancelled noise and the temporal
fluctuations are caused by a temporal change in meteorological boundary condi-
tions. We recommend continuing the present studies of noise elimination in
the presence of time dependent meteorological boundary conditions. Particular
emphasis should be given to the temporal variations of product mean values
which are caused by changes in aerosol concentrations, optical background fluc-
tuations, variations of wind speeds and changes of wind direction.
The above recommendation is based on the technical problems that were
encountered in our first cross beam field tests. These problems and the pro-
posed solutions may be described as follows.
Temporal variations of local scattering process were frequently observed
under clear skies which are so large that both the a.c. amplifiers and tape
recorders are driven into saturation. Amplifier saturation is being reduced by
installing a new coupling circuit with a stepwise variable time constant that
is triggered by the incoming signal. Tape recorder saturation will be elimin-
ated by replacing the analog recorder with an on-line digital data logging
system.
Temporal variations of the optical background radiation were caused by
distant clouds and haze which drift through the photometer's field of view.
The associated background noise far exceeds the signal contributions from the
desired target layers and may be so large that it cannot be-reduced sufficiently
by integration of products. In crossed beam tests these background fluctua-
tions have been suppressed by pointing the telescopes to the horizon beneath
the cloud level. Infrared photometer systems are now being assembled which
should suppress the background fluctuations by setting the monochromator band-
pass to a spectral region where the optical path length terminates below the
cloud level.
Temporal variations of wind speeds have often caused the dominant tem-
poral variations of product mean values. One promising approach to eliminate
noise in the presence of speed fluctuation is to replace the photometer output
with its time derivative. The correlation of time derivatives is presently
being employed to retrieve the probability density of wind component fluctuations.
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Large temporal variations of wind directions change the altitudes where
the common signals originate. A single-beam fan arrangement is being assembled
which sets a fan of six narrow fields of view by mounting a plurality of photo-
diodes in the focal plane of the collector optics. A new piecewise correla-
tion program is being coded for multichannel operation to process the output
from several detectors simultaneously. The fan system will then be used to
study the altitude distribution of the common signals and the restrictions on
altitude resolution that are imposed by large wind direction changes.
A successful elimination of noise in the presence of time dependent
meteorological boundary conditions would provide an opportunity to extend
remote detection techniques to the description of dynamic phenomena such as
winds and turbulence. In particular, the theory of a rapid scanning crossed
beam system [Krause, et al., 1966] indicates that wind and turbulence profiles
could conceivably be monitored in real time with a single flyby. Furthermore,
a crossed beam system which is mounted on an airplane or a satellite moves so
rapidly that temporal variations of wind speed and wind direction should no
longer interfere with the noise elimination [St. John and Blauz, 1968]. Our
recommendation for future studies is therefore to develop piecewise correla-
tion techniques and onboard computer systems for rapid scanning remote detec-
tion devices such that space and time variations of optical and meteorological
phenomena might be monitored in real time in regions where balloons are not
available.
We hope to continue our present field test programs to collect design
information that could be used for the development of rapid scanning remote
detection devices. The long range objective of these field tests is to
isolate the space time variations of local emission, absorption and scatter-
ing processes at various altitudes and to determine the irreducible amount of
noise which is imposed by the variations of the meteorological boundary condi-
tions. The design of airplane instrument packages and of on-line computer
systems should be initiated as soon as the results of the continued field
tests indicate the feasibility of such a step.
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FIELD TESTS OF THE OPTICAL CROSS-BEAM SYSTEM
V. A. Sandborn
Colorado State University
ABSTRACT
Recent detailed evaluation of the use
of an optical cross-beam system to measure
convective wind velocities are reported. Low
level measurements, where the optical system
is looking at either the earth surface or
cloud banks, are demonstrated. Further in-
formation on the nature and scale of the light
fluctuations is reviewed.
1. INTRODUCTION
The measurement of convective wind speeds with the optical cross-beam
system is demonstrated by Montgomery (1969). These preliminary measurements
were limited to clear skies at elevations of 61 meters or greater. Operation
of the optical system under cloudy skies had proven difficult, due to the ex-
treme large variation in light intensity. In recent experiments it has been
found that sufficient light fluctuations are present at low levels to allow
operation even against distant cloud backgrounds. The present paper demon-
strates the operation of the optical system during the cloud conditions.
2. FIELD TESTS
Field tests of the ground based cross-beam system were conducted at a
Colorado State University meteorological field site on the St. Vrain Creek in
northeastern Colorado. The general location is in the North Platte River
Valley. It is located approximately 15 miles east of the first pressure rise
of the Rocky Mountains. A 61 meter high tower is set up at the site.
The optical instruments and general arrangement of the equipment are
reported by Montgomery (1969). (See first paper, Section 8, this volume)
2.1 Measurements with Ground and Cloud Backgrounds - The report of
Montgomery (1969) has demonstrated the operation of the cross-beam system for
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ideal sky conditions. Current measurements are presently being conducted to
evaluate the system operation during adverse light conditions. Two conditions;
one looking at distant hills and the other looking at distant cloud banks,
have been investigated. At low levels the amount of light fluctuation due to
scattering is much greater than at high levels. Thus, the cross-beam system
is found to give good results for these two adverse conditions.
The magnitude and frequency of light fluctuations are found to change
with time and from day to day. However, at no time are the fluctuations found
to be absent. Figure 1 shows a typical trace of the fluctuations in light seen
by a telescope. Figure 1 is from a telescope looking in a south direction at
an elevation of 520 12' above the horizon. The light fluctuations are from a
band of 4500 to 6500 A in optical wave length. Figure 2 shows the energy spec-
tra of the light fluctuations measured both for the trace shown in Figure 1
(noted as Unit No. 1 on Figure 2) and for the second telescope that was looking
into the north sky. The spectral function is defined as
J F(f) df = 1 (1)
o
2
1
0
-1
-2
Time --
Figure 1. Typical light intensity fluctuations.
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Figure 2. Spectra of light fluctuations.
Using the Taylor turbulent scale definition
oo
0
Lx / R xdx (2)
o
together with the Fourier transformation
0o
F(f) = 4 R cos fxdx (3)f x --- U
o
where R
x
is the x-distance correlation and U is the wind velocity, the
turbulent scale may be written as
F(o)U
x 4(4)
where F(o) is the value of F(f) at zero frequency. The spectrum curve of
Figure 2 does not go to zero frequency; however as a first approximation the
maximum value of F(f) might be used. For Unit No. 1 4F(f) F(o) = 3
max
For a wind velocity of approximately 15 meters/sec measured with cup anemome-
ters at the time the recording was taken,equation (4) gives a scale length of
11.2 meters. This indicates that the fluctuations athat dominate the record of
Figure 1 come from heights of the same order of magnitude as the turbulent
scale. Thus, the major part of the fluctuations most likely come from the
first 10 or 20 meters in the atmosphere.
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Figure 3 shows an autocorrelation curve for the signals of Figure 1.
Using the transformation, Ut = x , the autocorrelation is equivalent to the
space correlation Rx . Evaluation of Lx from equation (2) and the auto-
correlation curve give a scale of 10.8 meters, which is in good agreement with
the spectrum measurements. The autocorrelation curve falls to zero correla-
tion after 5 seconds, indicating information on scales as great as (5 x 15) 75
meters are contributing to the signal. Thus, there is information in the light
fluctuations from high elevations as well as from the lower levels.
Figure 4 shows a cross-correlation curve for the two light beams operating
parallel to the ground. Both beams are looking at the distant hills beyond the
river valley. The cross-correlation was obtained with a Princeton Research
Associates time correlator. The two beams are separated by a distance of 67.8
meters. The common volume of the two beams is 209.8 meters. This is a very
large volume of common intersection; however, the cross-correlation coefficient
reaches a maximum of 0.10. The small correlation coefficient is due to the
large magnitude of background fluctuations which are not correlated. The delay
time to peak correlation agrees well with the observed wind velocity of approx-
imately 10 meters per second. This run shown in Figure 4 was taken on a very
cloudy day. If the overall light level were fluctuating along with the local
levels seen by the beam, a peak in the correlation curve would also be observed
at zero time delay. Zero time delay peaks have been observed for runs such as
shown in Figure 4.
Unit No. I
0.5
Oi
~~0 5~~~~~~
Delay Time, seconds
Figure 3. Autocorrelation of the light fluctuation.
c
0o
05 0 15
Delay Time, sec.
Figure 4. Cross correlation for two beams separated by 67.8 meters and
parallel to the ground at a height of approximately 3 meters.
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Figure 5 shows a cross-correlation curve for the two light beams
operating at a low level of elevation (No. 1 Unit 60 28', No. 2 Unit 70 54').
The height of theircommon intersection point is 13.1 meters. The two beams
are separated by 67.8 meters. Both beams are looking into clouds. Although
the light fluctuations were very large for this particular test run, the peak
of the cross-correlation curve is at the right time for a wind velocity of
approximately 5 meters per second. One of the major difficulties encountered
with the cross beam application to the atmosphere has been the large dynamic
range of the light fluctuations. The present electronic operation of the
photodiodes is not adequate to handle large fluctuations caused by clouds.
Only near the surface, where there are large local light fluctuations, can the
instruments be operated in the presence of clouds. Modification of the elec-
tronic circuits should improve the operation of the system in the presence of
clouds.
0.146
0Fu O 20 correlai i e, se 
Deelay Time, sec r
Figure 5. Cross correlation for two beams separated
by 67.8 meters at a height of 13.1 meters.
3. RECOMMENDATIONS
The cross-beam technique has been demonstrated to measure convective
velocities of the wind under specific conditions. It is important to keep in
mind the fact that this technique may be employed with almost any atmospheric
sensing instrument. The correlation technique could produce a convective ve-
locity for any tracer that can be sensed by optical, infrared, or micro-wave
techniques.
3.1 Continuing Studies - The optical cross beam system is presently
being compared with cup anemometers. The system will be developed and eval-
uated by a means of measuring local velocity distributions above the surface.
3.2 Future Studies - The optical cross beam system should be able to
evaluate a great deal of information about the turbulent structure of the
atmosphere. Further studies of the measurement of the scale of turbulence
from cross correlation data will be undertaken. The cross beam measurements
are to be compared with turbulence evaluated from hot-wire anemometer data.
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3.3 Special Facilities - The field tests are being run through the
joint cooperation of NASA and ESSA. Further studies will be conducted at the
ESSA Gun Barrel hill site. A special digital converter system is being devel-
oped to improve the evaluation of the measurements.
4. CONCLUSIONS
The cross beam optical system has been proven as a technique to measure
convective winds in the atmosphere. It is also demonstrated that low level
winds can be measured using either surface or cloud backgrounds. Further de-
velopment of the instruments should make it a very flexible measuring tool.
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ABSTRACT
The properties of sferics--the electric
and magnetic fields generated by electri-
fied clouds and lightning flashes--are
briefly surveyed, the source disturbance
and the influence of propagation being ex-
amined. Methods of observing sferics and
their meteorological implications are dis-
cussed. It is concluded that close obser-
vations of electrostatic and radiation
fields are very informative, respectively,
upon the charge distribution and spark pro-
cesses in a cloud; that ground-level sferics
stations can accurately locate the positions
of individual lightning flashes and furnish
valuable knowledge on the properties of the
discharges; but that satellite measurements
only provide general information on the
level of thundery activity over large geo-
graphical regions. It is recommended that
simultaneous investigations of sferics and
other--possibly associated--meteorological
phenomena be encouraged and that immediate
consideration be given to the establishment
of a National Sferics Facility; this would
consist of a network of ground stations cap-
able of locating every lightning flash in
the U.S.A. as it occurs.
1. INTRODUCTION
In meteorology "sferics" studies are usually considered to involve inves-
tigations of the electromagnetic signals radiated by distant lightning flashes,
and to have as their prime objective the location of the positions of the
flashes. Most of this review will be concerned with such studies. However,*
some attention will also be given to observations of the electrical field-
changes generated by close lightning, and to investigations of the fields
accompanying electrified clouds but not directly associated with lightning
occurrence.
In accordance with the request of Professor David Atlas, Chairman, Panel on
Remote Atmospheric Probing.
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It is usual to define the electric moment M of an electrified cloud by
M= 2 Z qh where the summation involves every elementary charge q, at altitude
h, associated with the cloud. If the net electrification of the cloud can be
represented by a point charge Q at a height H then the vertical electrostatic
field, E
s
, produced at the surface of the earth by the cloud is given by
E =1 2QH 1 M 1 M for H<<D
E= =-~ ( for H<<D (1)s 4TeF (H2 + D2)3 /2 4 TEo (H2 + D2)3 /2 47o\D /
where D is the distance along the ground from below the cloud to the point of
observation, and Eois the permittivity of free space. When either Q or H are
changing rapidly then--in addition to the electrostatic component Es--the
electric field, Et, at time t has appreciable induction (EI) and electromagnet-
ic radiation (ER) components. An approximate representation is
1 Mt dMt/dt d2 M/dt
Et = Es + EI + ER o D cD c + (2)R 4E 3 cD2 c2D
where c is the velocity of light, and retarded values at time (t - D/c) are
used for Mt. Equation (2) is a useful guide to general behavior but is of
limited applicability. It involves implicitly the assumption that D is appre-
ciably greater than the dimensions of the cloud. Also if X is the wavelength
of any electromagnetic radiation described by Eq. (2) then X should consider-
ably exceed the length of the radiating channel involved; in practice this im-
plies that the validity of Eq. (2) decreases rapidly for X less than about
10 km (frequency greater than 30 kHz). Equation (2) applies to an infinite
vacuum half-space above a perfectly conducting ground; it will thus be in-
creasingly modified with increasing distance by the finite electrical proper-
ties of the earth and the effect of the ionosphere. The ionosphere has the
influence-very important in sferics studies--of channelling radio signals at
some frequencies around the earth.
It is instructive to note that if Mt is assumed to alter at a frequency f
then the three terms in Eq. (2) are equal in magnitude when D = c/2 rf. Thus at
10 k Hz, ER willdominate in Eq. (2) for D greater than about 5 km; at 100 Hz
on the other hand E
s
will still be the largest component for D < 450 km.
Sfericssignals are naturally emitted from electrified clouds and are
therefore in themselves meteorological information.* A received sferics
signal consists of the original source disturbance subsequently modified
during propagation. Close to the origin the propagational effects will be
slight; the source characteristics are relatively uncontaminated, and since
these characteristics are complicated a variety of observational techniques
must be employed if they are to be accurately defined. Propagation tends to
eliminate or to smooth out many of the source characteristics so that as dis-
tance increases sferics become more uniform and so--in consequence--do the
techniques for their observation. Some of the source effects are preserved to
very great distances, but with others their identification becomes difficult
if the length of the propagation "filter" is large.
This is not always appreciated by meteorologists.
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For the above reasons it is convenient to consider separately close and
distant sferics observations, and to divide the latter category into ground-
based and satellite measurements. However, before these topics are discussed,
it is appropriate to present some established and relevant background informa-
tion.
2. BACKGROUND INFORMATION
2.1 Thunderstorm Behavior
The characteristics of thunderstorms relevant in sferics studies have
been reviewed by Dennis (1964) and--more briefly--by Pierce (1967a). Most
theories of thunderstorm electrification envisage a time of some 10 to 30 min-
utes as elapsing between the onset of unusual electrification in a developing
thundercloud and the occurrence of the first lightning discharge. This develop-
ment time is in agreement with electrical observations. The electrification
develops in active cells; each has a diameter of perhaps 6 km but the most in-
tense activity is often more concentrated. A cell has a typical lifetime of
some 30 minutes; during this time the flashing rate within the cell varies from
under one per minute to a maximum which is usually less than 10 per minute but
which can be as high as 50 per minute. An average flashing rate is about 3 per
minute.
Electrically active cells may occur anywhere within a complex having a
diameter of some 30 to 40 km. The complex essentially defines the thunder-
storm extent. Within the complex the flashing rate does not differ greatly
from that for a single cell since it is rare for more than two cells to be
active simultaneously. In most synoptic circumstances complexes are separated
by about a hundred kilometers; sometimes they are disposed along a frontal sys-
tem thus producing a line storm situation which may persist for a day or more.
During the build-up period prior to the first lightning flash only minor
sparks--by definition--occur within the cloud. Thus the transient E1 and ER
fields (Eq. 2) will be small, but the semi-permanent Es field can be large.
2.2 Lightning Flashes
A thundercloud normally contains a net positive charge in its upper
portions while the base of the cloud is negatively charged. These are two
common types of lightning discharge--the flash to ground and the intracloud
discharge. The former usually removes negative charge to earth, while the
intracloud flash tends to neutralize the overall electrification of the cloud
either by upward movement of the lower negative charge or by downward motion of
the upper positive charge.
The electrical effects accompanying a lightning discharge are of consider-
able duration. For both flashes to earth and intracloud discharges, the aver-
age duration exceeds 0.25 s. During most of this time leader processes are
occurring. These involve the advance of a charge-carrying channel by a series
of comparatively minor sparks which occur in rapid succession. The most
intense of these minor sparks are the well-known "steps"; these are often
present during the advance, from the base of the cloud to the earth, of the
leader-streamer which initiates the flash to ground. Usually--and particular-
ly for streamer processes within a cloud--it is difficult to distinguish the
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electrical signal associated with each small spark involved in advancing the
streamer; it is only the aggregate electrostatic effect or the radiated electro-
magnetic "noise" that can easily be recognized.
If an advancing charge-carrying leader encounters a concentration of
charge of opposite sign, there is a rapid recoil surge of current backwards
along the advancing channel. The electrical and luminous effects produced by
such surges are readily identified. In the case of intracloud discharges, the
phenomena accompanying the sudden surges are described as K changes. These are
pronounced but far more intense effects accompany the return-strokes of the
flash to ground. In an earth discharge, the initial leader-channel carries
negative charge downward from the cloud. When contact with the ground is made
a very intense upward surge of luminosity towards the cloud occurs; this is a
return-stroke. There may be several return-strokes contained within a flash to
earth. During the intervals between return-strokes it is believed that leader
streamers carrying positive charge probe into the cloud from the upper part of
the channel energized by the return-stroke. If such a positive leader encount-
ers a medium sized concentration of negative charge within the cloud, there is
a recoil streamer giving a K change. Occasionally the recoil may be suffici-
ently intense to extend as far as the ground; in these instances the recoil
streamer is known as a dart leader. In its passage, the dart leader recharges
the original channel negatively, so that when the dart reaches the earth the
conditions are suitable for another return-stroke to surge upwards. It is
noteworthy that K changes are present both for intracloud discharges and for
flashes to earth (between return-strokes or after the final return-stroke).
On the other hand true return-strokes only occur for the discharge to earth,
since it is solely in this case that one extremity of the spark is a large
homogeneous, good, electrical conductor.
Equation (2) shows that at close distances and extremely low frequencies
the field-change is dominated by the electrostatic component. However for D
greater than some 15 km and frequencies exceeding 3 kHz, it is the radiated
field that is important. The structure of the electromagnetic radiation due to
a single discharge shows interesting variations with frequency; these are
illustrated in Fig. 1. [Pierce (1967b)]. At VLF (3-30 kHz) the pulses are
discrete and are generated principally by return-strokes or recoil streamers
(K-changes). As frequency increases so does the number of pulses per flash to
reach a maximum of about 104 per discharge at a frequency in the VHF range
(30-300 MHz); the disturbance accompanying the flash is then quasi-continuous.
With a further increase in frequency there is a sharp decrease in the number
of pulses, until at centimetric wavelengths (radar-GHz) the pulses are again
well separated and associated with macroscopic features such as return-strokes.
Peak pulse amplitudes are reached, for4a flash to earth, at about 5 kHz. With
increasing frequency up to at least 10 Ml1z there is a general decrease in
amplitude which approximately follows an inverse frequency dependency; how-
ever over substantial sections of the spectrum between 10 kHz and 104 MHz
there are probably appreciable deviations from this simple law. Figures 2 and
3 which are taken from a recent review by Oetzel and Pierce (1968) illustrate
the amplitude variation with frequency of the radio emission from close light-
ning. The results--which represent information from several sources--have
been normalized to a distance of 10 km. Figure 2 represents the amplitude
spectrum, S(f), while Fig. 3 is the peak amplitude, ep, for a receiver of
bandwidth of 1 kHz. The relation between S(f) and ep is complicated; however,
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Figure 2. Amplitude Spectra of Return-Stroke Pulses.
600
E. T. PIERCE
Fig. 2 can be appoximately interconnected to Fig. 3 if the ordinate scale of
Fig. 2 is multiplied by 103 . Note that Fig. 2 represents the spectrum of the
return-stroke pulse; at 5 kHz this exceeds the spectrum of a K change pulse
by more than an order of magnitude, but at 100 kHz the two spectra are much
more comparable.
The behavior of the radio emissions from close lightning may be sum-
marized by stating that a multitude of subsidiary sparks of many different
types is involved: the larger the current peak in a given type of spark,
the longer the energized channel, the lower the frequency at which peak
signal is radiated, and the less frequent the occurrence of the particular
kind of spark. High current channels tend to be orientated vertically
(especially the return-stroke); minor subsidiary discharges are, however,
much more randomly disposed.
2.3 Propagation Effects
If sferics signals are to reach ground receivers at great distances from
the thunderstorms generating the sferics then the propagation must be almost
entirely by ionospherically reflected rays. This implies a restriction to
frequencies below the HF bank (3-30 MHz). At HF and MF (0.3-3 MHz) there are
very considerable temporal variations in long distance radio propogation and
losses are always substantial; at still lower frequencies, however, there are
two frequency ranges, of especial importance in sferics studies, at which
propagation conditions are relatively stable and attenuation is minimal.
For frequencies below about 100 kHz radio signals travel between the
earth and the lower ionosphere as in a quasi-waveguide. The variation in
signal strength E (mv/m) with distance D, can often be approximated when D is
large by the equation
E 300 a sin (D/a) exp (-cafD) (3)
In Eq. (3), X is the wavelength involved, a is the radius of the earth, h the
effective width (earth-ionosphere) of the guide, P the radiated power from
the flash (kW). The attenuation coefficient a depends principally on
frequency, f, but is also affected by the electrical characteristics of the
earth and lower ionosphere; by the temporal changes that occur in the iono-
sphere; and by the orientation of the propagation path with respect to the
geomagnetic field. Usually af has two pronounced minima which occur in the
frequency range of 10 to 30 kHz and at frequencies below about 300 Hz; this
behavior is illustrated in Fig. 4b. If the source disturbance has the
spectrum shown in Fig. 4a, (for a typical return-stroke pulse), then the
frequency-selective propagational attenuation tends to remove components at
frequencies above 30 kHz and between 300 Hz and 10 kHz. Thus the sferic
received from a distant lightning flash tends to consist of distinct VLF and
extremely low frequency (ELF) signals The propagation is dispersive with the
VLF signal traveling the more rapidly; thus a sferic as recorded using a
broad-band system (Fig. 4c) consists of a VLF oscillation succeeded by an ELF
perturbation (sometimes known as the "slow tail").
With the advent of satellites sferics propogation through the ionosphere
has obviously become of importance. Radio signals can penetrate the iono-
sphere if their frequency exceeds the ionospheric critical frequency fc;
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f is normally a few megahertz. Penetration is also possible for some fre-
quencies less than fc by means of the whistler mode. In this mode of propa-
gation the signals travel in a guided fashion along geomagnetic field lines.
Whistler mode propagation is particularly effective at VLF. The main propa-
gation is along the earth-ionosphere waveguide but there is a continual leak-
age from the upper boundary of the guide into the whistler mode.
At frequencies exceeding fc where penetration of the ionosphere is
possible the attenuating and other effects of the ionosphere decrease in
magnitude as f increases. However, it is likely that f must be more than 100
MHz at least before the influence of the ionosphere can be ignored and the
propagation considered as line-of-sight. When f is not much greater than fc
(say 4 fc > f > fc) the ionosphere acts in an interesting way to limit the
ground area from which sferics signals can be received in an overhead satel-
lite. For oblique upward radio propagation with an angle of incident p upon
the ionosphere penetration occurs if f is greater than f sec. It follows
that a satellite at height x will be receiving signals from an area Af below
given approximately by
Af = x(( f) (4)
3. SFERICS OBSERVATIONS OF CLOSE LIGHTNING
The techniques [Chalmers (1967)] for studying the electric and magnetic
signals generated by a nearby lightning flash are so diverse and specialized
that their description must inevitably deal in generalities if it is not to
be intolerably prolix. When a thunderstorm is close the difficulties im-
posed by the unpredictability, in position and time, of lightning occurrence
are most pronounced: the relative size of the electrostatic, induction, and
radiation field components changes very rapidly with distance and with the
frequency band at which observations are being made: the time resolution
required ranges from much less than a microsecond for certain features of the
discharge (e.g. the return-stroke pulse), to perhaps a second if the overall
effects of flashes and thunderstorms are being investigated: while the dyna-
mic recording range must be large embracing, for instance, currents of from
tens of amperes (in leader stages) to well over 104 A (return-strokes).
A common practice among investigators of close lightning is to employ
broad-band equipment which either extends in frequency response from a
fraction of a cycle per second to an upper cutoff at a few kHz, or responds
to a higher frequency range (possibly 3-300 kHz). With the former frequency
coverage the recprded fields and field-changes essentially represent the
electrostatic component and can therefore be interpreted in terms of charge
magnitudes and locations: however, if the higher frequency range is selected,
the signals are dominantly transient radiated fields and their examination
is thus primarily informative upon spark characteristics (especially when
individual pulses such as those due to K processes or return-strokes can be
identified). Simultaneous recording using two broad-band but separated
frequency ranges can be particularly instructive [Kitagawa and Brook (1960)].
At frequencies exceeding perhaps 1 MHz noise interference usually precludes
wide band recording except at certain ideal sites. Narrow band experiments
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give useful but restricted information.
Much valuable knowledge regarding thundercloud electrification can be
derived from observations of the field variations occurring during the course
of a storm but not generated by or coincident with lightning. This fact is
apparent in the pioneer electrostatic field measurements of C. T. R. Wilson.
It has long been realized that as the electrostatic fields grow during the
developmental stage of a thunderstorm magnitudes will be attained at which
points at the surface of the earth will break into corona; corona and micro-
sparking can also occur for drops within the cloud. Such minute discharges
generate radio emissions [Pierce (1962)]; these have been experimentally
detected, at frequencies of some tens of megahertz, from thunderclouds
several minutes before the first lightning flash, [Zonge and Evans'(1966)] and
even from shower clouds which never develop into thunderstorms [Sartor (1964)].
In sferics studies of close lightning, there are many modern ways of
improving basic techniques. Appropriate antenna arrays can be employed at
the higher frequencies, while the use of broad-band tape recorders is especi-
ally profitable in that it enables sferics signals to be processed at leisure
in several ways long after the occurrence of the thunderstorm. Simultaneous
measurements at several ground stations have some advantages; these can be
extended to the height dimension with aircraft, balloons, or rockets. How-
ever, the complexities of interpretation are sometimes such that more is lost
by multi-station work than is gained; this is particularly so if redundant
information is being obtained.
It is evident from the preceding paragraphs that observations of the
signals from close lightning is rarely a routine matter, and that the optimum
techniques to be used largely depend upon the primary objectives of the indi-
vidual experimenter. Perhaps the only simple instrument by which useful data
on some electrical characteristics of local thunderstorms can be routinely
obtained is a lightning-flash counter. These instruments count whenever the
incoming signal produced by a lightning discharge exceeds a certain threshold
ET; ET can be statistically related to an effective counter range R. Counters
must never be regarded as precise instruments but they can yield valuable
information, especially if counters of identical design are employed under
similar circumstances at different geographical locations. Horner (1967),
for example, has demonstrated how counter results can establish the diurnal
variation of lightning activity, and can be used to refine and to replace the
common meteorological statistic of the thunderstorm day.
4. SFERICS OBSERVATIONS OF DISTANT LIGHTNING
4.1 Ground-Based Techniques
An atmospheric received at a ground station from a distant thunderstorm
consists predominantly of VLF and ELF components (Fig. 4c). Methods-- of
various levels of refinement--for recording such atmospherics are well estab-
lished. In meteorology, networks of VLF sferics ground stations have been
very extensively and profitably used [Horner (1964)] to determine the posi-
tion of the original lightning discharge responsible for an atmospheric
incident over the network, and thus to track thunderstorms. The flash is
located by analysis, either of times of arrival, or of bearings recorded, for
the incoming sferic at each network station.
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Considerable efforts have been made to develop methods whereby the
origin of a sferic can be established from a single station. The approach is
usually to combine a bearing observation with the measurement of some distance-
dependent characteristic of the incoming atmospheric. The techniques of
Frisius, Heydt, and Volland [see for example Volland (1965)] are especially
sophisticated; using these techniques the distribution of amplitudes and group
time delays for incoming atmospherics can be recorded as a function of azi-
muth and frequency, and the information then analyzed to give thunderstorm
positions. Even with this refined approach, however, the accuracy of the
results obtained is much less than that achieved by a multi-station fixing
network.
Studies of the characteristics of VLF sferics that have traveled a long
distance tend to be more informative on radio propagation at VLF than on the
source disturbance. However, some meteorological data can be obtained. Most
VLF sferics can be identified as originating in return-strokes or K streamers,
and sferics measurements such as amplitude and phase spectra can be analyzed,
after allowing for the propagational modifications, to yield estimates of the
form and magnitude of the current surges in the corresponding source pulses.
Information on the relative magnitudes and time separations of the individual
return strokes and K processes in discharges is fairly easily obtainable, and
this information can be applied to determine whether a sequence of VLF sferics
was generated by an intracloud discharge or by a flash to earth.
Investigations of sferics at ELF ("slow tails") have been surprisingly
neglected in recent years; there are present signs, however, of a revived
interest Hughes (1967) ] . Bearing information can be obtained just as
effectively at ELF as at VLF. Furthermore, since propogation at ELF depends
less on variations in ground conductivity, path orientation with respect to
the geomagnetic field, and temporal changes in the ionosphere, than does VLF
propagation, it is easier to allow for the propagational modifications when
attempting to extrapolate back to source properties.
There are two specialized aspects of sferics studies which merit at
least passing mention. Several stations at various locations in the world
monitor radio noise at selected frequencies [ITU (1964)]. The results from
the radio-noise stations can be used to determine crudely the temporal varia-
tions in position and strength for the main global thundery areas. Similar
approximate information can be deduced from investigations of the Schumann
resonances. These resonances of the earth-ionosphere cavity, which occur at
frequencies of about 8, 14, 20, 26 Hz and upward, are excited by lightning
flashes. The strengths of the resonances at a given station are related to
the rate of occurrence (activity) of the discharges, and their locations
with respect to the observing point.
4.2 Satellite Techniques
Sferic measurements in satellites have great apparent attractions but a
little consideration soon reveals their very real limitations. The radio
signals that contain most information about the lightning source are those at
the lower frequencies (especially in the VLF band.); it is these frequencies
that are most influenced by the propogation through the ionosphere, so that
much of the source information is lost. For signals at frequencies (above)
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perhaps 100 MHz), that are relatively unaffected in their passage through the
ionosphere, the original radiation is of low amplitude (Fig. 3), and contains
only crude information on the lightning flash.
The flashing characteristics of a cell impose severe restrictions on the
effectiveness of the surveillance of individual thunderstorms by low-
altitude (say 1000 km) sferics satellites. For such satellites the orbital
speed is about 7 km/s; thus with an antenna system resolving a cloud area
comparable with that of a thunderstorm cell the area is only monitored for
about a second. Since the interval between flashes is typically 20s, one
second is a time quite insufficient for a cloud to be identified as thundery
or not.
High altitude--stationary would be 37,000 km -- orbits, in conjunction with
elaborate antenna scanning systems might enable fairly small areas of the
earth's surface to be examined. However, at 37,000 km sferics signals must
be identified within a framework of strong background noise. There may be
advantages in using optical (H a) sensors but the discussion of these is
beyond the scope of this report.
Summarizing, sferics satellites seem incapable of yielding useful infor-
mation on individual lightning flashes or thunderstorms. They can monitor
large areas (diameter ca 1000 km), and hence determine approximately the
degree of thundery activity within these areas. Thus the main potential use
of sferics satellites is in improving our knowledge of temporal variations in
the strengths and positions of the main global thunderstorm regions.
Sferics sensors in satellites might operate either at VLF, HF, or VHF.
At VLF the source radiation is strong, but propagation is by the whistler
mode so that the received sferic penetrates the ionosphere along the geomag-
netic field line through the satellite position; before entry into the iono-
sphere the sferic propagates, from the originating lightning discharge, below
the ionosphere in the earth-ionosphere quasi-waveguide. This complicated
path entails difficulties in identifying the location of the lightning flash
generating the sferic. The geomagnetic path control has some remarkable
implications; for example, a satellite 1000 km above the equator would tend
to receive VLF signals from equatorial thunderstorms via a path below the
ionosphere as far as a latitude of 200 Nor S, and then through the ionosphere
along the appropriate field line.
At HF the sferics signals received in satellites above the ionosphere
are well above the ambient background in strength. The ionosphere itself
defines the area upon the surface of earth that is being monitored (Eq. 4).
If several narrow-band receivers tuned to various frequencies within the HF
band are employed then the recorded noise can be associated with different
areas and the value of the results enhanced. A multi-frequency experiment of
this kind, presently being carried on the Ariel III satellite, is already
yielding useful data [Bent (1968)]. One aspect of HF sferics sensors is that
the results are equally revealing upon the characteristics of the ionosphere
as upon those of the thundery activity beneath. Indeed, if the latter infor-
mation is to be deduced then the ionospheric effects must first be reliably
estimated.
The main drawback to using sensors at frequencies ( > say 100 MHz)
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essentially unaffected by passage through the ionosphere is the low ratio of
sferics signal to other noise. This other noise can be of cosmic, solar,
terrestrial (thermal) or manmade (including receiver) origin. Pierce (1967a)
has estimated that for a satellite at an altitude of 1000 km the signal/noise
ratio deteriorates from about 10/1 at 100 MHz to perhaps 2/1 at 600 MHz; this
decrease is principally due to the drop in the lightning signal as frequency
increases (Fig. 3). If the satellite altitude becomes greater the signal/
noise ratio becomes less; this is because, at best the sferics signal varies
inversely with distance (Eq. 2), while several noise sources (cosmic, solar,
receiver) are independent of distance.
It is perhaps appropriate in this section to query whether sferics
satellites are really necessary since the information they can supply is pos-
sibly being already obtained by other satellite experiments. For example,
there are indications that large-scale thunderstorms with massive convection
can be identified from cloud-photographing satellites. This identification
might become more positive, if comparisons were made between the cloud
photographs and the considerable amount of sferics data that has already been
obtained in satellites (Lofti, Ogo, Alouette, Ariel, etc.). Certainly this
comparison should be performed before elaborate schemes for specialized
sferics satellites are considered.
5. METEOROLOGICAL INFORMATION POTENTIALLY OBTAINABLE FROM SFERICS.
Sferic observations can furnish direct information on the electrical
characteristics of individual lightning flashes, and on the temporal changes
in the level of electrical activity for single thunderstorms or for thundery
regions. They can also be used to locate the positions of active storm
centers. Non-electrical meteorological information can be deduced from sferics
results, but the validity of such deductions is often questionable since the
degree of association between electrical and other meteorological phenomena
is seldom well established, and may indeed in many instances be very slight.
Three classes of sferics observations have been identified in the prece-
ding text. Of these, satellite measurements seem primarily capable only of
improving our climatological knowledge of the main global thundery regions.
However, such information, which essentially establishes the spatial and tem-
poral variations of thunderstorm activity, has important basic and applied
implications. In the former category, the most obvious use is in improving
our definition of the qualities of the global thunderstorm generator control-
ling the universal aspects of atmospheric electricity. Again, in the basic
field, accurate knowledge of thunderstorm climatology may assist our under-
standing of the general atmospheric circulation and of the distribution of
atmospheric contaminants since it is possible that the large convective clouds
of intense thunderstorms play a vital role in exchanges between the tropo-
sphere and the stratosphere. Practical applications of satellite sferics
measurements tend to be non-meteorological; two such applications are in im-
proving the estimation of atmospheric noise interference to radio communi-
cation, and in establishing approximately the optimum degree of lightning
protection required for electrical power transmission lines to be located in
remote areas of the world.
Ground-level sferics techniques can locate the positions of individual
lightning flashes and therefore of active thunderstorms, while the examina-
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tion of incoming sferics is informative upon the electrical characteristics of
the flashes in storms. Radio noise and Schumann resonance measurements give
information on the locations and strengths of active thundery areas, comparable
in refinement with that obtained by satellite techniques; however,-a VLF sfer-
ics network yields incomparably more accurate fixes. This improved location
precision enables VLF sferics data to be applied in ways for which cruder
results would be unsuitable. Among these uses are the selection of optimum
safe routing for aircraft, and the estimation of forest fire hazards after
lightning strikes. A standard VLF sferics network with station separations of
the order of 1000 km can continuously locate lightning flashes, and record the
waveforms (for example) of the corresponding sferics, over a region with a
dimension of several thousand kilometers. The pulses within the individual
sferics can be usually recognized as due to return-strokes or K processes;
consequently, an identification with intracloud or cloud-ground discharges can
be established. Detailed examination of the time separations and structure of
the pulses yields some estimate of the currents and charges involved in the
sferic (flash). Flashing-rates can obviously be derived for individual thun-
derstorms, and lead to estimates of the violence of the storm; this in turn is
possibly related to such specialized meteorological phenomena as the occur-
rence of unusual hydrometeors (large hail). It is especially interesting to
note that thunderstorms containing active tornadoes could perhaps be identi-
fied by distant sferics measurements, since tornadoes appear to produce very
high flashing rates and to possess an unusual spectral distribution, in the
VLF and LF bands, of the sferic source disturbance [see for example Jones
(1965)].
Observations of close thunderstorms are naturally more informative on
thunderstorm characteristics than are measurements at a distance. All the
knowledge that can be deduced from records of distant VLF sferics, and more,
can be determined from short range observations of radiation fields. This VLF
information is enhanced by measurements of the electromagnetic radiation at
other radio frequencies which propagate relatively poorly so that the signals
are readily detectable only close to the source. Observations of radiation
fields over a very wide frequency range are necessary in order to build up a
complete picture of all the spark processes associated with lightning. At
short distances ionospheric influences are unimportant; it is thus possible
by employing suitable antenna arrangements to determine the polarization and
hence the orientation of a large discharge channel. Electrostatic fields are
only dominant (Eq. 2) when D is small. Records of such fields are by far the
most direct way of estimating the magnitudes and heights of the charges in
a thundercloud and the manner in which the electrical activity varies with
time; this includes the growth phase before the first lightning flash. The
radio emissions during the growth phase are potentially informative on the
development of micro-discharges (for example between water-drops) within the
cloud; however, these emissions are very weak and therefore difficult to study,
while their identification with specific processes involving cloud consti-
tuents is not yet definitely established. Indeed the latter deficiency
applies very generally; little is known of the association, if any, between
electrical characteristics and other thunderstorm information such as height,
rainfall-rates, updrafts, et cetera.
6. DISCUSSION AND SUGGESTIONS FOR FUTURE WORK
There are many facets of sferics that have been thoroughly investigated;
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there are others that have been extensively studied but still merit further
examination; while some aspects have been relatively neglected. This section
will discuss the extent of our knowledge, and indicate how any deficiencies
might be remedied. Specific recommendations, which appear to deserve
priority in action, are listed in the following section.
Sferics satellites and their meteorological uses are a presently fashion-
able topic. Any system for the reception of sferics in a satellite must exa-
mine the nature of the disturbance generated at the source; the modification
of the signals during their propagation to the satellite; the background
noise above which the sferics must be identified; the technical aspects of the
reception in the satellite; and the limitations imposed on the obtainable
information by satellite orbits and thunderstorm characteristics. All these
aspects need to be considered to comparable degrees in the design of a sferics
satellite system. It is disturbing to find systems described that treat one
specific aspect with extreme sophistication, while accepting crude idealized
models for the other aspects; indeed papers have appeared demonstrating that
the authors, if they had been aware of the true physical picture for these
other aspects, would have realized that their sophisticated approach in one
respect was quite inapplicable' Much knowledge is now available upon all the
problems connected with sferics satellites; the difficulty is to ensure that
all this information--and not merely a biased selection--is employed. There
is perhaps only one obvious investigation which could provide a valuable sup-
plement to existing knowledge regarding sferics satellites; this is a compari-
son of radio noise data already taken in satellites with low-level cloud and
thunderstorm information.
Turning to ground level observations of distant sferics, the techniques
of location using VLF signals and a network of stations have become standard-
ized; so also have methods--often very sophisticated--for recording waveforms
and other characteristics of the individual sferics [Grubb (1967)]. The
problems of extending location coverage to a very large geographical area by
interlinking sferics networks are organizational rather than technical and
scientific. The ELF frequency band apparently offers some advantages for
position location and other investigation of sferics of distant origin; more
observational results at these frequencies are needed. Extensive work has
shown that establishment of thunderstorm position from a single sferics sta-
tion cannot be done easily with any accuracy [Horner (1964)]; it seems futile
to pursue any further the simple techniques so far considered in this connec-
tion. Sophisticated methods [Volland (1965)] may eventually enable single
station location to be achieved; however, it should be decided whether very
complicated equipment at one station is any real improvement over several
much simpler instruments placed at a few stations within a network, parti-
cularly when it is considered that the automation of such a network is not
difficult. Any deductions regarding thunderstorm climatology that can be
obtained from radio noise or Schumann resonance measurements are likely to be
crude; thus there is little reason--from a meteorological point-of-view--to
encourage research in these fields.
There have been many investigations of the field-changes due to close
lightning in which either the electrostatic component or the VLF radiation
fields have been studied; further work in these areas is unlikely to be very
profitable. Lightning research should concentrate primarily upon studies of
the electromagnetic fields radiated at frequencies above about 50 kHz; the
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changes in structure as frequency increases from 50 to 500 kHz, and again be-
tween 10 to 200 MHz, deserve special attention. Another frequency range that
has been relatively neglected in researches on close lightning is that from
100 Hz to 3 kHz; it is surprising that we are still somewhat uncertain which
phases of the lightning flash are involved in the generation of ELF sferics.
Measurements of the fields occurring during thunderstorm growth and decline
but not directly associated with lightning need more attention; such obser-
vations should include data obtained simultaneously for both electrostatic
and radiation components. Indeed, simultaneous recordings using well-
separated frequency bands are immensely advantageous in lightning research.
This is particularly so if one measurement is continuous and the other inter-
mittent; it is pointless, for example, to obtain a triggered high time-
resolution record of lightning radiation at VHF, unless the phase of the com-
plete lightning discharge at which the triggered record occurred can be estab-
lished by comparison with, for instance, a continuous registration of the
electrostatic field. Simultaneity of records should not be confined to elect-
rical phenomena; only an inter-comparison of data from electrical and other-
notably radar-sensors, can resolve the urgent question of how closely the
electrical characteristics of a thundercloud are associated with the other
meteorological phenomena of the storm. In this latter connection, and also
for some practical reasons, it is often desirable to be able to locate light-
ning positions at distances of up to about 100 km; over this range conven-
tional VLF methods are relatively ineffective, and while other techniques are
promising they still need development. Finally, it is perhaps appropriate to
mention that the human observer of thunder and lightning is still in many ways
a useful standardized instrument capable of yielding reliable statistical in-
formation on the gross electrical characteristics of local thunderstorms; only
a simple lightning-flash counter, possibly, can give comparable information as
easily and as cheaply.
7. SPECIFIC RECOMMENDATIONS
These recommendations are limited to the items that seem presently of
most importance; the previous section has indicated some other areas in which
action is desirable but not a matter of urgency.
(a) Immediate consideration should be given to establishing a National
Sferics Facility (Nasfa?).* This would locate--in real time--every lightning
flash occurring over the continental U.S.A. and adjacent areas; simultaneously
the characteristics of the associated sferic would be recorded. There are no
technical difficulties involved in achieving the facility by means of a ground
network of VLF sferics stations; the received information could be continuous-
ly displayed and/or stored at a central master control point. A National
Sferics Facility would supplement or partially replace--especially in routine
functions--the existing sferics activities of many institutions; these estab-
lishments include government departments, universities, non-profit organiza-
tions, and industrial laboratories. Existence of the Facility would lead to
identification and detailed warning of potentially dangerous meteorological
Details of a possible practical arrangement for such a Facility are given in
the Appendix. This Appendix was submitted as the original input to the Panel
on Remote Atmospheric Probing in September 1967. Since the Appendix includes
material not appearing in the present review it is being reproduced as a sup-
plement.
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situations; the resulting national economic benefits in aviation, public
safety, and forestry--to name only a few areas--would be immense.
(b) Every proposal for sferics measurements from satellites should be
very carefully scrutinized in order ensure that all relevant factors have
been considered. The implementation of any elaborate scheme for sferics sat-
ellites should be deferred until existing radio noise data already obtained in
satellites has been analyzed and its relation to surface meteorological condi-
tions established.
(c) Observations of close thunderstorms should concentrate on inter-
linking the various electrical phenomena, and--especially--on relating these
phenomena to other meteorological effects. Simultaneous recording using
several sensors is to be encouraged; investigations in which only a special-
ized fine-structure aspect of sferics is being studied should receive little
support.
(d) It seems time to replace the meteorological statistic of the
thunderstorm day by some more refined and quantitative parameter. A conven-
ient way of achieving this replacement is by the routine use of a simple
standardized lightning-flash counter and recorder.
APPENDIX j
REMOTE ATMOSPHERIC PROBING TECHNIQUES* SFERICS OBSERVATIONS
1. INTRODUCTION
An atmospheric or more colloquially a "sferic" is the radio disturbance
generated by a lightning discharge and modified by propagation influences
during its travel towards an observing station. The signal at the lightning
source is complicated, since it represents the combined effects of a multi-
plicity of sparks, all different in character, and occurring over the consi-
derable (approaching a second) duration of the discharge. However, the main
features of the radio emissions associated with an individual flash are
isolated impulses of large amplitude at frequencies in the VLF band (3-30
kc/s) and below; a transition to a quasi-continuous succession of pulses of
less amplitude than those at VLF as frequency increases to HF (3-30 Mc/s);
and a gradual reversion to isolated pulses but now of very small amplitude
as frequency further increases to UHF (300-3000 Mc/s).
Radio signals at frequencies exceeding about 30 Mc/s follow quasi line-
of-sight paths and are therefore of little use for remote probing. Signals in
the MF (0.3-3 Mc/s) and HF bands can travel around the earth through iono-
spheric returns, but the propagation characteristics are very temporally vari-
able especially between day and night. However, radio waves at lower fre-
It is assumed that the probing is only to consider ground-based equipment,
and that "remote" implies an equipment location essentially unaffected by the
atmospheric conditions being probed.
# See footnote on page immediately preceding.
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quencies, particularly in the VLF band, propagate well under almost all condi-
tions in the quasi-waveguide formed by the earth and lower ionosphere. Since
the source signals at VLF are large discrete pulses and the propagation is
good, VLF atmospherics are easily received many thousands of kilometers away
from their thunderstorm origin.
In meteorology it is almost tacitly assumed that sferics observations
imply measurements in the VLF band; this interpretation will be followed in
the ensuing text. The basic meteorological objective of measurements on VLF
atmospherics is to locate the thunderstorm sources of the sferics.
2. DESCRIPTION OF TECHNIQUE
Sferics location techniques using a network of stations are well estab-
lished in theory and have been thoroughly tested in practice. Most commonly
each station fixes the direction of the incoming VLF sferic by means of a
crossed loop antenna arrangement; triangulation using the directions estab-
lished respectively at the various network stations then fixed the origin of
the sferic. In a rather more accurate technique the times of arrival of the
VLF sferic at any pair of network stations are compared; a given difference in
the arrival times defines a hyperbola, and the intersection of the hyperbolas
fixes the sferic position.
Many techniques for locating areas of sferic activity from a single
station have been suggested; none of these have yet reached the stage where
they are suitable for routine operation. The most promising approach is
probably in further development of the work of Heydt and Volland. In this
research the statistical distribution of incoming impulse magnitudes is re-
corded as a function of azimuth for several selected frequencies in the VLF
and LF bands.
3. APPLICATION TO ATMOSPHERIC PROBLEMS
Sferics observations can readily identify the position of a lightning
flash at distances of up to a few thousand of kilometers from the locating
stations. By definition, if a lightning discharge is fixed then so is a
thunderstorm position, while the rate of occurrence of flashes in a specific
area is an indicator of the strength of thundery activity in that area. If a
thunderstorm region is located then, by association, it is an area of violent
atmospheric convection and turbulence within which such unusual hydrometeors
as large hailstones are likely to occur.
Sferics techniques are the only way in which ground measurements can
establish the positions of distant thunderstorms. Information upon the
spatial and temporal variations of thunderstorm activity has both basic and
applied implications. Among basic problems are those of the general atmo-
spheric circulation and the vertical distribution of atmospheric contaminants,
since it is believed that the large cumulonimbus clouds of intense thunder-
storms play a vital role in exchanges between the stratosphere and troposphere.
Another fundamental problem is that in atmospheric electricity of the quali-
ties of the global thunderstorm generator.
Among applied areas lightning location information is useful in fores-
try (fire hazard);in assessing the need for protection of electrical power
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transmission lines; in aviation by enabling optimum safe routing to be easily
selected; in estimating atmospheric noise interference to radio communication;
and in other ways. A specially interesting application is the remote location
of tornadoes; this can be achieved because tornadoes are identifiable since
they seem to produce a very much higher flashing (sferics occurrence) rate
than do conventional thunderstorms.
4. FACILITIES
Even within the confines of the U.S.A. there are far too many establish-
ments making sferics measurements of one kind or another for any comprehen-
sive listing to be appropriate in a brief note of this kind. There are
certainly--at a conservative estimate--well over fifty establishments record-
ing sferics data. The agencies concerned include government departments (e.
g., Air Force, Navy, ESSA); Universities (e.g. Montana State, Oklahoma); non-
profit organizations and industry (e.g., SRI and Litton). Unfortunately,
there is little standardization of measurements and co-operation between the
various active establishments.
Before any estimate of the cost of a central sferics remote probing
facility can be made, some definition of the function and scope for such a
facility must be made. Suppose we arbitrarily consider a facility consisting
of a master station situated in the heartland of the U.S.A. with several peri-
pheral sub-stations. Let the function of the facility be to locate all
thunderstorms occurring within the continental U.S.A., and a major proportion
of those active in the immediately contiguous areas. Furthermore, the informa-
tion is to be presented at the master station with a time delay of a few
minutes at most.
A network comprising a master station in the St. Louis area, with eight
sub-stations in the vicinities of Seattle, San Diego, Boulder,Colorado, El
Paso, N. Dakota, Florida, Washington, D.C., and Maine, would cover the con-
tinental U.S.A. very adequately while also providing a desirable degree of
redundancy. A standard sferics direction-finding set costs well under
$10,000; installation and addition of an output stage giving a signal, repre-
senting the D-F information and/or pulse magnitude, that can be readily
applied to a radio or telephone link, is unlikely to cost more than $5,000.
It seems likely that the sub-stations could be located at establishments,
e.g., colleges, where the equipment would be gladly accepted as an addition
to the local research facilities, so that personnel and other charges for
maintenance and routine operation would be low; perhaps $1,000 a month per
sub-station would be adequate. The sub-station signals must be conveyed to
the master station with a delay which is less than a few milliseconds and
known with fair accuracy if confusion between separate sferics is to be
avoided; a leased telephone line (typical cost $1,250 a month) is a simple
and reliable solution. At the master station the technique of combining the
incoming information might range from plotting by operatives to an elaborate
fully automated display. There would be a balancing between personnel and
capital equipment costs; perhaps $40,000 per annum for the former and
$80,000 for the latter is a suitable compromise. It is assumed that the
master station could be housed at an appropriate establishment without appre-
ciable costs specifically attributable to the sferics work.
Summarizing, the national sferics facility might cost $200,000 to set
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up initially and $250,000 per annum to operate thereafter. Although the
latter figure is substantial, it should be realized that once a national
facility is functioning, many other systems presently in operation would be
free to concentrate upon specific detailed investigations, and to eliminate
some of their more routine functions. The savings from this elimination,
and the national economic benefits in--to give only a few areas--aviation,
public safety, and forestry, cannot be accurately assessed; however, even the
most conservative estimate suggests that they should very considerably exceed
$250,000 per annum.
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COMMENTS ON THE PAPER BY E. T. PIERCE
Heinz W. Kasemir
Atmospheric Physics and Chemistry Laboratory
ESSA Research Laboratories
Environmental Science Services Administration
Boulder, Colorado
In general I agree with Dr. Pierce's paper therefore I can limit myself
to only a few points where I deviate from his opinion or where I think the em-
phasis should be shifted. My remarks will be to the following topics:
1. Sferics Satellite
2. Sferics ground network
3. Lightning counter
4. Analysis of the electric field of near lightnings
1. Sferics satellite. Even considering the limitations of the satellite
such as lack of resolving power to pinpoint an individual storm, the loss of a
faithful reproduction of the sferics signal by frequency cutoff by the iono-
sphere, the one task the satellite can do very well, namely scanning rapidly
the large thundery areas of the globe would be an important achievement and
worthwhile effort. True that the same result could be obtained by a world-
wide sferics network, but the satellite would be independent of international
organization of such a network and its political ramifications.
2. Sferics ground network. The establishment of a national sferics net-
work with the capability of recording the location of each lightning discharges
in the U. S. A. and in the neighboring countries would be indeed a very reward-
ing enterprise. Here I would like to shift the emphasis to tornado tracking
and short range forecasting. I believe that the tremendous number of light-
nings produced by a tornado should be identifiable by a sferics network. A
government agency like ESSA with its facilities and know-how could be
suggested for establishing and operating such a network.
3. Lightning Counter. I support to the fullest Dr. Pierce's recommen-
dation of the wider use of the lightning stroke counter. This instrument is
inexpensive, almost maintenance free, and would lift the much needed
thunderstorm statistic from a poor estimate to a measured parameter.
4. Analysis of the electric field of nearby lightnings. I disagree with
the statement on page 610 of Dr. Pierce's paper: "There have been many in-
vestigations of the field changes due to close lightning in which either the
electrostatic component or the VLF radiation fields have been studied;
further work in these areas is unlikely to be very profitable '. I think the
electrostatic field of a close lightning' is one of the best sources of informa-
tion of the electric structure of the lightning discharge as well as the charge
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distribution in the thundercloud. Recording instruments with a frequency
range from to about 100 KHz are commercially available and well in the
state of the art. The evaluation of the data is handicapped by the lack of an
adequate theory. The widely used formulas of the oscillating dipole, re-
ferred to at the beginning of Dr. Pierce's paper, are not even sufficient as
a first approximation. Therefore much information is still hidden in the
electrostatic field records of the nearby lightning discharge.
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ACOUSTIC METHODS OF REMOTE PROBING OF THE LOWER ATMOSPHERE
C. G. Little
Environmental Science Services Administration
Research Laboratories
Boulder, Colorado
ABSTRACT
Stimulated by the experimental acoustic radar
work of McAllister, this paper reviews the
potential usefulness of acoustic methods for
the remote probing of the lower atmosphere.
Starting with a comparison of the effects of
temperature, wind, and humidity fluctuations
upon the refractive index of air to electro-
magnetic and acoustic waves, it is shown that
the fluctuations in acoustic refractive index
may be expected to be about one thousand
times stronger than in the radio case. Since
the scattered power is proportional to the
square of the refractive index fluctuations,
the scatter of acoustic waves may be expected
to be roughly one million times stronger than
for radio waves. In addition, the million-
fold ratio between the velocities of electro-
magnetic and acoustic waves results in an
acoustic system requiring one million times
less bandwidth to interrogate a given
atmospheric volume. Since the ambient noise
levels per cycle per second in the two types
of receivers are likely to be approximately
equal, this results in an overall reduction
in interfering noise power for the acoustic
case of about a factor of one million. The
net result is that the acoustic signal-to-
noise ratio from a given scattering region
(for equal radiated powers, antennas and
wavelengths), is likely-to be some twelve
orders of magnitude stronger than in the radio
case!
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The system parameters required to achieve an
effective acoustic radar are discussed, using
the theoretical work of Kallistratova, and
including the effect of absorption. It is
concluded that the acoustic radar technique
could be developed to provide continuous in-
formation on the profile of wind speed and
direction, the profile of mechanical turbulence
(and hence of atmospheric diffusion), the pro-
file of temperature inhomogeneity, (and there-
fore of optical refractive index inhomogeneity),
the existence, location, and intensity of
temperature inversions, and the variation of
humidity with height. Limitations to the
acoustic radar technique include its limited
range (up to about 1500 meters) and the prob-
ability of serious loss of sensitivity due to
increased noise level during periods of strong
wind or rain or hail.
1. INTRODUCTION
Remote probing of the lower atmosphere by acoustic or electromagnetic
waves involves the interaction of the waves with the atmosphere. The inter-
action of electromagnetic waves with the gases of the lower atmosphere is in
general rather weak (except in certain largely-unused regions of the spectrum
where absorption is strong), hence sensitive and sophisticated equipments are
often required to measure these interactions. It is important to recognize
that the interaction of sound waves with the lower atmosphere is very much
stronger than that for most parts of the electromagnetic spectrum, and that
relatively simple equipment can be used.
The sensitivity of the interaction may be expressed in terms of the
magnitude of the fluctuations in refractive index of the medium, i.e. of the
phase velocity of the wave in the medium relative to the phase velocity for
standard conditions (vacuum for electromagnetic waves, 1 atmosphere pressure
of dry air at 00 C for acoustic waves). Thus, a 10 C fluctuation in
temperature is equivalent to about 1700 N units change in sonic velocity
(1 N unit equals 1 part in 106), whereas for radio wavelengths the resultant
change is of the order 1 N unit. For wind, the situation is even more strik-
ing; the electromagnetic waves are unaffected by the wind, whereas acoustic
waves experience a 3000 N unit change for a 1 meter/second variation in wind
speed. For humidity, the changes are again relatively large; for sound
waves a 1 mb change in water vapor pressure corresponds to about a 140 N
unit change in refractive index; for radio wavelengths the corresponding
change is about 4 N units and for optical wavelengths about 0.04 N units.
From these figures, it will be seen that the fluctuations in refractive
index of air to sound waves tend to be dominated by the wind and temperature
fluctuations, with humidity fluctuations relatively unimportant; for electro-
magnetic waves the wind fluctuations of course have no effect; at optical
frequencies the temperature fluctuations are dominant but at radio frequen-
cies both temperature and humidity fluctuations may be important.
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From the above figures, it will be seend that the diurnal variation of
sonic velocity is likely to be of the order 1 part in 100, as opposed to
roughly 1 part in 105 for optical and radio waves. Refraction effects are
also likely to be extremely severe for acoustic waves; the 157 N units/kilo-
meter decrease in refractivity required to give a horizontal ray a curvature
equal to the curvature of the earth's surface would be produced by a temper-
ature gradient of only + 0.10 C per kilometer, or by an increase of wind
speed on only 5 cm/sec per kilometer of height'. Thus sound waves usually
cannot be considered as travelling in straight lines.
In the case of the scatter of acoustic or electromagnetic waves by
atmospheric irregularities, the scattered power is proportional to (A n/n)2 .
For acoustic waves, the scattering cross section is therefore of the order
1 million times greater than for electromagnetic waves.
These relatively strong interactions of acoustic waves with the lower
atmosphere therefore suggest that increased attempts should be made to use
them for remote probing purposes.
2. PASSIVE RECEPTION OF ACOUSTIC WAVES OF NATURAL ORIGIN
As described by Dr. R. K. Cook in a companion paper, acoustic pressure
fluctuations of natural origin have been studied for many years, particularly
in the infrasonic range of frequencies. Such waves propagate with very low
attenuation, and may be observed at distances of many thousands of kilometers.
Since this topic is covered in his paper, and since relatively little atmo-
spheric information has been derived using natural sources of acoustic waves,
it is not discussed further here.
3. LINE-OF-SIGHT PROPAGATION EXPERIMENTS
The velocity, V, of sound deduced by a stationary observer will be the
sum of the velocity of sound, C relative to the air, plus the velocity of
the air W relative to the observer. Thus
V= C+W
The velocity of sound in dry air is given by
C + 20.05 a/ meters/second
where T is the absolute temperature of the air.
In moist air the velocity of sound is slightly increased, by an amount
proportional to the partial pressure of the water vapor.
Cmoist= Cdry (1 + 0.14 ),p
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where e/p is the ratio of water vapor pressure e to total pressure p. The
total contribution of the atmospheric water vapor to the phase velocity of
sound is typically of the order 1 meter/second.
The sensitivity of sound velocity to changes in wind, temperature, and
humidity is such that the humidity fluctuations can almost always be ignored.
For remote probing purposes one is therefore left with the problem of being
able to identify separately the effects of wind and temperature fluctuations.
This can readily be done by using the fact that the wind is a vector quantity,
while the temperature is scalar; thus measurements of the time of arrival of
pulse, or of the phase of a received CW acoustic signal, taken on a ring of
microphones surrounding a central loudspeaker could be used to measure both
the mean temperature (from the average time delay around the ring) and the
mean wind and wind direction (from the variation of time delay around the
ring). The data from the various microphones could also be used to derive
information on the spatial scales of the turbulence and on the power spectra
of the fluctuations in time. Using a CW system, considerable sensitivity in
mean wind speed and temperature could be achieved. A 100 meter radius circle
around which the relative phase of 100 Hz acoustic signal could be measured
to an accuracy of (1/100) -- 3.60 would give mean wind speeds to about
10 cm/sec. Temperature measurements to an accuracy of 0.20 C could be made,
provided the partial pressure of water vapor was known to an accuracy of
about 1 mb.
The above discussion relates to the measurement of atmospheric parameters
at the surface of the earth. In addition, the line-of-sight propagation
technique has been extensively used to derive information on atmospheric winds
and temperatures in the height range 30-80 Km, using grenades released from a
rocket as sources of sound (see for example Strand, et al. 1956). Since the
present paper deals with remote probing of the lower atmosphere, this tech-
nique is not discussed further.
4. THE USE OF SCATTER FOR REMOTE ACOUSTICAL PROBING
The scatter of sound by irregularities in the atmospheric wind or
temperature fields has been discussed by several workers.
Following Kallistratova (1960) we can write for the scatter of sound by
inhomogeneities in dry air
do = 2 k4 V cos E (K) cos - +(K d (1)
LC2() 2 4T'
where do is the fraction of the incident acoustic power which is scattered
by irregularities in volume V through an angle e into _ cone of solid angle
dQ; k = 2T/X is the wave number of the acoustic wave; K = 2k (sin 0/2) is the
effective wave number at which an acoustic radar scattering through angle 0
interrogates the medium. C and T are the mean velocity of sound and mean
temperature of the scattering volume, and E(K) and cp(iK) are respectively the
spectral intensity of the wind fluctuations and the temperature fluctuations
at wave number K.
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For a Kolmogorov spectrum of turbulence this reduces to
2 2~ 18 11/3
a 8) ~ 0.0 3 k M cos~2 ¢Cos s2- + 0.13 -- -
L 0 0C2 T2 2
.... Eq. 1
where a(8) is now the scattered power, per unit volume, per unit incident
flux, per unit solid angle at an angle 0 from the initial direction of prop-
agation. C
v
and CT may be obtained from measurements of the structure
functions:
DW= [W(x) - W(x + r2 = C
v
2 r2/3
T = [T(x) - T(x + r)]2 = CT r/3
where W(x) and T(x) are the instantaneous wind speed and
x, W(x + r) and T(x + r) the corresponding instantaneous
(x + r).
The above equation shows that the scattered acoustic
illumination of a Kolmogorov spectrum of turbulence:
temperature at point
values at point
power resulting from
a. varies relatively weakly with wavelength,
(a C x-V3 )
b. is the sum of two terms, one due to the wind fluctuations (normal-
ized by the mean velocity of sound in the medium) and one due to
the temperature fluctuations, (normalized by the mean temperature
of the medium),
c. both wind- and temperature-scattering terms are multiplied by
cos2 8, which therefore means that no power will be scattered
at an angle of 900,
d. the wind term includes a cos2 (0/2) multiplying term, which means
that the wind fluctuations produce no scatter in the backward
direction (8 = 1800),
e. both the wind and temperature components of the scatter are
multiplied by a (sin 8/2)- "13 factor, i.e. most of the scatter
is in the forward hemisphere.
This equation therefore indicates that a full measurement of the scat-
tered power as a function of wave number and scatter angle would permit
measurement of:
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a. p(K), the intensity of temperature fluctuations at the three
dimensional wave number K, as a function of direction, wave number,
and height, and time. Note that this parameter is of considerable
communication and atmospheric importance, being directly proportional
to the refractive index fluctuations which are responsible for the
scintillation of optical sources.
b. E(K), the intensity of velocity fluctuations at wave number K, as a
function of wave number, direction and height and time. Note that
this three dimensional spectrum is of immediate concern to the
meteorologist and those concerned with atmospheric turbulence,
diffusion, and pollution.
c. The mean wind speed and direction could be measured as a function of
height, using Doppler techniques. These could be measured, free of
ambiguity due to the fallrate of hydrometeors or chaff, either using
a monostatic radar in the velocity-azimuth display mode, or by using a
bistatic system. The measurements of Doppler frequency would provide
information on the velocity field of the atmosphere surrounding the
radar with spatial resolution determined by the pulse length and
beamwidth, and could therefore be used for studies of large-scale
atmospheric turbulence. In addition, the width of the Doppler
spectrum of the echo from a given range element would be a measure
of the velocity variation within the pulse volume (a one-degree beam
with 100 millisecond pulses would give scatter volumes of the order
15-20 meter cube at 1 kilometer range).
d. The formation, location, and intensity of temperature inversion
layers would be identified and evidenced by marked aspect sensitiv-
ity and narrowing of the frequency spectrum on a vertically directed
monostatic radar, and would be readily distinguishable from regions
of increased turbulence. In addition, a marked difference in wave-
length dependence would be expected, with the echo strength increasing
with increasing wavelength, as opposed to a k-V3 law for a
Kolmogorov spectrum of turbulence.
In this connection it is interesting to note that humidity layers
would tend to reflect the acoustic energy weakly - and would not
show the null in scatter through a 900 angle.
The continuous remote measurement of temperature inversions would appear
to be of great significance to meteorologists generally and especially to those
concerned with atmospheric turbulence, diffusion, and pollution.
5. ON THE FEASIBILITY OF ACOUSTIC RADAR
The above discussion of the conceivable potential of acoustic radar for
remote atmospheric probing makes it desirable to estimate the system require-
ments.
The equation, applied to the monostatic case, gives the received
power P as
r
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Pr = P * cT/2 * Ar 1/R2 * L
where P is the radiated acoustic power, a is the scattering cross section
of Eq. (1) with 9 = 180 , C is the velocity of sound in the scattering
region, T is the pulse length, A is the collecting area of the receiving
antenna, R is the range to the scattering region, and L is an attenuation
factor which takes into account antenna and transducer inefficiencies and
any atmospheric attenuation along the double path to and from the scattering
region.
Assuming for the moment
P = 10 watts
T a 10
-
2 seconds (3.3 meter long pulse)
R = 150 meters
A = 1 square meter
r
then
P = 7.3 x 10 - 2 L.
r
For the backscatter case, Eq. (1) reduces to
C = 0.0039 (2 r/X)1/ 3 (CT / T)2
Taking = 2 r ecms (f x 5 KHz)
CT = l0 2 degree cm'
-
3 (typical of the boundary layer)
T = 3000 K
= 4.4 x 10
- 2 cm2 per cm3
Using this value of a, we have
P = 3.2 x 10-13 L watts
r
In considering the detectability of this received power, we must first
estimate L and then estimate the interfering noise power against which the
signal must be detected.
The attenuation factor L is made up of the efficiency factor of the re-
ceiving antenna (i. e. the ratio of output electrical power from the
microphone transducer to the acoustical power incident upon the geometrical
area of the receiving antenna) and the absorption of acoustical energy
occurring on the propagation path.
The efficiency factor of a loudspeaker at the focus of a paraboloid is
likely to be of the order 0.05, based on an effective collecting area of
about 0.5 of the geometrical area and a transducer efficiency of about 0.1.
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The absorption of sound by the atmosphere is a strong function of fre-
quency. It is conventional to divide this into two components; a classical
absorption due to the sum of viscoscity, conduction, diffusion, and radia-
tion terms, and a non-classical component due to the presence of water vapor.
In the frequency range 1 KHz to 10 KHz, the classical absorption is usually
the smaller, and can be well predicted; at 5 KHz it is about 1.0 dB for the
round trip path to a height of 150 meters.
Detailed results for the classical and anomalous absorption of sound in
air as a function of humidity and temperature have been presented by Harris
(1964). Figure 1 is representative of one of the many diagrams in his paper
and shows that at 20 C and 50 per cent humidity, the total attenuation at a
frequency of 5 KHz would be about 10 dB for the round trip to 150 meters
height. This figure decreases with increasing temperature and with increas-
ing relative humidity.
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FIG. 1 Total attenuation coefficient, m, versus percent relative
humidity for air at 200 C and normal atmospheric pressure
for frequencies between 2.0 and 12.5 KHz at 1/3 octave
intervals. To obtain the attenuation in dB/meter,
multiply the ordinate by 4.34
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Using the above values of receiving antenna efficiency and of atmospheric
attenuation,
L 5 x 10-
whence
P = 1.6 x 10
-
15 watts
r
This electrical signal is now to be compared with the interfering noise level
existing at the input to the preamplifier.
Five potential sources of noise must be considered in identifying the
signal-to-noise ratio to be expected on an acoustic radar. The ultimate,
ineluctable limit, to be achieved only under ideal conditions, will be set
by the random pressure fluctuations experienced by the microphone due to the
random thermal motion of the atmospheric molecules. The available acoustic
noise power is given by
P = kTB
a
where k - Boltzmann's constant, T = absolute temperature of air, and
B = observing bandwidth. For a bandwidth of 100 Hz and normal atmospheric
temperatures this thermal acoustic noise power would be about 4.2 x 1019 watts.
This would, however, be reduced by the transducer inefficiency factor to
about 4.2 x 10
-
20 watts of electrical noise power.
Electron shot noise in the receiving preamplifier must also be considered.
At audio frequencies there should, however, be no difficulty in building a
preamplifier which generates no more noise than that of a resistor at room
temperature. For a 100 Hz bandwidth, this is therefore about 4.2 x l0-19watts.
Wind noise on the receiving microphone is likely to prove a more serious
limit to the sensitivity of the radar. This can, however, be greatly re-
duced by placing it as close to the surface of the earth as practicable, by
using an array of microphones (since the wind noise will not be correlated
on microphones more than a wavelength apart), and by screening the microphone
from the wind. A combination of these techniques may be expected to reduce
this problem until it is no longer limiting, at least under low wind condi-
tions.
In addition to wind-induced noise created at the microphone itself,
atmospheric turbulence may create pressure fluctuations which propagate
as sound waves of natural atmospheric origin. Pressure fluctuations of
sub-audible frequencies attributable to the jet stream, severe storms, etc.,
have been detected at considerable ranges; it is believed that the intensity
of these pressure fluctuations drops off rapidly with frequency. It is not
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known to what extent acoustic noise generated by atmospheric turbulence may at
times limit the sensitivity of an acoustic radar, but if this should occur,
it should be recognized that the technique may provide a new passive method
of sensing atmospheric turbulence.
The final noise limitation to be considered is that of acoustical energy
from non-atmospheric sources such as vehicles, insects, etc. This may be
estimated as follows from data summarized by Stevens and Baruch (1957), who
show that the ambient acoustic noise power at a quiet site is of the order
20 dB above 10-16 watt cm72 for an octave band centered at 1 KHz. This noise
power decreases by about 5 dB per octave increase in frequency. Using these
figures, an acoustic noise power of about +8 dB per octave at 5 KHz would be
expected; for a 100 Hz bandwidth at 5 KHz the noise power flux would be of
the order -9 dB relative to 10 16 watts cm 2 or 1.25 x 10 17 watts cm- 2 .
Assuming that the noise is isotropic in origin, the effective collecting area
for this noise will be X2 /4T = 3 cm2 leading to an acoustic noise power of
3.75 x 10- 17 watts. This acoustic noise power is, however, reduced to
3.75 x 10
-
18 electrical watts after allowing for transducer inefficiency.
This result suggests that even at a quiet site the electrical noise level
due to 5 KHz acoustical interference is likely to be some 10 dB above the
equivalent electrical noise input power due to the preamplifier noise.
The expected received signal power of 1.6 x 10715 watts electrical power
exceeds the predicted interference noise power of about 4 x 10-18 watts
electrical power by a factor of 400, or +26 dB.
6. CHOICE OF THE OPTIMUM FREQUENCY RANGE FOR AN ACOUSTIC RADAR
The optimum frequency range for an acoustic radar will be a compromise
between the increase in directivity, the improved Doppler resolution and the
reduced interference noise-level all potentially available at the higher
frequencies, and the undesired increase in attenuation experienced as one
goes to higher frequencies. The optimum frequency will be a strong function
of the range over which the radar is to work, being lower for the larger
ranges. Thus the calculations above give a predicted 26 dB signal-to-noise
ratio for a range of 150 meters and a frequency of 5 KHz. At ten times the
range, the atmospheric absorption would be 100 dB instead of 10 dB, making
it imperative to come down in frequency. Computations similar to the above
indicate that a back-scattered signal-to-noise ratio of 20 dB could still be
obtained at a range of 1.5 Km, but would require 100 watt, 100 millisecond
1 KHz acoustic pulses radiated and received on a 100 m2 acoustic antenna.
It should be noted that the above signal-to-noise estimates are based on
backscatter, i.e. on the least favorable case. For 0e 1800 the echo strength
is likely to be stronger (except near e = 900), due to the appearance of
scatter due to wind turbulence, and to the (sin e/2)
-
1V 3 angle dependence of
both wind and temperature scattering terms. This suggests that the acoustic
analogue of the electromagnetic forward scatter systems could be used to
measure atmospheric parameters to heights and distances considerably greater
than the 1500 meters mentioned above.
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7. A POSSIBLE TECHNIQUE FOR THE MEASUREMENT OF HUMIDITY PROFILES
As indicated above, the scattering cross section for acoustic waves in
the inertial subrange of the Kolmogorov spectrum of turbulence varies re-
latively weakly with wavelength ( a x -
!
/ 3 ). The molecular absorption of
the sound, however, varies quite strongly with frequency and humidity. This
fact suggests that measurements of the received echo strength as a function
of frequency and height could be used to derive information on the variation
of humidity with height. A possible method is outlined below.
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FIG. 2 Variation with relative humidity of the increase, per
100 meters increase in height, of the ratio of echo
powers P2 /P4 and P4/Ps for acoustic radars operating
at 2, 4, and 8 KHz. Atmospheric temperature assumed
to be 20 C.
Consider the case in which two acoustic radars are used in the back-
scatter mode to obtain echoes successively from the same volume of space on
two frequencies of 4 KHz and 8 KHz. Let us suppose that the same peak power,
antennas, transducer efficiencies, etc. apply to each radar. In the absence
of any atmospheric attenuation, the 8 KHz radar echoes should be 1 dB
stronger than the 4 KHz echoes at all heights, because of the \ - V3 increase
in effective scattering cross section. The classical absorption of acoustic
energy would result in a weakening of the 8 KHz echoes relative to the 4 KHz
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by a known amount (approximately 1 dB per 100 meters increase in height).
Any additional decrease in the ratio of 8 KHz to 4 KHz echo power with height
could be attributed to molecular absorption due to water vapor; the known
dependence of this absorption upon humidity could be used to derive the
humidity profile. Thus Figure 2 indicates that a 5.75 dB decrease in the
ratio of 8 KHz echo power to 4 KHz echo power, per 100 meters increase in
height, implies a 50% relative humidity if the temperature is 200 C.
Ambiguity might occur for values near twelve dB change in echo ratio per
100 meter, which could be interpreted as about 12% or about 30% relative
humidity; this ambiguity could be fully resolved if the radar could also
operate at 2 KHz. In this case the right hand scale shows that the
4 KHz/2 EHz change in ratio would either be 7 dB/100 meters for 12% relative
humidity or 2.8 dB/100 meters for 30% relative humidity, a difference which
could presumably be readily resolved.
One obvious weakness of this method is the assumption of an isotropic
homogeneous Kolmogorov spectrum of turbulence. However, the effect of
temperature inversions could be identified and avoided by using different
elevation angles; and checks of the spectrum of turbulence could also be
made using bistatic systems.
8. SUMMARY
Hitherto, with the notable exception of the rocket grenade techniques,
relatively little use has been made of acoustic waves for the remote probing
of the atmosphere. The above discussion indicates that acoustic techniques,
and especially acoustic radar techniques, offer exciting promise for the
remote probing of the atmospheric boundary layer. In view of the emphasis
of this paper upon this potential, it is perhaps appropriate to end the
paper with an indication of some of the limitations of the technique.
The primary limitation to the acoustic radar technique is likely to be
one of range (to heights of 1 Km or so); in addition, the radar is likely
to be very susceptible to the adverse effects of strong wind, rain, and
hail as they increase the ambient noise level at the receiver. The problem
of the susceptibility of the radar to man-made noise, and of man to the
acoustic signals from the radar, has not been adequately discussed; some
preliminary tests by the author of a low side-lobe acoustic antenna suggest
that these need not be a serious problem.
In balance, then, the author concludes that the acoustic radar technique
offers a uniquely important (though clearly finite) opportunity to the
atmospheric scientist for remote sensing of important lower atmospheric
parameters, and that its potential should therefore be vigorously explored
and exploited.
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ABSTRACT
The propagation of sound waves at infrasonic
frequencies (oscillation periods 1.0 - 1000
seconds) in the atmosphere is being studied
by a network of seven stations separated
geographically by distances of the order of
thousands of kilometers. One of the typical
stations, in Washington, D. C., has an array
of five microphones separated by distances
of about 7 kilometers. Each microphone is
at ground level and is connected to the
central station by means of a leased tele-
phone line. In effect the array is "steered"
to look for sound waves in a programmed se-
quence of search directions. The station
measures the following characteristics of
infrasonic waves passing through Washington:
(1) the amplitude and waveform of the inci-
dent sound pressure, (2) the direction of
propagation of the wave, (3) the horizontal
phase velocity, and (4) the distribution of
sound wave energy at various frequencies of
oscillation. Some infrasonic sources which
have been identified and studied include the
aurora borealis, tornadoes, volcanos, gravity
waves on the oceans, earthquakes, and atmo-
spheric instability waves caused by winds at
the tropopause. Waves of unknown origin
seem to radiate from several geographical
locations, including one in the Argentine.
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1. INTRODUCTION
Sound waves have two principal uses to which acoustical researches have
been directed intensively during the last fifty years. The first use, a very
ancient one, is in the art of communication between men and the handling of
everyday affairs, by hearing and speech. Audio-frequency waves, those audible
to man in the frequency range from 15 to 17000 Hz, are necessary for this pur-
pose. They are propagated through the atmosphere for relatively short dis-
tances. But unwanted sounds - noise-- of the same frequencies interfere with
communication and indeed with other aspects of man's activity. The importance
of audible sound to man has led to an extensive technology for the quantita-
tive measurement, analysis, and display of such sound waves. Researchers have
developed equipment and methods for producing controlled amounts of sound and
vibration, and for reducing noise.
A more recent use for sound waves is for researches into the structure
and properties of matter- solids, liquids, and gases. Generally speaking,
high-frequency sound (at ultrasonic frequencies) is used for studying solids
and liquids. Industry has found ultrasonic waves valuable for location of
flaws in thick pieces of metal, by measurement and display of the scattered
sound from the flaws. Sound waves offer the only practical method for explor-
ing the contours of the sea bottoms, and for locating underwater objects such
as submarines at distances more than a few feet away. But for researches on
gases, including the atmosphere, sound waves have been found useful over a
wide range of frequencies. The microstructure of gases is studied in the
laboratory with ultrasound. Waves at audible and infrasonic frequencies, some
as low as 10 Hz, are studied in the free atmosphere. When the details of
propagation through a medium are known, then properties of the source itself
can be deduced from the sound it radiates, measured at distant points.
Researches on the two principal uses for sound are dependent upon, and
unified by, (a) modern electroacoustics which makes the controlled generation
of sound waves and accurate measurements of them possible, and (b) the theory
of sound propagation and its mathematical-physical formulation.
We are considering in particular propagation through the atmosphere.
Some studies aim at measuring the influence of unwanted sound, e.g., aircraft
noise on man. Others look towards measurement of atmospheric properties by
probing - remote sensing - with sound waves. Still others seek to determine
the properties of distant sources of sound. But all researches on atmospheric
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sound must depend on theoretical analysis of sound propagation, coupled with
measurements of sound at only a relatively few available locations, to arrive
at useful results.
We concentrate our attention on infrasound in the atmosphere - sound
waves whose frequencies of oscillation are less than the lowest frequency,
about 15 Hz, that can be heard. Of particular interest are those waves whose
oscillation periods lie in the range of 1.0 to 1000 sec, because such waves
propagate for distances of thousands of kilometers without substantial loss
of energy. Sounds at these frequencies are almost always present at measur-
able intensities. Those of natural origin have many causes, including torna-
does, volcanic explosions, earthquakes, the aurora borealis, waves on the
seas, and large meteorites. Man-made sources include powerful explosions and
the shock waves from vehicles moving through the atmosphere at supersonic
speeds, at altitudes below about 125 km.
2. PRINCIPAL FEATURES OF SOUND PROPAGATION
2.1 Sound Pressure
The passage of an infrasonic wave causes pressure oscillations as it
traverses the atmosphere. For infrasound of natural origin, the amplitude 
of the sound pressure is often in the range of 0.1 to 100 dyn/cm , and infra-
sonic microphones are usually designed to respond to such pressures. The at-
mospheric pressure B , 106 dyn/cm2 .
A microphone converts the sound pressure at a particular point into
electric current variations having the same waveform. The passage of a sound
wave is also accompanied by small vibratory displacements and small varia-
tions in temperature of the atmosphere. Microphones have been designed which
respond to one or the other of these parameters of the sound wave. For exam-
ple, the hot-wire microphone responds to the vibratory particle velocity of
the air. But any microphone must be located in principle out-of-doors, and
it therefore responds to the variable pressure effects of the turbulent
eddies associated with the wind, in addition to the effects of the sound wave.
An examination of the generation of noise pressure variations caused by tur-
bulent flow shows that the ratio of the desired acoustical signal to unwanted
flow noise is greater (by at least an order of magnitude) for the sound pres-
sure than is the ratio for the particle velocity. Therefore measurements of
atmospheric sound are always made with pressure microphones.
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2.2 Speed of Sound
The square of the phase velocity c2 for sound in a gas at a uniform
temperature is the ratio of the gas's modulus of elasticity to its density:
2
c = YB/p where B (see above) is the atmospheric pressure in dynes per square
centimeter, and p is the density in grams per cubic centimeter. For air, the
adiabatic gas constant y = 1.402 (dimensionless). yB is the adiabatic modulus
of elasticity for the atmosphere. But the equation of state for air is B =
2pRK, where K is the absolute temperature and R is a constant. Therefore c =
YB/p = ypRK/p = YRK, and so finally
c = constant X TK (1)
Equation (1) shows that the speed of sound is independent of the density of
the atmosphere, but directly proportional to the square root of the absolute
temperature. For air at a temperature of 20 °C = 293 °K, the speed c is about
344 m/sec. From this, the sound velocity can be found at other temperatures
by means of Eq. (1). The formula is applicable for all sound waves from the
low infrasonic frequency of f = 0.01 Hz (wavelength X = 34 km) through audible
frequencies, f a 1000 Hz, to ultrasonic frequencies, f > 20,000 Hz.
Although the sound speed c is an important parameter, the propagation of
sound waves through the atmosphere cannot be characterized by a single unique
speed. It is useful to distinguish between four velocities of sound. The
phase velocity c (see above) is the speed at which a surface of constant
phase travels through the atmosphere for a sinusoidal oscillation having
w = 2vf Cf is the frequency). The local phase velocity of sound is fixed
only by the temperature of the atmosphere in the vicinity of the region of
interest. For long waves extending vertically in the atmosphere with its
substantial differences in temperature, the phase velocity is a function of
the entire temperature distribution (see the next sub-section 2.3). In such
cases, the phase velocity depends upon the wavelength X, and hence upon
k = 2Tr/X. The group velocity is defined in acoustics as c = dw/dk. The
signal velocity is defined by c = D/T, where D is the distance from the
source of sound to the microphone, and T is the time between the radiation
from the source and the emergence (at the microphone) of the signal from
noise. In general, the signal velocity differs from both the phase velocity
and the group velocity; the relationships between them depend on the structure
of the entire atmospheric path, including winds.
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The fourth velocity is directly measured at an infrasonic station. In-
frasonic microphones are usually on the earth's surface and therefore approx-
imately in the same plane. The speed of a line of constant phase for a sound
wave traveling over the earth's surface can be determined from the output
of the several microphones. This speed ch is usually called the horizontal
trace velocity. It depends on the elevation above the horizon of the ray
direction for incident plane waves. When the angle of incidence is 0 (eleva-
tion angle = t/2 - 3), then ch = c/sino.
2.3 Effect of Temperature Distribution
The atmosphere is never in an isothermal state, but is approximately
horizontally stratified with the variation in temperature being a function
principally of altitude above the surface. In fact the first evidence for a
region of warm air at an altitude of about 50 km, at the same or a slightly
higher temperature than that at ground level, came from early observations
on the anomalous audibility of sounds from large explosions heard at dis-
tances greater than about 100 km from the explosive source. The audible
waves were in effect used to remotely sense the temperature at the 50 km
altitude of the mesosphere.
The phase velocity therefore varies with altitude since the temperature
does, see Eq. (1). This variation is a gross feature of the atmosphere and
substantially affects the propagation to great distances. The data on the
atmosphere obtained from sound propagation measurements, and from instru-
mented rockets and satellites, show that the temperature, and hence the local
phase velocity, depend on location on the earth's surface as well as on
altitude, and also vary with time. The average properties have been incor-
porated into various "standard atmospheres." The distribution of tempera-
ture and sound speed with altitude for the 1962 U. S. Standard Atmosphere
is shown in Figure 1. The curves should be regarded as averages over all
seasons of the year for northern temperate latitudes. The standard atmo-
sphere is useful for analytical investigations into sound propagation.
A detailed mathematical analysis for the propagation of sound shows
that the speed minimum in the stratosphere results in waves emitted at low
altitudes being "channeled" between the ground and the layer of relatively
high sound speed at 50 km altitude. Loosely speaking, the layer serves as
a reflector, albeit a poor one. For the shorter waves, T < 15 sec (approx-
imately), sound-ray trajectories are useful for studying propagation.
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U. S. STANDARD ATMOSPHERE, 1962
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Temperature and sound velocity in the 1962 U. S. Standard Atmo-
sphere. Details of the real atmosphere vary with location on the
earth's surface and with the seasons,
In general, the rays emitted at low elevation angles 0 from a source at
ground level are alternately reflected between the layer at 50 km altitude
and the surface of the ground.
2.4 Influence of Gravity
Since the atmosphere is in the gravitational field of the earth,
its density decreases approximately exponentially with altitude z above the
surface. For an isothermal atmosphere with a sound velocity c = 333 m/sec,
the density will decrease as exp (-z/H), where H = scale height of the atmo-
sphere a 8.1 km. The sound pressure for a plane wave of sound sent verti-
cally upward will decrease as exp (-z/2H), but the particle velocity will
increase as exp (+z/2H), so that the sound intensity would remain constant.
If the frequency of oscillation is decreased until TR = 47tc/Yg = 305 sec,
(Y= 1.40, g = 9.8 m/sec2), then the phase velocity of the upward traveling
wave becomes infinite. But for waves of period shorter than about 100 sec
(frequencies greater than about 10 2Hz), gravity effects on sound speed
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Figure 2. Phase velocities for sound waves in the atmosphere at very low
frequencies. 0 = angle of incidence for plane waves.
are not significant.
T
R
is the resonant period for vertical oscillations of the atmosphere.
Another important resonant period is the Vaisala period T = 337 sec, for
the isothermal atmosphere (c = 333 m/sec) under consideration. T is the
v
natural period of oscillation for a small parcel of air which is displaced
adiabatically in a vertical direction, in an isothermal atmosphere horizon-
tally stratified by gravity. Plane sinusoidal waves of periods T > 337 sec
are usually called "acoustic-gravity" waves, although the atmospheric mo-
tions satisfy the same equations of motion as do the sound waves of shorter
period T < TR. Because the phase velocity is substantially less than the
high-frequency velocity c = 333 m/sec, the waves might be called subsonic
oscillations. The phase velocity is furthermore, for a particular period T,
a function of the angle 0 between the direction of propagation and the hori-
zontal plane. See Figure 2 for curves showing how the speeds of plane acous-
tic-gravity waves vary with frequency and angle e.
In general the speeds are low enough so that wind and temperature gra-
dients can have a strong effect on the propagation. In fact, it appears
that acoustic-gravity waves have never been detected with certainty more
than a hundred kilometers or so away from the source. For example, vertical
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oscillations of the jet stream at an altitude of about 10 km produce strong
subsonic pressure oscillations, at periods T > 300 sec, at ground level over
a large area of the eastern seaboard of the United States. But these occur
only when the jet stream is vertically overhead. Acoustic-gravity waves are
probably scattered and absorbed strongly by wind and temperature gradients
in the atmosphere, and so are not propagated with measurable intensities
over global distances away from the source area.
2.5 Atmospheric Absorption
The absorption of infrasound in the atmosphere, due to viscosity
and heat conduction, is considerably less than the absorption for audible
sounds because of the low frequency of oscillation. The absorption coeffi-
cient a, defined by the spatial variation of 2 , Ip(x)I = po exp (- ax), is
about 1.6 X 10-4/T2 B decibels (dB/m. B is the barometric pressure in dyn/cm 2.
For a plane wave of sound in the lower atmosphere at T = 10 sec, the absorp-
tion is, therefore, less than 2 X 10 9 dB/km. Hence the loss due to this
absorption mechanism is totally insignificant, even for propagation over
distances of thousands of kilometers. The absorption in the upper atmosphere
is substantially greater because of the lower barometric pressure. At an al-
titude of 90 km, where the barometric pressure z 1 dyn/cm2 , the absorption
z 2 X 10
-
3 dB/km for waves of 10-sec periods.
Up to altitudes of about 10 km in the troposphere, the absorption due
to water vapor should be considered. The exact variation of this absorption
with barometric pressure is not accurately known for infrasonic frequencies.
We estimate that at sea level (altitude = 0 km) the absorption coefficient
might be as large as 5 x 10 9/T2 dB/m, which is about 30 times greater than
the absorption for viscosity and heat conduction, as indicated previously.
But the absorption due to water vapor is still insignificant for infrasound
at T = 10 sec, being only 5 X 10
-
8 dB/km. This corresponds to an energy
loss of less than one percent after propagation half-way around the earth,
a distance of 20,000 km.
At very low frequencies, there is an absorption due to relaxation of
the thermal energy stored in vibrations of the diatomic molecules in air.
We estimate the absorption coefficient to be almost 1000 times greater than
that of the viscosity-heat-conduction loss. Therefore, waves in the lower
atmosphere at T = 10 sec have ca - 10 6 dB/km. Again, this is an insignifi-
cant loss.
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The atmosphere has inhomogeneities in temperature and density arising,
for example, from solar heating of the ground. Inhomogeneities in density
and motion are associated with turbulence in the wind as it passes over
trees, buildings, hills, etc. Furthermore, sound waves are scattered by such
obstacles as well as by the atmospheric inhomogeneities. All of these ef-
fects cause attenuation of sound-wave energy. But, the attenuation is esti-
mated to be quite small when the wavelength is greater than about 1 km.
The net result is that the total attenuation for infrasound in the atmo-
sphere is small enough so that propagation can occur over thousands of kilo-
meters without substantial loss of energy. An example of this is the sound
from the tremendous explosion of the volcano Krakatoa in the East Indies in
1883. The absorption of infrasound from the explosion was low enough so that
the waves were still detectable after having traveled around the earth sev-
eral times. Even though electroacoustic equipment suitable for measurement
of infrasound did not then exist, the inaudible sound waves from this dis-
turbance had sound pressures so great that readable deflections were produced
on barographs all over the world.
2.6 Influence of Winds
The wind speed w near the surface of the earth is rarely a substan-
tial fraction of the speed of sound c. The wind Mach number 0 = w/c is
usually less than 0.05. But when the jet stream blows at the tropopause at
an altitude of about 12 km, then P is at least 0.1 and sometimes as great
as 0.25.
Winds near the stratopause at an altitude of 50 km can be even stronger,
and P = 0.35 occasionally. At the stratopause the phase velocity of sound
has a maximum, since there is a temperature maximum at that level (see Figure
1). Therefore the wind speed and its direction with respect to the direc-
tion of sound propagation have important influences on the channeled propa-
gation of sound between the surface of the earth and the stratopause.
In temperate latitudes in the northern hemisphere, there are strong
westerly winds for a long regime (about five months) during the winter.
There is a shorter regime of strong easterlies during the summer, about two
and one-half months. The following is a short table of winds at the strato-
pause over the continental United States.
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Table 1
East-West (Zonal) Winds at Several Geometric Altitudes
Altitude Mean values of wind speed in m/sec.
km (+) = towards east, (-) = towards west
16 Oct. to 1 April to 1 June to 16 Aug. to
31 March 31 May 15 Aug. 15 Oct.
50 +52 +2 -42 0
55 +58 -5 -47 +2
60 +61 -8 -51 +5
The mean north-south (meridional) wind components are less than 10 m/sec at
any time of the year, and have an annual average speed of 6 m/sec toward the
north. Fuller details on the winds at various altitudes have been published
by the Air Force Cambridge Research Laboratories (1965).
We see that the effective speed of sound at the stratopause for propa-
gation to the east during the winter is 330 + 57 = 387 m/sec (see Figure 1
and Table 1), whereas at the surface the speed is much less, c = 335 m/sec.
But for propagation to the west, the effective speed at the stratopause is
330 - 57 = 273 m/sec, and the speed at the surface is substantially greater.
In brief, the conclusion is that over the continental United States the
50-km thick atmospheric layer between the stratopause and the surface of the
earth serves as a waveguide for eastward propagation of sound energy during
the winter, but not for westward propagation. In summer the opposite is
true; the waveguide effect is only for westward propagation.
For sound waves generated by a source near the earth's surface, the
signal velocity c for propagation eastward will generally differ from that
westward. The amount of the difference will of course vary with the seasons,
because of the seasonal changes in the stratopause winds. In addition be-
cause of the difference in waveguide properties, the attenuation of infra-
sonic waves for eastward propagation will differ from westward propagation.
For example, the westward attenuation in winter will be much greater.
Analytical expressions for the effect of stratopause winds on infra-
sonic signal velocity and attenuation need to be developed. We suggest that
such expressions, applied properly to data on propagation of infrasound,
could be used to remotely sense winds at the stratopause.
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3. MEASUREMENTS OF INFRASOUND
3.1 Measurement System
The electroacoustic system used at each of the infrasonic stations
in the ESSA network consists of an array of at least four microphones, asso-
ciated electronic filter-amplifiers, and recorders. The system is designed
for determining four characteristics of infrasonic waves passing through the
station area: (1) the amplitude and waveform of the incident sound pressure,
(2) the direction of propagation of the wave, (3) the horizontal phase veloc-
ity, and (4) the distribution of sound wave energy at various frequencies of
oscillation.
The microphones are located at ground level, approximately in the same
plane, and about 7 km apart. See Figure 3 for the station at Washington,
D. C. Effects on each microphone of pressure fluctuations caused by local
MONTGOMERY
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Figure 3. Location of line-microphones at the infrasonics station in Wash-
ington, D.C. Recordings are made at the Buro site.
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turbulent wind eddies are minimized by noise-reducing lines of pipe which
are about 300 m long, have capillary inlets, and are connected to the inlet
to the microphone. The theory of this noise-reducing line has been de-
scribed by Daniels (1959). For sound waves of wavelength greater than about
3 km, the line microphone is essentially nondirectional and does not atten-
uate the sound pressure appreciably. However, noise due to random pressure
fluctuations in the period range of 1.0 to 30 sec, such as that caused by
wind turbulence, is reduced considerably.
The microphones are of the electrostatic condenser type, and produce
frequency-modulated voltages, on a carrier frequency of about 1500 Hz, pro-
portional to the incident sound pressure. These voltages are transmitted
by telephone wires to a central location where they are demodulated, ampli-
fied, and recorded by several means that will be described below. Band-pass
filters are introduced into the amplifiers when a higher signal-to-noise
ratio is desired for the sound under study. Earthquake waves, for example,
are best studied with a band-pass filter passing sounds having periods of
oscillation between 0.4 and 20 sec, as in Figure 4.
N6 S6
8 N7 S6
6
4
* .8
E .6
E .4-N9 S9
.2
.08
.2 .4.6.8 2 46810 2 468102 2 468103 2
PERIOD, sec.
Figure 4. Response curves of some filters used with an infrasonic micro-
phone system. The ordinate scale applies to ink-on-translucent-
paper chart recordings.
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Calibration of each microphone is done by connecting its inlet through
3
a short hose to a calibrating barrel with a volume of about 0.19 m . An
oscillating piston on top of the barrel produces accurately known sinusoidal
sound pressures within it at various low frequencies.
3.2 Recording on Paper Charts
A convenient recording scheme has been in use for many years. It
is in analog form, in real time, as ink-on-translucent-paper traces. Each
line-microphone is recorded on its own paper chart. The waveform of each re-
cording is that of the sound pressure as modified by the gain, as a function
of frequency, of the microphone and electronic filter combination. An im-
portant feature of the scheme is the accurate timing trace for each record-
ing.
The four characteristics of the sound wave (see the preceding sub-
section 3.1) are obtained from the ink-on-paper traces by a procedure based
on visual congruence (correlation) between pairs of recordings, which are
matched by superposition on a transparent table top illuminated from below,
for example. At "best correlation," time differences are obtained for ar-
rival of the same sound waveform at the several pairs of microphones. The
direction of propagation and the horizontal phase velocity are found from
these differences by a simple geometrical procedure described by Matheson
(1966). The sound pressure amplitude is obtained from a calibration of the
microphone-recording system with an oscillating piston source, and the dom-
inant periods are found by inspection of the recorded waveform. The success
of the correlation scheme depends on the fact that almost all sound waves
coming from distant sources have approximately plane wavefront surfaces
of constant phase.
3.3 Magnetic Tape Recording
With the magnetic tape scheme, sound pressures at the several line-
microphones are recorded in analog form on parallel channels (tracks) on the
tape along with time. When a sound wave is present, its direction of propa-
gation and horizontal phase velocity are obtained from the magnetic tape re-
cording by means of an automatic multichannel correlator. This is essen-
tially an analog computing instrument which receives the magnetic tape re-
cording and produces an output trace (on paper tape) proportional to the
average of the cross-correlations between pairs of microphone voltages.
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Variable time delays are mechanically introduced into each microphone channel,
with the delays corresponding to a systematic search for correlation at all
azimuths and over a range of horizontal phase velocities between c = the
speed of sound and c $2. Details on the automatic correlator have been
given by Brown (1963). The direction of propagation and the horizontal
phase velocity are read from the output trace of the correlator.
4. RESULTS OF OBSERVATIONS ON INFRASONIC WAVES
We proceed to describe infrasound caused by the following geophysical
disturbances: volcanic explosions, the aurora borealis, earthquakes, micro-
baroms due to ocean waves, subsonic oscillations of the jet stream, and
shock waves from the entry of meteorites and satellites into the atmosphere.
There are other natural sources of infrasound not yet fully studied.
In particular severe storms such as tornadoes (Cook and Young, 1962), and
the passage of winds over certain mountainous areas, give rise to infrasonic
waves in the atmosphere. Two areas of "mountain" waves seem to be the Pac-
ific coast of North America between north latitudes 40° and 60°, and the
region of Argentina east of the Andes Mountains between south latitudes 25°
and 35° .
4.1 Volcanic Explosions
Sufficiently strong volcanic explosions occur frequently enough
to provide many useful data on the propagation of infrasound over global
distances through the atmosphere. We mentioned earlier the tremendous
explosion of Krakatoa in the East Indies in 1883, whose infrasonic waves
were still detectable after having traveled around the earth several times.
Following are a few of the volcanos whose explosions radiated substantial
amount of infrasound: Bezymyanny in eastern Siberia in 1956, reported by
Passechnik (1959); Mt. Agung on the island of Bali in 1963, reported by
Goerke et al (1965); Mt. Redoubt in southern Alaska in 1966, reported by
Wilson (1966); the caldera on Isla Fernandina in the Galapagos Islands
in the spring of 1968, still under study.
The sound waves from Mt. Agung were observed at three infrasonic sta-
tions in the continental U.S.A. The essential features of the data are
shown in Table 2 and Figure 5.
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Table 2
Sound Waves from the
8.30 south lat.,
at 0855 h, May
Explosion of Mt. Agung
115.5° east long.,
16, 1963 (UT).
Infrasonic Stations
Boulder, Boston, Washington,
Colo. Mass. D.C.
Location 40.10N 42.50 N 39.0°N
105.20W 71.20W 77.1°W
Short great-circle 14,700 16,200 16,300
distance from
Mt. Agung, km 25,300*
Observed infrasonic 2301 h, 0028 h, 0150 h,
arrival, UT May 16 May 17 May 17
0757 h,*
May 17
Signal velocity 288 289 268 ]
m/sec 305*
Maximum amplitude,
dyn/cm2 >6.6 10.6 9.0
2.4*
Measured azimuth of 3040 350° 3470
sound wave arrival 1110 *
Azimuth of great- 300.50 348.30 336.40
-circle to Mt. Agung 120.5° *
* Via great-circle path through antipode
4 Uncertain because start of received signal was obscured by noise.
Observed about 2 1/2 hr. after start of signal.
The sound pressure at each station emerged slowly from noise, and so
the measured transit times might be somewhat greater than the "true" (least)
time. In particular, the rather low signal velocity deduced from the Wash-
ington data is due to masking of the early part of the infrasound by wind
noise. The low signal velocity of 288 m/sec deduced from the Boulder and
Boston data (short great-circle paths) might be due in part to easterly
winds at the stratopause over the Pacific Ocean and the continental United
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Figure 5. Variations of azimuth for arrival of infrasound from Mt. Agung in
Boulder on May 16 - 17, 1963. The three points are for sporadic
appearances of sound waves in noise at about 0800 - 0900 h.
States, (see Table 1).
About two-thirds of the antipodal (long) great-circle path to Boulder is
in the southern hemisphere, where much less is known of the upper atmosphere
winds. The infrasonic signal velocity of 305 m/sec is a little higher than
the average of 300 m/sec for the wind-free atmosphere. We therefore estimate
that the stratopause winds at the 50 km altitude in the southern hemisphere,
during the infrasound transit in May, must have been mainly toward the west,
at an average speed no greater than - 10 m/sec.
But this conclusion is at variance with the deduction from Webb's (1964)
hypothesis that the southern hemisphere winds can be deduced by symmetry from
the northern hemisphere data. The hypothesis would lead to strong winds, at
the southern hemisphere stratopause, toward the east at + 50 m/sec over about
half of the infrasonic propagation path. Furthermore, such strong adverse
winds, if present, would have reduced the antipodal sound intensity by a
much greater amount than was actually observed.
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The reader should note that the wind data published by the AFCRL (1965)
for the stratopause are based on measurements made with vertically ascending
rockets at a number of geographical locations. In other words, the wind
measurements were made at isolated points on the earth's surface, separated
by thousands of kilometers. Measurements of sound propagation offer the
potentiality (not yet realized in full) of obtaining average winds over long
paths in the atmosphere. These propagation data should be useful supplements
to the rocket data.
4.2 Auroral Infrasonic Waves
Two types of infrasonic waves caused by the auroral borealis are
found in the atmosphere of the northern hemisphere at temperate and high
latitudes. The first type is found at mid-latitudes during sufficiently
strong magnetic storms even in the absence of a visible aurora at the geo-
graphical location of the infrasonic station. The second type of infrasonic
wave, found near the auroral oval at high latitudes when visible sharply-
defined auroral forms travel overhead across the station location at super-
sonic speeds, has directions of propagation and horizontal trace velocities
very nearly the same as those of the visible auroral form. Before discussing
these two types of waves, we digress to present a short description of a mag-
netic storm and related phenomena.
With the advent of a solar flare or a sun storm, electromagnetic radia-
tion reaches the earth almost immediately. An ionized-gas cloud sometimes
arrives one or two days later. This plasma cloud perturbs the magnetic field
of the earth. Mid-latitude observatories see a rise in the horizontal com-
ponent of the magnetic field, followed by a larger decrease and a recovery
lasting several days. The strong and erratic variations that result are
known as magnetic storms, magnetic activity, or disturbance variations. A
measure of this solar-particle radiation effect is furnished by the planetary
magnetic index K which is derived from data from a number of participating
magnetic observatories. One of a series of numbers from 0 to 9 is given to
each three-hour interval of each day, a larger number indicating a greater
departure from undisturbed conditions. During large magnetic storms, mag-
netic fluctuations with periods from a few seconds to several minutes occur,
radio communications are disturbed, x-rays are observed with instruments
carried in balloons, and the aurora is observed in mid-latitudes.
Waves recorded during the magnetic storm of February 11, 1958,- at
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Washington, exhibited a more-or-less typical behavior pattern. The storm
began on February 11 at 0126 UT. It was accompanied by an intense red aurora
visible in Washington. The first distinguishable sound waves arrived about
0642 UT from a north-northwest direction and had a trace velocity of 775 m/sec.
Measurements at 0905 UT indicated a direction slightly more from the west and
a trace velocity of 750 m/sec. The sound waves decreased in amplitude and
disappeared between 1100 and 1200 UT. Comparison of the large trace velocity,
usually greater than 400 m/sec at the mid-latitudes of Washington and Boulder,
with the local speed of sound is often enough to distinguish these waves from
other infrasound. There are variations with time in the apparent direction
and trace velocity of the waves. There is an apparent short-period cutoff
near T = 15 sec.
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Figure 6. Azimuth of auroral infrasound arriving during magnetic storms, as
a function of local time in Washington, D.C. Bearing (= azimuth)
= angle, in degrees east of north, to the direction from which the
sound comes. The open circles are measured azimuths during 1956 -
1962.
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The remarkably consistent changes in direction of arrival with time of
day are shown in Figure 6. Direction changes from the northeast in the even-
ing, through north about midnight, then northwest in the morning, and to the
northeast again somewhat suddenly after local noon. The data in this figure
were restricted to signals with trace velocities above 390 m/sec to help pre-
vent possible confusion with sound from other sources.
Sound waves usually arrive at Washington, D. C., within 5 or 6 hr of
rise of K to a value of 5 or higher. Predominant periods range from 20 to
several hundred seconds. The pressure amplitude is usually less than 3 dyn/cm2,
but is sometimes 7 or greater. Durations range from 1 or 2 hr to more than
24 hr. with a mean of about 6 hr. During the active solar years 1960 and
1961, auroral infrasonic waves were observed for more than 200 hr each year
at Washington, D. C. Additional details are given by Chrzanowski et al (1961,
1962).
A very simple hypothesis may serve to explain qualitatively the experi-
mental observations on these sound waves at mid-latitudes. Imagine a some-
what diffuse source in the lower ionosphere and fixed in geomagnetic latitude
on the side of the earth opposite the sun. Let the magnetic latitude of the
center of the source be that of the auroral zone, or about 66° . Waves from
the source spread out through the ionospheric plasma at supersonic speeds.
Sound waves leak out from the lower surface of the plasma and therefore have
the supersonic horizontal trace velocities observed at mid-latitudes. The
earth will turn underneath the source once each day. This qualitatively
explains the diurnal change of direction of infrasound observed at Washington,
D. C. The relative absence of short periods and the large trace velocity
suggest a high-altitude source where the mean free path of the molecules is
long and the modes excited in the atmospheric wave guide have wave normals
with a vertical component. This picture is, of course, oversimplified.
Since the aurora moves south with increasing geomagnetic activity, it is pos-
sible that the sound source may vary in geomagnetic latitude with strength
of the disturbance. Fluctuations in longitude of the source may also occur.
On the basis of the above hypothesis and the observations of duration
and amplitude at Washington, D. C., it seems reasonable to assume that per-
haps one quarter of the earth's surface is simultaneously bathed in acoustic
radiation with an average pressure of about 1 dyn/cm . This suggests an
acoustic source of roughly 109 W during a typical magnetic storm.
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The other type of infrasonic waves, caused by visible aurorae, has been
observed by C. R. Wilson and his colleagues (1967a, 1967b) at the infrasonic
station at College, Alaska. The basic observations are: (a) the horizontal
trace velocity is supersonic, ch > 450 m/sec; (b) the transient pulses of
sound have about the same direction of propagation and velocity as fast-moving
auroral arcs overhead at Alaska, measured with an all-sky camera; (c) the
dominant period of oscillation is about 20 sec; (d) peak sound pressure is
typically 5 dyn/cm2 ; and (e) each pulse is of only a few minutes duration.
AURORAL
FORM
INCIDENT
REFLECTED SHOCK
WAVE WAV.I
SUPERSONIC
VELOCITY
EARTH'S SURFACE
Figure 7. Acoustical shock wave caused by supersonic motion
edge of an auroral form.
of the leading
The observations can be very well explained by means of Wilson's shock
wave model, in which the supersonic motion of the leading edge of an auroral
wave gives rise to an acoustical shock wave (see Figure 7). The lower edge
of the aurora serves as a line source (perpendicular to the plane of the
paper). A particular pulse arrived at the ground station microphones 420 sec
after an auroral arc passed overhead. The 420-sec delay corresponds to a
source altitude of 140 km for an assumed average c = 300 m/sec and measured
Ch = 680 m/sec. This altitude is to be compared with the known heights of
visible auroral arcs, which in most instances have streamers extending from
110-km to 145-km altitudes.
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Auroral infrasound is apparently not propagated into the equatorial zone.
The infrasonic stations at Huancayo, Peru (12° S lat.) and La Paz, Bolivia
(170 S lat.) have not yet detected infrasound from either the aurora borealis
or the aurora australis. The station at Tel Aviv, Israel (32° N lat.) has
observed auroral infrasound on only two or three occasions. These observa-
tions are consistent with the leakage of acoustic waves from an ionospheric
disturbance originating in the auroral zone.
4.3 Earthquakes
After a strong earthquake, traveling waves spread from it over the
earth's surface and radiate sound into the atmosphere as well. The vertical
component of the earth's surface motions gives rise to the sound radiation.
There are several different types of earthquake waves, and they all travel
with speeds much greater than the velocity of sound in air. As a consequence,
the sound radiations are propagated upward in a direction almost perpendicular
to the earth's surface. The strongest surface motions at locations away from
the epicenter of the earthquake are those caused by Rayleigh waves. These
travel entirely on the surface of the earth and have periods of oscillation
T between about 10 and 50 sec. The phase velocities c of these waves when
traveling over continental surfaces are about 3.5 km/sec. The sound from
Rayleigh waves is occasionally strong enough to reach the ionosphere and
cause substantial motions there.
The sound radiated by strong earthquakes can be measured at infrasonic
stations. Usually the detected sound is that locally radiated by earthquake
waves passing through the geographical area of the station. But from a very
strong earthquake, sound radiated directly from the epicentral area into the
atmosphere can be measured at an infrasonic station several thousand kilo-
meters away. This occurred at the time of the great Alaskan earthquake in
1964, whose epicentral sound was readily measured at the Washington, D. C.
infrasonic station.
Let us look into the characteristics of a few of the waves which spread
out from the focus of an earthquake. The focus is the location on or near
the surface at which the earthquake occurs (Figure 8). The epicenter is the
point on the surface where a radius vector terminates on passing from the
center of the earth through the focus. There are three waves of principal
interest to our discussion. The first wave to arrive at a distant location
is a longitudinal wave which has passed through the body of the earth; this
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SOUND WAVES IN THE ATMOSPHERE
RAYLEIGH WAVES ON THE SURFACE
EPICENTER ./P AND S 
k /C~ WAVES
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CROSS SECTION OF EARTH
TO CENTER
OF THE EARTH
Figure 8. Seismic waves from the focus of an earthquake, and sound radiated
into the atmosphere by the seismic waves.
is called a P wave. The second to arrive is a transverse or shear wave
traveling more slowly and designated as an S wave. The third wave, which
travels entirely on the surface, is the Rayleigh wave. These three are ac-
companied by many others, for example, by P and S waves reflected. from the
boundary between the mantle and core 2900 km below the surface. From mea-
surements of arrival times of the waves received at several seismological
stations, the epicenter and focal depth of an earthquake can be determined
very accurately.
Montana Earthquake
The great earthquake in Montana at 0637.27 UT on August 18, 1959, pro-
duced seismic waves strong enough in the Washington, D. C. area to cause
easily measured infrasonic waves in the atmosphere. The epicenter in Montana
was 2860 km away from the Washington infrasonic station on a great-circle
bearing 66° west of north.
The sound radiated by the P wave arrival was obscured by wind noise and
microbaroms and could not be distinguished with certainty. The arrival of
the S waves (shear waves) produced measurable infrasound, from which it was
deduced that the shear waves came from 44° west of north with a period of
oscillation of 11 sec and a horizontal trace velocity of 6.0 km/sec. The
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arrival was from a direction 22° north of the great-circle bearing. The
earth's displacement in Washington, deduced from a peak-to-peak sound pres-
sure of 0.8 dyn/cm2, was 0.34 mm.
The very strong Rayleigh waves had periods initially of about 15 sec,
which shortened to about 8 sec after a minute or so. This change came about
because the group velocity of the 8-sec waves was less than for the 15-sec
waves, and so it took longer for the 8-sec waves to travel across the country
to Washington. The earth's displacement, calculated from the large peak-to-
peak sound pressure of 5 dyn/cm , was 3.0 mm. The average trace velocity of
the Rayleigh waves was 3.8 km/sec. They came mainly from the great-circle
direction of the epicenter, with the later waves coming from a slightly more
northerly direction.
We can only conjecture about the reason for the arrival of the seismic
waves from directions mostly north of the great-circle bearing. Refraction
on passing from the Appalachian Mountains onto the Piedmont Plateau might
have been the cause.
Acoustical Radiation Zones
An interesting feature of the sound radiated into the atmosphere by Ray-
leigh waves is that the sound pressure at any point on the surface is due to
the integrated effect of an extensive area of the traveling waves. This is
in contrast to a seismometer, which measures the earth's displacement only
at the spot where the instrument is located.
We present the results of an analysis showing how much of the traveling
wave motion is effective in producing sound pressure at a point just above
the surface. For a long train of sinusoidal surface waves of wavelength XA 
the waves in a circular area of radius 4 X contribute at least 70 percent
to the amplitude of the sound pressure at the center of the circle. We call
this circular area the "radiation zone" for the sound pressure produced by
the surface waves. If the Rayleigh waves have a period T = 25 sec. then A
o
= 88 km, and so R = 4 AX 350 km; this is the radius of the radiation zone
for such long waves. Fuller details have been given by Cook (1965).
Ionospheric Motions
At the time of the Alaskan earthquake on March 28, 1964, Rayleigh waves
of considerable amplitude passed across the United States. The sound waves
which they produced at infrasonic frequencies were propagated upward and
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caused substantial motions of the ionosphere.
We examine first the equation for propagation of a sound wave into the
less dense regions of the upper atmosphere. We recall that the sound wave
travels almost vertically upward in a direction arcsin (c/co) - 6° from the
vertical. The main features of the propagation can therefore be seen from a
consideration of plane waves of sound traveling vertically upward parallel
to the z - axis in an approximately isothermal atmosphere. The differential
equation for the particle velocity v in the waves is
2v y_ g av 1 a2v (2)
az 2 c2 az c2 at 2
In this c2/yg = H = the scale height of the atmosphere ~ 8.4 km (in the lower
atmosphere), for Y = 1.40, and g = 9.8 m/sec2, c = 340 m/sec. The density
p of the atmosphere as a function of altitude z is given by P = p exp(-z/H).
The particle velocity v, obtained from equation (2) for sinusoidal waves
(w = 2t/T) is
v = Iv lexp (z/2H) cos wt-z 4k2 - (1/2H)2] (3)
where Iv o = amplitude of vibration at ground level (z=o). From this we see
that for vertically traveling sound waves in the atmosphere, the amplitude
of vibration varies inversely as the square root of the atmospheric density.
Let us see how this applies to the Rayleigh waves from the Alaskan earth-
quake. The infrasonic stations at Boulder and Washington measured sound
pressures of about 20 dyn/cm , the period T of the waves being of the order
of 25 sec. These very substantial sound pressures correspond to vertical
surface motions IVi | 0.5 cm/sec. A wave that starts out with an amplitude
of 0.5 cm/sec will increase to an amplitude of about 10 cm/sec at an alti-
tude of 160 kilometers.
A little before it reaches this altitude the sound wave becomes a dis-
continuous shock wave. From the analysis that follows we can estimate the
altitude Z at which this occurs. In a real gas the pressure-crests in a
sound wave continually gain on the troughs, since the crests have the excess
velocity LvI computed above. The atmospheric waves start out sinusoidal,
and the time T' at which the crests overtake the troughs and discontinuity
begins is given by
h2 = SJ |Ivldt = fv Ivolexp(ct/2H) dt = 2(Hiv0 /c) exp(cT'/2H)-l]. (4)27r~~~
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The foregoing is based on Lord Rayleigh's (1945) analysis. Continuing, we
find that the altitude z is approximately
Z = cT' = 2H log L1 + cx/4Tlv0o H ] - 138 km. (5)
From the foregoing analysis we estimate that the oscillatory vertical
motions of the atmosphere at higher altitudes, caused by the Rayleigh waves,
are of the order of hundreds of meters per second.
We consider next the results of observations on ionospheric motions near
Boulder, Colorado. These observations were made by Mr. Donald M. Baker of
ESSA's Boulder Laboratories. He sent radio waves almost vertically upward
and observed the waves reflected from the ionosphere back down to a receiving
station on the ground. At the time the Rayleigh waves passed through the
Boulder area, Doppler shifts of more than 3 Hz occurred for the radio waves
at 4 MHz. Such shifts correspond to a vertical motion of the ionosphere, at
the 4 MHz reflection height of about 240 kilometers, of more than 200 meters
per second. Similar Doppler shifts occurred in the 10-MHz radio wave propa-
gated from the standard-frequency station WWV in Hawaii and received in Boul-
der, but it is difficult to estimate the geographical area of the ionosphere
from which reflections might have occurred.
The Doppler shifts started about 9 min after the Rayleigh waves arrived
at Boulder. The sound waves travel vertically upward with an average velocity
c of about 1/3 km/sec up to an altitude of 140 km. At higher altitudes the
velocity c is about 700 m/sec. The computed transit time to the ionosphere
at an altitude of 240 km is therefore less than 10 min, which is confirmed by
the observed transit time of 9 min.
We conclude from the foregoing that the Rayleigh waves traveling across
the continental United States from the Alaskan earthquake produced sound waves
which, on propagation upward through the atmosphere, caused substantial
motions of the ionosphere.
The absorption and dissipation into heat energy of the sound waves takes
place in the ionosphere. This can be seen from the results of the measure-
ments. These show that the intensity on entering the ionosphere is at least
of the same order of magnitude as the computed intensity, the latter being
based on no absorption in the lower atmosphere. We can estimate the total
energy dissipated. The intensity of the sound waves traveling upward was
about 10 erg/(cm2sec) for about 300 sec. Therefore the total sound energy
carried up into the ionosphere, and there dissipated as heat, was roughly
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6 x 10 ergs for the area of North America (about 20,000,000 km 2). This sur-
prisingly large energy is to be compared with the total estimated seismic
energy released by the Alaskan earthquake, which was about 10 ergs.
4.4 Microbaroms
Natural sounds in the atmosphere having dominant periods of oscilla-
tion between 4 and 7 sec seem to be particularly widespread and are commonly
called microbaroms. They are characterized by their persistence at a given
geographic location for many hours, by a rather constant period of oscilla-
tion, and by an amplitude which seldom exceeds 3 or 4 dyn/cm2 in the area of
Washington, D. C. Microbaroms of 4-sec periods were observed by Gutenberg
and Benioff (1941) at Pasadena in southern California. They found the micro-
baroms to be sound waves traveling approximately parallel to the earth's sur-
face and coming from a direction southwest of Pasadena. Saxer (1945, 1953-54)
and Dessauer et al (1951) observed microbaroms at Fribourg in Switzerland.
They found the waves traveling parallel to the earth's surface to come from
a direction northwest of Fribourg, with periods w 5 sec, and sound pressures
; 0.5 - 1 dyn/cm2. Furthermore, the sound pressures seemed to be correlated
with the heights of water waves in the north Atlantic Ocean due to storms and
with the strength of microseisms in the earth observed at Strasbourg (about
200 km north of Fribourg). Observations on microbaroms in the Washington
area will be discussed later.
What causes microbaroms? Similarities between them and microseisms on
the earth's surface suggest that one causes the other. But it can be easily
shown that, on the one hand, the sound waves radiated into the atmosphere by
microseisms are much weaker than microbaroms. On the other hand, sound pres-
sure of the latter on the earth's surface is not strong enough to produce
observable microseisms (Cook and Young, 1962).
It had long been conjectured (e.g., Daniels, 1962) that the gravity
waves created by storms on the surfaces of the seas radiate sound into the
atmosphere. In the analysis that follows we shall introduce quantitative
expressions showing that long trains of such waves cannot radiate sound power,
because their phase velocities are less than the phase velocity c of sound
in the atmosphere. On the other hand sound power radiation can occur (a)
when the waves come to an abrupt stop as, for example, on the beach, and (b)
when waves traveling in different directions have an interference pattern
which causes periodic oscillations in the potential energy of the atmosphere
over the waves.
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Figure 9. Radiation of infrasound by a semi-infinite wave train on a water
surface.
Radiation by an infinite train of surface waves on water
We consider first a sinusoidal gravity wave on water, of amplitude
A and period T, the wave fronts being straight lines parallel to the z-axis,
(See Figure 9). We suppose the depth to be substantially greater than
1
k = xo/2v (kX = wavelength), and so the deep-water wave speed is c = gT/2i
o
= g/w, where g = acceleration of gravity. Therefore the surface displacement
can be represented by
Yo = A exp i(wt - kox) (6)
for all x.
In the atmosphere above the water a distribution of sound pressure and
particle motions is caused by the surface wave. The velocity potential for
this distribution must satisfy the sound wave equation and the boundary con-
dition at the water surface. The final result is that the sound pressure in
the atmosphere above the water is
P WA exp k- -k y + i(wt -k x) (7)
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where p = density of the atmosphere, c = speed of sound, ¢ = c/co, and k = w/c.
Note that the sound pressure at the water surface is in phase with the
displacement. Hence no net work is done and no sound power is radiated into
the atmosphere.
For water waves of period T = 2v = 6.28 sec, W = 1.0/sec, c = 9.80 m/sec,
and X = 61 meters. Suppose the displacement amplitude A = 100 cm. Then the
sound pressure at the water surface is jpl - 120 dyn/cm2 . But at a height of
-10
100 m above the surface the sound pressure is reduced by a factor of e 
1/22000 to less than 10
'
2 dyn/cm.
Radiation by a semi-infinite wave train
We consider next a sinusoidal gravity wave on water coming from -- and
stopping abruptly at x = 0, the wavefronts again being straight lines parallel
to the z-axis (see Figure 9). The surface displacement yo is the same as in
Eq. (6) for -x < x < 0, and y = 0 for x > 0. We imagine the line x = 0 in
the xz-plane to be the beach, and the region x > 0 to be the landward side.
The velocity potential * for the total wave field at y = 0 is readily
found by superposition of the hemicylindrical waves generated by each line
element, parallel to the z-axis and of width du, of the surface waves.
iwAeiwt 0O
2 = - _ [Jo(kx - ku)-i Y (kx - ku)]e iko du (8)
for x > 0.
A good approximation to this integral is found as follows. We first replace
the Bessel functions J and Y by the first terms of their asymptotic ex-
o O
pansions. This leads to a Fresnel integral expression for i, whose asymptotic
form for large x yields cA _iei/4 i(wt - kx)
/cA (-le e
From this we find the sound pressure on the landward side (x >>O) to be
PI =(pcA (10)
where X = wavelength of the atmospheric sound. As before we suppose the
water waves to have a period T = 2n sec and A = 100 cm. Then 0 = 35 and A =
2130 m. At a distance x = 185 km from the beach, the sound pressure will be
2.1 dyn/cm2.
Suppose the wave starts abruptly at the beach x = 0 and travels towards
x = - ~ . We find the sound pressure on the landward side to be almost the
same as before; for such a wave the factor B - 1 in Eq. (10) above is replaced
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by D + 1. Therefore a standing wave caused by reflection of an incoming wave
by a beach will also give rise to a radiated sound field.
Since an infinite wave train radiates no sound power, whereas there is
radiation by a semi-infinite train stopping abruptly at x = 0. we can imagine
that the radiated power is due to a line source on the beach. The assumption
is not strictly correct, but we can use it to estimate the power by means of
Eq. (10). For the water waves of the period T and amplitude A considered
above, we find the radiated sound power to be about 30 kW per kilometer of
beach.
Radiation by a standing wave
A theory, analogous to the Longuet-Higgins analysis for the generation
of microseismsexplains the generation of microbaroms by standing water waves
associated with marine storms. The theory is based on the vertical oscillations
of the center of gravity of the atmosphere immediately above the standing waves,
which might be near a beach as well as out at sea. The frequency of oscil-
lation of the atmosphere's gravitational potential energy is twice that of the
ocean waves. The varying potential energy has a radiated sound field ossociated
with it, with sound waves at twice the ocean wave frequency. Full details of
the analysis have been given by Posmentier (1967) and by Brekhovskikh (1968).
Comparison with observed microbaroms
The foregoing (for waves on a beach) analysis is for the idealized case
of straight-line wavefronts of infinite length, the waves being perpendicularly
incident on a straight-line beach. But natural beaches are not very straight;
the waves arriving at one point might not be coherent with those arriving at
a point on the beach a few kilometers away; the strength of the wave can be
affected by reflection from the upper atmosphere; etc. The mathematically de-
rived sound field of Eq. (10) can therefore be expected to yield only order-
of-magnitude estimates for sound pressures at a large distance from a beach.
Microbaroms have been observed in the Washington area with the infrasonic
system described in Section 3. The Atlantic Ocean beach is 185 km east-south-
east of the infrasonic station. Generally speaking, the microbarom sound waves
come from the east and travel parallel to the earth's surface. They appear
at almost all times of the year, and occasionally have sound pressures as
great as 6 dyn/cm . For a typical recording made on March 11, 1961, T : 5.5
sec and p ~ 1 dyn/cm2 . On the basis of the analysis given above, microbaroms
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at Washington could be caused by waves on the Atlantic Ocean beaches ranging
in amplitude from about 20 cm to 100 cm.
Fribourg (Switzerland) is about 650 km from the Atlantic Ocean beach on
the west coast of France. Microbaroms observed at Fribourg often had daily
average sound pressures z 0.4 dyn/cm2 . From the above analysis the expected
pressure at Fribourg due to ocean waves of A = 100 cm would be 1.0 dyn/cm2
But the sound waves were reported as arriving from a northwest direction. The
Atlantic Ocean is about 1500 km away in this direction, beyond north Ireland
and Scotland. It seems that the standing-wave hypothesis can account for the
microbaroms observed at Fribourg by Saxer and Dessauer.
4.5 Subsonic Oscillations
The passage of a jet stream in the atmosphere over the eastern (At-
lantic) seaboard of the United States is occasionally accompanied by large
oscillations in barometric pressure at infrasonic frequencies. The jet stream
is a thin layer of fairly high speed wind. The location of the layer in the
atmosphere is in the neighborhood of the tropopause, at an altitude of about
10 km. The thickness of the stream is about three kilometers. The wind speed
along the axis is at least 30 m/sec, and sometimes as great as 80 m/sec. The
wind blows towards a direction between northeast and southeast, and the width
of the stream (in a direction transverse to the direction of flow) is gener-
ally at least 100 km.
An important characteristic is that the periods of oscillation are usu-
ally greater than the resonant period T
R
& 300 sec of the atmosphere (see Sec-
tion 2.4). Since, as we recall, the phase velocities for plane waves of such
long periods are substantially less than the high-frequency sound velocity,
the waves may be called subsonic oscillations.
The results of observations made at our station in Washington show that
almost all sound waves coming from subsonic oscillations of the jet stream
have wavefront surfaces of constant phase which are almost plane. The sound
pressure has the following features when the jet stream is blowing. (1) The
direction of propagation of lines of constant-phase sound pressure across the
Washington area is very close to the direction of the jet stream over Wash-
ington. (2) The horizontal phase velocity c = 30 to 100 m/sec is about the
same as the speed of the jet. (3) The sound pressures are mainly in.the
range 50 - 400 dyn/cm2. (4) Periods of oscillation T = 300 to 1000 sec.
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Figure 10. Observations on jet stream oscillations.
A brief summary of a few observations made in Washington is given in Fig-
ure 10. The data show the correlations between the features of the sound pres-
sure, and the characteristics of the jet stream causing the sound pressure.
The waves observed at the Washington station have been studied in detail by
Mary W. Hodge and her associates (1968). Further data on the Washirgton waves
have been summarized by A. J. Bedard, Jr. (1966). Sound pressures caused by
the jet stream have been also observed elsewhere; a comprehensive report on
waves in the Boston, Massachusetts, area has been prepared by Elizabeth A.
Flauraud and her associates (1954).
The sound pressure probably has its origin in flow instability of the
jet stream. The mechanism of the instability is not known. We can conjecture
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Figure 11. Radiation of sound pressure by jet stream oscillations. w = ver-
tical component of the atmospheric particle velocity at altitude
z. PO = pressure at ground level.
o
that it arises from a combination of viscous shear between the jet stream and
the surrounding atmosphere, and unstable temperature gradients. We assume
that the jet stream oscillations force the atmosphere into oscillation. The
well-known equations of motion for sound waves in a wind-free atmosphere (see
Lamb, 1945) can be used to determine the relationship between the sound pres-
sure measured at the ground and the assumed oscillatory displacement of the
jet. The basic idea is that the atmosphere between the oscillating jet stream
and the surface of the ground is filled with downward-traveling plane waves,
and reflected upward-traveling waves, with both waves having a forward compo-
nent of phase velocity the same as the speed of the jet stream. Figure 11 is
a schematic drawing for the mathematical analysis that has been carried out in
detail by Cook (1968), under the following physical assumptions. (1) The at-
mosphere is isothermal and wind-free. (2) The waves are sinusoidal in time,
and all quantities vary like exp(iwt). (3) All motions are in the x-z plane,
and so the particle velocity, with components u, v, w, has its y-component
v - 0. (4) The traces of the straight lines of constant-phase sound pressure
on the x-y plane have a phase velocity c = w/k , and so all quantities vary
as exp(-ik x); the waves are advancing in the (+x) direction. The equations
of motion finally yield the following expression for the amplitude of the
vertical component of particle displacement at the altitude z = 10 km of the
jet stream:
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Az = 2H(k2 k2 ) IP l/PYBk2 (11)
where H = scale height of the atmosphere = c2/yg = 8.1 km for an isothermal
atmosphere with c = 333 m/sec. Also c = w/k, Y = 1.40, and _ is a real number
for a typical subsonic oscillation. As an example, consider a wave with T =
500 sec, c = 33 m/sec (; c/10), and IP I = 200 dyn/cm2 . We find Az = 60 m,
O 0 0
which must be the jet stream's vertical oscillatory displacement at an altitude
of 10 km necessary to produce the measured sound pressure at the ground.
100 o o
Ad50/ 0
E 0 00
20 o
I0
300 Tv 400 500 600 700 800 900
T, seconds
Figure 12. Horizontal phase velocities at various oscillation periods. Solid
lines = theoretical velocities. 0 = observed velocities.
Standing-Wave Hypothesis
The mechanism of the oscillation is not known, and there is no obvious
limitation on the vertical component P/H of -the wave-number vectors. We exam-
ine the conjecture that the vertical component w of the particle velocity
(which is zero at the ground) has a maximum at the jet stream's nominal alti-
tude of 10 km(see Figure 11). The analysis shows that this occurs approxi-
mately when
Pz/H = 3/2, 3T/2, 5s/2, ... (12)
Use of these values for X leads to a series of curves showing how the horizon-
tal trace velocity co varies with the period of oscillation T. Two of the
curves are shown in Figure 12. The curves all start with c = 0 at T = 337
sec. this being the Vaisala period of stability oscillations for the isother-
mal atmosphere (c = 333 m/sec) under consideration. Also plotted are some
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observed values of horizontal phase velocities corresponding to well-defined
periods of oscillation for the jet stream over Washington during January 1964.
The data do not seem to confirm the hypothesis of Eq. (12). But gravitational
forces evidently play a substantial role in the generation mechanism, since
most of the observed oscillations occur at periods greater than the Vaisala T .
v
Propagation to the Ionosphere
The displacement and velocity amplitudes in the jet-stream oscillation
can be expected to serve as sources for radiation of subsonic wave power up-
ward into the ionosphere. The equations of motion show that the amplitude of
the vertical component w of the particle velocity increases exponentially with
altitude.
IwI = wj exp[(z-10)/2H] , (13)
where w. = (2T/T)Az = the amplitude at z = 10 km. For the example given above,
T = 500 sec, etc., we find that at an altitude of z = 100 km, Iwl r100 m/sec
and Az z 9 km. This estimate for Iw1 is greater than the phase velocity of
the wave (a 30 m/sec). It appears that subsonic waves traveling upward will
probably undergo substantial waveform changes, e.g., taking on a shock-wave
configuration, well before reaching the ionosphere.
4.6 Shock Waves from Satellite Entry
The entry of a meteorite, artificial satellite, or other solid ob-
ject into the upper atmosphere at supersonic speeds will generally produce an
acoustical shock wave. Sometimes the shock wave strength is great enough so
that it can be measured at an infrasonic station. For example, the entry of
the Cosmos 213 rocket body into the atmosphere on April 19, 1968, was accom-
panied by a Mach cone whose shock wave was observed and measured at ESSA's
infrasonic station in Boulder, Colorado. The paper-chart recordings of the
shock wave's sound pressure at ground level resembled a single sine wave - a
pseudo N-waveform - with a peak-to-peak sound pressure of 1.2 dyn/cm2 and a
duration of about 2.5 sec. The rocket body passed overhead through the iono-
sphere near Boulder at an elevation of 112 km, on a path almost parallel to the
earth's surface.
The measurement system used at Boulder was the same as that described
earlier (see Section 3.1). The band-pass filter was N6 S6 (see Figure 4).
But an N-waveform of duration 2.5 sec has a Fourier transform with a substan-
tial spectral density at higher frequencies, outside the N6 S6 "window."
In short, the paper-chart recording was that of the N-waveform sound pressure
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appreciably modified by the filter.
If an N-waveform is recorded and measured accurately, it can be used to
deduce some information about the object producing the wave. For example, one
can obtain the altitude of an artificial satellite during atmospheric entry,
even if its large Mach number - 25 is not accurately known. This is because
the shock strength and duration in the so-called far field, at a miss-distance
h (= altitude) moderately large relative to the greatest linear dimension t
of the object, is determined essentially by the following factors: (1) The
geometrical size and shape of the object. (2) The ambient atmospheric pres-
sure B at the altitude of the object. (3) The Mach number M of its super-
sonic speed. (4) The miss-distance h. The pressure jump at the head of the
N-waveform is given by
= B(M2 -1)1 /8 X (t/h)3 / 4 X (KsD/t) (14)
where D = an equivalent maximum diameter for the object, and Ks = its aero-
dynamic shape factor for supersonic speeds. The pressure jump Ap observed
will be increased, because of the approximately exponential increase in ambi-
ent pressure, by a factor of about eh/2H when the shock wave propagates down
,to the ground. It will be increased also by a factor of 2 because of reflec-
tion at the ground surface.
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VERTICAL PROFILES OF WIND AND TEMPERATURE BY
REMOTE ACOUSTICAL SOUNDING
Herbert L. Fox
Bolt Beranek and Newman Inc.
ABSTRACT
Sound generated at the earth's surface
is refracted in the atmosphere as a
consequence of the variation with alti-
tude of the wind and temperature. The
sound which is refracted back to the
earth can be used to obtain information
on the vertical profiles of wind and
temperature. The spatial distribution
of refracted intensity does not appear
to be a sufficiently accurate indicator
of the vertical profiles, but adequate
definition and detail appear to be ob-
tainable by processing transit times
from a multiplicity of receivers. We
report the current state of an analyti-
cal study of the feasibility of such a
method of remote probing of the atmosphere.
1. INTRODUCTION
We are investigating an acoustical method for obtaining meteo-
rological soundings that is based on the refraction due to the
vertical variation of wind and temperature. The method has the
potential of yielding horizontally averaged measurements of the
vertical variation of wind and temperature up to heights of a few
kilometers; the averaging takes place over a radius of 10 to 15 km.
The investigation is a modest feasibility study which we hope
to follow with an experimental program. The results thus far are
very encouraging. We report here an outline of the basic concepts
and some of the results that we have already obtained.
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2. ACOUSTICAL SOUNDING
The velocity of sound in still air depends on the sonic tempera-
ture (a weighted linear combination of the virtual and absolute
temperature). When the sound travels in moving air the motion of
the air in the direction of the propagation must be added to the
proper velocity of sound. Hence, if an acoustic signal propagates
through a parcel of air in which the temperature or wind are not
homogeneous, the sound is refracted. As a direct consequence of
the atmosphere having its principal variation of temperature and
wind in the vertical direction, sound traveling obliquely with
respect to the earth tends to be refracted downward or upward de-
pending on whether the effective sound velocity (the proper sound
velocity added to the wind in the direction of propagation) is
greater or lesser aloft.* An example of how sound, propagating
along a given azimuth, is refracted is shown in Figure 1. Two
measurable characteristics of the sound refracted to the ground that
relate to the vertical variation of the wind and temperature are
(1) the acoustical intensity at a point on the ground and (2) the
time required for signals to traverse the distance from source to
receiver.
2.1 Previous Investigations
The distribution of intensity on the ground is strongly in-
fluenced by a variety of effects other than refraction. Ingard
(1953) showed how temperature fluctuations, propagation into the
shadow zone, attenuation in a humid atmosphere, ground absorption
and turbulent scattering influence the intensity distribution.
Buell (1966) examined the short- and long-term variation of meteoro-
logical parameters and showed the unreliability of estimates of
sound intensity based on the wind and temperature profiles. Thus
we conclude that the distribution of acoustic intensity on the
ground can only be used qualitatively. The qualitative use of
intensity distributions to investigate the diurnal variation of an
upper channel wind was reported to this panel by Posmentier of
Lamont. For detailed quantitative profile determination we have
turned to using measurements of time of arrival at arrays of
receivers.
Fox (1966) found that sound-ranging data in the form of time
differences between signals received at an array of microphones
could be used not only for determining target locations but also
to estimate winds and temperatures. The altitudes and the ranges
involved in that investigation are similar to those in the present
study; however earlier workers had used similar techniques for high
altitude studies. Whipple (1935) attempted an experimental determin-
ation of temperature profiles up to 60 km. He measured the total
*Except where indicated otherwise, we appropriately use geometrical
acoustics.
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transit time and the angle of descent of the sound rays along a
single azimuth at ranges up to several hundred kilometers. Using
balloon data up to 20 km and neglecting winds entirely he assumed
that the temperature profile above 20 km consisted of an iso-
thermal layer above which there was a constant positive-gradient
layer. Ile used the sound data to match the parameters of his
model and thereby determined that the isotherm extended to about
40 km and that the temperature of the next layer matches the
ground temperature at a height of about 60 km. Subsequently,
Gutenberg (1939) and Cox (1945) used Whipple's technique.
The first attempt at using an acoustical method to obtain both
wind and temperature aloft appears to be that of Crary (1950).
For acoustic sources he used detonations (200 and 500 pound bombs).
He measured the time of arrival and the angle of descent of the
sound signals on several azimuths up to ranges of several hundred
kilometers. As with the previous investigators he used the known
profile up to 20 km but above that he assumed a profile consisting
of a negative-slope layer followed by a positive-slope layer. He
was not able to make a unique determination; however, by correlating
with other data and using a least-squares method, he was able to
obtain estimates of the temperature and wind profiles. His method
was subsequently used by Richardson and Kennedy (1952) to obtain
wind and temperature profiles in the upper atmosphere over Colorado
and by Johnson and Hale (1953) to measure the upper atmosphere
over Arizona. The importance of measurements of time intervals
between multiple arrivals was emphasized in an experimental program
carried out by Rothwell (1966). He used shells exploded at various
altitudes and a ground-based gun.
2.2 The Basic Theory
To determine the vertical profiles of effective sound velocity
along a given azimuth, we require several arrays of receivers
located along the azimuth. Three parameters can be determined by
each array: (1) the time of arrival of the acoustic signals at
the array*, (2) the angle of descent of the acoustic ray as it
crosses the array (for a horizontally uniform atmosphere this is
the angle of elevation of the ray as it leaves the source), and
(3) the ratio of the effective sound velocity at any height to the
cosine of the angle of elevation of the ray trajectory at that
height (a constant of the motion by Snell's law). Detailed deri-
vations of these quantities and the relationships between them and
the parameters of the profile are presented in Lukes (1942). From
the basic equations one can systematically determine parameters for
an assumed form of the effective sound - velocity profile.To ex-
tract the wind and temperature the effective sound velocity is
*We assume that the sound source is controlled by the experimenters
and thus it is possible to measure the times of transit from the
sound source to the receiver and not just times differences between
sets of receivers. This is not however restrictive. Our results
are adaptable to time-difference data.
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required for at least three azimuths in order to separately deter-
mine the wind speed, wind azimuth, and temperature. However more
than three azimuths can be used with a least-mean-squares technique.
3. PRELIMINARY RESULTS
Figure 2 presents results obtained when we assume that the
effective sound velocity profile can be described by two layers.
We used synthetic acoustic data that was generated assuming the
profile of four layers shown in the figure. Our scheme also
produces estimates of the precision with which the calculated pro-
file matches the actual profile. More-complex models than the
two-layer profile are presently being investigated.
A problem of extreme importance is the question of the likeli-
hood of receiving acoustic energy at the surface. To examine this
question and to determine an optimum microphone configuration we
calculated the intensity distribution that would have occurred on
four occasions where the profiles were characteristic of those that
are important in air pollution. The predicted zones of refracted
sound are shown in Figure 3. On the basis of these data we have
established the distribution of arrays illustrated in Figure 4.
Here we assume the sound source to be at the center. Each dot re-
presents an array. An array consists of at least three receivers;
two on the ground along the azimuth and one elevated. The actual
spacing between the receivers will be determined by the spectrum of
the sound source. Presently we envision using a low-frequency to
subsonic impulsive source which will be masked by nearby background
noise, but which will be effective in the acoustical sounding
technique.
4. RECOMMENDATIONS AND CONCLUSIONS
4.1 Continuing Studies
Using the profiles referred to in Figure 3, we are simulating
the data that would be obtained by arrays placed as shown in
Figure 4. The calculated vertical profiles of wind and temperature
are then to be compared with the available ball\oon soundings.
We are investigating the effect of fluctuations, that is,
horizontal and temporal inhomogeneities. The technique should be
effective, in spite of the fluctuations, because of our averaging
procedures.
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4.2 Future Studies
We advise an experimental program to compare acoustical sound-
ings with balloon soundings. The problems of scattering by large
objects on the ground and of secondary sources of sound can be
studied separately from the basic problem of how accurately one
can assess the vertical variation of wind and temperature by
acoustical methods if we use a region free of large buildings and
secondary sound sources. Further experiments should then be con-
ducted in the more troublesome environment of a city.
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PROBING THE ATMOSPHERE WITH INFRASOUND1
Eric S. Posmentier2 and William L. Donn
Lamont Geological Ovservatory
Columbia University
ABSTRACT
Recent studies of atmospheric
infrasound at Lamont Geological Obser-
vatory have contributed to our know-
ledge of atmospheric structure and
have established the practicality of
infrasonic techniques for probing the
atmosphere to heights of 120 km or
more. Temporal varitions of the
amplitude of continuously generated
natural infrasound of 0.1 - 0.4 Hz
(microbaroms) provide information
about wind variations in the E-
layer, including atmospheric tidal
winds. Infrasound in the same fre-
quency range produced by space-
launch rockets yields further data on
upper atmospheric structure. The
dispersion of longer-period explo-
sions is an additional source of
information about temperatures and
winds to high altitudes.
INTRODUCTION
The effects of the temperature and wind-stratification of
the atmosphere on low frequency acoustic waves are regional
focusing and defocusing, and geometric dispersion. Conversely,
spatial variations of sound intensity, or velocity dispersion
of waves from impulsive sources, can both provide information
about atmospheric structure. Sound is thus a useful tool for
probing the atmosphere. Infrasound (sound below audible fre-
quencies), because of its ability to propagate long distances
without attenuation through the upper atmosphere, has proven
particularly useful for such atmospheric investigations.
For each class of infrasound used to probe the atmosphere,
an appropriate theory of propagation must be developed. The
atmosphere's structure may then be surmised, through the theory,
from observed propagation characteristics. The purpose of this
1. Lamont Geological Observatory (Columbia Univ.) Contribution
No. 1245
2. Now at New York University, Dept. of Meteorology and Ocean-
ography.
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paper is to review such observations of a few types of infrasound,
the theories used to account for the propagation of infrasound,
and the deduced atmospheric structures.
2. MICROBAROMS
Microbaroms are atmospheric acoustic waves associated with
marine storms; they have periods of 2.5 - 10 sec and amplitudes
of a few microbars (dynes/cm2). They were first reported by
Benioff and Gutenberg (1939). More recently, Donn and Posmentier
(1967) reported their observations of concurrent high activity
of both microbaroms and microseisms (background seismic motion
in the same frequency band as microbaroms). They concluded that
both microbaroms and microseisms had been generated by ocean
waves in a marine storm, by a common mechanism which determined
their identical spectral characteristics. Posmentier (1968a)
proposed that microbaroms are generated by interfering waves in
storm areas, by a mechanism similar to that suggested by Longuet-
Higgins (1950) for the generation of microseisms. The validity
of this explanation is confirmed by a more recent study of sever-
al months of microbarom/microseism ocean wave data (Posmentier
and Donn, 1968).
Microbaroms are applicable to the problem of acoustic
probing of the atmosphere through the study of their long-
range propagation. Time variations of microbaroms received
from a continuous source have already led to an independent
confirmation of semidiurnal atmospheric tidal winds above 100 km.
Figure 1 shows a cross-section of a 24-hour seismic-type drum
record of infrasound. There is an apparent semi-diurnal vari-
ation of the amplitude of the infrasound, which has been iden-
tified as microbaroms from a source to the northeast of the
detector array in Palisades, New York. Donn (1968) suggested
that semidiurnal tidal winds in the upper atmosphere caused
these amplitude variations. This explanation requires that the
phase of the semidiurnal amplitude variations depend on the dir-
ection of the source. Such a dependence has been confirmed by
measuring the phases of the amplitude variations of microbaroms
from sources whose directions span three quadrants, and by comp-
aring the phases with those predicted by the ray theory of sound
propagation in a time-varying wind-and-temperature-stratified
atmosphere (Posmentier, 1968b)
By applying the ray theory of sound propagation to microbar-
oms in a wind-and-temperature-stratified model atmosphere inclu-
ding both ambient and semidiurnally varying winds, it is possible
to test the model's adequacy in explaining observed microbarom
amplitude variations. Table I describes such a model atmosphere
which represents a concensus among several observations and
theories of atmospheric circulation (both ambient and tidal) and
temperature structure.
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Figure 1. Cross section of a drum record of microbaroms,
showing a 5-minute signal sample every hour.
Time is indicated in EST
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TABLE I
Z
0
10
25
30
40
50
65
80
90
100
105
120
T
275
215
215
215
240
265
283
200
200
200
237
350
U
2
39
10
21
43
65
41
16
10
-10
-15
0
Vw
0.1
0.2
0.6
0.7
1.0
2.5
5.0
7.5
11.0
15.0
19.4
30.0
Pw
1.00
1.00
1.00
1.00
7.00
7.00
7.00
7.00
7.00
7.00
6.25
4.00
Vs
0.1
0.2
0.6
0.7
1.0
3.2
6.6
10.0
15.0
20.0
25.0
40.0
Ps
10.0
10.0
10.0
10.0
4.00
4.00
4.00
4.00
4.00
4.00
3.25
1.00
Z Altitude, km
T Temperature, °K
U Ambient westerly wind speed, mps. (Ambient northerly
winds are sufficiently small to be neglected here).
Vw Speed of semidiurnal component of westerly wind, mps.
Pw Local time at which semidiurnal component of westerly
wind increases through zero.
Vs Speed of semidiurnal component of northerly wind, mps.
Ps Local time at which semidiurnal component of northerly
wind increases through zero.
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This table applies to winter months at 450N. Sources of the
observations and theories used to form this model are Murgatroyd
(1956), Batten (1961), Stolov (1955), Kantor and Cole (1964),
Manring, et. al., (1964), and reviews by Khvostikov (1964) and
Craig 193-5).
Assuming that wind speeds and temperatures vary linearly
between the altitudes specified in Table I, ray paths represent-
ing propagation from the northeast at 1l hour intervals were com-
puted based on Fermat's principle. The results indeed show that
optimum and minimum conditions for propagation from the northeast
exist at six hour intervals, at 1030 or 2230, and 0430 or 1630
local time, respectively (Figs. 2 and 3) in approximate agreement
with observations exemplified by Fig. 1.
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Ray tracing at,1030 (or 2230) local time,
showing rays with initial elevation angles
of 0° through 400 inclusive.
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Same as Figure 2, for 0430 (or 1630) local time.
Through the ray theory of acoustic propagation, it is thus
possible to conclude that the atmospheric model used here can
account for observed time variations of sound propagation
through the atmosphere. A more detailed experimental and
theoretical study should lead to the refinement of our present
knowledge of upper atmospheric motions.
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3. INFRASOUND FROM ROCKETS
Artificially produced infrasound opens further possibilities
for probing the upper atmosphere. Rockets, for example, are
small sources of infrasound which follow known trajectories at
known times, in contrast with natural infrasound such as micro-
baroms, which are generated continuously over large areas.
Artificial infrasound thus offers the advantage of known sources,
but has the difficulty that large rockets and bombs are program-
ed primarily for reasons other than the acoustic probing of the
atmosphere.
Infrasound produced by Scout, Atlas, Agena, and Saturn
rockets have been observed at ranges exceeding 1000 miles by
Fehr (1967) and Donn et al., (1965). The sources of the infra-
sound may be rocket ignition, ballistic energy, and possibly
rocket exhaust during flight. Generation and propagation above
the E-layer of infrasound of a few seconds period have been doc-
umented.
The effect of the stratification of the atmosphere on the
propagation of acoustic signals from rockets is quite significant
causing regions of focusing and de-focusing on the ground, and
alternately preventing and enhancing the return of acoustic en-
ergy to the ground from the rocket as it travels upward through
sound channels. Conversely, a knowledge of time and distance
variations of the acoustic signal from a rocket can be used to
infer the temperature and wind structure of the propagating
medium. Bushman and Smith (1966) have computed wind profiles
up to 85 km, based on acoustic data from a Saturn rocket flight.
4. ACOUSTIC-GRAVITY WAVES FROM NUCLEAR EXPLOSIONS
Nuclear explosions in the atmosphere have provided a power-
ful tool for the study of the propagation of acoustic-gravity
waves in the atmosphere and of the coupling between the neutral
atmosphere and the ionosphere.
Most of the experimental study of waves generated by nuclear
tests has been by means of surface pressure sensors which detect
the passage of acoustic-gravity waves. For the largest explo-
sions, these waves have been detected after several circuits of
the earth.
The property of acoustic-gravity waves of greatest value is
that of wave dispersion. This is a systematic dependence of
group velocity on wave period. On records of pressure pertur-
bation related to acoustic-gravity waves dispersion is indicated
by a wave train showing period decreasing with time (normal
dispersion) or increasing with time (inverse dispersion). When
group velocity is plotted against period, a group velocity
dispersion curve is obtained whose shape and position depends on
the appropriate propagation parameters-of the atmosphere, the
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most important of which are temperature and wind. In order to
determine the structure of the atmosphere along the path of wave
propagation, an empirically determined dispersion curve is com-
pared with curves determined theoretically from a variety of
atmosphere models. Presumably, the model providing the best fit
between theory and observation is most indicative of the atmos-
phere along the wave path. However, some ambiguity exists in
the results that can be obtained from the choice of models.
Analysis of records of acoustic-gravity waves as well as
theoretical solutions indicate that the wave trains are normally
composed of a number of modes. Following the classification of
Pfeffer (1963) we identify them as the fundamental, acoustic or
gravity modes. The acoustic modes are those which disappear
when the medium is assumed to be incompressible. Gravity modes
disappear when the acceleration of gravity is assumed to be zero.
In general, theoretical resolution of modes exceeds that of
experimental analysis. At Lamont we have obtained the best
analysis by making a "running" Fourier amplitude analysis of
successive overlapping sections of the signal, as described by
Balachandran and Donn (1968).
Theoretical group velocity dispersion curves for acoustic-
gravity waves were determined through the application of the
method developed initially in the study of seismic surface waves.
Our best results were obtained by the application of normal mode
theory to the propagation of waves in a multi-layer model of the
atmosphere. In the model, temperature and wind are held constant
in each unit layer, but with the necessary difference from layer
to layer to define the temperature and wind gradients used. A
complete statement of the theory is given by Balachandran (1968)
and summarized with results by Balachandran and Donn (1968)
The kind of comparison obtained between theory and observa-
tions for the Soviet nuclear test of August 5, 1962, is indicated
in Fig. 4.
In the generalization of the theoretical dispersion curves,
the vertical temperature profile was taken from the COSPAR model
atmosphere to an elevation of 300 km. Winds included in the
model were adequate to generate the necessary theoretical curves.
In general, the theory of Balachandran (1968) appears capable of
explaining most of the features of acoustic-gravity waves observ-
ed at the ground.
In summary of the comparison of theory with observations,
the main features of acoustic-gravity waves up to a period of
about 400 miles can be explained by an atmospheric model with
only one (lower) temperature sound channel, and related winds.
The upper, second sound channel must be included to explain
waves of periods greater than 400 sec. Inverse dispersion of
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long period waves are produced by high positive winds in the
upper sound channel (at about 100 km) or by high negative winds
in the bottom part of the lower sound channel.
Davies and Baker (1966) reported observations of unexplained
ionospheric disturbances soon after the times of nuclear explo-
sions. Following publication of the comprehensive report on
atmospheric waves from nuclear explosions by Donn and Shaw (1967),
Baker (1968) recognized that the ionosphere disturbances were
produced by the passage of acoustic-gravity waves from nuclear
explosions. Balachandran and Donn (1968) then subjected Doppler-
sonde signals from Boulder,Colorado and pressure signals from
Berkley, California, and Poughkeepsie, New York from the nuclear
explosion of October 30, 1962 to running spectrum analysis.
Results should show strikingly similar dispersion patterns for
both surface pressure and ionospheric signals. The study of this
coupling effect is continuing.
5. CONCLUDING REMARKS
Research in atmospheric acoustics has advanced a great deal
in recent years, contributing to our knowledge of the generation
and propagation of low-frequency pressure disturbances in the
atmosphere, and of the structure of the atmosphere. Of the many
developing methods of acoustic probing of the atmosphere dis-
cussed in this paper and by other panel members, several offer
great potential. In order that the continuing efforts in this
branch of geophysics be most fruitful, it is necessary that gains
thus far achieved be consolidated, and that future work be done
with a minimum of duplication and a maximum of cooperation.
Continuing research in atmospheric acoustics will undoubtedly
make many valuable contributions to our knowledge of general and
day to day atmospheric structure and motions.
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THE HUDSON LABORATORIES MICROBAROGRAPH SYSTEM:
RESULTS AND FUTURE TRENDS
I. Tolstoy and T. Herron
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Dobbs Ferry, New York 10522
ABSTRACT
An outline of the Hudson Laboratories
Microbarograph system is given, with
mention of some results and problems
for periods ranging from a few minutes
to a few hours.
1. THE HUDSON LABORATORIES MICROBAROGRAPH ARRAY
In late 1965 the development of an ultra-low frequency (10 Hz<f<l Hz)
microbarograph array was undertaken at Hudson Laboratories, Columbia Univer-
sity. Since we desired to include periods up to 90 min or so, we had to make
our own microbarographs. This was done during the fall of 1965 and early
1966, following a design suggested and already partially tested by J. Young
and R. Cook of the ESSA infrasonics groups in Washington, D. C. Since 1966,
the number of sensors operating in the field has varied between 1 and 16,
depending upon the particular experiment being conducted. On the whole, the
system has steadily grown to its present size of 16 microbarographs. A map
showing the distribution of sensors as of spring 1968 is given in Fig. 1.
In addition to the microbarographs, the system includes one Doppler-shift
type ionosounder and magnetometers at the Catskill (New York), Thornhurst
(Pennsylvania), and Lebanon (New Jersey) sites.
All instrument outputs are transmitted by telephone lines to the central
recording station at Hudson Laboratories in Dobbs Ferry. The data are record-
ed in digital form (BCD) on magnetic tape, with a total capacity of 32 chan-
nels capable of recording one four-digit number each twice a second.
2. TYPE OF PHENOMENA INVESTIGATED SO FAR. SOME RESULTS.
Most of the system's work to date has been oriented toward a study of
background pressure fluctuations for periods of 5 min to 90 min, approximate-
ly. Velocities of propagation for naturally occurring disturbances in this
band appear to vary from about 10 m sec-1 to several hundred m sec- 1. The
corresponding wavelengths therefore vary from a few km to 1O km or so. This
scale of dimensions corresponds to what the meteorologists refer to as the
mesoscale, somewhere between meteorological phenomena proper at one end and
boundary layer turbulence and wind effects at the other (micrometeorological
effects, see, e. g., Lumley and Panofsky, 1964). Insofar as the acoustician
is concerned, periods 1 sec<T<lO min are in the infrasonic domain. Periods
T>10 min, when they do correspond to wave phenomena, belong to the internal
gravity wave part of the spectrum.
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Figure 1. Microbarograph array.
The spectral distribution of the background energy given by our studies
is typified by the average, smoothed, type of behavior shown in Fig. 2. This
particular curve is an average over many weeks of data. It is representative
of hundreds of curves of this type obtained by us over a period of about two
years. It is also consistent with earlier results of Gossard (1960), Golitsyn
(1964), and Pinus et al. (1967).
As a result of studies performed in the summer and fall of 1967, using
the small scale network of microbarographs shown in the inset of Fig. 1, we
have succeeded in showing quite conclusively that much of the energy input
into this band comes from the jet stream (Herron and Tolstoy, 1968; Tolstoy
and Herron, 1968). Thus, for lengthy periods of time (often for weeks on end)
the direction of travel of pressure perturbations in this part of the spec-
trum closely follows that of the jet stream winds aloft. The velocities of
propagation, in the 20-50 m secl are also of the same order. In addition,
a preliminary calculation indicates that the correct order of magnitude for
ground level pressure perturbations, as well as the main spectral character-
istics, are obtained if one assumes that the wind fluctuation power spectrums
obtained from flying aircraft (Kao and Woods, 1964; Reiter, 1963) correspond
to internal gravity wave systems being shed by the jet stream. This shedding
could occur near the core or, as suggested by Claerbout (1967), near the level
of least stability below the core itself. Figure 3 shows a comparison of our
calculation with some of our mean and extremal power spectrums. It is seen
that this mechanism not only yields the correct orders of magnitude for the
pressure fluctuations, but also appears to explain the typical knee appearing
on all pressure power spectrums in this band of periods.
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3. SOME FURTHER PROBLEMS TO BE INVESTIGATED
Insofar as larger-scale phenomena are concerned, the use of beam forming
techniques on the full array of Figure 1 indicates the existence of disturb-
ances having periods of 15 to 50 min, traveling at speeds of the order of
300 m sec-1 . A systematic study of these processes is underway. If this is
a wave phenomenon, as appears probable, then one is dealing with internal
gravity waves of wavelengths between 300 and 1000 km.
Apart from long wavelength internal gravity waves of this type and short
wavelength ones of the kind generated by the jet stream, there exist other
processes for the propagation of pressure disturbances in the mesoscale range.
Obvious candidates are wind-borne convection systems, large-scale eddies, etc.
There is also another fairly obvious wave phenomenon, i.e., that of stability
(or instability!) waves in shear flows. This type of disturbance is well
known to hydrodynamical theorists (see, e.g., Lin, 1955). Clearly the tropo-
spheric wind system which culminates in the jet stream at 10 km altitude
represents a steady shear flow capable of supporting waves of this kind. A
more thorough theoretical and experimental study of the relevance of these
waves is desirable.
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