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Zusammenfassung
Lokalisierte Quellen wie D-Branen oder Orientifold-Fla¨chen spielen eine wichtige Rolle in
vielen pha¨nomenologisch relevanten Stringkompaktifizierungen. Die Anwesenheit dieser
Objekte fu¨hrt typischerweise zu einer komplizierten Dynamik in den kompakten Di-
mensionen, so dass eine volle Lo¨sung der zehndimensionalen Bewegungsgleichungen oft
nicht gefunden werden kann. Um dennoch Aussagen u¨ber die vierdimensionale effektive
Theorie treffen zu ko¨nnen, die im Limes niedriger Energien aus einer Stringkompak-
tifizierung hervorgeht, werden u¨blicherweise nur die integrierten Bewegungsgleichungen
gelo¨st, wa¨hrend die Ru¨ckwirkung der lokalisierten Quellen auf die internen Felder ver-
nachla¨ssigt wird. Diese Vereinfachung wird oft als Schmieren bezeichnet. In dieser Arbeit
untersuchen wir, inwieweit das Schmieren lokalisierter Quellen Observablen der effek-
tiven Niederenergietheorie beeinflusst und ob es zu falschen Lo¨sungen fu¨hren kann, die
bei voller Beru¨cksichtigung der Ru¨ckwirkung nicht konsistent wa¨ren. Wir analysieren
verschiedene Beispiele, fu¨r die geschmierte Lo¨sungen existieren, und stellen fest, dass die
Vertrauenswu¨rdigkeit der geschmierten Na¨herung davon abzuha¨ngen scheint, ob die je-
weiligen Lo¨sungen eine BPS-Schranke saturieren. Zudem untersuchen wir den Vorschlag,
D3-Branen an der Spitze halsartiger Geometrien wie der Klebanov-Strassler-Lo¨sung zu
platzieren, um metastabile De-Sitter-Vakua in der Stringtheorie zu konstruieren. Wir
zeigen unter wenigen allgemeinen Annahmen, dass die Ru¨ckwirkung der vollsta¨ndig loka-
lisierten Anti-Branen zu einer Singularita¨t in Feldern fu¨hrt, die nicht direkt an die Anti-
Branen koppeln, und fu¨hren ein Argument an, welches nahelegt, dass die Singularita¨t
nicht durch eine Polarisierung der Branen behoben wird. Schließlich demonstrieren wir,
dass in vielen Stringkompaktifizierungen mit nichttrivialen Hintergrundflu¨ssen die effek-
tive niederdimensionale kosmologische Konstante durch die Wirkung der lokalisierten
Quellen bestimmt ist, die in der jeweiligen Lo¨sung auftreten. Dies macht es oft mo¨glich,
die kosmologische Konstante zu berechnen, ohne auf potentiell unzuverla¨ssige Na¨herungen
wie das Schmieren zuru¨ckgreifen zu mu¨ssen.
Schlu¨sselwo¨rter: Stringtheorie, Kompaktifizierung, D-Branen und Orientifold-Fla¨chen
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Abstract
Localised sources such as D-branes or orientifold planes play an important role in many
string compactifications that are relevant for phenomenology. The presence of these ob-
jects typically induces complicated dynamics in the compact dimensions such that a full
solution to the ten-dimensional equations of motion is often out of reach. In order to
still be able to make statements about the four-dimensional effective theory arising in the
low-energy limit, the equations of motion are usually only solved in an integrated sense,
while the backreaction of the localised sources on the internal fields is neglected. This
simplification is often referred to as smearing. In this work, we investigate to what extent
smearing may affect observables in the effective low-energy theory and whether it may
lead to fake solutions that would cease to exist once the backreaction is properly taken
into account. We analyse explicit examples for which smeared solutions exist and find
that the reliability of the smeared approximation appears to depend on whether or not
these solutions saturate a BPS bound. We also address the proposal of placing D3-branes
at the tip of a warped throat geometry like the Klebanov-Strassler solution in order to
construct meta-stable de Sitter vacua in string theory. We show that, under a few gen-
eral assumptions, the backreaction of the fully localised anti-branes yields a singularity
in fields that do not directly couple to them, and we give an argument suggesting that
the singularity is not resolved by brane polarisation. We furthermore demonstrate that,
in many string compactifications involving non-trivial background fluxes, the effective
lower-dimensional cosmological constant is determined by the on-shell action of the lo-
calised sources present in the solution. This often allows to compute the cosmological
constant without resorting to potentially unreliable approximations like smearing.
Keywords: string theory, compactification, D-branes and orientifold planes
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1 Introduction
General relativity and quantum field theory are arguably the two major achievements
of 20th century theoretical physics. Both theories have been confirmed by experiments
with great accuracy, and there is in fact not a single known experiment that is in conflict
with the predictions of either of the two. While the large scale structure of the universe
is successfully described by general relativity, its microscopic behaviour is known to be
governed by a quantum field theory, the Standard Model of particle physics, which—if
extended by non-zero neutrino masses—agrees with the observed particle spectrum up
to presently accessible energy scales. Nonetheless, a more fundamental theory of nature
is believed to be ultimately required in order to answer open questions such as the origin
of dark matter and dark energy or to solve the hierarchy problem. Moreover, it is known
that general relativity and quantum field theory lead to mutually incompatible results in
a regime where both gravity and quantum effects become significant, as it is the case in
the vicinity of blackhole singularities or in the early universe shortly after the big bang.
In order to explore these extreme situations, a yet to be found theory of quantum gravity
appears to be necessary.
String theory (see e. g. [1–6] and references therein) is a candidate for such a theory
of quantum gravity. Since gravity is perturbatively non-renormalisable, its naive quan-
tisation leads to divergent amplitudes unless some unexpected cancellation takes place.1
Amplitudes in string theory, on the other hand, are believed to be finite. This can in-
tuitively be understood from the extended nature of the strings, which provides a UV
cutoff at the string scale. More precisely, the finiteness of string amplitudes was argued
to follow from a property called modular invariance. Furthermore, a spin-two particle,
the graviton, necessarily appears when string theory is quantised, and so gravity in fact
arises quite naturally in this theory. At the same time, string theory provides a natural
framework for a unification of the different particles and forces in nature, which all arise
as different vibrational modes of the fundamental string. Thus, string theory is not only
a candidate for a theory of quantum gravity but in fact a candidate for a “theory of
everything”.
It is also remarkable that all string theories with both bosonic and fermionic degrees
of freedom necessarily have spacetime supersymmetry. These theories are anomaly-free
only in ten dimensions and thus have the peculiar property of “predicting” the number
of spacetime dimensions they live in. There are five such superstring theories—type I
string theory, type IIA and IIB string theory, as well as two heterotic string theories
with gauge groups E8 × E8 and SO(32). In the limit of low energies and small string
coupling, they effectively reduce to classical supergravity theories, with corrections due
to higher derivative terms and perturbative and non-perturbative quantum effects. Fur-
thermore, it is known that all superstring theories are related to one another and to the
eleven-dimensional M-theory by a web of dualities and should therefore be understood
as different limits of one unique underlying theory.
Despite these and many other intriguing features of string theory that have been dis-
covered in the past decades, it is fair to say that the theory also faces several problems.
1 This is only conjectured to happen for highly symmetric theories such as N = 8 supergravity (see e. g.
[7, 8] as well as references therein for recent arguments in favour of and against this possibility).
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One of the biggest challenges for string theory is to understand how it can make contact
with the real world and whether it can reproduce the observed properties of our universe
in its low-energy limit. That this is a problem is closely related to the extra dimensions
predicted by string theory. Since superstring theories are only consistent in ten dimen-
sions, it has to be explained why only four of them are observed macroscopically. One
way to do this is to assume that the extra dimensions are compactified on an internal
manifold and thus only become observable above a certain energy scale, which is deter-
mined by the size of the compact dimensions. In the low-energy limit, one then obtains a
four-dimensional effective theory, whose properties are determined by the specifics of the
compactification. For phenomenological reasons, this effective theory is often engineered
to be an N = 1 supergravity, and supersymmetry is supposed to be broken at a scale
much lower than the compactification scale.
While the procedure of compactification explains why we do not observe a ten-
dimensional spacetime in everyday life, it also comes with a number of technical and
conceptual difficulties, not all of which have been solved so far. A problem of many com-
pactification scenarios is the problem of moduli stabilisation. Moduli fields are massless
scalar fields in the four-dimensional effective action, whose vacuum expectation values
(vevs) parametrise certain properties of the compactification such as the volume of the
internal manifold. Since the moduli fields are massless, their effective potential is flat,
and their vevs and the associated physical parameters remain completely undetermined,
which is certainly not desirable in a realistic compactification. Furthermore, massless
scalars mediate long-range forces in the non-compact dimensions, which is not consis-
tent with observations. In many models, the appearance of such moduli fields is quite
generic. In particular, it is a serious drawback of compactifications on Calabi-Yau mani-
folds, which were traditionally popular due to their attractive property of preserving an
N = 1 supersymmetry in the four-dimensional effective low-energy theory.
A way out of the moduli problem is provided by flux compactifications [9–12], where
a potential for the moduli is generated by turning on background fluxes threading non-
trivial cycles of the internal manifold. This procedure generically stabilises at least some
of the moduli, although this is not true for all of them. Therefore, additional effects such
as quantum corrections to the effective potential must often be taken into account, which
can be hard to control explicitly. Moreover, the potential generated by the fluxes and
other effects can sometimes destabilise rather than stabilise some of the moduli such that
tachyons appear in the four-dimensional theory. For these and other reasons—such as the
additional complication of flux quantisation conditions—it is technically challenging to
realise explicit constructions with stabilised moduli, in particular if an absence of tachyons
is not guaranteed by special properties such as supersymmetry or the saturation of a BPS
bound.
Apart from these rather technical difficulties, there is another, possibly more funda-
mental obstacle to deriving the familiar low-energy physics from string theory. Due to
the many possible choices for compactification details such as the internal geometry or
the number of flux quanta, the vacuum of the four-dimensional effective theory seems to
be far from unique. Instead, the effective potential yields a vast number of meta-stable
vacua with different physical properties (which was estimated to be roughly of order
∼ 10500 in [13]), the so-called string landscape [14–16]. It is therefore not obvious how
four-dimensional theories that resemble our universe are selected in string theory out of
10
the huge number of possibilities at its disposal. Although there have been attempts to
investigate the distribution of vacua statistically [13, 17–21], the exact properties of the
landscape and its implications on the predictive power of string theory have not been fully
understood so far. It also remains to be seen whether the landscape is truly a feature of
string theory in a yet to be found complete formulation or just an artifact of our limited
current understanding of it.
A further source of complication is that many compactifications require the presence of
higher-dimensional extended objects such as D-branes and orientifold planes (O-planes).
These objects are localised on submanifolds of ten-dimensional spacetime and act as
electric and magnetic sources for various p-form fields. Moreover, they source the grav-
itational field since they carry a tension that contributes to the vacuum energy density.
Extended sources appear naturally in string theory as non-perturbative excitations, in
addition to the fundamental strings, which are visible in the perturbative spectrum. D-
branes arise in string theory as dynamical objects on which open strings can end. In the
classical supergravity approximation, their dynamics is captured by a number of scalar
and vector fields, which live on the brane worldvolume and come from the massless sector
of the open string degrees of freedom. While the scalar fields are moduli determining the
brane position, the vector fields can give rise to non-abelian gauge interactions. O-planes
are special loci on a generalised manifold called orientifold, which is defined by taking
the quotient of a manifold by a discrete symmetry of the background fields (such as an
isometry of the metric) and an orientation reversal of the string world sheet. O-planes are
the fixed points of such a projection, where only unoriented string states survive. Unlike
D-branes, they are not dynamical. In addition to D-branes and O-planes, string theory
also contains a variety of other extended objects such as NS5-branes, whose existence
follows from string dualities and other arguments.
Localised sources are essential for several reasons. For one thing, they are often
required in order to satisfy Gauss’ law in compactifications with non-trivial background
fluxes. For another, they have many attractive properties from a phenomenological point
of view, such as to break supersymmetry or, in case of D-branes, allow for non-abelian
gauge theories. They also induce a non-trivial warping of spacetime, which in their
absence is ruled out at the supergravity level [22–24] and was proposed as a solution
to the hierarchy problem [25, 26]. Furthermore, they play an important role in string
cosmology, as we will discuss in more detail below.
The downside is that localised sources significantly complicate the equations of motion
such that a full solution is often out of reach, even in the limit of classical supergrav-
ity. Therefore, a simplification called smearing is often used in the literature, where the
sources are assumed to extend over the whole compact space instead of being localised
on a submanifold. Technically, this is done by replacing the delta functions, which deter-
mine the positions of the sources in the supergravity equations of motion, by regularised
(often constant) functions that integrate to the same value. This has the advantage that
computations simplify considerably since the equations of motion are only solved in an
integrated sense, while the backreaction of the sources on the compact geometry and
the internal fields is neglected. Besides, compactifications with smeared sources often al-
low to explicitly construct a four-dimensional effective low-energy theory using standard
techniques such as Kaluza-Klein reduction or consistent truncations (see e. g. [27–30] for
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a discussion). In the presence of localised sources, on the other hand, this requires a
formalism called warped effective field theory, which, although extensively studied in the
literature, has not been fully understood so far [31–46].
While convenient, the procedure of smearing also raises several doubts. For one thing,
neglecting the backreaction of localised sources may affect four-dimensional observables
such as moduli vevs or the cosmological constant. Since there is in general no reason
to believe that such effects are small, it is not obvious that smeared solutions are good
approximations to fully localised ones. Another worry is that smeared solutions do not
satisfy the full ten-dimensional equations of motion. In particular, smearing conceals all
non-trivial charge and energy profiles generated by the localised sources in compact space
and thus potentially eliminates forces that render the solution unstable. It is therefore
in general not clear whether the existence of a smeared solution implies the existence
of a fully localised one. For these reasons, understanding the backreaction of localised
sources is an important problem, in particular in view of the fact that most solutions in
the literature are only known in the smeared limit (with a few exceptions being discussed
e. g. in [26, 47–49]).
Given the huge number of possible universes distributed over the string landscape,
one might expect that at least a few vacua with the right properties should exist in
string theory, despite subtleties like moduli stabilisation. However, it has proven to be
surprisingly hard to construct explicit string compactifications with features that agree
with observations. While there has already been considerable progress in obtaining the
(Minimally Supersymmetric) Standard Model from string theory (see e. g. [10, 50, 51]
and references therein for reviews in the context of type II string theory and [52, 53]
for some recent work on heterotic string theory), the construction of consistent solutions
that are relevant for cosmology appears to be problematic. In particular, solutions with a
positive cosmological constant are notoriously hard to obtain within string theory. These
are believed to be necessary in order to describe the early universe, which is likely to have
undergone an inflationary epoch of exponential expansion [54–59]. Recent measurements
have furthermore shown that the universe is also at present in a stage of accelerated
expansion and approaches an asymptotically de Sitter phase in the distant future [58–
61].
That solutions with a positive cosmological constant are so elusive in string theory
has several reasons. Partly, it is due to the fact that they are not supersymmetric,
which makes it much harder to ensure that all equations of motion are solved than for
supersymmetric vacua. Since there is no particular reason for a vacuum to be (meta-)
stable in absence of supersymmetry, also moduli stabilisation is an issue. To make matters
even worse, de Sitter vacua are excluded for the simplest compactifications at the classical
supergravity level [22–24] such that all candidate constructions require a considerable
degree of complexity.
There are two main strategies pursued in the literature in order to nevertheless obtain
de Sitter vacua in string theory (see also [62–67] for related statistical studies). One idea
is to take advantage of corrections to the classical supergravity approximation such as
non-perturbative effects and higher derivative terms, which allow for a stabilisation of
all moduli in an AdS vacuum of the four-dimensional low-energy theory. The vacuum
energy density is then lifted to a positive value either due to spontaneous supersymmetry
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breaking or by including further ingredients that explicitly break supersymmetry. These
constructions are best understood in the context of type IIB string theory. A second
approach is to construct de Sitter solutions purely at the level of classical two-derivative
supergravity. Such solutions, commonly referred to as classical de Sitter vacua, have been
studied in both type IIA and type IIB string theory.
The prime example for constructions of the first type is the KKLT scenario [16].
There, the starting point are the type IIB flux compactifications on warped Calabi-Yau
orientifolds described in [26], which arise as weak coupling limits of certain F-theory com-
pactifications (a class of non-perturbative solutions of type IIB string theory [68, 69]).
These models admit a region in compact space with exponentially large but finite warp-
ing, which is realised by an embedding of a non-compact solution due to Klebanov and
Strassler, the so-called warped deformed conifold [70]. In the four-dimensional low-energy
theory, the models yield a Minkowski vacuum and are “no-scale”, which means that some
of the moduli, in particular the volume modulus, are left unstabilised. In the KKLT sce-
nario, this is cured by taking non-perturbative effects into account, which modify the
effective potential in such a way that all moduli are stabilised in a supersymmetric AdS
vacuum. Such effects were shown to come, for example, from Euclidean D3-brane in-
stantons [71] or gaugino condensation on stacks of D7-branes [16]. The last step is then
to add a small number of D3-branes, which explicitly break the supersymmetry of the
four-dimensional vacuum. In the probe approximation, it was shown that, for a suit-
able choice of parameters, this procedure lifts the vacuum energy to a positive value
without destabilising the moduli, thus leading to a meta-stable de Sitter vacuum. Since
the flux background generates a non-trivial potential for the anti-branes, they are at-
tracted towards the tip of the conifold, where their tension is highly redshifted due to the
large warping present in that region [72]. The cosmological constant generated by the
anti-branes therefore turns out very small, as supported by observations.
A drawback of the KKLT proposal is that the non-perturbative corrections used
for moduli stabilisation cannot be computed exactly (see however [36, 73–75] for some
progress), and so it is very difficult to construct explicit models realising the scenario.
Furthermore, the D3-branes responsible for the uplift are, as mentioned above, only con-
sidered in the probe approximation, which is similar to the previously discussed procedure
of smearing in that it does not properly take into account the backreaction of the anti-
branes. This might be an issue for the construction since its reliability heavily depends
on a delicate balance of different contributions to the effective potential, which, lacking
an understanding of the effects of backreaction, can only be estimated.
The backreaction of D3-branes on the Klebanov-Strassler background has been heav-
ily studied in the literature [76–91]. Increasing evidence suggests that it generates a
singularity in the energy densities of the NSNS and RR three-form field strengths H and
F3, although they do not directly couple to the anti-branes. Until recently, the pres-
ence of this singularity had only been demonstrated in simplified setups using various
approximations. In earlier works on the subject, this involved a partial smearing of the
anti-branes and a linearisation of the equations of motion around the Klebanov-Strassler
background [77–80]. In [81], it was therefore argued that the singularity might just be
an artifact of perturbation theory and disappear in the full solution (see however [85]).
Although it could then be shown in [87] that also the non-linear equations of motion
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necessarily lead to a singular solution, the analysis still required a partial smearing of
the anti-branes. A similar singularity was, however, also observed in a toy model with
D6-branes in a non-BPS flux background [82, 83, 86], which is T-dual to a model with
partially smeared D3-branes on R1,3× T 3× R3 [85]. In this simplified setup, it could be
shown that the non-linear backreaction of fully localised D6-branes yields a divergent
energy density of the H flux, which is not directly sourced by them. Recently, a sim-
ple global argument was then presented in [90], which suggests that the singularity is
not an artifact of the various approximations that had been used before but also gener-
ated by fully localised D3-branes that backreact on the full non-linear equations in the
Klebanov-Strassler background. Whether this indicates that the corresponding solutions
are unphysical or whether there is a mechanism to resolve the singularity in string theory
is still under debate, although there are arguments supporting the first interpretation
[84, 86, 88, 89, 91].
Apart from the KKLT scenario, several other constructions of meta-stable de Sitter
vacua involving corrections to the classical supergravity equations have been proposed
in the literature. One well-known example is the large volume scenario [92], where the
moduli are stabilised in a non-supersymmetric AdS vacuum at exponentially large vol-
ume by a combination of non-perturbative effects and higher derivative corrections. An
uplift to de Sitter can then again be obtained by the inclusion of D3-branes, which might
involve similar difficulties to the ones described above. Another example, which might
evade at least some of the above-mentioned issues, is the recently proposed Ka¨hler uplift-
ing scenario, where both moduli stabilisation and the uplift to de Sitter are realised by
an interplay of non-perturbative effects and higher derivative corrections to the Ka¨hler
potential of the four-dimensional effective supergravity theory [93–96].
In contrast to the KKLT scenario and similar proposals, classical de Sitter vacua have
the advantage of only including ingredients whose properties (such as their dependence on
the supergravity fields) are well understood. They therefore allow, at least in principle,
for the construction of fully explicit models. The search for such models is, however, com-
plicated by a number of recently discovered no-go theorems, which are more restrictive
than the older theorems found in [22–24]. These no-go theorems exclude de Sitter vacua
and, more generally, also solutions admitting slow-roll inflation for a large class of com-
pactifications in type IIA and type IIB supergravity [28, 29, 97–103] (see also [104] for an
analysis of higher-dimensional de Sitter vacua). In order to keep the models as simple as
possible, it is reasonable to consider orientifold compactifications in absence of additional
ingredients such as branes or non-geometric fluxes. A minimal requirement to evade the
no-go theorems is then an internal space with negative scalar curvature, which is induced
by the negative tension of O-planes and can uplift the four-dimensional vacuum to de
Sitter. Compactifications involving such negatively curved internal spaces have been con-
sidered in a variety of papers. However, all vacua that have been found so far either fail
to satisfy the full ten-dimensional equations of motion [98, 105] or contain at least one
tachyon in the spectrum of the four-dimensional low-energy theory [29, 30, 100–102, 106].2
2 Stable solutions have been argued to exist in setups involving non-geometric fluxes [107–110] (see also
[67]), but it is not clear whether the supergravity approximation is reliable there. Furthermore, there
are solutions where supersymmetry is broken at the compactification scale [111–113]. In such setups,
however, it may not be self-consistent to neglect Kaluza-Klein modes.
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The origin of these tachyons is not explained by presently known no-go theorems against
stability [114, 115]. Whether they are just coincidental or a generic feature of classical
de Sitter vacua is therefore not fully understood, although some progress on that issue
has recently been made [116].
Since classical de Sitter solutions have so far only been obtained in the smeared limit,
also backreaction is a potential issue. This is illustrated by a problem raised by Douglas
and Kallosh in [117], where they pointed out that an internal manifold with an every-
where negative scalar curvature gives a positive contribution to the cosmological constant.
They then investigated the effects of various ingredients of string compactifications on
the internal manifold and found that, in the absence of large higher derivative correc-
tions, negative contributions to its scalar curvature can only be generated by O-planes
and warping. If the O-planes are smeared as in the classical de Sitter solutions described
above, their negative energy density can produce a negative scalar curvature everywhere
on the compact space. Fully localised O-planes, on the other hand, can only contribute
a negative energy density on lower-dimensional submanifolds, which implies that large
warping must be present everywhere else. Whether this is realised in a hypothetical lo-
calised version of classical de Sitter solutions is not obvious.
We have seen from the above discussion that string compactifications, in particular
those that are relevant for phenomenology, face a series of difficult problems that presently
prevent us from fully understanding the low-energy physics of string theory. Many of these
problems are, at least partially, related to our limited understanding of the backreaction
of localised sources. The aim of this thesis is therefore to investigate different aspects of
backreaction and thus shed light on some of the issues raised above, such as the Douglas-
Kallosh problem, the problem of singularities that arise from D3-brane uplifts, and the
problem of how backreaction modifies moduli values and the cosmological constant. This
thesis is based on a series of articles that were published previously in [49, 82, 83, 86, 90].
It is organised as follows.
In Chapter 2, we present a class of flux compactifications of type II string theory,
both in the smeared limit and with fully localised sources. These solutions are T-dual to
the solutions described in [26] and have the special property that they saturate a BPS
bound. By comparing the smeared and the localised solutions, we are able to explicitly
study the effects of backreaction in these solutions. In particular, we show that their
BPS property guarantees that the moduli vevs do not shift in the localised solutions as
compared to the smeared ones. Since some of our solutions have an everywhere negatively
curved internal space in the smeared limit, we can also explicitly study the Douglas-
Kallosh problem. We argue that it is resolved in the corresponding localised solutions
by large warping that is induced in all regions of compact space where no O-planes are
present. Furthermore, we discuss an example for a non-BPS solution and find that the
simple localisation prescription that worked for the BPS case does not lead to consistent
localised solutions in the non-BPS case.
In Chapter 3, we elaborate on the effects of backreaction in non-BPS solutions using
the example of a simple toy model on AdS7×S3 with D6-branes or D6-branes that are not
mutually BPS with the background fluxes. We first show that a solution with smeared
sources exists for this setup and prove that there is a consistent truncation that is stable
in the closed string sector. We then consider the most general ansatz for a localisation of
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the solution that is compatible with the symmetries of the setup. For partially localised
sources with different types of regularised source profiles, we show that the only solution
allowed by the equations of motion is the smeared solution. For fully localised sources,
we find that only two boundary conditions for the supergravity fields are locally allowed
in the near-brane region. One of the boundary conditions is globally excluded due to
a topological argument. The second boundary condition is consistent both locally and
globally but yields a singularity in the energy density of the NSNS H flux, which is
reminiscent of the singularity found in the Klebanov-Strassler solution perturbed by D3-
branes. We then discuss several possibilities for a resolution of the singularity in our
model and explicitly analyse whether the D6/D6-branes polarise into a D8-brane due to
the Myers effect. In order to make contact with the KKLT scenario, we first consider
a non-compact version of our model, which exhibits the same flux singularity and was
argued to be T-dual to a setup that approximates the near-tip physics of partially smeared
D3-branes in the Klebanov-Strassler background [85]. In the non-compact model, we find
that the singularity is not resolved by a polarisation of the branes, suggesting that the
same may be true for the setup of D3-branes in the Klebanov-Strassler background. We
also comment on the compact version of our model and find that the polarisation potential
is modified there due to curvature terms such that, contrary to the non-compact case, a
polarisation is not excluded.
In Chapter 4, we exploit two global scaling symmetries of the classical type II super-
gravity action to show that the classical cosmological constant in type II flux compact-
ifications can be written as a sum of terms from the action of localised sources and a
contribution due to non-trivial background fluxes. We furthermore argue that the sym-
metries often allow to set the flux contribution to zero by a convenient gauge choice
such that the cosmological constant is fully determined by the classical boundary condi-
tions of the supergravity fields in the near-source region. We discuss several examples of
well-understood compactifications and show that our arguments are consistent with all
expectations. We then apply our result to the KKLT scenario and give a simple global
argument indicating that, under a few assumptions that we discuss in detail, the backre-
action of fully localised D3-branes in this setup yields a singularity in the energy densities
of the NSNS and RR three-form field strengths H and F3.
We conclude in Chapter 5 with a discussion of our results and an outlook on interesting
future directions of research. In Appendix A, we state our notation and conventions
and collect a number of useful formulae. Appendices B to E contain several lengthy
calculations that were separated from the main text for readability.
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2 Smeared and Localised Sources in BPS Compact-
ifications
In this chapter, we study backreaction effects in a class of solutions of type II supergravity,
which we construct both in the smeared limit and with fully localised sources from the
point of view of the ten-dimensional equations of motion [49]. The solutions we consider
are orientifold compactifications to d-dimensional Minkowski space with an internal space
that, in the smeared limit, is either Ricci-flat or an everywhere negatively curved twisted
torus. The solutions with Ricci-flat internal space are d-dimensional generalisations of the
compactifications to four dimensions discussed in [26], which we will refer to as the GKP
solution. The solutions on twisted tori are d-dimensional generalisations of solutions that
were obtained in the smeared limit in [118, 119] and discussed with localised sources in
[47, 48]. Furthermore, all solutions are related to one another and to the GKP solution
by a chain of T-dualities.
The solutions we discuss are not necessarily supersymmetric. However, they have
the special property of saturating a BPS bound. This is analogous to the GKP solution,
which is also BPS but not necessarily supersymmetric.3 We will argue in this chapter that
BPSness plays a crucial role in whether or not smearing is a reasonable approximation.
In particular, we will find that, due to their property of being BPS, our solutions can be
localised using a relatively simple localisation prescription. This property also guarantees
that the individual localisation corrections cancel out in the effective potential for the
moduli such that their vevs do not get shifted in the localised solutions as compared to the
smeared ones. In non-BPS solutions, on the other hand, it is less obvious that smearing
is justified, and we will show for an example that the simple localisation procedure that
is succesful in the BPS case does not yield a consistent localised solution there. Even a
more general localisation ansatz can lead to problems in non-BPS solutions, as will be
discussed in Chapter 3 in more detail. Since some of our BPS solutions have an everywhere
negatively curved internal space in the smeared limit, we can also explicitly address the
Douglas-Kallosh problem. We find that the problem is evaded in these solutions since
their localisation induces large warping everywhere on the compact space.
This chapter is based on the results presented in [49] and organised as follows. In Sec-
tions 2.1 and 2.2, we consider BPS compactifications to d-dimensional Minkowski space
that either have a Ricci-flat or an everywhere negatively curved internal space in the
smeared limit. We then show how the solutions can be promoted to solutions with fully
localised sources. In Section 2.3, we discuss a simple example for a smeared non-BPS
solution and find that the localisation procedure that was succesful for the BPS solutions
does not lead to a consistent solution in the non-BPS case. In Section 2.4, we comment on
localisation in BPS and non-BPS solutions and discuss how the Douglas-Kallosh problem
is evaded in the localisation of the BPS solutions that have an everywhere negatively
curved internal space in the smeared limit.
3 The GKP solution is only supersymmetric if the (imaginary self-dual) G flux is of complexity type
(2, 1). See also [120] for an analysis of BPS but non-supersymmetric solutions in the language of
generalised geometry.
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2.1 BPS Solutions with Ricci-flat Internal Space
In this section, we present a class of flux compactifications to (p+1)-dimensional Minkow-
ski space with spacetime-filling Op-planes, which have a Ricci-flat internal manifold in
the smeared limit. We consider solutions with p = 1, . . . , 6, where the special case p = 3
corresponds to the well-known GKP solution [26].4 We first construct the solutions in the
smeared limit and then show how they can be promoted to solutions with fully localised
sources. Our notation and conventions as well as the equations of motion for type II
supergravity used throughout this thesis are stated in Appendix A.
2.1.1 Smeared Solutions
Our ansatz in the smeared limit is as follows. We assume the non-zero fields
φ = φ0, H, F6−p, (2.1)
where the dilaton is constant in compact space and all RR fields other than F6−p are
identically zero. Furthermore, we assume that the metric has the form of a direct product,
ds2 = ds2p+1 + ds
2
9−p, (2.2)
where
ds2p+1 = gµνdx
µdxν , ds29−p = gikdx
idxk (2.3)
and the external spacetime is Minkowski. The Op-planes enter the Einstein equation, the
dilaton equation and the Bianchi identity for F8−p. In order to smear the sources, we set
the delta functions determining their location on the internal manifold equal to one in
the Einstein and dilaton equations,
δ(Σ)→ 1. (2.4)
This implies that the delta form δ9−p in the Bianchi identity is replaced by the internal
volume form 9−p.5
The external Einstein equation then reads
0 = Rµν = −1
8
gµνe
−φ0|H|2 − 5− p
16
gµνe
p−1
2
φ0|F6−p|2 + 7− p
16
gµνe
p−3
4
φ0µp, (2.5)
and the Bianchi identity for F8−p is
0 = H ∧ F6−p − µp 9−p. (2.6)
4 More precisely, the sources in our solutions correspond to Op-planes for p = 2, 3, 6 and Op-planes for
p = 1, 4, 5. By flipping the signs of the RR fields, however, all solutions can also be obtained with the
corresponding sources of the opposite charge such that this subtlety is not relevant here. For p = 6, our
solutions are also related to the solution of [121], where the same setup is considered in a non-compact
setting with D6-branes instead of O6-planes. This suggests that a non-compact version, where the
Op-planes are replaced by Dp-branes, exists for all of our solutions with general p.
5 Since the delta function contains a factor
√
g9−p −1, this is only consistent if we set the volume of
the internal manifold to 1. That this can always be done is guaranteed by scaling symmetries of the
classical supergravity action, which are discussed in Chapter 4 in more detail.
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Rewrititing (2.5) in form notation (e. g. using the identities collected in Appendix A.1),
it can be combined with (2.6) such that the source terms cancel out. This yields the
equation
0 = H ∧ F6−p − 2
7− pe
−p+1
4
φ0 ?9−p H ∧H − 5− p
7− pe
p+1
4
φ0 ?9−p F6−p ∧ F6−p. (2.7)
The ansatz
F6−p = (−1)p e−
p+1
4
φ0κ ?9−p H (2.8)
then leads to a quadratic equation for κ with the solutions κ = 1 and κ = 2
5−p . For p = 5,
one finds a linear equation with the single solution κ = 1.
For p 6= 5, one of the solutions for κ can be discarded due to the dilaton equation,
0 = ∇2φ0 = −1
2
e−φ0 |H|2 + p− 1
4
e
p−1
2
φ0 |F6−p|2 − p− 3
4
e
p−3
4
φ0µp. (2.9)
Again rewriting the equation in form notation, we can substitute (2.6) and (2.8) in order
to eliminate the source terms. This yields another quadratic equation for κ with the
solutions κ = 1 and κ = 2
1−p . For the case p = 1, we only obtain a linear equation with
the solution κ = 1. Comparing this with our previous results for κ, we conclude that
κ = 1 for all p. We thus find
F6−p = (−1)p e−
p+1
4
φ0 ?9−p H. (2.10)
As will become clear below, this condition is responsible for the BPS bound saturated
by the solutions. We will therefore refer to it as the BPS condition. For p = 3, it is
equivalent to the ISD condition on the G flux in the language of [26].6 For p = 1, there is
a subtlety due to the self-duality of F5 that has to be taken into account in the derivation.
The result is that the ten-dimensional Hodge dual has to be added to the right-hand side
of (2.10).
Substituting (2.10) in (2.6), we find that the fluxes are related to the charge of the
Op-planes,
µp = e
p+1
4
φ0 |F6−p|2 = e−
p+1
4
φ0|H|2. (2.11)
The internal Einstein equation is
Rik =
1
2
e−φ0|H|2ik +
1
2
e
p−1
2
φ0|F6−p|2ik −
1
8
gike
−φ0|H|2 − 5− p
16
gike
p−1
2
φ0|F6−p|2
− p+ 1
16
gike
p−3
4
φ0µp (2.12)
and, using (2.10) and (2.11), yields the condition Rik = 0. Thus, it follows from our
ansatz that the internal space is Ricci-flat. Furthermore, we have to impose that the
Bianchi identities for H and F6−p are satisfied,
dH = 0, dF6−p = 0. (2.13)
6 It is sometimes convenient to combine F3 and H into a complex three-form flux G = F3 − ie−φH.
Imaginary self-dual (ISD) flux then satisfies ?6G = iG, while imaginary anti-self-dual (IASD) flux
satisfies ?6G = −iG.
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All other equations of motion are then satisfied trivially.
Summary of the solution. The a priori non-trivial fields in our ansatz for solutions
with smeared Op-planes (with p = 1, . . . , 6) are
φ = φ0, H, F6−p, Rik. (2.14)
This leads to (p + 1)-dimensional Minkowski solutions if the following conditions are
satisfied:
• The RR and NSNS fluxes are related by the BPS condition,
F6−p = (−1)p e−
p+1
4
φ0 ?9−p H. (2.15)
• The amount of RR and NSNS flux is fixed in terms of the Op-plane charge,
µp = e
p+1
4
φ0|F6−p|2 = e−
p+1
4
φ0 |H|2. (2.16)
• The internal space is Ricci-flat,
Rik = 0. (2.17)
• The Bianchi identities for H and F6−p are satisfied,
dH = 0, dF6−p = 0. (2.18)
For p = 1, the Hodge dual needs to be added to the expression for F5.
2.1.2 Localised Solutions
Since Op-planes couple to the metric, the dilaton and the RR potential Cp+1, we expect
that the localised solutions have non-trivial warping, a dilaton that varies over the internal
space and a non-zero F8−p field strength. We therefore assume that the fields
φ, H, F6−p, F8−p (2.19)
are non-zero, whereas all other RR fields vanish. We furthermore assume a warped metric
of the form
ds2 = e2aAds˜2p+1 + e
2bAds˜29−p (2.20)
with
ds˜2p+1 = g˜µνdx
µdxν , ds˜29−p = g˜ikdx
idxk, (2.21)
where a and b are numbers that are determined below and A is a function of the internal
coordinates called the warp factor. In the following, we always put tildes on the metric if
the warp factor dependence is taken out. We will also use tildes to indicate that objects
such as covariant derivatives, Hodge operators or contractions of tensors are constructed
with the unwarped metric rather than the warped one.
Since we can always absorb powers of the warp factor into the internal metric g˜ik, the
number b is a gauge choice. However, it obtains an absolute meaning if we take g˜ik to be
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the internal metric before localisation. Moreover, we can always normalise A such that
a = 1. The equations of motion then also fix b, which yields
a = 1, b =
p+ 1
p− 7 . (2.22)
As derived in Appendix B.1, the non-trivial components of the Ricci tensor for the metric
(2.20) are then
Rµν = −e
16
7−pAg˜µν∇˜2A+ R˜µν , (2.23)
Rik = −p+ 1
p− 7 g˜ik∇˜
2A+ 8
p+ 1
p− 7(∂iA)(∂kA) + R˜ik, (2.24)
whereas all mixed components are zero.
Our ansatz for F8−p is
F8−p = −e−2(p+1)A−
p−3
2
φ?˜9−pdα, (2.25)
where α is a function of the internal coordinates. For p = 3, the Hodge dual has to be
added to this expression due to the self-duality of F5. The ansatz then coincides with
the one in [26]. A subtlety also occurs for p = 2, where F6 and F4 are dual to one
another. The correct expression for F4 is then obtained by adding the dual of (2.25) to
the expression for F6−p that is stated in (2.34) for general p. For later convenience, we
also note that
dF8−p =
[
e
(p−5)(p+1)
7−p A−
p−3
2
φ∇˜2α + e
(9−p)(p+1)
7−p Ag˜ik
(
∂ie
−2(p+1)A−p−3
2
φ
)
(∂kα)
]
· (−1)p+1 9−p (2.26)
and
|F8−p|2 = e2
(p+1)(p−6)
7−p A−(p−3)φ(∂α)2, (2.27)
|F8−p|2ik = e−2(p+1)A−(p−3)φ
[
g˜ik(∂α)
2 − (∂iα)(∂kα)
]
, (2.28)
which can be verified using the identities of Appendix A.1.
In order to show that the localised solutions satisfy a BPS condition like the smeared
ones, we have to combine three different equations. These are the dilaton equation,
e
2
p+1
7−pA∇˜2φ = −1
2
e−φ|H|2 + p− 1
4
e
p−1
2
φ|F6−p|2 + p− 3
4
e
p−3
2
φ|F8−p|2
− p− 3
4
e
p−3
4
φµpδ(Σ), (2.29)
the external Einstein equation,
Rµν = −e
16
7−pAg˜µν∇˜2A+ R˜µν
= −1
8
g˜µνe
2A−φ|H|2 − 5− p
16
g˜µνe
2A+
p−1
2
φ|F6−p|2 − 7− p
16
g˜µνe
2A+
p−3
2
φ|F8−p|2
+
7− p
16
g˜µνe
2A+
p−3
4
φµpδ(Σ), (2.30)
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and the Bianchi identity for F8−p,
dF8−p = H ∧ F6−p − µpδ(Σ) 9−p. (2.31)
Using (2.26) and (2.27) in these equations, they can be combined into
∇˜2
[
e(p+1)A+
p−3
4
φ + (−1)p α
]
= e
(p+1)(9−p)
p−7 A−
p−3
4
φ
[
∂
(
e(p+1)A+
p−3
4
φ + (−1)p α
)]2
+
1
2
e
(p+1)(p−5)
p−7 A+
3p−5
4
φ
∣∣∣∣F6−p − (−1)p e−p+14 φ ?9−p H∣∣∣∣2
+ e
(p−3)2
p−7 A+
p−3
4
φ
R˜p+1, (2.32)
where the two squares on the right-hand side are contracted with warped metrics. Since
the left-hand side of the equation integrates to zero on a compact space, we find R˜p+1 ≤ 0.
For Minkowski solutions with R˜p+1 = 0, both squares on the right-hand side need to
vanish, which yields
α = − (−1)p e(p+1)A+
p−3
4
φ + const. (2.33)
and the BPS condition
F6−p = (−1)p e−
p+1
4
φ ?9−p H. (2.34)
The remaining equations of motion are solved as follows. Combining (2.29) and (2.30)
to eliminate the source terms and using (2.34), we find
∇˜2
(
4
p− 3
7− pA− φ
)
= 0. (2.35)
Since harmonic functions are constant on a compact space, this implies
φ = 4
p− 3
7− pA+ φ0. (2.36)
Substituting this into (2.34) and pulling out the warp factor that is hidden in the Hodge
operator, we obtain
F6−p = (−1)p e−
p+1
4
φ0 ?˜9−pH (2.37)
and thus recover (2.10). The BPS condition has therefore not changed as compared to
the smeared limit. Using (2.33), (2.34) and (2.36) in (2.31), we furthermore obtain the
condition
∇˜2e
16
p−7A = −e−φ0|H˜|2 + e
p−3
4
φ0µpδ˜(Σ), (2.38)
where we have pulled out the warp factor from the inverse metric determinant
√
g9−p −1
in δ(Σ). This condition relates the fluxes to the Op-plane charge as in the smeared limit
and fixes the warp factor in terms of the delta function. Integrating it over the compact
space, we find that (2.11) is still valid in the localised solution. Moreover, the condition
implies that warping is comparable to the fluxes everywhere on the compact space where
the Op-planes do not contribute.
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The internal Einstein equation reads
Rik = −p+ 1
p− 7 g˜ik∇˜
2A+ 8
p+ 1
p− 7(∂iA)(∂kA) + R˜ik
=
1
2
(∂iφ)(∂kφ) +
1
2
e
p−1
2
φ|F6−p|2ik −
5− p
16
gike
p−1
2
φ|F6−p|2 + 1
2
e
p−3
2
φ|F8−p|2ik
− 7− p
16
gike
p−3
2
φ|F8−p|2 + 1
2
e−φ|H|2ik −
1
8
gike
−φ|H|2
− p+ 1
16
gike
p−3
4
φµpδ(Σ) (2.39)
and, using above results and the identities (2.27) and (2.28), reduces to
R˜ik = 0. (2.40)
Assuming that H and F6−p satisfy the Bianchi identities
dH = 0, dF6−p = 0 (2.41)
as in the smeared limit, one can then check that all other equations of motion are also
satisfied.
Summary of the solution. We have shown that the solutions obtained in the smeared
limit can be localised by introducing warping, allowing the dilaton to vary over the
compact space and adding a non-zero F8−p field strength. For p = 2, there is a subtlety
since F6 and F4 are dual to one another, which leads to
F4 = e
−3
4
φ ?7 H + e
−6A+ 1
2
φ ?10 ?˜7dα. (2.42)
The dilaton and F8−p can be written in terms of the warp factor using (2.25), (2.33) and
(2.36), while the warp factor itself is fixed in terms of the Op-plane charge by (2.38). The
BPS condition (2.10) has not changed after localisation due to a cancellation of warp and
dilaton factors in (2.34). Integrating (2.38) over the compact space, we find that also
(2.11) is still valid in the localised solution. Furthermore, the Bianchi identities (2.13)
remain satisfied. The internal space changes from Ricci-flat to conformally Ricci-flat, as
follows from (2.40).
2.2 BPS Solutions on Negatively Curved Twisted Tori
In this section, we consider flux compactifications to p-dimensional Minkowski space for
p = 1, . . . , 6 with Op-planes that are spacetime-filling and wrap a one-cycle on the internal
manifold. In the smeared limit, the solutions have an everywhere negatively curved
internal space and can be obtained from the solutions discussed above by performing a
T-duality [122, 123] along one of the directions of the H flux. Starting, for example,
with a solution that has a torus as internal space, this leads to a solution on a negatively
curved twisted torus.
Let us assume that H has one leg in the 9-direction, i. e. H = Hik9 dx
i ∧ dxk ∧ dx9,
and that the internal space has a U(1) isometry corresponding to shifts of x9 such that
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we can perform a T-duality along this direction. It is then convenient to write the T-dual
solutions in terms of the basis forms
dxµ, dxi, e9 = dx9 +
1
2
f 9ikx
idxk, (2.43)
where µ = 0, . . . , p− 1 and i = p, . . . , 8 [124]. In this basis, e9 is not closed but satisfies
de9 =
1
2
f 9ikdx
i ∧ dxk (2.44)
with non-trivial structure constants f 9ik = Hik9, which give a contribution to the Ricci
curvature. The T-dual solutions thus have vanishing H flux but non-vanishing f 9ik, which
is often referred to as “metric flux”.
The T-duality relations in the smeared limit suggest that our setup should also allow
for localised solutions, where the Op-planes extend along the directions µ = 0, . . . , p− 1
and the 9-direction. Our ansatz for the metric is then7
ds2 = e2Ag˜µνdx
µdxν + e
2
p+1
p−7Ag˜ikdxidxk + e2Ag˜99e9e9. (2.45)
Since e9 is not closed, the Ricci tensor is more complicated for this metric than for the one
used in Section 2.1. As derived in Appendix B.2, it gets contributions from the unwarped
metric g˜MN , the metric fluxes f
9
ik and the warp factor A. This yields
Rµν = −e
16
7−pAg˜µν∇˜2A+ R˜µν , (2.46)
Rik = −p+ 1
p− 7 g˜ik∇˜
2A+ 8
p+ 1
p− 7(∂iA)(∂kA)−
1
2
e
16
7−pAg˜99|de˜9|2ik + R˜ik, (2.47)
R9k = − 8
p− 7e
16
7−pAg˜99|e9 ∧ dA · de˜9|9k + R˜9k, (2.48)
R99 = −e
16
7−pAg˜99∇˜2A+ 1
2
e
32
7−pAg˜99g˜99|de˜9|2 + R˜99, (2.49)
where we again use tildes for unwarped metrics and objects constructed from unwarped
metrics such as contractions of tensors. Furthermore, we will assume R˜99 = 0 in the
following.
2.2.1 Smeared Solutions
Our ansatz in the smeared limit is as follows. The a priori non-zero fields are
φ = φ0, F8−p = m7−p ∧ e9, Rµν , Rik, R9k, R99, (2.50)
where the dilaton is assumed to be constant and m7−p is a closed (7− p)-form. All other
RR fields and H vanish. As in Section 2.1, we set the delta functions in the equations of
motion equal to one in order to smear the Op-planes,
δ(Σ)→ 1. (2.51)
7 Unlike in a usual vielbein basis, e9 does not have unit norm here since g99 is in general not equal to
one.
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Since smeared sources do not induce any warping, we furthermore take the metric to
be of the form (2.45) with A = 0. For p = 3, the self-duality of F5 requires us to add
the Hodge dual to above ansatz. Some of the equations in this section then have to be
modified accordingly.
Substituting the dilaton equation
0 = ∇2φ0 = p− 3
4
e
p−3
2
φ0|F8−p|2 − p− 3
4
e
p−3
4
φ0µp (2.52)
into the external Einstein equation
Rµν = −7− p
16
gµνe
p−3
2
φ0|F8−p|2 + 7− p
16
gµνe
p−3
4
φ0µp, (2.53)
we find Rµν = 0. Our setup therefore only allows for p-dimensional Minkowski solutions.
An exception is the case p = 3, where (2.52) is solved trivially and we take Rµν = 0 as
an assumption.
The Bianchi identity for F8−p is
dF8−p = − (−1)pm7−p ∧ de9 = −µp 9−p. (2.54)
Using (2.53) to eliminate the source term, we obtain
dF8−p = −e
p−3
4
φ0|F8−p|29−p, (2.55)
which can be rewritten with (2.50) to find
(−1)pm7−p ∧ de9 = g99e
p−3
4
φ0 ?9−p m7−p ∧m7−p. (2.56)
The Einstein equation in (99)-direction reads
R99 =
1
2
g99g99|de9|2
=
1
2
e
p−3
2
φ0|F8−p|299 −
7− p
16
g99e
p−3
2
φ0|F8−p|2 + 7− p
16
g99e
p−3
4
φ0µp
=
1
2
e
p−3
2
φ0|F8−p|299, (2.57)
where we substituted (2.53) in the last line. Since |F8−p|299 = g99|F8−p|2, it follows
g99|de9|2 = e
p−3
2
φ0|F8−p|2 (2.58)
and, using (2.50),
g99 ?9−p de9 ∧ de9 = g99e
p−3
2
φ0 ?9−p m7−p ∧m7−p. (2.59)
Together with (2.56), this equation implies the condition
de9 = (−1)p g99e
p−3
4
φ0 ?9−p m7−p, (2.60)
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which relates the RR flux to the metric flux and is the T-dual version of the BPS condition
(2.10). Furthermore, we find from (2.53) that the RR and metric fluxes are related to
the charge of the Op-planes via
µp = e
p−3
4
φ0|F8−p|2 = e−
p−3
4
φ0g99|de9|2, (2.61)
which is the T-dual analogue of (2.11).
The Einstein equations in the directions transverse to the Op-planes are
Rik = −1
2
g99|de9|2ik + R˜ik
=
1
2
e
p−3
2
φ0|F8−p|2ik −
7− p
16
gike
p−3
2
φ0|F8−p|2 − p+ 1
16
gike
p−3
4
φ0µp
=
1
2
e
p−3
2
φ0|F8−p|2ik −
1
2
gike
p−3
2
φ0|F8−p|2, (2.62)
where we substituted (2.53) in the last line. This can be rewritten with (2.60) as
R˜ik =
1
2
g99e
p−3
2
φ0
(| ?9−p m7−p|2ik + |m7−p|2ik − gik|m7−p|2) = 0, (2.63)
where it is useful to take advantage of the identities stated in Appendix A.1. Note that
R˜ik = 0 does not mean that there is no curvature since the contribution of the metric
fluxes yields Rik 6= 0. The remaining Einstein equation is
R9k = R˜9k =
1
2
e
p−3
2
φ0|F8−p|29k = 0, (2.64)
where the last equality follows from our ansatz (2.50). All other equations of motions are
trivially satisfied.
Summary of the solution. The a priori non-trivial fields in our ansatz for solutions
with smeared Op-planes (with p = 1, . . . , 6) are
φ = φ0, F8−p = m7−p ∧ e9, Rµν , Rik, R9k, R99. (2.65)
This leads to p-dimensional Minkowski solutions if the following conditions are satisfied:
• The RR and metric fluxes are related by the BPS condition,
de9 = (−1)p g99e
p−3
4
φ0 ?9−p m7−p. (2.66)
• The amount of RR and metric flux is fixed in terms of the Op-plane charge,
µp = e
p−3
4
φ0|F8−p|2 = e−
p−3
4
φ0g99|de9|2. (2.67)
• The internal Ricci curvature is only due to the metric flux such that
R˜ik = 0, R˜9k = 0, R˜99 = 0. (2.68)
For p = 3, some expressions are modified due to the self-duality of F5, and Rµν = 0 has
to be imposed instead of being implied by the equations of motion.
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2.2.2 Localised Solutions
In order to find localised solutions, we consider the metric (2.45) with a non-trivial warp
factor A, which we allow to depend on the coordinates transverse to the Op-planes. We
also allow the dilaton to vary over the transverse coordinates and introduce a new term
in F8−p. Our ansatz for F8−p is
F8−p = Fˆ8−p − e−2(p+1)A−
p−3
2
φ?˜9−pdα, (2.69)
where Fˆ8−p = m7−p∧e9 is the (8− p)-form of (2.50) and α is a function of the coordinates
transverse to the Op-planes.
In order to derive the BPS condition, we have to combine three equations. These are
the dilaton equation,
e
2
p+1
7−pA∇˜2φ = p− 3
4
e
p−3
2
φ
[
|Fˆ8−p|2 + e2
(p+1)(p−6)
7−p A−(p−3)φ(∂˜α)2
]
− p− 3
4
e
p−3
4
φµpδ(Σ), (2.70)
the trace of the Einstein equations along the Op-planes,
g˜µνRµν + g˜
99R99 = R˜p − e
16
7−pA (p+ 1) ∇˜2A+ 1
2
e
32
7−pAg˜99|de˜9|2
= −(7− p) (p+ 1)
16
e2A+
p−3
2
φ
[
|Fˆ8−p|2 + e2
(p+1)(p−6)
7−p A−(p−3)φ(∂˜α)2
]
+
1
2
e
p−3
2
φ|Fˆ8−p|299 +
(7− p) (p+ 1)
16
e2A+
p−3
4
φµpδ(Σ), (2.71)
and the Bianchi identity for F8−p,
dF8−p = dFˆ8−p − d
(
e−2(p+1)A−
p−3
2
φ?˜9−pdα
)
= − (−1)pm7−p ∧ de9 − (−1)p 9−p
·
[
e
(p−5)(p+1)
7−p A−
p−3
2
φ∇˜2α + e
(9−p)(p+1)
7−p Ag˜ik
(
∂ie
−2(p+1)A−p−3
2
φ
)
(∂kα)
]
= −µpδ(Σ) 9−p. (2.72)
These equations can be combined into
∇˜2
[
e(p+1)A+
p−3
4
φ + (−1)p α
]
= e
(p+1)(9−p)
p−7 A−
p−3
4
φ
[
∂
(
e(p+1)A+
p−3
4
φ + (−1)p α
)]2
+
1
2
e
(p+1)(p−5)
p−7 A+3
p−3
4
φ
∣∣∣∣√g99m7−p − (−1)p e−p−34 φ√g99 ?9−p de9∣∣∣∣2
+ e
(p−3)2
p−7 A+
p−3
4
φ
R˜p, (2.73)
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where the squares on the right-hand side are contracted by warped metrics. Since the
left-hand side integrates to zero on a compact space, we find for Minkowski solutions with
R˜p = 0 that the two squares on the right-hand side have to vanish. This yields
α = − (−1)p e(p+1)A+
p−3
4
φ + const. (2.74)
and the BPS condition
de9 = (−1)p g99e
p−3
4
φ ?9−p m7−p. (2.75)
The remaining equations of motion are then solved as follows. Substituting (2.70)
into (2.71) and using (2.75), we obtain
∇˜2
(
4
p− 3
7− pA− φ
)
= 0. (2.76)
Since a harmonic function is constant on a compact space, this implies
φ = 4
p− 3
7− pA+ φ0. (2.77)
Using this in (2.75), we find that the dilaton factor exactly cancels the warp factors
hidden in the Hodge operator and the inverse metric,
de9 = (−1)p g˜99e
p−3
4
φ0 ?˜9−pm7−p, (2.78)
such that we reproduce (2.60). As in the solutions discussed in Section 2.1, the BPS
condition has therefore not changed after localisation. Furthermore, we can use (2.77)
and (2.74) in (2.70) to get the condition
∇˜2e
16
p−7A = −e
p−3
2
φ0| ˜ˆF8−p|2 + e
p−3
4
φ0µpδ˜(Σ), (2.79)
where we have pulled out the warp factor dependence in | ˜ˆF8−p|2 and δ˜(Σ). Thus, the flux
is again related to the charge of the Op-planes, and the warp factor is fixed in terms of the
delta function. Integrating the equation over the compact space, we then find that (2.61)
remains satisfied in the localisation solutions. Furthermore, (2.79) implies that warping
is comparable to the fluxes everywhere on the compact space where the Op-planes do
not contribute. The Douglas-Kallosh problem is thus evaded in our solutions, as we will
discuss in more detail in Section 2.4.2.
The Einstein equations transverse to the Op-planes read
Rik = R˜ik − 1
2
e
16
7−pAg˜99|de˜9|2ik −
p+ 1
p− 7 g˜ik∇˜
2A+ 8
p+ 1
p− 7(∂iA)(∂kA)
=
1
2
(∂iφ)(∂kφ) +
1
2
e
p−3
2
φ|Fˆ8−p|2ik +
1
2
e−2(p+1)A−
p−3
2
φ
[
g˜ik(∂˜α)
2 − (∂iα)(∂kα)
]
− 7− p
16
g˜ike
2
p+1
p−7A+
p−3
2
φ|Fˆ8−p|2 − 7− p
16
g˜ike
−2(p+1)A−p−3
2
φ(∂˜α)2
− p+ 1
16
g˜ike
2
p+1
p−7A+
p−3
4
φ
µpδ(Σ) (2.80)
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and, using above results, reduce to R˜ik = 0. The last non-trivial Einstein equation is
R9k = − 8
p− 7e
16
7−pAg˜99|e9 ∧ dA · de˜9|9k + R˜9k = 1
2
e
p−3
2
φ|F8−p|29k. (2.81)
The right-hand side of the equation can be rewritten using (2.69), (2.74) and the identities
of Appendix A.1, which yields
1
2
e
p−3
2
φ|F8−p|29k =
8
7− p (−1)
p e
16
7−pA+
p−3
4
φ0|e9 ∧ dA · ?˜9−pm˜7−p|9k. (2.82)
It then follows from (2.60) that (2.81) is satisfied if R˜9k = 0. All other equations of
motion are then also satisfied.
Summary of the solution. We have seen that the solutions obtained in the smeared
limit can be localised by introducing warping, allowing the dilaton to vary over the
compact space and adding a new term to F8−p. The dilaton and the new term in F8−p
can be written in terms of the warp factor using (2.69), (2.74) and (2.77), while the
warp factor itself is fixed in terms of the Op-plane charge by (2.79). The BPS condition
(2.60) has not changed after localisation since the dilaton factor exactly cancels the warp
factors in (2.75). Integrating (2.79) over the compact space, we find that also (2.61) is
still valid in the localised solution. This is analogous to what we found in Section 2.1 for
the solutions that have a Ricci-flat internal space in the smeared limit.
2.2.3 A Simple Example
A simple example for Minkowski solutions of the type discussed above are solutions on
a twisted torus where the metric fluxes satisfy the Heisenberg algebra. Such a space can
easily be compactified and is T-dual to a 3-torus with H flux [11]. In order to obtain an
explicit example, we consider the case p = 5, which yields a setup with F3 flux and O5-
planes wrapping the directions 0, . . . , 4 and 9. We furthermore assume f 978 = −f 987 = n,
which implies
de9 = n dx7 ∧ dx8, (2.83)
and take the unwarped metric to be g˜µν = ηµν , g˜ik = δik and g˜99 = 1. In the smeared
limit, all equations of motion are then satisfied for
R77 = R88 = −R99 = −1
2
n2, F3 = m dx
5 ∧ dx6 ∧ e9, φ = φ0 = const.,
n = −m e12φ0 , µ5 = e−
1
2
φ0n2. (2.84)
For the case of localised sources, we find
F3 = m dx
5 ∧ dx6 ∧ e9 − e−12A−φ?˜4dα, α = e6A+
1
2
φ + const., φ = 4A+ φ0,
n = −m e−2A+ 12φ = −m e12φ0 , ∇˜2e−8A = −n2 + e12φ0µ5δ˜(Σ). (2.85)
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2.3 Non-BPS Solutions
In Sections 2.1 and 2.2, we discussed Minkowski solutions of type II supergravity that
satisfy a BPS condition and found that they could be localised using a simple localisation
procedure, which involved adding non-trivial warping, a varying dilaton and a term in the
F8−p field strength. In this section, we consider smeared non-BPS solutions and show for
a simple example that this localisation procedure does not lead to a consistent localised
solution there.
2.3.1 Smeared Solutions
Our ansatz for non-BPS solutions with smeared sources is as follows. We consider com-
pactifications to (p+ 1) dimensions for p = 2, . . . , 6 and assume the non-zero fields
φ = φ0, F6−p, H, (2.86)
where the dilaton is constant and the remaining RR fields are identically zero. We
furthermore assume that the metric has the form of a direct product,
ds2 = ds2p+1 + ds
2
9−p. (2.87)
For later convenience, we pull out the part of F6−p along the ?9−pH direction,
F6−p = F¯6−p + (−1)p e−
p+1
4
φ0κ ?9−p H, (2.88)
where κ is a constant determined below and F¯6−p is a closed and co-closed (6− p)-form
satisfying F¯6−p ∧H = 0.
The dilaton equation then reads
0 = ∇2φ0 =
(
p− 1
4
κ2 − 1
2
)
e−φ0|H|2 + p− 1
4
e
p−1
2
φ0|F¯6−p|2 ∓ p− 3
4
e
p−3
4
φ0µp, (2.89)
where we allow sources that are Op-planes (upper sign) or Dp-branes (lower sign).8 The
Bianchi identity for F8−p becomes
0 = e−
p+1
4
φ0κ|H|29−p ∓ µp9−p, (2.90)
where |H|2 is purely internal and therefore positive. It follows that κ > 0 for Op-planes
and κ < 0 for Dp-branes. Substituting (2.90) in (2.89), we furthermore find
|F¯6−p|2 =
(
−κ2 + p− 3
p− 1κ+
2
p− 1
)
e−
p+1
2
φ0|H|2. (2.91)
8 More precisely, the sources correspond to Op-planes/Dp-branes for p = 2, 3, 6 and Op-planes/Dp-branes
for p = 1, 4, 5. As noted above, it is always possible to flip the signs of the RR fields of a given solution
to obtain the corresponding solution with sources of the opposite charge such that we can neglect this
subtlety here. Also note that, in order to have consistent conventions throughout this thesis, we take
µp to be the absolute value of the charge such that it is a positive number for all sources. Depending
on the source type, some of our equations then obtain a minus sign relative to the conventions of [49].
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Since |F¯6−p|2 is also internal, both squares in the equation are positive, and we find
− 2
p−1 ≤ κ ≤ 1.
Using (2.88), (2.90) and (2.91), the external Einstein equation simplifies to
Rµν = − 1− κ
2(p− 1)gµνe
−φ0 |H|2. (2.92)
For κ < 1, we thus obtain AdS solutions, whereas the special case κ = 1 leads to the
BPS Minkowski solutions discussed in Section 2.1. The internal Einstein equation yields
Rik = −(1− κ) [1 + κ(p− 1)]
2(p− 1) gike
−φ0|H|2 + 1
2
e
p−1
2
φ0|F¯6−p|2ik
+
1
2
(
1− κ2) e−φ0|H|2ik, (2.93)
where we have assumed |F¯6−p ·H|ik = 0 and again used (2.88), (2.90) and (2.91). Taking
the trace, we then find
R9−p =
(1− κ)p
p− 1 e
−φ0|H|2 = − 2p
p+ 1
Rp+1. (2.94)
Therefore, if the external space is AdS, the internal space is positively curved.
2.3.2 A Simple Example
Let us consider the simple example κ = − 2
p−1 , for which (2.91) implies F¯6−p = 0. Since
κ < 0, the sources then have a net Dp-brane charge
µp =
2
p− 1e
−p+1
4
φ0 |H|2. (2.95)
It follows from (2.94) that the external Ricci scalar becomes
Rp+1 = − (p+ 1)
2
2(p− 1)2 e
−φ0|H|2, (2.96)
while we find from (2.93) that the internal Einstein equation reduces to
Rik =
p+ 1
2(p− 1)2 gike
−φ0|H|2 + (p+ 1)(p− 3)
2(p− 1)2 e
−φ0|H|2ik. (2.97)
In order to write down an explicit solution, we take the internal space to be a product of
two spheres,
M9−p = S3 × S6−p. (2.98)
For p = 3, this corresponds to the solution described in [125]. Evaluating (2.88) for our
setup, we find
H = h3, F6−p = − 2
p− 1e
−p+1
4
φ0h6−p, (2.99)
where 3 and 6−p are the volume forms of the spheres. The internal curvature is then
fixed in terms of the fluxes by (2.97),
R
(S3)
ik =
(p+ 1)(p− 2)
2(p− 1)2 g
(S3)
ik e
−φ0h2, R(S
6−p)
ik =
p+ 1
2(p− 1)2 g
(S6−p)
ik e
−φ0h2. (2.100)
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2.3.3 The Failure to Localise?
Let us now study the localisation of the non-BPS solutions. For simplicity, we consider
κ = − 2
p−1 as in the example discussed above and restrict to the special case p = 3. We
thus have κ = −1, which, in the smeared limit, yields an AdS solution with D3-branes.
It is instructive to compare this to the corresponding BPS solution with κ = 1, which is
a Minkowski solution with O3-planes, i. e. the GKP solution [26]. Our starting point is
the ansatz
F3 = ∓e−φ ?6 H, (2.101)
where the upper sign corresponds to the BPS case with κ = 1 and the lower sign to
the non-BPS case with κ = −1. We thus have ISD flux in the BPS case and IASD flux
in the non-BPS case. While this is not the most general ansatz for F3, it is motivated
by our success in the BPS case, where it equals the BPS condition (2.34) and leads to a
consistent localised solution. We also assume that the fluxes satisfy the Bianchi identities
dH = dF3 = 0, (2.102)
and our ansatz for the metric is
ds210 = e
2Ads˜24 + ds
2
6, (2.103)
where we keep the internal metric arbitrary. Using (2.101) in the dilaton equation
∇2φ = −1
2
e−φ|H|2 + e2φ|F1|2 + 1
2
eφ|F3|2 (2.104)
and integrating over the compact space, we furthermore find F1 = 0. The equation then
also implies that the dilaton is constant, φ = φ0.
From the equations of motion for H and F3,
d
(
e−φ0 ? H
)
+ ?F5 ∧ F3 = 0, d
(
eφ0 ? F3
)
+H ∧ ?F5 = 0, (2.105)
and the self-duality of F5, we find
F5 = − (1 + ?10) e−4A ?6 dα, (2.106)
where
α = ±e4A + const. (2.107)
Substituting (2.101), (2.106) and (2.107) into the F5 Bianchi identity
dF5 = H ∧ F3 ± µ3δ6 (2.108)
then yields the equation
4∇2A = e−φ0|H|2 − µ3δ(Σ). (2.109)
The trace of the external Einstein equation reduces to
e−2AR˜4 − 4∇2A = −e−φ0 |H|2 ± µ3δ(Σ), (2.110)
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where we have again used (2.101), (2.106) and (2.107). Combining (2.109) and (2.110),
we then find
e−2AR˜4 = − (1∓ 1)µ3δ(Σ). (2.111)
In the BPS case, we thus recover the Minkowski solution R˜4 = 0. In the non-BPS case,
however, the right-hand side of the equation is zero away from the D3-branes, while its
left-hand side is negative for an AdS spacetime. The equation is therefore only satisfied
in the smeared limit δ(Σ) → 1 and A → 0, where it is implied by (2.95) and (2.96).
Thus, we have shown that the localisation procedure that was successful for the BPS
solution does not lead to a localised solution in the non-BPS case. One can verify that
similar arguments also hold for the case p 6= 3, where the existence of localised non-BPS
solutions is excluded for κ = − 2
p−1 and the ansatz
F6−p = (−1)p e−
p+1
4
φκ ?9−p H. (2.112)
2.4 Discussion
Here, we discuss several implications of the results of this chapter. In particular, we
comment on the role of the BPS condition in achieving a successful localisation and show
for an explicit example how the Douglas-Kallosh problem is evaded in our BPS solutions
on negatively curved twisted tori.
2.4.1 Localisation in BPS and Non-BPS Solutions
In Sections 2.1 and 2.2, we considered BPS compactifications to Minkowski space that
have a Ricci-flat or everywhere negatively curved internal space in the smeared limit and
are related by a chain of T-dualities. The T-duality relations can schematically be written
as
H ∝ ?9−pF6−p
along Op−−−−−−→←−−−−−−
along F7−p
H ∝ ?10−pF7−p
along H−−−−−→←−−−−−
along e9
de9 ∝ ?9−pm7−p, (2.113)
where we have characterised the different solutions by their BPS condition. The solutions
with Ricci-flat internal space are thus related to one another by T-dualising in one of the
directions of the Op-planes or along a cycle with RR flux. A T-duality along a cycle with
H flux leads to one of the solutions on negatively curved internal spaces, which are again
related to one another by further T-dualities.
The localisation of these solutions introduces warping, a dilaton that varies over the
compact space and a term in the F8−p field strength. Although these corrections are large
everywhere on the compact space, we found that the localised solutions still preserve many
features of the smeared ones. In particular, we found that the BPS conditions (2.10) and
(2.60) do not change after localisation due to a cancellation between a warp and a dilaton
factor. The vevs of the moduli that are fixed by these equations are therefore equal to
those in the smeared solutions. From the perspective of the effective potential, this
means that its different localisation corrections cancel on-shell, where the BPS condition
is satisfied (see also [31]). The extremum of the potential is therefore not shifted in
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moduli space, and the moduli stay at their positions.9 This can intuitively be understood
from the “no-force” condition, which states that mutually BPS objects do not exert any
force on each other due to an exact cancellation of their gravitational and electromagnetic
interactions. The Op-planes in our setup are mutually BPS with the flux background,
and so it is guaranteed that we can arbitrarily deform their source profile in compact
space without destroying the solutions.
For solutions that do not satisfy a BPS condition, this can in general not be expected.
Indeed, we showed in Section 2.3 for an explicit non-BPS example that the simple ansatz
that was successful in the BPS case does not lead to a consistent localised solution. The
reason is that the D3-branes are not mutually BPS with the IASD flux in this example,
and so their localisation can generate non-zero forces. In the smeared limit, these forces
are not present since the charge and energy densities of the branes are delocalised over
the compact space such that there is no preferred point of attraction. Localised branes,
on the other hand, can attract flux and thus, at least for the ansatz tested in this chapter,
destabilise the solution. Although our ansatz was not the most general one, its failure
already indicates that the localisation of non-BPS solutions is much more involved than
in the BPS case. In Chapter 3, we will find that the localisation of non-BPS solutions
can even be problematic using the most general ansatz compatible with the symmetries
of the setup. While this shows that BPSness plays an important role in achieving a
successful localisation, it does not necessarily mean that all BPS solutions are localisable.
In particular, it is not known whether solutions with intersecting sources such as the
supersymmetric AdS vacua of [126] allow for a consistent localisation, and it would be
interesting to see if our arguments also extend to those cases.
2.4.2 The Douglas-Kallosh Problem
It was shown in [117] that, in the absence of large α′ corrections, compactifications using
an everywhere negative internal curvature to uplift the cosmological constant must have
large warping at every point on the internal manifold where no O-planes contribute a
negative energy density. This problem can be studied explicitly in the solutions of Section
2.2, which are compactified on everywhere negatively curved spaces in the smeared limit.
Since these solutions admit a localisation, they evade the problem and must therefore
have large warping.10 Naively, one might have expected that the warp factor approaches
a constant far away from the O-planes such that warping becomes negligible in these
regions. This would have ruled out localised solutions in the large volume limit, where
we can trust the supergravity approximation. However, (2.79) shows that, even for a
large internal volume, warping is comparable to the fluxes in our solutions everywhere on
the compact space where the contribution of the O-planes vanishes. According to [117],
this then allows the ten-dimensional equations of motion to be satisfied in the localised
9 Since the BPS condition only guarantees a cancellation in the on-shell effective potential, properties
such as moduli masses will in general change after localisation (see e. g. [46] for a discussion and [35]
for an explicit example).
10 Since our solutions are compactifications to Minkowski space, there is no real uplift to de Sitter. Still,
the negatively curved compact space gives a positive contribution to the cosmological constant in the
smeared limit, and so the arguments of [117] apply accordingly.
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solutions at every point on the compact space.11
In order to make this more explicit, let us consider the simple example with F3 flux and
O5-planes discussed in Section 2.2.3. The discussion of the general case is then completely
analogous. Taking the trace of the internal components of the Einstein equation, we find
that the internal scalar curvature R5 = g
mnRmn + g
99R99 is given by
R5 =
7
8
e14An2 + 56e6A(∂˜A)2︸ ︷︷ ︸
F3
+ 8e6A(∂˜A)2︸ ︷︷ ︸
dilaton
− 11
8
e6A
[
−8∇˜2A+ 64(∂˜A)2 + e8An2
]
︸ ︷︷ ︸
O5-planes
= −1
2
e14An2 + 11e6A∇˜2A− 24e6A(∂˜A)2, (2.114)
where we have used (2.85) on the right-hand side of the first line to spell out the differ-
ent contributions of the F3 field strength, the dilaton and the O5-planes to the energy-
momentum tensor. We can then read off from the second line that the integral of R5 over
the compact space is manifestly negative if weighted with the full ten-dimensional metric
determinant, ∫
d5x
√
g10R5 =
∫
d5x
√
g˜10
[
−1
2
e8An2 − 24(∂˜A)2
]
< 0. (2.115)
Up to a Weyl rescaling, this expression equals minus the contribution of R5 to the effective
potential. As in the smeared limit, the internal scalar curvature therefore yields an overall
positive term in the effective potential, and so the Einstein equations are satisfied in an
integrated sense.
In contrast to the smeared solutions, however, R5 is not negative everywhere on the
compact space. Instead, it follows from the first line of (2.114) that this is only true at
those points on the internal manifold where the localised O5-planes contribute, whereas
R5 is positive everywhere else. In order that the ten-dimensional Einstein equations are
satisfied pointwise on the internal manifold after localisation, this has to be compensated
by large warping. Indeed, one can verify that warping terms, which come from the warped
external Ricci scalar and the energy-momentum tensor in the Einstein equations, “lift”
the cosmological constant to Minkowski space at those points on the compact space where
the internal curvature is positive. Thus, warping does not have the effect of preserving
an everywhere negative internal curvature in the localised solutions but instead yields
additional contributions to the ten-dimensional Einstein equations, which then help to
satisfy the constraints of [117]. It would be interesting to understand whether similar
effects also allow a localisation of smeared non-BPS solutions on negatively curved internal
spaces or whether this is inhibited by the problems sketched in Section 2.4.1. This would
be an important step towards understanding backreaction in the classical de Sitter vacua
of [29, 30, 100–102, 106].
11 By T-duality, the Douglas-Kallosh argument should extend to the solutions with Ricci-flat internal
space discussed in Section 2.1. This is indeed confirmed by (2.38).
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3 (Anti-)brane Backreaction in a Simple Non-BPS
Setup
In this chapter, we elaborate on the effects of backreaction in compactifications with
sources that are not mutually BPS with the background fluxes. As indicated in the
previous chapter, it is not obvious whether smeared non-BPS solutions can always be lo-
calised since this can generate non-zero forces that may render the configuration unstable
and thus destroy the solution. In order to be able to study this problem in detail, we now
consider a simple toy model in type IIA supergravity with spacetime-filling D6-branes
or D6-branes on AdS7 × S3 [82, 83, 86]. This setup has a smeared solution, which is
perturbatively stable in the left-invariant closed string modes, and is simple enough to
allow us to analyse the localised equations of motion without having to rely on non-trivial
assumptions in our ansatz for the fields. Moreover, a non-compact version of our model
with D6-branes is T-dual to a setup with partially smeared D3-branes on R1,3× T 3× R3
[85]. This setup approximates the near-tip region of the solution for partially smeared
D3-branes in the Klebanov-Strassler background. Our model therefore also provides some
insight into the issue of backreaction in the KKLT scenario [16].
Although we consider the most general ansatz compatible with the symmetries, lo-
calisation in our model turns out problematic. We will first show this for regularised
brane profiles, which, if allowed, are useful for studying localisation since they interpo-
late between the smeared solution and the fully localised one and can approximate a
delta function profile with arbitrary precision. Taking the regularised profile to be a
smooth function, we find that, up to coordinate transformations, all solutions except for
the smeared one are ruled out by the equations of motion. Furthermore, we can use a
simple topological argument to also exclude brane profiles in the shape of a step function.
This is quite different from what we found for the BPS solutions in Chapter 2, where
the no-force condition guaranteed that we can solve the equations of motion for arbitrary
source profiles.
The simplicity of our model also allows us to explicitly compute the boundary con-
ditions for the fields in the vicinity of fully localised sources. The computation is rather
lengthy but yields a surprisingly simple result: there are only two different boundary
conditions that support D6/D6-branes and are locally consistent with the equations of
motion. The first boundary condition is the standard boundary condition for D6/D6-
branes in a flux background [121] and yields fluxes that are locally BPS with the sources
in their vicinity. Although consistent locally, this boundary condition is excluded glob-
ally due to the topological argument that also rules out step function profiles. The
second boundary condition is not excluded by this argument but yields an infinite (but
integrable) energy density of the H flux. This singularity is unusual since H does not
directly couple to the branes. While singularities in directly sourced fields such as the
warp factor and the dilaton are expected to appear in the supergravity approximation
and are resolved in a string theory completion of the solution, this is less obvious for
singularities in fields that do not couple to a localised source. Such singularities can be
problematic since they may indicate that a solution has an instability.
Besides the possibility that our model might not have a localised solution, the ex-
istence of the flux singularity also suggests a relation to the solution for D3-branes in
the Klebanov-Strassler background, where a similar unexpected singularity appears. For
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partially smeared anti-branes, this singularity was noticed in [77, 78] at linear order in
a perturbation around the supersymmetric background and recently confirmed in [87]
taking into account the full non-linear backreaction.12 Moreover, we will argue in Chap-
ter 4 that the singularity is not an artifact of the partial smearing but also generated
by the backreaction of fully localised anti-branes. As stated above, this possibly indi-
cates that the backreaction of the anti-branes causes an instability in one or more of
the degrees of freedom of the setup. It was proposed, for example, that the solution is
perturbatively unstable in the closed string modes, which leads to an attraction of flux
towards the anti-branes and a subsequent decay of the solution via brane-flux annihila-
tion [83, 84, 89, 91].13 If true, this would imply that the singular solution is not physical
and that there is no meta-stable state with D3-branes in the Klebanov-Strassler throat.
A second, more optimistic interpretation is that the instability is in the open string de-
grees of freedom. The singularity might then be resolved by taking into account the
non-perturbative dynamics of the anti-branes. According to [131], (anti-)branes can ex-
pand into a non-commutative configuration in the presence of a background field and thus
polarise into a higher-dimensional brane wrapping a trivial cycle. This is the so-called
Myers effect, an analogue of the dielectric effect for atoms in an electric field. In [72],
it was shown using the probe approximation that D3-branes in the Klebanov-Strassler
background indeed polarise into an NS5-brane. If this is also the case when the backre-
action of the anti-branes is taken into account, it might resolve the singularity, similarly
to how it happens in the Polchinski-Strassler solution [132].
In principle, D3-branes in the Klebanov-Strassler throat can polarise either into an
NS5-brane wrapping a two-sphere inside a three-cycle with F3 flux or into a D5-brane
wrapping a two-sphere inside the orthogonal three-cycle, which is threaded by H flux.14
Since the non-compact version of our toy model is expected to capture the near-tip physics
of this setup if the D3-branes are smeared along the cycle with F3 flux, we can use it to
explicitly analyse whether such a polarisation happens. A subtlety is that the potential
for the worldvolume scalars, which determines whether the anti-branes want to polarise,
is not visible in the directions of the smearing. We can therefore not directly observe a
possible polarisation into an NS5-brane but only one into a D5-brane. It is known from
similar setups such as the Polchinski-Strassler solution, however, that brane polarisation
always occurs in two channels.15 This suggests that D3-branes in the Klebanov-Strassler
background do either polarise into both NS5-branes and D5-branes or not at all. If this
is true, it should be sufficient to analyse one of the two possibilites in order to decide
whether polarisation happens.
In our T-dual toy model, the polarisation of the D3-branes into a D5-brane corre-
sponds to a polarisation of D6-branes into a D8-brane. While, in the compact model,
such a polarisation is not ruled out for the whole parameter range, we will demonstrate
below that the non-compact version is much more constrained. Interestingly, we find that
12 Similar flux singularities also exist in solutions with M2-branes [127, 128] and D2-branes [129].
13 See also [130] and references therein for examples of perturbatively unstable systems that develop
singularities when forced into a static ansatz.
14 More generally, there is also the possibility of a polarisation into a (p, q) 5-brane (a bound state of p
D5-branes and q NS5-branes) wrapping a two-sphere inside a diagonal three-plane [132, 88].
15 This is also true in a solution with M2-branes [133–135], which polarise into M5-branes in orthogonal
planes, and in a solution with D2-branes [136], which polarise into D4-branes and NS5-branes in
orthogonal planes.
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the potential for the worldvolume scalars has exactly the terms that appear in solutions
with brane polarisation [132, 136, 137], but the coefficients are such that a polarisation
is excluded (see also [138] for another example with such a behaviour). Contrary to the
compact model, this result is independent of the free parameters of the solution such that
a polarisation of the D6-branes is excluded universally. This indicates that the same is
true for D3-branes in the Klebanov-Strassler background, and so brane polarisation does
probably not help to resolve the singularity there either. Further evidence supporting this
intuition was recently presented in [88], where the authors explicitly computed the polar-
isation potential for partially smeared D3-branes in the Klebanov-Strassler background
and indeed found that a polarisation into a D5-brane does not occur.
This chapter is based on [82, 83, 86] and organised as follows. In Section 3.1, we
present the supergravity equations of motion in the presence of D6/D6-branes and show
that our setup on AdS7 × S3 has a solution in the smeared limit. We then prove in
Section 3.2 that this solution is stable in the sector of the left-invariant closed string
modes. In Section 3.3, we consider localised sources with either regularised or fully lo-
calised source profiles. For regularised sources, we show that the equations of motion
rule out all solutions except for the smeared one. For fully localised sources, we compute
the boundary conditions and find that the only consistent one yields a singularity in the
energy density of the H flux. In Section 3.4, we discuss the non-compact version of our
model and explicitly show that the singularity is not resolved by brane polarisation there.
We conclude in Section 3.5 with a discussion of our results.
3.1 A Toy Model on AdS7 × S3
In this section, we state the equations of motion for type IIA supergravity with D6/D6-
branes and present the smeared solution of our simple non-BPS setup on AdS7×S3. This
solution corresponds to the special case p = 6 of the solutions discussed in Chapter 2.3.1.
3.1.1 Type IIA Supergravity with D6/D6-branes
Since we compactify to AdS7, we do not consider any field configurations that break
maximal symmetry. We can therefore set F4 = 0 and assume that the other form fields
only have internal components. Furthermore, we assume that the dilaton and the form
fields only depend on the internal coordinates xi. The equations of motion stated in
Appendix A.2 then simplify as follows. The trace-reversed Einstein equation reads
RMN =
1
2
∂Mφ∂Nφ+
1
2
e−φ|H|2MN −
1
8
e−φgMN |H|2 + 1
16
e
5
2
φgMNF
2
0 +
1
2
e
3
2
φ|F2|2MN
− 1
16
e
3
2
φgMN |F2|2 + 1
2
(
T locMN −
1
8
gMNT
loc
)
, (3.1)
where
T locµν = −e
3
4
φµ6gµνδ(Σ), T
loc
mn = 0. (3.2)
δ(Σ) denotes the delta distribution with support on the world-volume(s) of the spacetime-
filling D6/D6-branes. It may implicitly also include a sum over parallel branes that are
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localised at different points on the internal manifold. The dilaton equation reduces to
∇2φ = −1
2
e−φ|H|2 + 5
4
e
5
2
φF 20 +
3
4
e
3
2
φ|F2|2 + 3
4
e
3
4
φµ6δ(Σ). (3.3)
The non-trivial equations of motion for the form fields are
d
(
e−φ ? H
)
= −e32φ ? F2F0, d
(
e
3
2
φ ? F2
)
= 0, (3.4)
and their Bianchi identities read
dH = 0, dF0 = 0, dF2 = HF0 ∓ µ6δ3, (3.5)
where the upper sign is for D6-branes and the lower sign for D6-branes.
3.1.2 Smeared Solution
In the smeared limit, we replace the delta distributions in the equations of motion by a
constant,
δ(Σ)→ 1
V
, (3.6)
where V is the volume of the space transverse to the branes. We can then set F2 = 0
and assume that all other fields are constant. Furthermore, we take the ten-dimensional
spacetime to be the direct product AdS7 × S3 and write
ds210 = R
2ds27 + r
2ds23 (3.7)
for the metric, where R is the AdS radius and r is the radius of the three-sphere. Our
ansatz for H is
H = λF0e
7
4
φ ?3 1, (3.8)
with λ a constant. The equations of motion (3.1), (3.3), (3.4) and (3.5) are then solved
for
R2 = 12r2, λ = ∓5
2
, F 20 =
4
7
e−
5
2
φr−2, µ6 =
20
7
pi2e−
3
4
φr, (3.9)
where the upper sign is again for D6-branes and the lower sign for D6-branes. For large
fluxes, one can check that the solution has large internal volume and small string coupling.
3.2 Perturbative Stability
In this section, we analyse the perturbative stability of the smeared solution. Since the
three-sphere is the group manifold of SU(2), we can restrict ourselves to the sector of
left-invariant modes [139]. This is a standard approach to obtain a consistent truncation
of the lower-dimensional effective field theory for compactifications on group or coset
spaces and gives rise to an effective gauged supergravity (see e. g. [27–30] for a discussion
and explicit constructions and [140–143] for further examples). Furthermore, we only
include the closed string modes in our analysis. Instabilities can in principle also arise
from the open string modes and may, in particular, lead to a polarisation of the branes
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into a D8-brane due to the Myers effect [131]. Under certain conditions, such a polarised
configuration can be unstable itself and decay perturbatively via brane-flux annihilation
[72]. We will analyse this possibility further in Section 3.4 in the context of fully localised
sources.
The left-invariant modes are the lower-dimensional fields obtained by expanding the
ten-dimensional fields in the Maurer-Cartan forms of SU(2). These satisfy the equation
dei = −1
2
f ikle
k ∧ el (3.10)
with structure constants
f ikl = q δ
immkl, (3.11)
where q is a number related to the curvature of the three-sphere [140]. The expansion of
the fields then yields a total of 14 scalars in the seven-dimensional effective field theory:
six from the metric, three from the B field, three from C1, one from C3 and one from the
(ten-dimensional) dilaton.
Let us at first consider the metric scalars. The ten-dimensional metric in Einstein
frame can be written as
ds210 = e
2αvds27 + e
2βvds23, (3.12)
where v is the volume modulus and α and β are numbers. Demanding that the seven-
dimensional effective field theory is in Einstein frame and the volume modulus is canon-
ically normalised, we find
β = −5
3
α, α2 =
3
80
. (3.13)
Since we pulled out the volume modulus, the internal metric is given by a symmetric,
positive definite 3× 3 matrix with fixed determinant. We can therefore write
ds23 = Mike
iek, (3.14)
where M = LLT with
L =

e
1
2
σ1+
1
2
√
3
σ2
e
−1
2
σ1+
1
2
√
3
σ2
χ1 e
− 1√
3
σ2
(χ1χ2 + χ3)
0 e
−1
2
σ1+
1
2
√
3
σ2
e
− 1√
3
σ2
χ2
0 0 e
− 1√
3
σ2
 (3.15)
and detM = 1. One can check that the five scalars σ1, σ2, χ1, χ2 and χ3 are then
canonically normalised. Their vevs are σ1 = σ2 = χi = 0 since the smeared solution
yields the “round sphere” with M = 1.
The scalars from the form fields are obtained as follows. Since H carries a non-trivial
flux, we write
H = h3 + dB. (3.16)
The expansion of B then gives rise to three scalar fields bi,
B =
1
2
biikle
k ∧ el. (3.17)
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The RR fields can be written as
C1 = cie
i, C3 = a3. (3.18)
Thus, C1 yields three scalars ci, and C3 gives one (axionic) scalar a. One can check that
all scalars are canonically normalised.
The scalar potential of the effective field theory gets contributions from the internal
curvature, the H flux, the RR field strengths and the tension of the sources,
V = VR + VH + V0 + V2 + VD6. (3.19)
Substituting the expressions for the metric and the form fields, we find
VR = e
(7α+β)vq2
[
−1
2
(TrM)2 + Tr
(
M2
)]
, (3.20)
VH =
1
2
h2e−φ+(7α−3β)v, (3.21)
V0 =
1
2
e
5
2
φ+(7α+3β)vF 20 , (3.22)
V2 =
1
2
e
3
2
φ+(7α−β)vMmn
(
F0b
m − qciδmi
) (
F0b
n − qckδnk
)
, (3.23)
VD6 = e
3
4
φ+7αvµ6. (3.24)
In order to determine whether the smeared solution is stable with respect to the 14 moduli
ϕa ∈ {φ, v, σ1, σ2, χi, bi, ci, a}, we now have to evaluate the mass matrix ∂ϕa∂ϕbV at an
extremum of V . Since F4 does not contribute to the scalar potential, a is a massless
axion and can therefore be set to zero at the solution. Furthermore, we can read off from
(3.23) that the moduli combinations F0b
m − qciδmi are stabilised at F0bm − qciδmi = 0,
whereas the orthogonal combinations are flat in moduli space. We can therefore also set
bi = ci = 0. The volume modulus v and the dilaton modulus φ are zero at the solution
if we choose
q2 =
28
25
h2, F 20 =
4
25
h2, µ6 =
2
5
h2. (3.25)
Finally, we also have σ1 = σ2 = χi = 0 at the solution. We therefore have to evaluate the
mass matrix at the origin in moduli space. This yields the eigenvalues
h2
{
56
25
,
32
25
,
2
25
(
18±
√
79
)
, 0
}
, (3.26)
where the multiplicity of 56
25
h2 is 5, the multiplicity of 32
25
h2 is 3, the multiplicity of 0 is 4
and the multiplicity of the other eigenvalues is 1. Since all eigenvalues are positive, we
conclude that the smeared solution is stable with respect to the 14 left-invariant closed
string modes.
3.3 Localisation
In this section, we consider the localisation of the smeared non-BPS setup discussed
above. We first analyse the equations of motion for regularised brane profiles using a
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Taylor expansion and find strong constraints on the possible configurations. For smooth
brane profiles, we show that the only allowed solution is the smeared one. Furthermore,
we formulate a simple topological argument that rules out brane profiles in the shape of
a step function since they are not consistent with the required properties of the fluxes
away from the branes. For genuine delta function profiles, we compute the boundary
conditions that are locally allowed by the equations of motion. This yields two different
cases: the first boundary condition does not lead to a globally consistent solution due to
our topological argument, while the second one yields a singularity in the energy density
of the H flux.
3.3.1 Ansatz
In order to study localisation, we assume that all sources are located on the north-
pole and/or the south-pole of the three-sphere such that our setup preserves an SO(3)
symmetry of the SO(4) symmetry exhibited by the setup with smeared sources. We
furthermore assume that the symmetries of our setup are not broken in the solution. The
most general ansatz for the metric is then
ds210 = e
2A(θ)ds27 + e
2B(θ)
(
dθ2 + e2C(θ) sin2 θ dΩ22
)
, (3.27)
where ds27 is the AdS metric with unit radius and dΩ
2
2 is the metric of the unit two-
sphere. The second conformal factor C can be absorbed into B by a suitable coordinate
transformation θ → θ˜(θ) that keeps the sources at the poles. One can show that, if the
original metric does not have any singularities away from the poles, then the same is true
for the new metric for which C is transformed away. We can therefore write
ds210 = e
2A(θ)ds27 + e
2B(θ)
(
dθ2 + sin2 θ dΩ22
)
(3.28)
without loss of generality and assume that A and B are regular away from the poles. Our
ansatz for the form fields is
H = λF0e
7
4
φ ?3 1, F2 = e
−3
2
φ−7A ?3 dα, (3.29)
where φ, λ and α are functions depending on θ and F0 is a constant. One can check that
this is the most general ansatz compatible with the form equations of motion (3.4) and
(3.5) and the symmetries of the setup.
The equations of motion (3.1), (3.3), (3.4) and (3.5) then simplify as follows. The F2
Bianchi identity yields(
e−
3
2
φ−7A+B sin2 θ α′
)′
e3B sin2 θ
= e
7
4
φλF 20 +Qδ(Σ), (3.30)
where primes are derivatives with respect to θ and Qδ(Σ) is a sum of delta functions that
contains all charge contributions from sources at the north-pole and the south-pole. The
H equation implies that α can be eliminated in terms of λ,
α = e
3
4
φ+7Aλ+ α0, (3.31)
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where α0 is an integration constant, which we set to zero in the following. The dilaton
equation reads(
e7A+B sin2 θ φ′
)′
e7A+3B sin2 θ
= e
5
2
φF 20
(
5
4
− λ
2
2
)
+
3
4
e−14A−2B−
3
2
φ (α′)2 +
3
4
e
3
4
φTδ(Σ), (3.32)
where Tδ(Σ) denotes the sum over all tension contributions from localised sources. Taking
the trace of the external Einstein equation, we find
16
7
R7 = −96e−2A − 16e−2B
[
7 (A′)2 + A′B′ +
(
sin2 θ A′
)′
sin2 θ
]
= e
5
2
φF 20
(
1− 2λ2)− e−14A−2B−32φ (α′)2 − e34φTδ(Σ). (3.33)
The internal Einstein equation in (θθ)-direction gives
0 = −2 +
(
sin2 θ B′
)′
sin2 θ
+ 7 (A′)2 +B′′ + 7A′′ − 7A′B′
+
1
2
(φ′)2 +
1
16
e
5
2
φ+2BF 20
(
1 + 6λ2
)− 1
16
e−14A−
3
2
φ (α′)2 +
7
16
e
3
4
φ+2BTδ(Σ), (3.34)
and the Einstein equations in the remaining directions yield
0 = −2 +
(
sin2 θ B′
)′
sin2 θ
+ (B′)2 + cot θ (7A+B)′ + 7A′B′
+
1
16
e
5
2
φ+2BF 20
(
1 + 6λ2
)
+
7
16
e−14A−
3
2
φ (α′)2 +
7
16
e
3
4
φ+2BTδ(Σ), (3.35)
where we used the results of Appendix B.1 to compute the components of the Ricci
tensor. All other equations of motion are automatically satisfied with above ansatz for
the metric and the form fields. Thus, the problem of finding a localised solution of our
setup is reduced to solving the five second-order ordinary differential equations (3.30),
(3.32), (3.33), (3.34) and (3.35) for the four unknown functions A, B, φ and λ (or,
equivalently, A, B, φ and α).
Moreover, the equations of motion yield a simple topological constraint, which can be
used to rule out a large class of configurations in our setup without having to know the
full solution. At any point away from the sources, we can combine (3.30) and (3.31) to
find (
e−
3
2
φ−7A+B sin2 θ
)′
e3B sin2 θ
α′ + e−
3
2
φ−7A−2Bα′′ = αeφ−7AF 20 , (3.36)
where eA, eB and eφ are non-singular. Thus, α must satisfy
sgnα′′ = sgnα (3.37)
at every extremum with α′ = 0 such that the sign of α determines whether the extremum
is a maximum or a minimum. One can check that this is also true at either of the poles
(θ = 0, θ = pi) if there are no sources located at that pole.
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3.3.2 Regularised Sources
Before we turn to the case of fully localised sources, it is instructive to study above setup
with regularised source profiles of finite extent, where the contribution of the sources
to the equations of motion is non-zero at points away from the poles.16 Such profiles
can be viewed as intermediate steps between smeared and fully localised sources and
can approximate a delta function profile with arbitrary precision. They can therefore be
useful to get an intuition for the problems that arise from localisation in our setup. We
first consider extremal sources with |Q| = T > 0 and a profile of the form
Tδ(Σ) = z(θ)e−3B(θ), (3.38)
where z(θ) is a smooth function that becomes a constant in the smeared limit (cf. Figure
3.1). Note that we took out a factor e−3B(θ) on the right-hand side since the delta function
δ(Σ) contains an inverse square root of the metric determinant.
We can check whether such a configuration is consistent with the equations of motion
(3.30), (3.32), (3.33), (3.34) and (3.35) by performing a Taylor expansion
e−A(θ) =
∑
n
an (θ − θ0)n , e−2B(θ) =
∑
n
bn (θ − θ0)n ,
e−
1
4
φ(θ) =
∑
n
fn (θ − θ0)n , λ(θ) =
∑
n
λn (θ − θ0)n (3.39)
around an arbitrary point θ0 ∈ ]0, pi[ for which z(θ0) 6= 0.17 Substituting this expansion
into the equations of motion, we obtain algebraic equations at every order n that have to
be satisfied at θ = θ0. For every n, we can then use the four equations (3.30), (3.32), (3.33)
and (3.34) to determine an+2, bn+2, fn+2 and λn+2 in terms of the lowest order coefficients
q = {a0, b0, f0, λ0, a1, b1, f1, λ1}. The remaining equation (3.35) leads to an additional
constraint between the elements of q only. At zeroth order (n = 0), for example, the first
four equations determine a2, b2, f2 and λ2 in terms of q, while the fifth equation relates
the coefficients q to each other, and so on. Going to higher orders n then potentially
produces an infinite amount of such relations for q and should therefore lead to strong
constraints.
As detailed in Appendix C, the equations of the first five orders yield
a1 = f1 = λ1 = 0, λ0 = ∓5
2
, F 20 =
48
7
a20f
10
0 , (3.40)
where the upper sign is for (regularised) D6-branes and the lower sign for D6-branes.
Since θ0 is arbitrary, these conditions must be satisfied for all θ0∈ ]0, pi[ such that
e−A(θ) = a = const., e−
1
4
φ(θ) = f = const., λ(θ) = ∓5
2
, F 20 =
48
7
a2f 10 (3.41)
16 This is consistent with our ansatz if the source profiles respect the assumed SO(3) symmetry of the
solution.
17 Note that our conventions for the coefficients an, bn and fn differ from those used in [82].
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z(θ)
θ=0 θ=pi
Figure 3.1: A smooth brane profile.
everywhere. We can now substitute these expressions back into the equations of motion
(3.30), (3.32), (3.33), (3.34) and (3.35) and solve for B(θ) and z(θ) to find
e2B(θ) =
4
3
[
ξ cos θ −
√
16a2 + ξ2
]−2
, (3.42)
z(θ) =
320
7
√
3
a2f 3
∣∣∣ξ cos θ −√16a2 + ξ2∣∣∣−3 , (3.43)
where ξ is a free parameter. It then follows from (3.38) that the source terms in the
equations of motion are constant for this solution. Furthermore, all fields except for B(θ)
are also constant. This suggests that the solution is just the smeared solution written in
a different coordinate system. Indeed, the corresponding coordinate transformation can
be found considering
ds23 = r
2
(
dθ˜2 + sin2 θ˜ dΩ22
)
= e2B(θ)
(
dθ2 + sin2 θ dΩ22
)
, (3.44)
which yields two equations that determine θ˜ in terms of θ and B(θ). Eliminating θ˜
then leads to an ordinary differential equation for B(θ) with solutions that exactly agree
with (3.42). Thus, we have shown that the smeared solution is the only solution to the
equations of motion for which the source profile is a smooth function.
Since this proof is only valid in the support of z(θ), it does not rule out source profiles
in the shape of a step function. Such source profiles can, however, be excluded using
the topological constraint (3.37). In order to show this, let us consider a source that
extends from θ = 0 to θ =  as in Figure 3.2. It then follows from above discussion that
the solution in the region θ ≤ , where the contribution of the source is non-zero, is the
smeared solution. Outside the source, we have to solve the vacuum equations and then
match the two solutions at the boundary θ = . For the smeared solution inside the
source, the F2 Bianchi identity implies that the charge of the source exactly cancels the
charge that is induced by the fluxes within that region. The solution outside the source
must therefore have zero integrated flux-induced charge in order that the global tadpole
is cancelled,
pi∫

F0H = F
2
0
pi∫

αeφ−7A ?3 1 = 0. (3.45)
Since eA and eφ are positive, this implies that α must vary outside the source and change
its sign at some point between θ =  and θ = pi.
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Figure 3.2: A brane profile in the shape of a step function.
It is now straightforward to show that such a behaviour of α is not consistent with
the constraint (3.37). Let us, for example, consider a solution that has positive α in the
region inside the source. The argument for the case of negative α is then analogous.
Assuming that the fields and their first derivatives are continuous at the boundary θ = ,
we have to impose α′ = 0 at the step. Since α is positive there by assumption, it then
follows from (3.37) that α′′ > 0 such that α increases as we move away from the source.
Because of (3.45), however, α must eventually become negative to cancel the global
tadpole and must therefore reach a maximum at some point. This is in conflict with
(3.37), which states that any extremum of α must be a minimum if α is positive at that
point. Due to rotational symmetry, we must furthermore impose α′ = 0 at the south-pole
θ = pi, which leads to at least one more extremum forbidden by (3.37) (cf. Figure 3.3).
Regularised source profiles in the shape of a step function can therefore not lead to a
globally consistent solution. One can check that the same is true for configurations that
have step function sources at both poles.
The results of this section confirm the intuitive argument of Section 2.4.1, where we
pointed out that localisation may be problematic in setups with sources that are not
mutually BPS with the fluxes since it can lead to non-zero forces that render the solution
unstable. It could have been that such instabilities are somehow evaded by a delicate
balance between the flux configuration and the sources if one considers the most general
ansatz for localisation. However, at least for regularised source profiles, this is not the
case, and the only consistent solution with such a profile is the smeared solution.
3.3.3 Delta Function Sources
Let us now consider fully localised D6/D6-branes with a delta function profile. In order to
examine whether consistent solutions can exist with such sources in our model, we have to
know the boundary conditions for the supergravity fields in the near-brane region. These
can be computed by expanding the vacuum equations around one of the poles, e. g. the
north-pole with θ = 0. A general ansatz for such an expansion is
e−A(θ) = a0θA + a1θA+ζ + a2θA+ξ + . . . ,
e−2B(θ) = b0θB + b1θB+ζ + b2θB+ξ + . . . ,
e−
1
4
φ(θ) = f0θ
F + f1θ
F+ζ + f2θ
F+ξ + . . . ,
λ(θ) = λ0θ
L + λ1θ
L+ζ + λ2θ
L+ξ + . . . , (3.46)
47
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θ=0 θ=pi
Figure 3.3: An example for a flux configuration in the presence of a step function source
with extrema that are required for global tadpole cancellation but forbidden by the con-
straint sgnα′′ = sgnα.
where the exponents A, B, F , L and ζ < ξ < . . . on the right-hand sides are unknown
(possibly not integral) real numbers. We also assume that e−A, e−2B, e−
1
4
φ and λ do not
have essential singularities, i. e. that there is a finite leading power of θ for each function.
The coefficients a0, b0, f0 and λ0 are taken to be non-zero such that A, B, F and L by
definition determine the leading order divergences of the fields. Furthermore, a0, b0 and
f0 must be non-negative since they are the leading order coefficients in the expansion of
the exponential functions e−A, e−2B and e−
1
4
φ. However, we allow all sub-leading order
coefficients (such as, for example, a1, b5, λ2, etc.) to be zero such that the steps between
the different powers of θ in the various expansion series are not necessarily the same at
all orders and for all functions.18
Substituting this ansatz into the equations of motion (3.30), (3.32), (3.33), (3.34) and
(3.35), we can explicitly check which choices for the powers A, B, F , L, ζ, ξ, . . . and the
coefficients an, bn, fn and λn are consistent. The computation turns out rather lengthy
and is detailed in Appendix D. The result, however, is surprisingly simple: we find that
only five different boundary conditions are locally allowed by the equations of motion.
As explained in Appendix D.3, the behaviour of the fields near θ = 0 determines the
tension and the RR charge of the source that must be present at the pole. This reveals
that one of the five boundary conditions leads to inconsistent results for the tension in
the different equations of motion and another one has singular fields at the pole without
the presence of a localised source there. We therefore discard these two cases and only
list the remaining three boundary conditions. These are
• the smooth solution with no sources sitting at the pole,
L = A = B = F = 0, (3.47)
18 If, for example, ζ = 12 , ξ = 1 and a1 6= 0, f1 = 0, f2 6= 0, we would obtain e−A(θ) = a0θA+a1θA+
1
2 + . . .
and e−
1
4φ(θ) = f0θ
F + f2θ
F+1 + . . .
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L A B F λ(0) α(0) source |Q|
T
valid
0 0 0 0 finite finite none - X
0 − 1
16
7
8
− 3
16
±1 0 D6/D6 1 only locally
−1 − 1
16
7
8
− 3
16
±∞ finite D6/D6 1 X
Table 3.1: The boundary conditions that are locally allowed by the equations of motion.
• the standard BPS boundary condition [121],
L = 0, A = − 1
16
, B =
7
8
, F = − 3
16
, λ0 = ±1, (3.48)
which yields extremal branes with |Q| = T ,
• a previously unknown boundary condition with divergent λ,
L = −1, A = − 1
16
, B =
7
8
, F = − 3
16
, (3.49)
which also yields extremal branes with |Q| = T .
The properties of these boundary conditions are summarised in Table 3.1 and derived in
Appendix D.19
Let us now analyse in more detail the two boundary conditions (3.48) and (3.49),
which support the presence of localised sources at the pole(s) where they are imposed.
The boundary condition given by (3.48) is the standard boundary condition that also
appears in the BPS solution for D6-branes found in [121], which, like our setup, has F0
and H flux and a non-vanishing F2 field strength. If we impose this boundary condition in
our setup, the fluxes are locally BPS with the branes in their vicinity. In the region very
close to the branes, we can therefore expect that there are no forces between the different
ingredients that could destabilise the configuration and thus destroy a possible solution.
Global tadpole cancellation requires, however, that the integrated flux and the branes
are of opposite BPS type. Further away from the sources, the flux must therefore change
its type, and it is not obvious anymore whether such a configuration can still be stable.
Indeed, we can invoke a topological argument similar to the one used in the previous
section to show that the BPS boundary condition cannot lead to a globally consistent
solution in our model.
This can be seen as follows. Assuming the presence of a source at θ = 0, we can use
(3.31), (3.46) and (3.48) to compute the behaviour of α near the pole,
α(θ) = ± 1
a70f
3
0
θ +O(θ2), (3.50)
19 Our ansatz can even be extended to allow logarithmic divergences of the form e−A(θ) = a0θA(ln θ)A˜ +
. . ., e−2B(θ) = b0θB(ln θ)B˜ + . . ., etc. One can then show that all powers of logarithms have to be zero
in the leading order terms of the fields such that no further boundary conditions arise from this more
general ansatz.
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Figure 3.4: Flux configurations for a setup with D6-branes on one pole (left picture)
and for a setup with D6-branes on both poles (right picture). Both configurations with
BPS boundary conditions, which are excluded due to the requirement of global tadpole
cancellation and the constraint sgnα′′ = sgnα that must be fulfilled at every extremum
away from the sources.
where a0 and f0 are by definition non-zero and positive. Thus, we find α(0) = 0. The
sign of α′(0) is determined by the charge of the source that sits at the pole. As derived
in Appendix D, the charge and the tension of the source are given by
Q = ± f
3
0√
b0
, T =
f 30√
b0
. (3.51)
We thus find that α′ is positive near the pole for Q > 0 (D6-branes) and negative for
Q < 0 (D6-branes).
The near-brane behaviour of α can now be used together with the constraint (3.37)
to rule out all possible flux configurations involving the BPS boundary condition. Let
us, for simplicity, discuss this for a configuration with an D6-brane located at θ = 0 and
no source at the other pole θ = pi. As argued above, α then starts out zero at the source
and becomes negative since α′(0) < 0. The F2 Bianchi identity requires, however, that
the total flux-induced charge is positive in order that the global tadpole is cancelled,∫
F0H = F
2
0
∫
αeφ−7A ?3 1 > 0. (3.52)
Therefore, α must change its sign and become positive somewhere between θ = 0 and
θ = pi, which implies that it must reach a minimum before. This is, however, forbidden
by (3.37), which does not allow an extremum with α′′ > 0 and α < 0. Due to rotational
symmetry, we must furthermore impose α′ = 0 at the south-pole θ = pi, where no source
is located, which leads to at least one more extremum forbidden by (3.37) (cf. Figure
3.4). It is straightforward to show that similar arguments hold if we replace the D6-brane
by a D6-brane or consider a configuration with sources that are located at both poles.
The BPS boundary condition, although locally allowed by the equations of motion, can
therefore not lead to a globally consistent solution.
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Figure 3.5: Flux configurations for a setup with D6-branes on one pole (left picture)
and for a setup with D6-branes on both poles (right picture). Both configurations with
unusual boundary conditions, which are not excluded by the topological argument.
The newly found boundary condition (3.49), on the other hand, is not ruled out by
such an argument. In order to see this, we can again compute the near-brane behaviour
of α for this boundary condition. Substituting (3.46) and (3.49) into (3.31) yields
α(θ) =
λ0
a70f
3
0
± 1
a70f
3
0
θ +O(θ2), (3.53)
where we have also used that some of the higher order coefficients in the expansion (3.46)
can be expressed in terms of the leading order coefficients (cf. Appendix D). Since λ0,
a0 and f0 are by definition non-zero, α is finite and non-zero near the pole. The sign of
λ0, however, is not determined by the equations of motion, and so α(0) can a priori be
positive or negative.20
The sign of α′(0) cannot be chosen freely but is again determined by the charge of
the source that sits at the pole. As shown in Appendix D, the charge and the tension of
the source are given by
Q = ± f
3
0√
b0
, T =
f 30√
b0
. (3.54)
Thus, α′ is positive near the pole for Q > 0 (D6-branes) and negative for Q < 0 (D6-
branes). For the case of D6-branes, this boundary condition thus evades the topological
argument if α(0) > 0 (see Figure 3.5). For negative α(0), on the other hand, α cannot
become positive without having a minimum that is forbidden by (3.37). α would therefore
have to be negative everywhere, and the tadpole cancellation condition (3.52) could not
be satisfied. Analogously, one can show that, for the case of D6-branes, the topological
argument is evaded for α(0) < 0.
Contrary to the BPS boundary condition, the new boundary condition (3.49) is there-
fore consistent with the existence of a global solution. It is straightforward to verify,
20 To be precise, there is no local constraint from solving the equations of motion in the vicinity of the
pole. We will show in Chapter 4, however, that there is a global constraint that fixes α(0) in terms
of the cosmological constant and the charge of the sources located at θ = 0. One can then verify that
α(0) must be negative for the case of D6-branes and positive for the case of D6-branes.
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however, that the boundary condition yields a singularity in the energy density of the H
flux,
e−φ|H|2 ∝ θ−18 . (3.55)
Although this singularity is integrable,
√
g10 e
−φ|H|2 ∝ e7A+3B sin2 θ θ−18 ∝ θ, (3.56)
it is a priori not clear whether it is acceptable in a possible localised solution of our model
since H does not directly couple to the branes. This may indicate that the singularity is
not resolved in string theory such that the corresponding solution is not physical and has
to be discarded. It was proposed, for example, that the singular solution decays perturba-
tively via brane-flux annihilation [83, 84, 89, 91]. Another possibility, however, is that the
singularity is resolved by taking into account the open string dynamics, similar to how it
happens in [132]. Due to the non-trivial flux background, the D6-branes (or D6-branes),
which we took to be located at θ = 0, might actually expand into a non-commutative
configuration [131] and thus polarise into a “fuzzy” D8-brane wrapping a trivial two-cycle
with a finite radius. Assumed that our local D6-brane solution can be extended to a glob-
ally consistent solution, this solution would then only be valid sufficiently far away from
the pole, while, in the small θ region, it would have to be replaced by a solution with a
D8-brane. If this is indeed the case, one may imagine that the singularity will be resolved
in the true solution since a D8-brane has a different codimension than a D6-brane and
therefore induces a different field behaviour in the near-source region. We will elaborate
on this possibility in the following section.
3.4 Brane Polarisation
In this section, we discuss whether the singularity found in the previous section is resolved
by brane polarisation. In order to make contact with the solution for D3-branes in the
Klebanov-Strassler background, our main focus will be a non-compact version of the setup
discussed above, i. e. we will consider D6-branes in flat space with non-zero F0 and H
flux. This setup is related by T-duality to partially smeared D3-branes on R1,3×T 3×R3
with F3 and H flux and was therefore argued to approximate the near-tip solution for
partially smeared D3-branes in the Klebanov-Strassler background [85]. In the vicinity
of the D6-branes, the equations of motion for the non-compact setup are equivalent to
those of the compact model up to higher order corrections such that most of the results
found in the previous sections of this chapter carry over. Using our local solution in
the near-brane region, we analyse the polarisation potential for a probe D8-brane and
find that, in the regime where our calculation is valid, a polarisation is excluded for
all values of the free parameters of the solution. The flux singularity is therefore not
resolved by brane polarisation in the non-compact D6-brane model. As explained in the
introduction to this chapter, this suggests that the singularity generated by D3-branes
in the Klebanov-Strassler background is not resolved by brane polarisation either. In
the compact version of our model, the results are less conclusive and depend on global
properties of the solution that are not fixed by solving the equations of motion locally
around the branes. A resolution of the flux singularity by brane polarisation is therefore
not excluded in the compact model.
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3.4.1 Setup
We consider a setup with D6-branes in flat space that are placed in a flux background
with non-zero Romans mass F0 and H flux along the three transverse directions. The flux
background is chosen such that it is not mutually BPS with the D6-branes but instead
carries D6-brane charge. This means that we require the solution to approach the BPS
D6-brane solution [121] at a certain distance far enough away from the D6-branes.21 This
is the T-dual analogue of placing partially smeared D3-branes in an ISD flux background,
i. e. one that carries D3-brane charge.
Assuming that the D6-branes are located at one point in transverse space, our setup
exhibits an SO(3) symmetry, and we can make the ansatz
ds210 = e
2A(r)ηµνdx
µdxν + e2B(r)
(
dr2 + r2dΩ22
)
(3.57)
for the metric, where r is the distance to the branes. The most general ansatz for the
form fields is
H = λF0e
7
4
φ ?3 1, F2 = e
−3
2
φ−7A ?3 dα, (3.58)
where φ, λ and α are functions depending on r and F0 is a constant. It is straightforward
to check that, with this ansatz for the metric and the form fields, the equations of motion
are almost the same as those found for the compact model in Section 3.3.1, except that
we have to replace sin2 θ → r2 in all equations and discard the curvature terms in the
Einstein equations.
The equations of motion (3.1), (3.3), (3.4) and (3.5) thus simplify as follows. The F2
Bianchi identity reads (
e−
3
2
φ−7A+Br2 α′
)′
e3Br2
= e
7
4
φλF 20 +Qδ(Σ), (3.59)
where primes denote derivatives with respect to r. The H equation furthermore implies
that α can be eliminated in terms of λ,
α = e
3
4
φ+7Aλ+ α0, (3.60)
where α0 is an integration constant, which we set to zero in the following. The dilaton
equation reads(
e7A+Br2 φ′
)′
e7A+3Br2
= e
5
2
φF 20
(
5
4
− λ
2
2
)
+
3
4
e−14A−2B−
3
2
φ (α′)2 +
3
4
e
3
4
φTδ(Σ). (3.61)
Taking the trace of the external Einstein equation, we find
16
7
R7 = −16e−2B
[
7 (A′)2 + A′B′ +
(r2A′)′
r2
]
= e
5
2
φF 20
(
1− 2λ2)− e−14A−2B−32φ (α′)2 − e34φTδ(Σ). (3.62)
21 Even further away from the anti-branes, the non-compact solution then yields a naked UV singular-
ity. This is, however, not relevant for the present discussion since we are only interested in the IR
solution close to the anti-branes to study the near-tip physics of D3-branes in the Klebanov-Strassler
background.
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The internal Einstein equation in radial direction is
0 =
(r2B′)′
r2
+ 7 (A′)2 +B′′ + 7A′′ − 7A′B′
+
1
2
(φ′)2 +
1
16
e
5
2
φ+2BF 20
(
1 + 6λ2
)− 1
16
e−14A−
3
2
φ (α′)2 +
7
16
e
3
4
φ+2BTδ(Σ), (3.63)
and the Einstein equations in the remaining directions are
0 =
(r2B′)′
r2
+ (B′)2 + r−1 (7A+B)′ + 7A′B′
+
1
16
e
5
2
φ+2BF 20
(
1 + 6λ2
)
+
7
16
e−14A−
3
2
φ (α′)2 +
7
16
e
3
4
φ+2BTδ(Σ). (3.64)
All other equations of motion are automatically satisfied with above ansatz for the metric
and the form fields. As in the compact model, we can furthermore combine (3.59) and
(3.60) to obtain the equation(
e−
3
2
φ−7A+Br2
)′
e3Br2
α′ + e−
3
2
φ−7A−2Bα′′ = αeφ−7AF 20 , (3.65)
which leads to the constraint
sgnα′′ = sgnα (3.66)
at every extremum with α′ = 0. One can also verify that, in an expansion of the fields
around the brane position as carried out in Section 3.3.3, above equations are identical to
the ones in Section 3.3.1 at leading order. The possible near-brane boundary conditions
are therefore the same in our non-compact setting, except that some of the sub-leading
order coefficients receive corrections (see Appendix D.4).
In order to have a flux background that carries D6-brane charge, we demand that it
approaches the value of the BPS D6-brane solution [121] away from the D6-branes, i. e.
we have to impose the UV boundary condition
λUV → 1. (3.67)
As in the compact model, we can then use our topological argument to also fix the IR
boundary conditions at the anti-brane position r = 0. The standard BPS boundary
condition (3.48) is again excluded since it has α(0) = 0 and α′(0) < 0 such that α would
start out zero and then become negative for small r. In order to match the UV boundary
condition (3.67), however, α would have to change its sign and eventually become positive
far away from the anti-branes. This implies that it would first have to reach a minimum
at a point where it is still negative, which is forbidden by the constraint (3.66) (see
also Section 3.3.3). Thus, the only possible boundary condition at r = 0 is the singular
boundary condition (3.49). The behaviour of the fields in the vicinity of the D6-branes
is therefore
e−A(r) = r−
1
16
(
a0 + a1r + a2r
2
)
+ . . . ,
e−2B(r) = r
7
8
(
b0 + b1r + b2r
2
)
+ . . . ,
e−
1
4
φ(r) = r−
3
16
(
f0 + f1r + f2r
2
)
+ . . . ,
λ(r) = r−1
(
λ0 + λ1r + λ2r
2
)
+ . . . (3.68)
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For convenience, all relevant expansion coefficients are explicitly spelled out in Appendix
D.4.
3.4.2 The D8-brane Potential
In order to analyse whether the D6-branes polarise into a D8-brane in above setup, we
now compute the potential for the worldvolume scalar whose vev determines the size of
the trivial two-cycle wrapped by the D8-brane. To this end, we consider the action of
a probe D8-brane carrying n  1 units of D6-brane charge in a background sourced by
N  n D6-branes.22 As explained earlier, the D8-brane polarisation channel is T-dual to
the D5-brane polarisation channel for partially smeared D3-branes on R1,3× T 3× R3. If
brane polarisation does not help to resolve the flux singularity in our model, this would
therefore suggest that the same is true for the singularities generated by D3-branes in
the Klebanov-Strassler background.
The D8-brane action in Einstein frame is
S
(8)
loc = S
(8)
DBI + S
(8)
CS (3.69)
with
S
(8)
DBI = −µ8
∫
d9ξ e
5
4
φ
√
− det (gαβ − e−φ/2Fαβ), S(8)CS = µ8 ∫ (C9 −F ∧ C7) , (3.70)
where F = B + 2piF in string units and F is the worldvolume gauge field strength. It
is fixed by demanding that the CS term of the D8-brane action yields n units of induced
D6-brane charge.23 We thus obtain
F =
n
2
ω2, (3.71)
where ω2 is the volume-form of the unit two-sphere and we have used that the absolute
value of the D6-brane charge satisfies µ6 = 4pi
2µ8. The gauge potentials that appear in the
DBI and CS action are given by dB = H, dC7 = −e 32φ?10F2 and dC9 = e 52φ?10F0+H∧C7
in our conventions (cf. Appendix A.2). Substituting (3.58) and (3.60), we then find
B = βω2, C7 = α?˜71, C9 = γ?˜71 ∧ ω2, (3.72)
where
β′ = F0αeφ−7A+3Br2, γ′ = F0
(
α2eφ−7A+3B − e52φ+7A+3B
)
r2. (3.73)
In order to calculate the polarisation potential, we consider a static configuration of
a probe D8-brane that is located at a fixed r = r? and extends along the rest of the
22 Note that the probe approximation is justified here since we consider a probe of n anti-branes on top of
a background with N  n anti-branes such that the probe is a small perturbation everywhere on the
compact space. This is different from the situation where a probe anti-brane is considered on top of a
background without any anti-branes. In that case, the perturbation of the background is typically not
small in the near-brane region, where the curvature and/or the string coupling may blow up. Even far
away from the anti-branes, it is then not clear whether the probe calculation approximates the fully
backreacted solution since, as we discuss in this thesis, the latter might simply not exist.
23 Note that our conventions for F , F and the D6-brane charge differ from those used in [86] and we
work in Einstein frame instead of string frame.
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coordinates. We can then use our metric ansatz (3.57) together with the expressions
(3.71), (3.72) and (3.73) in the D8-brane action (3.70) and, since we consider a regime
where n is large, expand the result in powers of 1/n. Provided that possible extrema
of the potential are located at small r, we can furthermore substitute our near-brane
expansion (3.68) together with the corresponding expansion coefficients (cf. Appendix
D.4). The potential can then schematically be written as
V (rˆ) ∼ pinc2rˆ2 − c3rˆ3 + 1
pin
c4rˆ
4, (3.74)
where c2, c3 and c4 are certain coefficients, which are stated below, and rˆ = 2pir is the
worldvolume scalar whose vev determines the radius of the trivial two-cycle wrapped by
the D8-brane. All other terms can be shown to scale with higher powers of rˆ and/or 1/n
in (3.74) and can therefore be neglected in the regime of small rˆ and large n. We will
verify that this assumption is self-consistent in Section 3.4.3.
Let us now analyse whether the potential (3.74) admits a polarisation of the D6-
branes into a D8-brane. In order for the anti-branes to polarise, the potential must have
a minimum at a finite rˆ. Depending on the balance between the coefficients c2, c3 and c4,
such a minimum may be stable (if the vacuum energy is lower than the vacuum energy
at the origin), it may be meta-stable (if the vacuum energy is higher than at the origin),
or it may not exist at all. It is straightforward to check that, if the coefficients satisfy
c23 <
32
9
c2c4, (3.75)
then the potential does not have a minimum away from the origin, and, consequently,
the anti-branes will not polarise.24 The coefficients of the potential (3.74) obtained from
above calculation are
c2 =
1
12
λ20F
2
0
a70b0f
13
0
, c3 =
1
3
λ0F0
a70b
3/2
0 f
10
0
, c4 =
1
2
1
a70b
2
0f
7
0
. (3.76)
Thus, the condition (3.75) is satisfied, and the anti-branes do not polarise. Remarkably,
this conclusion holds for all values of the free parameters a0, b0, f0, λ0 and F0 such that, in
the regime where our calculation is valid, our knowledge of the solution in the near-brane
region is sufficient to exclude polarisation in our model.
3.4.3 Regime of Validity
In order for our calculation to be self-consistent, we have to ensure that several conditions
are satisfied.
• We considered the polarisation of nD6-branes into a non-commutative configuration
due to the Myers effect [131]. We studied an effective description of this configu-
ration in terms of a D8-brane carrying n units of D6-brane charge and treated the
brane as a probe in a background sourced by N D6-branes. These approximations
are justified if
1 n N. (3.77)
24 The sign of the cubic term in (3.74) can always be flipped by changing the orientation of the D8-brane.
One can verify, however, that then all three terms are positive such that a polarisation is excluded as
well.
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• It follows from (3.74) and (3.76) that the radius r = r?, at which a minimum could
in principle have been possible, is of the order
r? ∼ pin
√
c2
c4
∼ nF0λ0
√
b0
f 30
. (3.78)
In order to be able to trust the expansion (3.68), we have to demand that r? is much
smaller than a0/a1, b0/b1, f0/f1 and λ0/λ1. Some of these expansion coefficients are
not fixed by solving the equations of motion locally in the near-brane region, and so
their magnitude is a priori not determined. It is possible, however, to nevertheless
obtain an estimate by comparing our solution with the BPS D6-brane solution of
[121]. In the near-brane region, the two solutions only differ by the sign and the
small r behaviour of the function λ, while the other functions e−A, e−2B and e−
1
4
φ
diverge in the same way in both solutions. It is therefore reasonable to assume that,
for small r, we can approximate these functions in our solution by the corresponding
expressions of the BPS solution,
e−A ≈ g1/4s h1/166 , e−2B ≈ g1/2s h−7/86 , e−
1
4
φ ≈ g−1/4s h3/166 , (3.79)
where gs is the string coupling and
h6(r) = 1 +
pigsN
2r
− 1
2
F 20 r
2 ≈ pigsN
2r
(3.80)
is the warp function of [121] in our conventions. Using (3.68) and (3.80) in (3.79),
we then find that the expansion coefficients a0, b0 and f0 scale like
a0 ∼ g5/16s N1/16, b0 ∼ g−3/8s N−7/8, f0 ∼ g−1/16s N3/16. (3.81)
They are related to the other coefficients a1, b1, f1, λ0 and λ1 by the expressions
stated in Appendix D.4. Assuming that the different terms in (D.91) are of the
same order of magnitude, we thus find25
a0
a1
∼ b0
b1
∼ f0
f1
∼ λ0
λ1
∼
(
N
gsF 20
)1
3
, λ1 ∼ 1. (3.82)
It then follows from (3.78) that
r? ∼ n
(
F0
gsN2
)1
3
. (3.83)
In order that r? is smaller than a0/a1, b0/b1, f0/f1 and λ0/λ1, we therefore require
n N
F0
. (3.84)
25 Due to a four-parameter rescaling symmetry of the solution, it is always justified to assume that
the expansion coefficients a0, b0, f0, etc. scale like in (3.81) and (3.82) with respect to gs, N and
F0. In addition to two global scaling symmetries exhibited by all solutions of the classical type II
supergravity equations (cf. Chapter 4), the specific model considered here also allows a rescaling of
the radial coordinate r and a rescaling of the warp factor by an arbitrary constant.
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• Our expansion of the square root of the DBI action in powers of 1/n is justified if
det(eφ/2g⊥αβ) detFαβ, where g⊥αβ is the pullback of the metric along the two-sphere
wrapped by the D8-brane. This requirement leads to the condition
n r
3/2
?
f 20 b0
. (3.85)
Using (3.81) and (3.83), we find that the condition reduces to (3.84).
• The radius of the two-sphere wrapped by the D8-brane should be large in string
units. This radius is determined by the value of det(eφ/2g⊥αβ) at r = r? such that
r
3/2
?
f 20 b0
 1 (3.86)
or, using again (3.81) and (3.83),
n
(
N
F0
)1
3
. (3.87)
One can verify that this condition also ensures that the background curvature at
r = r? is small in string units.
• We finally require the string coupling eφ to be small at r = r?. Using (3.68), (3.81)
and (3.83), this implies
f0r
− 3
16
?  1 (3.88)
and
n
(
N5
F0
)1
3
. (3.89)
It is straightforward to check that one can always fulfill the conditions (3.77), (3.84),
(3.87) and (3.89) simultaneously by choosing appropriate values for n, N and F0 such that
our calculation in Section 3.4.2 is self-consistent. One may wonder, however, whether the
regime considered here allows us to draw a conclusion about the polarisation of D3-branes
in the Klebanov-Strassler background, which was our main motivation for analysing the
present setup. Because of (3.84), our calculation is valid in a regime where N/F0  n
such that the number of D6-branes has to be much larger than the units of F0 flux.
In the T-dual toy model that captures the near-tip physics in the Klebanov-Strassler
background, this would correspond to a regime where the number of D3-branes is much
larger than the units of F3 flux. We do therefore not directly address the situation
considered in [72], where it was shown in a probe calculation that a meta-stable vacuum
with an NS5-brane only exists in the Klebanov-Strassler background if the number of
D3-branes divided by the units of F3 flux, p/M , is less than 8%. It is possible to show,
however, that, if one were to consider a polarisation into multiple NS5-branes instead of
a polarisation into one NS5-brane, then the calculation of [72] would yield meta-stable
vacua for any number of D3-branes as long as p/M divided by the number of NS5-branes
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is less than 8%. The result in our toy model, on the other hand, suggests that such a
polarisation does not occur if the backreaction of the anti-branes is properly taken into
account. Our calculation therefore rules out brane polarisation in a regime where a probe
calculation along the lines of [72] would find it.
Let us finally comment on brane polarisation in the compact version of our model on
AdS7×S3, which we studied in Sections 3.1 to 3.3. Repeating the steps discussed in this
section with the appropriate expansion coefficients of the compact model (cf. Appendix
D) leads to a polarisation potential of the form
V (θˆ) ∼ pinc2θˆ2 − c3θˆ3 + 1
pin
c4θˆ
4, (3.90)
where θˆ = 2piθ is the worldvolume scalar whose vev determines whether a polarisation
happens or not. One can check that the potential is identical to the one in the non-
compact model except for an additional term at order ∼ θˆ2. This term is due to the AdS
curvature in the compact model and leads to a modified coefficient
c2 = − 7
a50b0f
3
0
+
1
12
λ20F
2
0
a70b0f
13
0
. (3.91)
Since the parameters a0, b0, f0, λ0 and F0 are not fixed locally, our knowledge of the
near-brane solution is not sufficient here to decide whether c2 is positive or negative. Un-
like in the non-compact case discussed above, we are therefore not able to exclude brane
polarisation in the compact model.
3.5 Discussion
In this chapter, we analysed the backreaction of D6/D6-branes in a simple non-BPS
setup with F0 and H flux. As anticipated by the intuitive arguments of Chapter 2, the
presence of localised sources led to several issues in our model. We first focussed on
a compact version of our model on AdS7 × S3 and studied the backreaction of sources
with regularised profiles. The constraints from the equations of motion turned out to
be surprisingly strong for such profiles, and we found that all solutions except for the
smeared one are excluded. Furthermore, we were able to rule out the existence of a
solution with fully localised branes unless it exhibits a singular energy density of the
H flux in the near-brane region. We then analysed the possibility that this singularity
is resolved by brane polarisation due to the Myers effect. In the compact model, the
results were not conclusive since the polarisation potential depends on parameters that
are locally not fixed by the equations of motion. It is therefore possible that a fully
localised, non-singular solution indeed exists for this model. It would be interesting to
further study this possibility in order to settle the initially raised question under which
conditions smearing is justified in non-BPS compactifications.
In the non-compact version of our model, we found that, in the regime we studied,
our knowledge of the local solution in the near-brane region is sufficient to exclude brane
polarisation for all values of the free parameters. Although our calculation is only valid
if we consider a small fraction of the D6-branes as a probe in the background created by
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the others, mean-field arguments discussed in [132, 86, 88] actually suggest that our con-
clusion extends beyond this regime such that brane polarisation should even be excluded
in the full polarisation problem for all D6-branes. As explained earlier in this chapter,
our result indicates that D3-branes in the Klebanov-Strassler background do not polarise
either, and, indeed, further evidence for this intuition has recently been presented in [88].
The singularity in the energy densities of H and F3 found in that setup is therefore not
explained by brane polarisation. While there may in principle exist another, yet unknown
mechanism in string theory that resolves the singularity, it was recently argued in [89, 91]
that this is probably not the case. Instead, it was proposed in [83, 84, 89, 91] that the
singularity might indicate a perturbative instability of the solution in the sector of the
closed string modes. This instability was argued to lead to an attraction of flux towards
the anti-branes, which then in turn triggers a decay of the vacuum via brane-flux anni-
hilation. It would be very interesting to verify this claim explicitly.
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4 Cosmological Constant, Near-brane Behaviour and
Singularities
As we argued in the preceding chapters, a better understanding of string compactifications
involving localised sources is an important task for string phenomenology. Unfortunately,
for most scenarios, a full solution to the ten-dimensional equations of motion seems to be
out of reach even in the supergravity approximation since the involved differential equa-
tions are too complex. On the other hand, commonly used procedures for simplifying
this task—such as a smearing of the localised sources over the compact space—might be
problematic and do not necessarily capture essential features of the true solution (see also
[117, 49, 82, 83]). It would therefore be desirable to be able to compute important observ-
ables such as the cosmological constant without having to know the full ten-dimensional
dynamics or rely on simplifications such as smearing.
In the first part of this chapter, we will show that such a method often exists in type
II supergravity [90], building upon previous work that had already pointed towards this
possibility [144–146]. In particular, we will argue that the cosmological constant Λ can
often be expressed as a sum of terms that are due to the action of localised sources,
Λ ∝
∑
p
cp
(
S
(p)
DBI + S
(p)
CS
)
, (4.1)
where S
(p)
DBI and S
(p)
CS are the on-shell evaluated DBI and Chern-Simons actions of the Dp-
branes and/or Op-planes present in the corresponding supergravity solution and cp are
p-dependent constants. Thus, in compactification scenarios where our reasoning holds,
Λ is entirely specified by the classical boundary conditions of some of the bulk fields at
the positions of the sources and independent of the details of the ten-dimensional bulk
dynamics.
Such a property was noticed before in [144, 145] for the special case of compactifica-
tions with spacetime-filling codimension 2 sources, however, without explicitly considering
the possible effects of topologically non-trivial fluxes.26 Using a scaling symmetry of the
actions of different supergravity theories, the authors were able to relate Λ to boundary
terms involving the supergravity fields that have to be evaluated in the near-source region.
From a somewhat different angle, the results of [146] suggested that such a behaviour
might in fact be quite generic. There, it was shown that the cosmological constant in
solutions of perturbative heterotic string theory is zero to all orders in α′, unless one in-
troduces spacetime-filling fluxes or considers string loop or non-perturbative corrections.
Since the argument only used the scaling properties of the effective potential with respect
to the dilaton, it was then conjectured that a similar reasoning should also be applicable
26 In [144], the same property was found for two models in six-dimensional supergravity that involve
3-branes, 4-branes and magnetic flux. The expression for the cosmological constant derived in [145]
for type II supergravity can implicitly also contain contributions from Dirac strings such that it is
in principle also valid in the presence of non-trivial flux. As will be explained below, however, our
work in [90] goes beyond this result in that it makes this hidden flux contribution explicit so that our
expression can be used to compute the cosmological constant in concrete examples. Furthermore, we
show that the flux contribution can in many cases be gauged away such that, even in the presence of
flux, the cosmological constant is often fully determined by the on-shell actions of the D-branes and
O-planes present in the corresponding solution.
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for the type II string, with the exception that then also localised sources such as D-branes
and O-planes should contribute to Λ. For classical solutions of type II supergravity, this
suggests that, in absence of spacetime-filling flux, any non-zero contribution to Λ must
be generated by terms that are due to localised sources.
It turns out, however, that the intuitive scaling argument of [146] is complicated in the
type II string by a subtlety related to the RR fields: in a frame where the bulk action scales
uniformly with the dilaton, non-trivial couplings of the RR potentials with derivatives
of the dilaton of the form dφ ∧ C9−n ∧ Fn arise. These couplings are only present in the
type II string but not in the heterotic string. In the presence of background fluxes, they
can be shown to yield non-zero contributions to Λ, thus spoiling the argument sketched
above.
We will argue below, however, that it is still true in many cases that Λ is completely
determined by a sum of source terms. The reason is that classical type II (and also
heterotic) supergravity exhibits a two-parameter scaling symmetry, which is related to
the dilaton scaling and the mass scaling of the classical action [147, 148]. Both the
scaling symmetry exploited in [144, 145] and the one implicitly used in [146] are special
cases of this more general symmetry. As we will show below, it ensures that one can
often find a particular combination of the equations of motion such that all bulk terms
are eliminated from the equation determining Λ, leaving a contribution entirely from
localised sources. The cosmological constant is then indeed given by a sum of source terms
as initially claimed. More precisely, this can be shown to hold for maximally symmetric
compactifications of type II supergravity involving sources of arbitrary dimension and at
most NSNS H flux and one type of RR flux.
In the second part of this chapter, we apply our results to the idea of placing D3-
branes at the tip of the Klebanov-Strassler solution [70, 72], which was proposed as a
mechanism to construct meta-stable de Sitter vacua in string theory [16]. As we discussed
in Chapter 1, the backreaction of D3-branes on the Klebanov-Strassler geometry has been
heavily studied in the literature [76–91], and increasing evidence suggests the presence
of an unusual singularity in the energy densities of the NSNS and RR three-form field
strengths H and F3, which do not directly couple to the anti-branes. Using our expression
for the cosmological constant, we give a simple global argument [90] showing that this
observation is not an artifact of the approximations used previously in the literature, such
as a partial smearing of the anti-branes or a linearisation of the supergravity equations
around the BPS background. Under some general assumptions that we discuss in detail,
we find that the singularity is also generated by fully localised anti-branes that backreact
on the full non-linear equations of motion.
This chapter is based on [90] and organised as follows. In Section 4.1, we state a num-
ber of conventions that will be important for the arguments presented in this chapter. In
Section 4.2, we discuss the two scaling symmetries of classical type II supergravity. We
then show that the cosmological constant can be written as a sum of source terms and a
term involving topological background fluxes, which can in many cases be gauged away
by exploiting a combination of the symmetries. In Section 4.3, we present several explicit
examples of compactifications of type II supergravity and show how our framework can
be applied to them in order to obtain an expression for the cosmological constant in
terms of the actions of localised sources. In Section 4.4, we consider the backreaction of
D3-branes on the Klebanov-Strassler throat glued to a compact space in type IIB string
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theory. We then use our previous results to show that, under some general assumptions,
the backreaction yields a singularity in the energy densities of H and F3. We conclude
with some comments in Section 4.5.
4.1 Conventions
In this section, we state a number of conventions that will be important for the arguments
presented in this chapter. A more complete account of the notation and conventions used
in this thesis can be found in Appendix A.
In the tree-level supergravity approximation, the low-energy effective action of type
II string theory in Einstein frame can be written as
S = Sbulk + Sloc (4.2)
with
Sbulk = SNSNS + SRR =
∫
?10
[
R− 1
2
(∂φ)2 − 1
2
e−φ|H|2 − 1
4
∑
n
e
5−n
2
φ|Fn|2
]
, (4.3)
where we have set 2κ210 = 1. As in the previous chapters, R denotes the curvature scalar
of the metric gMN , ?10 is the ten-dimensional Hodge operator associated with gMN , φ is
the dilaton, H is the NSNS three-form field strength, and Fn are the RR field strengths,
which are doubled in the democratic formulation such that the sum in above equation
also contains the dual fields with n > 5. The RR field strengths are related to one another
by the duality relations
e
5−n
2
φFn = ?10 σ(F10−n), (4.4)
which have to be imposed at the level of the equations of motion. The operator σ here
acts on an n-form ωn like
σ(ωn) = (−1)
n(n−1)
2 ωn. (4.5)
The term Sloc denotes the action of the localised sources, which we take to be either
Dp-branes or Op-planes.27 It reads
Sloc =
∑
p
S
(p)
loc =
∑
p
(
S
(p)
DBI + S
(p)
CS
)
(4.6)
with
S
(p)
DBI = ∓µp
∫
?p+1e
p−3
4
φ ∧ σ(δ9−p), S(p)CS =
{+ µp ∫ 〈C ∧ e−B〉p+1 ∧ σ(δ9−p)
− µp
∫
Cp+1 ∧ σ(δ9−p)
, (4.7)
27 In all examples discussed in this chapter, the D-branes are pointlike in the internal space such that a
B field along the worldvolume cannot occur and we can neglect the B field term in the DBI action.
Also note that we do not consider configurations with a non-zero worldvolume gauge field strength.
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where the upper line is for Dp-branes and the lower line for Op-planes and µp > 0 is
the absolute value of the Dp-brane/Op-plane charge. For Dp-branes and Op-planes, the
CS action would have the opposite sign. Also note that ?p+11 is the volume form on
the (p + 1)-dimensional worldvolume Σ of the corresponding source and ?9−p1 is the
(9− p)-dimensional volume form transverse to the source, which we normalise such that
?101 = ?p+11 ∧ ?9−p1. We furthermore define δ9−p = δ(Σ)σ(?9−p1), where δ(Σ) is the
delta distribution with support on Σ. For readability, we will often also use the polyform
notation in this chapter. In (4.7), the polyform C =
∑
nCn−1 denotes the sum of all
electric and magnetic RR potentials that appear in type IIA or type IIB supergravity,
and the polyform e−B is defined as a power series of wedge products. The symbol 〈· · · 〉p+1
denotes a projection to the form degree p+ 1,
〈C ∧ e−B〉p+1 = Cp+1 − Cp−1 ∧B + 1
2
Cp−3 ∧B ∧B − . . . (4.8)
Throughout this chapter, we will restrict ourselves to warped compactifications to
d ≥ 4 dimensions that preserve maximal symmetry in the non-compact d-dimensional
spacetime. Accordingly, we only consider spacetime-filling sources extending in p+ 1 ≥ d
dimensions. Furthermore, all fields are assumed to depend only on the internal coordi-
nates xm. The form fields are allowed to have legs in external directions only if they are
spacetime-filling, i. e. they have to be of degree d or higher. All other form fields are
purely internal. We assume a warped metric of the form
ds210 = gµνdx
µdxν + gmndx
mdxn, gµν = e
2Ag˜µν , (4.9)
where A is the warp factor and g˜µν is the unwarped d-dimensional metric of the Minkowski
or (A)dS spacetime. We will also put a tilde on quantities such as Hodge operators,
covariant derivatives or contractions of tensors if they are constructed using the unwarped
metric instead of the warped one.
Let us now list the relevant equations of motion. The trace of the external Einstein
equation reads
Rd =
d
2
(
L −
∑
p
L(p)CS
)
+
d
4
∑
n
e
5−n
2
φ|F extn |2, (4.10)
where Rd = Rµνg
µν is the d-dimensional Ricci scalar and we denote the spacetime-filling
RR field strengths by F extn . For the warped metric (4.9), one finds
Rd =
2d
d− 2e
−2AΛ− e−dA∇˜2edA, (4.11)
where Λ is the d-dimensional cosmological constant (cf. Appendix B). Substituting this
into (4.10) and integrating over the ten-dimensional spacetime then yields
8vV
d− 2Λ = 2
(
S −
∑
p
S
(p)
CS
)
+
∑
n
∫
?10 e
5−n
2
φ|F extn |2, (4.12)
where we have introduced the volume factors
v =
∫
?˜d1, V =
∫
?10−d e(d−2)A. (4.13)
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The Bianchi identities for the RR fields in polyform notation are
d−HF + j = 0, (4.14)
where F =
∑
n Fn is the polyform containing the sum over all RR field strengths, d−H =
d−H∧ is the twisted exterior derivative, and j is the polyform containing the sum over
all source contributions of the different Bianchi identities, where j =
∑
p µp〈δ ∧ eB〉9−p
for D-branes and j = −∑p µpδ9−p for O-planes. Finally, we state the equation of motion
and Bianchi identity for H in polyform notation,
d
(
e−φ ?10 H
)− 1
2
〈F ∧ σ(F )〉8 = 0, dH = 0. (4.15)
4.2 The Cosmological Constant as a Sum of Source Terms
In this section, we will introduce two scaling symmetries satisfied by the action (4.2) and
use them to derive an expression for the cosmological constant Λ in terms of the (on-shell
evaluated) action of localised sources.
4.2.1 Two Scaling Symmetries
It is well-known that, in the absence of localised sources, the low-energy effective action
of string theory is classically scale invariant [147]. This property is due to the coupling of
the dilaton to the worldsheet curvature and manifest in the ten-dimensional action of the
bulk fields in string frame, where all terms scale uniformly like e−2φ at tree-level since they
all derive from a string worldsheet with the same Euler characteristic. The lowest order
terms in the action for D-branes or O-planes, on the other hand, scale like e−φ since the
corresponding worldsheet contains a boundary or a cross-cap, respectively. In Einstein
frame, this simple scaling property is less apparent due to the field redefinition. In type
II string theory, the corresponding scaling transformation then involves the dilaton, the
metric and the RR gauge potentials,
e−φ → se−φ, gMN →
√
sgMN , Cn−1 → sCn−1, (4.16)
where s is a scaling parameter. This leads to
S(χ) → sχS(χ), (4.17)
where χ is the Euler characteristic of the worldsheet from which the contribution S(χ) to
the effective action is derived. For the usual low-energy effective action of type II string
theory, which consists of the classical two-derivative action for the bulk supergravity fields
and the leading order action for D-branes and O-planes, we obtain
S = Sbulk + Sloc → s2Sbulk + sSloc, (4.18)
as expected from the form of the string frame action. This can be verified using (4.16) in
(4.3) and (4.7). Thus, in the absence of localised sources, the effect of (4.16) is to rescale
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the tree-level supergravity action by an overall factor s2. The transformations (4.16) are
then a symmetry of the theory since they leave the equations of motion invariant.
A second scaling symmetry [148] can be obtained from the mass dimension of the fields,
which can be determined from the fact that the effective action is a derivative expansion
and has mass dimension zero. Using that the mass dimension of the coordinates is −1
and the mass dimension of a derivative is +1, one can count the number of derivatives
of a given term in the action and the number of dimensions that are integrated over to
determine the mass dimension of the fields. If one then scales the fields in the effective
action according to their mass dimension but leaves the coordinates unscaled, one obtains
a non-trivial scaling of the terms in the action. The corresponding scaling of the bosonic
fields in type II string theory is28
gMN → t−2gMN , Cn−1 → t−(n−1)Cn−1, B → t−2B, (4.19)
where t is another scaling parameter. The terms in the low-energy action then scale like
SDi → ti−DSDi , (4.20)
where D denotes the number of dimensions that are integrated over (which is typically less
than ten for source terms) and i is the number of derivatives in the corresponding term.
For a two-derivative bulk action and zero-derivative source terms with (p+1)-dimensional
worldvolume, we thus get
S = Sbulk + Sloc → t−8Sbulk +
∑
p
t−p−1S(p)loc , (4.21)
as can be verified using (4.19) in (4.3) and (4.7). In the absence of localised sources, the
transformations (4.19) are a symmetry since they rescale the bulk action by an overall
factor t−8 and thus leave the equations of motion invariant. Together with (4.18), this
implies that the type II supergravity action at tree-level has two global scaling symmetries,
which are explicitly broken by terms that are due to the presence of localised sources.
4.2.2 The Method
As mentioned in the introduction to this chapter, the above scaling symmetries can often
be used to derive an expression for the cosmological constant Λ in terms of the on-shell
action of localised sources. In those cases where this is true, Λ is thus determined by
the boundary conditions of some of the bulk supergravity fields at the positions of the
sources and independent of the details of the dynamics in the bulk. We will argue below
that this is possible for compactifications that involve at most NSNS H flux and not
more than one type of RR flux. Our argument is an extension of [145], where a similar
result was obtained for compactifications with codimension 2 sources but the effect of
topologically non-trivial background fluxes was not made explicit. In the following, we
generalise this work in that we consider setups with spacetime-filling sources of arbitrary
codimension and explicitly take into account the effect of topological fluxes. In contrast
28 This symmetry is sometimes also referred to as “trombone” symmetry [149]. Also note that, in our
conventions, the powers of t in (4.19) correspond to the inverse mass dimensions of the corresponding
fields.
66
to [145], where it was sufficient to use one of the two scaling symmetries discussed above,
our generalisation requires to exploit both of the symmetries.
The strategy for deriving our expression for Λ is as follows. At first, the scaling
symmetries are used to derive an expression for the action (4.2) that holds on-shell. This
on-shell expression can then be substituted into the integrated Einstein equation (4.12),
which, as we will show, eliminates the dependence of the equation on the bulk fields up
to certain flux terms and yields the desired result for Λ. Before we discuss how to derive
the on-shell action in the general case, let us at first review the basic principle [144, 145]
using a simple example. Consider an action S[ψi] that depends on a number of fields ψi
and satisfies a scaling symmetry,
S[τ kiψi] = τ
kS[ψi], (4.22)
where the scaling parameter τ is a real number and k is assumed to be non-vanishing.
We can then take the τ derivative of (4.22) to obtain∫ ∑
i
kiτ
ki−1ψi
δS[τ kiψi]
δ(τ kiψi)
= kτ k−1S[ψi], (4.23)
where we have written the result in terms of a functional derivative (which, for derivative
terms in S[τ kiψi], implicitly involves partial integrations). Evaluating the equation at
τ = 1 and using the fact that the fields satisfy the equations of motion δS[ψi]/δψi = 0,
we then find that the left-hand side of (4.23) vanishes and
S[ψi] = 0 (4.24)
on-shell.
In deriving (4.24), however, we made two simplifications that do in general not hold in
the context of string compactifications. The right-hand side of the equation is therefore
often more complicated than in this simple example. First, we assumed that all terms
in the action S[ψi] scale uniformly with τ . However, this is not true in the presence of
localised sources, as follows from (4.18) for τ = s and from (4.21) for τ = t.29 Second,
when we evaluated dS[τ kiψi]/dτ to arrive at (4.23), we had to integrate by parts all
those terms in S[τ kiψi] that involve derivatives of ψi. In string theory, however, many
compactifications involve the presence of non-trivial background fluxes. The correspond-
ing NSNS and/or RR field strength(s) then have a non-exact part such that, globally,
they cannot be written in terms of a gauge potential. Instead, their gauge potentials are
only locally defined. Thus, total derivatives involving the NSNS or RR gauge potentials
do not necessarily integrate to zero anymore but may involve non-trivial contributions
from patches of different gauge charts, which would yield an extra contribution when one
integrates by parts. When we repeat the above calculation for the general action (4.2),
we therefore expect that the right-hand side of (4.24) receives two contributions: one
contribution due to the presence of localised sources and another one due to non-trivial
background fluxes.
In order to account for the possibility of flux, we explicitly divide the NSNS and RR
field strengths into a flux part, which is closed but not exact, and a fluctuation, which is
29 The assumption also breaks down if one includes, for example, α′ or loop corrections.
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exact and given in terms of a globally defined gauge potential. For H, we thus write
H = dB +Hb, (4.25)
where Hb denotes the background flux and B is the fluctuating globally defined NSNS
potential. Since Hb is closed, the Bianchi identity dH = 0 is satisfied such that our
definition is consistent.30
For the RR field strengths, separating off the non-exact part is more subtle. This is
related to the fact that their Bianchi identities are more complicated and, in particular,
that some of them receive contributions from localised sources. Since we only consider
spacetime-filling sources in this chapter, they enter the Bianchi identities as delta forms
whose legs are always in some of the internal directions. Thus, a source term can only
show up in the Bianchi identity for the purely internal part of the corresponding RR
field strength. It is therefore convenient to split the polyform F =
∑
n Fn into a part
F int =
∑
n F
int
n , which contains all RR field strengths that are purely internal and may
have a source term in their Bianchi identity, and a part F ext =
∑
n F
ext
n , which contains all
RR field strengths that are spacetime-filling (with possible additional legs in the internal
space) and, accordingly, do not have a source term in their Bianchi identity,
F = F int + F ext. (4.26)
For F ext, the Bianchi identities (4.14) then simplify to
d−HF ext = 0. (4.27)
This allows us to make the ansatz
F ext = d−HCext + eB ∧ F b, (4.28)
where F b is a d−Hb-closed but non-exact polyform containing the sum over the spacetime-
filling background fluxes and Cext is a polyform containing the sum over the spacetime-
filling RR potentials. In a (maximally symmetric) type IIB compactification to four
dimensions, for example, we would have F b = F b5 +F
b
7 +F
b
9 and C
ext = Cext4 +C
ext
6 +C
ext
8
since only forms of degree 4 or higher would be allowed to be spacetime-filling. One can
verify that (4.28) solves the Bianchi identities (4.27) and is therefore a consistent ansatz
for the field strengths F ext.
The Bianchi identities of the internal field strengths F int, however, may contain source
terms such that these field strengths can in general not be written in a way similar to
(4.28) everywhere on the compact space. We will circumvent this problem by simply
expressing F int in terms of their dual field strengths F ext on-shell, which then in turn can
be expressed in terms of (4.28). If, for example, F3 = F
int
3 is internal, we can express it
in terms of the spacetime-filling F7 = F
ext
7 via the duality relation F
int
3 = −e−φ ?10 F ext7
and then use (4.28) to split F ext7 into an exact and a non-exact part.
31
30 We do not consider compactifications involving NS5-branes such that the Bianchi identity for H does
not contain a source term.
31 A subtlety occurs for F5, which is self-dual, and F4, which can have both internal and spacetime-filling
components in compactifications to four dimensions. In these cases, only the internal components F int5
and F int4 can have a source term in the Bianchi identity. We therefore express those in terms of their
duals F ext5 and F
ext
6 , which can in turn be written in terms of (4.28).
68
Let us finally note that, since we put the non-exact parts of the NSNS and RR field
strengths into Hb and F b, we can assume that the gauge potentials B and Cext are
globally defined. This implies that total derivatives involving B and Cext integrate to
zero on a compact space, which will be used below. It should also be mentioned that,
under the scalings (4.16) and (4.19), the flux terms Hb and F b behave in the same way as
the corresponding gauge potentials do. This follows from the fact that the mass dimension
and the coupling to the dilaton are the same for the exact and the non-exact parts of the
NSNS and RR field strengths.
4.2.3 On-shell Action and Cosmological Constant
Let us now discuss how to derive the on-shell expression for the action (4.2) that will later
be used in the integrated Einstein equation (4.12) to obtain our result for Λ. Contrary
to the simple example sketched in the previous section, the calculation is rather involved
if one considers the general case including sources and fluxes. Let us therefore note
that there is an alternative way to obtain our result, which only uses the equations of
motion instead of exploiting the scaling symmetries. This second derivation may serve
as a double-check of our results and is detailed in Appendix E. In the following, we will
continue to discuss the first method, using the scaling symmetries. The reader who is
less interested in the technical details of the derivation may also jump directly to (4.48)
and the subsequent discussion, where we present our result for Λ.
Let τ denote the scaling parameter, where τ equals s if we consider the dilaton scaling
(4.16) and t in case of the mass scaling (4.19). Moreover, we will use primes to denote
the τ -transformed fields and the corresponding τ -transformed action. Thus, if τ = s, we
have, for example, g′MN =
√
sgMN , and if τ = t, we have g
′
MN = t
−2gMN . According to
(4.18) and (4.21), the action (4.2) then scales as
S ′ = S ′bulk + S
′
loc = τ
kSbulk +
∑
p
τ lpS
(p)
loc , (4.29)
where k = 2, lp = 1 for τ = s and k = −8, lp = −p− 1 for τ = t. Taking the τ derivative
and evaluating the equation at τ = 1, we find
dS ′bulk
dτ
∣∣∣∣
τ=1
+
dS ′loc
dτ
∣∣∣∣
τ=1
= kSbulk +
∑
p
lpS
(p)
loc . (4.30)
We now proceed as in the simple example discussed in Section 4.2.2: we first evaluate
the terms on the left-hand side of the equation and integrate by parts to express them
in terms of a functional derivative of the action with respect to the fields. We then
substitute the equations of motion to simplify the expressions.
The first term on the left-hand side of (4.30) yields32
dS ′bulk
dτ
∣∣∣∣
τ=1
=
∫ [
δSbulk
δgMN
dg′MN
dτ
+
δSbulk
δφ
dφ′
dτ
+
δSNSNS
δH
∧ dH
′
dτ
+
〈
δSRR
δF
∧ dF
′
dτ
〉
10
]∣∣∣∣
τ=1
, (4.31)
32 We define functional derivatives with respect to form fields ωn such that δS =
∫
δS/δωn ∧ δωn.
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where we have implicitly used partial integration to write the first two terms in the
integrand as variations of Sbulk with respect to the metric and the dilaton. Evaluating
the remaining two terms is more involved since H and F may contain flux (cf. (4.25)
and (4.28)), and so we will consider them separately later. Let us at first evaluate the
dS ′loc/dτ term in (4.30),
dS ′loc
dτ
∣∣∣∣
τ=1
=
∫ [
δSloc
δgMN
dg′MN
dτ
+
δSloc
δφ
dφ′
dτ
+
〈
δSloc
δC
∧ dC
′
dτ
〉
10
+
δSloc
δB
∧ dB
′
dτ
]∣∣∣∣
τ=1
=
∫ [
δSloc
δgMN
dg′MN
dτ
+
δSloc
δφ
dφ′
dτ
]∣∣∣∣
τ=1
+
∑
p
dS
′(p)
CS
dτ
∣∣∣∣
τ=1
. (4.32)
Since Sloc does not depend on any field derivatives but only on the fields themselves, we
did not have to integrate by parts here. We can now combine (4.31) and (4.32) and use
the equations of motion δS/δgMN = δS/δφ = 0 to obtain
dS ′bulk
dτ
∣∣∣∣
τ=1
+
dS ′loc
dτ
∣∣∣∣
τ=1
=
∫ [
δSNSNS
δH
∧ dH
′
dτ
+
〈
δSRR
δF
∧ dF
′
dτ
〉
10
]∣∣∣∣
τ=1
+
∑
p
dS
′(p)
CS
dτ
∣∣∣∣
τ=1
. (4.33)
The two terms involving δH and δF are evaluated as follows. Substituting (4.25) into
the δSNSNS/δH term in (4.33), we can integrate by parts to obtain∫
δSNSNS
δH
∧ dH
′
dτ
∣∣∣∣
τ=1
=
∫ [
d
δSNSNS
δH
∧ dB
′
dτ
+
δSNSNS
δH
∧ dH
′b
dτ
]∣∣∣∣
τ=1
=
∫ [
δSNSNS
δB
∧ dB
′
dτ
+
δSNSNS
δH
∧ dH
′b
dτ
]∣∣∣∣
τ=1
. (4.34)
The δSRR/δF term in (4.33) can be computed in a similar fashion but is more complicated
due to the subtleties explained in Section 4.2.2. We first use (4.26) and write∫ 〈
δSRR
δF
∧ dF
′
dτ
〉
10
∣∣∣∣
τ=1
=
∫ 〈
δSRR
δF ext
∧ dF
′ext
dτ
+
δSRR
δF int
∧ dF
′int
dτ
〉
10
∣∣∣∣
τ=1
. (4.35)
We now have to replace all RR field strengths F intn by their dual field strengths F
ext
10−n
in order to be able to write them in terms of the globally defined gauge potentials Cext
using (4.28), which in turn will allow us to integrate by parts in (4.35). Using the duality
relations (4.4) as well as the scalings (4.16) and (4.19), we find for the two cases τ = s
and τ = t:∫ 〈
δSRR
δF
∧ dF
′
ds
〉
10
∣∣∣∣
s=1
=
∑
n
∫ (
δSRR
δF extn
∧ F extn +
δSRR
δF intn
∧ F intn
)
=
∑
n
∫ (
δSRR
δF extn
∧ F extn −
δSRR
δF ext10−n
∧ F ext10−n
)
= 0, (4.36)
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∫ 〈
δSRR
δF
∧ dF
′
dt
〉
10
∣∣∣∣
t=1
=
∑
n
(1− n)
∫ (
δSRR
δF extn
∧ F extn +
δSRR
δF intn
∧ F intn
)
=
∑
n
(1− n)
∫ (
δSRR
δF extn
∧ F extn −
δSRR
δF ext10−n
∧ F ext10−n
)
=
∑
n
(10− 2n)
∫
δSRR
δF extn
∧ F extn . (4.37)
These two expressions can now be rewritten in a way that will become convenient further
below. In order to do so, we again exploit the scalings (4.16) and (4.19) and make use of
the identity δSRR/δF
ext
n ∧ F extn = −12 ?10 e
5−n
2
φ|F extn |2, which can be derived from (4.3).
We thus find∫ 〈
δSRR
δF
∧ dF
′
dτ
〉
10
∣∣∣∣
τ=1
= 2
∫ 〈
δSRR
δF ext
∧ dF
′ext
dτ
〉
10
∣∣∣∣
τ=1
− 2k
∫ 〈
δSRR
δF ext
∧ F ext
〉
10
− k
2
∑
n
∫
?10 e
5−n
2
φ|F extn |2, (4.38)
where k = 2 for τ = s and k = −8 for τ = t, as in (4.29).
We now integrate by parts on the right-hand side of (4.38). Taking into account (4.25)
and (4.28), this yields33∫ 〈
δSRR
δF ext
∧ dF
′ext
dτ
〉
10
∣∣∣∣
τ=1
=
∫ 〈
δSRR
δF ext
∧
(
d−H
dC ′ext
dτ
+ eB ∧ dF
′b
dτ
− d(dB
′ +H ′b)
dτ
∧ Cext
+
dB′
dτ
∧ eB ∧ F b
)〉
10
∣∣∣∣
τ=1
=
∫ 〈
δSRR
δCext
∧ dC
′ext
dτ
+
δSRR
δF ext
∧
(
eB ∧ dF
′b
dτ
+
δF ext
δB
∧ dB
′
dτ
+
δF ext
δH
∧ dH
′b
dτ
)〉
10
∣∣∣∣
τ=1
=
∫ 〈(
δS
δCext
− 1
2
δSloc
δCext
)
∧ dC
′ext
dτ
+
1
2
δSRR
δB
∧ dB
′
dτ
+
δSRR
δF ext
∧
(
eB ∧ dF
′b
dτ
+
δF ext
δH
∧ dH
′b
dτ
)〉
10
∣∣∣∣
τ=1
=
∫ 〈(
δS
δCext
− 1
2
δSloc
δCext
)
∧ dC
′ext
dτ
+
1
2
(
δS
δB
− δSNSNS
δB
− δSloc
δB
)
∧ dB
′
dτ
+
δSRR
δF ext
∧
(
eB ∧ dF
′b
dτ
+
δF ext
δH
∧ dH
′b
dτ
)〉
10
∣∣∣∣
τ=1
, (4.39)
33 The factor 12 that appears when rewriting δSRR/δC
ext in terms of δS/δCext and δSloc/δC
ext is related
to a subtlety regarding the variation of the CS action of the RR fields. One only obtains the correct
equations of motion if one takes the coupling of the RR fields to the sources to be half the coupling
that one would get from the “naive” variation of the action. One can think of this as being due to the
fact that one half of
∑
p S
(p)
CS represents an electric coupling of the RR fields to the sources, whereas
the other half is due to a magnetic coupling of the dual RR fields to the sources. This subtlety is
known in the literature and has, for example, been discussed in footnote 6 of [26] and also in [150].
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where we also used the identity
2
〈
δSRR
δF ext
∧ δF
ext
δB
〉
8
=
〈
F ext ∧ σ(F int)〉
8
− δSloc
δB
=
δS
δB
− δSNSNS
δB
− δSloc
δB
=
δSRR
δB
, (4.40)
which can be derived using (4.3), (4.15), (4.25) and (4.28). With the equations of motion
δS/δCext = δS/δB = 0, we finally obtain
∫ 〈
δSRR
δF ext
∧ dF
′ext
dτ
〉
10
∣∣∣∣
τ=1
=
∫ 〈
δSRR
δF ext
∧
(
eB ∧ dF
′b
dτ
+
δF ext
δH
∧ dH
′b
dτ
)〉
10
∣∣∣∣
τ=1
− 1
2
∑
p
dS
′(p)
CS
dτ
∣∣∣∣
τ=1
− 1
2
∫
δSNSNS
δB
∧ dB
′
dτ
∣∣∣∣
τ=1
(4.41)
and, evaluating this equation for τ = s using (4.16),
∫ 〈
δSRR
δF ext
∧ F ext
〉
10
=
∫ 〈
δSRR
δF ext
∧ eB ∧ F b
〉
10
− 1
2
∑
p
S
(p)
CS . (4.42)
Substituting (4.41) and (4.42) into (4.38) then leads to
∫ 〈
δSRR
δF
∧ dF
′
dτ
〉
10
∣∣∣∣
τ=1
= 2
∫ 〈
δSRR
δF ext
∧
(
eB ∧ dF
′b
dτ
+
δF ext
δH
∧ dH
′b
dτ
)〉
10
∣∣∣∣
τ=1
− 2k
∫ 〈
δSRR
δF ext
∧ eB ∧ F b
〉
10
∣∣∣∣
τ=1
−
∑
p
dS
′(p)
CS
dτ
∣∣∣∣
τ=1
+ k
∑
p
S
(p)
CS −
∫
δSNSNS
δB
∧ dB
′
dτ
∣∣∣∣
τ=1
− k
2
∑
n
∫
?10 e
5−n
2
φ|F extn |2. (4.43)
We can now put everything together by using (4.43) and (4.34) in (4.33) such that
we arrive at
dS ′bulk
dτ
∣∣∣∣
τ=1
+
dS ′loc
dτ
∣∣∣∣
τ=1
= 2
∫ 〈
δSRR
δF ext
∧
(
eB ∧ dF
′b
dτ
+
δF ext
δH
∧ dH
′b
dτ
)〉
10
∣∣∣∣
τ=1
− 2k
∫ 〈
δSRR
δF ext
∧ eB ∧ F b
〉
10
∣∣∣∣
τ=1
+ k
∑
p
S
(p)
CS
+
∫
δSNSNS
δH
∧ dH
′b
dτ
∣∣∣∣
τ=1
− k
2
∑
n
∫
?10 e
5−n
2
φ|F extn |2. (4.44)
Using (4.30) on the left-hand side and the two scaling symmetries (4.16) and (4.19) on the
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right-hand side and evaluating the functional derivatives then leads to the two equations
2Sbulk + Sloc = 2
∑
p
S
(p)
CS −
∑
n
∫
?10 e
5−n
2
φ|F extn |2
−
∑
n
∫
F bn ∧
〈
eB ∧ σ(F int)〉
10−n , (4.45)
−8Sbulk −
∑
p
(p+ 1)S
(p)
loc = −8
∑
p
S
(p)
CS + 4
∑
n
∫
?10 e
5−n
2
φ|F extn |2
+
∑
n
(9− n)
∫
F bn ∧
〈
eB ∧ σ(F int)〉
10−n
− 2
∫
Hb ∧ (e−φ ?10 H − 〈σ(F int) ∧ Cext〉7) , (4.46)
where σ is the operator defined in (4.5). We can now linearly combine (4.45) and (4.46)
introducing a free parameter c and rearrange the source terms using S = Sbulk +Sloc and
S
(p)
loc = S
(p)
DBI + S
(p)
CS , which yields
2S − 2
∑
p
S
(p)
CS +
∑
n
∫
?10 e
5−n
2
φ|F extn |2
=
∑
p
(
1 +
p− 3
2
c
)[
S
(p)
DBI + S
(p)
CS
]
−
∑
n
(
1 +
n− 5
2
c
)∫
F bn ∧
〈
eB ∧ σ(F int)〉
10−n
− c
∫
Hb ∧ (e−φ ?10 H − 〈σ(F int) ∧ Cext〉7) . (4.47)
Substituting this into the integrated Einstein equation (4.12) and collecting all contribu-
tions from background fluxes into a single term F(c), we find the result
8vV
d− 2Λ =
∑
p
(
1 +
p− 3
2
c
)[
S
(p)
DBI + S
(p)
CS
]
+
∫
F(c) (4.48)
with the volume factors v and V defined as in (4.13). Note that all terms on the right-
hand side of (4.48) contain an implicit factor of the external “volume” v such that it
cancels out in the equation and Λ does not depend on it. The flux term F(c) takes the
form
F(c) = −
∑
n≥d
(
1 +
n− 5
2
c
)
F bn ∧
〈
eB ∧ σ(F int)〉
10−n
− cHb ∧ (e−φ ?10 H − 〈σ(F int) ∧ Cext〉7) , (4.49)
where the summation range is determined by the fact that the background fluxes F bn
are spacetime-filling by definition and must therefore be of degree d or higher (cf. the
discussion in Section 4.2.2).
As stated earlier, the contribution of the flux term F(c) can often be gauged away in
(4.48) by choosing an appropriate numerical value for the free parameter c. Up to an over-
all volume factor V (whose sign is known to be positive), Λ is then completely determined
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by the on-shell actions of the localised sources that appear in the corresponding solution.
If only one of the fluxes in (4.49) is non-zero, it is straightforward to see that F(c) can
be set to zero since one can then simply choose c such that the c-dependent prefactor of
the corresponding term vanishes in (4.49).34 For a compactification with non-zero Hb,
for example, one would choose c = 0, and, for a compactification with non-zero F b7 , one
would choose c = −1.
Even if the NSNS flux Hb and one of the RR fluxes with n 6= 5 are both non-zero,
it is still often possible to find a c such that F(c) vanishes. The reason is that the term
multiplying Hb in (4.49) is proportional to
δSNSNS
δH
+ 2
〈
δSRR
δF ext
∧ δF
ext
δH
〉
7
= −e−φ ?10 H +
〈
σ(F int) ∧ Cext〉
7
. (4.50)
If the H equation of motion implies that d
[
e−φ ?10 H −
〈
σ(F int) ∧ Cext〉
7
]
= 0, which is
the case in many interesting examples, we can write
− e−φ ?10 H +
〈
σ(F int) ∧ Cext〉
7
= ω7, (4.51)
where ω7 is a closed (but not necessarily exact) seven-form. If it is furthermore possible to
make a gauge transformation of the RR potentials such that ω7 is cancelled in (4.51), the
term multiplying Hb in (4.49) vanishes for any c, and we can choose the value for c such
that also the RR flux term in (4.49) vanishes. Consider, for example, a compactification
of type IIA supergravity with non-zero Hb and F0. The non-trivial background fluxes
appearing in (4.49) are then Hb and F b10,
F(c) = −
(
1 +
5
2
c
)
F b10 ∧ F0 − cHb ∧
(
e−φ ?10 H −
〈
σ(F int) ∧ Cext〉
7
)
. (4.52)
Assuming that d
[
e−φ ?10 H −
〈
σ(F int) ∧ Cext〉
7
]
= 0 by the H equation, (4.50) and (4.51)
imply that the term multiplying Hb can be cancelled by a gauge transformation C7 →
C7 − ω7/F0. This is a valid gauge transformation that leaves all RR field strengths
unchanged. In the new gauge, we then have e−φ ?10 H −
〈
σ(F int) ∧ Cext〉
7
= 0 such that
(4.52) reduces to F(c) = − (1 + 5
2
c
)
F b10 ∧ F0. We can therefore choose c = −25 so thatF (−2
5
)
= 0.35
In the presence of more than one type of RR flux, this reasoning does not work
anymore since it is then not possible to choose an appropriate c such that each term in
F(c) is set to zero individually. We may still be able to find a c = c0 that solves the
equation
∫ F(c0) = 0 such that ∫ F(c0) vanishes as a whole, but the numerical value of c0
then depends on the bulk fields that appear in (4.49). This will in general not be useful
since it just has the effect of trading the explicit dependence of Λ on the bulk dynamics
for an implicit dependence hidden in the value of c0. We will explain this in more detail
in Section 4.3, where we discuss several examples for string compactifications in which
F(c) can be set to zero and one counterexample in which it cannot be set to zero.
34 F5 flux is an exception since it does not have a c-dependent prefactor in F(c) and can therefore not
be gauged away in (4.48). This is the reason for the existence of the Freund-Rubin solutions of type
IIB supergravity on AdS5 × S5 [151].
35 Note that, even though F(c) is not gauge invariant, one can convince oneself that the full expression
for Λ in (4.48) is gauge invariant.
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4.2.4 Validity of the Supergravity Approximation
Before we proceed by applying the above results to some explicit examples, a comment
on their regime of validity is in order. In the vicinity of localised sources, field derivatives
and the string coupling often blow up such that α′ and loop corrections can become large,
making the reliability of the supergravity approximation questionable. Given that the
right-hand side of (4.48) is evaluated directly at the positions of the sources, one might
therefore wonder about the self-consistency of our expression for Λ.
In order to interpret our result (4.48) correctly, it is important to appreciate the fact
that it was obtained from the action given in (4.3) and (4.7) and therefore relates the
cosmological constant in the supergravity approximation to the near-source boundary
conditions of the fields in the supergravity approximation. Since (4.48) is a consequence
of the supergravity equations of motion, it is an exact expression within this theory and
as good as any other method to compute the cosmological constant. Let us, for simplicity,
discuss this for the case where only one type of sources is present in the compactification.
We can then schematically write Λclass = κSclassloc , where the superscript
class denotes
the values of Λ and Sloc in the supergravity approximation and κ is a constant. If
corrections to the classical supergravity calculation are negligible in the lower-dimensional
effective theory (as in the usual regime of large volume and small string coupling), the
full cosmological constant Λfull is well-approximated by the supergravity result such that
Λfull ≈ Λclass. It then follows that also Λfull ≈ κSclassloc . Note that this is true even when
Sclassloc is not a good approximation to S
full
loc .
As we will show in Section 4.3 for several examples, (4.48) can therefore often be
used to compute the cosmological constant from the classical boundary conditions of the
supergravity fields at the source positions. In Section 4.4, on the other hand, we will
use (4.48) in the opposite direction, i. e. we will use our knowledge of the cosmological
constant in the KKLT scenario to draw conclusions about the near-brane behaviour of
the supergravity fields and thus find a singularity in the energy densities of H and F3.
It is then again important to emphasise that the existence of this singularity is inferred
from the near-brane behaviour in the supergravity approximation, like it was also done in
earlier analyses of the anti-brane backreaction [77–80, 87]. By construction, our argument
does not make any statements about whether or not the singularity is resolved by stringy
effects. It indicates, however, that the singularity is not just an artifact of a partial
smearing of the D3-branes or a linearisation around the BPS background but instead
also present in the full supergravity analysis.
4.3 Examples
In this section, we discuss different solutions of type IIA and IIB supergravity that have
appeared in the literature and show how (4.48) can be evaluated in our framework to
obtain an explicit expression for the cosmological constant.
4.3.1 The GKP Solutions
Here, we consider warped compactifications of type IIB supergravity to four-dimensional
Minkowski space with H and F3 flux along the lines of [26] (see also Chapter 2). In order
to cancel the tadpole generated by the fluxes, the solutions also require the presence of
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localised sources. For simplicity, we specialise to models involving only O3-planes. In [26],
the authors also consider orientifold limits [69] of F-theory compactifications involving
D7-branes and O7-planes. The discussion of such models in our framework is analogous
albeit more lengthy.
Following [26], we find that the non-vanishing fields must satisfy
F3 = −e−φ ?6 H, F5 = −(1 + ?10)e−4A ?6 dα, Cext4 = ?˜4(α + a), α = e4A, (4.53)
where the warp factor A and the dilaton φ are functions on the compact space and
a is an integration constant corresponding to a gauge transformation. Also note that
F5 = ?10F5 = F
int
5 + F
ext
5 with F
ext
5 = dC
ext
4 . The topologically non-trivial fluxes are F3
and H such that the relevant fluxes appearing in the definition of F(c), which is given
by (4.49), are
Hb, F b7 , (4.54)
while all other terms in (4.49) vanish. Thus, (4.49) reduces to
F(c) = −cHb ∧ [e−φ ?10 H + F3 ∧ Cext4 ]+ (1 + c)F b7 ∧ F3. (4.55)
Using (4.53), we find that the first term can be set to zero by gauge fixing a = 0.36
Furthermore, F3 and H are related by a special condition, which is given in (4.53). This
condition can be shown to saturate a BPS bound and is equivalent to the ISD condition
of the complex three-form field strength in the notation of [26]. It follows from this
condition that also the second term in (4.55) is zero,∫
F b7 ∧ F3 =
∫ (
F7 − dCext6 +H ∧ Cext4
) ∧ F3
=
∫ (
F7 ∧ F3 + eφ ?6 F3 ∧
(
?˜4e
4A
) ∧ F3) = 0, (4.56)
where, in the last step, we used F7 = −eφ ?10 F3 = −eφ ?6 F3 ∧ ?˜4e4A. Thus, F(c) reduces
to zero for any choice of c. This is expected in this model since also the contribution of
the localised sources to Λ is independent of c for sources with p = 3.
We thus find that (4.48) yields
Λ =
1
4vV
(
S
(3)
DBI + S
(3)
CS
)
. (4.57)
Spelling out the contributions from the O3-planes and using (4.53), we arrive at
Λ =
1
4vV µ3
∫ (
?˜4e
4A − Cext4
) ∧ σ(δ6) = 1
4V NO3 µ3
(
e4A0 − α0
)
, (4.58)
where A0 and α0 denote the values of A and α at the position(s) of the O3-plane(s)
and µ3 > 0 is the absolute value of the O3-plane charge. Since α = e
4A, the DBI and
Chern-Simons parts of the source action cancel out such that
Λ = 0 (4.59)
as expected.
36 Note that, although F(c) is not gauge invariant, the full expression for the cosmological constant Λ is
gauge invariant since it contains a term C4 ∧ µ3δ6, which changes under a gauge transformation such
that the total a-dependence of Λ cancels out as it should.
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4.3.2 D6-branes on AdS7 × S3
Let us now consider type IIA supergravity with D6-branes on AdS7 × S3, i. e. the setup
studied in Chapter 3 (see also [82, 83, 86]). While a smeared solution can be constructed
explicitly for this setup, we found that a supergravity solution with fully localised branes,
if existent at all, necessarily yields a singularity in the energy density of the H flux. As
we will see below, it is rather straightforward to reproduce this result in the present
framework.
As follows from the discussion in Section 3.3.1, the non-vanishing fields in this setup
must satisfy the ansatz
F0 = const., H = αF0e
φ−7A ?3 1, F2 = e−3/2φ−7A ?3 dα, Cext7 = ?˜7(α + a), (4.60)
where A, φ and α are functions on the internal space and a is an integration constant
related to a gauge freedom. The tadpole for the D6-branes is cancelled by a non-zero H
flux on the three-sphere and a non-zero Romans mass, i. e. F0 “flux”. The relevant fluxes
appearing in F(c) are therefore
Hb, F b10, (4.61)
and (4.49) reduces to
F(c) = −cHb ∧ [e−φ ?10 H − F0 ∧ Cext7 ]− (1 + 52c
)
F b10 ∧ F0. (4.62)
Using (4.60), we find that the first term vanishes by a convenient gauge choice, a = 0.
The second term can be set to zero by choosing c = −2
5
.
We can now substitute this into (4.48) to find
Λ =
1
4vV
(
S
(6)
DBI + S
(6)
CS
)
. (4.63)
Spelling out the contributions of the D6-branes and using (4.60) then yields
Λ =
1
4vV µ6
∫ (−?˜7e3/4φ+7A − Cext7 ) ∧ σ(δ3) = − 14V ND6 µ6(e3/4φ0+7A0 + α0) , (4.64)
where A0, α0 and φ0 denote the values of A, α and φ at the brane position and µ6 > 0
is the absolute value of the D6-brane charge. Assuming that, at leading order in the
distance θ to the branes, the dilaton and the warp factor diverge as they would in flat
space [121],
e2A ∼ θ1/8, eφ ∼ θ3/4, (4.65)
it is straightforward to show that the first term in (4.64) (which comes from the DBI
part of the brane action) is actually zero. That this assumption is correct was explicitly
proven in the analysis carried out in Section 3.3.3.
The cosmological constant is therefore exclusively determined by α0,
Λ ∼ −µ6α0. (4.66)
Since Λ is negative, it then follows that α has to be non-zero and positive at the source.
Together with (4.65), this implies that, near the source, the energy density of the H flux
diverges like the inverse of the warp factor,
e−φ|H|2 = α2e−14AeφF 20 ∼ e−2A. (4.67)
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This is consistent with the result found in Section 3.3.3, where we also argued that finite
α0 implies a singular energy density of the H flux. As we will show in Section 4.4, a
similar argument holds for meta-stable de Sitter vacua that are obtained by placing D3-
branes at the tip of the Klebanov-Strassler background. Under a few assumptions that
we will discuss in detail, one then finds a singularity similar to the one observed in the
D6-brane model.
4.3.3 SU(3)-structure Manifolds with O6-planes
Here, we discuss a particular model of compactifications of type IIA supergravity on
SU(3)-structure manifolds that was studied in [100], namely O6-planes on dS4×SU(2)×
SU(2) (see also [30] for more examples of this type). This setup allows (unstable) critical
points with positive Λ.
According to [100], the form fields satisfy
F0 = m, F2 = m
iY
(2−)
i , H = p
(
Y
(3−)
1 + Y
(3−)
2 − Y (3−)3 + Y (3−)4
)
, (4.68)
where Y
(2−)
i and Y
(3−)
i are certain two-forms and three-forms, respectively, and m, m
i and
p are constant coefficients that are not relevant for the following discussion. The tadpole
generated by the O6-planes is cancelled by non-zero H and F0 flux. However, while there
is a non-trivial field strength F2 (induced by the presence of the O6-planes), there is no
topological F2 flux since it is not allowed by the cohomology of SU(2)× SU(2). For the
same reason, one finds F b8 = 0 such that the non-zero background fluxes appearing in
F(c) are
Hb, F b10. (4.69)
Considering (4.49) for this setup, we thus find
F(c) = −cHb ∧ [e−φ ?10 H − F0 ∧ Cext7 ]− (1 + 52c
)
F b10 ∧ F0. (4.70)
As discussed in Section 4.2.3, the H equation of motion
d
[
e−φ ?10 H − F0 ∧ Cext7
]
= 0 (4.71)
implies that we can choose a gauge for Cext7 such that the first term on the right-hand
side of (4.70) vanishes. The second term can be set to zero by choosing c = −2
5
.
Evaluating (4.48), we therefore find that the cosmological constant is given by
Λ =
1
10vV
(
S
(6)
DBI + S
(6)
CS
)
=
1
10vV µ6
∫ (
e3/4φ ?4 1 ∧ ?31− Cext7
) ∧ σ(δ3), (4.72)
where the right-hand side should be understood as a sum over the various O6-plane
terms and µ6 > 0 is the absolute value of the O6-plane charge. In [100], the setup was
considered in the smeared limit, where the delta forms δ3 are replaced by volume forms
of the space transverse to the corresponding sources. In a (hypothetical) localised version
of this solution, (4.72) would relate the value of the cosmological constant to the classical
boundary conditions of the supergravity fields at the O-planes.
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4.3.4 The DGKT Solutions
Finally, we consider type IIA supergravity compactified on T 6/Z23, which is an explicit
example for the type IIA flux compactifications considered in [126, 152]. In order to
stabilise the moduli, the model requires the presence of NSNS flux as well as several RR
fluxes of different form degrees. As discussed in Section 4.2.3, it is therefore a counterex-
ample, where it is in general not possible to set the flux-dependent terms in (4.48) to zero
and write Λ as a sum of localised source terms only.
The NSNS and RR field strengths in this model are given by
H = −pβ0, F0 = m0, F2 = 0, F4 = F int4 + F ext4 = eiω˜i + ?4 e0, (4.73)
where p, m0, e0 and ei are numbers, β0 is an odd three-form and ω˜
i are even four-forms
under the orientifold involution.37 The non-trivial fluxes appearing in (4.49) are thus
Hb, F b10, F
b
6 , F
b
4 (4.74)
such that
F(c) = −cHb ∧ [e−φ ?10 H − F0 ∧ Cext7 ]− (1 + 52c
)
F b10 ∧ F0
−
(
1 +
1
2
c
)
F b6 ∧ F int4 +
(
1− 1
2
c
)
F b4 ∧ F int6 , (4.75)
where we have used that the fluctuation B is zero on-shell. The first term on the right-
hand side can be set to zero by choosing an appropriate gauge for Cext7 . Since the other
terms do in general not vanish, however, we cannot choose c such that all of them are set
to zero simultaneously.
As pointed out in Section 4.2.3, we can still solve the equation
∫ F(c) = 0 for some
c = c0 (unless its c-dependence coincidentally cancels out on-shell) and use it in (4.48) to
arrive at an expression for Λ that formally only depends on source terms,
Λ =
2 + 3c0
8vV
(
S
(6)
DBI + S
(6)
CS
)
. (4.76)
However, the resulting numerical value for c0 then implicitly depends on the bulk fields
appearing in F(c). It is therefore hard to approximate its numerical value or even its
sign in compactification scenarios with more than one type of RR flux, unless the full
solution is already known (as in the present example). This is contrary to the previous
examples, where c could be fixed to a known number such that, up to a volume factor,
Λ was completely determined by the boundary conditions of the fields in the near-source
region.
4.4 Singular D3-branes in the Klebanov-Strassler Background
In this section, we apply our previous results to meta-stable de Sitter vacua in type
IIB string theory that are obtained by placing D3-branes at the tip of a warped throat
37 Note that the spacetime-filling part of F4, which is given by F
ext
4 , is treated as internal F6 in the
conventions of [126].
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geometry along the lines of [16]. Under a few assumptions that we discuss in detail,
we give a simple topological argument stating that the backreaction of fully localised
D3-branes yields a singularity in the energy densities of H and F3.
4.4.1 Ansatz
Following [16], we consider type IIB no-scale Minkowski solutions obtained by embed-
ding the Klebanov-Strassler solution [70] into a compact setting [26]. In order to stabilise
the geometric moduli, we also include non-perturbative effects, which may come from
Euclidean D3-brane instantons [71] or gaugino condensation [16]. The resulting super-
symmetric AdS vacuum is then uplifted to a meta-stable de Sitter vacuum by adding a
small number of D3-branes [72, 16].
In order to apply the results of Section 4.2 to this scenario, we split the total cosmo-
logical constant into a part Λclass, which is due to the classical equations of motion and
given by evaluating (4.48) at the solution, and the rest Λnp, which contains all corrections
from non-perturbative effects that are not captured by the classical computation,
Λ = Λclass + Λnp. (4.77)
Let us now discuss the explicit form of Λclass in the present setup. For simplicity, we
will restrict ourselves to the case where the no-scale solutions of [26] are realised in a
model with O3-planes and the non-perturbative effects come from Euclidean D3-brane
instantons. In [26], also orientifold limits of F-theory compactifications involving D7-
branes and O7-planes are discussed. We checked that it is also possible to study such
models in our framework, but the discussion becomes more involved since the presence
of these sources induces a non-trivial F1 field strength.
Our ansatz for the different fields thus reads38
Cext4 = ?˜4(α + a), F5 = −(1 + ?10)e−4A ?6 dα,
H = eφ−4A ?6 (αF3 +X3) , F1 = 0, (4.78)
where A, α and φ are functions on the internal space, a is an integration constant cor-
responding to a gauge freedom and X3 is an a priori unknown three-form satisfying
dX3 = 0. One can check that this ansatz follows from the form equations of motion and
the requirement that the non-compact spacetime be maximally symmetric if only sources
with p = 3 are present.
As in the examples discussed in Section 4.3, the flux-dependent terms F(c) in (4.48)
can now be simplified by a convenient choice of the parameter c. Since the relevant fluxes
in the present case are
Hb, F b7 , (4.79)
(4.49) reduces to
F(c) = −cHb ∧ [e−φ ?10 H + F3 ∧ Cext4 ]+ (1 + c)F b7 ∧ F3. (4.80)
38 Note that, unlike in the solution discussed in Section 4.3.1, H and F3 need in general not satisfy an
ISD condition and α is not necessarily related to the warp factor.
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Using (4.78), we find that the first expression on the right-hand side of (4.80) cancels out
for a = 0 except for a term ∼X3. The second term in (4.80) can be set to zero by the
choice c = −1, yielding39
F(−1) = −?˜41 ∧Hb ∧X3. (4.81)
We will argue below that a certain choice for the UV boundary conditions of the three-
form field strengths actually implies that Hb ∧X3 ≈ 0 everywhere on the compact space
such that the contribution of the flux term to (4.48) vanishes.
Keeping the flux term for the moment, we can substitute (4.81) into (4.48) and write
Λclass =
1
4vV
(
S
(3)
DBI + S
(3)
CS
)
+
1
4vV
∫
F(−1)
=
1
4vV µ3
∫ (−?˜4e4A − Cext4 ) ∧ σ(δ(D3)6 )+ 116vV µ3
∫ (
?˜4e
4A − Cext4
) ∧ σ(δ(O3)6 )
− 1
4vV
∫
?˜41 ∧Hb ∧X3, (4.82)
where we have spelled out the contributions of the localised sources. Note that the O3-
plane charge is 1
4
of the D3-brane charge µ3, where µ3 > 0 in our conventions. Evaluating
the above equation, we find that the total cosmological constant (4.77) is given by
Λ = − 1
4V ND3 µ3
(
e4A0 + α0
)
+
1
16V NO3 µ3
(
e4A∗ − α∗
)− 1
4V
∫
M6
Hb ∧X3 + Λnp, (4.83)
where A0, α0 and A∗, α∗ denote the values of A, α at the positions of the D3-branes and
O3-planes, respectively.
4.4.2 The Argument
Our goal is now to evaluate (4.83) and relate it to the near-tip behaviour of the energy
density of H. In order to do so, we make the following assumptions.
1. Topological flux. In the region of the conifold, F3 carries a non-trivial topological
flux along the directions of a three-cycle called the A cycle, H carries a topological
flux along the directions of the dual three-cycle called the B cycle, and all other
components of H and F3 are exact. This assumption is due to the fact that the
deformed conifold is topologically a cone over S2×S3, where the deformation has the
effect of replacing the singular apex of the conifold by a finite S3 (see e. g. [153, 154]).
The deformed conifold therefore has a non-trivial compact three-cycle along the S3
(the A cycle) and a dual, non-compact three-cycle (the B cycle). We will assume
that, also in our compact setting, the relevant cycles threaded by topological flux
are the A cycle and the B cycle, at least in the region of the conifold. Following the
literature [70], we then place F3 flux along the A cycle and H flux along the B cycle.
On general compact manifolds, there may exist additional cycles that are threaded
39 To be precise, one finds that the integrated dilaton equation implies − ∫ Hb∧[e−φ ?10 H + F3 ∧ Cext4 ]+∫
F b7 ∧ F3 = 0 in absence of sources with p 6= 3 such that
∫ F(c) = − ∫ ?˜41 ∧Hb ∧X3 actually holds
for any choice of c. This is consistent with the fact that also the source part of (4.48) is independent
of c for p = 3. Thus, the value of Λclass is uniquely determined by (4.48) as it should be.
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by flux. We will assume, however, that such additional topologically non-trivial
terms in F3 and H only become relevant deep in the UV, i. e. far away from the
D3-branes.
2. IR boundary conditions. The D3-branes locally deform the geometry as they
would do in flat space. This implies in particular that the warp factor goes to zero
in the vicinity of the D3-branes as it usually does,
e2A → 0. (4.84)
It also implies that we can locally approximate the internal geometry by
gmn ≈ e−2Ag˜mn (4.85)
at leading order in an expansion around the distance r to the brane, with g˜mn regular
(in suitable coordinates). This is a standard assumption, which is, for example,
discussed in [87, 88] for the case of partially smeared D3-branes in the non-compact
Klebanov-Strassler solution. In an analogous setting, we explicitly verified it in
Section 3.3.3 for our toy model with D6-branes, where both the warp factor and
the internal metric indeed diverge exactly as they would do in the corresponding
flat space solution [121] at leading order in the distance parameter θ. It would be
interesting to carry out a similar derivation also for the D3-branes considered here,
but this is beyond the scope of this work.
In order that the unperturbed deformed conifold metric g˜mn shrinks smoothly at
the tip, we furthermore expect that the energy density of F3 along the A cycle
contracted with g˜mn does not vanish at the tip,
eφ|F˜A3 |2 6= 0, (4.86)
where the superscript denotes the component of F3 along the A cycle.
40 This is
motivated by the fact that the non-vanishing energy density of FA3 prevents the A
cycle from collapsing at the tip of the deformed conifold before the perturbation
by the D3-branes [70]. Using the results of [88], one can verify that (4.86) indeed
holds for the case of partially smeared D3-branes.
3. UV boundary conditions. The boundary conditions for the O3-planes in the
UV far away from the D3-branes are approximately the standard BPS boundary
conditions,
α∗ ≈ e4A∗ , (4.87)
such that the O3-plane term in (4.83) is negligible compared to the other terms.
Thus, far away from the anti-branes, the function α approaches the BPS behaviour
of the unperturbed GKP solution (cf. Section 4.3.1). This assumption is reasonable
when we consider a large flux background with a large number of O-planes that is
perturbed by a small number of anti-branes at the tip of a warped throat. The
anti-branes are then strongly redshifted and give a small direct contribution to the
40 This is not to be confused with the notation of [85, 88], where the superscript in FA3 is an index
running over all components of F3.
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cosmological constant due to the classical brane action. Their effect on the field be-
haviour far away in the UV, on the other hand, is expected to be of higher order such
that a possible deviation from (4.87) due to the anti-brane backreaction should be
negligible in (4.83). This is analogous to the usual assumption of BPS asymptotics
in the UV imposed in non-compact treatments of anti-brane backreaction (see e. g.
[86, 87]). It would be an interesting extension of our work to explicitly compute
the boundary conditions at the O-planes, e. g. following the analysis carried out in
Section 3.3.3.
Similarly, we also assume that the three-form field strengths approach their unper-
turbed values and thus become ISD in the UV far away from the D3-branes, which
implies
XUV3 ≈ 0. (4.88)
One might again wonder whether a small deviation from the ISD condition in
the UV due to the anti-brane backreaction could be relevant for the value of the
cosmological constant. As discussed above, however, it would be very surprising if
the effect of such a deviation far away from the anti-branes would not be negligible
compared to their direct effect in the IR, and so we will adopt (4.88) as a reasonable
assumption.
4. Non-perturbative corrections. Non-perturbative corrections to the effective
potential (due to Euclidean D3-brane instantons [71] or gaugino condensation on
D7-branes [16]) are captured by adding a negative term to the overall cosmological
constant, i. e.
Λ = Λclass − |Λnp|. (4.89)
This assumption consists of two parts. The first part is that the non-perturbative
effect itself yields a negative contribution to the cosmological constant, and the
second one is that it does not significantly change the classical contribution. This
is implicitly also assumed in [16], where it is argued that the non-perturbative
corrections stabilise the Ka¨hler moduli in a supersymmetric AdS vacuum without
significantly changing the vevs and the masses of the dilaton and the complex
structure moduli, which are already stabilised by fluxes at the classical level. The
uplift to de Sitter is furthermore assumed to be only due to the classical action of
the D3-branes and argued not to modify the shape of the potential for the moduli
such that the moduli vevs and masses approximately remain at the values before
the uplift.
There has also been some progress in understanding non-perturbative effects ex-
plicitly from a ten-dimensional point of view [36, 73–75]. In [74], it was argued
that a non-vanishing gaugino bilinear 〈λλ〉 on D7-branes leads to a negative con-
tribution ∼|〈λλ〉|2 to the cosmological constant. The backreaction of the gaugino
condensation on the classical contribution Λclass, on the other hand, is expected to
be a higher order effect and should therefore be negligible. Similar properties are
expected for non-perturbative corrections due to Euclidean D3-brane instantons.
5. Cosmological constant. The presence of the D3-branes uplifts the solution to
a meta-stable de Sitter vacuum such that the total cosmological constant of the
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solution is positive,
Λ > 0, (4.90)
as proposed in [16].
Under assumptions 1 to 5, our ansatz (4.83) for the cosmological constant drastically
simplifies. Let us at first discuss the flux term in (4.83). Since X3 is closed by definition,
we can make the ansatz
X3 = βω
A
3 + dω2 (4.91)
in the conifold region, where β is an unknown function of the internal coordinates, ω2 is
a two-form and ωA3 is the harmonic three-form along the A cycle satisfying dω
A
3 = 0. We
have split X3 into a part along the A cycle, which can in general be non-exact, and a part
that is not necessarily along the A cycle and has to be exact.41 Using dX3 = dω
A
3 = 0,
we find from (4.91) that
dβ ∧ ωA3 = 0, (4.92)
which implies that β is only a function of the coordinates parametrising the S3 but
constant over the remaining directions. We can therefore set β = βUV = 0 without loss
of generality, where βUV denotes the value of β in the UV region of the warped throat
far away from the D3-branes.
The flux term in (4.83) then simplifies as follows. Since, under assumption 1, H only
carries a flux along the B cycle in the conifold region, we find Hb ∧X3 = Hb ∧ (βωA3 +
dω2) = H
b ∧ βUVωA3 − d(Hb ∧ ω2). We can therefore write∫
M6
Hb ∧X3 =
∫
M6
Hb ∧XUV3 = 0 (4.93)
such that the integral is completely determined by the units of H flux present in the
compactification and the UV boundary conditions for the three-form field strengths but
independent of the IR physics close to the D3-branes.
Using (4.93) together with assumptions 2 to 4, we find that (4.83) reduces to
Λ ≈ − 1
4V ND3 µ3 α0 − |Λ
np|. (4.94)
From assumption 5, it then follows that
− 1
4V ND3 µ3 α0 > |Λ
np|, (4.95)
which implies that α0 must be finite and negative.
42
41 Note that, assuming the presence of F3 flux along the A cycle, X3 is not allowed to have a non-exact
component along the B cycle, as follows from the F1 equation e
−φH ∧ ?10F3 = 0 and the ansatz for
H stated in (4.78).
42 Note that α must change its sign somewhere in between the BPS region around the O3-planes (where
α ≈ e4A) and the tip of the throat (where α < 0). In the toy model discussed in Chapter 3, we used
a similar constraint to formulate a topological no-go theorem, which is rederived in the framework of
the present chapter in Section 4.3.2.
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It is straightforward to see that this yields a singular energy density of the H flux in
the region near the D3-branes. As argued above, we can locally approximate the internal
metric as gmn ≈ e−2Ag˜mn, where g˜mn is regular. Using (4.78), we can then write
e−φ|H|2 = eφ−8A|αF3 +X3|2 ≥ α2e−8Aeφ|FA3 |2 ≈ α2e−2Aeφ|F˜A3 |2 (4.96)
in the near-brane region, where we have used that the component ofX3 along F
A
3 vanishes.
Since eφ|F˜A3 |2 is expected to be non-zero at the tip of the conifold, it then follows from
(4.84) and α0 6= 0 that the energy density of the H flux at least diverges like the inverse
of the warp factor,
e−φ|H|2 ∼ e−2A. (4.97)
Assuming a regular dilaton43, the dilaton equation ∇2φ = −1
2
e−φ|H|2 + 1
2
eφ|F3|2 fur-
thermore implies that the divergence in the energy density of H must be cancelled by a
divergent term in the energy density of F3. We thus find that the energy densities of H
and F3 diverge at least like
44
e−φ|H|2 ∼ e−2A, eφ|F3|2 ∼ e−2A. (4.98)
Note that, due to its global nature, the argument is independent of most details of the
bulk dynamics and does therefore not require simplifications such as a partial smearing
of the anti-branes or a linearisation around the BPS background. Under the assumptions
discussed above, it holds for fully localised anti-branes that backreact on the full non-
linear equations of motion.
4.5 Discussion
In this chapter, we showed that the classical cosmological constant in type II flux com-
pactifications can be written as a sum of terms due to the action of localised sources and a
contribution due to topologically non-trivial background fluxes. We then argued that the
flux contribution can be set to zero in many interesting examples such that the cosmo-
logical constant is fully determined by the boundary conditions of the supergravity fields
in the near-source region. This generalises and makes more explicit previous work in the
literature [144, 145]. Our formalism should be a useful tool to compute the cosmological
constant in compactifications with fully backreacting sources, and it would be interesting
to use it in other examples than those discussed in Section 4.3. We also applied our result
to the KKLT scenario and found a simple global argument showing that, under a few
general assumptions, the backreaction of fully localised D3-branes generates a singularity
in the energy densities of H and F3. Prior to our work, this singularity had already
been noticed for partially smeared D3-branes in the Klebanov-Strassler solution. It was
found in [77–80] at the level of linearised perturbations around the BPS background and
recently also in [87] taking into account the full non-linear supergravity equations. The
43 If the dilaton is singular at the anti-branes even though it does not directly couple to them, e−φ|H|2
still diverges, but the dilaton equation does not necessarily imply that also eφ|F3|2 diverges.
44 Evaluating this equation for the case of partially smeared D3-branes, we recover the result of [88],
where it was shown that e2A ∼ τ1/2 and e−φ|H|2 ∼ eφ|F3|2 ∼ τ−1/2 near the tip of the conifold (with
τ being the radial coordinate transverse to the branes in the conventions of [88]).
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argument discussed in this chapter indicates that the singularity is not an artifact of
these approximations but also present for fully localised anti-branes. As will be discussed
below, this raises a number of interesting questions that could be investigated in future
work.
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5 Conclusions and Outlook
In this thesis, we addressed a number of problems related to the backreaction of localised
sources in string compactifications [49, 82, 83, 86, 90]. As discussed in the introductory
chapter, localised sources like D-branes and O-planes are important ingredients in many
solutions of string theory that are appealing from a phenomenological point of view.
However, the presence of such objects typically leads to complicated dynamics in the
compact dimensions such that, even in the supergravity approximation, it is often not
possible to find the full solution to the ten-dimensional equations of motion. In many so-
lutions in the literature, the sources are therefore taken to be smeared over the transverse
space such that the equations of motion are only solved in an integrated sense, while the
backreaction of the sources on the internal fields is neglected. Our aim in this thesis was
to investigate to what extent this simplification is justified.
In Chapter 2, we considered a class of flux compactifications of type II supergravity
with O-planes and an internal space that, in the smeared limit, is either Ricci-flat or an
everywhere negatively curved twisted torus. Our solutions saturate a BPS bound and
are related to the well-known GKP solution [26] by a chain of T-dualities. We found that
all solutions can be localised using a relatively simple localisation prescription, and we
argued that the complex structure moduli do not shift in the localised solutions due to
the BPS condition. We furthermore gave an intuitive argument for why localisation is
expected to be more difficult in non-BPS solutions. We finally discussed the Douglas-
Kallosh problem and explicitly showed that it is evaded in our localised solutions due to
large warping everywhere on the compact space.
In Chapter 3, we considered a simple setup on AdS7 × S3 with F0 and H flux and
D6/D6-branes that are not mutually BPS with the flux background. We showed that
this setup has a smeared solution, which is stable in the closed string sector. Contrary
to the BPS case, however, we found that the localisation of our solution is problematic.
Considering branes with a regularised source profile, we were able to show that there are
no solutions except for the smeared one. For fully localised sources, we computed the
allowed boundary conditions in the near-brane region by means of an expansion of the
fields around the sources. Using a simple topological argument, we then showed that
only one boundary condition is consistent with the equations of motion both locally and
globally. This boundary condition yields a singularity in the energy density of H. We
then focussed on a non-compact version of our model, which yields the same singularity
and can be argued to capture the near-tip physics of D3-branes in the Klebanov-Strassler
background [85]. In this model, we demonstrated that the singularity is not resolved by
brane polarisation due to the Myers effect [131]. In the compact model, our results were
less conclusive, and it remains unclear whether brane polarisation helps to resolve the
singularity there.
In Chapter 4, we discussed two global scaling symmetries of the classical type II
supergravity action and showed that they imply that the classical cosmological constant
is given by a sum of terms due to the action of localised sources and a contribution
from non-trivial background fluxes. We furthermore argued that, in many interesting
examples, the flux term can be set to zero by a convenient gauge choice such that the
cosmological constant is fully determined by the classical field behaviour at the source
positions. We finally used this result to analyse the backreaction of fully localised D3-
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branes in the KKLT scenario and argued that it yields a singularity in the energy densities
of H and F3.
The results discussed in this thesis suggest several interesting directions for future
research. First of all, it would certainly be desirable to understand more generally under
which conditions smeared solutions can be localised and how smearing affects moduli
values. These questions were only partially answered in this thesis. While we showed
for the BPS solutions of Chapter 2 that they are localisable and that the moduli values
do not shift upon localisation, this need not be the case for BPS solutions in general.
On the other hand, we found in Chapters 3 and 4 that anti-branes in certain non-BPS
flux backgrounds yield an unexpected singularity, but we were not able to fully settle the
question of how this singularity should be interpreted. It is therefore neither clear whether
the saturation of a BPS bound is sufficient to justify smearing, nor is it clear whether it is
necessary. It would be very interesting to come back to this issue in future work. A first
step in this direction could be to explicitly construct classes of localised solutions that
are more general than those described in Chapter 2, possibly with intersecting sources.
On a related note, it would also be important to better understand the warped effective
field theory that describes the low-energy limit of string compactifications with localised
sources. This would then allow to study the four-dimensional low-energy physics of
string theory without resorting to the potentially unreliable simplification of smearing.
It is possible that the formula developed in Chapter 4, which in many cases relates the
on-shell effective potential directly to the action of localised sources, also turns out helpful
for determining the off-shell potential.
Finally, it would be interesting to understand the origin of the singularity that is
generated by the backreaction of the D3-branes on the Klebanov-Strassler background.
Whether this singularity shows that the backreacted solution is unphysical or whether
there is a mechanism for its resolution in string theory is currently still debated. There
are, however, arguments suggesting that the singularity is neither resolved by brane
polarisation [86, 88] (see also Section 3.4) nor stringy effects [89, 91]. It was recently
proposed that the singularity rather indicates the existence of a perturbative decay chan-
nel via brane-flux annihilation, triggered by an instability in the closed string modes
[83, 84, 89, 91]. If this proposal is correct, D3-branes in warped throat geometries do
probably not lead to meta-stable de Sitter vacua. In that case, an important question
would be whether such issues are specific to D3-brane uplifting or point towards a more
general problem in string theory. It would be interesting to understand, for example,
whether alternative proposals like the Ka¨hler uplifting scenario [93–96] also suffer from
instabilities or other problems. Given the apparent difficulty of constructing de Sitter
solutions in purely geometric compactifications, another interesting direction for future re-
search are non-geometric flux compactifications [124], which have recently gained renewed
attention because they might allow for stable de Sitter solutions [67, 110]. However, since
the supergravity approximation is in general not reliable in such setups, new techniques
may be required in order to fully understand their properties.
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A Notation and Conventions
Here, we establish our notation and conventions and collect a number of useful formulae
for tensors and differential forms. We furthermore present the type II supergravity action
and state the equations of motion that are used in the main text.
A.1 Conventions for Tensors and Differential Forms
Our conventions for tensors and differential forms are adopted from [102]. Throughout
this thesis, we will often consider compactifications where the ten-dimensional spacetime
is a warped product of a d-dimensional external spacetime and a (10 − d)-dimensional
internal space, M10 = Md ×w M10−d. We then use Greek indices µ, ν, . . . to label
the external directions 0, . . . , d− 1, Latin indices m,n, . . . to label the internal directions
d, . . . , 9 as well as capital Latin indices M,N, . . ., which run over all ten directions 0, . . . , 9.
In the present section, we will furthermore use early Latin indices a, b, . . . for definitions
that are valid for all types of indices. Indices in brackets indicate an (anti-)symmetrisation
with unit weight, i. e. A(ab) =
1
2
(Aab + Aba), A[ab] =
1
2
(Aab − Aba) and accordingly for
tensors with more than two indices.
We define an n-form An as
An =
1
n!
A[a1...an]dx
a1 ∧ . . . ∧ dxan , (A.1)
where the wedge product of an n-form An and an m-form Bm has the property
An ∧Bm = (−1)nmBm ∧ An (A.2)
and is given by
An ∧Bm = 1
n!m!
A[a1...anB b1...bm]dx
a1 ∧ . . . ∧ dxan ∧ dxb1 ∧ . . . ∧ dxbm . (A.3)
The exterior derivative is defined as
dAn =
1
n!
∂[aA b1...bn]dx
a ∧ dxb1 ∧ . . . ∧ dxbn (A.4)
and obeys the Leibniz rule
d (An ∧Bm) = dAn ∧Bm + (−1)nAn ∧ dBm. (A.5)
The d-dimensional Levi-Civita symbol εa1...ad is totally anti-symmetric and normalised
such that ε01...d−1 = 1 and εa1...adεad+1...a10 = εa1...a10 . One can then construct a d-
dimensional Levi-Civita tensor
a1...ad =
√
|g|εa1...ad , (A.6)
where g is the determinant of the d-dimensional metric gab and the indices of a1...ad can
be raised and lowered with (inverse) metrics. Contractions of the Levi-Civita tensor yield
a1...anan+1...ad
a1...anbn+1...bd = (−1)t n! (d− n)! δ[bn+1[an+1 . . . δ
bd]
ad]
, (A.7)
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where t is the number of timelike dimensions of the d-dimensional space.
The d-dimensional Hodge operator ?d maps n-forms to (d− n)-forms via
?d An =
1
n! (d− n)!a1...ad−n
b1...bnAb1...bndx
a1 ∧ . . . ∧ dxad−n (A.8)
and has the useful property
?d ?dAn = (−1)n(d−n)+tAn. (A.9)
On a warped product space M10 =Md ×wM10−d, one also has the identity
?10 (An ∧Bm) = (−1)n(10−d−m) ?d An ∧ ?10−dBm, (A.10)
where ?d and ?10−d denote the Hodge operators associated with the corresponding metric
factors, An is an n-form on the d-dimensional external spacetime and Bm is an m-form
on the (10− d)-dimensional internal space.
We furthermore define
|An ·Bn| = 1
n!
Aa1...anB
a1...an , |An ·Bn|ab =
1
(n− 1)!Aaa2...anB
a2...an
b , (A.11)
which yields the useful relations
?dAn ∧Bn = ?dBn ∧ An = |An ·Bn| ?d 1, (A.12)
| ?dAn · ?dBn| = (−1)t |An ·Bn|, (A.13)
| ?dAn · ?dBn|ab = gab (−1)t |An ·Bn| − (−1)t |An ·Bn|ab, (A.14)
where gab is the d-dimensional metric. One can also verify that
d ?d dα = −(−1)d∇2α ?d 1 (A.15)
for an arbitary function α.
A.2 Type II Supergravity
Throughout this thesis, we use the democratic formulation of type II supergravity [155].
Our conventions are those of [156], except that we work in (ten-dimensional) Einstein
frame and flip the signs of the B field and the worldvolume gauge field strength F .
A.2.1 Action in the Democratic Formulation
In the classical supergravity approximation, the bosonic part of the low-energy effective
action of type II string theory in Einstein frame can be written as
S = Sbulk + Sloc (A.16)
in terms of a bulk action and an action of localised sources, where the bulk action is given
by
Sbulk = SNSNS + SRR =
∫
?10
[
R− 1
2
(∂φ)2 − 1
2
e−φ|H|2 − 1
4
∑
n
e
5−n
2
φ|Fn|2
]
(A.17)
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and we have set 2κ210 = 1. Here, R is the curvature scalar of the metric gMN , ?10 denotes
the ten-dimensional Hodge operator associated with gMN , φ is the dilaton, H is the
NSNS three-form field strength and Fn are the RR field strengths. In the democratic
formulation, the RR fields are doubled such that the sum in (A.17) also includes the dual
fields with n > 5. The index n then runs over 0, 2, 4, 6, 8, 10 in type IIA string theory
and over 1, 3, 5, 7, 9 in type IIB string theory. The RR field strengths are related to one
another by the duality relations
e
5−n
2
φFn = ?10 σ(F10−n), (A.18)
which have to be imposed at the level of the equations of motion. The operator σ here
acts on an n-form ωn like
σ(ωn) = (−1)
n(n−1)
2 ωn. (A.19)
Away from the localised sources, the NSNS field strength H and the RR field strengths Fn
with n ≥ 1 are defined in terms of the Kalb-Ramond field B and the RR gauge potentials
Cn−1 via
H = dB, Fn = dCn−1 −H ∧ Cn−3 + F0eB. (A.20)
F0 is the Romans mass in type IIA string theory and does not have any propagating
degrees of freedom. Note that, in the presence of topologically non-trivial background
fluxes, the gauge potentials B and Cn−1 are only defined on local gauge patches. It
is therefore sometimes convenient to choose a different definition of the field strengths,
where their non-exact part is explicitly separated off and only the exact part is defined
in terms of a gauge potential (cf. Section 4.2.2).
Sloc denotes the action of localised sources, which can, for example, include D-branes,
O-planes, NS5-branes, fundamental strings or KK monopoles in type II string theory. In
this thesis, we only consider compactifications with D-branes and O-planes. Their action
consists of a Dirac-Born-Infeld (DBI) part and a Chern-Simons (CS) part,
Sloc =
∑
p
S
(p)
loc =
∑
p
(
S
(p)
DBI + S
(p)
CS
)
, (A.21)
and reads
S
(p)
loc = −µp
∫
Σ
dp+1ξ e
p−3
4
φ
√
− det(gαβ − e−φ/2Fαβ) + µp
∫
Σ
〈
C ∧ e−F〉
p+1
(A.22)
for a Dp-brane and
S
(p)
loc = µp
∫
Σ
dp+1ξ e
p−3
4
φ
√
− det(gαβ) − µp
∫
Σ
Cp+1 (A.23)
for an Op-plane. Here, µp > 0 is the absolute value of the Dp-brane/Op-plane charge,
and the Op-plane charge equals −2p−5 times the charge of a Dp-brane. For Dp-branes
and Op-planes, the CS terms in (A.22) and (A.23) would have the opposite sign. We have
denoted the pullback of gMN to the worldvolume by gαβ and written Fαβ = Bαβ+2piα′Fαβ,
where Bαβ is the pullback of BMN to the worldvolume and Fαβ is the worldvolume gauge
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field strength.45 In (A.22), we have also used the polyform notation, i. e. C =
∑
nCn−1
denotes the sum over all electric and magnetic RR potentials that appear in type IIA
or type IIB supergravity, and e−F is defined as a power series of wedge products. The
symbol 〈· · · 〉p+1 denotes a projection to the form degree p+ 1,〈
C ∧ e−F〉
p+1
= Cp+1 − Cp−1 ∧ F + 1
2
Cp−3 ∧ F ∧ F − . . . (A.24)
To derive the equations of motion, it is convenient to express Sloc in terms of a ten-
dimensional integral involving delta distributions. Omitting the contribution of F in the
DBI action for simplicity, we can write46
S
(p)
DBI = ∓µp
∫
?p+1e
p−3
4
φ ∧ σ(δ9−p), S(p)CS =
{+ µp ∫ 〈C ∧ e−F〉p+1 ∧ σ(δ9−p)
− µp
∫
Cp+1 ∧ σ(δ9−p)
, (A.25)
where the upper line is for Dp-branes and the lower line for Op-planes. Here, ?p+11 is the
volume form on the (p+ 1)-dimensional worldvolume Σ of the corresponding source, and
?9−p1 is the (9−p)-dimensional volume form transverse to the source, which we normalise
such that ?101 = ?p+11 ∧ ?9−p1. We also define δ9−p = δ(Σ)σ(?9−p1), where δ(Σ) is the
delta distribution with support on Σ.
A.2.2 Equations of Motion
Let us now state the equations of motion that follow from the above action. The ten-
dimensional Einstein equation reads
RMN − 1
2
gMNR =
1
2
(∂Mφ) (∂Nφ)− 1
4
gMN (∂φ)
2 +
1
2
e−φ
(
|H|2MN −
1
2
gMN |H|2
)
+
1
4
∑
n
e
5−n
2
φ
(
|Fn|2MN −
1
2
gMN |Fn|2
)
+
1
2
T locMN . (A.26)
It is often convenient to consider the trace-reversed equation,
RMN =
1
2
(∂Mφ) (∂Nφ) +
1
2
e−φ
(
|H|2MN −
1
4
gMN |H|2
)
+
1
4
∑
n
e
5−n
2
φ
(
|Fn|2MN −
n− 1
8
gMN |Fn|2
)
+
1
2
(
T locMN −
1
8
gMNT
loc
)
. (A.27)
For localised sources that extend along the external spacetime and for which F vanishes
in the DBI action, the energy-momentum tensor takes the simple form
T locµν = ∓µp e
p−3
4
φgµνδ(Σ), T
loc
mn = ∓µp e
p−3
4
φΠΣmnδ(Σ), (A.28)
45 In the DBI part of the D-brane action, we suppressed the kinetic terms for the worldvolume scalars
that determine the position of the branes in transverse space. There is also a subtlety related to the
CS action in massive type IIA supergravity [157], which we disregard here since it does not affect the
equations of motion that are stated below [156].
46 For the most part of this thesis, we only consider configurations with vanishing worldvolume gauge
field strength and no B field along the brane worldvolume such that the general form of the DBI action
is not required.
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where the upper sign is for Dp-branes and the lower sign for Op-planes. ΠΣmn denotes the
projector to the cycle Σ wrapped by the corresponding source and is given by ΠΣmn = gmn
in the parallel directions and ΠΣmn = 0 in the transverse directions.
The equation of motion for the dilaton reads
∇2φ = −1
2
e−φ|H|2 +
∑
n
5− n
8
e
5−n
2
φ|Fn|2 − 1√−g
δSDBI
δφ
. (A.29)
Assuming that F does not contribute in the DBI action, the source term reduces to
1√−g
δSDBI
δφ
= ∓
∑
p
p− 3
4
µpe
p−3
4
φδ(Σ). (A.30)
The equations of motion for the RR form fields are
d
(
e
5−n
2
φ ?10 Fn
)
+ e
3−n
2
φH ∧ ?10Fn+2 − σ(j11−n) = 0, (A.31)
and their Bianchi identities read
dFn −H ∧ Fn−2 + jn+1 = 0, (A.32)
where j9−p = µp〈δ∧eF〉9−p for Dp-branes and j9−p = −µpδ9−p for Op-planes. The equation
of motion and the Bianchi identity for H are
d
(
e−φ ?10 H
)
+
1
2
∑
n
e
5−n
2
φ ?10 Fn ∧ Fn−2 − δSDBI
δB
= 0, dH = 0. (A.33)
The source term in the H equation is discussed in more detail in [150]. It is not relevant
in this thesis since it vanishes for all cases we consider.
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B Curvature in Warped Compactifications
In this appendix, we compute curvature tensors for different metrics with non-trivial
warping.
B.1 Block Diagonal Metric
Let us consider a warped metric of the form
ds2 = e2Ads˜2p+1 + e
2Bds˜29−p = e
2Ag˜µνdx
µdxν + e2B g˜ikdx
idxk, (B.1)
where A and B are functions of the internal coordinates xi. Following standard textbooks
such as [158], we can compute the curvature of this metric by introducing a derivative
operator ∇˜M associated with the unwarped metric g˜MN . We can then define the connec-
tion
ΓMNP =
1
2
gMR
(
∇˜PgRN + ∇˜NgRP − ∇˜RgNP
)
(B.2)
and evaluate the right-hand side for the metric (B.1). The non-trivial components are
Γµνl =
1
2
gµρ∇˜lgρν = δµν ∂lA, Γiµν = −
1
2
gim∇˜mgµν = −e2A−2B g˜µν ∂˜iA,
Γikl =
1
2
gim
(
∇˜lgmk + ∇˜kgml − ∇˜mgkl
)
= δik∂lB + δ
i
l∂kB − g˜kl∂˜iB, (B.3)
where all other components are either zero or can be obtained using the symmetry ΓMNP =
ΓMPN .
The Riemann tensor is given by
RMRN
P = −∇˜MΓPRN + ∇˜RΓPMN + ΓSNMΓPRS − ΓSNRΓPMS + R˜MRNP , (B.4)
and its non-trivial components are
Rijk
l = 2δl[i∇˜j]∂kB − 2g˜k[i∇˜j]∂˜lB − 2δl[i(∂j]B)(∂kB)− 2g˜k[iδlj](∂mB)(∂˜mB)
+ 2g˜k[i(∂j]B)(∂
lB) + R˜ijk
l, (B.5)
Rµνλ
ρ = −2e2A−2B g˜λ[µδρν](∂mA)(∂˜mA) + R˜µνλρ, (B.6)
Rµjλ
l = −e2A−2B g˜µλ∇˜j ∂˜lA− e2A−2B g˜µλ(∂jA)(∂˜lA) + e2A−2B g˜µλ(∂jB)(∂˜lA)
+ e2A−2B g˜µλ(∂jA)(∂˜lB)− e2A−2Bδlj g˜µλ(∂mA)(∂˜mB), (B.7)
Riνk
ρ = −δρν∇˜i∂kA+ 2δρν(∂(iA)(∂k)B)− δρν(∂iA)(∂kA)− δρν g˜ik(∂mA)(∂˜mB), (B.8)
where all other components are zero or implied by the antisymmetry RMNP
R = −RNMPR.
The components of the Ricci tensor RMN = RMPN
P are then
Rµν = e
2A−2B g˜µν
[
− (p+ 1) (∂mA)(∂˜mA)− ∇˜2A+ (p− 7) (∂mA)(∂˜mB)
]
+ R˜µν , (B.9)
Rik = (p− 7) ∇˜i∂kB − g˜ik∇˜2B + (7− p) (∂iB)(∂kB) + (p− 7) g˜ik(∂mB)(∂˜mB)
− (p+ 1) ∇˜i∂kA− (p+ 1) (∂iA)(∂kA) + 2 (p+ 1) (∂(iA)(∂k)B)
− (p+ 1) g˜ik(∂mA)(∂˜mB) + R˜ik. (B.10)
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For the special case B = p+1
p−7A used in Section 2.1, this reduces to
Rµν = −e
16
7−pAg˜µν∇˜2A+ R˜µν , (B.11)
Rik = −p+ 1
p− 7 g˜ik∇˜
2A+ 8
p+ 1
p− 7(∂iA)(∂kA) + R˜ik. (B.12)
B.2 Twisted Tori
Here, we consider a warped metric of the form
ds2 = e2Ag˜µνdx
µdxν + e2B g˜ikdx
idxk + e2Ag˜99e
9e9 (B.13)
with basis forms
dxµ, dxi, e9 = dx9 +
1
2
f 9ikx
idxk, (B.14)
where µ = 0, . . . , p− 1 and i = p, . . . , 8. Furthermore, we take A and B to be functions
of the internal coordinates xi. Since e9 is not closed,
de9 =
1
2
f 9ikdx
i ∧ dxk, (B.15)
the structure constants f 9ik contribute to the curvature, which can be taken into account
by switching to a coordinate basis spanned by the one-forms dxM . Using (B.14) in (B.13),
we find
ds2 = gµνdx
µdxν + gikdx
idxk + 2g9kdx
9dxk + g99dx
9dx9 (B.16)
with the metric components
gµν = e
2Ag˜µν , gik = e
2B g˜ik +
1
4
e2Ag˜99f
9
mix
mf 9nkx
n,
g9k =
1
2
e2Ag˜99f
9
mkx
m, g99 = e
2Ag˜99. (B.17)
For convenience, we also state the inverse components,
gµν = e−2Ag˜µν , gik = e−2B g˜ik, g9k = −1
2
e−2B g˜ikf 9mix
m,
g99 = e−2Ag˜99 +
1
4
e−2B g˜ikf 9mix
mf 9nkx
n. (B.18)
Note that the metrics with tildes are the unwarped metrics in the “vielbein” basis (B.13),
whereas metrics without tildes are with respect to the coordinate basis (B.16).
We now introduce a derivative operator ∇˜M associated with the unwarped metric
g˜MN in (B.13) and define the connection
ΓMNP =
1
2
gMR
(
∇˜PgRN + ∇˜NgRP − ∇˜RgNP
)
. (B.19)
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Substituting (B.17) and (B.18), we find
Γikl = 2δ
i
(k∂l)B − g˜kl∂˜iB −
1
4
e2A−2B g˜99f 9mkx
mf 9jlx
j ∂˜iA+
1
2
e2A−2B g˜99g˜imf 9m(lf
9
k)jx
j
+ Γˆikl, (B.20)
Γ9kl = f
9
i(kx
i∂l)A− f 9i(kxi∂l)B +
1
2
g˜klf
9
imx
i∂˜mB +
1
8
e2A−2B g˜99f 9ikx
if 9jlx
jf 9mnx
m∂˜nA
− 1
4
e2A−2B g˜99g˜mnf 9imx
if 9n(lf
9
k)jx
j + Γˆ9kl, (B.21)
Γi9l = −
1
2
e2A−2B g˜99f 9jlx
j ∂˜iA+
1
2
e2A−2B g˜99g˜ijf 9lj + Γˆ
i
9l, (B.22)
Γi99 = −e2A−2B g˜99∂˜iA, (B.23)
Γ99l = ∂lA+
1
4
e2A−2B g˜99f 9ilx
if 9jmx
j ∂˜mA− 1
4
e2A−2B g˜99g˜mnf 9imx
if 9ln + Γˆ
9
9l, (B.24)
Γ999 =
1
2
e2A−2B g˜99f 9imx
i∂˜mA, (B.25)
Γiµν = −e2A−2B g˜µν ∂˜iA, (B.26)
Γλµl = δ
λ
µ∂lA, (B.27)
Γ9µν =
1
2
e2A−2B g˜µνf 9imx
i∂˜mA, (B.28)
where all other components are zero or implied by the symmetry ΓMNP = Γ
M
PN . Note
that some of the components of the connection can be non-zero for A = B = 0 since
(B.19) is defined with respect to the unwarped metric in (B.13), which is not equal to the
unwarped metric in (B.16). The terms ΓˆMNP in above expressions contain warp factors,
structure constants and factors ∼ Γ˜iklxl and are non-zero if g˜MN is not flat. We have
omitted to spell them out explicitly since they do not contribute to the Ricci tensor in
the vielbein basis and are therefore not relevant for the following discussion.
We now compute the Ricci tensor
RMN = RMPN
P = −∇˜MΓPPN + ∇˜PΓPMN + ΓRNMΓPPR − ΓRNPΓPMR + R˜MN , (B.29)
which yields
Rµν = e
2A−2B g˜µν
[
−∇˜2A− (p+ 1) (∂mA)(∂˜mA) + (p− 7) (∂mA)(∂˜mB)
]
+ R˜µν , (B.30)
Rik = − (p+ 1) ∇˜i∂kA+ (p− 7) ∇˜i∂kB − g˜ik∇˜2B − (p+ 1) (∂iA)(∂kA)
+ (7− p) (∂iB)(∂kB) + (p− 7) g˜ik(∂mB)(∂˜mB) + 2 (p+ 1) (∂(iA)(∂k)B)
− (p+ 1) g˜ik(∂mA)(∂˜mB) + 1
2
e2A−2B g˜99g˜mnf 9m(kf
9
i)n −
1
4
e2A−2B g˜99f 9mix
m
· f 9nkxn∇˜2A−
p+ 1
4
e2A−2B g˜99f 9mix
mf 9nkx
n(∂lA)(∂˜
lA) +
p− 7
4
e2A−2B g˜99
· f 9mixmf 9nkxn(∂lA)(∂˜lB) +
p+ 3
2
e2A−2B g˜99f 9m(ix
mf 9k)n∂˜
nA− p− 5
2
e2A−2B
· g˜99f 9m(ixmf 9k)n∂˜nB −
1
16
e4A−4B g˜99g˜99g˜jng˜lmf 9jlf
9
mnf
9
pix
pf 9qkx
q + Rˆik + R˜ik, (B.31)
R9k = −1
2
e2A−2B g˜99f 9ikx
i∇˜2A− p+ 1
2
e2A−2B g˜99f 9ikx
i(∂mA)(∂˜
mA)
99
+
p− 7
2
e2A−2B g˜99f 9ikx
i(∂mA)(∂˜
mB)− p+ 3
2
e2A−2B g˜99f 9ik∂˜
iA+
p− 5
2
e2A−2B
· g˜99f 9ik∂˜iB −
1
8
e4A−4B g˜99g˜99g˜jng˜lmf 9jlf
9
mnf
9
ikx
i + Rˆ9k + R˜9k, (B.32)
R99 = −e2A−2B g˜99∇˜2A− (p+ 1) e2A−2B g˜99(∂mA)(∂˜mA) + (p− 7) e2A−2B g˜99
· (∂mA)(∂˜mB)− 1
4
e4A−4B g˜99g˜99g˜jng˜lmf 9jlf
9
mn + Rˆ99 + R˜99, (B.33)
where all other components are zero or implied by the symmetry RMN = RNM . Further-
more, we wrote RˆMN for all terms that include factors of Γˆ
M
NP . One can show that these
terms do not appear in the Ricci tensor in the vielbein basis, and so we omit to spell
them out explicitly.
In order to switch back from the coordinate basis to the vielbein basis (B.14), we now
transform the Ricci tensor using
RAB = RMRN
P eMA e
R
Ce
N
B e
C
P , (B.34)
where
eαM = δ
α
M , e
a
M = δ
a
M , e
9
M = δ
9
M +
1
2
δmMf
9
imx
i. (B.35)
In order to distinguish the two types of indices in above two equations, we have used letters
from the beginning of the alphabet (such as A,B, . . ., a, b, . . . and α, β, . . .) for indices in
the vielbein basis and letters from the middle of the alphabet (such as M,N, . . ., m,n, . . .
and µ, ν, . . .) for indices in the coordinate basis. The index “9” in (B.35) is also a vielbein
index. The vielbein indices are raised and lowered with the metric components given in
(B.13) including the corresponding warp factors, while the coordinate indices are raised
and lowered using (B.17) and (B.18). The components of the Ricci tensor in the vielbein
basis (B.14) are thus given by
Rµν = e
2A−2B g˜µν
[
−∇˜2A− (p+ 1) (∂mA)(∂˜mA) + (p− 7) (∂mA)(∂˜mB)
]
+ R˜µν , (B.36)
Rik = − (p+ 1) ∇˜i∂kA+ (p− 7) ∇˜i∂kB − g˜ik∇˜2B − (p+ 1) (∂iA)(∂kA)
+ (7− p) (∂iB)(∂kB) + (p− 7) g˜ik(∂mB)(∂˜mB) + 2 (p+ 1) (∂(iA)(∂k)B)
− (p+ 1) g˜ik(∂mA)(∂˜mB) + 1
2
e2A−2B g˜99g˜mnf 9m(kf
9
i)n + R˜ik, (B.37)
R9k = −p+ 3
2
e2A−2B g˜99f 9ik∂˜
iA+
p− 5
2
e2A−2B g˜99f 9ik∂˜
iB + R˜9k, (B.38)
R99 = −e2A−2B g˜99∇˜2A− (p+ 1) e2A−2B g˜99(∂mA)(∂˜mA) + (p− 7) e2A−2B g˜99
· (∂mA)(∂˜mB)− 1
4
e4A−4B g˜99g˜99g˜jng˜lmf 9jlf
9
mn + R˜99. (B.39)
Note that, in the limit f 9ik = 0 and taking the 9-direction to be external, the expressions
reduce to those computed in Section B.1 as expected.
Finally, we state the components of the Ricci tensor for the special case B = p+1
p−7A
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used in Section 2.2. We find
Rµν = −e
16
7−pAg˜µν∇˜2A+ R˜µν , (B.40)
Rik = −p+ 1
p− 7 g˜ik∇˜
2A+ 8
p+ 1
p− 7(∂iA)(∂kA)−
1
2
e
16
7−pAg˜99|de˜9|2ik + R˜ik, (B.41)
R9k = − 8
p− 7e
16
7−pAg˜99|e9 ∧ dA · de˜9|9k + R˜9k, (B.42)
R99 = −e
16
7−pAg˜99∇˜2A+ 1
2
e
32
7−pAg˜99g˜99|de˜9|2 + R˜99, (B.43)
where we have used (B.15) to rewrite the structure constants f 9ik in terms of de
9.
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C Regularised Sources in the Non-BPS Model
Here, we present the details of the computation discussed in Section 3.3.2, where we
argue that the simple non-BPS setup with D6/D6-branes on AdS7 × S3 does not have
consistent solutions with a regular source profile other than the smeared one. Solving
(3.30), (3.32), (3.33) and (3.34) in a Taylor expansion around θ = θ0 and substituting
the results into (3.35), we find the following constraints at the first five orders in the
expansion parameter (θ − θ0):
F 20 =
f 80
a20b0 (λ
2
0 − 1)
(
a20b
2
1f
2
0 + 84a
4
0b0f
2
0 + 84a
2
1b
2
0f
2
0 + 49a
2
1b
2
0f
2
0λ
2
0 − 16a20b20f 21
+ a20b
2
0f
2
0λ
2
1 − 4a20b0b1f 20 cot θ0 − 56a0a1b20f 20 cot θ0 + 28a0a1b0b1f 20 − 4a20b20f 20
+ 9a20b
2
0f
2
1λ
2
0 − 14a0a1b20f 20λ0λ1 − 6a20b20f0f1λ0λ1 + 42a0a1b20f0f1λ20
)
, (C.1)
a1 =
1
7
a0 (3f1 − 3f1λ0 + f0λ1)
f0 (λ0 − 1) , (C.2)
b1 = −14
3
b0f1
f0
+ 2b0 cot θ0 ±
2
√(
b20λ0 − b20 + 42a20b0 sin2 θ0
)
(λ0 − 1)
(λ0 − 1) sin θ0 , (C.3)
f1 =
3
16
f0λ1
λ0 − 1 , (C.4)
λ0 = −5
2
, (C.5)
where we simplified each constraint using the previously found constraints of the lower
orders. One can verify that choosing λ0 = ±1 is not consistent with the equations of
motion, and so it is justified to use the first four constraints in order to arrive at the
last one. Since (C.5) holds everywhere on the three-sphere except for the poles, λ(θ) is
constant, which implies λ1 = 0. Substituting this back into the constraints (C.4) to (C.1)
in reverse order then yields
a1 = f1 = λ1 = 0, λ0 = −5
2
, F 20 =
48
7
a20f
10
0 . (C.6)
Note that we only spelled out the case of D6-brane sources here. The expressions for the
case of D6-branes are obtained by replacing λ0 → −λ0 and λ1 → −λ1.
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D Near-source Boundary Conditions in the Non-BPS
Model
In this appendix, we compute the boundary conditions of localised D6/D6-branes in the
simple non-BPS setup on AdS7 × S3, which are used in Section 3.3.3. In order to derive
the boundary conditions, it is convenient to introduce the notation
a(θ) = e−A(θ), b(θ) = e−2B(θ), f(θ) = e−
1
4
φ(θ) (D.1)
and take advantage of different combinations of the equations of motion for which certain
terms cancel out. In particular, we will use a combination of the external Einstein
equation (3.33) and the dilaton equation (3.32) such that the source term cancels out,
0 = 4
f ′′
f
− 4f
′2
f 2
+ 8 cot(θ)
f ′
f
− 28a
′f ′
af
− 2b
′f ′
bf
− 12a
′′
a
+ 96
a′2
a2
− 24 cot(θ)a
′
a
+ 6
a′b′
ab
+ 72
a2
b
− 2λ
2F 20
bf 10
+ 2
F 20
bf 10
, (D.2)
the dilaton equation (3.32),
0 = 4
f ′′
f
− 4f
′2
f 2
+ 8 cot(θ)
f ′
f
− 28a
′f ′
af
− 2b
′f ′
bf
− 1
2
λ2F 20
bf 10
+
5
4
F 20
bf 10
+
147
4
λ2a′2
a2
+
63
2
λ2a′f ′
af
− 21
2
λa′λ′
a
+
27
4
λ2f ′2
f 2
− 9
2
λf ′λ′
f
+
3
4
λ′2 +
3
4
T
√
b
f 3
δ(θ)
sin2(θ)
, (D.3)
the Bianchi identity (3.30),
0 = 7
λa′′
a
− 7λa
′2
a2
+ 14 cot(θ)
λa′
a
+ 3
λf ′′
f
+ 6
λf ′2
f 2
+ 6 cot(θ)
λf ′
f
− λ′′ − 2 cot(θ)λ′
+
λF 20
bf 10
− 7
2
λa′b′
ab
− 3
2
λb′f ′
bf
+
1
2
b′λ′
b
+ 21
λa′f ′
af
+ 7
a′λ′
a
+Q
√
b
f 3
δ(θ)
sin2(θ)
, (D.4)
a combination of the internal Einstein equations (3.34) and (3.35) such that all F 20 -
dependent terms cancel out,
0 = −7 cot(θ)a
′
a
− 1
2
cot(θ)
b′
b
+ 7
a′′
a
− 14a
′2
a2
+
1
2
b′′
b
− 1
4
b′2
b2
+ 7
a′b′
ab
− 8f
′2
f 2
+
49
2
λ2a′2
a2
+ 21
λ2a′f ′
af
− 7λa
′λ′
a
+
9
2
λ2f ′2
f 2
− 3λf
′λ′
f
+
1
2
λ′2, (D.5)
the internal Einstein equations transverse to the (θθ)-direction (3.35),
0 = 7 cot(θ)
a′
a
+
3
2
cot(θ)
b′
b
+
1
2
b′′
b
− 3
4
b′2
b2
− 7
2
a′b′
ab
+ 2− 1
16
F 20
bf 10
− 343
16
λ2a′2
a2
− 147
8
λ2a′f ′
af
+
49
8
λa′λ′
a
− 63
16
λ2f ′2
f 2
+
21
8
λf ′λ′
f
− 7
16
λ′2 − 3
8
λ2F 20
bf 10
− 7
16
T
√
b
f 3
δ(θ)
sin2(θ)
, (D.6)
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a combination of the dilaton equation (3.32), the Bianchi identity (3.30) and the trans-
verse internal Einstein equations (3.35) such that all F 20 -dependent terms cancel out,
0 = 2− 7
5
a′f ′
af
− 1
10
b′f ′
bf
− 7
2
a′b′
ab
+
14
5
λ2a′′
a
+
6
5
λ2f ′′
f
− 1
5
f ′2
f 2
+
2
5
cot(θ)
f ′
f
+ 7 cot(θ)
a′
a
− 112
5
λ2a′2
a2
− 6
5
λ2f ′2
f 2
+
42
5
λa′λ′
a
+
12
5
λf ′λ′
f
− 2
5
λ′2 − 42
5
λ2a′f ′
af
− 3
4
b′2
b2
+
1
5
f ′′
f
+
3
2
cot(θ)
b′
b
+
28
5
cot(θ)
λ2a′
a
+
12
5
cot(θ)
λ2f ′
f
+
1
5
λb′λ′
b
− 4
5
cot(θ)λλ′ − 7
5
λ2a′b′
ab
− 3
5
λ2b′f ′
bf
− 2
5
λλ′′ +
1
2
b′′
b
− 2
5
T
√
b
f 3
δ(θ)
sin2(θ)
+
2
5
Q
λ
√
b
f 3
δ(θ)
sin2(θ)
, (D.7)
a combination of the dilaton equation (3.32) and the internal Einstein equations (3.34)
and (3.35) such that all λ-dependent terms cancel out,
0 = 2 + 21
a′f ′
af
+
3
2
b′f ′
bf
+
21
2
a′b′
ab
− 28a
′2
a2
− 13f
′2
f 2
− 6 cot(θ)f
′
f
− 7 cot(θ)a
′
a
− F
2
0
bf 10
− 3f
′′
f
+ 14
a′′
a
− 5
4
b′2
b2
+
3
2
b′′
b
+
1
2
cot(θ)
b′
b
− T
√
b
f 3
δ(θ)
sin2(θ)
, (D.8)
and finally a combination of the dilaton equation (3.32) and the Einstein equations (3.33),
(3.34) and (3.35) such that all λ-dependent terms cancel out,
0 = 2− 7a
′f ′
af
− 1
2
b′f ′
bf
− 11
2
a′b′
ab
− 32a
′2
a2
− f
′2
f 2
+ 2 cot(θ)
f ′
f
+ 15 cot(θ)
a′
a
+
f ′′
f
+ 4
a′′
a
− 24a
2
b
− 3
4
b′2
b2
+
1
2
b′′
b
+
3
2
cot(θ)
b′
b
. (D.9)
D.1 Leading Order Behaviour
Let us now substitute the ansatz (3.46) into equations (D.2) to (D.9). Since the different
scalings A, B, F and L are a priori unknown, we do not know by how many powers of
θ two terms in the equations differ unless they are of the same order. We can therefore
only trust the leading order (LO) terms in the equations, whereas the sub-leading order
(SLO) parts may secretly contain more terms than we have written down, regardless of
how many orders we take into account in the expansion (3.46). It is convenient to con-
sider the three different cases L > 0, L = 0 and L < 0 separately.
Case 1 (L > 0). Substituting our ansatz into (D.3), we find that the possible LO terms
of the equation are
0 = −2F (B − 2 + 14A) θ−2 + 5
4
F 20
b0f 100
θ−B−10F . (D.10)
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We therefore need to consider three possibilities: B > 2 − 10F , B = 2 − 10F and
B < 2 − 10F . If B > 2 − 10F , we find a contradiction since then only the last term
on the right-hand side of (D.10) is of LO, and, thus, the equation is not solved. If
B = 2− 10F , all terms in the equation are of LO, and we find
F 20 = −
4
25
(B − 2) (B − 2 + 14A) b0f 100 . (D.11)
The LO of (D.7) then gives
0 =
1
25
(
6B2 + 84AB − 168A− 24B − 1) θ−2, (D.12)
which yields A = − 1
84
6B2−24B−1
B−2 . Note that B 6= 2 since otherwise (D.7) yields 1 = 0.
The expression for A is therefore well-defined. Substituting A into (D.11), we find
F 20 = −
2
3
b0f
10
0 , (D.13)
which is not allowed since F 20 has to be positive. The possibility B = 2−10F is therefore
excluded as well.
The last possibility we need to check is B < 2−10F . The LO of (D.10) is then solved
for A = 1
7
− 1
14
B or F = 0. Substituting the first option into (D.7) leads to
θ−2 = 0 (D.14)
at LO and is therefore excluded. Substituting the second option into (D.7) yields
− 1
4
(−28A+ 14AB − 4B +B2) θ−2 = 0 (D.15)
at LO, which implies A = − 1
14
B(B−4)
B−2 . Note that, by assumption, B < 2−10F and F = 0,
and so the expression for A is well-defined. Using our results in (D.5) and considering
the LO terms, we find
− 1
7
B (B − 4) (2B2 − 8B + 7)
(B − 2)2 θ
−2 = 0. (D.16)
This yields the four solutions 0, 2− 1
2
√
2, 2+ 1
2
√
2 and 4 for B, where the last two solutions
can be discarded because they violate our assumption 0 = 10F < 2− B. The other two
solutions are excluded due to (D.4). Evaluating its LO contribution for either B = 0 or
B = 2− 1
2
√
2 yields
L (2 + 2L) θL−2 = 0,
(
4L+
√
2
)(
4L+ 7
√
2
)
θL−2 = 0, (D.17)
respectively, which cannot be fulfilled for L > 0. Thus, we have shown that all possible
values for A, B and F are excluded such that there are no consistent boundary conditions
with L > 0.
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Case 2 (L = 0). Substituting our ansatz into (D.3), we find that the possible LO terms
are
0 =
(
4F − 28AF − 2BF + 27
4
λ20F
2 +
147
4
λ20A
2 +
63
2
λ20AF
)
θ−2
+
(
5
4
− 1
2
λ20
)
F 20
b0f 100
θ−B−10F . (D.18)
Therefore, we again need to consider the three possibilities B > 2 − 10F , B = 2 − 10F
and B < 2− 10F . The first possibility B > 2− 10F is excluded by (D.4), which yields
F 20
b0f 100
θ−B−10F = 0 (D.19)
at LO and is therefore not solved. The second possibility B = 2− 10F can be excluded
by combining the LO of (D.4) and (D.8) such that a linear equation for B remains. This
equation yields the condition A 6= 0 and can be solved for B,
B = 2 + 2A+
1
7A
+
3
28
F 20
b0f 100 A
. (D.20)
We then use this in the LO of (D.5) and (D.7) and combine the equations such that we
obtain a quadratic equation for A. This equation yields the condition λ20 6= 32 and can be
solved for A,
A = ±
√
14
112
√
b0 (−3 + 2λ20) (9λ20F 20 − 6F 20 − 8b0f 100 + 12λ20b0f 100 )
b0f 50 (−3 + 2λ20)
. (D.21)
We can substitute this into (D.4) and (D.7) and solve both equations for F 20 to find
F 20 =
2b0f
10
0 (7λ
2
0 − 10)
36− 56λ20 + 21λ40
, F 20 = −
2
3
b0f
10
0 (54− 73λ20 + 28λ40)
48− 82λ20 + 35λ40
, (D.22)
where it can be checked that the denominators are not zero since (D.4) or (D.7) would
not be satisfied for the corresponding values of λ0. We now combine the two equations
in (D.22) such that F 20 cancels out and solve for λ0. Substituting the solutions back
into (D.22), we then find that F 20 is negative for all possible λ0. Therefore, the initial
assumption B = 2− 10F is not consistent with the equations of motion.
The last possibility to check is B < 2 − 10F . Let us first assume that F = 0. We
then find A = 0 from the LO of (D.3) and B = 0 or B = 4 from the LO of (D.5). Since
B = 4 violates our assumption B < 2− 10F , only B = 0 is consistent, and we find
A = B = F = L = 0. (D.23)
One can check that this solves all equations at LO such that we have found a consistent
boundary condition, which we will refer to as boundary condition 1. Since there are no
divergent fields, this is the boundary condition for the case where no sources are present
at the pole.
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Let us now assume F 6= 0. We can then solve the LO of (D.3) for B, which yields
B =
1
8F
(
16F − 112AF + 27λ20F 2 + 147λ20A2 + 126λ20AF
)
. (D.24)
Substituting this expression into the LO of (D.4) and solving for A gives the solutions
A = −3
7
F, A = − 1
21
F (−16 + 9λ20)
λ20
. (D.25)
An exception is the special case λ20 = 0, where we only find A = −37F . Substituting
the first solution for A into the LO of (D.5) leads to a contradiction. Using the second
solution in (D.6), we can solve for F to obtain
F = ± 3
16
λ0. (D.26)
The LO of (D.5) then yields an equation for λ0. Solving this equation and testing the
solutions for λ0 in the LO of (D.2), we find that only two solutions do not lead to a
contradiction. This yields
λ0 = ±1, F = − 3
16
, (D.27)
where the sign of F is determined by our initial assumption B < 2 − 10F . Using these
expressions in (D.24) and (D.25), we find the boundary condition
L = 0, A = − 1
16
, B =
7
8
, F = − 3
16
, λ0 = ±1, (D.28)
which we will refer to as boundary condition 2. For convenience, we also state the expan-
sion of α(θ) for this boundary condition,
α(θ) =
λ(θ)
a(θ)7f(θ)3
= ± 1
a70f
3
0
θ +O(θ2). (D.29)
Thus, α′(0) > 0 for the solution with the upper sign and α′(0) < 0 for the solution with
the lower sign.
Case 3 (L < 0). Considering the LO of (D.5), we find
A =
1
7
(L− 3F ) . (D.30)
The LO of (D.3), (D.4) and (D.6) are then also solved if the condition B < 2 − 10F is
satisfied. The possible LO contributions of (D.8) and (D.9) are
0 = − 1
28
(−7B2 + 772F 2 − 168F + 8L2 − 132FL+ 84L+ 84BF − 42BL
+ 28B
)
θ−2 (D.31)
and
0 =
1
28
(
28B − 104F − 16L2 + 68FL− 60F 2 + 44L+ 52BF − 22BL− 7B2) θ−2
− 24a
2
0
b0
θ
2
7
L−6
7
F−B. (D.32)
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There are two possibilities to solve (D.32) at LO, 2
7
L− 6
7
F−B = −2 or 2
7
L− 6
7
F−B > −2.
The first possibility can be solved for B and used in (D.31) and (D.32) to find
L =
1
4
32b0F
2 + b0 + 6a
2
0
b0F
, (D.33)
where one can check that F 6= 0. Substituting the expressions for B and L into (D.31),
we then find that its right-hand side is necessarily negative. Thus, 2
7
L− 6
7
F −B = −2 is
excluded.
Now considering the second possibility 2
7
L − 6
7
F − B > −2, we first combine (D.31)
and (D.32) such that the B2 terms cancel out. The resulting equation can then be solved
for B to find
B =
2 (8F − 3L2 + 25FL− 104F 2 − 5L)
8F − 5L , (D.34)
where it can be checked that F 6= 5
8
L such that the denominator is not zero. Using (D.30)
and (D.34), we find that the possible LO contributions of (D.2) are
0 = −2λ
2
0F
2
0
b0f 100
θ
4(4F+L)(−8F+L)
−8F+5L −2 +
32
7
(−16F + 3L) (16F 2 − 6FL+ L2)
−8F + 5L θ
−2. (D.35)
This again yields two possibilities: either only the second term is of LO or both terms
are. For the first possibility, (D.35) implies (−16F + 3L) (16F 2 − 6FL+ L2) = 0, which
gives one real and two complex solutions for L. Choosing the real solution L = 16
3
F ,
we can evaluate (D.31) to find F = ± 3
16
. The sign of F is then fixed to be negative by
demanding that the previously found conditions B < 2 − 10F and 2
7
L − 6
7
F − B > −2
hold. We thus find the boundary condition
L = −1, A = − 1
16
, B =
7
8
, F = − 3
16
, (D.36)
which we will refer to as boundary condition 3.
The second possibility is realised if (4F + L) (−8F + L) = 0 in (D.35), which yields
the solutions F = −1
4
L and F = 1
8
L. Substituting this into (D.31) and (D.35), we find
the two boundary conditions
L = −
√
42
6
, A = −5
√
42
336
, B = 2−
√
42
8
, F = −
√
42
48
, λ0 = ±
√
b0f
5
0√
3F0
(D.37)
and
L = −
√
3
6
, A = −
√
3
24
, B = 2− 3
√
3
4
, F =
√
3
24
, λ0 = ±
√
2b0f
5
0√
3F0
, (D.38)
which we will refer to as boundary condition 4 and boundary condition 5. One can ver-
ify that both boundary conditions are consistent with the conditions B < 2 − 10F and
2
7
L− 6
7
F −B > −2.
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D.2 Sub-leading Order Behaviour
For two of the boundary conditions found above, we need to compute the SLO behaviour
of the fields in order to be able to determine the source types they support. This is the
subject of the present section.
Boundary condition 3. We now consider the ansatz (3.46) including next-to-leading
order (NLO) and next-to-next-to-leading order (NNLO) terms, i. e.
e−A(θ) = a0θA + a1θA+ζ + a2θA+ξ (D.39)
and accordingly for the other functions e−2B(θ), e−
1
4
φ(θ) and λ(θ). We then substitute this
ansatz into the equations of motion and use our knowledge of the LO scalings,
L = −1, A = − 1
16
, B =
7
8
, F = − 3
16
, (D.40)
in order to determine the NLO and NNLO terms. The possible NLO contributions of
(D.9) are
0 = (2a0b1f0 + a0b1f0ζ + 22a1b0f0 + 8a1b0f0ζ + 2a0b0f1 + 2a0b0f1ζ) ζ θ
−3+ζ
+ 48a30f0 θ
−2, (D.41)
which cannot be solved unless ζ ≤ 1. The NLO contributions of (D.2), (D.4) and (D.8)
are
0 = 2b0f
9
0 (3a1f0 − a0f1) ζ (ζ + 1) θ−3+ζ + a0λ20F 20 θ−2 − 36a30f 100 θ−2, (D.42)
0 = (−a0f0λ1 + 7a1f0λ0 + 3a0f1λ0) ζ (ζ − 1) θ−4+ζ , (D.43)
0 = (−6a0b0f1 + 3a0b1f0 + 28a1b0f0) ζ (ζ − 1) θ−3+ζ . (D.44)
Solving the equations for ζ < 1 yields a1 = b1 = f1 = λ1 = 0, and so we find that
non-trivial NLO terms have ζ = 1. Considering (D.2), (D.4), (D.8) and (D.9) at NNLO
and assuming ξ < 2 yields analogous constraints and leads to a2 = b2 = f2 = λ2 = 0. We
can therefore also set ξ = 2.
Using ζ = 1, the NLO contributions of (D.2) and (D.9) become
0 = 36a30f
10
0 + 4a0b0f
9
0 f1 − F 20 a0λ20 − 12a1b0f 100 , (D.45)
0 = −30a1b0f0 − 3a0b1f0 + 48a30f0 − 4a0b0f1. (D.46)
All other equations are identically satisfied at NLO and do therefore not give additional
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constraints at that order. The NNLO contributions of (D.2), (D.4), (D.8) and (D.9) are
0 = 120a21b
2
0f
11
0 − 72a0a2b20f 110 + 24a20b20f 100 f2 − 100a0a1b20f 100 f1 + 12a20b20f 90 f 21
+ 18a0a1b0b1f
11
0 + 144a
3
0a1b0f
11
0 + 216a
4
0b0f
10
0 f1 − 6a20b0b1f 100 f1
− 4F 20 a20b0f0λ0λ1 + 14F 20 a20b0f1λ20 − 108a40b1f 110 + 3F 20 a20b1f0λ20, (D.47)
0 = 4a20b0f
2
0λ2 − 14a0a1b0f 20λ1 + 14a21b0f 20λ0 − 28a0a2b0f 20λ0 − 12a20b0f0f2λ0
− 42a0a1b0f0f1λ0 − 12a20b0f 21λ0 − a20b1f 20λ1 + 7a0a1b1f 20λ0 + 3a20b1f0f1λ0, (D.48)
0 = 336a21b
2
0f
2
0 − 336a0a2b20f 20 − 16a20b20f 20 + 72a20b20f0f2 − 252a0a1b20f0f1
+ 156a20b
2
0f
2
1 − 126a0a1b0b1f 20 − 36a20b0b2f 20 − 18a20b0b1f0f1 + 15a20b21f 20 , (D.49)
0 = −6a20b20f0f2 − 38a0a2b20f 20 − 38a0a1b20f0f1 + 47a21b20f 20 − 3a20b20f 21 − 2a20b20f 20
+ 72a40b0f0f1 − 3a20b0b1f0f1 − 4a20b0b2f 20 + 48a30a1b0f 20 + 13a0a1b0b1f 20
− 36a40b1f 20 + 3a20b21f 20 . (D.50)
The NNLO of (D.3), (D.5), (D.6) and (D.7) each yield
(a0f0λ1 − 7a1f0λ0 − 3a0f1λ0)2 = a20f 20 . (D.51)
The above seven equations determine seven of the eight coefficients a1, b1, f1, λ1, a2, b2,
f2 and λ2, which is sufficient to later determine the source terms. We find two solutions,
which only differ in the signs of some of the terms,
a1 =
27
16
a30
b0
+
1
16
a0
λ0
(λ1 ∓ 1)− 3
64
F 20 a0λ
2
0
b0f 100
, (D.52)
b1 =
35
8
a20 −
7
8
b0
λ0
(λ1 ∓ 1) + 31
96
F 20 λ
2
0
f 100
, (D.53)
f1 = −63
16
a20f0
b0
+
3
16
f0
λ0
(λ1 ∓ 1) + 7
64
F 20 λ
2
0
b0f 90
, (D.54)
a2 = − 1
192
a0 − 1631
512
a50
b20
− 109
3072
F 20 a0λ0λ1
b0f 100
∓ 59
3072
F 20 a0λ0
b0f 100
− 3403
3072
F 20 a
3
0λ
2
0
b20f
10
0
− 15
512
a0
λ20
(λ1 ∓ 1)2 + 535
256
a30
b0λ0
(λ1 ∓ 1) + 2137
73728
F 40 a0λ
4
0
b20f
20
0
, (D.55)
b2 = −41
96
b0 +
14413
128
a40
b0
+
37
768
F 20 λ0λ1
f 100
± 359
768
F 20 λ0
f 100
+
4529
768
F 20 a
2
0λ
2
0
b0f 100
− 1351
64
a20
λ0
(λ1 ∓ 1) + 105
128
b0
λ20
(λ1 ∓ 1)2 − 2843
18432
F 40 λ
4
0
b0f 200
, (D.56)
f2 = − 1
64
f0 − 12327
512
a40f0
b20
+
19
3072
F 20 λ0λ1
b0f 90
∓ 11
3072
F 20 λ
2
0
b0f 90
+
1519
1024
F 20 a
2
0λ
2
0
b20f
9
0
+
567
256
a20f0
b0λ0
(λ1 ∓ 1)− 39
512
f0
λ20
(λ1 ∓ 1)2 − 869
24576
F 40 λ
4
0
b20f
19
0
, (D.57)
λ2 = − 1
12
λ0 − 511
4
a40λ0
b20
− 13
48
F 20 λ
2
0λ1
b0f 100
∓ 3
16
F 20 λ
2
0
b0f 100
− 35
24
F 20 a
2
0λ
3
0
b20f
10
0
+
91
4
a20λ1
b0
∓ 63
4
a20
b0
+
41
576
F 40 λ
5
0
b20f
20
0
. (D.58)
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We are thus left with the five free parameters a0, b0, f0, λ0 and λ1, one of which will be
fixed later by the charge of the source. One can check that the equations of motion are
solved at higher orders for suitable choices of the coefficients an, bn, fn and λn with n > 2
but do not yield additional constraints relating the free parameters a0, b0, f0, λ0 and λ1.
For convenience, we also state the expansion of α(θ) for the present boundary condition,
α(θ) =
λ(θ)
a(θ)7f(θ)3
=
λ0
a70f
3
0
± 1
a70f
3
0
θ +O(θ2). (D.59)
Thus, α′(0) > 0 for the solution with the upper sign and α′(0) < 0 for the solution with
the lower sign.
Boundary condition 4. We start by showing that, for this boundary condition, the
SLO terms in (3.46) have a structure involving four different scalings,
ζ =
1
16
√
42 +
11
336
√
42 ≈ 0.617, ξ = − 1
12
√
42 +
1
12
√
330 ≈ 0.974,
η =
1
6
√
42 ≈ 1.080, κ = 2, (D.60)
and integer multiples thereof such that
e−A(θ) = a0θA + a1θA+ζ + a2θA+ξ + a3θA+η + a4θA+2ζ + a5θA+ξ+ζ + a6θA+η+ζ
+ a7θ
A+3ζ + a8θ
A+2ξ + a9θ
A+κ + a10θ
A+η+ξ + a11θ
A+2η + . . . (D.61)
and accordingly for the other functions e−2B(θ), e−
1
4
φ(θ) and λ(θ). In order to determine
the source terms in the next section, we will only need the coefficients a3, b3, f3, λ3, a11,
b11, f11 and λ11.
Let us now suppose that the expansion of e−A(θ) yields an additional term aχθA+χ
with 0 < χ < 2η somewhere between the terms a0θ
A and a11θ
A+2η such that θA+χ does
not coincide with one of the orders that have already been written out. Introducing
analogous terms for the other functions e−2B(θ), e−
1
4
φ(θ) and λ(θ) and using the previously
found scalings
L = −
√
42
6
, A = −5
√
42
336
, B = 2−
√
42
8
, F = −
√
42
48
, (D.62)
we can evaluate (D.2), (D.4), (D.8) and (D.9) at order ∼ θχ, which yields
0 = 63F 20 a0bχf0λ
2
0 − 84F 20 a0b0f0λ0λχ + 294F 20 a0b0fχλ20 − 56
√
42χaχb
2
0f
11
0
+ 14
√
42χa0b
2
0f
10
0 fχ + 42a0b
2
0f
10
0 fχ − 7a0b0bχf 110 −
√
42χa0b0bχf
11
0
+ 84χ2a0b
2
0f
10
0 fχ − 252χ2aχb20f 110 , (D.63)
0 = (−7aχf0λ0 − 3a0fχλ0 + a0f0λχ)
(
6χ−
√
42
)
, (D.64)
0 = 16
√
42aχb0f0 − 168χaχb0f0 + 36χa0b0fχ − 2
√
42a0b0fχ + 3
√
42a0bχf0
− 18χa0bχf0, (D.65)
0 = 336χaχb0f0 + 140
√
42aχb0f0 + 14
√
42a0b0fχ + 84χa0b0fχ + 42χa0bχf0
+ 13
√
42a0bχf0. (D.66)
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For χ 6= − 1
12
√
42 + 1
12
√
330 and χ 6= 1
6
√
42 (which is true by assumption), this yields the
solution aχ = bχ = fχ = λχ = 0. Thus, we have shown that there are no additional terms
between a0θ
A and a11θ
A+2η other than those written out in (D.61) (and accordingly for
e−2B(θ), e−
1
4
φ(θ) and λ(θ)).
We can now compute the coefficients a3, b3, f3, λ3, a11, b11, f11 and λ11. The contri-
butions of (D.2), (D.8) and (D.9) at order ∼ θη give
0 = 42F 20 a0b0f3λ
2
0 + 34a0b
2
0f
10
0 f3 − 2a0b0b3f 110 − 98a3b20f 110 + 9F 20 a0b3f0λ20
− 12F 20 a0b0f0λ0λ3, (D.67)
0 = −3a3f0 + a0f3, (D.68)
0 = 7a0b0f3 + 49a3b0f0 + 5a0b3f0, (D.69)
while the other equations are identically satisfied. At order ∼ θ2η, (D.2), (D.4), (D.8)
and (D.9) yield
0 = 280a0a3b
2
0b3f
12
0 + 9a
2
0b0b
2
3f
12
0 − 12a20b20b11f 120 − 108a20b20b3f 110 f3
+ 192a20b
3
0f
10
0 f
2
3 − 45F 20 a20b23f 20λ20 + 336F 20 a20b20f0f3λ0λ3 + 1736a23b30f 120
− 48F 20 a20b20f 20λ0λ11 − 1568a0a3b30f 110 f3 − 252F 20 a20b0b3f0f3λ20
+ 168F 20 a
2
0b
2
0f0f11λ
2
0 + 24F
2
0 a
2
0b
2
0f
2
0 + 36F
2
0 a
2
0b0b11f
2
0λ
2
0 − 672F 20 a20b20f 23λ20
− 24F 20 a20b20f 20λ23 + 72F 20 a20b0b3f 20λ0λ3 − 1120a0a11b30f 120 + 360a20b30f 110 f11, (D.70)
0 = −98a0a3b0f 100 λ3 + 28a20b0f 100 λ11 − 196a0a11b0f 100 λ0 + 98a23b0f 100 λ0
+ 49a0a3b3f
10
0 λ0 − 7a20b3f 100 λ3 − 294a0a3b0f 90 f3λ0 − 84a20b0f 90 f11λ0
+ 21a20b3f
9
0 f3λ0 − 84a20b0f 80 f 23λ0 − 12F 20 a20λ0, (D.71)
0 = −1120a0a11b20f 100 + 952a23b20f 100 − 210a0a3b0b3f 100 − 84a20b0b11f 100
+ 35a20b
2
3f
10
0 + 280a
2
0b
2
0f
9
0 f11 − 1092a0a3b20f 90 f3 − 70a20b0b3f 90 f3
+ 476a20b
2
0f
8
0 f
2
3 + 24F
2
0 a
2
0b0, (D.72)
0 = −78a20b0b3f0f3 − 168a20b20f0f11 − 1008a0a11b20f 20 + 81a20b23f 20 − 84a20b20f 23
+ 1288a23b
2
0f
2
0 − 980a0a3b20f0f3 + 350a0a3b0b3f 20 − 108a20b0b11f 20 , (D.73)
and (D.5) gives
7 (7a3f0λ0 + 3a0f3λ0 − a0f0λ3)2 = 6a20b20f 20 . (D.74)
One can check that, if these equations are solved, all other equations are also satisfied
at this order. Note that there cannot be any interference with terms from other orders
in any of the above equations since this is not admitted by the numerical values (D.60)
(e. g. 2ζ 6= η, ζ + ξ 6= η, etc.). Solving the equations, we find
a3 =
3
8
F 20 a0λ0λ3
b0f 100
, b3 = −21
4
F 20 λ0λ3
f 100
, f3 =
9
8
F 20 λ0λ3
b0f 90
, λ3 = ±
√
42
7
,
a11 = −21
64
F 20 a0
b0f 100
, b11 =
141
16
F 20
f 100
, f11 = −387
448
F 20
b0f 90
, λ11 = 0, (D.75)
where λ0 = ±
√
b0f50√
3F0
as derived in the previous section.
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D.3 Determining the Sources
In order to determine the sources that are supported by the boundary conditions, we
have to consider the second derivative terms in the equations of motion. D6/D6-branes
couple to the RR potential C7, the dilaton and the metric. We therefore expect the
term dF2 in the F2 Bianchi identity (which is proportional to the second derivative of
α) to give the D6/D6-brane charge. The tension of the branes should be provided by
the second derivative of the dilaton φ in the dilaton equation and by second derivatives
of the warp factor A and the conformal factor B in the Einstein equations. In order to
simplify the calculation, it is convenient to rewrite the equations of motion (3.30), (3.32),
(3.33), (3.34) and (3.35) such that they have total derivative terms on the left-hand side
and a delta function with a constant coefficient on the right-hand side. This yields, up
to irrelevant terms,(
e−
3
2
φ−7A+B sin2 θ
(
e
3
4
φ+7Aλ
)′)′
= . . .+Qδ(θ), (D.76)(
e−
7
4
φ+B sin2 θ
(
eφ
)′)′
= . . .+
3
4
Tδ(θ), (D.77)(
e−
3
4
φ−16A+B sin2 θ
(
e16A
)′)′
= . . .+ Tδ(θ), (D.78)(
e−
3
4
φ−7A−B sin2 θ
(
e7A+2B
)′)′
= . . .− 7
16
Tδ(θ), (D.79)(
e−
3
4
φ sin2 θ
(
eB
)′)′
= . . .− 7
16
Tδ(θ). (D.80)
Integrating the equations, we find
e−
3
2
φ−7A+B sin2 θ
(
e
3
4
φ+7Aλ
)′
=
∫
. . . dθ +Q, (D.81)
e−
7
4
φ+B sin2 θ
(
eφ
)′
=
∫
. . . dθ +
3
4
T, (D.82)
e−
3
4
φ−16A+B sin2 θ
(
e16A
)′
=
∫
. . . dθ + T, (D.83)
e−
3
4
φ−7A−B sin2 θ
(
e7A+2B
)′
=
∫
. . . dθ − 7
16
T, (D.84)
e−
3
4
φ sin2 θ
(
eB
)′
=
∫
. . . dθ − 7
16
T. (D.85)
We can now substitute the expansion (3.46) and the results of the previous sections into
the left-hand sides of the equations and read off the constant terms in order to determine
Q and T . This yields the following results.
• Boundary condition 1. This boundary condition has L = A = B = F = 0 and
does not give rise to any sources,
Q = T = 0. (D.86)
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• Boundary condition 2. This boundary condition has L = 0, A = − 1
16
, B = 7
8
and F = − 3
16
and yields extremal sources,
Q =
λ0f
3
0√
b0
= ± f
3
0√
b0
, T =
f 30√
b0
. (D.87)
• Boundary condition 3. This boundary condition has L = −1, A = − 1
16
, B = 7
8
and F = − 3
16
and yields extremal sources at NLO. Using the NLO coefficients
derived in the previous section, we find
Q = ± f
3
0√
b0
, T =
f 30√
b0
. (D.88)
• Boundary condition 4. This boundary condition has L = −
√
42
6
, A = −5
√
42
336
,
B = 2 −
√
42
8
and F = −
√
42
48
and yields inconsistent sources. Using the SLO
coefficients derived in the previous section, we find
Q = ± f
3
0√
b0
, T =

1
3
√
14
3
f30√
b0
5
√
2
21
f30√
b0
96−11√42
21
f30√
b0
16−√42
7
f30√
b0
. (D.89)
• Boundary condition 5. This boundary condition has L = −
√
3
6
, A = −
√
3
24
,
B = 2− 3
√
3
4
and F =
√
3
24
. Since the LO terms in (D.81) to (D.85) have a positive
power of θ for this boundary condition, there cannot be any SLO terms that are
constant, and so
Q = T = 0. (D.90)
D.4 Non-compact Setup
Here, we state the NLO and NNLO coefficients of boundary condition 3 that are required
in the discussion of the non-compact setup in Section 3.4. The calculation of the boundary
conditions in the non-compact case is analogous to the one detailed in the previous
sections and yields the same results at LO. The only difference is that the curvature
terms have to be discarded and sin2 θ has to be replaced by r2 in the equations of motion
(3.30), (3.32), (3.33), (3.34) and (3.35), which modifies some of the SLO coefficients. We
therefore only state the result here. For the NLO coefficients, we obtain
a1 =
1
16
a0
λ0
(λ1 ∓ 1)− 3
64
F 20 a0λ
2
0
b0f 100
, b1 = −7
8
b0
λ0
(λ1 ∓ 1)− 31
96
F 20 λ
2
0
f 100
,
f1 =
3
16
f0
λ0
(λ1 ∓ 1) + 7
64
F 20 λ
2
0
b0f 90
, (D.91)
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where the solution with the upper sign has α′(0) > 0 and the one with the lower sign has
α′(0) < 0. We also need one particular combination of the NNLO coefficients,
λ2
λ0
− 7a2
a0
− 3f2
f0
= ±1
4
b1
b0λ0
+
7
2
a1λ1
a0λ0
− 7
2
a21
a20
+ 3
f 21
f 20
+
21
2
a1f1
a0f0
, (D.92)
which is not modified as compared to the compact case. The other higher order coeffi-
cients are not relevant for the computation carried out in Section 3.4.
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E The Cosmological Constant as a Sum of Source
Terms
Here, we present an alternative derivation of the main result (4.48) of Chapter 4, which
only uses the equations of motion instead of directly exploiting the scaling symmetries.
We first consider the Bianchi identity (4.14) for the internal RR field strength F int8−p and
multiply by σ(Cextp+1),
0 = −(−1)p σ(Cextp+1) ∧
(
dF int8−p −H ∧ F int6−p + j9−p
)
= d
[
σ(Cextp+1) ∧ F int8−p
]
+ (−1)p σ(dCextp+1 −H ∧ Cextp−1) ∧ F int8−p
+ (−1)p σ(H ∧ Cextp−1) ∧ F int8−p + (−1)p σ(Cextp+1) ∧H ∧ F int6−p − (−1)p σ(Cextp+1) ∧ j9−p
= d
[
σ(Cextp+1) ∧ F int8−p
]
+ (−1)p σ 〈F ext − eB ∧ F b〉
p+2
∧ F int8−p
− (−1)p σ(F int8−p) ∧H ∧ Cextp−1 + (−1)p σ(F int6−p) ∧H ∧ Cextp+1 + (−1)p σ(j9−p) ∧ Cextp+1
= d
[
σ(Cextp+1) ∧ F int8−p
]− ?10 ep−32 φ|F int8−p|2 + 〈eB ∧ F b〉p+2 ∧ σ(F int8−p)
−H ∧ Cextp−1 ∧ σ(F int8−p) +H ∧ Cextp+1 ∧ σ(F int6−p)− Cextp+1 ∧ σ(j9−p). (E.1)
Multiplying the H equation (4.15) by B and using the duality relations (4.4) yields
0 = 2B ∧ d (e−φ ?10 H)− (−1)p 〈B ∧ σ(F ) ∧ F 〉10
= 2B ∧ d (e−φ ?10 H)− 2(−1)p 〈B ∧ σ(F int) ∧ F ext〉10
= 2d
〈
e−φB ∧ ?10H −B ∧ σ(F int) ∧ Cext
〉
9
− 2(H −Hb) ∧ (e−φ ?10 H)
+ 2
〈
(d +H∧)(B ∧ σ(F int)) ∧ Cext − (−1)pB ∧ σ(F int) ∧ eB ∧ F b〉
10
= 2d
〈
e−φB ∧ ?10H −B ∧ σ(F int) ∧ Cext
〉
9
− 2(H −Hb) ∧ (e−φ ?10 H
− 〈σ(F int) ∧ Cext〉
7
)− 2 〈−B ∧ Cext ∧ σ(j) + eB ∧ F b ∧B ∧ σ(F int)〉
10
. (E.2)
Note that F int6 does not contribute to any term in above equation since F
int is everywhere
multiplied by eitherB orH, which must both be purely internal in a maximally symmetric
compactification to d ≥ 4 dimensions. We now take the combination (1 + p−3
2
c
)
times
(E.1) plus c
2
times (E.2) and sum over p. Substituting the definition of j from Section
4.1, this yields
0 =
∑
3≤p
(
1 +
p− 3
2
c
)(
− ?10 e
p−3
2
φ|F int8−p|2 − Cextp+1 ∧ σ(j9−p)
)
+ c
〈
?10 e
−φ|H|2 +B ∧ Cext ∧ σ(j)〉
10
− Σ(c) + total derivatives
=
∑
3≤p
(
1 +
p− 3
2
c
)(
− ?10 e
p−3
2
φ|F int8−p|2 − S(p)CS
)
+ c ?10 e
−φ|H|2 − Σ(c) + total derivatives, (E.3)
where c is a free parameter. We also introduced the shorthand
Σ(c) = −
∑
2≤p
(
1 +
p− 3
2
c
)
F bp+2 ∧ 〈eB ∧ σ(F int)〉8−p +
(
1− 1
2
c
)
F b4 ∧ σ(F int6 )
− cHb ∧ (e−φ ?10 H − 〈σ(F int) ∧ Cext〉7) , (E.4)
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where we have combined all terms that depend on background fluxes to simplify our
notation.
The trace of the external components of the (trace-reversed) Einstein equation reads
4
d
Rd = −1
2
e−φ|H|2 +
∑
3≤p
p− 7
4
(
e
p−3
2
φ|F int8−p|2 ± µpe
p−3
4
φδ(Σ)
)
+
5
4
eφ/2|F ext4 |2, (E.5)
where the upper sign is for D-branes and the lower sign for O-planes and we have used
|F ext5 |2 = −|F int5 |2 to rewrite the spacetime-filling part of |F5|2. Note that spacetime-
filling F4 flux can only be present for d = 4 in type IIA supergravity, while F5 flux can
be present for d = 4 or d = 5 in type IIB supergravity.
The dilaton equation reads
0 = −∇2φ− 1
2
e−φ|H|2 +
∑
3≤p
p− 3
4
(
e
p−3
2
φ|F int8−p|2 ± µpe
p−3
4
φδ(Σ)
)
+
1
4
eφ/2|F ext4 |2. (E.6)
Combining (E.5) and (E.6), we find
4
d
Rd = c e
−φ|H|2 +
∑
3≤p
(
1 +
p− 3
2
c
)(
−e
p−3
2
φ|F int8−p|2 ∓ µpe
p−3
4
φδ(Σ)
)
+
(
1− c
2
)
eφ/2|F ext4 |2 + total derivatives. (E.7)
Finally, we can combine (E.7) with (E.3) to get
4
d
?10 Rd =
∑
3≤p
(
1 +
p− 3
2
c
)(
∓ ?10 µp e
p−3
4
φδ(Σ) + S
(p)
CS
)
+ F(c)
+ total derivatives, (E.8)
where we defined
F(c) = Σ(c)−
(
1− c
2
)
F b4 ∧ σ(F int6 ) (E.9)
and used eφ/2 ?10 F
ext
4 = −σ(F int6 ), which follows from the duality relations (4.4). Inte-
grating over the ten-dimensional spacetime and using (4.11), we obtain
8vV
d− 2Λ =
∑
p
(
1 +
p− 3
2
c
)[
S
(p)
DBI + S
(p)
CS
]
+
∫
F(c), (E.10)
with the volume factors v and V defined as in (4.13).
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