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The different approaches are used for comparing histograms. Probabilistic approach is one of the most popular. 
Some numerical characteristics of random variables associated with histograms are compared in this approach. 
Another approach is based on the use of ranking methods of income distribution in the theory of social choice6. 
Histograms income has the form 1 1( , ) ( )n ni ii iU i u u= == = , where 1 2 ... nu u u≤ ≤ ≤  in this case. These histograms are 
compared with help of welfare functions ( )W U  that satisfy the conditions of symmetry, monotonicity, concavity, 
etc. This approach is equivalent to ranking of ordered ascending vectors if the dimensions of vector-histograms are 
the same. The methods of the importance of criteria can be used in this case10, or social threshold aggregations11, etc. 
A third approach to ranking histograms associated with the using the tools of comparison of fuzzy numbers. The 
fuzzy set (fuzzy number in the particular case) ( , )i i i IU x u ∈=  is associated with each histogram in this case12 with 
the membership function ( )i i IU u ∈=  defined on the universal set ( )i i IX x ∈= . The methods of comparison of fuzzy 
numbers can be used in this case13,14,15. Overview and analysis of the main approaches of comparing histograms are 
given in9. 
The compare histograms can be defined with some degree of imprecision. The nature of these imprecision may 
be different. For example, the uncertainty can be probabilistic character when compared histograms as the results of 
experiments. The imprecision may be the result of deliberate distortion of data by comparing the distributions of 
income in the theory of collective choice. Analysis (including comparison) histogram of distribution of polling 
stations or votes of voters on turnout and on percent of voting for different candidates (parties) is discussed in the 
course of election campaigns. Such histograms may also be skewed by falsification or, more generally, as a result of 
the data manipulation. The filling gap in incomplete data is another type of distortion. 
Thus we have following questions. Can a distortion change the comparison of histograms by definite method to the 
opposite? What distortion does not change the result of the comparison? 
The purpose of this paper is to obtain answers to these questions. In this paper we will analyze the stability to the 
distortion of some of the most popular probabilistic methods of comparing histograms. 
2. Basic definitions and notation 
A pair ( , )i i i IU x u ∈=  of two ordered sets of numbers will be understood under the histogram in this work, where 
( )i i Ix ∈  is an ordered ascending vector different arguments of histogram (i.e. 1i ix x +< , i I∈ ), ( )i i Iu ∈  is a vector of 
nonnegative values of histogram, I  is a some index set. 
We must define the total preorder relation R  (reflexive, complete and transitive relation) on the set of histograms 
{ }U=- . If histograms U  and V  are in the relation R  (i.e. ( , )U V R∈ )) then we will denote this through U V;  
and we will read that «U  is greater than V ». If U V;  and V U;  then we will these histograms by equal ad we 
will denote by U V . 
We will also assume that the relation R  should be in accord with the condition of ordering arguments histograms 
ascending their importance: if ( , )i iU x u′ ′= , ( , )i iU x u′′ ′′=  be two histograms for which i iu u′ ′′=  for all ,i k l≠  and 
0l l k ku u u u′ ′′ ′′ ′− = − ≥  then U U′′ ′;  for k l>  and U U′ ′′;  for k l< . 
Without loss of generality we can assume that the compared histograms are "aligned on the number of columns", 
i.e. if ( , )U i iiU x u=  and ( , )V i iiV x u=  be two histograms then { } { }U Vi I i Ii ix x∈ ∈= . Indeed, the sets of arguments of 
histograms { }U UiX x=  and { }V ViX x=  are combined: ( ) ( ) { }U V iX X X x= ∪ =  and the some procedure for filling 
data gaps is applied. Thus, we assume below that all histograms are of the form ( , ) ( )i i i I i i IU x u u∈ ∈= = . 
3. Probabilistic indices pairwise comparison 
Let ( , )i i i IU x u ∈=  and ( , )j j j IV x v ∈=  be two histograms, 0iu ≥ , 0jv ≥  for all ,i j I∈ , I  be a some index set.  
We consider a numerical index ( , )r U V  of pairwise comparison of histograms U  and V  in 2- . We will assume 
that index ( , )r U V  is coordinated with the condition of ordering arguments histograms ascending their importance: 
if ( , )i iU x u= , ( , )i iV x v=  be two histograms for which i iu v=  for all ,i k l≠  and 0l l k ku v v u− = − ≥  then 
( , ) 0r U V ≥  for k l>  and ( , ) 0r U V ≤  for k l< . Hence, in particular it follows that ( , ) 0r U U = .  
If the index ( , )r U V  is given with help of some utility function ( )F U  as ( , ) ( ) ( )r U V F U F V= −  then U V ⇔;  
( , ) ( , )r U V r V U≥ ⇔  ( , ) ( , ) ( , ) 0r U V r U V r V UΔ = − ≥  will be total preorder relation. In general case the sign of 
differential index of comparison ( , ) ( , ) ( , )r U V r U V r V UΔ = −  cannot assign a transitive relation.  
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We give examples of indices pairwise comparison of histograms-probability distributions. In this case we assume 
that ( , )i i i IU x u ∈=  and ( , )j j j IV x v ∈=  are random variables taking values { }i i Ix ∈  with probabilities { }i i Iu ∈  and 
( )j j Iv ∈  accordingly.  
 
1. Let U V;  if [ ] [ ]ȿ U E V≥  (comparison of mathematical expectations). In general U V;  if 
[ ( )] [ ( )]ȿ f U E f V≥  where f  is some function (utility function). We normalize this index that it accepts values in 
the interval [0,1]: 0 min[ ] ( [ ] )ȿ U ȿ U x x= − Δ , where max minx x xΔ = − . Notice that 0 0[ ] [ ]ȿ U ȿ U= , where 
0
0 ( , )i i IiU x u ∈= , 0 min( ) [0,1]iix x x x= − Δ ∈  for all i I∈ . The corresponding differential comparison index is 
denoted by 0 0( , ) [ ] [ ]E U V E U E VΔ = − = ( [ ] [ ])E U E V x− Δ . 
 
2. Let U V;  if ( ) ( )U VF x F x≤  for all x ∈\ , where  
:
( )
i
U ii x xF x u<=¦  
is distribution function of random variable U . The opposite inequality in comparison is explained by condition of 
conformity of comparison with ordering of arguments of comparing histograms by ascending importance. This is the 
principle of stochastic dominance of the 1st order, which is used, for example, in the risk theory16. The approach 
based on the application of the principle of stochastic dominance to widely used in microeconomics demand curves, 
has been implemented in the8 for comparison of educational programs on the USE results of enrolled students. 
The corresponding differential comparison index is denoted by ( , ) inf{ ( ) ( ) : }F U VU V F x F x xΔ = − ∈\ . Notice 
that ( ) ( ) 0U VF x F x− =  for all 1x x≤  or nx x>  if 1( , )ni i iU x u ==  and 1( , )nj j jV x v ==  are two random variables. We 
will consider the index 1inf{ ( ) ( ) : ( , ]}U V nF x F x x x x− ∈  instead of differential comparison index 
( , ) inf{ ( ) ( ) : }F U VU V F x F x xΔ = − ∈\  because the conditions of conservation of sign of difference ( ) ( )U VF x F x−  
are interesting for us. We will denote this index by ( , )F U VΔ  also. Notice that index ( , )F U VΔ  is defined not on 
the entire set 2- . 
 
3. Let U V;  if { } { }P U V P U V≥ ≥ ≤ . Such approach of comparison considered, for example, in17. If we 
assume that the random variables ( , )i i i IU x u ∈=  and ( , )j j j IV x v ∈=  are independent then 
( , ):
{ }
i j
i j
i j x x
P U V u v
≥
≥ = ¦ . 
The corresponding differential comparison index is denoted by ( , )P U VΔ = { } { }P U V P U V≥ − ≤ . 
Notice that the inequality ( , ) 0P U VΔ ≥  does not specify a transitive relation, as can be seen from the following 
example. However, the probability of nontransitive triples of histograms for uniform generation is very small as 
shown by numerical simulation. 
Example 1. Let 4 1( )i iU u == , 1 0.23u = , 2 0.72u = , 3 0.04u = , 4 0.01u = ; 4 1( )i iV v == , 1 0.62v = , 2 0.01v = , 
3 0.12v = , 4 0.25v = ; 4 1( )i iW w == , 1 0.45w = , 2 0.2w = , 3 0.3w = , 4 0.05w = . Then ( , ) 0.064 0P U VΔ = ≥ , 
( , ) 0.051 0P V WΔ = ≥ , but ( , ) 0.028 0P U WΔ = − < . 
Other probabilistic indices comparisons considered in the theory and in practice also. The following inclusion 
index is considered in18: { }U Vβψ ⊆ = { }( ) | ( )UP V Uβ β , ( ) { : ( ) }UU x F xβ β= < . Then U V;  if 
{ } { }U V V Uβ βψ ψ⊆ ≥ ⊆ . If ( ) ( )U VF x F x≥  for all x ∈\  then { } 1U Vβψ ⊆ =  for any [0,1]β ∈  and U V; . 
Thus the concept of stochastic dominance has been generalized by the index inclusion. 
4. Distortion of histograms 
Suppose that we have two "distorted" histograms ( , )i i i IU x u ∈=   and ( , )j j j IV x v ∈=   instead compared 
histograms ( , )i i i IU x u ∈=  and ( , )j j j IV x v ∈= . There are different reasons for distortion histograms. It may be 
intentional manipulation by histogram data. It may be the result of random factors. It may be the result of the 
processing procedures of histogram (smoothing, reduction to the unimodal form, etc.). Therefore the description of 
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uncertainty of histogram may be different. For example, this uncertainty may have an interval or stochastic or fuzzy 
character, etc. 
We consider the interval distortion (noise) histograms below. Let ( , )i i i IU x u ∈=  is a “ideal” histogram and 
( , )i i i IU x u ∈=   is an interval distortion of U : 
i i iu u h= + , i I∈ , where 0ii I h∈ =¦  and i ih uα≤ , i I∈ , where [0,1]α ∈ . 
The value α  characterize the threshold of distortion (noise) in the sense that variation of i  column of histogram 
may not be more 100 %α⋅ . We will call such a noisy by Į-noising. We denote by ( )N Uα  the class of all Į-noising 
histogram ( , )i i i IU x u ∈= , i.e. 
{ }( ) ( ) : 0, ,i i I i i ii IN U H h h h u i Iα α∈ ∈= = = ≤ ∈¦ . (1) 
Suppose that ( , ) 0r U VΔ ≥ . The main question that is studied in this paper consists in following. In what case we 
have ( , ) 0r U VΔ ≥   for all ( )H N Uα∈  and ( )G N Vβ∈ ? By other words, when the comparison of histograms will 
not changed after Į-noising of histogram ( , )i i i IU x u ∈=  and ȕ-noising of histogram ( , )j j j IV x v ∈= ? 
We obtain the necessary and sufficient conditions for the conservation of comparison in the case of described 
interval noising for different types of comparisons. 
5. The conservation conditions of comparison of histograms 
5.1. The conservation conditions of comparison of histograms with respect to EΔ  index 
We consider the value  
{ }0 1sup : ( ) ( )U i i i Iii I x h h N U∈∈= ∈¦   (2) 
for histogram ( , )i i i IU x u ∈= , where 1( )N U  is a set of the type (1) with 1α = . We note the following properties of 
the value U . 
Lemma 1. The estimation { }00 min [ ],0.5U E U≤ ≤  is true and inequalities are accurate. 
Lemma 2. The equality  
0
0
1
0 0
1
sn
U s s s s s s
s s s
x u a x u b
−
= =
= −¦ ¦  
is true for histogram 1( , )ni i iU x u == , where  
01 ... 0n sa a≥ ≥ ≥ ≥ , 01 11 ... 0sb b −≥ ≥ ≥ ≥ , 
0
0
1
1
n s
s s s ss s s
u a u b−
= =
=¦ ¦  
and the index 0s  satisfies to inequality 0 01 Us m s− < ≤ , where Um  is a median of distribution of U . 
Proposition 1. Let ( , )i i i i IU x u h ∈= + , ( , )j j j i IV x v g ∈= +  be a Į- and ȕ-noising of histograms 1( , )ni i iU x u ==  
and 1( , )nj j jV x v ==  correspondingly. Then we have ( , ) 0E U VΔ ≥   for all ( ) ( )i i Ih N Uα∈ ∈  and ( ) ( )i i Ig N Vβ∈ ∈ , 
, [0,1]α β ∈  iff 
( , )E U VU V α βΔ ≥ +  . 
Let { }0min [ ],0.5U E U= . Then following corollary follows from Lemma 1. 
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Corollary 1. If we have 
( , )E U VU V α βΔ ≥ +  , 
then inequality ( , ) 0E U VΔ ≥   is true for all ( ) ( )i i Ih N Uα∈ ∈  and ( ) ( )i i Ig N Vβ∈ ∈ . 
5.2. The conservation conditions of comparison of histograms with respect to FΔ  index 
The similar conditions of conservation of sign of comparison can be obtained for differential index ( , )F U VΔ . 
We introduce the function 
{ }1:( ) sup : ( ) ( )iU i i i Ii x xx h h N U∈<= ∈¦ ,  (3) 
where 1( )N U  is a set of type (1) with 1α = .  
Lemma 3. { }( ) min ( ),1 ( )U U Ux F x F x= −  for all x ∈\ . 
Proposition 2. Let ( , )i i i i IU x u h ∈= + , ( , )j j j i IV x v g ∈= +  be a Į- and ȕ-noising of histograms ( , )i i i IU x u ∈=  
and ( , )j j i IV x v ∈=  correspondingly. Then we have ( , ) 0F U VΔ ≥   for all ( ) ( )i i Ih N Uα∈ ∈  and ( ) ( )i i Ig N Vβ∈ ∈ , 
, [0,1]α β ∈  iff  
( ) ( ) ( ) ( )U V U VF x F x x xα β− ≥ +   for all x ∈\ . (4) 
Corollary 2. The inequality ( , ) 0F U VΔ ≥   is true for all ( ) ( )i i Ih N Uα∈ ∈  and ( ) ( )i i Ig N Vβ∈ ∈  iff  
( ) ( )0 sup 1( ) ( )
U V
U Vx
x x
F x F x
α β+≤ ≤
−
 
 
(we believe that the fraction is equal to zero if its numerator and denominator are equal to zero). 
Corollary 3. If  
{ }( , ) sup ( ) ( )F U V
x
U V x xα βΔ ≥ +   
then inequality ( , ) 0F U VΔ ≥   is true for all ( ) ( )i i Ih N Uα∈ ∈  and ( ) ( )i i Ig N Vβ∈ ∈ . 
5.3. The conservation conditions of comparison of histograms with respect to PΔ  index 
The following conditions of sign conservation are valid for differential comparison index ( , )P U VΔ . 
Proposition 3. Let ( , )i i i i IU x u h ∈= + , ( , )j j j j IV x v g ∈= +  ௅ Į- and ȕ-noising of histograms ( , )i i i IU x u ∈=  and 
( , )j j j IV x v ∈=  correspondingly. Then we have ( , ) 0P U VΔ ≥   for all ( ) ( )i i Ih N Uα∈ ∈  and ( ) ( )i i Ig N Vβ∈ ∈ , 
, [0,1]α β ∈  iff  
,
( , ) ( , )P U V U Vα βηΔ ≥ Δ , 
where 
( ),
( ) ( ), ( , ):( ) ( )
( , ) sup
i i i j
i i
i j i j i j j i j i j i
h N U i j x x
g N V
U V u g h v h g u g h v h g
α
β
α βη
∈ <
∈
Δ = + + − − −¦ . (5) 
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Corollary 4. If 
{ }( )( , ) 11P U V P V Uα βαβ+Δ ≥ + =+ ,  (6) 
then inequality ( , ) 0P U VΔ ≥   is true for all ( ) ( )i i IH h N Uα∈= ∈  and ( ) ( )i i IG g N Vβ∈= ∈ . 
Corollary 5. If 
( , )P U VΔ ≥ 1
α β αβ
α β αβ
+ +
+ + +
,  (7) 
then inequality ( , ) 0P U VΔ ≥   for all ( ) ( )i i IH h N Uα∈= ∈  and ( ) ( )i i IG g N Vβ∈= ∈ . 
Remark. It is easy to show that 
 
1 11
α β αβ αβ
α β αβ α β
+ + +
⋅ <
+ + + +
 for all , (0,1]α β ∈ . 
Therefore the right side in (6) is not less than the right side of (7). Consequently, the condition (7) gives weaker 
restrictions on noising of histograms which preserve their comparison relative differential index ( , )P U VΔ . 
6. Comparison of the sets of admissible noising 
We consider the set of all those Į- and ȕ-noising of histograms U  and V  correspondingly that preserve the 
histogram comparison with respect to given index ( , )r U VΔ  on condition that it equal 0c > : 
{ }( , ) ( , ) : ( , ) , ( , ) 0 ( ), ( )cr r rU V U V c U V H N U G N Vα βα βΩ = Δ = Δ ≥ ∀ ∈ ∈  . 
This set is called the set of admissible noising histograms U  and V  for given comparison ( , )r U V cΔ = . It is 
easy to see that the set ( , )cr U VΩ  is a star domain (or star-convex set, star-shaped or radially convex set)19 with star 
center the origin, i.e. if 0 0( , ) ( , )cr U Vα β ∈Ω  then 0 0( , ) ( , )crt t U Vα β ∈Ω  for all [0,1]t ∈ . It is known19 that ray 
function ( , )cr α βΦ  (i.e. continuous, non-negative and homogeneous: ( , ) ( , )c cr rt t tα β α βΦ = Φ  for all 0t ≥ ) may be 
set in bijective correspondence to star-convex set with center at the origin such that 
{ }( , ) ( , ) : 0, 0, ( , ) 1c cr rU V α β α β α βΩ = ≥ ≥ Φ ≤ . 
The functions ( , )cE α βΦ , ( , )cF α βΦ  and ( , )cP α βΦ  of sets of admissible noising for indices ( , )E U VΔ , 
( , )F U VΔ  and ( , )P U VΔ  correspondingly will be equal 
( )1( , )c U VE cα β α βΦ = +  , ( ) ( )( , ) sup ( ) ( )U VcF U Vx
x x
F x F x
α β
α β +­ ½Φ = ® ¾
−¯ ¿
 
, 
1
,( , ) ( , )cP c U Vα βα β ηΦ = Δ  
as follows from the Proposition 1-3. 
In general the function ( , )cF α βΦ  is a piecewise linear in the case of discrete distributions. However we can 
specify the wide class of pairs of distributions for which the function is linear. We describe this class. 
Let U  and V  be two random variables with distribution functions UF  and VF   respectively, Um  and Vm  be a 
medians of corresponding distributions. Notice that U Vm m≤  if ( ) ( )U VF x F x≥  for all x ∈\ . We denote 
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,
( ) ( )( ) ( ) ( )
U V
U V
x x
x
F x F xα β
α βϕ +=
−
 
. 
Lemma 4. Let ( ) ( )U VF x F x≥  for all x ∈\  and distribution functions UF  and VF  satisfy a conditions: 
a) ( ) 2 ( ) ( )V U V UF x F x F m≤  for all Ux m≤ ; 
b) ( )( )1 ( ) 2 1 ( ) 1 ( )U V U VF x F x F m− ≤ − −  for all Vx m≥ ; 
c) inequality a) or b) is performed in the interval ( , )U Vm m . 
Then 
, ,
( , ) max{ ( ), ( )}c U VF m mα β α βα β ϕ ϕΦ =  and besides 
( )( )
1
, 4
1
, 4
( ) if ( ) ( ) ,
( , )
( ) if 1 ( ) 1 ( ) .
U U V V U
c
F
V U V V U
m F m F m
m F m F m
α β
α β
ϕ
α β
ϕ
­ ≥°Φ = ®
− − ≥°¯
 (8) 
If 
( )( )
1
4
1
4
( ) ( ) ,
1 ( ) 1 ( ) ,
U V V U
U V V U
F m F m
F m F m
­ <°®
− − <°¯
  (9) 
then 
( )( )
1
4
, 1
4
,
( ) ( )( ) if ,
1 ( ) 1 ( )( , )
( ) otherwise.
U V V U
Uc
U V V UF
V
F m F m
m
F m F m
m
α β
α β
ϕ α β
α β
ϕ
­ −
<°
− − −Φ = ®°¯
 (10) 
 
Notice that ( ) ( ) 0.25U V V UF m F m ≥  if ( )( )1 ( ) 1 ( ) 0.25U V V UF m F m− − ≤  and on the contrary. Therefore the other 
cases of signs are excluded than described in Lemma 4 by inequalities (8) and (9). 
The condition (9) is true if the values ( )U VF m  and ( )V UF m  are approximately symmetrical with respect to 0.5 . 
The function ( , )cF α βΦ  consists of two linear functions in this case. The function ( , )cF α βΦ  is linear function if the 
values ( )U VF m  and ( )V UF m  are located "strongly asymmetric" with respect to 0.5 . 
We introduce the following notion for numerical measuring the degree of stability of the comparison to the Į-
noising. We call the comparison ( , )r U V  of histograms U  and V  with ( , ) 0r U V c= >  by į-stable to Į-noising if 
{ }max ( , ) : ( , ) 1crkδ α β α β= Φ ≤ , 
where ( , )k α β  is a some criterial function, which may be equal to 
1
1 2( , ) ( )k α β α β= + , 2 ( , ) min{ , }k α β α β= . 
By other words, į-stability characterizes the maximal level of noising of histograms for which the sign of 
comparison histograms will not change. We denote the value of į-stability of comparison of histograms ( , )r U V  
relatively criterial function ik  through ( ) ( , )ir U Vδ . In particular, it is easy to see that 
(1) ( , ) 2min{ , }E U V
cU Vδ =   , 
(2) ( , )E
U V
cU Vδ =
+  . 
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Example 2. We consider the comparison of the two histograms of USE applicants admitted in 2012 on a 
specialty "Economy" and only on the competitive set in Moscow State Institute of the International Relations 
(MGIMO, the histogram U ) and Moscow State University (MSU, the histogram V ). The histograms of these 
universities are given in Fig 1. 
 
Fig. 1. The histograms USE applicants admitted in 2012 on a specialty "Economy" in Moscow State Institute of the International Relations (dark 
color) and Moscow State University (light color). 
The normalized expectations have values 0[ ] 0.732E U =  and 0[ ] 0.669E V =  for these histograms; the differential 
index of comparison with respect to expectations is equal 0 0( , ) [ ] [ ] 0.063E U V E U E VΔ = − = ; the differential index 
of comparisons with respect to distribution functions is equal ( )
1( , ]
( , ) inf ( ) ( ) 0.0031
n
F V U
x x x
V U F x F x
∈
Δ = − = ; we have 
probabilities { } 0.684P U V≥ = , { } 0.434P U V≤ =  and the differential index of comparisons with respect to 
probabilities is equal ( , )P U VΔ = { } { } 0.25P U V P U V≥ − ≤ = . Graphs of functions ( , ) 1cE α βΦ =  for 
( , ) 0.063Ec U V= Δ = , ( , ) 1cF α βΦ =  for ( , ) 0.0031Fc V U= Δ =  and ( , ) 1cP α βΦ =  for ( , ) 0.25Pc U V= Δ =  are 
given in Fig 2.  
Notice that ( ) ( ) 0.415 0.801 0.332 0.25U V V UF m F m = ⋅ = ≥ . Therefore the function ( , ) 1cF α βΦ =  is linear 
function and 
,
( , ) ( )c UF mα βα β ϕΦ =  according to (8). 
   
a)                                                             b)                                                          c) 
Fig. 2. Graphs of functions: a) ( , ) 1cE α βΦ = ; b) ( , ) 1cF α βΦ = ; c) ( , ) 1cP α βΦ = . 
Then we have following values of į-stability of comparisons of histograms with respect to: 
a) expectations: (1) ( , ) 0.375E U Vδ = , (2) ( , ) 0.351E U Vδ = ; 
b) distribution functions: (1) ( , ) 0.001989F U Vδ = ; (2) ( , ) 0.001788F U Vδ = ; 
c) probabilities: (1) ( , ) 0.306P U Vδ = , (2) ( , ) 0.254P U Vδ = . 
Thus the comparisons with respect to expectation shows the greatest stability (at the level of 35-40%). The 
comparisons with probability slightly worse than the first comparison (25-30%). The comparison using the 
distribution function has the lowest stability (0.15-0.20%). 
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β
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7. Conclusion 
The necessary and sufficient conditions on the distortion level of histograms, under which the result of the 
comparison of histograms by probabilistic methods will not change, were found in this paper. 
It was clear a priori that "integral" methods of comparison, such as the method of comparing expectations, 
method comparisons of probability of inequalities are more preferred than pointwise comparison methods, such as 
stochastic dominance. These assumptions were confirmed by the results of investigations and accurate theoretical 
estimates of possible values of distortion histograms in which the comparison result will not change, were obtained. 
The found conditions invariability of comparing histograms can be used to estimate the reliability of results of 
different rankings, data processing, etc., in terms of different types of uncertainty: stochastic uncertainty, the 
uncertainty associated with the distortion of the data in filling data gaps, etc. 
The further research in the direction of estimating of stability of comparisons can be associated with the 
investigation of other comparison methods (including methods of comparison of fuzzy numbers as a most popular 
and important applications) and with different descriptions of uncertainty. 
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