In this paper, a hybrid algorithm based on the Multiple Offspring Sampling framework is presented and benchmarked on the BBOB-2010 noisy testbed. MOS allows the seamless combination of multiple metaheuristics in a hybrid algorithm capable of dynamically adjusting the participation of each of the composing algorithms. The experimental results show a good performance on functions with moderate noise. However, on functions with severe noise the results deteriorate, which suggests that further research should be conducted to find more adequate control mechanisms for these types of functions.
INTRODUCTION
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(High-level Relay Hybrid) approach (according to Talbi's taxonomy [8] ) where the number of evaluations that each algorithm can carry out is dynamically adjusted according to their current performance. In this type of algorithms, two metaheuristics are executed in sequence, one after the other. For this paper, the IPOP-CMA-ES [1] and the DE algorithm [7] have been combined within this framework in a multistart strategy on 30 different functions. This algorithm is the same as the one presented in a complementary paper of the same proceedings [6] .
ALGORITHM AND PARAMETERS
The algorithm and all parameters are described in the similar work on the Noiseless Testbed [6] . Due to the lack of time to do a proper parameter tuning on the noisy testbed, all the parameters values were kept the same as for the noiseless testbed.
RESULTS
Results from experiments according to [3] on the benchmark functions given in [2, 4] are presented in Figures 1, 2  and 3 and in Tables 1, 2 and 3. The overall results in the noisy testbed are not as satisfactory as in the case of the noiseless one [6] in terms of achieved precision and scalability. The hybrid algorithm here presented is able to solve 30, 27, 25, 19, 16 and 10 functions out of 30 in 2, 3, 5, 10, 20 and 40 dimensions, respectively. It seems that the noise added to the functions makes the performance of the algorithm deteriorate as the number of dimensions increases. This effect is more pronounced in the case of those functions with severe noise than in those with a moderate noise.
Compared with the individual use of its composing algorithms, the DE seems not to be of much help in this type of functions. Fortunately, the regulatory mechanisms of the MOS framework are able to detect this behavior and minimize the participation of the DE technique. As a consequence of this, the overall behavior of the hybrid algorithm is quite similar to that exhibited by the CMA-ES when used individually, though it presents small variations for some groups of dimensions: in 2, 3 and 40 dimensions it seems to have a better performance, whereas IPOP-CMA-ES seems to be slightly better in the rest of the dimensions (5, 10 and 20). Gauss   +1  +0  -1  -2  -3  -5  -8  2 3  5  10  20  40  0   1   2   3   4   5   6   7 104 Rosenbrock moderate Gauss   2  3  5  10  20  40  0   1   2   3   4   5   6   7   8   9   107 Sphere Gauss   2  3  5  10  20  40  0   1   2   3   4   5   6   7   8  1   110 Rosenbrock Gauss   2  3  5  10  20  40   0   1   2   3   4   5   6   7   14   4 113
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CONCLUSIONS
In this paper a hybrid algorithm combining Differential Evolution and IPOP-CMA-ES has been benchmarked on the BBOB-2010 noisy testbed. The experimental results show a good performance on functions with a moderate noise. On the other hand, functions with severe noise seem to be harder to solve with this algorithm. A more thorough study on the control mechanisms, specially those related to the detection of the stagnation and the restart of the search process, should be conducted on these functions. The selection of the parameter values was done based on the similar work of the noiseless testbed. Therefore, the proposed algorithm should also benefit of a proper parameter tuning process. Finally, the combination of additional techniques could be of great help in order to improve current results. 
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