The a.s. connectivity of the Euclidean minimal spanning forest MSF(X) on a
Introduction
In [4] Aldous and Steele introduced the notion of a Euclidean minimal spanning forest MSF(ϕ) on a locally finite subset ϕ ⊂ R d ; d ≥ 2. This is a geometric graph respectively; 1 ≤ β ≤ 2.
The goal of this paper is to give criteria for point processes X ⊂ R d ensuring the a.s.
connectivity of G n (X). Although the conjecture on the a.s. connectivity of MSF(X)
for X ⊂ R d a homogeneous PPP is still open for d > 2 (and may well depend on the dimension d), the connectivity of G n (X) is far more accessible: our criteria work in all dimensions and for point processes more general than the homogeneous PPP. Thus, in a certain sense, we provide conditions that the MSF(X) is 'almost' connected. From this perspective they can be seen as a Euclidean counterpart of Theorem 1.3 in [15] .
Note that relative neighborhood graphs (or β-skeletons) on point processes in R 2 could potentially be considered as stochastic models for road systems. Also in this context connectivity is a desirable property, see [2, 3, 16] . An application of creekcrossing graphs in R 3 has recently been considered in [9] in order to investigate the connectivity of nanoparticle systems in advanced functional materials.
We finally remark that for d = 2 it would be interesting to know under which conditions on X the cells of G n (X) are a.s. bounded. This will be the subject of a forthcoming paper. For such stationary point processes one can define a center function on the cells of G n (X) by using for instance the center of gravity for each cell. This allows to consider G n (X) as a stationary partition of the Euclidean plane in the sense of [12] .
Connectivity of relative neighborhood graphs
In order to provide the reader with a gentle introduction, we start by discussing the special case n = 2 in detail.
Descending chains
Let us first recall the definition of a descending chain with respect to a locally finite subset of R d , see [8, 11] .
Definition 2.1. Let ϕ ⊂ R d be a locally finite set. We say that ϕ has a descending It is easy to see that each locally finite set ϕ ⊂ R d , which possesses a descending chain, also has a descending chain consisting of pairwise distinct elements, see Lemma 3.1 for a generalized version of this statement. Moreover, the absence of descending chains in ϕ implies connectivity of the relative neighborhood graph G 2 (ϕ).
Theorem 2.1. Let ϕ ⊂ R d be locally finite. If ϕ has no descending chain, then G 2 (ϕ)
is connected.
Proof. In order to show the assertion of the theorem, we can actually use a similar construction as in [2] . First observe that G 2 (ϕ) is always connected if ϕ is finite.
Suppose now that ϕ is an infinite set such that G 2 (ϕ) is not connected, where we write
x ∼ y if x, y ∈ ϕ do not belong to the same connected component of G 2 (ϕ), otherwise
we write x ∼ y. Then, an infinite sequence x 1 , x 2 , . . . ∈ ϕ forming a descending chain can be constructed as follows. Choose an arbitrary x 1 ∈ ϕ and put
Now suppose that for some k ≥ 2, a sequence x 1 , . . . , x k ∈ ϕ is given such that
It is clear that |x
Then, as x k−1 ∼ x k , there exist z ∈ ϕ such that
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This implies that x k−1 ∼ z ∼ x k leading to a contradiction. Thus, |x k−1 − x k | > |x k − x k+1 |, which proves the theorem.
The following result is an immediate consequence of Theorem 2.1.
Corollary 2.1. Let X ⊂ R d be an arbitrary point process. If X has no descending chain with probability 1, then G 2 (X) is a.s. connected.
Annulus continuum percolation threshold
In this section we discuss a connectivity condition for relative neighborhood graphs G 2 (X) induced by random point processes X, which is stronger but easier to verify than the condition formulated in Corollary 2.1. In connection with this, the following notion of an annulus continuum percolation threshold is useful.
Definition 2.2. Let ϕ ⊂ R d be a locally finite set, and let r ≥ 0, ε > 0. Consider the graph G(ϕ, r, ε) with vertex set ϕ and the following edge set. Assume that x, y ∈ ϕ are connected by an edge if and only if r < |x − y| < r + ε. Furthermore, for r ≥ 0 and a point process X ⊂ R d we define the annulus continuum percolation threshold ε c (X, r) = inf{ε > 0 : P(G(X, r, ε) percolates) > 0}, where we say that a graph percolates if it contains an infinite self-avoiding path.
It is easy to see that G(ϕ, r, ε) percolates for r = lim n→∞ |x n+1 − x n | and for all
. . is a descending chain of ϕ. Moreover, a probabilistic counterpart of this elementary statement is true, where we use the following auxiliary result.
Proof. Let Q ⊂ R denote the set of rational numbers. For each q ∈ Q ∩ [0, ∞) define (q) = inf{r ≥ 0 : q ∈ [r, f (r))}. If this infimum is in fact a minimum, then define r q,i = (q) for all i ≥ 1. Otherwise choose any sequence {r q,i } i≥1 such that r q,i (q) monotonously. Then we define C = {r q,i } q∈Q∩[0,∞),i≥1 . Now let x ∈ [0, ∞) be arbitrary. We want to prove that x ∈ [r q,i , f (r q,i )) for some q ∈ Q ∩ [0, ∞), i ≥ 1.
First choose some q ∈ [x, f (x)) ∩ Q. By definition, it holds that (q) ≤ x. Now we distinguish two cases. If (q) = x, then the infimum in the definition of (q) is in fact a minimum and we have x ∈ [r q,1 , f (r q,1 )). On the other hand if (q) < x, then there exists an i sufficiently large such that r q,i < x. Since x ≤ q < f (r q,i ), we obtain
x ∈ [r q,i , f (r q,i )) thereby proving the lemma.
Theorem 2.2. If ε c (X, r) > 0 for all r ≥ 0, then a.s. X has no descending chain.
Proof. Consider the function f : [0, ∞) → [0, ∞) with f (r) = r + ε(r), where ε(r) = ε c (X, r)/2 if ε c (X, r) < ∞, and ε(r) = 1 otherwise (in fact the only requirements on ε(r) are ε(r) > 0 and ε(r) < ε c (X, r)). Clearly, this function fulfils the condition of Lemma 2.1. Furthermore, for each ϕ = {x n } ⊂ R d locally finite, let
where { x n } ⊂ ϕ denotes the descending chain of ϕ whose index set is minimal in the lexicographic ordering. Using this notation we get that P(X has a descending chain)
where the second inequality follows from Lemma 2.1 and in the third inequality we used subadditivity of P and the relation G(X, r, ε) ⊃ G(X, s, ε + r − s) for all r ≤ s < r + ε.
Examples
We first provide some simple examples of point processes having positive annulus continuum percolation thresholds. In connection with this we consider point processes It is not difficult to see that the following point processes have a finite range of dependence: Cox processes whose random intensity field has a finite range of dependence, cluster processes whose primary process has a finite range of dependence and whose secondary process has a bounded support, and Matern hardcore processes whose primary point process has a finite range of dependence.
Now we can state the following result whose proof is postponed to Section 4.1, where it will be provided in a more general context. Following [8] we write N for the family of all locally finite sets of R d and N for the smallest σ-algebra of subsets of N such that the mappings ϕ → ϕ(B) are measurable for all Borel sets B ⊂ R d . For ϕ ∈ N denote by ϕ (n) the set of all n-tuples (x 1 , . . . , x n ) ∈ ϕ n with pairwise different entries. Note that ϕ (n) can be identified with the measure
where B nd denotes the Borel-σ-algebra of R nd and 1 B is the indicator of the set B ∈ B nd . Furthermore we use the notation
Proposition 2.3. Let X be a stationary Poisson cluster process and let Π n denote the conditional distribution of a single cluster centered at the origin, given that this cluster has exactly n points. Assume that there exists an M > 0 such that
holds for all n ≥ 0, k ∈ {0, 1, . . . , n − 1} and B ∈ B nd , where ν kd denotes the Lebesgue measure on B kd . Furthermore, assume that the cluster size distribution {p k , k ≥ 0} has a finite exponential moment, i.e.
does not have descending chains.
Suppose that X is a stationary Gibbs point process, i.e., there exists a measurable
We furthermore assume that there exists a measurable function µ :
N → N denotes the shift operator given by T x ϕ = ϕ − x. Using this notation, we can state the following result.
Proposition 2.4. Let c > 0 and let X be a Gibbs process as described above fulfilling
for all n ≥ 1 and for all pairwise distinct x 1 , . . . , x n ∈ R d . Then a.s. X has no descending chain.
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Generalized descending chains
The sufficient condition for the connectivity of G n (X) to be derived uses a generalization of the notion of descending chains considered in Section 2 for n = 2. We also specify a family of continuum percolation models such that the strict positivity of percolation thresholds will imply the a.s. absence of generalized descending chains. and an ordered set I = {i 1 , i 2 , . . .} ⊂ {1, 2, . . .} with the following properties:
where we use the convention i 0 = 0. We say that ϕ has a generalized descending chain if there exists some b > 0 such that ϕ has a b-bounded generalized descending chain, see Figure 1 .
Figure 1: Generalized descending chain
The following auxiliary result is useful. Proof. We show how to transform a given b-bounded generalized descending chain
. . into a 2b-bounded generalized descending chain consisting of pairwise distinct elements. The proof is based on Lawler's method of loop erasure [13] . Let us begin by proving that each element x i of the descending chain can be visited only finitely many times. Suppose to the contrary that there exists an infinite sequence k 1 < k 2 < . . .
. .. Then, by Definition 3.1, we have infinitely many points of ϕ in the ball B(x k1 , b) centred at x k1 with radius b. This contradicts the local finiteness property of ϕ. Choose the smallest k 1 with the property that x k1 is visited at least twice. Furthermore, let k 2 be chosen as the last index such that x k2 = x k1 . First let us suppose that k 1 − 1 ∈ I or that k 2 ∈ I. In this case, we may simply remove the loop from x k1+1 and x k2 from the sequence x 1 , x 2 , . . .. Now suppose that both k 1 − 1 ∈ I and k 2 ∈ I. Here again, we need to distinguish two cases. First assume that x k2−1 is not visited again after the time k 2 . Then delete all vertices from the loop between k 1 and k 2 except for the vertex x k2−1 and redefine x k1 = x k2−1 (see Figure 2 , left). On the other hand suppose x k2−1 is visited again after time instant k 2 . Let k 3 be the last such time. Then we define x k1+1 = x k2−1 and continue the path at x k3+1 (see Figure   2 , right). These steps ensure that in the new chain x k1 is visited only once. Iterating this procedure yields the desired chain.
Figure 2: New paths with cancelled (dashed) and added (dotted) edges
Now we can prove a criterion for deterministic locally finite sets ϕ ⊂ R d ensuring the connectivity of G n (ϕ), which is an extension of the criterion derived in Theorem 2.1.
Proof. First observe that G n (ϕ) is always connected if ϕ is finite. Suppose now that ϕ is an infinite set such that G n (ϕ) is not connected. As in the proof of Theorem 2.1
we write x ∼ y if x, y ∈ ϕ do not belong to the same connected component of G n (ϕ), otherwise we write x ∼ y. Then, an infinite sequence x 1 , x 1 , x 2 , x 2 , . . . ∈ ϕ forming a generalized descending chain can be constructed as follows. Choose an arbitrary x 1 ∈ ϕ and put x 1 = argmin y∈ϕ (|x 1 − y| : x 1 ∼ y). In case the argmin is not unique, choose an arbitrary element of this set. Now define
. Now define x 2 = z j−1 and
Furthermore, suppose that for some k ≥ 2, a sequence
. Now define x k+1 = z j−1 and x k+1 = z j . Then we have x k+1 ∼ x k+1 and, consequently,
which proves the theorem.
Corollary 3.1. Let X ⊂ R d be a point process. If X has no generalized descending chains with probability 1, then G n (X) is a.s. connected for all n ≥ 2.
Annulus continuum percolation threshold
The following definition generalizes the notion of the annulus continuum percolation threshold introduced in Definition 2.2, which is obtained as a special case for x = z. is connected by an oriented edge to y ∈ ϕ if and only if there exists a vertex z ∈ ϕ such that |x − z| ≤ b and r < |z − y| < r + ε, see Figure 3 . Furthermore, for a point 
Examples
We now consider two classes of stationary point processes that a.s. do not admit generalized descending chains. First we consider point processes with positive percolation thresholds. The second class consists of several examples for which one can use a certain moment condition to prove the a.s. absence of generalized descending chains.
Point processes with positive percolation thresholds
In this section we show that both point processes with finite range of dependence as well as processes whose factorial moment measures satisfy some product-form domination condition have positive percolation thresholds.
4.1.1. Finite range of dependence. In order to extend the statement of Proposition 2.1, we apply an auxiliary result given in [14] , see Lemma 4.1 below, where the following notion of stochastic dominance of probability measures is used. 
dominates a product random field with density 0 < ρ < 1 (where ρ is a constant depending on d, k and p). One can make the density of these product random fields become arbitrarily close to 1 by taking p large enough.
Since ε c (X, r) ≥ ε c (X, b, r) for any b, r ≥ 0, the following result is an extension of Proposition 2.1. 
For ε → 0 the integrand tends to 0. Thus an application of dominated convergence we obtain that P(v is open) becomes arbitrarily small as ε approaches 0.
Sub-Poisson processes.
Using ideas from [7] the positivity of the percolation thresholds can also be proven for so-called α-weakly sub-Poisson processes. To give a formal proof of this statement, we need to introduce a further notion which can be seen as a discretized path-oriented version of the directed graph G(ϕ, b, r, ε) introduced in Definition 3.2. For 0 < ε < 1, r > 0 and x ∈ R d we use the notation
, and R(r, ε) = {y ∈ R d : r < |y| < r + ε}. 
where we use the convention i 0 = 0.
The following auxiliary result is similar to Lemma 3.1. Proof. We show how to transform a given (b, r, ε)-chain z 1 , z 2 , . . . into a (2b + √ dε, r, ε)-chain consisting of pairwise distinct elements. The proof is based on Lawler's method of loop erasure [13] . Choose the smallest k 1 with the property that z k1 is visited at least twice. Furthermore, let k 2 be chosen as the last index such that z k2 = z k1 .
First let us suppose that k 1 − 1 ∈ I or that k 2 ∈ I. In this case, we may simply remove the loop from z k1+1 and z k2 from the sequence z 1 , z 2 , . . .. Now suppose that both k 1 − 1 ∈ I and k 2 ∈ I. Here again, we need to distinguish two cases. First assume that z k2−1 is not visited again after the time k 2 . Then delete all vertices from the loop between k 1 and k 2 except for the vertex z k2−1 and redefine z k1 = z k2−1 . On the other hand suppose z k2−1 is visited again after time instant k 2 . Let k 3 be the last such time.
Then we define z k1+1 = z k2−1 and continue the path at z k3+1 . These steps ensure that in the new chain z k1 is visited only once. Iterating this procedure yields the desired chain.
Definition 4.4. Let X be a point process whose n-th factorial moment measure is absolutely continuous with respect to the nd-dimensional Lebesgue measure for all n ≥ 1. If there exists c > 0 such that for all n ≥ 1 the respective densities ρ (n) satisfy
Examples of α-weakly sub-Poisson processes can be found e.g. in [7] . 
Thus we may think of A I,z1,b,r,n as a set of (b, r, n)-chains of length m where the set I is already specified. Furthermore, it is easy to see that there are constants C 1 , C 2 > 1 (only depending on d) satisfying
From this we conclude
is an α-weakly sub-Poisson point process we obtain the following inequalities for all m ≥ 1:
..,m} (z2,...,zm)∈A I,z 1 ,b,r,n i∈{1,...,m}
which for sufficiently large n tends to 0 as m → ∞.
Moment condition for the absence of generalized descending chains
We show now that by strenghtening the assumptions used in [8, Theorem 4.1] one can obtain still another criterion for the absence of generalized descending chains. To make this precise, we need to recall some definitions and assumptions given in [8,
Then we define A I,x0,a,u,b ⊂ R dn as A I,x0,a,u,b = B ∩ C ∩ D, where
(using the convention i 0 = −1). Let K > 1 be chosen such that K > κ d holds for all d ≥ 1, where κ d is the volume of the d-dimensional unit ball. We first state two auxiliary results which will be useful for later computations.
The assertion is shown by induction on n. The case n = 1 is clear. To prove the general case, let us first assume that i 1 = 0, where we write I = {i 2 −1, . . . , i m −1}.
Then we have
(( (n − 1)/2 ) + 1)! .
Now suppose that i 1 = 1. Here we write I = {i 2 − 2, i 3 − 2, . . . , i m − 2} and compute
Let X be a stationary point process with intensity λ. Furthermore, let {ξ x } x∈R d
denote a stationary random field with values in a shift-invariant subset
(where (E, E) is any measurable space) and let W denote the σ-algebra generated by the mappings ev x : ξ → ξ x . We also assume joint stationarity of (X, ξ) and that there exists a function µ :
where the Palm distribution P
Finally, writing e n (x 1 , . . . ,
, we assume that there exist c n > 0 satisfying E (e n (x 1 , . . . , x n )) ≤ c n and lim sup
The following auxiliary result is also useful. For b ≥ u > a ≥ 0, x 0 ∈ R d , and I ⊂ {0, . . . , n − 1} we define C n,I (x 0 , a, u, b) = {ϕ ∈ N : there exist x 1 , . . . , x n ∈ ϕ with (x 1 , . . . , x n ) ∈ A I,x0,a,u,b and x i = x j for i = j}. Lemma 4.4. It holds that
Proof. The assertion is shown by induction on k, where the case k = 0 is trivial.
Assume now that the claim is true for 0 < k < n. Then,
Now we are in a position to prove the main result of this section. 
Using Lemma 4.3 and the existence of c > 0 satisfying c n ≤ c n/2 ( n/2 )! for sufficiently large n (use (4.2) and Stirling's formula), we obtain Proof. Condition (4.1) is satisfied for µ(ϕ, w) = w 0 . Repeated application of Hölder's inequality yields E(e n (x 1 , . . . , x n )) = E ( 
We also assume that there exists a measurable function µ : N → [0, ∞) satisfying e(x, X) = µ(T x X). Using this notation, we obtain the following result.
Corollary 4.2. Let c > 0 and let X be a stationary Gibbs process as described above.
Moreover, assume that E(e(x 1 , X) · · · e(x n , X ∪ {x 1 , . . . , x n−1 })) < c n ( n/2 )! holds for any n ≥ 1 and x 1 , . . . , x n ∈ R d . Then a.s. X has no generalized descending chains.
Proof. Condition (4.1) is satisfied for µ(ϕ, w) = µ(ϕ). Since we have e n (x 1 , . . . , x n ) = e(x 1 , X) · · · e(x n , X ∪ {x 1 , . . . , x n−1 }), the required inequality (4.2) follows from the assumption of the corollary.
Note that in Corollaries 4.1 and 4.2 we impose stronger moment conditions than in Propositions 2.2 and 2.4, respectively.
5. An application to microstructure analysis of advanced materials the creek-crossing graph has been considered in [9] to model the nanoparticle systems.
We briefly sketch the definition of this model and show how the results of the present paper can be used to prove the desired connectivity. The basic difference of the creekcrossing graph considered in [9] is a modification of the Euclidean distance. This can be made precise by the following definition. It is not difficult to see that Definitions 3.1 and 3.2 can easily be extended to the case of an arbitrary weight-function. Thus it still makes sense to speak about b-bounded generalized descending chains and the graphs G(V, π, b, r, ε). On the other hand, the proof of Theorem 3.1 makes use of the triangle inequality, so we can not expect it to hold in the more general setting of the present section, without any additional conditions. Therefore from now we additionally assume that V = ϕ ⊂ R d is locally finite and that π({x, y}) = |x − y| · f (x, y), where f : R 2 → [0, ∞) is a certain function such that for some constants c 1 , c 2 > 0 it holds that c 1 ≤ f (x, y) ≤ c 2 for all x, y ∈ R d .
Suppose that V and π are of this form. Then the proof of Theorem 3.1 can be easily adapted -even if the triangle inequality does not hold for π. Furthermore also the proof of Proposition 4.1 can be transferred to the more general setting. This yields a large class of stationary point processes X with the property that also the more general graphs G n (X, π) are a.s. connected.
