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Abstract
Measuring the relationship between any pair of vari-
ables is a rich and active area of research that is
central to scientific practice. In contrast, character-
izing the common information among any group
of variables is typically a theoretical exercise with
few practical methods for high-dimensional data. A
promising solution would be a multivariate general-
ization of the famous Wyner common information,
but this approach relies on solving an apparently in-
tractable optimization problem. We leverage the re-
cently introduced information sieve decomposition
to formulate an incremental version of the common
information problem that admits a simple fixed point
solution, fast convergence, and complexity that is
linear in the number of variables. This scalable ap-
proach allows us to demonstrate the usefulness of
common information in high-dimensional learning
problems. The sieve outperforms standard methods
on dimensionality reduction tasks, solves a blind
source separation problem that cannot be solved
with ICA, and accurately recovers structure in brain
imaging data.
1 Introduction
One of the most fundamental measures of the relationship be-
tween two random variables, X1, X2, is given by the mutual
information, I(X1;X2). While mutual information measures
the strength of a relationship, the “common information” pro-
vides a concrete representation, Y , of the information that is
shared between two variables. According to [Wyner, 1975],
if Y contains the common information between X1, X2, then
we should have I(X1;X2|Y ) = 0, i.e., Y makes the vari-
ables conditionally independent. We can extend this idea to
many variables using the multivariate generalization of mu-
tual information called total correlation [Watanabe, 1960], so
that conditional independence is equivalent to the condition
TC(X1, . . . , Xn|Y ) = 0 [Xu et al., 2013]. The most succinct
Y that has this property represents the multivariate common
information in X but finding such a Y in general is a challeng-
ing, unsolved problem.
The main contribution of this paper is to show that the
concept of common information, long studied in information
theory for applications like distributed source coding and cryp-
tography [Kumar et al., 2014], is also a useful concept for
machine learning. Machine learning applications have been
overlooked due to the intractability of recovering common
information for high-dimensional problems. We propose a
concrete and tractable algorithmic approach to extracting com-
mon information by exploiting a connection with the recently
introduced “information sieve” decomposition [Ver Steeg and
Galstyan, 2016]. The sieve decomposition works by search-
ing for a single latent factor that reduces the conditional de-
pendence in the data as much as possible. Then the data is
transformed to remove this dependence and the “remainder
information” trickles down to the next layer. The process is
repeated until all the dependence has been extracted and the
remainder contains nothing but independent noise. Thm. 3.3
connects the latent factors extracted by the sieve to a measure
of common information.
Our second contribution is to show that under the assump-
tions of linearity and Gaussianity this optimization has a sim-
ple fixed-point solution (Eq. 6) with fast convergence and
computational complexity linear in the number of variables.
Although our final algorithm is limited to the linear case, ex-
tracting common information is an unsolved problem and
our approach represents a logical first step in exploring the
value of common information for machine learning. We offer
suggestions for generalizing the method.
Our final contribution is to validate the usefulness of our ap-
proach on some canonical machine learning problems. While
PCA finds components that explain the most variation, the
sieve discovers components that explain the most dependence,
making it a useful complement for exploratory data analysis.
Common information can be used to solve a natural class of
blind source separation problems that are impossible to solve
using independent component analysis (ICA) due to the pres-
ence of Gaussian sources. Finally, we show that common
information outperforms standard approaches for dimension-
ality reduction and recovering structure in fMRI data.
2 Preliminaries
Using standard notation [Cover and Thomas, 2006], capital
Xi denotes a continuous random variable whose instances are
denoted in lowercase, xi. We abbreviate multivariate random
variables, X ≡ X1:n ≡ X1, . . . , Xn, with an associated prob-
ability density function, pX(X1 = x1, . . . , Xn = xn), which
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is typically abbreviated to p(x), with vectors in bold. We will
index different groups of multivariate random variables with
superscripts, Xk, as defined in Fig. 1. We let X0 denote the
original observed variables and we omit the superscript for
readability when no confusion results.
Entropy is defined as H(X) ≡ 〈log 1/p(x)〉, where we use
brackets for expectation values. Conditional multivariate mu-
tual information, or conditional total correlation, is defined as
the Kullback-Leibler divergence between the joint distribution,
and the one that is conditionally independent.
TC(X|Y ) ≡ DKL
(
p(x|y)
∥∥∥ n∏
i=1
p(xi|y)
)
(1)
This quantity is non-negative and zero if and only if all theXi’s
are independent conditioned on Y. TC(X) can be obtained
by dropping the conditioning on Y in the expression above.
In other words, TC(X) = 0 if and only if the variables are
(unconditionally) independent. If Y were the hidden source of
all dependence in X , then TC(X|Y ) = 0. Therefore, we con-
sider the problem of searching for a factor Y that minimizes
TC(X|Y ). In the statement of the theorems we make use
of shorthand notation, TC(X;Y ) ≡ TC(X) − TC(X|Y ),
which is the reduction of TC after conditioning on Y . This
notation mirrors the definition of mutual information between
two groups of random variables, X and Y , as the reduction of
uncertainty in one variable, given information about the other,
I(X;Y ) = H(X)−H(X|Y ).
3 Extracting Common Information
For Y to contain the common information in X , we
need TC(X|Y ) = 0. Instead of enforcing the condi-
tion that TC(X|Y ) = 0 and looking for the most suc-
cinct Y that satisfies this condition, as Wyner does [Wyner,
1975], we consider the dual formulation where we minimize
TC(X|Y1, . . . , Yr) subject to constraints on r, the size of the
state space [Op’t Veld and Gastpar, 2016a]. This optimization
can be written equivalently as follows.
min
y=f(x)
TC(X1, . . . , Xn|Y1, . . . , Yr) (2)
We will show in Thm. 3.3 that an upper bound for this objective
is obtained by solving a sequence of optimization problems of
the following form, indexed by k.
min
yk=f(xk−1)
TC(Xk−11 , . . . , X
k−1
nk
|Yk) (3)
The definition of Xk is discussed next, but the high level idea
is that we have reduced the difficult optimization over many
latent factors in Eq. 2 to a sequence of optimizations with a
single latent factor in Eq. 3. Each optimization gives us a
tighter upper bound on our original objective, Eq. 2.
Incremental Decomposition We begin with some input
data, X , and then construct Y1 to minimize TC(X|Y1). After
doing so, we would like to transform the original data into
the remainder information, X1, so that we can use the same
optimization to learn a factor, Y2, that extracts more common
(a)
Input
Remainder
(b)
X0 : X1 . . . Xn
X1 : X11 . . . X
1
n Y1
X2 : X21 . . . X
2
n Y
2
1 Y2
· · ·
Xk : Xk1 . . . X
k
n Y
k
1 Y
k
2 Yk
Figure 1: (a) This diagram describes one layer of the sieve. Yk is
some function of theXk−1i ’s that is optimized to capture dependence.
The remainder, Xki contains information that is not explained by Yk.
(b) We summarize the naming convention for multiple layers.
information that was not already captured by Y1. We diagram
this construction at layer k in Fig. 1 and show in Thm 3.1 the
requirements for constructing the remainder information. The
result of this procedure is encapsulated in Cor. 3.2 which says
that we can iterate this procedure and TC(X|Y1, . . . , Yk) will
be reduced at each layer until it reaches zero and Y captures
all the common information.
Theorem 3.1. Incremental decomposition of common in-
formation For Yk a function of Xk−1, the following decom-
position holds,
TC(Xk−1) = TC(Xk) + TC(Xk−1;Yk), (4)
if the remainder information Xk satisfies two properties.
1. Invertibility: there exist functions g, h so that
xk−1i = g(x
k
i , yk) and x
k
i = h(x
k−1
i , yk)
2. Remainder contains no information about Yk:
∀i, I(Xki ;Yk) = 0
Proof. We refer to Fig. 1(a) for the structure of the graphical
model. We set X¯ ≡ X¯1, . . . , X¯n, Y and we will write X¯1:n
to pick out all terms except Y . Expanding the definition of
TC(X;Y ), the equality in Eq. 4 becomes
TC(X¯)− TC(X|Y ) =
〈
log
p(x¯, y)
∏
i p(xi|y)
p(y)p(x|y)∏i p(x¯i)
〉
= 0
We have to show that this quantity equals zero under the as-
sumptions specified. First, we multiply the fraction by one
by putting
∏
i p(x¯i|y) terms in the numerator and denomina-
tor. After applying condition (2) that I(X¯i;Y ) = 0, we can
remove two terms leaving the following.〈
log
p(x¯|y)∏i p(xi|y)
p(x|y)∏i p(x¯i|y)
〉
If condition (1) of the theorem is satisfied, then, conditioned on
y, x¯i and xi are related by a deterministic formula. We can see
from applying the change of variables formula for probability
distributions that the terms in this expression cancel, leaving
us with
〈
log 1
〉
= 0, as we intended to prove.
The decomposition above was originally introduced for
discrete variables as the “information sieve” [Ver Steeg and
Galstyan, 2016]; the continuous formulation we introduce here
replaces the first condition used in the original statement with
an analogous one that is appropriate for continuous variables.
Note that because we can always find non-negative solutions
for TC(Xk−1;Yk), it must be that TC(Xk) ≤ TC(Xk−1).
In other words, the remainder information is more independent
than the input data. This is consistent with the intuition that
the sieve is sifting out the common information at each layer.
Corollary 3.2. Iterative decomposition of TC With a hi-
erarchical representation where each Yk is a function ofXk−1
and Xk is the remainder information as defined in Thm 3.1,
TC(X) = TC(Xr) +
∑r
k=1 TC(X
k−1;Yk).
This follows from repeated application of Eq. 4. TC(X)
is a constant that depends on the data. For high-dimensional
data, it is impossible to measure TC(X), but by learning
latent factors extracting progressively more dependence, we
get a sequence of better bounds.
Theorem 3.3. Decomposition of common information
For the sieve decomposition, the following bound holds.
TC(X|Y1:r) ≤ TC(Xr) = TC(X)−
r∑
k=1
TC(Xk−1;Yk)
Proof. The equality comes from Cor. 3.2.
TC(X1:n|Y1:r)
=
〈
log
p(x1:n|y1:r)∏n
i=1 p(xi|y1:r)
〉
=
〈
log
p(xr1:n|yr1:r)∏n
i=1 p(x
r
i |yr1:r)
〉
=
〈
log
p(xr1:n, y
r
1:r)∏n
i=1 p(x
r
i )
∏r
k=1 p(y
r
k)
∏n
i=1 p(x
r
i )
∏r
k=1 p(y
r
k)
p(yr1:r)
∏n
i=1 p(x
r
i |yr1:r)
〉
= TC(Xr) +
〈
log
∏n
i=1 p(x
r
i )
∏r
k=1 p(y
r
k)
p(yr1:r)
∏n
i=1 p(x
r
i |yr1:r)
〉
= TC(Xr)− TC(Y r1:r)−
n∑
i=1
I(Xri ;Y
r
1:r)
≤ TC(Xr)
The first line follows from the the change of variables formula
for the transformation connecting layer r to the input layer.
On the second line we multiply by 1 and re-arrange, collecting
terms in the next two lines. The last inequality follows from
non-negativity of TC and mutual information.
Recalling that TC(X;Y ) = TC(X) − TC(X|Y ),
Thm. 3.3 shows how the sum of terms optimized in Eq. 3
provide a successively tighter upper bound on the objective of
Eq. 2. In other words, as we keep adding and optimizing latent
factors they reduce the conditional TC until all the common
information has been extracted.
Optimization It remains to solve the optimization in Eq. 3.
For now we drop the k index and focus on minimizing
TC(X|Y ) for a single factor Y . To get a simple and tractable
solution to this non-convex problem, we consider a further
simplification where X is Gaussian with covariance matrix
Σ and inverse covariance Λ = Σ−1. If X is Gaussian and
Y ’s dependence on X is linear and Gaussian, the joint dis-
tribution over X,Y will also be Gaussian. We write out the
optimization in Eq. 3 under this condition.
min
Y |X∼N (w·x,η2)
n∑
i=1
H(Xi|Y )−H(X|Y ) (5)
Two immediate simplifications are apparent. First, this objec-
tive is invariant to scaling of Y . Any solution with η,w would
be equivalent to a scaled solution sη, sw. Therefore, without
loss of generality we set η = 1. Second, we invoke Bayes rule
to see H(X|Y ) = H(Y |X) +H(X)−H(Y ) where the first
two terms on the right hand side are constants with respect to
the optimization. We re-write the optimization accordingly.
min
Y |X∼N (w·x,1)
n∑
i=1
H(Xi|Y ) +H(Y )
The objective is invariant to translation of the marginals, so
w.l.o.g. we also set 〈Xi〉 = 〈Y 〉 = 0. Define a nonlinear
change of variables in terms of the correlation coefficient,
ρi =
〈
XiY
〉
/
√〈
X2i
〉〈
Y 2
〉
. To translate between w and ρ,
we also note, (Σw)i =
〈
XiY
〉
,w = Λρ
√〈
X2i
〉〈
Y 2
〉
and〈
Y 2
〉
= 1/(1 − ρ>Λρ) = w>Σw + 1. This leads to the
following optimization, neglecting some constants.
min
Y |X∼N (w·x,1)
n∑
i=1
1/2 log(1− ρ2i )− 1/2 log(1− ρ>Λρ)
Next, we set derivatives with respect to each ρi to zero.
∂ρiT C(X|Y ) = −ρi/(1− ρi)2 + Λρ/(1− ρ>Λρ) = 0.
Now we use the identities to translate back to a fixed-point
equation in terms of w and rearrange.
wi =
〈XiY 〉
〈X2i 〉〈Y 2〉 − 〈XiY 〉2
(6)
Interestingly, we arrive at a novel nonlinear twist on the clas-
sic Hebbian learning rule [Baldi and Sadowski, 2015]. If Xi
and Y “fire together they wire together” (i.e. correlations
lead to stronger weights), but this objective strongly prefers
correlations that are nearly maximal, in which case the de-
nominator becomes small and the weight becomes large. This
optimization of TC(X|Y ) for continuous random variables
X and Y is, to the best of our knowledge, the first tractable
approach except for a special case discussed by [Op’t Veld
and Gastpar, 2016a]. Also note that although we used Σ,Λ
in the derivation, the solution does not require us to calculate
these computationally intensive quantities.
A final consideration is the construction of remainder infor-
mation (i.e., how to get Xk from Xk−1 and Y in Fig. 1)
consistent with the requirements in Thm. 3.1. In the dis-
crete formulation of the sieve, constructing remainder infor-
mation is a major problem that ultimately imposes a bottle-
neck on its usefulness because the state space of remainder
information can grow quickly. In the linear case, however,
the construction of remainder information is a simple lin-
ear transformation reminiscent of incremental PCA. We de-
fine the remainder information with a linear transformation,
Xki = X
k−1
i − 〈Xk−1i Yk〉/〈Y 2k 〉Yk. This transformation is
clearly invertible (condition (i)), and it can be checked that
〈Xki Yk〉 = 0 which implies I(Xki ;Yk) = 0 (condition (2)).
Generalizing to the Non-Gaussian, Nonlinear Case The
solution for the linear, Gaussian case is more flexible than it
looks. We do not actually have to require that the data, X ,
is drawn from a jointly normal distribution to get meaningful
results. It turns out that if each of the individual marginals is
Gaussian, then the expression for mutual information for Gaus-
sians provides a lower bound for mutual information [Foster
and Grassberger, 2011]. Also, the objective (Eq. 2) is invariant
under invertible transformations of the marginals [Cover and
Thomas, 2006]. Therefore, to ensure that the optimization that
we solved (Eq. 5) is a lower bound for the optimization of
interest, we should transform the marginals to be individually
Gaussian distributed. Several nonlinear, parametric methods
to Gaussianize one-dimensional data exist, including a recent
method that works well for long-tailed data [Goerg, 2014].
Alternatively, a nonparametric approach is to Gaussianize data
based on the rank statistics [Van der Waerden, 1952]. Finally,
[Singh and Pøczos, 2017] study information measures for a
large family of distributions that can be nonparametrically
transformed into normal distributions.
4 Implementation Details
A Single Layer A concrete implementation of one layer of
the sieve transformation is straightforward and the algorithm
is summarized in Alg. 1. Our implementation is available
online [Ver Steeg, 2016]. The minimal preprocessing of the
data is to subtract the mean of each variable. Optionally,
further Gaussianizing preprocessing can be applied. Our fixed
point optimization requires us to start with some weights, w0
and we iteratively update wt using Eq. 6 until we reach a fixed
point. This only guarantees that we find a local optima so we
typically run the optimization 10 times and take the solution
with the highest value of the objective. We initialize w0i to
be drawn from a normal with zero mean and scale 1/
√
nσ2xi .
We scale each w0i by the standard deviation of each marginal
so that one variable does not strongly dominate the random
initialization, y = w0 · x.
Data: Data matrix, N iid samples of vectors, x ∈ Rn
Result: Weights, w, so that y = w · x optimizes TC(X;Y )
and remainder information, x¯.
Subtract mean from each column of data;
Initialize wi ∼ N (0, 1/(√nσxi));
while not converged do
Calculate y = w · x for each sample ;
Calculate moments from data, 〈XiY 〉, 〈Y 2〉, 〈X2i 〉;
∀i, wi ← 〈XiY 〉/(〈Y 2〉〈X2i 〉 − 〈XiY 〉2);
end
For each column of data, i, return x¯i = xi − 〈XiY 〉〈Y 2〉 y ;
Algorithm 1: Algorithm to learn one layer of the sieve.
The iteration proceeds by estimating marginals and then
applying Eq. 6. Estimating the covariance at each step is the
X1
Figure 2: This is the genera-
tive model used for synthetic
experiments. Each observed
variable, Xi = Zpa(i) + εi
combines its parent, Zpa(i),
with Gaussian noise.
main computational burden, but the steps are all linear. If we
have N samples and n variables, then we calculate labels for
each data point, y = w · x, which amounts to N dot products
of vectors with length n. Then we calculate the covariance,
〈XiY 〉, which amounts to n dot products of vectors of length
N . These are the most intensive steps and could be easily sped
up using GPUs or mini-batches if N is large. Convergence
is determined by checking when changes in the objective of
Eq. 5 fall below a certain threshold, 10−8 in our experiments.
Multiple Layers After training one layer of the sieve, it is
trivial to take the remainder information and feed it again
through Alg. 1. While our optimization in Eq. 5 formally
involved a probabilistic function, we take the final learned
function to be deterministic, y = w·x, as required by Thm. 3.1.
Each layer contributes TC(Xk−1;Yk) in our decomposition
of TC(X), so we can stop when these contributions become
negligible. This occurs when the variables in Xk become
independent. In that case, TC(X|Y1:k) = TC(Xk) = 0 and
since TC(Xk) ≥ TC(Xk;Yk+1), we get no more positive
contributions from optimizing TC(Xk;Yk+1).
5 Results
We begin with some benchmark results on a synthetic model.
We use this model to show that the sieve can uniquely recover
the hidden sources, while other methods fail to do so.
Data Generating Model For the synthetic examples, we
consider data generated according to a model defined in Fig. 2.
We have m sources, each with unit variance, Zj ∼ N (0, 1).
Each source has k children and the children are not over-
lapping. Each channel is an additive white Gaussian noise
(AWGN) channel defined as Xi = Zpa(i) + εi. The noise has
some variance that may be different for each observed variable,
εi ∼ N (0, 2i ). Each channel can be characterized as having a
capacity, Ci = 1/2 log(1 + 1/2i ) [Cover and Thomas, 2006],
and we define the total capacity, C =
∑k
i=1 Ci. For exper-
iments, we set C to be some constant, and we set the noise
so that the fraction, Ci/C, allocated to each variable, Xi, is
drawn from the uniform distribution over the simplex.
Empirical Convergence Rates We examine how quickly
the objective converges by plotting the error at the t-th iteration.
The error is defined as the difference between TC at each
iteration and the final TC. We take the final value of TC to be
the value obtained when the magnitude of changes falls below
10−14. We set C = 1 for these experiments. In Fig. 3, we look
at convergence for a few different settings of the generative
model and see linear rates of convergence (where error is
plotted on a log scale, as is conventional for convergence plots),
0 200 400 600 800 1000
# Iterations
10−12
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independent-normal
Figure 3: Empirical error plots on synthetic data show linear rates of
convergence. We obtained similar results on real-world data.
with a coefficient that seems to depend on problem details. The
slowest rate of convergence comes from data where each Xi is
generated from an independent normal distribution (i.e., there
is no common information).
Recover a Single Source from Common Information As
a first test of performance, we consider a simple version of
the model in Fig. 2 in which we have just a single source
and we have k observed variables that are noisy copies of the
source. For this experiment, we set total capacity to C = 4.
By varying k, we are spreading this capacity across a larger
number of noisier variables. We use the sieve to recover a sin-
gle latent factor, Y , that captures as much of the dependence
as possible (Eq. 2), and then we test how close this factor
is to the true source, Z, using Pearson correlation. We also
compare to various other standard methods: PCA [Halko et al.,
2011], ICA [Hyva¨rinen and Oja, 2000], Non-Negative Matrix
Factorization (NMF) [Lin, 2007], Factor Analysis (FA) [Cat-
tell, 1952], Local Linear Embedding (LLE) [Roweis and Saul,
2000], Isomap [Tenenbaum et al., 2000], Restricted Boltz-
mann Machines (RBMs) [Hinton and Salakhutdinov, 2006],
and k-Means [Sculley, 2010]. All methods were run using
implementations in the scikit library [Pedregosa et al., 2011].
Looking at the results in Fig. 4(a), we see that for a small
number of variables almost any technique suffices to recover
the source. As the number of variables rises, however, intu-
itively reasonable methods fail and only the sieve maintains
high performance. The first component of PCA, for instance,
is the projection with the largest variance but it can be shown
that by changing the scale of the noise in different directions,
this component can be made to point in any direction. Unlike
PCA, the sieve is invariant under scale transformations of each
variable. Error bars are produced by looking at the standard de-
viation of results over 10 randomly generated datasets. Some
error bars are smaller than the plot markers. Besides being the
most accurate method, the sieve also has the smallest variance.
5.1 Source Separation with Common Information
In the generative model in Fig. 2, we have m independent
sources that are each Gaussian distributed. We could imagine
applying an orthonormal rotation, R, to the vector of sources
and call these Z˜j =
∑
k RjkZk. Because of the Gaussianity of
the original sources, Z˜ also representm independent Gaussian
sources. We can write down an equivalent generative model
for the Xi’s, but each Xi now depends on all the Z˜ (i.e.,
Xi =
∑
j R
−1
i,j Z˜j + εi). From a generative model perspective,
our original model is unidentifiable and therefore independent
component analysis cannot recover it [Hyva¨rinen and Oja,
2000]. On the other hand, the original generating model is
special because the common information about the Xi’s are
localized in invidivual sources, while in the rotated model, you
need to combine information from all the sources to predict
any individual Xi. The sieve is able to uniquely recover the
true sources because they represent the optimal way to sift out
common information.
To measure our ability to recover the independent sources
in our model, we consider a model with m = 10 sources and
varying numbers of noisy observations. The results are shown
in Fig. 4(b). We learn 10 layers of the sieve and check how
well Y1, . . . , Y10 recover the true sources. We also specify
10 components for the other methods shown for comparison.
As predicted, ICA does not recover the independent sources.
While the generative model is in the class described by Factor
Analysis (FA), there are many FA models that are equally good
generative models of the data. In other words, FA suffers from
an identifiability problem that makes it impossible to uniquely
pick out the correct model [Shalizi, 2013]. In contrast, com-
mon information provides a simple and effective principle for
uniquely identifying the true sources.
Exploratory Data Analysis The first component of PCA
explains the most variance in the data, and the weights of
the first component are often used in exploratory analysis to
understand the semantics of discovered factors. Analogously,
the first component of the sieve extracts the largest source of
common information. In Fig. 5 we compare the top compo-
nents learned by the sieve on the Olivetti faces dataset to those
learned by PCA. The sieve may be more practical for extract-
ing components if data is high dimensional since its complex-
ity is linear in the number of variables while PCA is quadratic.
Like PCA, we can also use the sieve for reconstructing data
from a small number of learned factors. Note that the sieve
transform is invertible so that Xi = X1i + 〈X0i Y1〉/〈Y 21 〉Y1.
If we have a sieve transformation with r layers, then we can
continue this expansion as follows.
Xi = X
r
i +
r∑
k=1
〈Xk+1i Yk〉/〈Y 2k 〉Yk
If we knew the remainder information, Xri , this reconstruction
would be perfect. However, we can simply set the Xri = 0
and we will get a prediction for Xi based only on the learned
factors, Y , as in Fig. 5.
Source Separation in fMRI Data To demonstrate that our
approach is practical for blind source separation in a more
realistic scenario, we applied the sieve to recover spatial brain
components from fMRI data. This data is generated according
to a synthetic but biologically motivated model that incor-
porates realistic spatial modes and heterogeneous temporal
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Figure 4: Each source is compared to the best match of the components returned by each method. The score is the average of the absolute
Pearson correlations. Each point is a mean score over ten randomly generated datasets, with error bars representing standard deviation. (a) We
attempt to recover a single hidden source variable from varying numbers of observed variables. We set C = 4 and use 500 samples. (b) We
attempt blind source separation for ten independent, hidden source variables given varying numbers of observed variables per source. We set
C = 12 and use 10000 samples.
Sieve
PCA
Pixel weight
0
max
-max
Figure 5: (Left) The top 6 components for the Olivetti faces dataset using the information sieve (top) and PCA (bottom). Red and blue
correspond to negative and positive weights respectively. (Right) We take Olivetti faces (middle row) and then try to reconstruct them using the
top 20 components from the sieve (top row) or PCA (bottom row).
(a) (b) (c)
Figure 6: Colors represent different spatial components. (a) The
spatial map of 27 components used to generate fMRI data. (b) 27
spatial components recovered by the information sieve. (c) 27 spa-
tial components recovered by ICA where components visualize the
recovered mixing matrix.
signals [Erhardt et al., 2012]. We show in Fig. 6(b) that we
recover components that match well with the true spatial com-
ponents. For comparison, we show ICA’s performance in
Fig. 6(c) which looks qualitatively worse. ICA’s poor perfor-
mance for recovering spatial MRI components is known and
various extensions have been proposed to remedy this [Allen
et al., 2012]. This preliminary result suggests that the concept
of “common information” may be a more useful starting point
than “independent components” as an underlying principle for
brain imaging analysis.
5.2 Dimensionality Reduction
The sieve can be viewed as a dimensionality reduction (DR)
technique. Therefore, we apply various DR methods to two
standard datasets and use a Support Vector Machine with a
Gaussian kernel to compare the classification accuracy af-
ter dimensionality reduction. The two datasets we studied
were GISETTE and MADELON and consist of 5000 and 500
dimensions respectively. For each method and dataset, we
learn a low-dimensional representation on training data and
then transform held-out test data and report the classification
accuracy on that. The results are summarized in Fig. 7.
For the GISETTE dataset, we see factor analysis, the sieve,
and PCA performing the best, producing low dimensional
representations with similar quality using a relatively small
number of dimensions. For the MADELON dataset, the sieve
representation gives the best accuracy with factor analysis and
PCA resulting in accuracy drops of about five and ten percent
respectively. Interestingly, all three techniques peak at five
dimensions, which was intended to be the correct number of
latent factors embedded in this dataset [Guyon et al., 2004].
6 Related Work
Although the sieve is linear, the information objective that is
optimized is nonlinear so the sieve substantially differs from
methods like PCA. Superficially, the sieve might seem related
to methods like Canonical Correlation Analysis (CCA) that
seek to find a Y that makes X and Z independent, but that
method requires some set of labels, Z. One possibility would
be to make Z a copy of X , so that Y is reducing dependence
between X and a copy of itself [Wang et al., 2010]. However,
this objective differs from common information as can be
seen by considering the case where X consists of independent
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Figure 7: (a) Validation
accuracy for GISETTE
dataset (b) Validation
accuracy for MADELON
dataset. All the scores are
averaged by running 20
trials.
variables. In that case the common information within X is
zero, but X and its copy still have dependence. The concept
of “common information” has largely remained restricted to
information-theoretic contexts [Xu et al., 2013; Wyner, 1975;
Kumar et al., 2014; Op’t Veld and Gastpar, 2016a; Op’t Veld
and Gastpar, 2016b]. The common information in X that is
about some variable, Z, is called intersection information and
is also an active area of research [Griffith et al., 2014].
Insofar as the sieve reduces the dependence in the data,
it can be seen as an alternate approach to independent com-
ponent analysis [Comon, 1994] that is more directly com-
parable to “least dependent component analysis” [Sto¨gbauer
et al., 2004]. As an information theoretic learning frame-
work, the sieve could be compared to the information bot-
tleneck [Tishby et al., 2000], which also has an interesting
Gaussian counterpart [Chechik et al., 2005]. The bottle-
neck requires labeled data to define its objective. In con-
trast, the sieve relies on an unsupervised objective that fits
more closely into a recent program for decomposing informa-
tion in high-dimensional data [Ver Steeg and Galstyan, 2014;
Ver Steeg and Galstyan, 2015; Ver Steeg and Galstyan, 2016],
except that work focused on discrete latent factors.
The sieve could be viewed as a new objective for projection
pursuit [Friedman, 1987] based on common information. The
sieve stands out from standard pursuit algorithms in two ways.
First, an information based “orthogonality” criteria for subse-
quent projections naturally emerges and, second, new factors
may depend on factors learned at previous layers (note that in
Fig. 1 each learned latent factor is included in the remainder
information that is optimized over in the next step). More
broadly, the sieve can be viewed as a new approach to unsu-
pervised deep representation learning [Bengio et al., 2013;
Hinton and Salakhutdinov, 2006]. In particular, our setup
can be directly viewed as an auto-encoder with a novel objec-
tive [Bengio et al., 2007]. From that point of view, it is clear
that the sieve can also be directly leveraged for unsupervised
density estimation [Dinh et al., 2014].
7 Conclusion
We introduced a new scheme for incrementally extracting com-
mon information from high-dimensional data. The foundation
of our approach is an efficient information theoretic optimiza-
tion that finds latent factors that capture as much information
about multivariate dependence in the data as possible. With
a practical method for extracting common information from
high-dimensional data, we were able to explore new applica-
tions of common information in machine learning. Besides
promising applications for exploratory data analysis and di-
mensionality reduction, common information seems to provide
a compelling approach to blind source separation.
While the results here relied on assumptions of linearity and
Gaussianity, the invariance of the objective under nonlinear
marginal transforms, a common ingredient in deep learning
schemes, suggests a straightforward path to generalization
that we leave to future work. The greedy nature of the sieve
construction may be a limitation so another potential direction
would be to jointly optimize several latent factors at once [Ver
Steeg and Galstyan, 2017]. Sifting out common information
in high-dimensional data provides a practical and distinctive
new principle for unsupervised learning.
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