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Supervised systems, which are to date the most accurate existing WSD systems, essentially amount to a classification task and use annotated training data. 2, 3 This training occurs on a disambiguated corpus and collects available information about the ambiguous words. In the testing phase, the algorithm chooses the sense with the highest similarity to the target sense on the basis of the data in the training set.
The state of the art in WSD comprises supervised and knowledge-based systems, 4, 5 which have both advantages and drawbacks. Here, we propose a supervised approach to WSD based on artificial neural networks (ANNs) combined with evolutionary algorithms (EAs).
EAs are attractive for NLP problems because they can effectively search huge model spaces. This is exactly what we need to solve WSD problems. Unfortunately, we can't yet make EAs exploit linguistic knowledge to improve their performance.
To evolve an optimized ANN that correctly disambiguates the sense of a word, given its context, we use the corpus developed by the IXA group: a large, tagged dataset describing the contexts in which every sense of a polysemous word occurs. We obtain a class of ANNs, each specialized in recognizing the correct sense of its corresponding word, one for each polysemous word in the dictionary. I n natural language processing (NLP), word sense disambiguation (WSD) assigns the most appropriate meaning to a polysemous word-that is, a word with more than one meaning. Such a word's appropriate meaning depends on the context in which it appears. Approaches to this problem are based on a
The Word Sense Disambiguation Problem WSD is a classification problem. Given an instance of a word and the context in which it occurs, the aim is to determine the sense of that word's occurrence. 6 Let W be the set of all words for a given natural language (such as English), and let S w be the set of all possible senses of word w. Let C be a set of contexts in which a word instance could occur. We formulate the WSD problem as follows.
Given a polysemous word w ∈ W, find the function Solving the WSD problem exactly is very hard and might be impossible. Instead, all existing approaches aim to find the best approximation of * f w . However, measuring how well a candidate function f w approximates * f w (that is, evaluation) isn't a trivial task.
Evaluating a candidate function requires a validation corpus annotated with the correct senses. 7 In our formulation, a validation corpus would be a set of n pairs { } = c s ;
, where c i ∈ C, and =
. Usually, the evaluation criterion is accuracy -that is, the fraction of correctly classified occurrences.
The Proposal
The neurogenetic method we implement in this article evolves a population of ANNs to provide a specialized ANN disambiguator for each polysemous word in the target language. The method consists of two phases:
• an offline training phase, in which an ANN disambiguator is evolved for each polysemous word using a word-specific annotated corpus; and • an online application phase, in which we use the appropriate ANN disambiguators to disambiguate instances of polysemous words occurring in texts.
For each given polysemous word w, the relevant annotated corpus comprises a set of sentences (that is, contexts) in which an instance of w occurs. We extract training and testing datasets from such corpora by converting each context into a vector of numerical features, which represents a compressed encoding of the context. We've tested two connectionist encoding schemes for this purpose. Both are based on the orthography of the words in the context, rather than on their meanings or semantic connections with w, which can lead to feature vectors of relatively low dimension. This, in turn, limits how many input neurons the ANN disambiguators must have, making their training computationally tractable and their application efficient.
We designed our method for a modular text-disambiguation system that uses a database of word-specific ANN disambiguators. Each disambiguator, which takes only a few kilobytes of disk space, is retrieved and applied on demand whenever the disambiguator encounters an instance of the word being disambiguated. According to this architecture, we can add new disambiguators while the system is operational, and retrain or tune existing ones at any moment to improve the system's performance.
corpus
Because the system implemented uses supervised learning, it needs a corpus to train each ANN that the neurogenetic approach creates. For each word requiring disambiguation, the corpus must include a set of sentences, each containing the target word and information about that word's correct sense in that sentence.
To implement a system that disambiguates all polysemous words, we must find a corpus that lets us have this information for each word. To solve this problem, we use the IXA group's Web corpus, 8 which comprises all WordNet senses of a selection of nouns for which its construction method is applicable. The construction method is inspired by the monosemous-relatives method. 9 Owing to how the corpus is constructed, using this corpus instead of other traditional corpora specifically designed for WSD gives us extensive coverage of word usage in all domains. Furthermore, because the corpus isn't manually tagged, it's more likely to be accurate and objective.
From this Web corpus, we extracted all data relative to the words listed in Table 1 , which also reports their number of senses. For each word, we used 75 percent of the records for training, 12.5 percent for validation, and 12.5 percent for testing.
context Encoding
A critical problem in supervised approaches to WSD is how to represent the context in which a word is used. In our case, this representation is specifically targeted to the word's usage with neural networks.
Two kinds of representations commonly used in connectionism are distributed 10 and localist 11 schemes. The latter requires a high number of inputs to disambiguate a single sentence because every input node must be associated with every possible sense. Indeed, this number increases staggeringly if we want to disambiguate an entire text. Considering this, we discarded the hypothesis of using an association between the nodes and all the different concepts or words in a text.
Distributed schemes are very attractive in that they represent a context as an activation pattern over the input neurons. Therefore, unlike with localist schemes, the number of input neurons required need not equal the vocabulary's size. On the contrary, compression is inherent to distributed schemes whereby each input neuron encodes a given feature of a word or sentence and thus can be reused to represent many different words or senses. Of course, the more the input patterns are compressed into a lowdimensional space, the more information is lost. However, despite such information loss, enough information might still be there to let the ANN conduct meaningful processing.
We used two distributed representation schemes, both based on the orthography of words, corresponding to two different degrees of compression. The first is a positional scheme, whereby 156 input neurons, divided into six groups of 26 neurons each, encode a word's first six letters after as many vowels are deleted as required to reduce the word to this number, starting from the last one but excepting the first one. Consonants carry a heavier distinctive load; if, even after all the vowels except the first are deleted, the word is still more than six letters long, we only represent the first six letters. Thus, "representation" would be encoded as REPRSN, but "cotton" would be encoded as COTTON. If the word is shorter than six letters, the representation is padded with blanks.
The second is a lettercount scheme, which takes distributed representation to an extreme by using the number of occurrences of the alphabet's 26 letters as features.
In both cases, the approach obtains activations of the input neurons by summation of the activation patterns representing the words occurring in a given context, excluding the target word and after removing stop words and stemming 12 the remaining words.
Additional fields in the training set (one for each output neuron) correspond to the target word's n senses. We set them all to 0 except for the one corresponding to the correct sense. For example, consider the target word "tunnel," which has two senses: "a passageway through or under something" and "a hole made by an animal." Starting from a hypothetical training sentence-"The tunnel was part of an aqueduct system"-related to sense 1, stop-word elimination and stemming would yield the list (PART AQUEDUCT SYSTEM). The associated record in the training set would be as follows:
• For letter-count encoding (Figure 1a) , in which the first 26 numbers represent the occurrences of the letters of the alphabet, the first number is 2 because letter A occurs twice in the list, the second number is 0 because letter B has no occurrences, and so on. The last two numbers represent the two output senses (here n = 2, and the first sense is the correct one).
• For positional encoding after reducing all words to their six-letter representatives (Figure 1b) , we get representatives for the words PA RT, ACQDCT, and SYSTEM . The numbers on the lefthand side of the arrow represent the occurrences of the letters in the six positions-that is, A1, ... , Z6, which are displayed in Figure 1c according to the template. In the first position, the six-letter representatives have one A, one P, and one S. Therefore, A1 = P1 = S1 = 1.
In the fourth position, we find one D and two instances of T. Therefore, D4 = 1 and T4 = 2; this is similar for the other positions.
We validated the neurogenetic approach by conducting a set of experiments, which we discuss next.
Experiments and Results
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where N outputs is the number of output neurons (that is, the number of senses), and Trace(M) is the sum of the diagonal elements of the row-wise normalized confusion matrix, which represents the conditional probabilities of the predicted outputs, given the actual ones. Following the commonly accepted practice of machine learning, we partition the problem data into three sets: training, validation, and test set, used respectively to train, stop training (thus avoiding overfitting), and assess a network's generalization capabilities.
Performance Test
To test our approach's effectiveness, we compared its performance to the WSD algorithm that ranked first at the 4th International Workshop on Semantic Evaluations (SemEval 2007).
We selected the set of 30 words listed in Table 1 from the Task 17 Coarse-Grained Lexical Sample. The table indicates the benchmark system's performance, and we compared the results that our neuroevolutionary algorithm obtained to those that the benchmark system obtained. This benchmark system is representative of state-of-the-art WSD techniques. More details about it, as well as its competitors, are available elsewhere. 15 Table 1 summarizes the information about the words used for system testing and the IXA corpus validation set's size, and lists the results obtained on that set using three different baselines:
• Column 5 shows how much the most frequent sense (MFS) for each word appeared in the dataset.
• Columns 6 and 8 show the accuracy of a simple (unevolved) neural network.
• Columns 7 and 9 show the accuracy of the k-nearest neighbor (k-NN) clustering algorithm. We used the training set to compute the centroid associated with each sense. Then, we computed the distance between each instance of the test set with each centroid to compute the accuracy of the generated clusters.
We aimed to compare the performance of the best-known techniques applied to classification problems with the MFS benchmark. By observing the results, we note that the k-NN algorithm obtained the worst performance, whereas the simple ANN obtained, in most cases, results that were equal or close to the MFS. The ANN outperformed the MFS baseline in only eight cases.
Because the rules for Task 17 let us use any available resource for training, we used training and test datasets extracted from the IXA group's Web corpus for all words except "drug" a nd "pa r t." T he word "d r ug" i s monosemous in WordNet, whereas in Task 17 it has two distinct senses; the word "part" isn't included in the IXA group's Web corpus. Thus, we extracted the training and test sets from the (far smaller) training dataset that the SemEval organizers provided.
For all words, we scored the evolved ANNs on two test sets:
• a test set extracted from the IXA group's corpus with coarse-grained sense aggregation, in which senses are taken from the OntoNotes ontology, 16 The word senses used in the IXA corpus are extracted from WordNet version 1.6. We thus mapped these senses to those that OntoNotes provided (which use different versions of WordNet) by exploiting the mapping files between WordNet-provided versions. Table 2 shows the results. Overall, our approach-besides obtaining satisfactory results when validated with the same corpus on which we trained it-has a performance that's essentially comparable to stateof-the-art WSD systems.
One interesting result is that, for several words, the letter-countevolved ANN and the positionalevolved ANN had exactly the same accuracy when applied to the SemEval test set. At first, this puzzled us, and we thought it was due to some bug in our code or some other silly mistake. However, after careful scrutiny, we had to accept that this strange result occurred because the SemEval datasets for those words were quite small (on the order of tens of records) and, in some cases, polarized on just a small subset of the senses.
In Table 2 , the accuracies that outperform the SemEval 2007 benchmark are marked for both positional and letter-count encodings with a plus (+), whereas those that are slightly worse (less than 5 percent) are marked with a star (*).
By comparing the overall results, we can observe how our approach outperforms the baselines that Table 1 presents when the system is trained and evaluated on the IXA corpus. By also considering the overall results obtained when the system is evaluated on the SemEval 2007 benchmark, we see that the system's performance is slightly worse than that of the competition winner, as we expected.
We don't claim that our system will obtain the best performance. Our goal is to show that, even if our system is trained with encoding schemes that exploit very little information, its performance doesn't lag too much behind that obtained with the best systems. Table 3 illustrates the c 2 significance test of the comparisons to the baselines. With coarse-grained disambiguation, we aim to show that the accuracy improvements are statistically significant, whereas for the benchmark, we want to evaluate whether our approach's performance is always significantly worse than the SemEval 2007 winner. Again, comparing our approach to the best system shows that the overfitting problem is attenuated when we use the evolutionary algorithm.
On coarse-grained disambiguation (Table 3 , columns 2 and 3), the letter-count encoding performs significantly better than the MFS in 10 cases out of 28, and worse in just two cases. Positional encoding performs significantly better than the MFS in 14 cases out of 28, and worse in three cases.
The results of the significance test performed on the benchmark (Table 3 , columns 4 and 5) show *For each result, = means the variation with respect to the baseline isn't statistically significant, < means the obtained accuracy is statistically worse than the baseline, and > means the improvement the system obtained is statistically significant.
that, for both encoding schemes, we obtained significantly better results on one word, and comparable accuracies on six and five words, respectively:
• letter-count encoding scheme: 1 (>) vs. 6 (=); • positional encoding scheme: 1 (>) vs. 5 (=).
When we consider that the dataset used to train the system comes from a different source with respect to the dataset used for the evaluation, our results are encouraging. Moreover, the results show that adopting an evolutionary technique to evolve neural networks can reduce the overfitting problem.
T his brings up a question regarding to what extent our evolved disambiguators' performance is due to the specific choice of a training dataset extracted from the IXA group's Web corpus. To answer this question, we trained another set of neural disambiguators for the 30 SemEval 2007 words on the quite smaller training datasets that the organizers provided. Table 4 shows their accuracies. By comparing these results Table 2 , we see that using the IXA corpus actually boosts our method's performance by a small margin. However, when we consider that neural networks are known to need large datasets to train and that the SemEval 2007 corpus is smaller than the IXA corpus by roughly two orders of magnitude, the decrease in accuracy isn't dramatic and is in fact less than expected. Finally, the right-most column in Table 4 shows the MFS values computed on the SemEval 2007 validation set. The positional encoding scheme outperforms the MFS baseline, whereas the letter-count encoding scheme is closer to it.
W e've presented a neuro-evolutionary approach to WSD based on two distributed encoding schemes that are very different from the usual means for representing the context in which a target word occurs. At first sight, creating a single ANN for every ambiguous word might not seem practical or even feasible. However, out of the 117,798 WordNet entries, only 15,935 are polysemous. Evolving an ANN for disambiguating a polysemous word takes an average of 2 hours on an ordinary desktop PC.
Assuming some 30 PCs are available day and night, 45 days would be enough to evolve an ANN for each polysemous word. We estimate that the entire set of almost 16,000 ANNs would occupy 30 Mbytes of disk space. When a document is disambiguated, a stored ANN would be recalled from the database and executed every time the algorithm encountered a polysemous word. A network can take a few milliseconds, whereas executing it is just a matter of microseconds. Therefore, we can consider our approach realistic and feasible with state-of-the-art technology.
The advantage of using the IXA group's corpus is that, because it's constructed automatically, it could provide a remedy to the well-known problem in supervised WSD approaches of finding tagged corpora.
The approach we propose here is intended to be complementary to linguistically or cognitively informed approaches. Its essence is the extreme simplification of the context encoding, which makes the evolved disambiguators compact and fast to execute. To be sure, further improvements are expected from combining it with more conventional WSD techniques.
