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Abstract 
This study examined ambient airborne fine and coarse fraction particulate matter collected 
from sampling locations in Prince George and Kelowna, BC, during the period October 2005 
to September, 2006. The samples were analyzed for endotoxin concentration, and a chemical 
analysis was performed to determine elements present. Endotoxin concentration were found 
to be greatest at high temperatures and moderate values of relative humidity. Positive matrix 
factorization was performed on the Kelowna sample set. Six sources were identified for the 
fine fraction: wood burning, which contributed 38 % to total modeled concentration, 
residential wood burning (27 %), vehicle emissions (19 %), soil (12 %), agricultural dust (3.5 
%), and secondary particles (0.5 %). Five coarse fraction sources were isolated: soil 
(representing 32 % of modeled concentration), agricultural dust (29 %), road salt (15 %), 
residential wood burning (13 %), and secondary particles (11 %). 
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1 Introduction 
Over the past two decades, Environment Canada, in conjunction with the provincial 
governments, has been gathering information regarding the chemical composition and 
probable sources of particulate matter (PM). Currently, seven air quality monitoring 
stations employing dichotomous samplers, which accommodate collection of both fine 
fraction (PM2.5, particles with mean aerodynamic diameter <;2.5 jxm) and coarse fraction 
(PM2.5-10, particles with mean aerodynamic diameter >2.5um and =slOum) particulate 
matter, are in operation within the province of British Columbia. Of these, six are located 
along the west coast, and one is positioned in the interior of BC. Therefore, little 
information is available concerning the composition of particulate matter present in the 
interior of BC. 
Efforts to understand the contributions made by various sources to ambient levels of PM 
have led to improved air quality in many locations throughout Canada (National Air 
Pollution Surveillance Network, 2004). Over the past several years, in both Prince 
George and Kelowna, a decrease in the percent of days during which air quality standards 
and objectives were exceeded is apparent (Ministry of Environment, 2006; BC 
Environment, 1996; Canadian Council of Ministers of the Environment, 2006; Bruce and 
Gow, 1999; BC Ministry of Environment, Lands and Parks, 1997). Continued research 
concerning the composition of fine and coarse PM, and the factors influencing variation 
in its concentration, will contribute to ongoing progress in improving air quality at these 
locations. 
This present project involved the collection of fine and coarse fraction particulate matter 
samples from two cities in the B.C interior: Prince George and Kelowna (See figures 1.1 
through 1.3). Prince George has a population of approximately 80, 000, and is located in 
a valley formed by the confluence of the Fraser and Nechako rivers. Industrial land use 
in Prince George is generally located to the east and northeast of the sampling location, 
with an isolated area to the south. Land use to the west and southwest of the sampling 
location is commercial and residential. Kelowna is located in the Okanogan Lake Valley, 
and has a population of approximately 100, 000. Land use to the east and south of the 
sampling station is dominated by agriculture. Commercial and residential land use is 
generally located to the west and north of the sampling location. 
Chemical analysis of the samples was performed by the Environmental Technology 
Centre (ETC) laboratory of Environment Canada in Ottawa. Airborne endotoxin 
(contained in the lypopolysacharide layer of the cell wall of Gram-negative bacteria, and 
known to cause irritation to mammalian lung tissues) samples for the fine and coarse 
fractions were also collected at each city. Endotoxin concentration was analysed at the 
School of Environmental Health at the University of British Columbia. These data were 
used to explore the spatial and temporal variation of fine and coarse fraction particulate 
matter total concentration, as well as the concentrations of individual chemical species. 
Receptor modeling was applied to determine which sources contributed most 
significantly to particulate matter concentrations. 
The data were analysed in three main segments. Endotoxin concentration was considered 
separately from other particulate matter species. Seasonal variation in endotoxin 
concentration, as well as the influence of meteorological factors was explored. A 
receptor-based model employing positive matrix factorization (PMF) was applied to the 
speciated data for the Kelowna sampling station. This modeling technique allowed for 
identification of source contributions to ambient fine and coarse PM composition. The 
data obtained from the Prince George sampling station were not sufficient for analysis by 
positive matrix factorization. Instead, a qualitative analysis of the Prince George data set, 
considering meteorological influences and general trends in the data, was conducted. The 
same analysis was conducted on the Kelowna data, for comparison. 
This report is structured as follows. The 'Literature Review' and 'Methods' chapters 
(chapters two and three) cover the entire project, including the endotoxin study, 
qualitative analysis, and PMF study. Chapter four is formatted as a journal article 
outlining the results of the endotoxin study for Prince George and Kelowna. The fifth 
chapter discusses the results of the qualitative analysis and comparison of Prince George 
and Kelowna total particulate matter concentration. Pre-processing of the Kelowna 
speciated PM data was required before this information could be input into the PMF 
model; the results of this pre-processing are presented in chapter six. Chapter seven is 
formatted as a journal article regarding the results of the PMF analysis. The eighth 
chapter, 'Discussion and Conclusions', ties together the various components of this 
project, and presents overall conclusions from the study. 
Figure 1.1: Map of North America, showing Prince George and Kelowna, the two cities 
included in this study. 
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Figure 1.2: Map of Prince George, indicating sampling site and land use. 
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Figure 1.3: Map of Kelowna, indicating sampling site and land use. 
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2 Literature Review 
2.1 Canadian Regulations Concerning Particulate Matter 
Canada-Wide Standards (CWS) regarding particulate matter have been established under 
the Canada-Wide Accord on Environmental Harmonization, and the Canada-Wide 
Standards for Particulate matter (PM) and Ozone sub-agreement, both produced by the 
Canadian Council of Ministers of the Environment (CCME) in 1998. The CWS were 
accepted at this time by all provinces except Quebec, and were ratified by Quebec in 
2000. The accepted CWS for PM2.5 is 30ug/m3, averaged over a 24-hour period, 
considering the 98th percentile of measurements, over three consecutive years. The CWS 
for PM2.5 is to be met by 2010. No CWS has yet been established for PM2.5-10; individual 
jurisdictions may apply air quality objectives for the coarse fraction (Canadian Council of 
Ministers of the Environment, 1998, 2000, 2002). 
Within the province of British Columbia, the Ministry of Environment (MoE) holds 
primary responsibility for achieving compliance with the CWS for air quality. To this 
end, the Environmental Management Act provides MoE with the authority to regulate 
atmospheric emissions. In 1995, the province of British Columbia set an ambient air 
quality objective for PM10 of 50ug/m3, as determined by a 24-hour averaging period. 
The CCME has recommended that further scientific, technical, and economic analysis 
regarding particulate matter be pursued by 2005, and that a review of the CWS be 
conducted by 2010. Included in this recommendation was a suggestion of further study 
7 
into the nature and adverse effects of PM2.5-10, to determine whether a CWS should be 
developed for this size fraction of particulate matter. 
2.2 Adverse Health Effects of Particulate Matter 
The fine fraction of PM posses a significant threat to human health. Several studies have 
linked elevated ambient levels of PM2.5 with the appearance of cardiovascular and 
respiratory ailments, possibly leading to hospital admission (Barnet et al., 2005; Simpson 
et al., 2005; Neuberger et al., 2004; Norris et al., 1999). In particular, correlations have 
been observed between increased concentrations of PM2.5 and the appearance of 
symptoms of asthma (Ostro et al., 2001; Barnet et al., 2005; Norris et al., 1999), 
pneumonia (Zelikoff et al., 2003), heart rate variability (Magari et al., 2001; Pope et al., 
2004), and vascular constriction (Urch et al., 2004). Increased mortality rates have also 
been shown to correlate with exposure to higher levels of fine PM (Simpson et al., 2005). 
Subgroups of the population, including children (Trasande and Thurston, 2004; Pino et 
al., 2004; Zhang et al., 2002), the elderly (Pope et al., 2004; Zelikoff et al., 2003), and 
persons with pre-existing cardiovascular or respiratory conditions (Zanobetti et al., 2004; 
Ostro et al., 2001), are particularly susceptible to experiencing adverse health effects 
associated with PM2.5. 
While there is some evidence which suggests that exposure to the coarse fraction of 
airborne PM is associated with mortality (Castillejos et al., 2000; Ostro et al., 2000, 
1999), the majority of available evidence suggests that PM2.5-10 is more closely correlated 
with symptoms of irritation of the upper respiratory system, such as asthma, cough, and 
8 
phlegm (Schins et al., 2004; Zhang et al., 2002; Kim and Kang, 1997; Kappos et al., 
2004; Archer et al., 2004). Members of the population who suffer from certain respiratory 
ailments, such as asthma or pneumonia, may be particularly vulnerable to the adverse 
effects of PM2.5-10. (Kappos et al., 2004; Kim and Kang, 1997; Archer et al., 2004). 
Several studies have illustrated that the coarse fraction of respirable PM preferentially 
deposits in the upper respiratory tract, while the fine fraction of PM penetrates farther 
into the lung, and deposits throughout the lower respiratory tract. This concept has been 
demonstrated by means of multiple-path models of the rat (Anjilvel and Asgharian, 1995) 
and human (Hofmann and Koblinger, 1992; Asgharian et al., 2001) lung. These results 
agree with experimental determination of deposition patterns of PM as a function of 
particle size (Heyder et al., 1986). 
Irritation of both rat and human lung tissue has been associated with exposure to ambient 
air samples of fine and coarse particulate matter (Dagher et al., 2005; Rivera et al., 2005). 
Inflammatory response of rat lung tissue, as measured by an increase in bronchoalveolar 
lavage neutrophils, due to contact with the coarse fraction of particles derived from rural 
and industrial air samples has been observed in both in vitro (Hetland et al., 2004) and in 
vivo (Schins et al., 2004) studies. The fine and coarse fractions of PM have also been 
shown to induce an inflammatory response, as indicated by increased production of 
various inflammatory cytokines, in human lung tissue (Soukup and Becker, 2001). An in 
vitro study by Monn and Becker found coarse fraction particular matter to cause 
significant toxicity and inflammation in human monocites (Monn and Becker, 1999). 
Q 
Certain members of the population may be at a particularly high risk of experiencing 
negative effects as a result of contact with particulate matter, for reasons other than their 
medical history. Anjilvel and Asgharian demonstrated that incorporating the geometry of 
individual airways, rather than assuming an average diameter and branching angle for 
each generation of airway, resulted in certain pulmonary acini receiving doses of 
particulate matter nearly twice the average value (Anjilvel and Asgharian, 1995). 
Asgharian et al. found the fraction of respirable PM deposited in the lung to vary up to 
three fold, among the ten human lung models used in their study (Asgharian et al., 2001). 
This work suggests that individuals may, by virtue of the structure of their airways, 
receive a higher dose of particulate matter than would be expected for the average human 
lung configuration. 
2.3 Previous Receptor-Based PM Source Apportionment Studies 
Sampling and Speciation 
A variety of equipment has been used to obtain samples of airborne particulate matter, 
however, all equipment used employed the basic principle of drawing air past a filter onto 
which particulate was collected, and had in common the ability to control either volume 
flow rate throughout the sampling period or total volume of air moved past the filter. In 
most cases a 24 hour sample collection period was used. This sample collection duration 
has become a standard upon which many regulations are based, and is therefore a 
reasonable choice for research projects. In many studies, (e.g. Almeida et al., 2005; Park 
and Kim, 2005; Pryor and Barthelmie, 2000; Lowenthal et al., 1997) particulate samples 
m 
were analyzed to determine concentrations present of a number of elements, ions, and 
carbonaceous species. Occasionally other components of particulate, such as polycyclic 
aromatic hydrocarbons, were also measured. 
Receptor Modeling 
Positive matrix factorization (PMF) attempts to detect patterns of covariance among 
elements (typically chemical constituents of the sample, though meteorological factors 
existing at the time of sampling are also often used) collected during a sampling period. 
To accomplish this, a matrix consisting of the covariance between each input element is 
constructed. The dimensionality of this matrix is then reduced by calculating its 
eigenvectors, which are then linked to individual sources of particulate matter. Output 
from PMF includes a list of eigenvectors (often referred to as factors), which outline the 
chemical profile of each source (Wilks, 2006; Kline, 1994; Reyment and Joreskog, 1993; 
Jackson, 1991). Positive matrix factorization is similar in nature to the technique of 
principle components analysis (PCA). The difference is that PMF forces contributions 
(loadings) from individual elements, to the factor compositions, to be positive (Paatero, 
1997; Paatero and Tapper, 1994). Since factor loadings are associated with 
concentrations of elements, PMF produces a more physically meaningful result. 
The technique of PMF has become a common tool for use in identifying sources of 
airborne particulate matter, and has been applied around the world (Lui et al., 2003; 
Almeida et al., 2005; Salvador et al., 2003; Li et al., 2004). Sources identified usually 
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include vehicle exhaust, secondary particles, emissions from local industry, primary 
geological material, and marine particles (if the study area is located near an ocean). 
Positive matrix factorization has also been applied in conjunction with chemical mass 
balance (CMB) (Lowenthal et al., 1997; Pryor and Barthelmie, 2000; Chio et al., 2004). 
In this case, PMF is typically used to identify sources of interest, after which CMB is 
applied to determine the quantitative contributions to total particulate made by each 
source. 
One notable previous receptor modeling study conducted in British Columbia is the 
REVEAL project. Pryor and Barthelmie considered two sites in the Fraser valley, and 
performed principal components analysis using speciated fine fraction data for each 
location. They identified sources including primary geological material (associated with 
aluminum, calcium, silicon, and iron), vehicle emissions (with high weightings on 
organic and elemental carbon, zinc, potassium, and lead), secondary particles (associated 
with sulfur and NO3), and marine particles (with high weightings on sodium). Local 
industrial sources were also identified for each site (Pryor and Barthelmie, 2000). 
Studying a suburban area of the Western European Coast, Almeida et al. applied 
principal components analysis to both fine and coarse fraction data. For the fine fraction 
they identified 7 sources, including soil (associated with elements including aluminum, 
silicon, and iron), marine particles (identified by contributions from chlorine, sodium, 
and magnesium), secondary particles (with high weightings on SO4 and NH4), vehicle 
exhaust (associated with arsenic, NO3, and potassium), and local industrial sources. Six 
sources were identified for the course fraction, including soil, marine particles, and 
1? 
secondary particles (which were identified as discussed for the fine fraction), local 
industry, and an industry/traffic source, which had high weightings on zinc and lead 
(Almeida et al., 2005). 
Chung et al performed principal components analysis on speciated fine and coarse 
fraction data for several stations in an urban setting in Korea. For each site, they 
identified between six and ten sources. All locations included a soil dust factor, with 
high weightings on aluminum and iron; at most sites this factor was also associated with 
calcium and potassium. A sea salt factor was also identified at all locations, and was 
associated with sodium and chlorine. Vehicle exhaust or diesel exhaust factors were 
identified for all locations, and were consistently associated with zinc, and often with 
titanium and chlorine. The remaining factors were associated with local industrial 
sources (Chung et al., 2005). 
Engel-Cox and Weber (2007) compiled a review of recent studies conducted in the 
eastern United States, which employed positive matrix factorization to identify sources of 
airborne particulate matter. Across the studies they considered, the most common 
sources identified were sulfate, nitrate, mobile sources, biomass burning, industrial 
sources, and crustal material and salt. In some areas, the sulfate source was also 
associated with organic carbon and trace elements, and was attributed to coal burning. 
Mobile sources were generally associated with organic carbon in addition to trace 
elements. Biomass burning sources included residential wood burning and wildfires. In 
general, sulfate, nitrate, and mobile sources were found to contribute most substantially 
n 
to particulate matter concentration, though there was considerable variation among the 
studies included (Engel-Cox and Weber, 2007). 
2.4 Endotoxin and Its Adverse Health Effects 
The term endotoxin refers to a portion of the outer membrane of the cell wall of Gram-
negative bacteria. All bacteria can be classified as either Gram-negative or Gram-
positive; Figure 2.1 shows the cell wall configuration for Gram-negative and Gram-
positive bacteria. The cell wall of Gram-negative bacteria is more complex than that of 
Gram-positive bacteria, having an outer layer of lypopolysaccharides (which contains 
endotoxin) that the Gram-positive bacteria lack. This lypopolysaccharide layer acts to 
protect bacteria from their host's defense mechanisms (Gram-negative bacteria are often 
more resistant to antibiotics than are Gram-positive bacteria), and is often toxic to other 
creatures (Campbell and Reece, p 526-530; Yanagita, p 348; Cohen, p 7-8). Figure 2.1 
also demonstrates the average size of individual bacterial cells, which is between 1 and 5 
um; when considering airborne particles, bacteria are most commonly associated with the 
coarse fraction of particulate matter. (Campbell and Reece, p 528; Maier et al., p 94). 
Although endotoxin can sometimes be released during growth of bacteria, it is more 
commonly released when they are killed. Among mammals, inhalation of endotoxin is 
associated with fever and inflammation of the tissues of the lungs (Yanagita, p 347-349; 
Maier et al., p 91-93), as well as chest tightness and decreased lung function, as measured 
by forced expiratory volume in one second (Milton et al., 1996; Nordness et al., 2003). 
14 
The dose required to induce these symptoms in humans is reported to be less than 10 ng 
(Maier et al., p 92), or between 4 and 15 ng/m3 in the atmosphere breathed by the subject 
(Douwes and Heederik, 1997; Osornio-Vargas et al., 2003). 
Gram-negative bacteria inhabit a wide range of environments; at the surface of the earth 
it is generally accepted that Gram-negative bacteria are ubiquitous in the environment 
(Maier et al., p 91). Several factors influence the growth rate (reproduction rate) of 
bacteria, including temperature, availability of water and nutrients, and pH. Considering 
specifically bacteria associated with particulate matter in the atmosphere, the most 
important factors are expected to be temperature and relative humidity. Figure 2.2 shows 
the general shape of the function describing bacterial growth as it relates to temperature. 
The shape of this function is generally common to all bacteria, with the maximum, 
minimum, and optimal temperatures varying among species. Above the maximum 
temperature the bacteria are destroyed by means of denaturation of enzymes critical to 
the function of the cells; below the minimum temperature growth is generally subdued 
through inhibition of enzyme function or freezing of the water contained within the cell 
(though exposure to such temperatures often does not kill the bacteria). The ideal 
temperature for growth of most Gram-negative bacteria lies in the range 20-37 °C (Maier 
et al., 9106-107; Dowes and Sutherland, p 42-49; Neidhart et al., p 226-239). Some 
evidence indicates that Gram-negative bacteria function most effectively at low relative 
humidity (Maier et al., p 106). 
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Adverse Health Effects of Endotoxin Inhalation 
When inhaled by mammals, endotoxin has been shown to cause a variety of adverse 
respiratory effects, associated with the irritation of the epithelial lung tissues (Harkema 
and Wagner, 2005; Flak et al., 2000). Several studies have examined occupational 
exposure of humans to airborne endotoxin. High concentrations of ambient enodotoxin 
have been measured in workplaces such as animal farms (Rylander and Carvalheiro, 
2006; Portengen et al., 2005), agricultural industries (Tanaka et al., 2002), and 
wastewater treatment facilities (Smit et al., 2005). Exposure to endotoxin at these and 
similar workplaces has been shown to correlate with symptoms of respiratory distress 
(Laitinen et al., 2001; Douwes et al., 2000) and decreased lung function (Heederik et al., 
1991; Milton etal., 1996). 
Persons with existing respiratory ailments may be especially at risk of experiencing 
negative health effects associated with inhalation of airborne endotoxin. For individuals 
with asthma, the severity of attacks generally increases when endotoxin is inhaled (Rizzo 
et al., 1997; Michel et al., 1991). Inflammation induced by inhalation of endotoxin can 
also result in increased susceptibility to the adverse health effects of contact with other 
airborne pollutants, such as ozone (Harkema and Wagner, 2005) and diesel exhaust 
particles (Takano et al., 2002). 
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2.5 Previous Ambient Airborne Endotoxin Studies 
A small number of studies have been conducted which examined ambient outdoor 
concentrations of endotoxin. The majority of these studies have been conducted in 
Germany (Schulze et al., 2006; Mogenstern et al., 2005; Carry et al., 2003) and California 
(Mueller-Anneling et al., 2004; Heinrich et al., 2003), though studies examining data 
collected in Denmark and Mexico were also found (Madsen, 2006; Osornio-Vargas et al., 
2003). 
All studies reported using active sampling equipment to collect particulate matter 
samples, from which endotoxin concentration was determined. Flow rates used ranged 
from 3.5 L/min to 1132 L/min. Larger flow rates were generally associated with larger 
filter surface areas; most filters used were 37 mm or 47 mm in diameter, with a pore size 
of 1 to 2 um. Two of the six studies considered collected each sample over a 24 hours 
period (Schulze et al., 2006; Mueller-Anneling et al., 2004; Heinrich et al., 2003). 
Morgenstern et al. and Carty et al. used the same data set, which collected 15 minutes out 
of every two hours onto each filter, for a two week time span; the data used by Madsen 
was derived from filters which had been sampled for between four and six hours. The 
number of sampling locations included in each study varied from two (Heinrich et al., 
2003) to 40 (Morgenstern et al., 2005; Carty et al., 2003). The number of sampling dates 
analyzed was between two (Schulze et al., 2006) and 21 (Heinrich et al., 2003). In 
general, an attempt was made to capture data throughout the year. The finest temporal 
resolution reported was one week (Heinrich et al., 2003). 
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In each study considered, filters were extracted in sterile, pyrogen-free water, by either 
agitation or sonication, or both. Following this, filters were centrifuged, usually at 1000 
g, for 10 to 15 minutes. In all cases, the solution thus produced was analyzed using the 
kinetic chromogenic Limulus amoebocyte lysate (LAL) method. Standard solutions, 
usually containing E. coli endotoxin, were used to quantify the results. Concentrations 
were expressed as EU (endotoxin units) per cubic meter of sample air, and sometimes 
also as EU per miligram of particulate matter. The endotoxin unit is a measure of the 
activity of the Gram-negative bacteria in the sample; for recent lab analyses, one 
endotoxin unit is reliably equivalent to 0.1 ng of lypopolysaccharides. 
Average concentrations of endotoxin were reported by all studies, and ranged from 0.026 
EU/m3 (Morgenstern et al., 2005; Carty et al., 2003) to 1.2 EU/m3 (Heinrich et al., 2003) 
for endotoxin on PM2.5 particulate, and from 0.087 EU/m3 (Morgenstern et al., 2005; 
Carty et al., 2003) to 12 EU/m3 (Heinrich et al., 2003) for endotoxin on PM2.5-10 
particulate. Where endotoxin on PM10 was reported, values ranged from 0.19 EU/m 
(Mueller-Anneling et al., 2004) to 23.2 EU/m3 (Shulze et al., 2006). In general, higher 
concentrations were observed in summer or spring than in winter or fall (Schulze et al., 
2006; Mueller-Anneling et al., 2004; Carty et al., 2003; Heinrich et al., 2003). One 
study, attempting to examine locations other than the home, which might be occupied 
during non-working hours, separated sampling locations in Denmark into the categories 
of 'town', 'busy street', 'industry', 'air from biofuel plants', 'greenhouse', and 'field'. It 
was found that locations in town had the lowest endotoxin concentrations, followed by 
local industrial sites; endotoxin concentrations were highest in air collected from a 
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greenhouse, followed by air collected downwind of a biofuel plant (Madsen, 2006). 
Schultz et al. selected backyard sampling locations in two agricultural communities in 
Germany. In this study sampling locations were separated into 'near the main road' and 
'not near the main road'; locations not near the main road had significantly (p<0.01) 
higher concentrations of airborne endotoxin than did those near the road. Morgenstern et 
al. created a spatial map of endotoxin concentration, using 40 sampling locations in 
Munich, Germany, but found no significant variation in endotoxin concentration across 
this sampling network. 
Some studies attempted to relate the concentration of endotoxin to meteorological 
conditions such as temperature, wind direction and speed, precipitation, and relative 
humidity (Sculze et al , 2006; Carty et al, 2003) or proximity to anticipated sources such 
as gardens, outdoor pets and garbage bins (Morgenstern et al., 2005). It was found that 
temperature and relative humidity were significant predictors of endotoxin concentration, 
with temperature being positively correlated and relative humidity negatively correlated, 
with concentration (Sculze et al„ 2006; Carty et al., 2003). No significant correlation 
was found between endotoxin concentration and wind direction or speed, or precipitation 
(Schulze et al., 2006; Morgenstern et al., 2005). Shulze et al. performed a multiple linear 
regression analysis using proximity to the main road, season, wind direction, and 
precipitation as predictors; this model explained 24% of the variation in endotoxin 
concentration. 
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3 Methods 
3.1 Sample Collection 
Two sampling stations were operated during this study, one located on the roof of the 
Plaza 400 building in downtown Prince George (See Figure 1.2) and one on the roof of 
Okanagan College in Kelowna (see Figure 1.3). At each sampling location, the following 
equipment was utilized: 
• Two Ruppretch and Patashnick Partisol FRM Model 2000 Air Samplers 
(referred to as partisol samplers). 
• Two Ruppretch and Patashnick Partisol-Plus Model 2025 Sequential Air 
Samplers (referred to as dichotomous samplers). 
Partisol Samplers 
Each partisol sampler was equipped with a microprocessor, which controlled the 
mechanical components of the unit, and operated a menu-based display screen which 
served to interface with the user. A solenoid valve controlled when air was allowed to 
enter the apparatus. After this valve, the air stream passed through an inline filter 
designed to protect downstream components of the unit. Air then continued through a 
mass flow sensor, which used measured ambient temperature and pressure (determined 
using temperature and pressure transducers located in a sheltered housing outside the 
main body of the unit) to maintain a constant volume flow rate of 16.7 L/min. A standard 
temperature and pressure of 25 °C and one atmosphere were used by the partisol sampler 
to calibrate the measurement of total sampled air volume. After the mass flow sensor, the 
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air stream passed through the filter or filter pack, where particulate was deposited, then 
exited the apparatus. At each station, one partisol sampler each with inlet cutpoints of 10 
urn and 2.5 um was used. These allowed particles with mean aerodynamic diameters of 
less than or equal to 10 um and 2.5 um, respectively, to enter the unit. 
The partisol samplers were capable of holding only one filter at a time; it was necessary 
to manually switch filters in these units before the beginning of each sampling day. Both 
partisol samplers collected onto 47 mm diameter glass fiber fitlers with pore size of 2 
um; these filters were supplied by the University of British Columbia Occupational and 
Environmental Hygiene laboratory. The partisol sampler with inlet cutpoint of 2.5 um 
was equipped with a three-stage filter pack, which allowed the air stream to be drawn 
past up to three sequentially-placed filters. A glass fiber filter from the UBC lab was 
placed into the first stage, and a pre-fired quartz filter from the ETC lab occupied the 
second stage (the third stage was left empty). Glass fiber filters were later used to 
determine endotoxin content, and the pre-fired quartz filters were analyzed for organic 
and elemental carbon content. The use of pre-fired quartz filters in the second stage was 
intended to capture concentrations of non-particulate carbon. Endotoxin concentrations in 
the fine fraction were taken to be equal to those measured by the PM2.5 partisol sampler; 
endotoxin concentrations in the coarse fraction were calculated by subtracting the 
measurements made by the PM2.5 samplers from those made by the PM10 samplers 
(Rupprecht & Patashnick Co., Inc., 2004). 
IT. 
Dichotomous Samplers 
The dichotomous samplers had a 10 um inlet cutpoint, which allowed particles with mean 
aerodynamic diameter of less than or equal to 10 um to enter the apparatus. The flow path 
of air within the dichotomous samplers was similar to that described for the partisol 
samplers. The main difference is that within the dichotomous samplers, after the inlet, air 
passed through a virtual impactor which separated the air stream into two flow systems. 
One system carried coarse fraction PM at a flow rate of 1.67 L/min, and the other 
transported fine fraction PM at a flow rate of 15.0 L/min. 
The dichotomous samplers are capable of storing several filters before and after 
sampling, and of advancing the filters as necessary to accomplish the desired sampling 
routine. One dichotomous sampler collected particulate matter onto pre-fired quartz 
filters, to be used for analysis of organic and elemental carbon content. The other 
collected onto Teflon filters, later analyzed to determine the total mass of particulate, as 
well as the concentrations present of a variety of elements and ions. No denuders were 
used in this study, to determine artifact nitrate and ammonia concentration. All filters 
used with the dichotomous samplers were 47 mm in diameter, and had a pore size of 2 
um. Both the pre-fired quartz filters and the Teflon filters used in the dichotomous 
samplers were supplied by the Environmental Technology Centre (ETC). Fine and coarse 
fraction concentrations were determined as described in section 3.4. 
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Sampling Routine, Storage, and Shipment of Filters 
All samples were collected over a 24-hour period, on a one-in-three day NAPS (National 
Air Pollution Surveillance) cycle. Sample collection began at 00:00 and concluded at 
24:00 (local time) of each sampling day. This sampling routine is used by Environment 
Canada sampling stations located throughout the country. 
In the case of partisol samplers, filters were removed within 48 hours of the end of the 
sample collection period. Filters were removed from the dichotomous samplers within 12 
days of the sample collection date. Filters were transported to and from the sampling 
equipment supported by the plastic cassettes (in the case of all dichotomous samplers and 
the PMio partisol samplers) or filter packs (in the case of the PM2.5 partisol samplers) used 
to hold the filters while sampling was conducted. Sampled filters were removed from 
these housings and replaced with non-sampled filters in a clean office space environment 
within the building on which the sampling equipment was located. For the purpose of this 
study a clean office space environment was defined as a workspace serviced by an air 
circulation system, and in which measures were taken to reduce the quantity of airborne 
dust (for example, carpets were not vacuumed). While switching filters, the equipment 
operator wore latex gloves. All surfaces and equipment to come into contact with the 
filters during the switching process were cleaned beforehand using Kim Wipes and de-
ionized water. Non-serrated, stainless steel and plastic forceps were used to handle the 
filters. After removal from the sampling equipment, filters were placed in labeled petri 
dishes, and within one hour were moved to the storage conditions described below. 
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Glass fiber filters were stored in a refrigerator at a temperature of approximately 5 °C. 
Pre-fired quartz filters were stored in a freezer maintained at approximately -20 °C. 
Quartz filters were shipped by courier to the ETC in coolers containing ice packs. These 
efforts were made to maintain the quartz filters at a temperature below 0 °C, in order to 
minimize volitization of carbon compounds. All quartz filters were pre-fired before being 
sent to the field sampling location. This was accomplished using a Thermolyne 4800 
Furnace, set to a temperature of 900 °C. Filters were maintained at this temperature for 
four hours, after which they were allowed to cool then were stored in petri dishes. 
Teflon filters were stored at room temperature. All filters were shipped between the 
laboratories and the sampling locations in a manner which minimized vibrations 
experienced by the filters. Teflon filters were packaged in Styrofoam moulds fitted to the 
petri dishes. Glass fiber and quartz filters were packaged using bubble wrap. 
Sample collection was performed by the author at the Prince George sampling site, and 
by Peter Murray at the Kelowna site. 
3.2 Chemical Analysis of Samples 
All chemical analysis of sampled filters was performed at laboratories external to UNBC. 
Five distinct methods of analysis were used in this study: 
• For all Teflon filters, measurement of total mass of particulate on each filter, 
performed by the ETC in Ottawa 
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• For all Teflon filters, determination of the concentrations present of a variety of 
elements, performed by the ETC in Ottawa 
• For all Teflon filters, measurement of the concentrations present of a series of 
ions, performed by the ETC in Ottawa 
• For all quartz filters, determination of the concentrations present of organic and 
elemental carbon, performed by the ETC in Ottawa 
• For all glass fiber filters, measurement of the concentrations present of 
endotoxin, performed by the Occupational and Environmental Hygiene laboratory 
at UBC, in Vancouver. 
Total Mass 
The mass of each Teflon and quartz filter was determined using a Mettler MT5 
microbalance before being shipped to the sampling location, and after return to the lab. 
The difference between these two measurements was taken to be the mass of particulate 
matter collected during sampling. 
The room in which gravimetric measurements were taken was maintained at a 
temperature of 23 °C ± 3 °C and relative humidity of 40 percent ± 5 percent. 
Temperature and humidity within this room were continuously monitored. An air 
exchange rate of no less than 6 air changes per hour was required in the weighing room, 
and a dynamic electronic air filter with efficiency of 95 to 99 percent for particles of 0.3 
urn diameter was incorporated into the air stream. To minimize airborne dust, vacuum 
cleaners and aerosol cleaning agents were not used in this room; surfaces were 
11 
maintained dust free by cleaning with water. Lab coats were worn by all person in the 
weighing room. Before weighing, all filters (both unsampled and sampled) were 
conditioned for a minimum of 24 hours, under the temperature and humidity conditions 
described above, in order to minimize the effects of water content of the pre-sampling 
and post-sampling filter masses. 
The balance used to weigh filters had a readability range of 1 jxg to 5 g, and was located 
on a stone table to minimize vibrations. A Haug ionizer located in the weighing room, 
and a beta emitting radioactive electrostratic eliminator bar located in the balance 
chamber, were used to remove electrostatic charge from the filters prior to weighing. 
Each day that the balance was used, a 100 mg standard weight was measured; weighing 
of samples proceeded only if the actual weight of the standard weight was correctly 
reported ± 20 ug. In addition, six reference Teflon filters were weighed each day of 
operation; in order to begin weighing samples, the weight of each reference filter had to 
fall within ±10 ug of replicate measurements. The detection limit of this method was 
calculated as three times the standard deviation of the differences in weight among 
replicated analyses (minimum of 10) of the six standard Teflon filters. At least 10 percent 
of all filters were re-weighed. The difference between the first and second mass was 
considered acceptable if it was less than 10 ug for unsampled filers and 25 ug for 
sampled filters (Mathieu, 2006). 
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Elements: 
All Teflon filters were analyzed using a Kevex EDX-771 energy-dispersive X-ray 
fluorescence spectrometer, to determine the concentrations present of a variety of 
elements. The spectrometers used have 200 watt rhodium target tubes. The detector is 
lithium-drifted silicon with a 5 \im Be window and has a tantalum collimator with a 
resolution of 165 eV at 5.9 KeV; the detector is cooled with liquid nitrogen. Each 
spectrometer has a 16 position, rotating sample wheel which allowed for sample 
changing. 
Prior to this analysis, each Teflon filter was weighed, and was subject to the conditioning 
described in above. Each sample was analyzed under three different excitation 
conditions, each for 1000s live time. The sample chamber was evacuated while the 
spectra were acquired. Spectra were processed using the software package 'EXFit For 
Windows version 10', to correct for known interferences as well as to subtract the blank 
spectrum. A Gaussian deconvolution was performed on the resultant net spectra, and 
calibration coefficients (discussed in more detail below) were applied to obtain the 
analytical concentrations of each element. A separate detection limit was calculated for 
each sample, taking into consideration the normalized blank spectrum, secondary 
background, and the spectrum generated by a known sample analyzed under the same 
conditions. 
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Two types of calibration, energy and intensity calibrations, were regularly performed on 
the XRF spectrometers. The energy calibration was performed using Kevex standards 
316 (stainless steel) and 2036 (aluminum, copper). The intensity calibration used 
Micromatter thin film standards covering a wide range of elements. Two NIST standard 
reference materials, 1982, containing Mn and Ca, and 1833, containing Fe and K, were 
analyzed with each batch of 16 samples (each batch contained 14 unknown samples). 
Approximately 20 % of samples were reanalyzed by the ETC. The replicate 
measurements of two particulate-laden Teflon filters are used to estimate the uncertainty 
associated with this method (Mathieu, 2003). 
Ions: 
The concentrations of several ions were determined using a Dionex chromatograph. 
Three separation columns were used, the IonPac-AS14, and isocratic anion column, the 
IonPac-AS15, a gradient anion column, and the IonPac-CS12A, an isocratic cation 
column. Prior to ion chromatography analysis each filter was wetted with 100 uL 
isopropanol, then extracted using 15 mL of degassed deionized water. A reagent blank 
consisting of 100 uL isopropanol and 15 mL water was prepared and analyzed with each 
batch of samples. The extracts were transferred to autosampler vials for use in the 
Dionex chromatograph. The output from the chromatograph was analyzed using PeakNet 
Chromatography Software. Detection limits were determined using replicate 
measurements of a reagent blank, and ranged from 0.00008 ug/m3 to 0.006 ug/m3. 
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A variety of standards were used to calibrate the Dionex chromatograph at the beginning 
of each week. The calibration was verified by analyzing quality control check standards 
at two different concentrations. A verification standard was analyzed each day, to detect 
any change in response of the instrument between weekly calibrations (Piechowski, 
2005). 
Organic and Elemental Carbon 
Quartz filters were analyzed to determine the organic and elemental carbon content of 
particulate, using an Atmoslytic Desert Research Institute (DRI) model 2001 
thermal/optical carbon analyzer. The IMPROVE (Interagency Monitoring and Protected) 
analysis protocol was implemented. A section of each filter was heated stepwise in a 
non-oxidizing helium atmosphere, and subsequently in a 2% O2 / 98% He atmosphere. 
At each temperature step, the amount of carbon which had evolved was measured using a 
He-Ne laser and two photodetectors, one on each side of the filter patch. 
While exposed to increasing temperature in a He atmosphere, organic carbon will begin 
to pyrolize to form elemental carbon, resulting in a decreased reflectance of the filter. 
With the addition of 2 % O2 into the sample chamber, elemental carbon (including that 
which pyrolized from organic carbon) will begin to combust, leading to an increase in the 
reflectance of the filter. All carbon which volatized prior to the point when the 
reflectance of the filter reached its original value was considered to be organic carbon; 
carbon which evolved after this point was assumed to be elemental carbon. 
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A leak check was performed on the system at the beginning of each day on which 
samples were to be analyzed. After this, a blank punch was loaded and the oven was 
baked at least three times. A gas standard, composed of 5 % CO2 or 5 % CH4 in helium 
was then analyzed, followed by an 1800 ppm carbon KHP control standard. If both the 
gas standard and the KHP standard results fell within accepted limits, sample analysis 
was allowed to begin. A punching tool and tweezers (both of which were cleaned with a 
dry Kim wipe before each use) were used to remove a 5/16 inch diameter section of each 
filter, to be loaded into the carbon analyzer. For every tenth sample, a second punch was 
taken from the same filters and was also analyzed. At the end of each sample day, a 5 % 
CO2 or 5 % CH4 in helium standard was analyzed. System blanks, consisting of a punch 
from a blank quartz filter, were run once every week. A reading of less than or equal to 
0.2 ug of total carbon on the system blank is required, for analysis of samples to proceed. 
The limit of detection of this method was determined by analyzing seven replicate KHP 
standard solutions (CEPA, 2002). 
Endotoxin 
Endotoxin concentration was determined using a kinetic, chromogenic Limulus 
amoebocyte lysate assay (Kinetic-QCL, Cambix Biomedical Products). Particulate matter 
was extracted from the filters into 10 mL of pyrogen-free water, in pyrogen-free 
centrifuge tubes. The filters were immersed in the water, then subjected to 60 minutes of 
agitation followed by 60 minutes of sonication. Each filter was then centrifuged at lOOOg 
for 15 minutes. Amoebocyte lysate was added to each sample, and a microlitre plate 
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reader (Molecular Devices SpectraMax) at 37 °C was used to measure the optical density 
(at 405 nm) of each sample every 30 seconds. Standard endotoxin solutions were fitted to 
a four-parameter curve; for quality assurance, an r2 value of 0.995 or greater was required 
for this fit. Quantitative endotoxin concentrations were determined by comparison with 
the standard curve. 
3.3 Use of Data Collected by Others 
Meteorological data collected by the British Columbia Ministry of Environment were 
used during this project. These data included hourly measurements of temperature, wind 
speed, wind direction, relative humidity, and total particulate matter concentration as 
measured by the TEOM instrument, recoded both at the Plaza 400 building in downtown 
Prince George, and at Okanagan College in Kelowna. 
3.4 Statistical Analysis 
Most of the statistical methods performed during this analysis were conducted using the 
software packages R and Matlab. Positive Matrix Factorization was performed using the 
package Environmental Protection Agency Positive Matrix Factorization 2.0, or 
EPAPMF2. This software was developed by Sonoma Technologies, Incorporated (based 
in Petaluma, California), for the U.S. Environmental Protection Agency. This software 
has previously been available on the EPA website, and was recommended for use in 
analyzing receptor-based atmospheric pollution data. 
The methods applied to each group of data are described below. Statistical analysis was 
performed by the author. 
Endotoxin Concentration 
Daily mean values of temperature, relative humidity, and wind speed and direction were 
calculated for each successful sampling day within the study period. Correlation between 
endotoxin concentration and daily average temperature and relative humidity was 
explored graphically, using scatter plots, for both the fine and coarse fractions. The 
relationship between wind direction and endotoxin concentration was explored through 
box plots by wind direction. A vector average daily wind direction was calculated from 
hourly measurements of wind speed and direction. Seasonal variation in concentration 
was also examined using box plots. 
Qualitative Comparison of Prince George and Kelowna 
The small number of samples collected from the Prince George sampling location (due to 
equipment failure) made this data set unsuitable for modeling using positive matrix 
factorization. In the interest of comparing results from the two cities considered in this 
study, a qualitative investigation of both the Kelowna and Prince George data sets was 
conducted. Time series plots of total particulate matter concentration were produced, for 
both stations and for both the fine and coarse fractions. Concentrations at each station 
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were also compared with measurements obtained using TEOM (tapered element 
oscillating microbalance) monitors. The ratio of fine to coarse fraction concentration was 
determined for each site. Total concentration data were also binned by wind direction 
and by season, and compared to local topography and likely sources at each site. Some 
consideration was given to individual species in this analysis. 
PMF Analysis 
The Method of Positive Matrix Factorization 
Positive matrix factorization is a multivariate statistical technique which identifies 
covariance among input species (Anttila et al., 1995; Begum et al., 2005; Buzcu et al., 
2003; Juntto and Paatero, 1994; Kim et al., 2003b; Kim et al., 2004a; Kim et al., 2004b; 
Kim and Hopke, 2004a, b; Kim et al., 2005a; Kim et al., 2005b; Larsen and Baker, 2003; 
Lee et al., 1999; Poirot et al., 2001; Polissar et al., 2001; Ramadan et al., 2000; Zhou et 
al., 2004). PMF accepts an input matrix, C, which has dimensions m by n, where m is the 
number of samples (for example number of time steps in the data set) and n is the number 
of input species (such number of elements, ions, and other species measured), and 
factorizes C as described by the following equation. 
C(m by n )= G(m by p) F(p by n) + E(va by n) 
Here F is a series of factors with weightings associated with each of the input elements, 
and G contains the contribution each factor makes to the matrix C, for each sample 
included. For this study, F contains the factor compositions, which will be used to 
identify each factor with a particular source, and G contains the time-varying contribution 
each factor makes to the total particulate matter concentration. The matrix E contains the 
residuals, which can be defined as follows. 
ejj = Cy - S g i / k j 
Here i varies from 1 to m, j varies from 1 to n, and the sum is over k = 1 to p. Positive 
matrix factorization identified G and F by minimizing a difference function, Q, defined 
as the sum of the squares of the residuals inversely weighted by the variation of the data, 
2 
Sij • 
Q=2S(eij2/sij2) 
Here the sum is over i = 1 to m andy = 1 to n. 
In addition, PMF requires that the entries in F and G be positive. This produces a 
physically meaningful result when the technique is applied in situations similar to this 
study. Here, this stipulation ensures that factor weighting on each input species are 
positive, and that each factor has a positive contribution to total concentration for each 
sampling day. 
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Compilation of Lab Data 
Source apportionment of the fine and coarse fractions of particulate matter for the 
Kelowna data set was conducted using the method of positive matrix factorization. The 
software package EPAPMF2 was designed to aid environmental researchers in 
performing this type of analysis in a consistent and statistically rigorous manner. A 
number of insights into the preparation of data for use with EPAPMF2, and the operation 
of the software itself, were provided by members of Sonoma Technologies, Incorporated, 
during a visit by the candidate in March of 2007 and through subsequent email 
communication. The methods described below were applied separately to the fine and 
the coarse fraction data. 
Chemical speciation data received from the ETC was converted into units of micrograms 
per cubic meter of sampled air, using the total sampled volume as recorded by the 
dichotomous samplers. In order to calculate the fine and coarse fraction concentrations, 
the following equations were used. 
Cf = Mf/Vf (3.1) 
Cc = Mc/V t-Vc/V f*C f (3.2) 
Where Cf and Cc are the fine and coarse fraction concentrations of a particular species, 
Mf and Mc are the mass per filter values for that species, and Vf, Vc, and Vt are the fine, 
coarse, and total volumes, equal to 21.6 m3, 2.4 m3, and 24 m3, respectively. These 
equations have been taken from the operator's manual for the dichotomous sampler. 
For the carbon species, an additional step was taken in calculating the concentration to be 
used for further analysis. The backup quartz filter results were used to estimate the mass 
of carbon present on the filters, due to processes other than deposition of particulate 
matter. To isolate particulate carbon data, the concentration of carbon species on the 
backup filter was subtracted from the concentrations of fine and coarse fraction carbon 
species. 
A laboratory method limit of detection (LOD) was provided by the ETC for each species 
and for each sampling day. An uncertainty in the results, expressed in percent, was also 
provided for each species. Field blank samples were used to determine an overall method 
limit of detection, which was set to three times the standard deviation of the field blank 
concentrations. In this way, one overall method LOD was calculated for each species. 
The largest laboratory limit of detection for each species was isolated, and the final LOD 
was set to the larger of this value and the LOD calculated using field blank samples. 
Preprocessing 
When selecting data for use with PMF only those species with concentrations greater 
than the limit of detection on at least 25 percent of sampling days were included. For 
those species retained after this constraint was applied, any values below the limit of 
detection were replaced with one half of the final LOD. Following this, a number of 
measures were taken to identify outlier points to be removed from the data set. Positive 
matrix factorization analysis is very sensitive to outlying points included in the input 
data, so particular care was taken to identify atypical data points. 
Time series plots were produced for all of the species to be used for PMF analysis, to 
identify any days of uncharacteristically high or low concentrations, as well as to gain a 
preliminary understanding of correlations among species. In cases where the same 
species was measured in elemental form, using XRF, and in ionic form, using IC, the 
ratio of the two concentrations was plotted as a scatter plot. For example the ratio of 
sulfur (measure by XRF) to sulfate (measured by IC), the ratio of fine fraction to coarse 
fraction total concentration, and the anion-cation balance were presented as scatter plots. 
To determine the anion-cation balance, the number of moles of each charged species was 
multiplied by the charge on that species. The total molar concentration of charged 
particles was then summed for both anions and cations. The total measured concentration 
and the sum of the concentrations of all species (including organic and elemental carbon, 
but excluding total carbon) were also graphed as a scatter plot. 
In the case of similar species measured by multiple techniques (for example elemental 
sulfur and sulfate), to avoid counting the same mass twice only one species was used in 
PMF analysis. Recommendations made in the user's guide for EPAPMF2 as to which 
species should be retained were followed. Sulfur was retained, rather than sulfate; this 
eliminated the need to assume that sulfate accounted for all sulfur in the sample. The 
signal to noise ratio was used to identify which of XRF and IC measurements were 
retained for other species measured by both techniques (for example calcium and 
potassium). The use of either total carbon alone, or elemental and organic carbon 
together, was also determined on the basis of signal to noise ratio for these species. 
After identification and removal of outlier points, the species retained for PMF analysis 
were loaded into the EPAPMF2 software package. Two input files were created, 
containing concentration and uncertainty data. A number of modifications were made to 
the input files, following the recommendations outlined in the user's guide for this 
software (see reference section of the user's guide for peer-reviewed references relating 
to the recommendations given). For missing data, the concentration was replaced with 
the median value for that species, over the entire sampling period, and the uncertainty 
was replaced with four times this median value. For below detection limit data, 
concentration was replaced with one half the overall limit of detection, and the 
uncertainty was replaced with 5/6 of the limit of detection. 
For some species uncertainty values were not given for data collected over a large 
segment of the sampling campaign. The user's guide for EPAPMF2 recommends using 
values given by Kim et al (Kim et al., 2005), for a variety of chemical species, to replace 
missing uncertainty data. In general it was observed that the uncertainties recommended 
by Kim et al were lower than those reported by the ETC during this study. To 
compensate for this, the ratio of the uncertainty recommended by Kim et al to that 
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reported by the ETC for a few common species (such as Si) was used to develop a scaling 
factor which was applied to the suggested uncertainty values. 
Model Runs 
After loading the input files into EPAPMF2, the software calculated the signal to noise 
ratio for each species. It was possible at this point to decrease the weighting of or 
exclude species with low signal to noise ratios. Three levels of confidence are available 
to the user; species may be classified as 'good', 'weak', or 'bad'. 'Good' species are 
weighted normally, 'bad' species are excluded from the analysis, and 'weak' species have 
their uncertainty values increased by a factor of three. 
As part of the standard output, EPAPMF2 calculated a variety of goodness of fit criteria 
for the model run. First, convergence or non-convergence of each model run was 
indicated. While conducting initial analysis, for each arrangement of input data generally 
10 runs of the model were conducted, with different random initial values. If the solution 
converged this indicated that a local minimum in the difference function, Q, had been 
found. If most of the model runs converged to a similar Q value, confidence was gained 
that the global minimum has been isolated. 
True and robust values for Q were also calculated. The 'robust' value was calculated by 
placing a cap on the influence of outlying points, while the 'true' value did not cap the 
influence of outliers. The theoretical minimum value of Q, for a given data set, is given 
by: 
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Qtheoreticai= (# samples * # good species) + [(# samples * # weak 
species)/3] - (# samples * # factors) (3.4) 
The theoretical value of Q was not determined by EPAPMF2, and was instead calculated 
by the candidate. If the modeled solution is a good fit to the input data, Qrobust and Qtme 
will be close to Qtheoreticai- If outlying points do not have a significant impact on the 
model results, Qrobust and Qme will be close in value. The EPAPMF User's Manual 
recommends setting a criterion of Qtrue and Qrobust being within 50% of the value of 
Vtheoretical-
For each species included in the model run residuals (measured concentration minus 
modeled concentration) were calculated. EPAPMF2 output a standardized residual, 
which is the ratio of the residual to the uncertainty for a particular species. If the model 
is a good representation of the data, standardized residuals should be normally distributed 
about 0, and should be small. It is recommended that most standardized residuals should 
fall within the range -3 to +3. 
An r value for the modeled versus measured concentration was also output for each 
species. Values close to 1 indicate a good match between the model and the input data. 
Generally, it is recommended that r2 values for most species should be greater than 0.9. 
The relationship between model output and measured concentration was also output 
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graphically. In general, for each species, the slope for this graph should be close to 1, 
and the intercept should be near 0, if a good fit has been achieved. 
Once an acceptable solution had been found, using the criteria discussed above, 
bootstrapping was performed., where the model was run many times with the same input 
data. EPAPMF2 runs bootstrapping analysis within the software package. It is 
recommended to perform between 200 and 500 model runs during bootstrapping analysis. 
The output from this analysis shows the variation in concentration and percentage of each 
species attributed to each factor, across the model runs. First, the percent of 
bootstrapping runs for which the resultant factors match the factors from the original 
model runs is given. The higher these percentages are, the more confidence can be 
attributed to the original model solution representing the global minimum of the different 
function. The factor compositions from the original model run are also compared with 
the compositions of matching factors from the bootstrapping runs. The less variation in 
factor composition is observed, the more reliable are the compositions of the original 
model run. For both the fine and coarse fraction analyses, 400 model runs were 
completed for bootstrapping analysis. 
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Abstract 
This study measured outdoor airborne endotoxin concentration, both fine (PM2.5) and 
coarse (PM2.5-10) fractions, for two cities in the interior of British Columbia, Canada. 
Samples were collected throughout one seasonal cycle, from October 2005 to September 
2006. In general it was found that concentrations were highest in the summer and fall, 
and lowest in the winter and spring. Temperature and relative humidity were found to be 
highly influential, with highest endotoxin concentrations recorded during periods of high 
temperature (up to 30 °C) and moderate relative humidity (35 to 75 percent). No clear 
association of concentration with wind direction was observed. Results were comparable 
between the two cities considered in this study, and concentrations were similar to or 
slightly higher than those reported by other studies considering urban locations. 
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1 Introduction 
Endotoxin is a component of the outer cell wall of Gram-negative bacteria, and when 
inhaled by mammals, is known to cause irritation of the epithelial lung tissues (Flak et al., 
2000; Harkema and Wagner, 2005). Occupational exposure of humans to endotoxin has 
been studied in some detail. High concentrations of ambient enodotoxin have been 
measured in workplaces such as animal farms (Rylander and Carvalheiro, 2006; 
Portengen et al., 2005), agricultural industries (Tanaka et al., 2002), and wastewater 
treatment facilities (Smit et al., 2005). Exposure to endotoxin at these and similiar 
workplaces has been shown to be correlated with symptoms of respiratory distress 
(Laitinen et al., 2001; Douwes et al., 2000) and decreased lung function (Heederik et al., 
1991; Milton et al., 1996). 
Exposure to high ambient concentrations of endotoxin is particularly harmful to persons 
with existing respiratory ailments. Among asthmatic individuals, inhalation of endotoxin 
tends to increase the severity of attacks (Rizzo et al., 1997; Michel et al., 1991). 
Inflammation induced by inhalation of endotoxin can also result in increased 
susceptibility to the adverse health effects of contact with other airborne pollutants, such 
as ozone (Harkema and Wagner, 2005) and diesel exhaust particles (Takano et al., 2002). 
Some studies have suggested that exposure to endotoxin in early childhood is associated 
positively with development of the immune system. Several studies have indicated that 
children raised on farms are less likely to experience symptoms of asthma and are less 
sensitive to common allergens than are children raised in the same areas but not on farms 
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(Ernst and Cormier, 2000; Riedler et al., 2000; Kilpelainen et al., 2000). It has also been 
found that the concentration of household endotoxin, collected from carpets, bedding, and 
kitchen floors during the first year of life, is negatively associated with the development 
of asthma and positively associated with a tolerance to common allergens, later in life 
(Gehring et al., 2001; Gereda et al., 2000). 
To date, however, only a few studies have been conducted which analyzed outdoor 
airborne endotoxin concentrations (Morgenstern et al., 2005; Carty et al., 2003; Heinrich 
et al., 2003; Mueller-Anneling et al., 2004; Osornio-Vargas et al., 2003). Morgenstern et 
al. (2005) found that the ambient concentration of airborne endotoxin did not vary 
significantly among 40 monitoring stations operated across the city of Munich. Using the 
same sampling network in Munich, Carty et al. (2003) found that endotoxin concentration 
was significantly correlated positively with temperature and negatively with relative 
humidity. Considering samples collected in two cities located 80 km apart, Heinrich et al. 
found that weekly average ambient concentrations of endotoxin varied considerably at 
each sampling site. However, concentrations between the two cities in this study were 
found to be well correlated. Mueller-Annelling et al. calculated 24-hour average 
endotoxin concentration in ambient PMio once every six weeks, for one year, at 13 
locations in southern California. They found that endotoxin and PMio concentrations were 
significantly correlated, especially during the summer. In this study, the highest 
endotoxin concentrations were measured in the vicinity of a major urban centre (Los 
Angeles). 
4fi 
In general, it has been found that endotoxin is present in both the fine and coarse 
fractions of particulate matter, but is associated more strongly with the coarse fraction 
(Morgenstern et al., 2005; Heinrich et al., 2003; Monn and Becker, 1999). In addition, 
ambient outdoor concentrations of endotoxin were found to be higher in summer than in 
winter (Carry et al, 2003; Heinrich et al., 2003; Mueller-Anneling et al., 2004). 
The purpose of the present study was to collect a record of outdoor ambient 
concentrations of endotoxin in the central and southern interior regions of British 
Columbia, Canada. The selected sampling routine encompassed one complete seasonal 
cycle, and incorporated a three-day temporal resolution. This research is the first to 
characterize ambient airborne endotoxin in this area of Canada. 
2 Methods 
2.1 Study Area 
This study incorporated samples collected from two cities, Prince George and Kelowna, 
located in the interior mainland of British Columbia, Canada (see Figure 1). One 
sampling station was operated within each city. Prince George, shown in Figure 2, has a 
population of approximately 80,000, and is located in a valley formed by the confluence 
of the Fraser and Nechako rivers. The valley bottom elevation is approximately 150 m 
below that of the surrounding Central Interior Plateau. Industry within Prince George 
includes three Kraft pulp mills and several sawmills, as well as an oil refinery and other 
industrial plants. Kelowna (Figure 3) is located in the Okanagan Lake valley, within the 
mountainous southern interior of British Columbia. It has a population of 100,000, and is 
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surrounded by a primarily agricultural area that produces crops of fruit and vegetables. 
Smoke, originating from sources such as agricultural and land clearing burning, 
woodstove use, and forest fires, contributes substantially to ambient particulate matter 
concentrations there. 
2.2 Sample Collection 
At each station, samples were collected using two collocated Rupprecht and Patashnick 
Partisol FRM model 2000 air samplers, one each with 50 percent aerodynamic diameter 
inlet cutpoint of 10 urn and 2.5 urn (to collect PMio and PM2.5 samples, respectively). 
Sample collection was performed on a one-in-three day cycle, between October, 2005 
and September, 2006. A total of 113 samples were successfully collected and analyzed 
from the Prince George station, and 117 from the Kelowna Station. Each sample was 
collected over a 24-hour period, with a constant flow rate of 16.7 L/min. Glass fiber 
filters (Whatman EPM 2000, 47 mm with 2um pore size) were used to collect particulate 
matter containing endotoxin. 
2.3 Laboratory Analysis of Samples 
Endotoxin concentration was determined using a kinetic, chromogenic Limulus 
amoebocyte lysate assay (Kinetic-QCL, Cambix Biomedical Products). Particulate matter 
was extracted from the filters into 10 mL of pyrogen-free water, in pyrogen-free 
centrifuge tubes. The filters were immersed in the water, then subjected to 60 minutes of 
agitation followed by 60 minutes of sonication. Each extract was then centrifuged at 
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lOOOg for 15 minutes. Amoebocyte lysate was added to each sample, and a microlitre 
plate reader (Molecular Devices SpectraMax) at 37 °C was used to measure the optical 
density (at 405 nm) of each sample every 30 seconds. Standard endotoxin solutions were 
fitted to a four-parameter curve; for quality assurance, an r2 value of 0.995 or greater was 
required for this fit. Quantitative endotoxin concentrations were determined by 
comparison with the standard curve. 
Field blanks were collected at both stations, and for both size fractions, throughout the 
sampling period. The number of field blanks was between five and ten percent of the 
total number of samples collected. Most field blanks were determined to have 
concentrations less than the laboratory limit of detection, which was 0.4 EU per filter. 
Concentrations below the detection limit were reported for 30 sampling days from the 
Prince George data set, and 36 from the Kelowna data set; these values were set to one 
half the detection limit. Missing data was noted for 16 sampling days in Prince George, 
and 1 sampling day in Kelowna. 
2.4 Additional Data 
At each of the sampling stations described above, particulate matter was also collected 
using a Rupprecht and Pataschnick dichotomous Partisol Plus model 2025 sequential air 
sampler. This equipment collected both PM2.5 and PM10 samples, using two 47 mm 
Teflon filters on each sampling day. These filters were sampled using the routine 
described above, except that PM10 samples were collected at a flow rate of 1.67 L/min 
and PM2.5 samples at 15.0 L/min. A complete data record from this analysis was obtained 
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for 104 sampling days for Prince George, and 106 for Kelowna. Hourly measurements of 
meteorological factors such as temperature, wind speed, wind direction, and relative 
humidity were collected at the sampling locations in both cities. 
2.6 Graphical Analysis 
As a preliminary step, the ratio of PM2.5 to PM10 endotoxin concentration was examined, 
and was used to identify outlying points. Time series plots of the total PM10 and PM2.5 
endotoxin concentration, as well as temperature, relative humidity, and an inversion 
index (a measure of the strength of the vertical temperature inversion, from Noullett et 
al., 2006) were produced. It was only possible to calculate inversion index for the Prince 
George sampling site, as vertical temperature data were not available for the Kelowna 
site. The inversion index was calculated as the sum of positive hourly temperature 
differences between the University of Northern British Columbia, and the valley bottom 
divided by the difference in elevation between the two stations. A high inversion index 
indicates a strong temperature inversion over the city of Prince George, which results in 
poor mixing of the lower atmosphere. As a result, pollutants remain near the surface. 
Box plots were used to examine the distribution of endotoxin by season and by wind 
direction. 
3 Results and Discussion 
The scatter plot of PM2.5 to PM10 endotoxin concentrations is shown in Figure 4, a and b, 
for Prince George and Kelowna, respectively, with a mean ratio of these indicated by the 
regression slope. It was anticipated that this ratio would remain relatively constant 
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throughout the sampling period. The expected relationship was generally observed, 
however two outliers from each data set were eliminated on the basis of this analysis. 
For Prince George these points can be identified by PM2.5/PM10 ratios of 2.7 and 0.02, 
and occurred on October 25th, 2005 and May 20th, 2006. For Kelowna these points had 
PM2.5/PM10 ratios of 0.006 and 0.04, and were recorded for November 6th and 18th, 2005. 
Outliers were omitted from Figure 4, for clarity. 
Time series plots of PM10 and PM2.5 endotoxin concentration are shown in Figure 5, a 
and b, for Prince George and Kelowna, respectively. It can be seen that PM10 and PM2.5 
concentrations of endotoxin generally co-vary, and tend to be highest during the summer, 
at intermediate levels during spring and fall, and lowest in the winter. The distribution 
of seasonal endotoxin concentrations in PM2.5 and PM10, for Prince George and Kelowna, 
are shown in Figure 6. These concentrations are considerably lower than many 
previously reported ambient endotoxin concentrations, however, they are comparable to 
or slightly higher than values reported where samples were collected from urban 
locations (Morgenstern et al., 2005 Mueller-Anneling et al., 2004), as can be seen in 
Table 1. 
Several peaks are apparent in the data, on 09/11/05, 11/04/06, 10/06/06, and 30/08/06 for 
Prince George, and 04/07/06 for Kelowna. With the exception of 04/07/06 in Kelowna, 
these peaks are much more pronounced in the PM10 data than they are in the PM2.5. As 
PM2.5 and PM10 endotoxin concentration were found to co-vary (Fig. 4), with PM10 
concentrations generally exhibiting more pronounced variations in concentration, and 
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considering that the PM10 data set contained fewer values below the limit of detection, 
only the PMio data were considered in the subsequent analysis. 
Figure 7, a and b, shows endotoxin concentration on PMio as a function of temperature, 
for Prince George and Kelowna, respectively. At both stations, there is a noticeable 
change in the relationship between temperature and endotoxin concentration at around 5 
°C. Below this temperature endotoxin concentrations appear to be independent of 
temperature, and are relatively low. Above approximately 5 °C endotoxin concentration 
is more variable. This pattern in the data agrees with the general relationship between 
bacterial growth rate as a function of temperature. In this case, the minimum temperature 
for gram-negative bacterial growth (remembering that this is an average across all species 
of gram-negative bacteria present at each location) is approximately 5 °C, and the 
maximum temperature is greater than was observed during this study. 
It can also be seen from Figure 4 that the variability in endotoxin concentration, at all 
temperatures, is greater in Prince George than in Kelowna. This might be the result of 
greater variation in other meteorological conditions present in Prince George which either 
are conducive to bacterial growth or limit dispersion of particulate matter (for example 
temperature inversion, discussed below). 
In order to isolate the effects of other meteorological factors on ambient endotoxin 
concentration, the data were analyzed considering both the entire set, and only those 
points for which temperature was above 5 °C. 
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An investigation of the relationship between endotoxin concentration and relative 
humidity was also conducted. Figure 8, a and b, shows endotoxin concentration as a 
function of relative humidity for Prince George and Kelowna, respectively. Both graphs 
show a maximum at moderate values of relative humidity (50 to 75 percent for Prince 
George and 35 to 55 percent for Kelowna). At relative humidity in excess of these 
values, the lower endotoxin concentration with increasing relative humidity may be due 
to lower temperatures associated with very high relative humidity. Endotoxin 
concentration is also reduced at low values of relative humidity, for which temperature is 
generally high. The general relationship between endotoxin concentration and relative 
humidity persists when sampling days for which temperature was above 5 °C are isolated. 
This analysis suggests that relative humidity, in addition to temperature, may influence 
ambient endotoxin concentration. Possibly moderate values of relative humidity are most 
conducive to growth of gram-negative bacteria at the two sampling locations. 
To investigate the relationship between airborne endotoxin concentration and wind 
direction, the vector average daily wind direction was calculated. Figure 9 depicts 
endotoxin concentration binned by wind direction, with 45-degree bin widths. From 
these figures, the relationship between wind direction and endotoxin concentration is 
unclear. For Prince George there is a slight increase in concentration associated with 
wind from the east, and concentrations are generally similar across all other directions. 
Due to the topography of this area, winds from the northeast are channeled so as to 
approach the Prince George sampling station from the east. This directional trend in 
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endotoxin concentration may indicate a source from the heavy industrial area east and 
northeast of the monitor, which includes three pulp mills. There are large wood chip piles 
at these mills which could be an endotoxin source. Considering Kelowna, concentrations 
appear to be highest when the wind is blowing from the west to northeast, placing most 
of the city upwind. Also, the wind directions calculated are daily vector averages and 
may conceal seasonal (i.e. temperature) influences as well as considerable variation 
within a day. This trend should be interpreted cautiously, as the number of data points in 
each bin is considerably lower for these wind directions than for others. This analysis 
indicates that gram-negative bacteria are generally ubiquitous in the atmosphere at both 
sampling locations. 
In order to consider whether atmospheric stability and its role in dispersion are important 
for endotoxin concentrations it was also possible, for Prince George, to calculate an 
inversion index, which represents the strength of temperature inversion present on each 
sampling day. Figure 10 is a time series plot of inversion index and PMio endotoxin for 
the Prince George sampling location. Some association can be seen between the two data 
sets, though there are several exceptions to this. In particular there are many sampling 
days that exhibited high inversion index and low endotoxin concentration. These 
generally occurred in the winter, when temperatures were too low to allow significant 
bacterial growth. If only those sampling days for which temperature was greater than 
5°C are considered, the relationship between inversion index and ambient endotoxin is 
more prominent. The association observed between inversion index and endotoxin 
concentration is not unique to this pollutant. As inversion index is a measure of 
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dispersion rather than production of endotoxin, a similar relationship would be expected 
between inversion index and any airborne pollutant in Prince George, as was found by 
Noullett and Jackson (2006) for PM25. 
4 Conclusions 
In general, it was found that outdoor ambient endotoxin concentrations in Prince George 
and Kelowna varied throughout the sampling period of October 2005 to September 2006, 
being highest in the summer and fall, and lowest in the winter and spring. Average 
seasonal concentrations were similar to or slightly higher than those reported by other 
studies considering urban sampling locations. The results of this study at each of the two 
sampling locations (Prince George and Kelowna) were comparable; the general trends 
observed between endotoxin concentration and meteorological factors were consistent 
between the two sites. 
From this analysis it can be concluded that in both Prince George and Kelowna 
temperature and relative humidity are related to ambient airborne endotoxin 
concentrations, likely through an influence on the ability of endotoxin-carrying bacteria 
to grow. For both cities, highest concentrations were observed during conditions of high 
temperature and moderate relative humidity. Considering Prince George, when 
conditions were conducive to bacterial growth, the strength of temperature inversion was 
also associated with high endotoxin concentrations. Although somewhat higher 
concentrations were noted with wind from the industrial sector in Prince George, in 
general, wind direction was not found to have an important association with endotoxin 
concentration, indicating that gram-negative bacteria are essentially ubiquitous in the 
atmosphere at both sampling stations. 
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Tables 
Table 1: Comparison of Previously Reported Average Endotoxin Concentrations with 
Values Obtained During This Study 
Primary Author 
Mogenstern 
Heinrich 
Mueller-Anneling 
Madsen 
Schulze 
Allen 
(this study) 
Location Type 
Urban 
Rural 
Urban 
Urban 
Agricultural 
Rural 
Urban-
Prince George 
Urban -
Kelowna 
Size Fraction 
PM2.5 
PM10 
PM2.5 
PM10 
PM10 
<1 mm 
Inhalable 
PM10 
PM10 
Average 
Concentration 
(EU/m3) 
0.026 
0.087 
1.2 
12 
0.19 to 1.85 
0.33 
13.2 
2.5 
1.12 
1.24 
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Figures 
Figure 1: Map of North America, showing Prince George and Kelowna, the two cities 
included in this study. 
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Figure 2: Map of Prince George, indicating sampling site and land use. 
fo 
Figure 3: Map of Kelowna, indicating sampling site and land use. 
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Figure 4: Ratio of endotoxin on particulate in PM2.5 to PM10 size 
fractions for a) Prince George, and b) Kelowna. 
64 
Figure 
if 3 
LU 
c 
o 
^4_> 
CD 
l _ 
"c 
CD 
O 
c 
o O 
c 
X 
o 
-t—» o 
"O 
c LU 
5a: 
9 -
8 -
7 -
G -
5 -
4 • 
3 • 
2 -
, 1 • 
- •— PM10 
- • -PM2.5 
10/10/2005 10/12/2005 10/02/2006 10/04/200G 10/06/2006 
Sampling Date 
10/08/2006 
Figure 
"i 
3 
LLJ_ 
c 
o 
CO 
-t—' 
c CD 
O 
c 
o O 
5b 
3 -
8 -
7 -
6 -
5 • 
4 -
3 • 
2 -
1 -
-PM10 
-PM2.5 
0 
10/10/2005 10/12/2005 10/02/2006 10/04/2006 10/06/2006 
Sampling Date 
10/08/2006 
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5 Qualitative Analysis of Prince George and Kelowna PM Data 
This chapter examines the Prince George and Kelowna speciated particulate matter data 
sets, in relation to particulate matter measurements made by TEOM instruments co-
located with dichotomous samplers, as well as meteorological factors. The Kelowna 
data set is examined in further detail in subsequent chapters, however the Prince George 
data set was not compatible with positive matrix factorization analysis and is only 
discussed here. 
Time series plots of fine and coarse fraction concentrations for Prince George and 
Kelowna are shown in figures 5.1 and 5.2. The Prince George data set does not cover the 
entire sampling period; some data were lost due to equipment failure between October 
2005 and March 2006. It can be seen that the fine and coarse fractions generally follow 
the same trend in concentration. Some discrepancies in the magnitude of concentration 
are apparent, particularly for the Kelowna data set. In general during November and 
December of 2005 the fine fraction concentrations are greater than those of the coarse 
fraction. This is also true of a few peaks in concentration measured during September 
and October, 2006. 
The annual average concentrations for Prince George were 9.9 ug/m3 for the fine fraction 
and 13.2 ug/m3 for the coarse fraction. For Kelowna the annual average concentrations 
were 9.6 (4-g/m and 7.6 ug/m3 for the fine and coarse fractions, respectively. These 
values are considerably lower than concentrations reported for some urban areas 
(Oliveira et al., 2007; Shah and Shaheen, 2007; Vega et al., 2007; Fang et al., 2007), but 
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agree well with previous studies conducted at urban locations in British Columbia (Jeong 
et al., 2007; Pryor and Barthelmie, 2000; Lowenthal et al., 1997; Johnstone and Wallis, 
2003). A scatter plot of fine fraction versus coarse fraction concentrations for Prince 
George and Kelowna is illustrated in Figure 5.3, with the average ratio between the two 
indicated by the regression slope. In both cases the average ratio is approximately 0.6, 
although the linear regression intercept for Kelowna is much larger than for Prince 
George. Fine to coarse fraction ratios of approximately 0.35 have been reported for 
urban locations with high contributions of coarse fraction particulate from dust sources 
(Shah and Shaheen, 2007; Vega et al., 2007). For highly populous urban locations, 
average ratios greater than one have been reported (Fang et al., 2007). The fine to coarse 
fraction ratio observed for the two sampling locations in this study agrees well with ratios 
reported for other similar urban environments (Yin et al., 2005). The relationship 
between fine and coarse fraction concentrations is more consistent for the Prince George 
data than for the Kelowna data (r2 value of 0.64 for Prince George compared to 0.25 for 
Kelowna). As there is considerable seasonal variation in the ratio of fine to coarse 
fraction concentration for the Kelowna site, this may be a result of the lack of winter data 
for the Prince George sampling site. 
The fine and coarse fraction concentrations measured in this study were compared with 
concentrations measured by the collocated TEOM instruments. Time series plots of 
TEOM and Dichot measurements are shown in figures 5.1 and 5.2. Note that for Prince 
George, the TEOM measurements throughout the entire sampling period have been 
included. TEOM and Dichot measurements of concentration generally agree well, 
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though there are some noticeable discrepancies between the two. Typically, for the fine 
fraction, Dichot measurements of concentration are higher than TEOM measurements 
during the winter, and the two agree well during the summer. This is consistent with the 
results of previous studies that examined the relationship between particulate matter 
concentrations as measured by Dichot and TEOM (Allen et al., 1997). For the coarse 
fraction, TEOM concentrations tend to be greater than Dichot measurements during the 
summer, and two methods generally agree during the winter. 
Another disparity between the two methods of measurement is apparent in the Prince 
George data set, during early October 2006 (the 8th, 11th, and 14th). Here the Dichot 
measurements indicate both fine and coarse fraction PM to have a concentration of zero, 
while TEOM concentrations range from approximately 15 to 20 ug/m3 for the fine 
fraction and 10 to 28 ug/m3 for the coarse fraction. A similar pattern occurs in the fine 
fraction data set on the dates August 30th, and September 2nd and 5th. In these situations, 
the most likely explanation for the discrepancy is that the Dichot filters did not sample 
properly. 
Variability of particulate matter concentration with daily vector average wind direction 
was also examined. Figures 5.4 and 5.5 show the results of this analysis. For Prince 
George, both coarse and fine concentrations were found to be highest when wind was 
blowing from the east to southeast (See Figure 5.4). The variation in concentration was 
also greatest when winds were from these directions. As can be seen in Figure 1.2, this 
direction is associated with an industrial sector of Prince George. Two Kraft pulp mills, 
as well as an oil refinery are located to the east of the sampling location. Due to the 
topography of the region, wind from this direction would also likely carry particulate 
matter from the third pulp mill, located northeast of the sampling station. The high 
variation in concentrations recorded when winds are blowing from the east to southeast 
suggests larger fluctuations in particulate matter emissions from these sources, as 
compared to other sources in the area. 
Considering the Kelowna data set, the coarse fraction concentration did not vary 
appreciably with wind direction, and fine fraction concentrations were found to be 
highest when wind was blowing from the southeast to south. Land use in this direction 
from the sampling station is largely agricultural. This analysis suggests that the 
agricultural industry may contribute a significant portion of the airborne particulate 
matter in Kelowna. The low frequency of wind blowing from the north for the Kelowna 
data set is most likely due to the location of the sampling station, in the lee of an isolated 
hill to the north. 
Figures 5.6 and 5.7 show the Prince George and Kelowna data binned by season. The 
seasons were defined as follows: winter, from December to February; spring, from 
March to May; summer, from June to August; fall, from September to November. No 
winter data are listed for the Prince George data set, as no data were successfully 
collected from the Prince George site during this season. 
Considering the Prince George data set, for both the fine and coarse fractions 
concentrations were highest in the spring and decreased through the summer and fall. 
The Kelowna coarse fraction data displayed comparable concentrations among the 
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spring, summer, and fall bins. The lowest values and highest variability in coarse 
fraction concentration data was observed during the winter. Fine fraction concentrations 
in Kelowna were found to be lowest in the summer and highest in the fall and winter. 
Due to the regular sampling schedule, which extended for approximately one year 
(except for the Prince George station) the data are generally distributed evenly among the 
seasonal bins. In general, other studies considering the fine fraction found concentrations 
were highest in winter and lowest in spring or summer (Oliveira et al., 2007; 
Krzeminska-Flowers et al., 2006). Studies of coarse fraction typically observed highest 
concentrations during the spring or summer, and lowest concentrations during the winter 
(Oliveira et al., 2007; Krzeminska-Flowers et al., 2006; Wells et al., 2007). The seasonal 
trends observed for Prince George and Kelowna are generally in agreement with those 
recorded in previous studies, though the lack of winter data for the Prince George station 
reduces the accuracy of observations drawn for this location. The high coarse fraction 
levels in Prince George during spring are consistent with dust from winter street traction 
material providing a source before the streets are cleaned in the spring. 
Figures 5.8 through 5.11 demonstrate that relative contributions of various species, to the 
total concentration of particulate matter. The data are sorted by season, and the 20 % of 
days with highest total concentration are considered separately. 
The coarse and fine fractions for Prince George are addressed in Figures 5.8 and 5.9. 
Note that for Prince George no winter category is included, as speciated data were not 
successfully obtained during this period. The soil category concentration was determined 
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according to Equation 5.1, which uses established relationships between non-measured 
species and species measured in this study, when found in soil typical of most North 
American locations. The minerals used in determining the scaling factors in Equation 5.1 
are: Si02, AI2O3, CaO, Fe203, K20, Na20, Ti02 , and P205 . The elemental names used in 
this formula indicate mass concentrations of these elements per volume of sampled air; 
the scaling factors do not have units. Based on the empirical relationship between 
aluminum and silicon concentrations measured in the IMPROVE network between 1999 
and 2000, aluminum concentration was estimated at silicon concentration divided by 
3.26. 
Soil = 2.2 * Al + 2.49 * Si + 1.41 * K + 2.5 * Ca + 1.94 * Ti + 2.42 * Fe. (5.1) 
Organic matter concentration was determined by applying a modification factor of 1.6 to 
measured organic carbon concentration (Bae et al., 2006; Turpin and Lim, 2008). 
Considering the coarse fraction, total concentration was overestimated slightly in the fall 
and underestimated slightly in the summer. A more substantial portion of the total 
concentration was not accounted for in the summer and when the top 20 % of high 
concentration days were considered. Fine fraction total concentration was overestimated 
during the summer and fall, and was underestimated when the top 20 % of high 
concentration days were considered. Soil and organic matter contribute most notably to 
total coarse fraction concentration for all subsets considered. The composition of fine 
fraction particulate is dominated by organic matter, though sulfate, soil, and elemental 
carbon also constitute a meaningful portion of the total concentration. These finding are 
if. 
in agreement with a recent PM speciation study for Prince George, which found the fine 
fraction to be composed predominantly of ammonium sulfate and organic carbon (Rubin 
et al., 2008). 
The Kelowna fine and coarse fraction data are shown in Figures 5.10 and 5.11. Generally 
speaking, the concentration underestimated slightly in the winter, and overestimated in 
the summer. The percentage of unknown concentration was largest when only the top 20 
% of high concentration days were considered. Soil and organic matter contribute the 
largest portions of the total measured coarse fraction concentration. The most notable 
contributions to fine fraction concentration are made by organic matter, elemental carbon, 
and soil. 
Overestimation of total mass (i.e. negative unresolved mass) was encountered in this 
analysis. This could be due to an overestimation of the conversation factor for organic 
carbon to organic matter, taken to be 1.6. Another factor could be overestimation of the 
soil mass associated with measured species. 
Concentrations of fine and coarse fraction particulate matter were found to be comparable 
between the two sites considered in this study (the cities of Prince George and Kelowna). 
In addition, the concentrations observed were noted to be comparable to those reported in 
previous studies, for similar urban locations. Measurements of concentration made by 
the TEOM and Dichot instruments showed good agreement in the trends in 
concentrations, however, absolute values were found to differ. Discrepancies between 
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the two methods of measurement tended to vary seasonally. For the Prince George 
sampling location, concentrations were found to be highest and most variable when the 
wind was blowing from the industrial sector. Considering the Kelowna station, 
concentrations were noted to be highest when the wind was blowing from the commercial 
district. Lack of winter data for the Prince George station allowed for only limited 
conclusions regarding seasonal trends for this station; seasonal trends in concentration at 
the Kelowna station were in agreement with those reported by previous studies of urban 
locations. For both the Prince George and Kelowna data sets, soil and organic matter 
were found to contribute most substantially to the total coarse fraction concentration. 
Organic matter dominated the total fine fraction concentration at both locations, though 
elemental carbon and soil made substantial contributions as well. 
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Figure 5.1: Dichot and TEOM measurements of a) fine fraction, and b) coarse fraction 
concentration, in Prince George. Considering the fine fraction, dichot values are higher 
than TEOM values during spring and early summer, and TEOM values are higher than 
dichot values during late summer and fall. Coarse fraction measurements agree well 
during spring and early summer, and TEOM values are higher than dichot values during 
late summer and fall. 
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Figure 5.2: Dichot and TEOM measurements of a) fine fraction, and b) coarse fraction 
concentration, in Kelowna. Considering the fine fraction, dichot values are higher from 
late fall to spring, and TEOM and dichot values agree well from early summer to early 
fall. Coarse fraction data agree well from late fall to late spring, with TEOM values 
being higher than Dichot values from early summer to early fall. 
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Figure 5.3: Fine fraction versus coarse fraction concentration for a) Prince 
George, and b) Kelowna. A relatively consistent relationship is apparent for 
Prince George, but considerable scatter is evident in the Kelowna data. The 
ratio of fine fraction to coarse fraction is approximately 0.6 in each case. 
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Figure 5.4: Concentration binned by wind direction for the Prince George data set: a) 
coarse fraction, b) fine fraction, c) distribution of data by wind direction. For a and b, 
boxes extend over the inter-quartile range, between 25 % and 75 % of data, whiskers 
extend to 10 % and 90 % increments, and points beyond this range are shown 
individually. 
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Figure 5.5: Concentration binned by wind direction for the Kelowna data set: a) coarse 
fraction, b) fine fraction, c) distribution of data by wind direction. For a and b, boxes 
extend over the inter-quartile range, between 25 % and 75 % of data, whiskers extend to 
10 % and 90 % increments, and points beyond this range are shown individually. 
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Figure 5.6: Concentration binned by season for the Prince George data set: a) coarse 
fraction, b) fine fraction, c) distribution of data by season. For a and b, boxes extend over 
the inter-quartile range, between 25 % and 75 % of data, whiskers extend to 10 % and 90 
% increments, and points beyond this range are shown individually. 
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Figure 5.7: Concentration binned by season tor the Kelowna data set: a) coarse fraction, 
b) fine fraction, c) distribution of data by season. For a and b, boxes extend over the 
inter-quartile range, between 25 % and 75 % of data, whiskers extend to 10 % and 90 % 
increments, and points beyond this range are shown individually. 
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Figure 5.8: Species contributions to total coarse fraction concentration for Prince George. 
'Other' refers to the sum of all remaining measured species. 'Not identified' is the 
difference between total measured concentration and the sum of all measured species. 
The data have been binned by season, and the 20% of highest total concentration days 
have been considered separately. Note that there is no winter data for Prince George, as 
speciated data was not successfully collected for this time period. 
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Figure 5.9: Species contributions to total fine fraction concentration for Prince George. 
'Other' refers to the sum of all remaining measured species. 'Not identified' is the 
difference between total measured concentration and the sum of all measured species. 
The data have been binned by season, and the 20% of highest total concentration days 
have been considered separately. Note that there is no winter data for Prince George, as 
speciated data was not successfully collected for this time period. 
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Figure 5.10: Species contributions to total coarse fraction concentration for Kelowna. 
'Other' refers to the sum of all remaining measured species. 'Not identified' is the 
difference between total measured concentration and the sum of all measured species. 
The data have been binned by season, and the 20% of highest total concentration days 
have been considered separately. 
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Figure 5.11: Species contributions to total fine fraction concentration for Kelowna. 
'Other' refers to the sum of all remaining measured species. 'Not identified' is the 
difference between total measured concentration and the sum of all measured species. 
The data have been binned by season, and the 20% of highest total concentration days 
have been considered separately. 
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6 Results of Pre-processing of PMF Input Data 
This chapter discusses the measures taken to prepare the Kelowna speciated particulate 
matter data set for positive matrix factorization (PMF) analysis. The results of the PMF 
analysis are presented in the next chapter. 
Positive matrix factorization analysis is very sensitive to outlying points included in the 
input data, so particular care was taken to identify atypical data points. The technique of 
PMF identifies trends in correlation between input species. As such, outlying points, 
which do not conform to the typical relationships among input species, distort the final 
result considerably. These points must be excluded in order to achieve a meaningful 
result from PMF analysis. 
When selecting data for use with PMF only those species with concentrations greater 
than the limit of detection on at least 25 percent of sampling days were included. For 
those species retained after this restraint was applied, any values below the limit of 
detection were replaced with one half of the final LOD. Following this, a number of 
measures were taken to identify outlier points to be removed from the data set. 
Time series plots were produced for all of the species to be used for PMF analysis, to 
identify any days of uncharacteristically high or low concentrations, as well as to gain a 
preliminary understanding of correlations among species. In cases where the same 
species was measured in elemental form, using 'XRF', and in ionic form, using ' I C , the 
ratio of the two concentrations was plotted as a scatter plot. The total measured 
concentration and the sum of the concentrations of all species (including organic and 
elemental carbon, but excluding total carbon) were also graphed as a scatter plot, as was 
the anion-cation balance. Any points identified as atypical of the data set, based on the 
criteria discussed above, were excluded from the PMF analysis. 
An analysis of the percent of sampling days for which the measured concentration was 
above the overall method limit of detection was conducted, and is presented in figures 6.1 
through 6.6. For the fine fraction results, six elements (sulfur, potassium, iron, silicon, 
calcium, and zinc) were retained, as were nine ions and other species (formate, sulfate, 
oxalate, nitrate, sodium, ammonium, potassium, magnesium, and calcium). Considering 
the coarse fraction, twelve elements (silicon, calcium, iron, sulfur, potassium, barium, 
titanium, copper, zinc, manganese, strontium, and zirconium), measured by X-ray 
fluorescence, were retained for further analysis. Nine coarse fraction ions and other 
species (fluoride, chloride, sulfate, oxalate, nitrate, sodium, potassium, magnesium, and 
calcium), measured using ion chromatography, were also retained. 
Organic carbon (OC), elemental carbon (EC), and total carbon TC), as calculated using 
both the laser reflectance (LR) and laser transmittance (LT) methods, were considered in 
this analysis. The two methods provide similar results, and both have been used in 
previous atmospheric pollution studies (though it is common practice to use one or the 
other in any given study). From Figure 6.3, it can be seen that all fine fraction carbon 
species meet the criterion of 25 % of days with concentration above the limit of detection. 
Q1 
Of the coarse fraction carbon species, shown in Figure 6.6, elemental carbon as 
calculated by laser transmittance does not meet this criterion. For this reason, carbon 
species calculated using the laser reflectance method were used in subsequent analysis. 
Time series plots of the total mass concentration for the fine and coarse fractions are 
shown in Figure 5.2. It can be seen that the fine fraction concentration is lowest in 
spring and early summer, and with the exception of two points at August 21, 2006 and 
September 8, 2006 is typically highest in the fall and winter. Another notable peak in 
fine fraction total mass concentration occurred on December 3, 2005. Coarse fraction 
concentrations do not show as marked a seasonal trend. As with the fine fraction, high 
concentrations are observed on the 21st of August and the 8th of September. A distinct 
peak is in coarse fraction (with no analogue in fine fraction total mass) concentration is 
apparent on February 10, 2006. 
Figure 6.7 portrays a scatter plot of coarse fraction versus fine fraction total mass 
concentration. There is considerable spread in the data, however a generally linear 
relationship between the fine and coarse fraction total concentration is observed. Two 
points, December 3rd, 2005 and October 2nd, 2006 were isolated as outliers, due to highly 
unusual coarse fraction to fine fraction ratios, and were removed from the data set. 
The total mass concentration, plotted against the sum of concentrations of all species 
included at this point in the analysis, is shown for the fine and coarse fraction in figures 
6.8 and 6.9, respectively. For both the fine and coarse fractions a reasonable agreement 
is seen between measured total concentration and the sum of individual species. A trend 
Q? 
line was fit to the data for each scatter plot; the slope of the trend line was 0.47 for the 
fine fraction and 0.37 for the coarse fraction. This indicates that greater than 50 % of the 
mass of particulate matter in each size fraction was not accounted for in this analysis. 
However, the linear relationship observed in both plots suggests that the species that were 
retained for PMF analysis may be representative of the total mass of particulate matter. 
For the fine fraction one outlier was identified, March 9th, 2006. 
For convenience, in the subsequent discussion, where there is a species is measured by 
both ion chromatography and X-ray fluorescence, the superscripts " " and "XRF" shall be 
used to distinguish concentrations as measured by the two methodologies. 
Figure 6.10 illustrates the ratio of sulfate, as measured by ion chromatography, to sulfur, 
as measured by X-ray fluorescence, for the fine fraction data. It is often assumed that all 
sulfur in the atmosphere exists as sulfate, in which case it would be expected that these 
species be linearly related, with sulfate concentrations being approximately three times 
sulfur concentrations (the molar mass of sulfate is approximately three times the molar 
mass of elemental sulfur). The scatter plot of these species does reveal a linear 
relationship, with a slope of approximately 2 to 2.5. This indicates that a significant 
portion, but not all, of the sulfur measured during this study can be associated with 
sulfate. The anion-cation balance for the fine fraction species is shown in Figure 6.11. 
The expected relationship for a scatter plot of anion and cation molar concentrations is 
linear, with a slope of one. It can be seen that the fine fraction data do display this 
en 
relationship. No fine fraction data points were excluded on the basis of sulfate to sulfur 
ratio, or anion-cation balance. 
Figures 6.12, through 6.14 are time series plots of fine fraction elements, ions, and carbon 
species for Kelowna. Considering the elements, the mass is dominated by Si and S. The 
most important contributors to mass among the ions are nitrate and sulfate. Organic 
carbon comprises the majority of carbon measured in the fine fraction. From individual 
species time series plots seasonal trends were observed in several species. Those with 
high concentrations in spring and summer included sulfate, CaIC, Si, CaXRF, Mg, and 
NaIc. Nitrate, Zn, and KXRF were generally higher in the fall and winter. This trend is 
particularly noticeable in nitrate. There is a distinct change in nitrate concentrations 
throughout the seasonal cycle of measurements. Nitrate has been known to demonstrate 
poor adhesion to the Teflon filters used to collect particulate samples used for IC 
analysis. It is possible that this property is temperature dependant, which might explain 
the notable seasonal variation in nitrate concentrations, as compared to other species. 
Several apparent correlations between species were observed. Sulfate and nitrate 
concentrations appeared to co-vary during the fall and winter, but differed substantially 
during the summer, when nitrate concentrations dropped notably. During the spring and 
summer MgIC and CaIC appeared correlated, however this trend was not observed during 
the fall and winter, when Ca concentrations were largely below the limit of detection 
(and hence appear as constant, at one half the overall limit of detection value). 
Sampling days August 21, 2006 and September 8, 2006 are associated with unusually 
high concentrations of a number of fine fraction species, including MgIC, CaIC, KIC, 
nitrate, ammonium, oxalate, SiXRF, KXRF, CaXRF, OC, EC, and TC. The peaks are most 
pronounced for oxalate concentration. The end of August and beginning of September, 
2006, saw a plume of forest fire smoke spread over the region surrounding Kelowna. 
The peaks in concentration around this time are assumed to be associated with this 
smoke. The fine fraction peak on December 3, 2005 is shared by KXRF, S, ammonium, 
and nitrate, and to a lesser extent, KIC, Zn, OC, and TC. No explanation was found for 
the peak in concentration at this time. The PMF model was run with and without these 
peak concentration dates included, and the best model result, as determined by lowest 
difference function values, and highest goodness of fit parameter values, was selected. 
Time series of coarse fraction elements, ions, and carbon species are shown in figures 
6.15 through 6.17. The elemental concentration is dominated by Si, Fe, K , Ca , 
with silicon concentrations being noticeably higher than any others. These four species 
appear to be well correlated. From the plot of carbon species, it is clear that the majority 
of carbon identified in the coarse fraction is organic. Sulfate, nitrate, CaIC, NaIC and CI 
contribute most significantly to the mass of the coarse fraction ions. There is a marked 
similarity in the time series plots of NaIC and C1IC, with both species having notably 
higher concentrations in fall and winter than in spring and summer. Sulfate and nitrate 
also appear to co-vary, as do CaIC and Mg ic. There is also a noticeable correlation 
between the species Zn and Zr. The species CaIC, MgIC, KIC, and Cu, were observed to 
have higher concentrations in spring and summer than in fall and winter. It is noteworthy 
QS 
that coarse fraction nitrate concentration does not show the distinct seasonal trend 
apparent for the fine fraction species. 
Elevated concentrations of some coarse fraction species, most notably sulfate and 
oxalate, were reported for the period December 12, 2005 to January 17, 2006. Coarse 
fraction carbon species concentrations, in particular OC and TC, are unusually low 
between late November and early February. This drop in concentration is not observed in 
the fine fraction carbon data. The peak in concentration on February 10, 2006 is apparent 
for a number of coarse fraction species, in addition to total mass, including Si, Ca , S, 
KXRF, Fe, Ba, Ti, Sr, Ti, Mn, Zr, chloride, and to a lesser extent Zn, Mg, OC, EC, and TC. 
As this peak is evident in the concentrations of so many species, it is likely the result of 
meteorological factors (for example, conditions of poor atmospheric mixing). The peaks 
on August 21, 2006 and September 8, 2006, which are also apparent in the fine fraction 
data, are shared by the following coarse fraction species: Si, KXRF, CaXRF, Fe, Ti, Sr, Ba, 
nitrate, MgIC, CaIC, and to a lesser extent S. As mentioned for the fine fraction, these 
peaks are coincident with known instances of forest fire smoke in the vicinity of the 
sampling location. It should be noted that forest fire plumes, in addition to contributing 
directly to particulate matter concentrations, often re-suspend PM from other sources. 
Figures 6.18 and 6.19 show the sulfate to sulfur ratio and anion-cation balance for the 
coarse fraction. While there is considerably more spread in the data presented in these 
graphs than in the corresponding graphs associated with the fine fraction, the 
relationships discussed above generally hold for the coarse fraction. The increased 
scatter in the coarse fraction plots could be related to the larger percentage of the coarse 
fraction concentration not accounted for in the species considered in this analysis (refer to 
Figure 6.9, plotting total measured concentration and sum of species concentrations). 
Due to the overall spread in this data, it was considered impractical to remove outliers 
based on the sulfate to sulfur ratio and anion-cation balance graphs. 
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Figure 6.1: Kelowna fine fraction elements that were retained after the 
criterion of having concentration greater than the limit of detection on at least 
25 % of sampling days. 
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Figure 6.2: Kelowna fine fraction ions and other species that were retained 
after the criterion of having concentration greater than the limit of detection on 
at least 25 % of sampling days. 
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Figure 6.3: Kelowna fine fraction carbon species that were retained after the 
criterion of having concentration greater than the limit of detection on at least 
25 % of sampling days. 
Figure 6.4: Kelowna coarse fraction elements that were retained after the 
criterion of having concentration greater than the limit of detection on at least 
25 % of sampling days. 
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Figure 6.5: Kelowna coarse fraction ions and other species that were retained 
after the criterion of having concentration greater than the limit of detection on 
at least 25 % of sampling days. 
Figure 6.6: Kelowna coarse fraction carbon species that were retained after the 
criterion of having concentration greater than the limit of detection on at least 
25 % of sampling days. 
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Figure 6.7: Kelowna coarse fraction versus fine fraction mass concentration. 
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Figure 6.8: Scatter plot of the sum of the concentration of all species 
retained for PMF analysis versus the measured total mass concentration for 
the fine fraction (Kelowna). 
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Figure 6.9: Scatter plot of the sum of the concentration of all species 
retained for PMF analysis versus the measured total mass concentration 
for the coarse fraction (Kelowna). 
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Figure 6.10: Scatter plot of Kelowna fine fraction sulfur and sulfate 
concentration, showing a roughly linear relationship, with slope of 
approximately 2 to 2.5. 
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Abstract 
This study uses Positive Matrix Factorization to identify the sources contributing most 
significantly to both the fine and coarse fraction of airborne particulate matter in the city 
of Kelowna, British Columbia, Canada. One hundred and six 24-hour samples were 
collected on a one-in-three day sampling schedule, between October, 2005 and 
September, 2006. Speciation of the samples was performed using X-ray fluorescence and 
ion chromatography, as well as a thermal/optical carbon analyzer. Source apportionment 
was conducted using the software package EPAPMF2. Six sources were identified for 
the fine fraction: wood burning, which contributed 38 % to total modeled concentration, 
residential wood burning (27 %), vehicle emissions (19 %), soil (12 %), agricultural dust 
(3.5 %), and secondary particles (0.5 %). Five coarse fraction sources were isolated: soil 
(representing 32 % of modeled concentration), agricultural dust (29 %), road salt (15 %), 
residential wood burning (13 %), and secondary particles (11 %). 
i n 
1 Introduction 
The fine fraction of particulate matter (PM2.5- particulate matter less than 2.5 |im in 
diameter) poses a significant threat to human health. Several studies have linked elevated 
ambient levels of PM2.5 with the appearance of cardiovascular and respiratory ailments, 
possibly leading to hospital admission (Barnet et al., 2005; Simpson et al., 2005a; 
Neuberger et al., 2004; Norris et al., 1999). In particular, correlations have been observed 
between increased concentrations of PM2.5 and the appearance of symptoms of asthma 
(Ostro et al., 2001; Barnet et al., 2005; Norris et al., 1999), pneumonia (Zelikoff et al., 
2003), heart rate variability (Magari et al., 2001; Pope et al., 2004), and vascular 
constriction (Urch et al., 2004). Increased mortality rates have also been shown to 
correlate with exposure to higher levels of fine PM (Simpson et al., 2005b). Subgroups of 
the population, including children (Trasande and Thurston, 2004; Pino et al., 2004; Zhang 
et al., 2002), the elderly (Pope et al., 2004; Zelikoff et al., 2003), and persons with pre-
existing cardiovascular or respiratory conditions (Zanobetti et al., 2004; Ostro et al., 
2001) are particularly susceptible to experiencing the adverse health effects associated 
with exposure to PM2.5-
While there is some evidence which suggests that the coarse fraction of airborne 
particulate matter (PM2.5-10 - particulate matter between 2.5 and 10 um in diameter) is 
associated with mortality (Castillejos et al., 2000; Ostro et al., 2000, 1999), the majority 
of available data indicates that PM2.5-10 is more closely correlated with symptoms of 
irritation of the upper respiratory system, such as asthma, cough, and phlegm (Schins et 
al., 2004; Zhang et al., 2002; Kim and Kang, 1997; Kappos et al., 2004; Archer et al, 
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2004). Members of the population who suffer from certain respiratory ailments, such as 
asthma or pneumonia, may be particularly vulnerable to the adverse effects of PM2.5-10 
(Kappos et al., 2004; Kim and Kang, 1997; Archer et al., 2004). 
Principal components analysis (PCA) is a widely-used method of receptor-based air 
quality modeling, capable of identifying sources of emissions based on the total chemical 
composition observed at a monitoring station. The technique of PCA has become a 
standard tool for use studying airborne PM data (Lui et al., 2003; Almeida et al., 2005; 
Chio et al., 2004; Salvador et al., 2003; Li et al., 2004). Positive matrix factorization 
(PMF), a version of PCA which requires factor weightings on input species to be non-
negative, is increasingly being used in place of PCA. The purpose of this study was to 
understand the sources contributing to fine and coarse fraction particulate matter in 
Kelowna through application of PMF to chemical composition data. 
2 Methods 
2.1 Study Area 
Figure 1 is a map of the city of Kelowna and surrounding area, indicating the sampling 
location. Particulate matter pollution in Kelowna, both PM2.5 and PM2.5-10, is likely to be 
influenced by smoke originating from sources such as agricultural burning, land clearing 
burning, wood stove use, vehicle exhaust, and forest fires. Dust and salt associated with 
the application of traction enhancing material to roads are also probable sources of 
particulate matter in this area. Potential industrial sources of particulate matter in the 
vicinity of Kelowna include transportation and sawmills. 
1 1 S 
2.2 Sample Collection 
Rupprecht and Patashnick dichotomous Partisol-Plus Model 2025 Sequential Air 
Samplers (dichotomous samplers) were employed to collect coarse and fine fraction PM 
samples. The dichotomous samplers have a 10 urn inlet cutpoint which allows particles 
with mean aerodynamic diameter of 10 urn or less to enter the apparatus. A virtual 
impactor then separates the intake air stream into two flow systems, one which contains 
PM2.5 at a flow rate of 15 L/min, and one which contains PM2.5-10 at a flow rate of 1.67 
L/min. Two collocated dichotomous samplers were stationed at the sampling site, one 
sampling on Teflon filters and one using quartz filters. Teflon filters were used to 
determine the total mass of particulate matter, as well as the concentrations of elements 
and ions; quartz filters were analyzed to determine organic and elemental carbon content. 
Collection was performed on a one-in-three day cycle, with each filter collecting material 
over a 24 hour period. Sampling was conducted between October, 2005 and September, 
2006. A total of 106 successful sampling days (days on which both fine and coarse 
samples were collected and analyzed on both Teflon and quartz filters) were completed. 
2.3 Chemical Analysis of Samples 
Determination of mass was performed by Environment Canada's Pollution Measurement 
Division of the Environmental Technology Centre (ETC) in Ottawa, Ontario. The mass 
of Teflon filters before shipment to, and after return from, the sample location was 
determined by gravimetric methods, using a Mettler MT-5 electronic microbalance. 
Temperature and humidity in the room in which gravimetric analysis was conducted were 
maintained at 23 +/- 3 °C and 43 +/- 5 percent, respectively. All filters were pre-
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conditioned for a minimum of 24 hours, under the conditions described above, in order to 
ensure removal of particle-bound water. A polonium 210 radioactive source was used as 
a static charge control device, while weighing of the filters was conducted. 
Analysis of the elemental content of the samples was performed by the Analysis and 
Methods Devision of the ETC. All Teflon filters were analyzed using a Kevex EDX-771 
energy-dispersive X-ray fluorescence spectrometer, to determine the concentrations 
present of a variety of elements. Samples were exposed to incident radiation for 1000 s 
live time, using three excitation modes (direct, filtered direct, and secondary targets). The 
sample chamber was evacuated during measurement, to improve detection limits and to 
prevent oxidation of constituents of the sample. The resultant spectra were manipulated 
to remove contributions due to background signal, spectral interferences, and signal loss 
due to absorption by the sample mass. A linear least square Gaussian deconvolution was 
used to determine elemental concentrations from the resultant net spectra. Comparison 
with thin foil and metal standards (Micromatter) was used to obtain quantitative results. 
Determination of ionic concentrations was also conducted by the Analysis and Methods 
Devision of the ETC. Each filter was wetted with 100 uL isopropanol, and sonicated in 
degassed, de-ionized water for 30 minutes. The resultant solutions were analyzed using a 
Dionex DX-500 ion chromatograph. Standard solutions were used to quantify the results. 
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All quartz filters were analyzed by the ETC for elemental and organic carbon content 
using a Atmoslytic DRI model 2001 thermal/dual-optical carbon analyzer. The 
IMPROVE (Interagency Monitoring and Protected) analysis protocol was implemented. 
2.4 Statistical Analysis 
Source apportionment of both the fine and course fraction of particulate matter was 
conducted using positive matrix factorization (PMF). The software package EPAPMF2 
(designed by Sonoma Techonologies Inc., for use by the United States Environmental 
Protection Agency) was employed for this purpose. This software package requires input 
files of both concentration and uncertainty in concentration for each species to be 
considered in the analysis. 
Several steps were taken to isolate those data appropriate for use with PMF. First, only 
those species with concentration greater than the limit of detection on more than 25 % of 
sampling days were retained. Positive matrix factorization does not model outlier points 
well, therefore steps were taken to identify and remove unusual data points from the 
input. Time series plots of individual species, as well as scatter plots of anion cation 
balance and total measured concentration compared to reconstructed concentration 
determined by adding the concentrations of all species used for the analysis were created 
to search for anomalous data points. Other aspects of the data, such as the ratio of fine 
fraction to coarse fraction concentration, were also considered. Where elements were 
measured by more than one lab technique (such as sulfur, measured by XRF and sulfate, 
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measured by IC), the signal to noise ratio was used to determine which species should be 
retained. 
When creating the input file for use with EPAPMF2, the following procedures were 
followed to replace missing and below detection limit data. For sampling days on which 
the measured concentration was below the reported detection limit, concentration was 
replaced by 1/2 the detection limit, and uncertainty in concentration was replaced by 5/6 
of the detection limit. In instances where data for a particular species was missing for 
small number of sampling days, concentration was replaced by the median value for that 
species, over the entire sampling period, and uncertainty was replaced by four times the 
median value. 
Several goodness of fit parameters are reported by EPAPMF2, and were used to select 
the best model run. Species with low signal to noise ratios were removed from the 
analysis or were included with an increased uncertainty. The value obtained for the 
difference function, Q, was compared to the theoretical minimum value for this function 
(see Equation 1). The Q values for several model runs with the same input files were 
compared, to confirm that a global minimum had been found. 
Qtheoreticai = (# samples * # good species) + 
[(# samples * # weak species)/3] - (# samples * # factors) (1) 
The r2 value comparing the input data and modeled results was also given for each 
species, as were the standardized residuals (given by the residuals divided by the 
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uncertainty for a given species) of this fit. These were used to isolate the model run 
which most accurately matched the input data. 
The number of factors was varied from 3 to 12, for each of the fine and coarse fraction 
data sets. For each number of factors, in addition to observing the goodness of fit 
parameters described above, the composition of the factors was examined, to determine 
whether considerable overlap was apparent. In general, a larger number of factors 
produced a better fit of the input data, however, the dissimilarity of the factor 
composition decreased as more factors were added. The most appropriate model run was 
considered to be the one with the largest number of factors that produced notably distinct 
factor compositions. 
3 Results and Discussion 
Species that were retained on the basis of having concentration greater than the limit of 
detection on more than 25 percent of sampling days are shown in figures 2 and 3, for the 
fine and coarse fraction. 
Considering the fine fraction, sulfate, calcium (measured by IC), potassium (measured by 
XRF) and total carbon were removed to avoid duplicate mass measurements. Similarly, 
sulfate, calcium (measured by XRF), potassium (measured by XRF) and total carbon 
were removed from the coarse fraction analysis. Based on signal to noise ratio and r 
values, the following species were subsequently removed from the model: fine fraction 
zinc and sodium, and coarse fraction copper, manganese, and potassium (by IC). Fine 
fraction elemental carbon, organic carbon, and formate, as well as coarse fraction zinc, 
Sr, Zr, and organic carbon, were included with a higher uncertainty. 
In general, r2 values above 0.8 for the relationship between modelled results and input 
data were obtained for most species included in the final model runs. Most species had 
no standardized residuals with values greater than ± 3. True and robust Q values were in 
good agreement (± 3%) for both the fine and coarse fraction analyses, and were two to 
four times the theoretical minimum values. 
The best model result for the fine fraction contained 6 factors. Factor composition is 
illustrated in Figure 4. Figure 5 shows the relative contributions of each factor over the 
sampling period (normalized to have an average contribution of one). The quantitative 
factor contributions are outlined in Figure 8. 
Factor one, which accounts for 3.5 % of the modeled concentration, is weighted heavily 
on silicon, calcium, iron, nitrate, ammonium, and magnesium, and has highest 
concentrations from late spring to early fall. Organic carbon is weighted more heavily 
than elemental carbon for this factor. The influence of organic carbon, as well as nitrate 
and ammonium, led to the association of factor one with the dust from the agricultural 
industry (Astel et al., 2008; Chen et al., 2007; Silva et al., 2007). The peaks in late 
summer, observed for this factor as well as for factor five and to a lesser extend factor 3, 
are associated with dates of known forest fires in the area, which likely re-suspended 
settled dust. Contributions from this factor were also found to be correlated with 
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endotoxin concentration measured at this location (correlation coefficient of 0.54 with 
fine fraction endotoxin and 0.64 with coarse fraction endotoxin). 
The second factor is dominated by silicon and iron, with lesser influences from calcium, 
formate, and potassium. Elemental carbon is weighted more heavily than organic carbon 
for factor two. This factor was associated with soil; silicon, iron, and potassium are 
particularly indicative of natural dust sources (Jeong et al., 2008, Gildemeister et al., 
2007; Almeida et al., 2005; Park et al., 2005; Pryor and Barthelmie, 2000). One likely 
source of airborne soil particles is road traction material. The notably high 
concentrations in the spring represent typical peaks in the suspension of road traction 
material when roads that have had traction material applied during winter begin to melt 
and dry out. Factor two contributed 12 % of modeled concentration. 
Factor three (contributing 27 % of modeled concentration) is weighted heavily on nitrate 
and potassium, and shows a distinct seasonal trend of higher contributions during the 
winter and early spring. Organic and elemental carbon were weighted similarly for factor 
three. The high weighting on potassium, as well as the seasonal trend consistent with 
residential heating patterns, led to the identification of factor three as a residential wood 
burning source. (Gildemeister et al., 2007; Park et al., 2005; Jeong et al., 2008). 
The fourth factor was associated with secondary particles, and contributed 0.5 % to total 
modeled concentration. The high weightings on sulfur and ammonium are typical of 
secondary particle sources identified in previous studies (Gildemeister et al., 2007; 
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Almeida et al., 2005; Pryor and Barthelmie, 2000). Neither organic nor elemental carbon 
is weighted heavily for this factor, further supporting the association of factor four with 
secondary particulate formation. 
Factor five was linked to wood smoke from non-residential sources, including forest 
fires. The distinct temporal pattern of this factor contribution isolates peaks associated 
with known dates of forest fires in the vicinity of the sampling area. The high weightings 
on oxalate and potassium support this conclusion (Gildemeister et al., 2007; Park et al., 
2005;). Thirty eight percent of modeled concentration is attributable to factor five. 
Factor six has high weightings on sulfur and magnesium, as well as both organic and 
elemental carbon. This factor constituted 19 % of modeled concentration, with 
contributions being greater in the winter than in the summer. Weighting on both 
elemental and organic carbon, as well as sulfur have been associated with a vehicle 
source (Gildemeister et al., 2007; Pryor and Barthelmie, 2000; Jeong et al., 2008). 
Generally vehicle sources are also associated with metals, such as zinc; these species 
were not included in this analysis, as they failed to meet the pre-processing requirements 
for inclusion. Factor six was associated with a vehicle emissions source. 
Five factors were isolated for the coarse fraction. Coarse fraction factor composition is 
shown in Figure 6. Figure 7 shows time series plots of normalized factor contributions; 
quantitative factor contributions are illustrated in Figure 9. 
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Factor one is weighted heavily on a number of species, including silicon, sulfur, titanium, 
and iron. Contributions from this factor show a clear seasonal trend, with highest values 
in the spring. This factor is similar in composition to factor two for the fine fraction, and 
was linked with a soil source. Thirty two percent of modeled concentration is explained 
by factor one. 
The second coarse fraction factor, which accounts for 15 % of modeled concentration, 
has a strong association with chloride and sodium. This composition, together with 
clearly elevated contributions in the winter and early spring, informed the association of 
factor two with a road salt source. 
Factor three (contributing 11 % to total modeled concentration) is weighted most notably 
on sulfur, nitrate, and sodium. The time series contribution plot for factor three shows 
elevated contributions during the spring and early summer. Factor three was determined 
to represent a secondary particulate source. 
The fourth factor has high weightings on silicon, iron, magnesium, and calcium, and 
organic carbon. This factor accounts for 29 % of modeled concentration; contributions 
from this factor were greatest from late spring to early fall. Factor four was associated 
with a coarse fraction agricultural dust source. Contributions from this factor were found 
to be well correlated with measured entodoxin concentration (correlation coefficient of 
0.67 with fine fraction endotoxin and 0.77 with coarse fraction endotoxin). 
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Factor five, which accounts for 13 % of modeled concentration, is weighted heavily on 
silicon, titanium, iron, oxalate, and nitrate. Contributions from this factor were generally 
highest in the winter. This factor was associated with a coarse fraction residential wood 
smoke source. 
Bootstrapping analysis was performed for both the fine and course fraction model runs. 
Four hundred runs were performed, with a correlation of 0.6. The results of 
bootstrapping model runs are summarized in Table 1. 
Figures 11 and 12 show the seasonal contribution to total measured concentration made 
by each factor identified for the fine and coarse fractions, respectively. To consider the 
factor contributions for days on which particulate matter concentrations are highest, the 
top 20% of days (as determined by total measured concentration) was also included as a 
category in these figures. 
In general, this analysis explained approximately 75 % of the total measured fine fraction 
concentration, and 50 % of the measured coarse fraction concentration. One reason for 
this discrepancy is that coarse fraction elemental carbon was not included in PMF 
analysis. Less of the total measured concentration is accounted for by this analysis when 
only the top 20% of days are considered. This suggests that on days with the highest 
concentrations of particulate matter the dominant sources may be isolated events (which 
would not be captured by PMF analysis), rather than long terms sources. It is also 
possible that species not included in this study contributed substantially on high 
concentration days. This pattern is particularly pronounced for the coarse fraction, and 
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may be influenced by the lack of a forest fire smoke factor in the coarse fraction output. 
Several days with high total concentration in late August and earl September were 
included in the fine fraction (and are associated with high contributions from factor 5) but 
excluded from the coarse fraction. 
A substantial portion of the total modeled concentration (65 % for the fine fraction and 
13 % for the coarse fraction) in this study was attributed to wood burning sources. 
Identification of wood burning sources is often aided by the indicator levoglucosan 
(REF??), which was not included in this analysis. In addition, potassium was not 
included in the coarse fraction analysis, as it did not meet the pre-processing 
requirements. Identification of the wood burning sources could have been made with 
more certainty if these species were included in the analysis. 
Considering the entire time period, soil and agricultural dust contributed most 
substantially to coarse fraction particulate matter concentrations. Road salt, soil, and 
residential wood burning contributed most notably to the coarse fraction during the 
winter. Total concentration in the spring was most strongly influenced by secondary 
particles, soil, and agricultural dust. Summer concentration was dominated by 
agricultural dust, with soil also contributing notably. Soil, agricultural dust, and 
residential wood burning contributed most substantially during the fall. Considering the 
20 percent of days with highest concentrations of coarse fraction particulate matter, soil 
and road salt, and agricultural dust constitute the majority of the total modeled 
concentration. 
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Over the entire sampling period, the modeled mass of fine fraction particulate matter was 
influenced most substantially by wood smoke and vehicle emissions. Residential wood 
burning was the dominant contributor to fine fraction particulate during the winter, 
though other wood smoke and vehicle emissions also made notable contributions. Soil, 
vehicle emissions, and wood smoke contributed most notably during the spring. In the 
summer and fall wood smoke from other sources made the most substantial contribution, 
though residential wood burning and soil were also important. Wood burning was the 
most important contributors when the highest concentration days are isolated. 
4 Conclusions 
This study used the technique of positive matrix factorization to identify sources of both 
fine and coarse fraction particulate matter in the city of Kelowna. Six sources were 
identified for the fine fraction: agricultural dust (which contributed 3.5 % of total 
modeled concentration), soil (12 %), residential wood burning (27 %), secondary 
particles (0.5 %), wood smoke from other sources (38 %), and vehicle emissions (19 %). 
Five sources were identified for the coarse fraction: soil (contributing 32% of modeled 
concentration), road salt (15 %), secondary particles (11 %), agricultural dust (29 %), and 
residential wood burning (13 %). 
Soil and agricultural dust were found to contribute most substantially to the total 
concentration of coarse fraction particulate matter. Considering the fine fraction, wood 
burning was the dominant contributor, though vehicle emissions also made a notable 
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contribution. When the highest concentration days are isolated, soil, road salt, and 
agricultural dust contributed most notably to the coarse fraction concentration, while 
wood burning accounted for the majority of the modeled fine fraction concentration. 
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Tables 
Table 1: Summary of Results of Bootstrapping Model Runs 
Fine Fraction 
Factors 
Factor 1 
Factor 2 
Factor 3 
Factor 4 
Factor 5 
Factor 6 
Percent of 
Bootstrapping Runs 
Mapped to Base Run 
67 
75 
100 
99 
100 
69 
Coarse Fraction 
Factors 
Factor 1 
Factor 2 
Factor 3 
Factor 4 
Factor 5 
Percent of 
Bootstrapping Runs 
Mapped to Base Run 
99 
100 
91 
100 
97 
m 
Figures 
Figure 1: Map of Kelowna and surrounding area, showing location of sampling station 
and land use information. 
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Figure 2: Percent of sampling days on which fine fraction concentration 
was greater than limit of detection, by species, for a) elements, b) ions 
and other species, c) carbon species. Only species with greater than 25 
percent of samples above detection limit are shown. 
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Figure 3: Percent of sampling days on which coarse fraction 
concentration was greater than limit of detection, by species, for 
a) elements, b) ions and other species, c) carbon species. Only 
species with greater than 25 percent of samples above detection 
limit are shown. 
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through 6 are shown in a through f. 
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Figure 5f: factor 6 - vehicle emissions 
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Figure 5: Normalized contributions throughout sampling campaign, 
for fine fraction factors 1 through 6 (a through f). 
n« 
Figure 6a: factor 1 - road traction material 
Species Profile 
xm Mass $1 %$%ci>&$ 
Figure 6b: factor 2 - road salt 
Species Profile 
» • Mass of Spsoi&s 
Figure 6c: factor 3 - secondary particles 
Species Profile 
it 10 
10 
Mass of 3p«oie 
10 __#_ — - f — — ( — ( W -4-7 f ' f — f — + _ — ^ t _ —t— 
;4 
— * 1 
; 
h jfe-^ 
* # * 1 ** ** I k c^ <%, \ 
Figure 6d: factor 4 - agricultural dust 
Species Profile Legend: # t4 of Speetes 
s«ss Mass of Spoeiss 
'i 10 
8 10'* 
a
 1 D ' ' 
_) 1 am^i 
• & * • • * 
- I — * - H + h 
'K % •* \ %* %, % *s> 
Figure 6e: factor 5 - residential wood burning 
Species Profile 
•4 • 
*
 %
 \ \ \ X X %, <f. %. % 
Figure 6: Factor composition for the coarse fraction. Factors 1 through 5 
shown in a through e. 
no 
Figure 7a: factor 1 - road traction material 
Factor Conttilwiions 
r UKA.M^W^W 
13/10/2005 03/122005 23(01)2008 15/03/2008 0305/2006 25,06/2008 !5'u8/2006 
Figure 7b: factor 2 - road salt 
Factor Contributions 
13/10/2005 03/12/2005 23/01/2006 15/03/2008 05/05/2008 25/08/2008 15/08/2006 
Figure 7c: factor 3 - secondary particles 
Factor Contributions 
13/10/2005 03/1212005 23/01/2008 15«3/2008 05/05/2006 25/08/2008 15/08/2006 
Figure 7d: factor 4 - agricultural dust 
Factor Contributions 
'I 4 I 51 1 4 3 1 
f, /•'VT, u&A IXAsZ 
11-/10/2005 03,i'12/2005 25/01/2006 15/03)2006 05/05/2056 25/06/2006 15/08/20 
Figure 7e: factor 5 - residential wood burning 
Factor contributions 
\fr. 
« ;rR;' iwVWlv^^ 
I t f t lO fW. m i l X-KV! 23/01/2006 15/03/2008 05/05/2006 25/06.0006 15/080006 
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for coarse fraction factors 1 through 5 (a through e). 
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Figure 8: Quantitative contribution of fine fraction factors, to total measured 
concentration. 'Other' is the difference between total measured concentration and the 
total concentration accounted for by PMF analysis. 
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concentration. 'Other' is the difference between total measured concentration and the 
total concentration accounted for by PMF analysis. 
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8 Discussion and Conclusions 
This study examined fine and coarse fraction outdoor airborne particulate matter in the 
cities of Prince George and Kelowna, British Columbia, Canada. Total particulate matter 
concentration was considered for both cities, in relation to meteorological factors such as 
temperature and wind direction. Concentration of airborne endotoxin was also studied at 
both sites. Data from the Kelowna sampling station were used to perform positive matrix 
factorization to identify sources contributing to fine and coarse fraction particulate 
matter. 
Endotoxin concentration was found to be associated positively with temperature, above a 
lower cut off of approximately 5 °C. Moderate values of relative humidity (between 
approximately 45 and 65 percent) were found to be associated with the highest endotoxin 
concentrations. At both sampling locations, endotoxin concentrations were highest in the 
summer, moderate in the spring and fall, and lowest in the winter. This seasonal pattern 
in concentration agrees well with the behaviour of the agricultural dust factor isolated for 
both the fine and coarse fraction data sets for Kelowna. For the Kelowna site, no clear 
association was found between endotoxin concentration and wind direction. Considering 
Prince George, the highest endotoxin concentrations were measured when wind was 
blowing from the east; this was associated with wind travelling from the location of two 
pulp mills, and may indicate that large, open chip piles located at the pulp mills 
contribute notably to overall airborne endotoxin concentration. 
14? 
Concentrations of fine and coarse fraction particulate matter were found to be comparable 
between Prince George and Kelowna, and were generally similar to concentrations 
reported by other studies considering urban locations in British Columbia. For the Prince 
George sampling location, concentrations were found to be highest and most variable 
when the wind was blowing from the east (from the industrial sector). Considering the 
Kelowna station, concentrations were noted to be highest when the wind was blowing 
from an area of agricultural land use. Lack of winter data for the Prince George station 
limited the ability to draw conclusions regarding seasonal trends for this station, however, 
considering the available data, concentrations of both fine and coarse fraction were 
highest in the spring and decreased through summer and fall. Considering Kelowna, 
coarse fraction concentrations were found to be highest during the spring, while fine 
fraction concentrations showed highest values in the fall and winter. An examination of 
the relative contributions of individual species to the total measured concentration 
revealed similar trends at both locations, with soil and organic matter contributing most 
substantially to the coarse fraction, and organic matter, elemental carbon, and soil 
representing the majority of the fine fraction. 
The PMF study identified six sources of fine fraction particulate matter in Kelowna: soil 
(which contributed 25% of total modeled concentration, averaged over the entire time 
period), forest fire smoke (24%), vehicle emissions (23%), residential wood burning 
(14%>), secondary particles (12%>), and agricultural dust (2%). Five sources were 
identified for the coarse fraction: soil (contributing on average 41% of modeled 
concentration), agricultural dust (31%), residential wood burning (15%), secondary 
particles (9%), and road salt (4%). Contributions from the fine and coarse fraction 
agricultural dust factors were found to be well correlated with measured endotoxin 
concentrations. Considering the entire time period, soil, forest fire smoke, and vehicle 
emissions were the largest contributors to fine fraction concentration. Forest fire smoke 
and residential wood burning were the most important contributors to fine fraction 
particulate when the highest concentration days are isolated. Soil and agricultural dust 
were the largest overall contributors to coarse fraction concentrations. When the highest 
concentration days were isolated, road traction material and road salt contributed most 
substantially to the coarse fraction. 
In general, roughly fifty percent of the total measured concentration was accounted for by 
the species included in the PMF analysis. This percentage was lower when only the 
highest concentration days were considered, suggesting that days with the highest 
concentrations are likely influenced by isolated events that are not captured by the PMF 
method. The mass reconstruction analysis, which considered individual species 
contributions, was found to explain a greater percentage of the total measured 
concentration. 
Levoglucosan was not measured in this study; inclusion of levoglucosan in the PMF 
analysis would have allowed for a more reliable identification of the wood burning 
factors. This is particularly important considering that wood burning factors accounted 
for a substantial portion of the modeled mass (65 % for the fine fraction and 13 % for the 
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coarse fraction), and especially considering that potassium, another common indicator for 
wood burning sources, was not included in the coarse fraction model. In addition, a 
larger number of samples (approximately 100 were included in this analysis) would have 
increased the statistical significance of the PMF results. 
This study could be complimented by other receptor and source-based modeling 
techniques. Chemical mass balance could be used to corroborate the quantitative source 
contributions indicated by PMF, though detailed emissions profiles would be required. 
Dispersion modeling, using the sources identified by PMF in conjunction with source 
profiles, could confirm the plausibility of particulate matter traveling from the suggested 
sources to the sampling location. 
14S 
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