Any real number x in the unit interval can be expressed as a continued fraction 
Introduction
The notion of Hausdorff dimension d H (E) of a set E ⊂ IR is, by now, well known [1] . The object of the present paper is to estimate the Hausdorff dimension of sets of real numbers which, when expressed as continued fractions, obey simple restrictions as to their partial quotients.
There is some previous work on this subject. The first is a paper by Jarnik [2] , published in 1928, inspired by a problem of diophantine approximation. Jarnik is concerned with the set E of continued fractions whose partial quotients are bounded, and with sets E 2 , E 3 , ... where E k is the set of continued fractions whose partial quotients do not exceed k. He does not attempt to find the exact Hausdorff dimension of any of the sets E 2 , E 3 , ..., but he could bound the Hausdorff dimension of the set E k for k greater than 8.
In recent years, Hensley [3] improved Jarnik's results. He found a good approximation of d H (E k ) for not small values of k. On the other hand, for k = 2, Good proved in 1941 [4] that d H (E 2 ) is very close to 0.5312. Bumby (1987) [5] and later (1989) Hensley [6] The main aim of this paper (Theorem 2) is to obtain an estimate of the Hausdorff dimension of the sets F m , the sets of continued fractions for which the average of their partial quotients does not exceed m.
Furthermore, we detach some of the arguments used in the proof of Theorem 2 in order to obtain (Theorem 1) an estimate of d H (E k ), which, for small values of k, is better than Hensley's and, for big values of k is as good as Hensley's. The reasons to study d H (F m ) are not only mathematical. In fact, the problem arises in the context of multifractal theory, when the Multifractal Spectrum of the unit interval endowed with the measure induced by the Farey partition is considered [7] .
In section 2, we give basic definitions, we summarize Hensley's and Jarnik's results, and we prove that F m has zero Lebesgue measure.
In section 3 we prove theorems 1 and 2.
In section 4 we give some numerical results in order to compare our estimate of d H (E k ) with the previous ones.
Notation, generalities and results

Definitions
Any real number x ∈ (0, 1) can be expressed as a continued fraction:
The sequence is finite if and only if x is rational. If x is irrational, and we consider the N th rational approximant to x p N q N = 1
.., n N ) is the so-called "cumulant", a polynomial in the variables n 1 , ..., n N .
Let us define sets E, E k , F m and F , where k ∈ IN and m ∈ IR:
Generalities
In connection with the sets E k Jarnik's theorem states that
Hensley [3] improved this estimate. He established that
These results allow us to deduce that the set E has Hausdorff dimension 1, but zero Lebesgue measure.
By using E ⊂ F we can infer that d H (F ) = 1. Let us prove now that F also has zero Lebesgue measure. This is a consequence of a classical theorem by BorelBerstein [8] :
"If φ(i) is any increasing function of i for which i∈IN 1 φ(i) is divergent, then the measure of the set of x for which n i ≤ φ(i) for all sufficiently large i is null."
Let us write φ m (i) = i(m − 1) + 1. φ m (i) is increasing, and 
Then the difference between x k and d H (E k ) decreases to zero as k tends to infinity.
The biggest difference is reached when k = 2 and it is smaller than 0.0021 (see section 4). 
The proofs
Proof of theorem 1. Let σ ∈ [0, 1], if there exists a constant C = C(σ) and n 0 ∈ IN such that
is the infimun value of σ for which (3) is valid [4] .
To estimate σ let us fix k and N , and let q N (n 1 , ..., n N ) be the cumulant associated with [
if ℓ 1 elements n i are equal to 1, ℓ 2 elements n i are equal to 2,... etc. Let us abbreviate the quotient
Let us replace n! by the Stirling formula in order to calculate a combinatorial number n k . Let us abbreviate k n = λ. We obtain
Estimating each combinatorial number in (4) we obtain an exponential function-N the exponent, It is well known that q N (n 1 , ..., n N ) has an exponential behaviour, i.e. lim N →∞ (q N )
, and, in this case, a ≤
Let us assume, for a moment, that q N depends on ℓ 1 , ℓ 2 ..., ℓ k as follows:
Therefore (3) can be re-written as follows
Let us notice that there are at most N k terms in the sum above and lim N →∞ (G(N )) 1 N = 1. These two facts allow us to ensure that the convergence of (5) as N increases, is given by the following condition
for all possible values of
will be the infimun of the values σ such that (6) is verified. Then we must look for
Clearly, we can consider λ 1 , ..., λ k as continuous variables in order to obtain σ k .
Next we need a claim:
Proof. Besicovitch suggested to Good [4] that for the purpose of evaluating d H (E k ) the cumulant q N could be replaced by (8) (below) with an error tending to zero as N → ∞. In [4] , Good shows that Besicovitch's suggestion was correct. Since we are indeed estimating d H (E k ), we will replace q N by (8) in each case. We will use the symbology A ∼ = B when replacing A by B in the calculations does not alter the value of the corresponding dimension.
Let us notice that the biggest terms in equation (8) have an exponential behaviour -N being the exponent-but there are, at most, N k+1 such terms. Then, for our purpose it is enough to estimate the largest of them all.
To calculate d H (E 2 ), Good maximizes the expression 5 and 1, so we can replace such value by an adequate constant C, which we calculate presently. In fact, C will be determined using lim k→∞ d H (E k ) = 1.
Hence (8) becomes
Let us return to the function σ k defined in (7). We search for its maximum leaving C as a parameter. For this purpose, the partial derivatives of σ k (λ 1 , ..., λ k ) must be zero.
After some tedious algebra we obtain that σ k reaches its maximum value when the λ i,k are
where
and γ = γ k,C is the unique root in the interval [0, 1] of the equation
Let us prove a) For every value of k, there is a unique root of equation (10) in the interval [e −2.5 , 1]. We will call it γ k,C :
Let us call f k,C (γ) = ln(γ) ln(C) + ln(Z k (γ)) for short. f k,C verifies f k,C (1) = ln(k), and for every value of C such that 0.8 ≤ C ≤ 1 and k ≥ 2, f k,C (e −2.5 ) < ln(e −2.5 ) ln(0.8) + ln(
) is positive since every term in b) The sequence {γ k,C } k∈IN is decreasing, and its limit, l C , is positive.
It is not difficult to check that f k+1,C (γ) > f k,C (γ), and then γ k+1,C < γ k,C .
When we replace γ k,C and l C in (9) the λ i,k are obtained.
We will replace now such values λ i,k in place of the λ i 's in equation (7) . After rather lengthy calculations, we obtain
Finally, let us notice that l C must be a root of equation (10) when Z k (γ) is replaced by its limit Z(γ) = ∞ i=1 (i + 1) ln(γ) . This remark allow us to obtain C = (
, q.e.d.
Proof of theorem 2.
Note: We want to stress that in the proof of this theorem we will use the ideas, notation, and definitions given in the proof of theorem 1. In fact, theorem 2 was proved first, and a fundamental part of the proof was to estimate d H (E k ) so as to be able to compare
is the kernel of theorem 1.
We start by noticing that, while ni N ≤ m∀N is achieved by compensating each n i j going to infinity with a string of "1's". As n i j → ∞ so does the length of such string, contributing nothing to the dimension of A. A moment of reflection shows that the n i responsible for d H (A) are those bounded (by some constant), which suggests that, in order to study
Therefore, although in Theorem 2 we prove that 1
That is why we study the dimension of the sets E k ∩ F m .
From Good [4] we can deduce (as in theorem 1): let σ ∈ (0, 1), if there exist a constant C = C(σ) and n 0 ∈ IN such that
The previous observation allows us to modify equation (11), in order to study d H (F m ∩ E k ) as follows:
The infimum value σ k for which (12) is verified will be
The following two observations allow us to deduce that in order to obtain d H (F m ∩ E k ), we have to maximize the same function σ(λ 1 , ..., λ k ) as in theorem 1, but we must limit its domain to 
where #A denotes the number of elements of A.
Proof of the claim. The second inequality is obvious.
To establish the first inequality let us fix ℓ 1 , ..., ℓ k such that
n i r ≤ m for r < N )there exists a cyclic permutation of the string [n 1 , ..., n N ] such that the permuted string belongs to C ℓ 1 ,...,ℓ k N . Notice that there are at most N such permutations, which permits us to complete the proof.
Observation 2.
The estimate of the N -root of the cumulant through the function F (λ 1 , ..., λ k ) = ( N (n 1 , ..., n N 
, and we group all the cumulants which belong to the same class, using (13), equation (12) becomes
As in the proof of theorem 1, we obtain
.
Let λ i,k be the values of λ i = λ i,k where the function σ k (λ 1 , ..., λ k ) reaches its maximum, the λ i move on the unrestricted domain λ i = 1, 0 ≤ λ i ≤ 1. Hence the λ i,k are given by (9).
A moment of reflection shows that
, because we are maximizing the same function on the restricted domain, which is, of course, a smaller one.
Let us recall we must search for the biggest k = k m for which
is valid. For k > k 0 such that γ k,C is close to l C , let us replace in (14) the values of λ i,k and l C (see theorem 1). Equation (14) becomes
The series tends to infinity as k does. So there exists k = k m such that (14) is false for all k > k m . Moreover, using a standard estimate for the harmonic series and replacing k by k m above we obtain k m ∼ = e (1)).
Estimating d H (E k )
As we sated in the introduction, in this section we want to compare Jarnik's and Hensley's estimates and our result about the Hausdorff dimension of E k .
As the reader may see, in the proof of the theorems some simplifications were done. So, some numerical errors are expected. The only simplification which can modify the calculus of the dimension is to replace lim N →∞ ( ( N−r r ) ( Instead, we have replaced the value C k by its limit C = (
. This value is expected to give good approximations of d H (E k ) for large values of k but, surprisingly, the estimate obtained for d H (E 2 ) is rather good. This is a consequence of the small variation of C k . In fact C 2 = 0.8011... and C = ( In the following table we compare Jarnik's bounds, Hensley's estimate, and our estimate of d H (E k ). We think the numerical results will convince the reader of the precision of this method. 
