Researchers increasingly wish to estimate time-varying parameter (TVP) regressions which involve a large number of explanatory variables. Including prior information to mitigate over-parameterization concerns has led to many using Bayesian methods. However, Bayesian Markov Chain Monte Carlo (MCMC) methods can be very computationally demanding. In this paper, we develop computationally efficient Bayesian methods for estimating TVP models using an integrated rotated Gaussian approximation (IRGA). This exploits the fact that whereas constant coefficients on regressors are often important, most of the TVPs are often unimportant. Since Gaussian distributions are invariant to rotations we can split the the posterior into two parts: one involving the constant coefficients, the other involving the TVPs. Approximate methods are used on the latter and, conditional on these, the former are estimated with precision using MCMC methods. In empirical exercises involving artificial data and a large macroeconomic data set, we show the accuracy and computational benefits of IRGA methods.
Introduction
There has been an explosion of interest in carrying out structural analysis and forecasting with time-varying parameter (TVP) regressions and Vector Autoregressions (TVP-VARs) in recent years, with many of the papers employing Bayesian methods. An incomplete survey of significant recent Bayesian contributions includes Cogley and Sargent (2005) , Primiceri (2005) , Chan et al. (2012) , Dangl and Halling (2012) , Koop and Korobilis (2012) , Korobilis (2013), D'Agostino et al. (2013) , Groen et al. (2013) , Nakajima and West (2013) , Belmonte et al. (2014) , Kalli and Griffin (2014) , Feldkircher et al. (2017) , Kowal et al. (2017) , Uribe and Lopes (2017) , Koop and Korobilis (2018) , Ročková and McAlinn (2018) , Bitto and Frühwirth-Schnatter (2019) , Hauzenberger et al. (2019) , Korobilis (2019) , Paul (2019) and Huber et al. (forthcoming) .
There are two issues in this literature that we wish to highlight as they form the basis of the contribution of our paper. The first is that Bayesian computation using Markov Chain Monte Carlo (MCMC) methods becomes increasingly computationally burdensome as the number of explanatory variables in the regression increases. Indeed, the contribution of much of the Big Data side of this literature lies in the development of computationally-efficient approximate methods which do not involve MCMC methods.
The second issue is that the need for TVP methods seems to decrease as the number of explanatory variables increases. Many of the early contributions used a small number of regressors or involved low dimensional TVP-VARs and found strong evidence for the benefits of time-variation in coefficients. Indeed, the unobserved components stochastic volatility (UC-SV) model of Stock and Watson (2007) has had great success and it is the simplest of TVP regressions as it involves only an intercept. However, with more regressors, the benefits of allowing for time-variation in parameters has typically been found to be small. 1 A potential explanation for this finding is that, in TVP models with a small number of variables, the TVP aspect is controlling for omitted variables. When including a large number of explanatory variables, this factor is mitigated as the extra variables provide more heterogeneity that can be fit by the regression leaving less of a role for the TVPs.
Accordingly, there may be many data sets where the researcher wishes to work with a TVP regression with many explanatory variables, but the computational burden using MCMC methods is prohibitive. This computational burden largely arises due to the TVP aspect of the model, and the researcher suspects that it is likely that most of the TVP part of the model is unnecessary. One alternative, of course, is to work with a constant coefficient regression model. But this risks missing small amounts of parameter change, perhaps only in a few parameters or in a few time periods, which are genuinely important. The methods developed in the present paper are designed for such a case. They are inspired by papers such as van den Boom et al. (2019) who use an integrated rotated Gaussian approximation (IRGA) which breaks the parameters in the model into two blocks. The first is for a low-dimensional set of regression coefficients which are of primary interest. The second is for a high-dimensional set of nuisance parameters. Fast and approximate methods are used with the latter and, conditional on the approximation obtained for the nuisance parameters, more accurate methods are used for the coefficients of interest. In our case, the nuisance parameters are the TVPs.
To be precise, we exploit the rotation-invariance property of the Gaussian distribution to split the model into two parts: one involving constant coefficients and one involving the TVPs. The first involves the explanatory variables with constant coefficients and a low-dimensional function of the TVPs. For this block we use MCMC methods (conditional on the approximation we use for the TVPs). The second block depends on the high-dimensional TVPs and for this we use a computationally fast approximation. In particular, we use computationally-fast vector approximate message passing (VAMP) methods, see Rangan et al. (2019) .
Papers such as van den Boom et al. (2019) , focus on parameter estimation of the coefficients on the primary variables of interest as opposed to forecasting. We show that these methods can be extended to allow for efficient forecasting within a large TVP-VAR. Previous work with IRGAs assumed homoskedastic errors. An additional contribution of our paper lies in the development of methods for adding stochastic volatility (SV) to TVP regressions in the context of the IRGA approximation.
Using artificial data, we demonstrate the computational scaleability and accuracy of IRGA methods. Moreover, employing a large US macroeconomic data set, we find IRGA estimation of TVP-VARs leads to good forecast performance in a computationally efficient manner. Finally, we use our large macroeconomic data set to investigate the effect of uncertainty shocks on the economy in a range of TVP-VARs of varying dimension. We find that evidence of time-variation in parameters decreases as the number of variables in the TVP-VAR increases. Our methods can discover this in a data based fashion in a manner in which either a constant coefficient VAR or a conventional TVP-VAR which allows for random walk behavior in all coefficients could not.
The remainder of the paper is structured as follows: Section 2 discusses the static form of a TVP regression, provides details on the prior setup and shows how IRGA can be used to approximate the TVPs. In Section 3, we use simulated data to illustrate the merits of the IRGA approach while Section 4 shows that our model also works well for a prominent US macroeconomic dataset. Finally, the last section summarizes and concludes the paper.
Rotations in TVP Regression Models

The TVP Regression Model
We write the TVP regression model as: 2
where y denotes a T −dimensional vector containing the dependent variable with typical element y t for t = 1, . . . , T and X is a T × K-dimensional vector of explanatory variables with typical t th row given by x t while β = (β 1 , . . . , β K ) represents a K × 1 vector of time-invariant regression coefficients. The terms associated with the T K TVPs γ = (γ 1 , . . . , γ T ) are put in Z which is a T × (T K) block-diagonal matrix defined by:
For simplicity of exposition, for now we assume homoskedastic errors and, thus, ε ∼ N (0, σ 2 ε I T ). The addition of stochastic volatility is discussed in Sub-section 2.4.
Note that the regression coefficients are now divided into β, which are conventional constant coefficients, and γ which are the TVPs. At this stage, our treatment assumes the latter to be completely unrestricted. For instance, we are not restricting them to follow random walk processes as is commonly done with TVP regressions. This specification implies that the coefficient on each explanatory variable is β it = β i + γ it , with γ it denoting the i th element of γ t .
It is also worth noting that the methods we develop can be easily extended to the TVP-VAR if it is written in equation-by-equation form (see, e.g., Kastner and Huber, 2017; Carriero et al., forthcoming; Koop et al., 2019; Huber et al., forthcoming) . In such a case, the TVP-VAR with N variables turns into N TVP regressions. Appendix A shows how this can be done. In the subsequent discussion, we simplify notation by assuming that N = 1. For the empirical application, all hyperparameters are specified symmetrically across equations so that regression coefficients and error covariances are treated in the same way in each equation.
The Prior
In the case where K is large, it is empirically probable that β is much more important (i.e. having some non-zero elements) than γ, most of whose elements are likely to be zero. This consideration motivates both our prior choice and our choice of devoting most of the computational effort to the former rather than the latter. In particular, we obtain an approximation of the posterior for γ using computationally-fast techniques, then sample from the posterior of β using conventional MCMC methods conditional on this approximation. Posterior analysis is discussed in the following sub-section, in this sub-section, we discuss the prior.
The methods developed in this paper will work for any prior which has a Gaussian hierarchical structure. So, for instance, any of the global-local shrinkage priors which involve Gaussianity at the first stage of the prior hierarchy can be used. See, for instance, Bhattacharya et al. (2015) for a discussion of some global-local shrinkage priors and their properties.
For constant coefficients, β, we use the popular Normal-Gamma (NG) shrinkage prior of Griffin and Brown (2010) :
with ϑ being a hyperparameter that controls the excess kurtosis of the marginal prior (obtained by integrating out the local scaling parameters τ j ). λ is a global shrinkage parameter that pushes all elements in β to zero. It follows a Gamma distribution with parameters d 0 and d 1 a priori.
In the empirical work, we follow much of the literature and set ϑ = 0.1 and d 0 = d 1 = 0.01. This choice places significant prior mass on zero but allows for heavy tails.
For γ, we rely on two commonly used shrinkage priors. The first one is a Spike & Slab (S&S) prior implemented as in Mitchell and Beauchamp (1988) . This is a mixture of two distributions, one (the Spike) with a point mass at zero and the other (the Slab) a zero mean Gaussian prior with variance equal to ψ. Formally, this prior is given by:
q denotes the prior probability of observing a non-zero element in γ, i.e. q = P rob(γ j = 0) and δ(0) is a point mass at zero. In all applications, we set q equal to 0.5. For the prior hyperparameter ψ, we consider a range of values as discussed in the empirical section of this paper. Since, as noted above, our data is standardized, the assumption of a single prior hyperparameter, ψ, is a reasonable one.
The second prior is the sparse Bayesian learning (SBL) specification originally proposed in Tipping (2001) and subsequently adopted in Zou et al. (2016) and Korobilis (2019) . This prior assumes that
with a ψ = 1 and b ψ = 10 −6 denoting prior hyperparameters with the specific choices motivated in Fang et al. (2016) . This conditionally Gaussian prior has been shown to possess excellent shrinkage properties in many contexts (see, e.g., Korobilis, 2019) .
To explain these prior choices, remember that the (low dimensional) constant coefficients are more likely to be non-zero than the (high dimensional) TVPs. For the constant coefficients, we use a popular global-local shrinkage prior which has been found to work well in many empirical applications. It allows for unimportant coefficients to be shrunk to be close to zero (not precisely zero). The Spike & Slab prior, by contrast, allows for unimportant coefficients to be precisely zero. Huber et al. (forthcoming) demonstrates the importance of shrinking coefficients to be precisely zero in high dimensional cases. That is, if the number of coefficients that equal zero is large, then a global-local shrinkage prior can successfully shrink them to be near to zero, but not exactly zero. The small amount of estimation error in each of a large number of coefficients can accumulate and cause forecast performance to deteriorate. This is why we use the Spike & Slab prior for the high dimensional vector of coefficients, γ. Bayesians using MCMC methods often avoid the use of the Spike & Slab prior since it can suffer from poor MCMC mixing. However, since we are not using MCMC methods for γ this difficulty of the Spike & Slab prior is not relevant for us.
As opposed to the Spike & Slab prior, which only allows for discriminating between the case that a coefficient is time-varying or constant for a given point in time, the SBL prior allows for cases in between and thus might capture situations where the coefficient is constant, mildly time-varying or strongly time-varying at certain points in time.
Finally, we use a weakly informative inverted Gamma prior on σ 2 ε ∼ G −1 (0.01, 0.01).
Posterior Analysis Using Integrated Gaussian Rotations
Following van den Boom et al. (2019), we use IRGAs to separately model the TVPs and the constant coefficients. This approach exploits properties of the QR decomposition of X. The QR decomposition says we can write the T × K matrix X = QR where Q is a T × T orthogonal matrix and R is a T × K upper triangular matrix with the final T − K rows being zero. We
A key property of the QR decomposition, which we will rely on below, is Q 2 X = 0 (T −K)×K . Note also that these results for the QR decomposition assume T ≥ K. We will discuss the T < K case in a subsequent sub-section. The TVP regression model given in (1) implies the following distribution for y:
Instead of working directly with the likelihood defined by (2), what the IRGA approach does is exploit the fact that Gaussian distributions are invariant to rotations. It is based on the following two distributions:
and
Note that, since Q 2 X = 0 (T −K)×K , β does not appear in the second (high dimensional) relationship and, thus, if γ were known, posterior inference for it can be based on the first (low dimensional) relationship. This form motivates a two stage approach where a computationally fast approximation is first done to produce an approximate posterior for γ (as well as any hyperparameters associated with the prior on γ) based on (4) and subsequently posterior inference on β conditional on this is done using a likelihood based on (3).
To be precise, the first stage involves obtaining a Gaussian approximation to the posterior of γ using a regression with Q 2 y as the dependent variable:
The mean and variance ofp(γ|Q 2 y, Q 2 Z) can be obtained using any sort of Gaussian approximation. In this paper we use VAMP. Message passing algorithms have been used successfully in TVP regressions in Korobilis (2019) . Note that these algorithms are particularly likely to be accurate when the correlations between explanatory variables are low. Since the form of our Z matrix implies blocks of variables for different time periods are uncorrelated with one another, message passing algorithms seem appropriate for our case. VAMP, originally proposed in Rangan et al. (2019) , differs from standard approximate message passing (AMP) algorithms by using a particularly simple (i.e. scalar-valued) state evolution equation to update the posterior for γ. More importantly, VAMP is more widely applicable relative to AMP in the sense that VAMP can be applied to a larger class of design matrices (Rangan et al., 2019) . For a detailed implementation of the VAMP algorithm that includes information on how we estimate γ and the posterior inclusion probabilities, see the technical appendix of van den Boom et al. (2019) .
To update ψ j under the SBL prior, we follow Zou et al. (2016) ; Korobilis (2019) and update ψ j within VAMP as follows:
Here, we letγ (n) j denote the estimate of the j th element of γ at iteration n of the VAMP algorithm.
Plugging in the values of µ γ and V γ produced by the VAMP algorithm in the first stage, the approximate posterior of β in the second stage is based on:
where
is a full error variance-covariance matrix with its lower Cholesky factor given by P Q 1 and p(β) is the prior. As noted above, this prior can take any form, but if it is Gaussian (or of a hierarchical form with the first level being Gaussian), the Gaussian prior and Gaussian likelihood will combine to produce a Gaussian posterior (conditional on the parameters in the hierarchical prior). This Gaussianity property combined with the fact that β is only K dimensional implies computation is fast. Textbook results for the linear regression model with dependent variableỹ = P −1 Q 1 (Q 1 y − Q 1 Zµ γ ) and explanatory variablesX = P −1 Q 1 (Q 1 X) provide the arguments in this posterior (or conditional posterior if, as we do, a hierarchical shrinkage prior is used). More precisely, this posterior is given by:
with posterior moments:
We let Λ = diag(τ 2 1 , . . . , τ 2 K ) denote a diagonal prior variance-covariance matrix. As noted above, we use the familiar shrinkage prior of Griffin and Brown (2010) . With this choice, the MCMC algorithm involves adding on to textbook MCMC for the Gaussian linear regression model with Gaussian prior, methods for drawing the shrinkage parameters, τ 2 j , for j = 1, . . . , K and λ, which appear in the NG prior. τ 2 j is simulated from its generalized inverted Gaussian (GIG) full conditional posterior distribution: 4
and λ has a Gamma-distributed conditional posterior distribution:
In principle, the error variance σ 2 ε can be estimated using either (3) or (4); van den Boom et al. (2019) use the second stage regression in (4) to estimate σ 2 ε . This implies that only (T −K) observations are used to inform the posterior estimates of σ 2 ε . However, in the case where T > K (which is often the case for monthly data), this is a sensible strategy since we would expect that the second-stage regression contains significant information on the error variance.
Allowing for Stochastic Volatility
In macroeconomic forecasting applications, allowing for conditional heteroscedasticity has been shown to be of great importance to produce accurate point and density forecasts, see e.g. Clark (2011) . Introducing SV in our model, however, is not straightforward. The fact that we split the likelihood in two parts means that we are not able to estimate a time-varying variance for all t without additional complications.
As a simple solution, we modify (1) as follows:
Here, η = (η 1 , . . . , η T ) is a process that features SV and h t denotes a log-volatility process while ε η,t ∼ N (0, 1). This specification implies that the variance of the sum of η and ε is σ 2 t = e ht + σ 2 ε and that neither h t nor σ 2 ε are separately identified. Estimating η and the full history of h t is more complicated. Our proposed approach, however, is perfectly suited for handling such a situation. To be more precise, we approximate η and {h t } T t=1 alongside γ exploiting equation (4) while running VAMP. This is simply achieved by noting that η is a time-varying intercept term that features SV. Estimating h t is, unfortunately, more difficult. In this paper, we adopt the SV estimator proposed in Korobilis (2019) . Specifically, we square and take logs of (8) to obtain:
withη t = log η 2 t and v t = log ε 2 η,t denotes an error term that follows a log χ 2 distribution with one degree of freedom. Kim et al. (1998) propose approximating the distribution of v t using a seven component mixture of Gaussians. This renders the observation equation conditionally Gaussian:
Here, we let µ v,i and σ 2 v,i denote component-specific means and variances, respectively. Let π i denote the corresponding mixture weights. As a point estimator for h t , we then usê
The precise values for µ v,i , σ 2 v,i and π i can be found in Kim et al. (1998) , Table 4 . Korobilis (2019) shows that this volatility estimate possesses excellent empirical properties and also closely matches estimates obtained by using MCMC-based techniques but tend to be less persistent. This is becauseĥ t does not depend onĥ t−1 .
Posterior simulation
To estimate the posterior distribution of the coefficients of the model as well as the latent states, we use the following algorithm: 5
Step 1: Approximate γ (and the corresponding hyperparameters associated with the prior), σ 2 ε and {h t } T t=1 by exploiting (4) and the methods outlined in Sub-sections 2.3 and 2.4.
Step 2: Conditional on having approximated the TVPs und log-volatilities, obtain a draw from p(β|y) using (5).
Step 3: Draw {τ 2 j } K j=1 from the GIG distribution in (6).
Step 4: Finally, simulate λ 2 from a Gamma posterior detailed in (7).
In all empirical applications, we repeat Steps (2) to (4) 15, 000 times and discard the first 10, 000 draws as burn-in. Since
Step 1 is fast, estimating a TVP regression model using our IRGA approach takes approximately as long as estimating a constant parameter specification, significantly reducing computation time. Further details on computation times for the different applications can be found in Sections 3 and 4.
Methods when T < K
An important limitation of the IRGA methods described in Sub-section 2.3 is that they require T ≥ K to work. But in multivariate time series models such as TVP-VARs we often encounter the situation that T < K. That is, if the number of endogenous variables (N ) and the number of lags (P ) is large, the number of explanatory variables in each equation (i.e. N P plus any exogenous regressors) can be enormous. Given the number of observations typically associated with macroeconomic quarterly or monthly data sets, many relevant empirical settings have T < K.
In such a case, we would recommend that the best procedure is to reformulate the problem so that T ≥ K. Remember the basic idea of our approach is that there are K parameters which are important and others which can be treated as nuisance parameters. When T ≥ K it is logical to class the constant coefficients as the important parameters and the TVPs as nuisance parameters. However, it is also possible to classify some of the less important constant coefficients as nuisance parameters. For instance, in a macroeconomic TVP-VAR there will typically be some variables of primary interest either for forecasting or for economic structural analysis (e.g. in our empirical section we use interest rates, output growth and inflation as the variables of primary interest). Constant coefficients on the lagged values of these primary variables can be estimated using MCMC methods, with all remaining parameters (i.e. constant coefficients on lagged values of other variables as well as TVPs) being treated as nuisance parameters.
Alternatively, in macroeconomic models such as VARs it is common to find that lower order lags of endogenous variables are more important than higher order lags. Thus, in some applications it might make sense to choose a small number of lags, P 1 , and treat coefficients on all lagged endogenous variables up to P 1 as being of primary interest, with coefficients on the remaining P − P 1 lags being put into the category of nuisance parameters.
In our empirical work, we consider two approaches using a TVP-VAR which assumes that y t is an N -dimensional vector of endogenous variables (see Appendix A). One is the T ≥ K case outlined above which treats only the TVPs as nuisance parameters. The second treats the TVPs and all cross-lags greater than one as nuisance parameters. As we will show in Sub-section 4.2, this only slightly decreases predictive accuracy but allows for estimating even larger models while still maintaining fast computation times.
Artificial Data
In this section, we assess how our approach performs when applied to synthetic data. To this end, we use a data generating process (DGP) based on (1). Each DGP takes a draw of constant coefficients assuming β ∼ N (0, I K ) and the elements of γ are drawn as:
for t = 1, . . . , 500 and with p denoting the probability of observing a parameter change. We set σ ε = 0.1. We consider a range of values for p. If we set p equal to zero we obtain a constant parameter specification while setting p = 1 yields a standard TVP model. To investigate how our approach performs across a wide variety of DGPs, we choose K ∈ {5, 10, 15, 25} and p = {0, 0.25, 0.5, 0.75, 1} and obtain 100 realizations of the DGP. To illustrate that approximating the TVPs using VAMP allows us to estimate the time-invariant part of the model efficiently, we benchmark our approach (henceforth labeled IRGA-TVP S&S for the Spike & Slab prior and IRGA-TVP SBL for the SBL prior) to a TVP regression model estimated using standard MCMC techniques and shrinkage priors (see, e.g., Bitto and Frühwirth-Schnatter, 2019; Huber et al., forthcoming) and a random walk state equation. Note that our approach is an approximate one whereas our benchmark is more exact (if sufficient MCMC draws are taken). This represents an advantage for the benchmark approach. However, our approach allows for different types of TVPs. In addition, IRGA-TVP S&S allows for them to be shrunk to be precisely zero, whereas the benchmark approach does not since it assumes random walk behavior. We expect this, in many empirical contexts, to be an advantage for our approach. That is, in practice, it is likely to be the case that many or most of the TVPs are zero, particularly when the number of explanatory variables is large.
To see how these considerations play out in artificial data, consider Table 1 which displays the mean absolute errors (MAEs) for β of the IRGA approach relative to the standard TVP regression. In general, and for both priors considered, we see numbers near one, indicating that both approaches are yielding similar estimates, despite the fact that our IRGA approaches are much more computationally efficient. Using IRGA in combination with the Spike & Slab prior yields slightly worse estimates than the benchmark when p = 1, but performs appreciably better in all other cases. But the p = 1 case allows time variation in every coefficient and in every time period. It is not surprising that the benchmark model, which allows for this high degree of time variation, performs well here. And it is worth noting that, other than for the case where K = 5 to which we will return later, our algorithm is doing roughly as well as the benchmark even with p = 1. Using the SBL prior in this situation yields estimates that are very close to the ones of the benchmark, highlighting the increased flexibility by allowing for a varying degree of time variation over the estimation period.
When we move to DGPs with less time variation and, thus, smaller values for p, our methods do appreciably better relative to the benchmark (but to a slightly lesser extent if the SBL prior is used). Our algorithm does particularly well for intermediate values of p, but even in the constant coefficient case, p = 0, we are still beating the benchmark under both priors adopted. Note that the shrinkage prior in the benchmark approach allows for separate shrinkage on constant coefficients and TVPs. Thus, it allows for any coefficient to be constant (over the entire sample) or time-varying (over the entire sample). But, unlike our approach, it does not allow for coefficients to be time-varying in some periods or not others. This is likely why our methods do particularly well for values in the region of p = 0.5. Artificial data sets generated from such a value will have many periods where coefficients are constant and others where they are varying. DGPs with the extreme choices of p = 0 or p = 1 will not have this property and lead to relatively better performance of the benchmark. This also explains the small differences between the Spike & Slab and the SBL priors, with the latter having a slight disadvantage since they are not capable of pushing the TVPs exactly to zero.
Next we consider the impact of K on the relative MAEs. When K = 5 and p = 1 we have a small TVP regression with lots of parameter change. In such a case, the benchmark does well. However, even with p = 0 and larger values for K, our methods improve relative to the benchmark. Our best relative performance occurs for the largest model with K = 25 and an intermediate amount of parameter change p = 0.75. This largely reflects the fact that when using a Spike & Slab prior for the TVPs, we allow them to be shrunk precisely to zero in periods when there is no parameter change. This contrasts with the SBL prior and the benchmark approach which only allow for them to be shrunk to be near zero. Huber et al. (forthcoming) show that, in models with many parameters, shrinkage to precisely zero is typically useful in achieving forecast accuracy. Other forms of shrinkage allow for small amounts of estimation error to accrue over many parameters, which can be detrimental for forecast accuracy. This effect can also be clearly seen in our results in terms of the impact on estimation accuracy for the constant coefficients. Table 1 : Mean absolute error ratios between a TVP model estimated using our IRGA approach and a constant parameter model. All results are based on 100 realizations from the DGP.
We next turn to the issue of computation time. Figure 1 depicts the time necessary (in minutes) to generate 15, 000 draws from the joint posterior for the benchmark TVP regression (in dashed black) and our IRGA-TVP approach (in solid black). The key point is that our IRGA methods are scaleable and can potentially handle hundreds of explanatory variables, whereas the benchmark approach cannot. To be precise, estimation times increase linearly at a very slow rate with K under the IRGA approach, with overall time ranging from 2.7 to around 3.7 minutes. By contrast, estimating a standard TVP regression model using the algorithm proposed in Carter and Kohn (1994) is much more demanding, with estimation times for this model increasing quite rapidly at a nonlinear rate.
Summing up, we have shown that the estimates for β obtained using our IRGA approach are precise and close to the ones obtained from estimating a standard TVP regression. In addition, approximating the TVPs leads to vastly improved estimation times that only increase slightly with the number of predictors.
Empirical Work Using US Macroeconomic Data Set
In this section, we carry out a forecasting exercise and structural economic exercise using a large TVP-VAR involving up to N = 78 variables (see Appendix B). 
Data
We use the popular FRED-MD macroeconomic data set, see McCracken and Ng (2016) . We obtain monthly data from 1985:01 to 2019:08 on 78 variables. The exact variables (and the way each has been transformed to stationarity) are listed in Table 5 in Appendix B. We use measures of inflation (labelled CPIAUCSL), interest rates (FEDFUNDS) and the unemployment rate (UNRATE) as our three variables of primary interest. The remaining variables are only useful insofar as they improve forecasts or affect structural impulse responses to the primary variables.
Forecasting Exercise
We carry out a forecasting exercise using a huge data set involving 78 variables. The results are based on four different versions of our IRGA approach involving two priors (the SBL and S&S priors) and the two methods of implementation outlined at the end of Sub-section 2.6. These are labelled "TVPs" and "TVPs & lag" below. Prior hyperparameter choice is discussed in Sub-section 2.2. For the S&S prior we fix one of the key prior hyperparameters by setting ψ = 0.001. A prior sensitivity analysis with respect to this hyperparameter is done in Appendix B. The lag length is set equal to two. A natural benchmark for a dataset of this size is a Bayesian VAR with a hierarchical Minnesota prior (Litterman, 1986) that entails cross-variable and cross-equation shrinkage. The three hyperparameters governing the degree of shrinkage on the VAR coefficients are integrated out using weakly informative Gamma priors (with all hyperparameters of the Gamma distributions set equal to 0.01) and a random walk Metropolis step, similar to Giannone et al. (2015) . For the error covariances and the intercept term, we use normally distributed priors with zero mean and variance ten. The model is estimated using equation-by-equation estimation.
As a a low dimensional benchmark, we include a three equation TVP-VAR with SV using just the focus variables. This is a standard TVP model which assumes the TVPs follow random walks. It is estimated using MCMC methods on an equation-by-equation basis using a non-centered specification with Gaussian prior with zero mean and variance ten on all parameters.
All benchmark models use a standard stochastic volatility specification that assumes an AR(1) evolution of the log-volatilities and is estimated using the algorithm put forward in Kastner and Frühwirth-Schnatter (2014) .
We investigate the performance of our methods for the three primary variables of interest: inflation, unemployment and the interest rate. We use root mean squared error (RMSE) and average log-predictive likelihoods (LPLs) to evaluate forecast performance. We use a forecast evaluation period beginning in 2005:01 and running to the end of the sample for forecast horizons of one month and one year.
Before discussing forecast performance, it is worthwhile to briefly consider computation time. Table 2 presents average estimation times taken by the forecast exercise over the holdout sample. For the IRGA specifications approximating solely the TVPs, the sampling algorithm takes roughly 150 minutes. When we approximate second-order cross-variable lags alongside the TVPs, estimation is even faster. It takes about 125 minutes. Note that the IRGA specifications allow for parallelization of the algorithm (for reference, we only used one CPU core). Estimation using multiple cores speeds up estimation by a factor of the number of available CPUs (e.g. eight cores would allow to estimate the models eight times as fast, and the 78 equation IRGA could be estimated in around 20 minutes).
For reference, the hierarchical Minnesota BVAR takes 270 minutes to estimate, while the small TVP-VAR takes roughly four minutes (however, as suggested above, scales badly in T and K). One would expect that estimation times of the constant parameter VAR and one of the IRGA models are comparable, which is clearly not the case here. This difference in runtimes arises from the fact that the BVAR features a standard SV specification and this implies that, if equation-by-equation estimation is used, we need to normalize y and X by dividing through the time-varying error standard deviation and repeatedly compute a cross product involving X during MCMC sampling. Results of our forecasting exercise are given in Table 3 . RMSEs shed light on point forecasting performance and indicate our methods are forecasting roughly as well as the benchmark Bayesian VAR. With one exception, the same can be said for the three variable TVP-VAR. The one exception is for long-run forecasting (h = 12) of the interest rate where the TVP-VAR is forecasting the interest rate very poorly. In contrast, the IRGA approaches (in particular, the S&S variants) are forecasting very well. This suggests that, for the interest rate, there is little evidence of time-variation in parameters. In this case, the S&S prior is doing a very good job of shrinking excess time-variation to be zero in a way that the TVP-VAR does not.
LPLs evaluate the qualities of entire predictive densities produced by the different approaches. Note that all of the LPLs for the IRGA approach are positive, indicating that they are beating the benchmark Bayesian VAR. These gains are often pronounced, strongly highlighting the benefits of combining flexible models with large information sets using the IRGA framework. We stress that all of our models, including the Bayesian VAR, have stochastic volatility. Our findings are suggesting that, even in large VARs, there is some improvement in predictive densities to be found by allowing for time variation in both VAR coefficients and error covariance matrices. Note also that the low-dimensional TVP-VAR is producing predictive densities which are roughly as good as our high-dimensional IRGA approaches. This reinforces the idea that there may be a trade-off between TVPs and VAR dimension. In small data sets, TVPs may be particularly important as they may reduce the effect of omitted variables bias whereas in large dimensions, this bias is substantially reduced by controlling for observed heterogeneity through the inclusion of additional covariates. Figure 2 , which plots our forecast metrics against time, tells of a story of constant improvements, since the Great Recession ended, in LPLs of our IRGA methods relative to the benchmark Bayesian VAR. Above, we noted the poor point forecast performance of the small TVP-VAR for the effective Federal funds rate for h = 12. However, this model yielded good density forecasts for this case. Figure 2 , along with the fact that the Federal funds rate was essentially zero for 2009-2016, suggests a possible explanation for this finding. The three-dimensional TVP-VAR is more parsimonious than any of the other models considered which all involved 78 variables. Parsimonious models often lead to low predictive variances. In the long period when the Federal funds rate was constant, this property benefitted the small TVP-VAR. However, during the Great Recession, it performed much more poorly, as evidenced by the large forecast errors during this period. 
Structural Analysis: Uncertainty Shocks
The effect uncertainty shocks have on the economy is an important issue in modern macroeconomics. In this section, we update the seminal analysis of Bloom (2009) methods and various data sets taken from the large data set used in our forecasting exercise. The impulse responses to the uncertainty shock are identified using standard Cholesky identification with the uncertainty index (VXOCLSx) ordered first. We consider small, medium and large TVP-VARs. We use data sets involving four variables (the three core variables plus the uncertainty shock) as the small information set, and include additional series for medium (nine additional series) and large (31 additional variables). Table 5 lists the variables included in each data set. For the structural analysis, we approximate the TVPs using VAMP relying on the SBL prior (results using the S&S prior are very similar). The remaining parameters are estimated using MCMC methods. With a TVP model, impulse responses vary over time. We present impulse responses using the constant coefficients. Hence, they can be interpreted as average or mean impulse responses. Figure 3 shows the impulse responses from a constant parameter VAR (in red, with 68 percent posterior credible sets) versus our IRGA approach (blue, alongside 68 percent posterior credible sets). The constant parameter VAR is the same as the one used as a benchmark in the forecasting section of the paper. The right panel plots posterior features of the difference in impulse responses between the constant parameter and TVP models.
In general, results in the left panel of the figure are sensible. The uncertainty shock causes a substantial increase in unemployment and is associated with a drop in interest rates. Inflation falls on impact but then rises. The constant parameter and TVP models are both producing qualitatively similar findings. However, an examination of the right panel reveals an interesting pattern. When working with the large VAR, the constant parameter and TVP model are producing statistically similar impulse responses. That is, the posterior credible intervals for the difference in impulse responses between the two models always include zero. Thus, in the large model the inclusion of TVPs is having little or no impact on the impulse responses. However, for the small and (to a lesser extent) medium-sized VARs, the posterior credible intervals for the difference in impulse responses frequently do not include zero. This suggest that there is a trade-off between TVP-VAR dimension and the presence of TVPs. In small models, where the risk of omitted variables is high, the addition of TVPs clearly makes a difference. But in large models, where the risk is lower, the evidence for TVPs diminishes.
Overall, we are finding that our IRGA approach is producing sensible results and that, by allowing for TVPs, we are obtaining some insights that would not be found in constant coefficient models. And it is worth stressing that IRGA methods are computationally effiicient, capable of handling very large TVP-VAR dimensions, where traditional MCMC-based TVP-VAR methods would not be computationally practicable. Notes: See Tab. 5 in the Appendix for further details on the respective information sets. The blue area refers to the 16th and 84th credible sets of the IRFs associated with the IRGA approach (with the SBL prior) whereas the red lines are the IRFs associated with the constant parameter VAR.
Conclusions
This paper has argued that, when working with TVP regressions with large data sets, care has to be taken to ensure that estimation methods are computationally feasible and that the appropriate type of time-variation is allowed for. That is, particularly when K is large, it is likely that time-variation in regression coefficients only occurs for a few of the coefficients and only at some periods in time. With these considerations, we have developed computationallyefficient estimation methods which are scaleable and can accommodate a range of shrinkage priors that allow for great flexibility in the location and timing of parameter change. These are based on IRGAs. In artificial data, we document the computational efficiency and accuracy of these methods. In a large macroeconomic data set, we demonstrate good forecast performance in a practical amount of computation time. In an investigation of the role of uncertainty shocks, we show that TVP models yield insights that constant coefficient models do not.
A A TVP-VAR model
In this appendix, we briefly show how our methods can be applied to the VAR case. Let Y denote a T × N -dimensional matrix of endogenous variables with t th row given by y t = (y 1t , . . . , y N t ). Using this notation, the TVP-VAR is given by:
Here, x t = (y t−1 , . . . , y t−P ) now includes the P lags of y t and ε t is a N -dimensional Gaussian shock vector with time-varying variance-covariance matrix given by Σ t of dimension N × N . Equation A.1 can be rewritten on an equation-by-equation basis by augmenting x t in the j th equation (for j ≥ 2) of the system with the contemporaneous values of the first j − 1 elements of y t : y jt =β jxjt +γ jtxjt + ε jt , wherebyx jt = (x t , y 1t , . . . , y j−1,t ) ,β j is a K j (= N p + (j − 1))-dimensional vector of equation-specific regression coefficients andγ jt denotes an K j × 1 vector of TVPs specific to equation j. The last j − 1 elements inβ j andγ jt serve to approximate the covariance parameters and their time variation in Σ t . In the case that j = 1,x jt = x t .
Note that the equation-by-equation form of the TVP-VAR has great advantages in terms of computation since the computational burden of estimating a full system can be reduced efficiently by exploiting the fact that (1) constitutes a set of N independent regression models that can be estimated on a cluster.
B Data and results
In this appendix, we repeat the forecasting exercise using the S&S prior for a range of values for the key prior hyperparameter ψ. It can be see that results are very robust to prior choice. 
