Recent hardware advances in quantum and quantum-inspired annealers promise substantial speed up for solving NP-hard combinatorial optimization problems compared to general purpose computers. These special purpose hardware are built for solving hard instances of Quadratic Unconstrained Binary Optimization (QUBO) problems. In terms of number of variables and precision these hardware are usually resource constrained and they work either in Ising space {−1, 1} or in Boolean space {0, 1}. Many naturally occurring problem instances are higher order in nature. The known method to reduce the degree of a higher order optimization problem uses Rosenberg's polynomial. The method works in Boolean space by reducing degree of one term by introducing one extra variable. In this work, we prove that in Ising space the degree reduction of one term requires introduction of two variables. Our proposed method of degree reduction works directly in Ising space, as opposed to converting an Ising polynomial to Boolean space and applying previously known Rosenberg's polynomial. For sparse higher order Ising problems, this results in more compact representation of the resultant QUBO problem, which is crucial for utilizing resource constrained QUBO solvers.
Introduction
As we approach the physical limitation of Moore's law [1] , a number of institutions have started to develop novel hardware specifically for solving combinatorial optimization problems. These include adiabatic quantum computers [2] , CMOS annealers [3] [4] [5] [6] , Coherent Ising Machines [7, 8] , and as well as GPUs [9] [10] [11] among others [12] . These novel technologies are designed to find an assignment of the binary variables z = (z 1 , · · · , z n ) that minimizes the following objective function:
for J ij , h i ∈ R. If z ∈ {−1, 1} n , then this problem is referred to as the Ising Model.
It is referred to as the Quadratic Unconstrained Optimization Problem (QUBO) if z ∈ {0, 1} n . The Ising model and QUBO are equivalent via a linear transformation of the variables. QUBO and the Ising model are quadratic models by definition. However, many real world optimization problems consist of multi-body interactions and are naturally modeled by higher order polynomials. These higher order polynomials have been referred to by different names in the literature, these include k-local Hamiltonian [13] , psuedo-boolean optimization problem [14] , Polynomial Unconstrained Binary z j (2) for some N ≥ 3 with either z ∈ {−1, 1} n or {0, 1} n where the coefficients J i 1 i 2 ···i k are real numbers. For ease of exposition, we will refer to the domains {−1, 1} n , and {0, 1} n as Ising space, and Boolean space respectively and we exclusively use the variables s, x and z such that s ∈ {−1, 1} n , x ∈ {0, 1} n , and z when a distinction is not necessary. A natural way to utilize the emerging hardware for solving such problems is to first transform higher-order problem to a quadratic one, by a process that has been termed as quadratization, then solve the quadratic problem with the given hardware. Thus, a large number of studies have focused on techniques for quadratization of HOBOs. However, to the best of our knowledge, all of these methods take place within the Boolean space. Thus, current methods for solving HOBOs in Ising space consist of first transforming them into Boolean space via the transformation s = 2x − ½ and then applying the known techniques of quadratization. However, this approach has one major drawback, a sparse problem in Ising space is not necessarily sparse in Boolean space and vice versa. For example the single term
Contribution: In this work, we develop a method of degree reduction within Ising space. To the best of our knowledge, this is the first method that does not require a transformation into Boolean space, thus resulting into a compressed quadratization technique when the polynomial in Ising space is sparse. In addition, we propose two algorithms to do quadratization of any higher order Boolean polynomial over Boolean or Ising space.
How to encode quadratic equality constraints
Suppose we want to minimize a quadratic function f (x 1 , x 2 , y) over binary variables x 1 , x 2 , y, subject to the constraint y = x 1 x 2 . However, the given hardware only supports problems modeled as a QUBO or Ising Model which are unconstrained by definition. We would like to transform the problem into one suitable for the given hardware. The equivalent unconstrained optimization problem is the minimization of
where M is a large positive constant 1 and h ′ (x 1 , x 2 , y) = (y − x 1 x 2 ) 2 . Note that, in Ising space we have x 2 = 1 and in Boolean space we have x 2 = x. Hence, g ′ is actually a cubic polynomial, even though f is quadratic. We converted the constrained optimization problem to an unconstrained one, but in the process our quadratic optimization became a cubic optimization problem. Rosenberg [16] showed that need not be the case if we restrict ourselves to binary variables over Boolean spaces, i.e. x 1 , x 2 , y ∈ {0, 1}. One can use the following quadratic function:
It is easy to verify that for x 1 , x 2 , y ∈ {0, 1},
This shows, if our initial goal was to minimize a quadratic function f (x 1 , x 2 , y) over Boolean variables x 1 , x 2 , y ∈ {0, 1}, subject to the constraint y = x 1 x 2 , we can minimize the quadratic function g(
without any constraint and use any Quadratic Unconstrained Boolean Optimization hardware. We next explore the question whether we can find an analogue of the Rosenberg polynomial in the Ising space. The answer turns out to be a little more complicated. We first show that such a polynomial does not exist when we allow just one extra variable.
Proof. We want to construct a quadratic polynomial h, such that (i) if y = s 1 s 2 , then h(s 1 Here X ⊤ denotes transpose of a matrix X. The set of equality and inequality conditions can be captured by matrices E and F as follows.
Let e ∈ R 4 denote the vector of all 1's: e = 1 1 1 1 ⊤ . Let 0 ∈ R 4 denote the vector of all 0's. Then we have that
From Ea = 0, we get that a is in the right kernel of E, which is given by the following matrix:
Let us write a def = Kb for some b ∈ R 3 . Since F a ≥ e, we have that F Kb ≥ e. Since
Observe that sum of entries of the vector F Kb is 0, whereas for the inequality to hold, it should necessarily be at least 4. Hence, no feasible solution exists.
On the other hand, if we allow two variables then we come up with such a polynomial. To this end, we employ an extra variable d and aim to find a positive quadratic polynomial h(s 1 Observe that, for each choice of d as a function of s 1 , s 2 , the above constraints give rise to a linear system of inequalities, similar to the last section. If any of these 16 choices give us a feasible solution, then that solves our problem. We carry out some of these choices in an ILP solver and obtain the following solution:
In Section 3 we consider higher order unconstrained binary optimization problems. We show how introduction of new variables and repeated application of the above technique can help us reduce the problem to quadratic case. If we restrict ourselves only to Boolean variables, [17] [18] [19] are excellent survey of previous work in this domain.
Quadratization of higher order optimization problem
This section details out our quadratization of higher order Boolean polynomials. A formal definition of quadratization follows. From Definition 2, it is evidently clear that minimizing f (z) is tantamount to minimizing h(z, y) over B n+m . One way to do quadratization is to convert each monomial into a quadratic polynomial. In literature, family of such quadratization techniques are known as termwise quadratization. They are usually very effective when the domain of each variable is {0, 1} and the higher order polynomial is sparse. In fact, there are various techniques that reduces the number of auxiliary variable introduced when converting a monomial. For instance, if one wishes to minimize f (x) and there is a negative monomial in f (x), then one can use exactly one auxiliary variable and convert the monomial to a quadratic polynomial [20] . That is, the following two polynomials are equivalent: d i=1 x i and min y∈{0,1} (d − 1)y − d i=1 x i y . Likewise, Rodrigues-Heck [19] have shown that a positive monomial of degree d can be replaced by ⌈log d⌉ − 1 auxiliary variables.
Unfortunately, these techniques have two main issues. First of all, the fact that a monomial over {0, 1} is highly likely to be 0 are crucially important for such termwise quadratizations. When moving to {−1, 1} domain, these techniques do not work. Second of all, the termwise quadratization is by definition "local" in nature and does not cater to a "global" replacement of terms. We present two heuristic techniques that are independent of the domain space and focus on quadratization keeping the whole expression in mind.
Before we discuss our algorithms for converting higher order Boolean functions to quadratic Boolean functions respecting Definition 2, we would like to stress on the fact that such a quadratization in the {−1, 1} domain space can potentially give significant savings in number of auxiliary variables. As an example, consider the following monomial n i=1 s i where s = (s 1 , . . . , s n ) ∈ {−1, 1} n . From Section 2, it is evidently clear that the number of auxiliary variables required to convert this monomial to a quadratic polynomial over the domain space {−1, 1} is O(n). If we try to convert the variables x i to variables over {0, 1}, then the resulting polynomial will be n i=1
. This polynomial is dense and included all possible monomial terms in x i . Even if we assume that each monomial can be quadratized by exactly one variable, the termwise quadratization will still require at least Ω (2 n ) auxiliary variables. The algorithms presented below will also require significantly more variables in {0, 1} domain than O(n) variables required when doing conversion in {−1, 1} domain space.
Having discussed the importance of quadratization in {−1, 1} domain space, we present our algorithms below. We stress that the final steps of both the algorithms are same. Post quadratization, we invoke either the Rosenberg polynomial (over Boolean space) or the polynomial described in Section 2 (over Ising space) to impose the constraints between the auxiliary variables and the quadratic term they replace. Our Algorithm 1 is detailed out next.
The idea of the algorithm is pretty simple. The algorithm starts with a hash table where keys are all possible pairs {(z i , z j ) : 1 ≤ i < j ≤ n} and values corresponding to a key (z i , z j ) are monomials of degree at least 3 containing both z i and z j . Our algorithm greedily replaces the key with largest number of values by an auxiliary variable and then update the hash table by introducing the auxiliary variable in the key. The degree of all values for which the key has been replaced by the auxiliary variable will decrease by 1. The values with degree 3 containing the replaced key will become quadratic and they are deleted from the table. This is repeated until the table is empty. Finally, once the hash table is empty, we invoke either the Rosenberg polynomial (when B = {0, 1}) or the polynomial described in Section 2 (when B = {−1, 1}) to impose the constraints between the auxiliary variables and the quadratic Algorithm 1 Hobo To Qubo 1 Require: A higher order binary optimization (HOBO) over (z 1 , z 2 , . . . , z n ) ∈ B n where B is either {−1, 1} or {0, 1}. Ensure: A QUBO equivalent to the given higher order binary optimization problem 1: Sort the indices of variables and create a data structure of (key, value) pairs where key is the set of all quadratic terms appearing in HOBO and value is the set of all monomials of degree at least 3. 2: while all the keys are deleted do 3:
Select the key with largest number of values and replace it with a variable 4: Update the data structure by adding keys and values for new variable 5: Delete all degree 3 terms that involved the key 6: Delete the key if all the values of the key has been deleted 7:
Store the variable and the quadratic term it substitutes in a map 8: Invoke the quadratic polynomial corresponding for each map of auxiliary variable and the quadratic term 9: Return The QUBO equivalent to given HOBO problem.
term they replace.
We now proceed to present our second heuristic as Algorithm 2. This is again a greedy approach with a different objective to reduce. Simply put, we have a dynamic weight bipartite graph with quadratic terms on left hand side (LHS) and monomials of degree at least 3 on right hand side (RHS). There exists an edge between LHS and RHS vertices if and only if the RHS vertex contains the LHS vertex in the expression; the edge weight is simply one less the degree of the monomial. In this case, we proceed to replace the LHS vertex with maximum sum of edge weights with a new auxiliary variable and update the graph by introducing the quadratic terms involving the new variable in the graph. We remove all degree three monomials for the replaced LHS vertex (as they are quadratic now). We repeat these sequence of steps until all the RHS vertices become quadratic.
Applications
Many real-world problems can be modeled as a HOBO. A large number of applications have been modeled in the quadratic case. For example, in combinatorial scientific computing [21] [22] [23] [24] , chemistry [25, 26] , and machine learning [27] [28] [29] In the following subsections, we give examples that consist of problems modeled as a HOBO with higher-order terms greater than two.
Problems on Hypergraphs
Many NP-hard problems on graphs can easily be encoded in the quadratic case as a QUBO [30] . A hypergraph is a generalization of a graph such that a (hyper-) edge may contain more than two nodes. This generalization thus provides an area rich in problems that can be modeled as a HOBO. For example, the Hypergraph
