This paper describes an estimator of the additive components of a nonparametric additive model with an unknown link function. When the additive components and link function are twice differentiable with sufficiently smooth second derivatives, the estimator is asymptotically normally distributed with a rate of convergence in probability of . This is true regardless of the (finite) dimension of the explanatory variable. Thus, the estimator has no curse of dimensionality. Moreover, the asymptotic distribution of the estimator of each additive component is the same as it would be if the link function and the other components were known with certainty. Thus, asymptotically there is no penalty for not knowing the link function or the other components. 
Introduction
This paper is concerned with nonparametric estimation of the functions There is a large literature on estimating the 's in (1.1) nonparametrically when j m F is known to be the identity function. As is discussed by Carrasco, Florens, and Renault (2005) , the identifying relation of an additive model is a Fredholm equation of the second kind, and estimating the model presents an ill-posed inverse problem. Stone (1985 Stone ( , 1986 showed that is the optimal rate of convergence of an estimator of the 's when they are twice continuously differentiable. Stone (1994) and Newey (1997) describe spline estimators whose rate of convergence is . Breiman and Friedman (1985) ; Buja, Hastie, and Tibshirani (1989) ; Hastie and Tibshirani (1990) ; Opsomer and Ruppert (1997) ; Mammen, Linton, and Nielsen (1999); and Opsomer (2000) investigate the properties of backfitting estimators. Newey (1994); Tjøstheim and Auestad (1994) ; Linton and Nielsen (1995) ; Chen, Härdle, Linton, and Severance-Lossin (1996); and Fan, Härdle, and Mammen (1998) investigate the properties of marginal integration estimators. Horowitz, Klemelä, and Mammen (2006) , hereinafter HKM, discuss optimality properties of a variety of estimators for nonparametric additive models with identity link functions. Estimators for the case in which
n − F is not necessarily the identity function but is known have been developed by Linton and Härdle (1996) , Linton (2000) , and Horowitz and Mammen (2004) . Using arguments like those of Carrasco, Florens, and Renault (2005) , it can be shown that the identifying relation for an additive model with a link function can be written as a nonlinear integral equation. The linearization of this equation is a Fredholm equation of the second kind, and estimation of the model presents an ill-posed inverse problem.
This argument carries over to the case of an unknown link function. The statistical properties of the nonlinear model (e.g., rates of convergence and oracle properties) are similar to those of the linear model, but the technical details of the nonlinear problem are different from those of the linear case and, consequently, require a separate treatment.
Estimators for the case of an unknown F have been developed by Horowitz (2001) and Horowitz and Mammen (2007 The remainder of this paper is organized as follows. Section 2 provides an informal description of the two-stage estimator. The main results are presented in Section 3. Section 4 discusses the selection of bandwidths. Section 5 presents the results of a small simulation study, and Section 6 presents concluding comments. The proofs of theorems are in the appendix.
Throughout the paper, subscripts index observations and superscripts denote components of vectors. Thus, i X is the i 'th observation of X , j X is the j 'th component of X , and j i X is the i 'th observation of the j 'th component.
Informal Description of the Estimators
Assume that the support of X is . This can always be achieved by, if necessary, carrying out monotone transformations of the components of
, where 
. Under this assumption, 
Let f denote the probability density function of X .
Then the density of is 
The Lebesgue measure of the region of integration in (2.6) is bounded from below by a quantity that is proportional to whenever , 
Define the local-linear estimators
Let be a symmetrical (about 0) probability density function on [
The second-stage estimator of
The second stage estimators of are obtained similarly. (2.8) .
The estimator (2.7) is the result of taking one Newton step from the starting value toward the minimum of the right-hand side of (2.8).
Section 3 gives conditions under which and is asymptotically normally distributed for any finite when 
Main Results
This section has two parts. Section 3.1 states the assumptions that are used to prove the main results. Section 3.2 states the results. The main results are the -consistency and asymptotic normality of the 's.
The following additional notation is used. For any matrix , define the norm A
whenever the latter quantity exists. 
be the coefficients of the series expansion (2.4). For each define
Assumptions
The results are obtained under the following assumptions. None of the constants appearing in these assumptions needs to be known for implementation of our estimator.
, are an iid random sample from the distribution of , and
A2: (i) The support of X is .
(ii) The distribution of X X is absolutely continuous with respect to Lebesgue measure. (iii) The probability density function of X is bounded away from zero and twice differentiable on X with a Lipschitz-continuous second derivative. (iv) There are constants and such that 0
There is a constant such that for all .
is defined on [ , and
, and some constant .
(ii) Each function is twice continuously differentiable on with derivatives at 0 and 1 interpreted as one-sided. (iii) There is a finite constant such that and for all 1,...,
, and such that The assumed rates of convergence of and are well known to be asymptotically optimal for one-dimensional kernel mean-regression when the conditional mean function is twice continuously differentiable. The required rate for n → ∞ h t κ ensures that the asymptotic bias and variance of the first-stage estimator are sufficiently small to achieve an rate of convergence in the second stage. The rate of convergence of a series estimator of is maximized by setting , which is slower than the rates permitted by A6(i) (Newey (1997) 
Let v denote the Euclidean norm of any finite-dimensional vector v .
Theorem 1: Let assumptions A1-A7 hold. Then 
. for each , and uniformly over . . Finally, the bandwidth t can be chosen by using the plug-in method of Horowitz and Mammen (2004, Sec. 4) . Equation We also carried out the experiment using the infeasible oracle estimator that assumes knowledge of F and . This estimator cannot be used in applications, but it provides a benchmark against which the performance of the feasible estimator can be compared. The infeasible oracle estimator of , which we denote by , is The shape of the average of the Monte Carlo estimates is similar to the shape of the true , though some bias is evident. The bias can be reduced at the expense of increased variance and IMSE by reducing . As is to be expected, the shape of the individual estimate at the 25th percentile of the IMSE is close to the shape of the true , whereas the shape of the estimate at the 75th percentile is further from the truth. The optimization problem (2.5) is hard to solve, especially if θ is high-dimensional, because the objective function is not globally convex. Although the theory presented in this paper requires solving (2.5), in applications it may be possible to obtain good numerical results by using other methods. The numerical performance of the second-stage estimator tends to be satisfactory whenever the first-stage estimates are good approximations to the true additive components.
Thus, in applications it may suffice to obtain the first-stage estimates by using methods that are relatively easy to compute and perform satisfactorily in numerical practice, even though their theoretical properties in our setting are not understood. The average derivative estimator of Hristache, Juditsky, and Spokoiny (2001) is an example of such a method. The penalized least squares method of Horowitz and Mammen (2007) is another. A further possibility is to use such a method to obtain an initial estimate of θ and then take several Newton or other steps toward the optimum of (2.5). Any first-stage estimator, including ours, must undersmooth the series estimator. Otherwise, the bias of the first-stage estimator will not be asymptotically negligible, and the second-stage estimator will not have the oracle property.
Appendix: Proofs of Theorems
Assumptions A1-A7 hold throughout this section.
a. Theorem 1
This section begins with lemmas that are used to prove Theorem 1. For any fixed κ , κ θ ∈ Θ , and , define
Let ( , ) g z θ denote the density of 1
Lemma 1: There is a function and constants , , and
Proof: If suffices to show that there are positive constants , , and such that 1 ,
Only (A1) is proved. The proof of (A2) is similar.
Divide κ Θ into hypercubes (or fragments of hypercubes) of edge-length θ . Let 
A Taylor series approximation gives
for some constant by Bernstein's inequality. Also by Bernstein's inequality, there is a constant such that
Therefore, 
Lemma 2: 
Lemma 3: As n ,
Proof: Standard arguments for kernel estimators show that as ,
for almost any i X and some functions and that
for almost every . Taking the ratio of the derivatives of each side of (A5) with respect to 
So . Since is arbitrary, the result follows from Lemma 2 and Theorem 1.3.4
of Serfling (1980, p. 10) . Q.E.D. ( ) ( ) ( )
. Then a Taylor series expansion yields 
Lengthy arguments similar to those used to prove Lemma 1 show that 
Note that 
If , then applying Lemma 7, and using the result
It follows from these results that 
, and 
In addition, the following hold uniformly over 
− now follow by the arguments used to prove Lemma 10 of Horowitz and Mammen (2004) .
− , a Taylor series expansion gives 
