Abstract-Collaborative filtering is one of the most successful and widely used technologies in personalized recommendation systems. This paper proposed a novel algorithm combined with user habits for rating as the conventional method leads lower accuracy relatively. In order to reveal the hidden relationship between users, the new algorithm not only reserves the traditional measure but also takes Bhattacharyya Coefficient and entropy into account while calculating the user similarities. Experiment results show the new algorithm outperforms the conventional method.
INTRODUCTION
The advancement of the Internet helps promote the arrival of the information age, which has brought users a lot of conveniences during daily life. Meanwhile, the cumulative data is growing in exponential form so that it leads to "information overload" problem which results in that users can hardly find what they really need in limited time and energy. In order to tackle this issue, recommender systems come into being.
The study of recommender systems begins in the mid1990s [1] . Collaborative filtering (CF) is one of the most successful and widely used technologies in personalized recommend systems. Sarwar et al. [2] proposed an item based CF as the similarity between items is more reliable than the similarity between users. Koren et al. [3] applied singular value decomposition to the recommender systems in order to reduce the dimensionality of sparse ratings matrices. A PIP measure [4] was put forward by Hyung which considered three aspects to user ratings: proximity, impact and popularity. Amatriain [5] et al. proposed a new algorithm based on experts which had a better performance as the algorithm only calculated the similarity between user and experts.
Traditional measures including Cosine coefficient and Pearson correlation coefficient don't show satisfactory performance as these methods just only take the items both rated by two users into account. Few common rated items between two users always cause the deviation when user similarity is calculated. This paper proposed a new algorithm wh ich considers conventional measures and user habits for rating simu ltaneously. User habits similarity is measured by two factors: Bhattacharyya coefficient and entropy. Bhattacharyya coefficient indicates the degree of overlapping between user ratings while entropy indicates the dispersion degree of ratings voted by users. Experiments are imp lemented on the real data set MovieLens. In comparison with the traditional measures, the novel algorithm show better recommended performance.
II. CONVENTIONAL COLLABORAT IVE FILT ERING ALGORIT HM BASED ON USERS

A. Build user-item rating matrix
According to the user ratings for the items, build a user-item rating matrix ( , ) R m n as Table I . shows below. m represents the number of users, n represents the number of items, , ij r denotes the rating of item j by user i . In MovieLens dataset, users can assign item nu meric ratings in the range 1-5. 
C. Make recommendations
After finding the nearest neighbor sets which was mentioned above, predict the rating of an item that user u hasn't rated yet. According to result of the prediction, choose the n Top items with the highest ratings and make recommendation to user himself. Prediction of a rating of an item i by user u can be calculated as follows:
where, u r represents the average rating of rated item by user u , () Nu represents the nearest neighbor set of user u , ( , ) sim u v denotes the similarity between user u and v , , vi r denotes the rating of item i by user v .
III. COLLABORATIVE FILTERING ALGORITHM
COMBINED WIT H USER HABITS FOR RATING Considering that everyone has his own habit, people with similar habits are generally similar in a certain degree. Therefore a novel algorithm comb ined with user habits for rating is put forward which takes both traditional measure and user habits into account. In a rating system, each user has his unique rating habit. Some of the users are accustomed to giving high ratings, and some users have a much more centralized d istribution of ratings than others. For example, the rating vectors of 1 u , 2 u and 3 u are (1,0, 2,0,1,0, 2,0) , (0,1,0, 2,0,1,0, 2) and (0,5,0, 4,0, 4,0,3) . In order to reveal the hidden relationship between users, Bhattacharyya coefficient and entropy are introduced.
A. Bhattacharyya coefficient
Bhattacharyya coefficient is an appro ximate measurement of the amount of overlap between two statistical samples or populations. It is widely used in signal processing, pattern recognition and other professional fields [7] . For discrete domain X , it is defined as: 
It can be noted that there is no common rated items between 1 u and 2 u . Existing conventional measures could not calculate user similarity in this scenario. It also can be noted that 1 u and 2 u both have preferences for giving lo w ratings. In addition to that, t wo users have an identical rating distribution wh ich can be inferred that 1 u and u and 3 u equals 0 because there is no overlap at all in every partition. Fro m the perspective of dispersion degree of ratings, 1 u and 3 u still have a certain similarity as their ratings are relat ively centralized in d istribution. Consequently, entropy is introduced to measure the rating dispersion degree to settle this problem.
B. Entropy of information(Shannon entropy)
The father of informat ion theory Shannon introduced entropy of information in his 1948 paper which was borrowed fro m the concept of thermodynamics. As is known that in a thermodynamic system, entropy is a measure of d isorder or chaos in the universe. Shannon defined entropy of information as the uncertainty of source by analogy [8] [9] [10] . Assuming that the source has n kinds of possible values, the corresponding probability for each value is 12 , , , n p p p , entropy of in formation is defined as: As Table III. shows that, a certain user with higher Shannon entropy has relatively decentralized rat ing distribution. Likewise, a user with centralized distribution of rating has comparatively lower entropy. Entropy similarity between 1 u and 2 u is computed as:
It can be seen from the formu la above that users are more similar when they have s maller difference in Shannon entropy.
C. Collaborative Filtering Algorithm Combined with
User Habits for Rating A new algorith m co mbined with user habits for rating is proposed for the sake of mining the information contained in user ratings. Bhattacharyya coefficient and entropy are separately presented in sections above, the similarity between 1 u and 2 u based on rating habits are defined as:
( , ) BCE u u is -1 to 2. However, the value range of most traditional measures is -1 to 1. Modify the BCE equation by linear mapping to adjust its value between -1 and 1, the equation is modified as follows:
where () Max BCE and () Min BCE represents the maximu m and minimu m value in BCE . After modification, the value of 1 is total positive correlation, 0 is no correlation, and -1 is total negative correlation. This paper considers NBCE to be the new method of measuring user similarity.
IV. EXPERIMENTS
The simulation environment includes: the PC with Windows 7, Intel™ Core™2 Duo CPU E7400 2.80GHz CPU, 4.00GB RAM. The new algorithm is coded by Python.
A. Dataset and evaluation metrics
We use the MovieLens [11] dataset which was created by GroupLens Research in our experiments. GroupLens provides three datasets of different size, in this experiment, researchers use the ML-100k as the dataset. It includes 943 users and 1682 movies with 100000 ratings within 7 months. Each person has rated at least 20 movies and the movie includes 19 types. The dataset was randomly split into training and test data respectively with a ratio of 80%/20%. The sparsity level of dataset is 1-100000/(943* 1682)=93.7%.
We employed the mean absolute error (MAE) and root mean square error (RMSE) metrics to measure the predit quality of proposed approach and compare the NBCE algorithm with traditional ones. MAE and RMSE are accuracy metrics which measure the difference between the predicted ratings and actual ratings on test users. A lower MA E or RMSE value corresponds to more accurate predictions. MAE and RMSE are defined as follows: 
B. Experiment results and analysis
In order to verify the effectiveness of the new method, researchers compare NBCE with traditional CF algorithms. Fig. 2 respectively show the MAE and RMSE value curves along with the number of nearest neighbors. The curves of NBCE , the same as the other conventional approaches, decreases rapidly with the increasing number of nearest neighbors and flattens out slowly. MA E and RMSE value are smaller than that of the traditional methods as NBCE additionally takes user habits for rating into account which has better performance in recommendation.
C. Complexity analysis
As Bhattacharyya coefficient and entropy are applied to CF algorith m co mbined with user habits for rating, the complexity of the user similarity calculation improves in some degree. Supposing there exists m users and n items in a recommender system, user-item rating matrix is needed to be built in the traditional measures as well as the new approach. The time and space complexity are both () O mn . In the stage of searching for nearest neighbors, the traditional methods only need to calculate the similarity between users. The time and space complexity are both 2 () Om . Besides that, the new measure requires computing the Bhattacharyya coefficient and entropy and storing the data although they can be collected during the process of building the matrix beforehand. Thus the time and space complexity still remains 2 () Om . On the whole, the complexity of new algorithm increases in both time and space, but it has little effect on the recommendation system.
V. CONCLUSIONS
For the purpose of explo ring the "hidden" relationship between users, a new collaborative filtering algorith m combined with user habits for rating is put forward which not only considers the traditional measure but utilizes the Bhattacharyya coefficient and Shannon entropy to compute the user rating habits. The new approach outperforms the traditional method with the comb ined action of the t wo factors mentioned above. The effect of the proposed algorith m in d ifferent evaluation criteria (e.g., Precision, Recall, etc) and other data sets needs to be further studied and verified. In addition, user's interest tends to constantly change according to the factors of time and space which may increase the complexity of calculating user similarities, and how to improve the system scalability needs to be studied next. 
