controller is said to internally stabilize the closed loop transfer matrix. However, the stability of controller is not assured in conventional control theory. Unstable controller can damage the whole system when the sensor fails or actuator saturates. This note presents a stable -dimensional controller and its parameterization for the LTI system based on the sufficient condition for existence of stable controller. The stability of controller and closed-loop transfer matrix are guaranteed if the positive-semidefinite solutions for the suggested three Riccati equations exist.
. GIMC using right coprime factorization. output of M adds additional signal to the actuator, it may saturate the actuator easily even though the net effect of this Q controller in the ideal case is cancelled in the feedback loop. Another reason is that it is not clear how this structure can be used for fault-tolerant control. Nevertheless, this approach is closely related to the well-known IMC structure. Indeed, if P0 is stable, then we can pick M = I and N = P0. Since K0 = 0 is a stabilizing controller, one can also choose U = 0 and V = I . Then feedback system shown in Fig. 11 is exactly the well-known IMC system as shown in Fig. 12 . The design of such Q is discussed in detail in [13] .
VIII. CONCLUSION
In this note, we have proposed a controller architecture that we hope to have some impact on modern control system design. We also hope that this controller architecture may offer an alternative way to look at robust control, fault-tolerant control, adaptive robust control, etc.
I. INTRODUCTION
The stability of controller has been neglected in its design procedure. However, if sensor failure or actuator saturation happens, then stable controllers can relatively protect the entire control system comparing to unstable controllers. Also, the unstable controller brings undesired right half plane zeros in the closed loop and it degrades the tracking performance and affects the sensitivity to disturbances. The problem dealing with the stable controller which stabilizes the closed-loop is said to be strong stabilizability. The necessary and sufficient condition on the existence of stable controller for strong stabilizability is the parity interlacing property, in other words, the plant is strongly stabilizable iff the number of poles of the plant between any pair of real right half plane blocking zeros is even [1] , [8] , [9] , [10] . Hence, there exists a stable controller iff the plant has the parity interlacing property. Design method for stable LQG controller was suggested in [2] , [7] , but this method brings constraints for covariance and weighting matrices.
Zeren et al. studied the stable 2n-dimensional H1 controller by designing only Youla Q Q Q parameter, where n is the order of plant. Their method is based on the outer factorization for H 1 central controller in the case that the controller obtained is unstable [11] . Also, Cao et al.
showed that the stable n-dimensional H 1 controller can be obtained through the modification of Riccati equation [3] .
Our primary goal is to parameterize stable H1 controllers by using a doubly coprime factorization technique. The n-dimensional stable stabilizing H1 controllers are parameterized using free stable another parameter, not Youla Q Q Q parameter. Since the parity interlacing property can not be expressed in the form of the norm constraint, the stable H1 controller based on the necessary and sufficient condition is not achieved in this paper. Here, we will suggest only the parameterization 
where I I I is an identity matrix of suitable dimension. Also, the proper controller K K K is said to be admissible if it internally stabilizes the plant G G G.
II. PRELIMINARIES
Let us assume that the generalized plant G G G(s) is minimal and expressed by
where x x x state vector; u u u control input vector; z z z controlled output vector; y y y output vector; w w w disturbance caused by unmodeled dynamics, modeling error, sensor noise, and, etc. Here, we assume that the following properties are satisfied for a given system of (1) where 0 is zero matrix of suitable dimension and $ expresses the frequency. If the assumption A2) and A3) are not satisfied for the generalized plant, then the loop scaling transformation may be required to satisfy assumption A2) and A3) [6] , [12] . Also, the assumption A4) and A5) mean that the feedback connection between the generalized plant and controller is detectable and stabilizable, respectively. 
Here, we assume that (A A A tmp1 ; B B B 2 ) and (A A A tmp1 ; C C C 2 ) for the new generalized plant (4) are stabilizable and detectable. These assumptions will be removed later by showing the existence of feedback and observer gains stabilizing (4). We repeat same procedures using the dual concept. After applying the inner linear fractional transformation to the dual system of G G Gtmp1 using (3), we can obtain new generalized plant G G G tmp2 as follows: 
III. STABLE H 1 CONTROLLER PARAMETERIZATION In this section, we will parameterize stable H 1 controllers for a new generalized plant (5). Lemma 1 makes it possible to parameterize H1 controllers for (5) in place of the generalized plant (1) . To begin with, we suggest the H 1 controller parameterization by using left/right coprime factorization. And then, the stable n-dimensional H 1 controller will be obtained by using the sufficient condition on the existence of stable H 1 controller and left/right coprime factors. Especially, the stable n-dimensional H 1 controller parameterization is achieved by the observer gain replacement property of Youla Q Q Q parameter.
A. H 1 Controller Parameterization
For the new generalized plant G G G tmp2 , if we assume that A A A tmp2 ; B B B 2 is stabilizable and (A A A tmp2 ; C C C 2 ) is detectable,
. These assumptions will be removed together with those for (4) by showing the existence of feedback and observer gains stabilizing (5) . Following paragraph sums up Youla Parameterization in [6] , [9] , [12] , since the suggested coprime factors play an important role in drawing the stable H1 controller. 
r . The set of all proper controllers achieving internal stability is parameterized either by
with Q Q
Then, the doubly coprime factorization for (G G Gtmp2)22 can be chosen as
and
All stabilizing controllers which internally stabilize (G G Gtmp2)22 can be expressed using Youla Q Q Q parameter as follows:
where However, these controllers are not H 1 controllers because they do not assure of satisfying H 1 norm constraint for the closed loop. We should choose the feedback gain F F F and the observer gain L L L to be H1 controller. Now, we are to suggest the gain matrices which can guide the H 1 controller parameterization.
Remark 1:
Assume that X X X 0 of Riccati (2) and Y Y Y 0 of (3) exist and the set of all proper controllers (10) is applied to G G
2 , then the closed-loop transfer matrix satisfies next relation
2 , then the star product of G G G tmp2 and J J J (see [12, Sec. 12.5] ) is given by
By Remark 1, the controller (10) is H 1 controller iff kQ Q Qk 1 < .
Additionally, we can see that assumptions on the stabilizability and detectability for the systems G G G tmp2 and G G G tmp1 are removed because the chosen matrices F F F and L L L in Remark 1 make it possible by the characteristics of Riccati (2) and (3) rs X X X rs is n-dimensional. Therefore, we conclude that the stable n-dimensional H 1 controller exists if X X X rs satisfying (13) exists.
To begin with, we rewrite (13) into the LFT form of kF l (G G Gtmp3; 0X X Xrs)k1 < (14) where (14) is solvable iff the following Riccati equation has the solution Z Z Z:
Then the solution X X Xrs satisfying (14) is obtained as following form:
2 . The obtained X X Xrs is different from X X X r in that the additive observer gain term (0Z Z ZC C C 3
2 ) is added to the observer gain L L L in Remark 1. Also, the Youla Q Q Q parameter can be found from X X Xrs as following form:
iff the solution Z Z Z of Riccati (15) exists. This Q Q Q parameter changes the observer gain matrix L L L into new gain H H H. And kQ Q Qk 1 < is satisfied by the design constraint of Lemma 2 iff the Riccati solution Z Z Z exists. As a matter of fact, the Q Q Q parameter of (17) has the observer gain replacement property and it offers the clue to derive the stable n-dimen- (2), (3) and (15) 
if we let V V V = Z Z Z, then (23) is simplified using Riccati (15) as following form: 
The condition satisfying above inequality (24) can be reduced to (21) . Hence, the Riccati solution matrix Z Z Z for (15) 
Theorem 3:
The system matrix of controller (18) is stable if the solution matrix Z Z Z 0 of (15) 
IV. EXAMPLE
The following is a typical example for the sensitivity and complementary sensitivity function minimization problem. We will obtain a stable n-dimensional H1 controller for this problem. 
Then, opt = 12:0149 and Riccati solutions X X X 0 and Y Y Y 0 of (2) and (3) exist for > opt. In this case, the conventional H1 controller is always unstable for all > opt. However, the parity interlacing property is satisfied for (26), hence, the stable controller exists.
In Table I , where Conventional means the conventional H1 controller, n-Stable means the stable n-dimensional H 1 controller by our method, 2n-Stable means the stable 2n-dimensional H 1 controller by Zeren's method in [11] and max means the maximum real part of 
I. INTRODUCTION
There has been a renewed interest in the area of stability analysis and robust control for linear and nonlinear large-scale systems (see, for instance, [1] - [4] , [17] , [19] , [20] , [24] , and [25]). As is now well-known in the literature, the interest and the motivation in studying large-scale dynamic systems consist of avoiding the computational complexity and reducing economical costs involved in collecting information exchange among several probably distant subsystems. The rapid development of computer technology and network, in addition to many other existing approaches, intrigues us to extend recent advances in centralized nonlinear control systems to larger classes of nonlinear and interconnected systems.
The purpose of this note is to continue our recent, preliminary study [2] on the robust decentralized disturbance attenuation of a class of large-scale nonlinear systems. In that paper, a decentralized state-feedback algorithm has been presented to achieve the L 2 -gain almost disturbance decoupling with global internal stability using local state information from each subsystem. As mentioned in [2] , the main results are based on a combination of ideas and techniques from earlier research work in centralized L2-gain control with stability [5] , [16] ,
[23] and decentralized robust and/or adaptive control (see, e.g., [1] , [3] , [6] , [19] ). As an important consequence of merging results from these two apparently separate areas, the class of uncertain large-scale systems considered in [2] significantly broadens most existing classes of large-scale nonlinear dynamical systems in that general nonlinear bounds replace earlier linear or polynomial-type conditions on the interconnections [1] , [3] , [6] , [19] , [24] , [25] . In this paper, we consider the output-feedback version of the decentralized robust control problem studied in [2] . Naturally, this problem becomes more involved and some additional assumptions are required to restrict the subsystem vector fields and the interconnections [11] . For our considered class of large-scale systems, any two subsystems are interacted only via their outputs, not their complete states. Because of the decentralization, any
