where the sum is taken over all permutations a of 1, • • • , w. In 1926 B. L. van der Waerden [6] proposed the following problem: What is the minimum of per(S) as S ranges over all doubly stochastic «-square matrices? It is conjectured that (1.1) per(S) ^ per(/") = This was proved for « = 3 in [3] and for all positive semi-definite doubly stochastic matrices in [4] . Clearly (1.1) implies that for any doubly stochastic 5 there exists a permutation a such that (1.2) IT ■*>>(»> i
In the present paper we prove (1.2) . This result was obtained independently by A. J. Hoffman, and we are indebted to him for communicating his results to us. In general the positive semi-definite square root of a positive semidefinite doubly stochastic A need not be a doubly stochastic matrix. The proof of this last statement follows Theorem 2. However, if au^l/(n-1), i=l, ■ ■ ■ , n, then the positive semi-definite square root of A is doubly stochastic.
A useful tool in investigating combinatorial properties of doubly stochastic matrices is the following form of the Frobenius-König theorem [2] . Let A be any «-square matrix and M a subset of the entries of A. Each diagonal d.-[at,.a)}, i= 1, ■ • ■ , w, a a permutation on 1, ■ • • , «, intersects M in at least k entries if and only if M contains an sXt submatrix of A with s+t = n+k.
We use this result to show that if A is «-square doubly stochastic and l^&â«, then there are at least n -k + 1 elements of some diagonal of A which are bounded below by a positive constant depending only on « and k and not on A. From this we obtain the following geometric theorem : if X and Y are two orthonormal sets of « vectors in a unitary «-space then for each k the vectors Xi in X and y< in Y can be so ordered that, for ¿ = 1, • • • , n -k + 1, \ (xit y,)| is bounded below by a constant u(n, k) depending only on « and k and such that n(n, k)>p(n, k -1). For k=l these results can be found in [S], Finally we prove that if (« -l)(w -1)! + 1 of the terms in the permanent expansion of an «-square doubly stochastic matrix are equal and nonzero then the matrix must be Jn. Since all ba are non-negative, (2.1) implies that the first row or the second column has two 0 entries; the third entry must therefore be 1. Similarly (2.2) implies that there must be an entry equal to 1 in the second row or in the first column. Since P obviously is not a permutation matrix it can have at most one entry equal to 1. Thus either bu or ¿>22 must be equal to 1. But (2.3) and (2.4) imply that b\i ^ 3/4 and ¿>22 = 3/4. Contradiction. The bound a in Theorem 3 is best possible in the sense that there exist matrices for each « and k which have the property that no diagonal contains n -k + 1 elements greater than u. Lemma. If (n-l)(n-l)\ + l terms in the permanent of an n-square matrix A have a common nonzero value then A has rank 1.
Proof. Note that A cannot have a zero entry and use induction on n.
The lemma is trivial for « = 2. Assume that if products of entries in (» -2)(« -2)! + l diagonals of an (« -l)-square matrix have equal nonzero value then the matrix is of rank 1.
Let A be any «-square matrix which has at least (« -1)(« -1) ! + l diagonals with equal products. Then at least {((« -l)(w -1) !+l)/«} of these have a common element in the first row, where \p} denotes the least integer such that p á {p} ; let the element be an. Now
which is non-negative for «^2. Hence by the induction hypothesis A h is of rank 1, where A a is the submatrix obtained by deleting row i and column j of A. Therefore, by the induction hypothesis, Au is also of rank 1 and thus the (« -1)X« submatrix of A consisting of all rows of A except the first is of rank 1.
Now we apply the same argument to two elements in the last row and show that the submatrix of A consisting of all rows of A except the last is of rank 1. Hence A is of rank 1.
Theorem
4. If A is an n-square doubly stochastic matrix and Aj^Jn then at most (« -1)(« -1) ! terms in the permanent expansion of A can have a common nonzero value.
