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On Gowers norms of some functions
∗
Shkredov I.D.
Annotation.
We consider a class of two–dimensional functions f(x, y) with the property that the smallness
of its rectangular norm implies the smallness of rectangular norm for f(x, x + y). Also we study a
family of functions f(x, y) having a similar property for higher Gowers norms. The method based
on a transference principle for a class of sums over special systems of linear equations.
1. Introduction.
The notion of Gowers norms was introduced in papers [2, 3] and is a very important tool
of investigation in wide class of problems of additive combinatorics (see e.g. [2, 3] [8]—[20])
as well as in ergodic theory (see e.g. [15], [21]—[29]). Recall the definitions.
Let G be a finite set, and N = |G|. Let also d be a positive integer, and {0, 1}d =
{ω = (ω1, . . . , ωd) : ωj ∈ {0, 1}, j = 1, 2, . . . , d} be an ordinary d—dimensional cube. For
ω ∈ {0, 1}d denote by |ω| the sum ω1 + · · · + ωd. Let also C be the operator of complex
conjugation. Let ~x = (x1, . . . , xd), ~x
′ = (x′1, . . . , x
′
d) be two arbitrary vectors from G
d. By
~xω = (~xω1 , . . . , ~x
ω
d ) denote the vector
~xωi =
{
xi if ωi = 0,
x′i if ωi = 1.
Thus ~xω depends on ~x and ~x′.
Let X be a non–empty finite set, Z : X → C be a function. Denote by EZ = ExZ the
sum 1
|X|
∑
x∈X Z(x).
Let f : Gd → C be an arbitrary function. We will write f(~x) for f(x1, . . . , xd).
Definition 1.1 (see [2, 3]) Gowers Ud–norm (or d–uniformity norm) of the function f is
the following expression
‖f‖Ud =
E~x∈Gd E~x′∈Gd ∏
ω∈{0,1}d
C|ω|f(~xω)
1/2d . (1)
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A sequence of 2d points ~xω, ω ∈ {0, 1}d is called d–dimensional cube. Thus the summation
in formula (1) is taken over all cubes ofGd. For example, {(x, y), (x′, y), (x, y′), (x′, y′)}, where
x, x′, y, y′ ∈ G is a two–dimensional cube. In the case Gowers norm is called rectangular norm.
For d = 1 the expression above gives a semi–norm but for d ≥ 2 Gowers norm is a norm.
In particular, the triangle inequality holds
‖f + g‖Ud ≤ ‖f‖Ud + ‖g‖Ud . (2)
One can prove also (see [3]) the following monotonicity relation. Let fxd(x1, . . . , xd−1) :=
f(x1, . . . , xd). Then
Exd∈G‖fxd‖
2d−1
Ud−1 ≤ ‖f‖
2d−1
Ud (3)
for all d ≥ 2.
If G = (G,+) is a finite Abelian group with additive group operation +, N = |G| then
one can ”project” the norm above onto the group G and obtain the ordinary Gowers norm.
In other words, we put the function f(x1, . . . , xd) in formula (1) equals ”one–dimensional”
function f(x1, . . . , xd) := f(x1+ · · ·+ xd). Denoting the obtained norm as U
k and we have an
analog of (3)
‖f‖Ud−1 ≤ ‖f‖Ud (4)
for all d ≥ 2.
Gowers norms have the following characteristic property. Let d ≥ 2, ~x = (x1, . . . , xd) ∈
Gd be an arbitrary vector and i ∈ {1, . . . , d}. By (~x)(i) denote the vector (~x)(i) =
(x1, . . . , xi−1, xi+1, . . . , xd) ∈ G
d−1. Applying the Cauchy–Schwartz (see [3] and [4, 5]) sev-
eral times, we have
Lemma 1.2 Let d ≥ 2 be an integer, and f : Gk → C be a function. Let also u1, . . . , ud :
Gd → [−1, 1] be any functions such that ui(~x) = ui((~x)(i)), i = 1, . . . , d, ~x = (x1, . . . , xd).
Then ∣∣∣∣∣∑
~x
f(~x)
d∏
i=1
ui(~x)
∣∣∣∣∣ ≤ ‖f‖Ud .
Thus any function with small Gowers norm does not correlate with product of any functions
which depend on smaller number of variables.
In the paper we concentrate on the case of two–dimensional functions f : G×G→ C, G is
a finite Abealian group. For any positive integer t one can consider U t+1—norm of the function
Ft(x, y1, . . . , yt) := f(x, x+y1+ · · ·+yt) and the function Ht(x, y1, . . . , yt) := f(x, y1+ · · ·+yt).
It is easy to construct examples of functions f(x, y) with, say, huge rectangular norm and small
quantity ‖f(x, x+ y)‖U2 (”skew rectangular norm”) and vice versa. Thus there is no obvious
dependence between the numbers ‖Ft‖U t+1 and ‖Ht‖U t+1 in general. Nevertheless, we find a
class of functions such that the smallness of ‖Ht‖U t+1 implies the smallness ‖Ft‖U t+1.
By Ĝ denote the Pontryagin dual of G. In other words Ĝ is the group of homomorphisms
ξ from G to R/Z, ξ : x → ξ · x. It is well–known that in the case of Abelian group G the
dual group Ĝ is isomorphic to G.
Let us formulate one of the main results of the paper.
Theorem 1.3 Let a : G→ G be a function and f(x, y) = e(x · a(y)), where e(x) = e2πix.
Then the condition
‖f(x, y1 + · · ·+ yt)‖U t+1 = o(1) , N →∞ (5)
2
implies
‖f(x, x+ y1 + · · ·+ yt)‖U t+1 = o(1) , N →∞ (6)
for all positive integers t.
More precisely, we obtain a quantitative form of the formulas above (see Corollary 3.3).
Note that more strong condition than (5), namely, ‖f(x, y1 + · · ·+ yt+1)‖U t+1 = o(1) trivially
implies (6) (see proof of Corollary 3.3). Theorem 1.3 will be derived from the more general
Theorem 2.4 of section 2. The result says, roughly speaking, that a class of sums of general
form is taken over systems of linear equations including an arbitrary function a(x) can be
reduced to sums having no these linear restrictions (see Theorem 2.4). It is interesting we do
not use Fourier analysis in the proof. Our main tool is a suitable version of Lemma 9.3 from
Gowers’ paper [3].
Let us say a few words about the notation. If S ⊆ G is a set then we will write S(x)
for the characteristic function. In other words S(x) = 1 if x ∈ S and zero otherwise. By log
denote logarithm base two and by D denote the unit disk on the complex plane. Sings ≪ and
≫ are usual Vinogradov’s symbols. If n is a positive integer then we will write [n] for the
segment {1, 2, . . . , n}.
The author is grateful to N.G. Moshchevitin for useful discussions.
2. The proof of the main result.
We need in a number of definitions.
Let l ≥ 2, m be any positive integers, m < l. Let also x1, . . . , xl, y1, . . . , yl be some
variables. Consider a system of linear equations
l∑
j=1
ε
(i)
j xj = 0 , i = 1, 2, . . . , m , (7)
and also an equation
l∑
j=1
ε
(1)
j yj = 0 . (8)
Here ε
(i)
j ∈ {0,−1, 1}. So, if we know system (7) then we automatically know equation (8).
Suppose that the rank of subsystem (7) equals m.
Let S be the family of all systems from m equations of full rank having the form∑l
j=1 ηjxj = 0, ηj ∈ {0,±1} such that η can be written as a linear combination of vectors
(ε
(1)
1 , . . . , ε
(1)
l ), . . . , (ε
(m)
1 , . . . , ε
(m)
l ) from (7). For example, we can multiply some equations of
(7) by −1 and get a system from S. Thus |S| ≥ 2m. On the other hand, |S| ≤ 3lm. Clearly,
if a tuple (x1, . . . , xl) is a solution of some system from S then it is a solution of any system
from S, in particular, system (7). By Υ denote system (7), (8).
Let E be a family of linear equations with coefficient {0,±1} which can be written as a
linear combinations of some equations from S. Clearly, |E| ≤ 3l. Suppose that e ∈ E and
define θ(e) = 2t, where t is the number of zero coefficients in e. Put also θ(υ) =
∏
e∈υ θ(e), υ
is a system. Lastly, let
θ = θm−1(E) =
∑
υ
θ(υ) ,
where summation is taken over all systems with m− 1 equations from E.
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Let B1, . . . , Bl ⊆ G be arbitrary sets. Suppose that there are some maps ϕ1, . . . , ϕl,
ϕj : Bj → G, j ∈ [l].
Finally, let C be a subset of Gl. We will call a tuple (x1, . . . , xl) satisfying a system
from S additive. An additive tuple (x1, . . . , xl) is called degenerate if there is a non–zero
vector ~η = (η1, . . . , ηl), ηj ∈ {0,±1} such that
∑l
j=1 ηjxj = 0 and the last equation does not
belong E. Otherwise, such a tuple will be called non-degenerate. Note that non–degenerate
additive tuples can satisfy equations from E only. Further, non-degenerate additive tuple
(x1, . . . , xl) ∈ C is called good if (x1, . . . , xl), (ϕ1(x1), . . . , ϕl(xl)) satisfies (7), (8) for some
system from S, and bad otherwise. So, by definition, good and bad tuples are non–degenerate
and belong to C.
First of all we prove the following simple extension of Lemma 9.3 from [3].
Lemma 2.1 Let α, ω, η ∈ (0, 1] be any numbers, Bj ⊆ G be arbitrary sets, and C be a
subset of Gl. Suppose that T is a parameter, the number of additive tuples in (B1×. . .×Bl)
⋂
C
is at most ω−1T ,
T ≥ 22l|S|
(
2(1 + ω−1)
αη
)lm23ml
N l−m−1 , (9)
and there exist at least αT good tuples. Then there are some sets B′j ⊆ Bj such that the
number of good tuples (x1, . . . , xl) ∈ (B
′
1 × . . .×B
′
l)
⋂
C is at least(
αη
2(1 + ω−1)
)lm23ml
T
and the ratio of good tuples in (B′1 × . . . × B
′
l)
⋂
C to the number of bad tuples in
(B′1 × . . .× B
′
l)
⋂
C is at least (1− η).
Proof. Let k be a natural parameter and choose r1, . . . , rk, s1, . . . , sk,
w
(1)
1 , . . . , w
(1)
k , . . . , w
(m−1)
1 , . . . , w
(m−1)
k ∈ G uniformly and independently. After that in-
dependently choose points xj ∈ Bj such that a point xj go into a new set B
′
j with
probability
p(xj) =
1
2mk
k∏
i=1
(1 + cs (rixj + siϕj(xj))) ·
m−1∏
q=1
(
1 + cs (w
(q)
i xj)
)
,
where cs (x) = cos(2π
N
x). A tuple (x1, . . . , xl) belongs to B
′
1 × . . .×B
′
l with probability
1
2mlkN (m+1)k
∑
r1,...,rk
∑
s1,...,sk
∑
w
(1)
1 ,...,w
(1)
k
,...,w
(m−1)
1 ,...,w
(m−1)
k
k∏
i=1
l∏
j=1
(1 + cs (rixj + siϕj(xj)))×
×
m−1∏
q=1
(
1 + cs (w
(q)
i xj)
)
=
=
1
2mlkN (m+1)k
(∑
r,s
∑
w1,...,wm−1
l∏
j=1
(1 + cs (rxj + sϕj(xj)))
m−1∏
q=1
(1 + cs (wqxj))
)k
=
=
1
2mlkN (m+1)k
(2−lm
∑
r,s
∑
w1,...,wm−1
4
l∏
j=1
(2 + e(rxj + sϕj(xj)) + e(−rxj − sϕj(xj)))
m−1∏
q=1
(2 + e(wqxj) + e(−wqxj)))
k =
=
1
2mlkN (m+1)k
(2−lm
∑
r,s
∑
w1,...,wm−1
l∏
j=1
∑
ε
(1)
1 ,...,ε
(1)
l
,...,ε
(m)
1 ,...,ε
(m)
l
∈{0,±1}
2|{i,j : ε
(i)
j =0}|×
×e(r
∑
j
ε
(1)
j xj + s
∑
j
ε
(1)
j ϕj(xj) + w1
∑
j
ε
(2)
j xj + · · ·+ wm−1
∑
j
ε
(m)
j xj))
k .
Thus, the last probability does not equal zero if there is a tuple (ε
(i)
j ), ε
(i)
j ∈ {0,±1} such that∑
j
ε
(1)
j xj =
∑
j
ε
(1)
j ϕj(xj) =
∑
j
ε
(2)
j xj = · · · =
∑
j
ε
(m)
j xj = 0 . (10)
It is so, for example, if all ε
(i)
j equal zero.
Let (x1, . . . , xl) be a bad tuple. Then, by definition, (x1, . . . , xl) satisfy a system υ ∈ S
and is non–degenerate. It is easy to see that there is no vector (ε
(1)
1 , . . . , ε
(1)
l ) 6= ~0 such that
(10) holds. Indeed, otherwise we can add some equations from υ and obtain a contradiction
with the fact that (x1, . . . , xl) is a bad sequence. Thus, every bad additive tuple is chosen
with probability 2−lmk(2−lm2lθ)k. Clearly, θ ≥ 2l(m−1) and put θ = 2l(m−1) + θ1, θ1 ≥ 0. Then
the last probability equals 2−lmk(1 + θ12
−l(m−1))k.
On the other hand, it is easy to see that a good additive tuple is chosen with probability
at least
2−lmk(2−lm(2lθ + 2θ))k ≥ 2−lmk(1 + θ12
−l(m−1) + 2−(l−1))k > 2−lmk(1 + θ12
−l(m−1))k .
Note that there are at most 3l|S||B1| . . . |Bl−m−1| ≤ 3
l|S|N l−m−1 degenerate tuples. Now,
let X and Y be the numbers of good and bad additive tuples in B′1 × . . . × B
′
l. Using the
assumption of the lemma, we get
EX ≥ 2−lmk(1 + θ12
−l(m−1) + 2−(l−1))kαT
and
EY ≤ 2−lmk(1 + θ12
−l(m−1))kω−1T .
It is easy to see that θ1 < θ ≤ 3
lm2lm. Since (1 + 2−3lm)k ≥ 2k2
−3lm
it follows that(
1 + θ12
−l(m−1) + 2−(l−1)
1 + θ12−l(m−1)
)k
> (1 + 2−3lm)k ≥ 2k2
−3lm
and the last expression is at least (1 + ω−1)/(αη), provided by we choose an integer k from
the conditions
2
(
αη
2(1 + ω−1)
)23lm
≤ 2−k ≤
(
αη
1 + ω−1
)23lm
. (11)
Hence
ηEX−EY ≥ αη2−lmk(1+θ12
−l(m−1)+2−(l−1))kT−2−lmk(1+θ12
−l(m−1))kω−1T ≥ 2−lmkT . (12)
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Using (9), (11), we have
2−lmkT ≥ 2
(
αη
2(1 + ω−1)
)lm23ml
T ≥ 2 · 4l|S|N l−m−1 ≥ 2(3l|S||B1| . . . |Bl−m−1|) . (13)
By (12), (13), we obtain that there are sets B′1 ⊆ B1, . . . , B
′
l ⊆ Bl such that ηX ≥ Y and
X ≥
(
αη
2(1+ω−1)
)lm23ml
T .This completes the proof.
Note 2.2 Certainly, one can suppose that our tuples (x1, . . . , xl), (ϕ(x1), . . . , ϕ(xl)), xj ∈ B
′
j
satisfying (7) and (8) for some system υ from S, satisfy a new system
l∑
j=1
ε¯
(i)
j xj = 0 , i = 1, 2, . . . , m , (14)
and
l∑
j=1
ε¯
(1)
j ϕ(xj) = 0 , (15)
where ε¯
(i)
j ∈ {0,±1}, ε¯
(i)
j = ε
(i)
j for any j ≥ 1, i ≥ 2, the rank of system (14) equals m, and
ε¯
(1)
j depend on υ.
Definition 2.3 Let L, l be positive integers. A set Ω ⊆ Gl is called a set of level L if
Ω =
L∏
j=1
(Ω′j − Ω
′′
j )
where each Ω′j , Ω
′′
j , Ω
′′
j ⊆ Ω
′
j is a Cartesian product of some sets. We say that Cartesian
products are sets of level zero.
Let C be a set, and let f be a complex function which depends on variables (x1, . . . , xl) ∈
(B1 × . . . × Bl) ∩ C, ~x = (x1, . . . , xl) and f also depends on ϕ1(x1), . . . , ϕl(xl), ϕ(~x) =
(ϕ1(x1), . . . , ϕl(xl)). Let υ be a system from S and
σf,υ(B1, . . . , Bl;C) :=
∑
(~x,ϕ(~x)) satisfies (7),(8) for υ∈S
f(x1, . . . , xl, ϕ1(x1), . . . , ϕl(xl)) . (16)
Further σf (B1, . . . , Bl;C) =
∑
υ∈S |σf,υ(B1, . . . , Bl;C)|. Take an arbitrary number ρ ∈ [l],
express xρ from (7), ϕρ(xρ) from (8) and substitute xρ, ϕρ(xρ) into f . After that choose
another m − 1 variables xj1 , . . . , xjm−1 express them from (7) and substitute into f . Let
~j = (j1, . . . , jm−1). We get a new function
fυ
ρ,~j
(~x) := fυ
ρ,~j
(xj , ϕj(xj)) , ρ /∈ {j1, . . . , jm−1} .
Let ‖f‖Ud = N
2d‖f‖2
d
Ud and for any ρ1, ρ2 ∈ [d], ρ1 < ρ2, we put
‖f‖U2(ρ1,ρ2) =
∑
x1,...,xd
∑
x′ρ1 ,x
′
ρ2
f(x1, . . . , xρ1 , . . . , xρ2 , . . . , xd)f(x1, . . . , x
′
ρ1 , . . . , xρ2 , . . . , xd)×
×f(x1, . . . , xρ1 , . . . , x
′
ρ2 , . . . , xd)f(x1, . . . , x
′
ρ1 , . . . , x
′
ρ2 , . . . , xd) .
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Formulate the main result of the section.
Theorem 2.4 Let ε ∈ (0, 1] be a real number, ε ≤ 2−2
20l2m226ml , and f be a complex
function, f : G → D. Let also B1, . . . , Bl be arbitrary sets. Suppose that for any υ ∈ S there
are ~j, ρ ∈ [l] and ρ1 6= ρ, ρ2 6= ρ, ρ1 6= ρ2 such that
‖fυ
ρ,~j
(~x)‖U2(ρ1,ρ2) ≤ εN
l−m+2 . (17)
Then
σf (B1, . . . , Bl;G
l) ≤ max
{
230
(
512
log(1/ε)
)(128lm23ml)−1
, 4
(
22l
N
)(16lm23ml)−1}
3lmN l−m . (18)
Proof. Let ε1 be the maximum in the right hand side of (18) divided by N
l−m. Let also
υ ∈ S and denote by τf,υ(B1, . . . , Bl;C) the number of solutions of system (14), (15). By
τf (B1, . . . , Bl;C) denote the sum
∑
υ∈S τf,υ(B1, . . . , Bl;C). Suppose that inequality (18) does
not hold. Since τf (B1, . . . , Bl;G
l) ≤ |S|N l−m and
σf (B1, . . . , Bl;G
l) ≤ τf (B1, . . . , Bl;G
l) , (19)
it follows that σf (B1, . . . , Bl;G
l) ≥ ε1|S|
−1τf (B1, . . . , Bl;G
l) and τf(B1, . . . , Bl;G
l) ≥
ε1N
l−m.
We need in a ”density increment” lemma.
Lemma 2.5 Let α, ω ∈ (0, 1] be any numbers, Bj be arbitrary sets, and C be a set of level
L. Suppose that
τf (B1, . . . , Bl;C) ≥ |S|max{2
2l
(
32(1 + ω−1)|S|
αε1
)lm23ml
N l−m−1, ωN l−m} , (20)
ε ≤ 2−4L−16|S|−8ε41
(
αε1
32(1 + ω−1)|S|
)4lm23ml (
τf (B1, . . . , Bl;C)
N l−m
)4
(21)
and f : G→ D is a function satisfying (17). Let also
σf (B1, . . . , Bl;C) ≥ ατf (B1, . . . , Bl;C) . (22)
Then there is a set C˜ ⊆ C of level at most L + 1 and there are sets B′j, j ∈ [l], (B
′
1 × . . . ×
B′l)
⋂
C˜ = ∅ such that
σf (B1, . . . , Bl;C) ≤ σf(B1, . . . , Bl; C˜) + 2
−2ε1|S|
−1τf (B
′
1, . . . , B
′
l;C) . (23)
and
τf (B1, . . . , Bl; C˜) ≤ (1− ζ)τf(B1, . . . , Bl;C) , (24)
where ζ =
(
αε1
32(1+ω−1)|S|
)lm23ml
.
Proof. Using Lemma 2.1 with parameters α, ω, η = |S|−1ε1/16 and T = τf (B1, . . . , Bl;C),
we get the sets B′j ⊆ Bj , j ∈ [l] such that the number g of good tuples (x1, . . . , xl) ∈
(B′1 × . . .× B
′
l)
⋂
C is at least
g ≥
(
αη
2(1 + ω−1)
)lm23ml
τf (B1, . . . , Bl;C) = ζτf(B1, . . . , Bl;C) . (25)
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Thus
τf (B
′
1, . . . , B
′
l;C) ≥ g ≥ ζτf(B1, . . . , Bl;C) . (26)
Let (B′j)
1 = B′j and (B
′
j)
0 = Bj \B
′
j. Then for any υ ∈ S, we have
σf,υ(B1, . . . , Bl;C) =
∑
̟∈{0,1}l
σf,υ((B
′
1)
̟1 , . . . , (B′l)
̟l;C) =
∑
̟∈{0,1}l
σf,υ(̟;C) ,
where ̟ = (̟1, . . . , ̟l). Without losing of generality, assume that ρ = l and ~j =
(xl−m+1, . . . , xl−1). Consider the term σ1(υ) := σf,υ(B
′
1, . . . , B
′
l;C) which corresponds to
̟1 = · · · = ̟l = 1. We have
∑
υ∈S
|σ1(υ)| ≤
∑
υ∈S
∣∣∣∣∣∣∣
∑
~x∈(B′1×...×B
′
l
)
T
C, (~x,ϕ(~x)) satisfies (7),(8) for υ
fυ
ρ,~j
(~x)
∣∣∣∣∣∣∣+
+ητf(B
′
1, . . . , B
′
l;C) = σ
′
1 + σ
′′
1 . (27)
It is easy to see, using (17) and Lemma 1.2 that
σ′1 ≤ 2
L|S|ε1/4N l−m ≤ 2L3lmε1/4N l−m . (28)
Put C˜ = ((B1 × . . .×Bl) \ (B
′
1 × . . .× B
′
l))
⋂
C. Clearly, C˜ is a set of level L+ 1. Using
inequalities (27), (28), we obtain
σf (B1, . . . , Bl;C) =
∑
υ∈S
|σf,υ(B1, . . . , Bl;C)| ≤ σ
′
1 + σ
′′
1 + σf (B1, . . . , Bl; C˜) ≤
≤ 2L3lmε1/4N l−m + ητf(B
′
1, . . . , B
′
l;C) + σf(B1, . . . , Bl; C˜) . (29)
Recalling that η = |S|−1ε1/16, using condition (21) and formulas (26), (29), we get
σf (B1, . . . , Bl;C) ≤ σf(B1, . . . , Bl; C˜) + 2
−2ε1|S|
−1τf (B
′
1, . . . , B
′
l;C) . (30)
Finally,
τf (B1, . . . , Bl; C˜) + τf (B
′
1, . . . , B
′
l;C) = τf (B1, . . . , Bl;C)
and by (25), we obtain (24). This concludes the proof of the lemma.
Now return to the proof of the theorem. We use Lemma 2.5 inductively. At zeroth step,
we have α ≥ |S|−1ε1 and ω is any positive number such that ω ≤ ε1|S|
−1. Suppose that our
algorithm was applied h times. Thus we obtain the sets Cj, j ∈ [h], every Cj is a set of level j
and two sequences of ζ1, . . . , ζh, ω1, . . . , ωh, each ζj depends on ωj. Using inequality (23), we
see that for any j the following holds
σf (B1, . . . , Bl;G
l) ≤ σf (B1, . . . , Bl;Cj) + 2
−2ε1|S|
−1τf (B1, . . . , Bl;G
l) ≤
≤ σf(B1, . . . , Bl;Cj) + 2
−2ε1N
l−m .
So, we can assume that for all j ∈ [h], we have σf (B1, . . . , Bl;Cj) ≥
ε1(2|S|)
−1τf (B1, . . . , Bl;Cj). Further, in view of (19), we can suppose that for all j ∈ [h]
the following holds τf (B1, . . . , Bl;Cj) ≥ 2
−1ε1N
l−m. Thus for any j ∈ [h], we can take
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ωj := 2
−1ε1|S|
−1 and hence for all j ∈ [h] the following holds ζj ≥
(
ε21
64(1+2ε−11 |S|)|S|
2
)lm23ml
= ζ∗.
By (24), we get
τf (B1, . . . , Bl;Cj) ≤ (1− ζ∗)
jτf (B1, . . . , Bl;G
l) ≤ (1− ζ∗)
j|S|N l−m
and our algorithm must stop after at most 24 log(2|S|ε−11 )
(
ε21
64(1+2ε−11 |S|)|S|
2
)−lm23ml
:= h number
of steps. Clearly, the maximal level of any set which appears in our induction procedure does
not exceed h. Using the inequality τf (B1, . . . , Bl;Ch) ≥ 2
−1ε1N
l−m, we get from (21) the
dependence between parameters ε and ε1
ε ≤ 2−4h−20|S|−8ε81
(
ε21
64(1 + 2ε−11 |S|)|S|
2
)4lm23ml
(31)
Besides, by (20), we obtain
N ≥ 22l+1
(
64(1 + 2ε−11 |S|)|S|
2
ε21
)lm23ml
|S|ε−11 . (32)
If (31) and (32) hold then we have a contradiction. Small calculation shows that the last two
inequalities imply (18). This completes the proof of Theorem 2.4.
Note 2.6 Probably, the result above suggests that we have a phenomenon in spirit of the
well–known sum–product phenomenon (see e.g. [6] or [7]) or the dichotomy phenomenon
(see e.g. [14]). Indeed, Theorem 2.4 is trivial in two opposite cases : if a(x) is a linear
function then σf(B1, . . . , Bl;G) is small by (17) and if a(x) is far from all linear functions (e.g.
a(x) = x2) then (18) is small by (19) and an appropriate upper bound for τf (B1, . . . , Bl;G).
So, in some sense our result can be interpreted that there is no function linear and non–linear
simultaneously.
3. Applications.
First of all let us note a simple property of Gowers norms (see e.g. [3]).
Lemma 3.1 Let d ≥ 2 be an integer, and f : Gk → C be a function. Let also u1, . . . , ud :
Gd → [−1, 1] be any functions such that ui(~x) = ui((~x)(i)), i = 1, . . . , d, ~x = (x1, . . . , xd).
Then
‖f(~x)e(
d∏
i=1
ui(~x))‖Ud = ‖f(~x)‖Ud .
Also, we need in a convexity lemma.
Lemma 3.2 Let κ > 0 and h(x) = 1/(log x)κ. Then for any real numbers x1, . . . , xN > 1,
we have
1
N
N∑
i=1
h(xi) ≤ h
(
1
N
N∑
i=1
xi
)
.
Now we obtain a corollary of Theorem 2.4. Clearly, the result below implies Theorem 1.3.
Corollary 3.3 Let ε ∈ (0, 1) be a real number, a : G → G be a function, and f(x, y) =
e(x · a(y)). Suppose that
‖f(x, y)‖U2 ≤ ε . (33)
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Then
‖f(x, x+ y)‖U2 ≤ 3
4max
{
230
(
28
log(1/ε)
)2−21
, 4
(
28
N
)2−18}
N4 . (34)
If t is a positive integer and
‖f(x, y1 + · · ·+ yt)‖U t+1 ≤ ε (35)
then
‖f(x, x+ y1 + · · ·+ yt)‖Ut+1 ≪t max
{
1
log(1/ε)
, N−c(t)
}
N2t+2 , (36)
where c(t) > 0 some constant depends on t only.
Note 3.4 Clearly, formula (34) of the corollary above holds for any function fλ(x, y) =
e((x− λ) · a(y)), where λ ∈ G is an arbitrary element.
Proof. For w = (w1, . . . , wd), d ∈ N and ω ∈ {0, 1}
d we write wω for
∑d
i=1w
ω
i . Any
sequence of points (wω)ω∈{0,1}d ∈ G is called d–dimensional cube (see [3]). So, we numerate
the points of an arbitrary d–dimensional cube by index ω ∈ {0, 1}d.
First of all let us note that the dimension of all d—dimensional cubes equals d + 1 and
any d—dimensional cube (z1, . . . , z2d) is a solution of a system of full rank having
∑d−2
i=0
(
d
i
)
=
2d − d− 1 linear equations, say
∑
ω∈{0,1}d zω · (−1)
|ω| = 0 ,∑
ω∈{0,1}d zω · (−1)
|ω| = 0 , ωi = 0, i ∈ [d] .
. . .∑
ω∈{0,1}d zω · (−1)
|ω| = 0 , ωi1 = · · · = ωid−2 = 0, ij ∈ [d] .
By S denote the last system. The fact that S has rank equals 2d − d − 1 can be obtained
by successfully considering of its equations from the first to the last (see variables z1,...,1,
z0,1,...,1, . . . , z1,...,1,0 and so on).
Our task is count the quantity
σt := ‖f(x, x+ y1 + · · ·+ yt)‖Ut+1 =
∑
x,x′
∑
y1,...,yt
∑
y′1,...,y
′
t
e(
∑
ω∈{0,1}t+1
xω1 · a(xω1 + y(ω2,...,ωt+1))) ,
where y = (y1, . . . , yt). Let us change the variables x→ x− y1, x
′ → x′− y1, y
′
1− y1 = ∆. Let
z = (x,∆, y2, . . . , yt), ω ∈ {0, 1}
t+1, ω = (ω¯1, η, ω¯2), where ω¯1, η ∈ {0, 1}, ω¯2 ∈ {0, 1}
t−1. Put
zω = xω¯1 + η∆+ yω¯2 . So, zω depends on x,∆, y. We write η = η(zω). Clearly,
σt =
∑
x,x′,∆
∑
y2,...,yt, y′2,...,y
′
t
e(
∑
ω∈{0,1}t+1
xω¯1 · a(xω¯1 + η∆+ y(ω2,...,ωt))×
×Nδ0(
∑
ω∈{0,1}t+1
(−1)|ω|a(zω)) , (37)
where δ0(x) = 1 if x = 0 and zero otherwise. It is easy to see that the sequence (zω)ω∈{0,1}t+1
form a cube. So, our sum σt has form (16). To prove Corollary 3.3 we need to check condition
(17) but firstly let us prove the corollary in the simplest case t = 1. In the situation formula
(37) is
σ1 =
∑
x,x′,∆
e(xa(x)−x′a(x′)−xa(x+∆)+x′a(x′+∆)) ·Nδ0(a(x)−a(x
′)−a(x+∆)+a(x′+∆))
10
=
∑
x,x′,∆
e((x− x′)(a(x)− a(x+∆))) ·Nδ0(a(x)− a(x
′)− a(x+∆) + a(x′ +∆))
and condition (17) holds because (33) and S contains just two equations in the case. Thus,
we prove (34), provided by t = 1.
Now suppose that t ≥ 2. Let
∑
ω a(zω)η¯ω = 0 be an equation from S. Suppose that there is
η¯ω 6= 0 such that η(zω) = 1 (see definition of zω). Without losing of generality, one can suppose
that η¯~1 = −1, where ~1 = (1, . . . , 1). Then a(z~1) =
∑
ω, ω 6=~1 a(zω)η¯ω and we can substitute it
into formula (37). After that change the variables x → x − y2, x
′ → x′ − y2, y
′
2 − y2 = q.
Consider the variables x′, q, y′3, . . . , y
′
t. We see there are terms e(x
′a(x + q + y′3 + · · · + y
′
t)),
e(x′a(x + ∆ + q + y′3 + · · · + y
′
t)) and may be the term e((x
′ − y2)a(x
′ + q + y′3 + · · · + y
′
t)),
containing x′, q, y′3, . . . , y
′
t but there is no term e((x
′ − y2)a(x
′ +∆+ q + y′3 + · · ·+ y
′
t)) in the
expression for σt. Put
Θ
(1)
y2,x,∆
(x′, q, y′3, . . . , y
′
t) = e(x
′a(x+ q + y′3 + · · ·+ y
′
t) + x
′a(x+∆+ q + y′3 + · · ·+ y
′
t)) (38)
and
Θ
(2)
y2,x,∆
(x′, q, y′3, . . . , y
′
t) = Θ
(1)
y2,x,∆
(x′, q, y′3, . . . , y
′
t) · e((x
′ − y2)a(x
′ + q + y′3 + · · ·+ y
′
t)) (39)
provided by the term e((x′ − y2)a(x
′ + q+ y′3+ · · ·+ y
′
t)) exists. Clearly, another multiples do
not contain these variables. Using Lemma 3.1 and summation over y2, we get∑
y2,x,∆
‖Θ(2)y2,x(x
′, q, y′3, . . . , y
′
t)‖Ut ≤ N
2‖f(x, y1 + · · ·+ yt)‖Ut+1 .
Similarly, summing over x,∆, we have∑
y2,x,∆
‖Θ(1)y2,x(x
′, q, y′3, . . . , y
′
t)‖Ut ≤ N
2‖f(x, y1 + · · ·+ yt)‖Ut+1 .
By Lemma 3.2, we obtain (36). Now suppose that for our equation
∑
ω a(zω)η¯ω = 0 from S
for any η¯ω 6= 0 we have η(zω) = 0. But changing the variables y2 → y2 −∆, y
′
2 → y
′
2 −∆ we
reducing our expression to the previous case. This concludes the proof.
Note 3.5 If we take a(x) = const then, clearly, (34) does not hold. On the other hand it is
easy to see that (33) is also has no place. If we put a(x) = x then (36) and (35) do not hold
for t = 2. For t ≥ 2 take a(x) = xt−1. Then the norm of the functions from (35) and (36)
equal one. Thus, in some sense our conditions (33), (35) are necessary.
Note 3.6 Let us analyze a little bit more general functions of the form f(z1 + · · · + zr +
x1 + · · · + xs, x1 + · · · + xs + y1 + · · · + yt), r is a positive integer, s, t ≥ 0. If r ≥ 2 then
‖f‖Us+t+r = 1 for any function a(x). Further, if r = 0, t = 0 and G = Zp, p is a prime number
then put a(x) = x−1. It is easy to see that inequality (33) takes place (e.g. see Corollary
3.7) and ‖f‖Us = 1. The case r = s = 0 is not interesting and consider the situation r = 0,
s ≥ 2, t ≥ 1. It is easy to see that ‖e(xa(y1 + · · · + ys+t)‖Us+t+1 = o(1) trivially implies
‖f(x1+ · · ·+xs, x1+ · · ·+xs+y1+ · · ·+yt)‖Us+t = o(1) (see the first step of proof of Corollary
3.3) and for a(x) = xs+t−2, we have ‖f(x1 + · · ·+ xs, x1 + · · ·+ xs + y1 + · · ·+ yt)‖Us+t = 1.
Finally, in the case r = 1, s, t ≥ 1 we can apply the same argument. Thus, the choice r = 0,
s = 1, t ≥ 1 is the only situation when we can obtain non–trivial upper bounds (under some
analogs of assumption (35)) for f(z1 + · · ·+ zr + x1 + · · ·+ xs, x1 + · · ·+ xs + y1 + · · ·+ yt).
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Corollary 3.7 Let K be a positive integer, a : G → G be a function, and f(x, y) =
e(x · a(y)). Suppose that
|{y ∈ G : a(y) = j}| ≤ K , j ∈ G . (40)
Then
‖f(x, x+ y)‖U2 ≤ 3
4max
{
230
(
28
log(1/ε∗)
)2−19
, 4
(
28
N
)2−16}
N4 ,
where ε∗ = (K/N)
1/4.
Proof. It is easy to see that
‖f(x, y)‖4U2 =
1
N4
∑
x,x′,y,y′
e((x− x′)(a(y)− a(y′))) =
1
N2
∑
j∈G
|Mj|
2 ,
where Mj = {y ∈ G : a(y) = j}. By assumption, we have |Mj | ≤ K for all j ∈ G. Besides∑
j |Mj | = N . Hence ‖f(x, y)‖U2 ≤ (K/N)
1/4 and the statement follows from Corollary 3.3.
This completes the proof.
Thus, if, say, K = N1−κ, N → ∞, κ > 0 then ‖f(x, x + y)‖U2 ≪ 1/(logN)
c, where
c = c(κ). Even in the situation when preimage of any (or almost any) point j ∈ G has the
cardinality o(N) we have a non–trivial bound for ‖f(x, x+ y)‖U2.
Note 3.8 It is easy to see that
‖e(xa(y1 + · · ·+ yt))‖Ut+1 = N
2 ·#{y1, . . . , yt, y
′
1, . . . , y
′
t :
∑
ω∈{0,1}t
a(yω)(−1)|ω| = 0} .
So, condition (35) can be interpreted as the requirement for a(x) to be far from ”polynomial
of degree t− 1” (or (t− 1)–step nilsequence, more precisely, see e.g. [9, 24, 27]).
Finally, we apply Corollary 3.7 to a family of subsets of G ×G, G = ZN . Let us recall
some formulas from Fourier analysis. Let f : G → C be a function. By f̂(ξ) denote the
Fourier transformation of f
f̂(ξ) =
∑
x∈G
f(x)e(−ξ · x) , (41)
We have ∑
x∈G
|f(x)|2 =
1
N
∑
ξ∈ bG
|f̂(ξ)|2 (Parseval identity) (42)
and
f(x) =
1
N
∑
ξ∈ bG
f̂(ξ)e(ξ · x) (the inverse formula) . (43)
If
(f ∗ g)(x) :=
∑
y∈G
f(y)g(x− y)
then
f̂ ∗ g = f̂ ĝ . (44)
Now we can formulate our corollary.
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Corollary 3.9 Let G = ZN , N be a prime number. Let also a : G → G be a function,
a(y) 6= 0 for all y ∈ G. Suppose that P is an arithmetic progression, |P | ≥ 25N3/4, f(x, y) =
P (x · a(y))− |P |/N , and inequality (40) holds with K ≤ 2−18|P |4/N3. Then
‖f(x, x+ y)‖U2 ≤ 3
4max
{
230
(
28
log(1/ε∗)
)2−21
, 4
(
28
N
)2−18}
N4 , (45)
where ε∗ = (4K/N)
1/48.
Proof. To reduce some logarithms in our bounds we use a well–known trick. Without
losing of generality, suppose that P = {0, 1, . . . , |P | − 1}. Let P1 = {0, 1, . . . , t − 1}, t =
[|P |2/3K1/12N1/42], and W (x) = |P1|
−1(P ∗ P1)(x). Clearly, 0 ≤ W (x) ≤ 1,
∑
xW (x) = |P |
and W (x) = P (x) for all but at most 2t points x ∈ G. By Parseval, formula (44) and the
Cauchy–Schwartz, we obtain∑
r
|Ŵ (r)| ≤
1
|P1|
√
N |P1|
√
N |P | = N |P |1/2t−1/2 . (46)
By the triangle inequality for U2—norm and (43), we get
‖f‖U2 ≤ ‖W − |P |/N‖U2 + 32 · tN
3 =
=
1
N4
∑
(r1,...,r4)6=~0
Ŵ (r1) . . . Ŵ (r4)
∑
x,x′,y,y′
e(r1xa(y))e(−r2x
′a(y))e(−r3xa(y
′))e(r4x
′a(y′))+
+32 · tN3 . (47)
Clearly, ‖e(r·xa(y))‖U2 = ‖e(xa(y))‖U2, provided by r 6= 0. We have ‖e(xa(y))‖U2 ≤ (K/N)
1/4
(see the proof of Corollary 3.7). Using the last inequality, Lemma 1.2, formulas (46), (47), we
obtain
‖f‖U2 ≤
(
|P |
t
)2(
K
N
)1/4
N3 + 32 · tN3 ≤ 28
(
K
N
)1/12
N4 .
Using Corollary 3.3, we get (45). This concludes the proof.
Note 3.10 There is another alternative way to obtain the smallness of ‖ · ‖U2—norm of
the function f(x, y) = P (x · a(y)) − |P |/N = P (x · y) − |P |/N in the situation G = ZN
and a(y) = y. It is easy to see, using multiplicative characters, that the ‖f‖U2 is small by
Po´lya—Vinogradov inequality (see e.g. [1]).
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