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In this paper the distribution of the likelihood ratio test for testing the reality 
of the covariance matrix of a complex multivariate normal distribution is 
investigated. Some simplifications in the noncentral distribution are made and 
the noncentral distribution is derived for the special case where the rank of the 
noncentrality matrix is two. In the null case exact expressions for the distribution 
are given up to p = 6, and percentage points are tabulated. These percentage 
points were compared with percentage points derived from an asymptotic 
expansion of the distribution, and the accuracy of the approximation was found 
to be sufficient for several practical situations. 
I. INTRODUCTION 
Let S = S, + is, where i = m, S, is a p x p positive definite real 
symmetric matrix and S, is a p x p skew-symmetric real matrix. S is said to 
be distributed as complex Wishart with parameters TZ, p and covariance matrix 2, 
written as CW, (Z, n), if S has a density given by 
F;‘(n) / z1 lea [ S Ifi-’ etr(-SP) (1.1) 
for S positive Hermitian. Z is ap x p positive Hermitian matrix and, hence, can 
be written as Z; + i& , where ~~ is ap x p symmetric p.d. matrix and Z2 is a 
p x p skew-symmetric matrix. r,(n) is defined as n(P/z)(P-l) nF=, Qn-j + 1). 
It may be noted that the above distribution is the distribution of Xx’, where the 
n columns of X are distributed as CN,(O, Z). 
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The problem of testing the reality of Z, that is, of testing H : Za = 0 against 
A # H, has been considered by Khatri [6], who obtained the likelihood ratio 
statistic A = 1 S, + iSa I// S, /. When Za = 0, A is distributed as I$:, wi , 
where the wj are independent beta random variables with parameters 
(n-t---j+l,t-$),t=t’=p/2ifpisevenandt=t’+l =(p+1)/2 
if p is odd. 
Khatri [6] has expanded the density of A along the lines of Box [2], and has 
obtained the following result. 
wherem = 2n -p - 1/2,f =p(p-1)/2, andy, =p(p-l)(p2 +(p-I)-8)/96. 
In [6], the expression for y2 requires an additional factor of 2. 
In this paper expressions for the exact probability density function up to 
p = 6 are given, and the noncentral distribution for a special case is derived. 
2. PRELIMINARY LEMMAS 
LEMMA 1. Let S be distributed as CW,(Z, p, n). Partition S as: 
where S,, (k x k) and S,, (p - k x p - k) are positive Herma’tian matrices, and 
S,, is a k x (p - k) matrix with complex conjugate S;, . Let Q1 = S,, - S;2S;tS12. 
Then Q1 and S,, are independent, and S,, is distributed as CW,(,?& , k, n), where 
& is a k x k matrix dejned from 
For the proof, refer to 151. 
LEMMA 2. Let A = 1 S, + is, l/l S, /, where S = S, + is, is C W,(Z, n). 
Then A is invariant under transformations of the form S, + is,+ B&B’ + iBS.$‘, 
where B E GL(p), the group of p x p nonsingular eal matrices. 
The proof is trivial. 
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LEMMA 3. Let S be distributed as CW,(Z, n), with Z-l of the form 
where A is a k x k skew-symmetric matrix. Note that because IL + iA is positive 
Hermitian, the eigenvalues of iA are restricted between -1 and f  1. Let S = 
S, + iS, be partitioned as in Lemma 1 with the corresponding partition of S, 
and S, as 
s, = 
( 
and s, = 
i 
where U,, and V,, are of dimension k. Then E’ = 1 S, i/i U,, / is distributed 
independently of U,, and V,, . 
Proof. S, is a p.d. symmetric matrix; therefore, there exists a lower triangular 
matrix T = (tii) such that S, = TT’. Let Q = T-?S,T?‘. Then the Jacobian 
of the transformation from S, , Sa to T and Q is 2” J”Jf=, t;F’. Since 
A 0 
2-l = I, + i o o , ( 1 
we can write from (1.1) the joint density of T and Q as 
2’p;‘(n) 1 I, + iA In fi tG-’ 1 I + iQ In-’ 
j=l 
x etr{-- k.+i(“, $1 [TT’+iTQT’]!. 
Since T is lower triangular it can be partitioned as 
where Tl (k x k) and T3 ((p - k) x (p - k)) are lower triangular matrices and 
T, is a (p - k) x k matrix. Also, since Q is a skew-symmetric matrix it can be 
partitioned as 
where Q1 (k x k) and Qa ((p - k) x (p - k)) are skew-symmetric matrices 
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and Qs is a k x (p - k) matrix. The joint density of Q, , Qa , Q3 , Tr , Ts , and T.J 
can now be written as 
= 297(n) 1 Ik + iA 1 11 fi tj2i”-’ 1 I, + iQ 1 n-g exp [ - & t&l 
X’ etr(AT,QrT,‘). (2-l) 
Now I Sr j = I TT’ / = n,“=, t:j , and j VI, 1 = I TIT,’ I = I$=, tTj. There- 
fore, Y = j S, l/l U,, I = n,“=k+l tTj . Clearly, all the terms involving fij , 
j = k + l,..., p, factor out of the density above in (2.1). Therefore, Y must be 
independent of Qr , Qe , Qa , and Tl . But U,, = T,T,’ and V,, = TlQ2,T,‘; 
hence, Y is independent of U,, and V,, _ 
LEMMA 4. Let S = S, + is, be CW,(Z, n), where E1 is of the form 
(I, +i(“, “,))> 
and S, and S, are partitioned as in Lemma 3. Let A, = / U,, + iv,, I/l U,, I and 
A, = (I S, + is, I/I S, I)(1 U,, l/I U,, + iv,,)). Then A, and A, are indepen- 
dently distributed, and the distribution of A, is the product of (p - k) independent 
beta random variables with parameters (n + 1 -j, j/2 - &), j = k + l,..., p. 
Note that A = A,A,. 
Proof. From Lemma 1 we have / S, + is, I/l U,, + iv,, j independent 
of Urr and I7ll . 
a’nd V’ 
Also, from Lemma 3 we have 1 S, \/I U,, 1 independent of U,, 
rr . ,Therefore, A, is independent of A, . Now the density of A, does not 
depend on’ A; therefore, set A = 0. From [6] we have 
Similarly, we have 
E(Alh) = fi T(n + h - j + 1) r(n -j/2 + 4) Fl(n - j + 1) 
j=l 
x T-‘(n + h -j/2 + 4). 
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Ciearly, as A, and A, are independent, we obtain 
E(A,7~) = fi r(n+h--j+ l)r(n-j/2+&)Pi(n--jj 1) 
j=k+l 
x r-l(n + h -j/2 + 4). 
A, can now be identified as the product of p - k independent beta random 
variables with parameters (rz -j + 1, j/2 - $), j = k + I,..., p. 
3. DISTRIBUTION OF THE LIKELIHOOD RATIO STATISTIC WHEN THE RANK 
OF THE NONCENTRALITY MATRIX Is Two 
If the n columns of X are Cni,(O, Z), and we are interested in testing whether 
Z = Z; + iZ2 is real or not, the likelihood ratio test would be to reject 
H : Za = 0 against A f  H if rl = j S, + zS, I/] S, 1 < h, where XX’ = 
S, + is, . We can determine h from the known null distribution. If  we are 
interested in the power of this test we must find the distribution of fl when 
22 # 0. 
From Lemma 2, as fl is invariant under transformations on S of the form 
S + BSB’, where B E GL(p), Z-i can be chosen in the form I, + iA, where A 
is a skew-symmetric matrix. 
Now in [3, p. 31 it is shown that for any skew-symmetric matrix A there 
exists an orthogonal matrix r such that I’Ar’ = A, , and A, is a block diagonal 
matrix with blocks 
3 (-II, 3~ j = 1, 2 ,..., p, 
where p = p/2 if p is even and TV = (p - 1)/2 if p is odd. If  p is odd the last 
row and column of A, are zero. As the orthogonal group is a subgroup of the 
general linear group, by applying Lemma 2 again we can choose A to be already 
in the form of A, . 
Now suppose Za , and therefore A, is of rank 2. Then 
A = i’“,“’ 0). 
From Lemma 4, /1 = (1,/l,, where /l, = &s wi and wj is beta (rr - j + 1, 
j/2 - l/2), and (1, = 1 U,, + iv,, i/i U,, j with Vi, + iVll distributed as 
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The problem now is reduced to finding the distribution of (1, . For the sake 
of simplicity, U,, + zV,, will be written as S, + iS, . The joint density of 
S, + is, now, from (1 .l), is 
F;‘(n) (1 - u2)n 1 S, + is, lnm2 etr I-(& + is,) (-zL f,/ , 
where F2(n) = VT(~) r(n - 1). Let Q = S;1’2S2S;1’2. The Jacobian of 
S2--IQ2 is I Sl I lj2. As Q is a 2 x 2 skew-symmetric matrix, it can be written as 
and the condition that S, + is, be positive Hermitian implies / q 1 < 1. There- 
fore, the joint density of S, and q is 
(rT(n) r(n - I))-l (1 - u2)% 1 S, Jn-3/2 (1 - q2)n-2 etr(-S,) 
x etr Si’2QS:‘2 (-II :), 
for S, > 0 and ) q / < 1. But St’2ASi’2 is also a skew-symmetric matrix of the 
form 
Therefore, 
E(Alk) = E(I S, + is, lb/l S, 1”) = B((1 - q2)h) 
=f I 
’ (1 - u2)n (~r(n)r(n - I))-l 1 S, lne3j2 (1 - q2)n+h-2 etr(-S,) 
s,>o -1 
x etr( -269) dq dS, 
=s I 
’ 
s,>o --1 
(I - ~2~)~ (7rr(n) r(n - l))-l f  
k=O 
x ((1 - q2)n+h-2 q2k22ku2k((2k)!)-1 / S, ln--3/2+k etr(-Sr)} dq dS, 
= -1 (I - u2), (VT(n) r(n - I))-l i 
s k=O 
x {(u”)” (1 - q2)n+h-2(q2)k ((2k)!)-1 ~~/~F(rz + k - 1/2)T(n + k)} dq. 
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Noting that (2k)! = r(2k + 1) = 22k ~-l/~r(k + 1) r(k + l/2), we have 
E(A,~) = (1 - a2)n t J’ {( 1 - qs)“+h-a (q2)k (u”)” l-p + k - 112) qn f k) 
J+o -1 
x (T(k + l/2) r(k + 1) F(n) r(n - l))-l) dq. 
We obtain immediately the density of A, at u as 
(1 -a2)n f (1 - qc--1/z 24'2-2 (u")" (” + ; - ‘) /3-‘(n - 1, k + l/2) 
k=O 
with /3(c, d) = r(c) T(d) F-l(c + d). The density of A = Arl,ds can now be 
calculated for any p. 
4. PERCENTAGE POINTS UNDER THE NULL HYPOTHESIS 
The exact distributions of A for p = 4, 5, and 6 were obtained by convolution 
of beta densities. The following series expansions were obtained for the density 
of (1 at x. 
p = 4. 
I+ - l/2) I+ - 3/2) (I+ - 3) r(n - 2) r(3/2) r(1/2))-’ 
x go T(k + l/2) F(k + 3/2)(r(k + 1) F(k + 3))+F4 (1 - x)~+~, 
p = 5. 
I+ - l/2) F(n - 3/2)(Q - 3) F(n - 4) I’(3/2) r(5/2))-’ 
x L$o T(k + 3/2) T(k + 5/2)(F(k + 1) F(k + 5))+~“-~‘( 1 - x)~+~, 
1 = 6. 
I+ - l/2) T(n - 3/2) r(n - 5/2)(r(n - 3) r(n - 4) r(n - 5) 
x r(3/2) r(3/2) r(5/2))-l 
X f f {r(k + 3/2) r(k + 5/2) r(k i-i -I- 5) r(i 4 3/2) 
x (Qk + 1) F(k + 5))-l(F(k + j + 15/2) r(j + l))-‘~+~ 
x (1 - q+j+13/3). 
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The percentage points of the test H : & = 0 vs A : C, f  0 were calculated 
using the asymptotic distributions given in Section 2 (see Tables I and II). 
TABLE I 
Percentage Points at the 5 0; LeveP 
n/P 4 4 4 5 5 5 6 6 6 
5 .1013 .0886 .0871 .0171 .0096 .0060 
6 .1866 .1769 .1762 .0598 .0484 .0454 
7 .2657 .2587 .2584 .I160 .1052 .I035 
8 .3346 .3296 .3294 .I749 .1659 .I650 
9 .3935 .3898 .3898 .2312 .2239 .2234 
10 .4434 4411 .4410 .2829 .2772 .2770 
15 .6103 .6095 .6095 .4737 .4717 .4716 
20 .7014 .7010 .7010 .5882 .5873 .5873 
25 .7583 .7581 .7581 .6627 .6622 .6622 
30 .7970 .7969 .7970 .7147 .7144 .7144 
.0106 .0057 - 
.0357 .0270 - 
.0720 .0623 - 
.1138 .1046 .1031 
.1570 .1489 .1480 
.3452 .3416 .3415 
.4742 .4725 .4725 
.5629 .5620 .5619 
.6267 .6262 .6262 
oA, = one-term approximation, A, = two-term approximation, E = exact, (-) denotes 
unobtained terms. 
TABLE II 
Percentage Points at the l”/” Level” 
A, A, E A, A, E A, A, E 
dP 4 4 4 5 5 5 6 6 6 
5 .0470 .0386 .0386 .0058 JO28 SW12 
6 .1062 .0979 .0969 .0281 .0212 .0186 
7 .I703 .1635 .I630 .0652 .0569 .0550 
8 .2317 .2264 .2261 .1097 .1017 .1005 
9 .2877 .2836 .2834 .1562 .I493 .I485 
10 .3379 .3348 .3346 .2018 .1959 .1954 
15 .5171 .5160 .5161 .3878 .3854 .3853 
20 .6226 .6223 .6223 .5103 .5091 .5091 
25 .6910 .6908 .6908 .5936 .5930 .5930 
30 .7386 .7385 .7385 .6532 .6528 .6528 
.0170 
.0400 
.0700 
.1038 
.2722 
.4014 
.4951 
.5646 
- 
.0019 - 
.0121 - 
.0333 - 
.0627 - 
.0968 .0956 
.2684 .2682 
.3994 .3994 
.4940 .4940 
.5640 .5640 
n A, = one-term approximation, A, = two-term approximation, E = exact, (-) denotes 
unobtained terms. 
683/6/I-13 
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These percentage points were compared with percentage points derived from 
the exact distributions above, for p = 4, 5, and 6. Approximations using one 
term of the asymptotic series were fairly accurate even for small sample sizes. 
Using two terms in the series, we obtained very high accuracy. Additional 
tables are available from the authors. 
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