Abstract. Additive Randomization has been a primary tool to hide sensitive private information during privacy preserving data mining. The previous work based on Spectral Filtering empirically showed that individual data can be separated from the perturbed one and as a result privacy can be seriously compromised. Our previous work initiated the theoretical study on how the estimation error varies with the noise and gave an upper bound for the Frobenius norm of reconstruction error using matrix perturbation theory. In this paper, we propose one Singular Value Decomposition (SVD) based reconstruction method and derive a lower bound for the reconstruction error. We then prove the equivalence between the Spectral Filtering based approach and the proposed SVD approach and as a result the achieved lower bound can also be considered as the lower bound of the Spectral Filtering based approach.
Introduction
Additive randomization has been a primary tool to hide sensitive private information during privacy preserving data mining. Consider a data set U with m records of n attributes and a noise data set V with same dimensions as U . The random value perturbation techniques generate a perturbed data matrixŨ = U + V . LetÛ denote the estimate which the users (or attackers) can achieve. To preserve utility, we mean certain aggregate characteristics (i.e., mean and covariance matrices for numerical data, or marginal totals in contingency table for categorical data) of U should remain basically unchanged in perturbed dataŨ or can be restored from estimated dataÛ . In other words, distributions of U can be approximately reconstructed from perturbed dataŨ when some a-priori knowledge (e.g., distribution, statistics etc.) about noise V is available using distribution reconstruction approaches (e.g., [2, 1] ).
To preserve privacy, we mean not only the difference betweenŨ and U but also that of betweenÛ and U should be larger than some tolerated threshold. The authors, in [5] proposed a random matrix-based spectral filtering technique to retrieve original individual data from the perturbed data (a similar Principle Component Analysis based approach investigated in [4] ). As a result individual privacy can be seriously compromised.
The previous work only empirically assessed the effects of perturbation on the accuracy of the estimated individual value. Hence one important question is what the explicit form between reconstruction accuracy and noise added. In our recent work [3] , we derived one upper bound for the Frobenius norm ofÛ − U in terms of some knowledge of V (e.g., the Frobenius and 2-norm of V ) using the matrix perturbation theory. In this paper, we focus on the lower bound for the Frobenius norm ofÛ − U . While the upper bound may be exploited by attackers to determine how close their estimates are from the original data, the lower bound can help data owners determine how much noise should be added to satisfy one given threshold of tolerated privacy breach.
Since the traditional matrix perturbation theory [6] mainly focuses on how the eigenvalues and the angle between eigenvectors (or invariance subspaces) of a perturbed matrix A is upper bounded by one perturbation, we cannot borrow any result to derive the lower bound. In this paper, we propose one Singular Value Decomposition (SVD) based reconstruction method and derive a lower bound for the reconstruction error. We then prove the equivalence between the Spectral Filtering based approach and the proposed SVD approach and as a result the achieved lower bound of SVD approach can also be considered as the lower bound of the Spectral Filtering based approach.
Spectral Filtering Reconstruction Method
We use the tilde conventions to denote perturbations. A symbol with a tilde over it denotes a perturbed quantity. The unperturbed quantity is denoted by the same symbol without a tilde. We denote A = U T U as the covariance matrix of U . The eigenvalues of A, Λ(A) = {λ 1 , · · · , λ n }, and their corresponding eigenvectors [e 1 , · · · , e n ] can be obtained, where
We cast many of our analysis in terms of absolute and relative errors of matrix norm (i.e., A F and A 2 denote the Frobenius norm and 2-norm respectively), instead of component-wise bounds. The use of absolute and relative errors gives perturbation bounds a simplicity that makes them easier to interpret. Basically, the Frobenius form is used to measure the magnitude of data in total while the 2-norm is used to denote the largest eigenvalue of covariance matrix.
Spectral Filtering Revisited
The authors, in [5] , provided an explicit filtering procedure as shown below.
1. Calculate the covariance matrix ofŨ byÃ =Ũ TŨ . 2. Apply spectral decomposition onÃ to getÃ =QΛQ T , whereQ is orthogonal matrix whose column vectors are eigenvectors ofÃ, andΛ is the diagonal matrix with the corresponding eigenvalues on its diagonals. 3. Using random matrix theory, the pair of λ Vmin and λ Vmax , which provide the theoretical bounds of the eigenvalues corresponding to the matrix V T V , are obtained.
Extract the first k components ofÃ as the principal components by
5. Obtain the estimated data set usingÛ =Ũ Pχ.
The noise matrix V considered in [5] and this paper is generated using i.i.d. Gaussian distribution with zero mean and known variance. This represents the scenario where the noise is completely independent with original data.
The authors, in [3] , investigated the explicit relation betweenÛ − U and the noise and derived the upper bound of Û − U F in terms of V F shown as
where
Strategies of Determining k
The original Spectral Filtering algorithm applied the following strategy to determine the first k eigen components.
We would point out that the previous Strategy 1 applied in [5] in general would not give the optimal reconstruction. The reason is that it aims to include all significant eigen components (with λ i > 0) in projection space for reconstruction. However, since the inclusion of one eigen component also brings some additional noise projected on that eigen vector, the benefit due to inclusion of one insignificant eigen component may be diminished by the side effect due to the additional noise projected on this eigen vector.
In this paper, we propose a new strategy (as shown in Strategy 2) which compares the benefit due to inclusion of one component with the loss due to the additional projected noise. We shall show that Strategy 2 is expected to give one approximate optimal reconstruction.
Strategy 2 The estimated data usingÛ
Proof. In the Spectral Filtering method, when we select the first k components, the error matrix can be expressed as
Similarly, when we select the first k+1 components, the error matrix becomes
The last two parts in Equation 3 are the projections of noise and data on the (k+1)th eigenvector. Assumeẽ i ≈ e i , the strength of the data projection can be approximated as
For i.i.d noise, the effect of the projection on any vector should be the same. Thus,
we include the i-th component only when λ i ≥ λ V . The benefit due to inclusion of the i-th eigen component is larger than the loss due to the noise projected along the i-th eigen component.
It is easy to derive
when the noise is independent to the data and also has no correlation among the noise.
Our SVD-based Reconstruction
In this section, we first present one SVD based reconstruction method and then derive the lower bound using the well-known Mirsky Theorem for SVD decomposition. We shall prove the equivalence between the proposed SVD method and Spectral Filtering method in Section 4. Hence the derived lower bound from SVD method can also be considered as the lower bound of Spectral Filtering method.
SVD Reconstruction
Singular Value Decomposition (SVD) decomposes a matrix U ∈ R m×n (say m ≥ n) into the product of two unitary matrices, L ∈ R m×m ,R ∈ R n×n , and a pseudo-diagonal inputŨ , a given perturbed data set V , a noise data set outputÛ , a reconstructed data
Apply SVD onŨ to getŨ =LDR Reconstructing U approximately aŝ Fig. 1 . SVD Based Reconstruction Algorithm Figure 1 shows our SVD based reconstruction method. Please note that the strategy used for the SVD based reconstruction is k = min{i|σ i < √ 2σ V } − 1. We shall show its equivalence with the Strategy 2 of the Spectral Filtering method in Section 4.
Lower Bound Determination
Lower Bound ConsiderÛ =Ũ k =L kDkR T k as the estimation of the original data set U. The estimation error betweenÛ and U has its lower bound:
Proof. U k and U are matrices of the same dimensions with singular values
The relationship between the reconstruction bias and perturbation (especially the lower bound) will, in turn, guide us to add noise into the original data set. The lower bound gives data owners the worst case security assurance since it is bounded any matrix B of rank not greater than k derived by attackers. In order to preserve privacy, data owners need to make sure ||Û − U || F /||U || F is greater than the privacy threshold τ , specified by users.
Based on the derived lower bound,
Hence k which might be chosen by attackers can be determined by
Based on our approximate optimal strategy,λ i ≥ λ V , the data owner should add an i.i.d. noise V and let the eigenvalue of (V T V ) satisfy
Since λ V is the eigenvalue of V T V , the variance of the noise can be derived V ar(V ) = λ V /(m − 1), where m is the number of row in V .
Equivalence of SVD and SF Reconstruction
SVD explicitly constructs orthonormal bases for the nullspace and range of a matrix. U = LDR T . The non-zero singular values for U are precisely the square roots of the non-zero eigenvalues of the positive semi-definite matrix U U T , and these are precisely the square roots of the non-zero eigenvalues of U T U . Furthermore, the columns of L are eigenvectors of U U T and the columns of R are eigenvectors of U T U .
Theorem 1 The reconstructed data from Spectral Filtering iŝ
Proof. We first prove these two methods are equivalent.
Since the columns of right singular vectors (R) are the eigenvectors ofŨ TŨ , that is Q =R. ThenÛ
We then prove the equivalence of determining k. Based on the fact that the singular value of U are the square root of eigenvalues of U T U or U U T , we have:
Empirical Evaluations
In our experiment, we use the artificial dataset, as specified similarly in [5] . Specifically, U is a highly correlated data set with 35 variables. Each feature has a specific trend like sinusoidal, square, and triangular shape and there is no dependency between any two features. The additive noise follows i.i.d Gaussian distribution N(0,COV), where
2 ) (The same as in [5] ). From the previous discussion, we have ||V || F ≈ √ σ 2 mn. In our following experiments, we perturb the original data by different level of noises, which are generated by varying the covariance matrix COV . For each perturbed data, we use our SVD technique to reconstruct the point-wise data.
It is easy to see that different k leads to different reconstruction errors (which is measured by re(U,Û ) = ||U −Û || F /||U || F ). From Table 1 , we can see our SVD method (or the Spectral Filtering method with our Strategy 2) can achieve optimal results for all perturbations. Note the values with * denote the results achieved by our algorithm while the values in with † denote the results following the previous Strategy 1. The values in bold font highlight the best results achieved by varying k. Our proposed SVD method (or the Spectral Filtering method with our Strategy 2) can match the best results while the Spectral Filtering with the previous Strategy 1 suffers when relative large perturbations are introduced.
When we examine the original data, there exist 6 principle components as the data is highly correlated among 35 features. Hence, for relative small perturbations, the effects on the remaining 29 components are safely filtered. However, when we increase the noise level (i.e., V F increases), the noise will tend to affect the determination of k. This is because the gain of correct inclusion of some (not very significant) principal component is diminished by the loss due to the inclusion of noise projected on that component. 
Conclusion
Spectral filtering based technique has recently been investigated as a major means of point-wise data reconstruction [5, 4] . It was empirically shown that under certain conditions this technique may be exploited by attackers to breach the privacy protection offered by randomization based privacy preserving data mining methods. We present an explicit lower bound of reconstruction accuracy in terms of Frobenius norm. This lower bound can help users determine how much and what kind of noise should be added when one tolerated privacy breach threshold is given. In the future we are interested in deriving the bounds at point-wise level.
