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Abstract
Consider the difference equation
xn+1 = βxn − g(xn), n= 0,1, . . . , (∗)
arising as a discrete-time network of single neuron, where β is the internal decay rate, g is a signal
function with McCulloch–Pitts nonlinearity. For any positive integers k and m, necessary and suf-
ficient conditions are obtained for (∗) has a periodic solution of period 2k + 1 or 2m. In addition,
sufficient conditions are also given for (∗) has a (2k+ 1)2m-periodic solution.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Since Li and York [7] and May [9] noticed that even simple mathematical models of the
form
xn+1 = f (xn), n= 0,1, . . . , (1.1)
can demonstrate very complicated dynamics, people have paid more and more attention
to the periodic solutions and “chaotic” behavior of difference equation (1.1), we refer to
[4–6,8]. However, most works for (1.1) are based on the assumption that f is continuous
[1–3,10]. For example, in [1,2], the authors studied the existence of periodic solutions of a
perturbed continuous difference equation of first order. And in [3], the authors considered
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in some models of neural networks, f may be noncontinuous (see, for example, [12,13]).
What will happen if f is noncontinuous?
Let Z denote the set of all integers. For any a, b ∈ Z, define N(a) = {a, a + 1, . . .},
N(a,b) = {a, a + 1, . . . , b} when a  b and N =N(0). In this paper, we consider the
following discrete-time network of single neuron:
xn+1 = βxn − g(xn), n ∈N, (1.2)
where β is a positive constant which represents the internal decay rate, and g is a signal
transmission function of McCulloch–Pitts nonlinearity
g(x)=
{1, x  0,
−1, x < 0. (1.3)
Definition. A sequence {xn}∞n=0 is said to be periodic of period T if
xT+i = xi for i ∈N and xi 	= x0 for i ∈N(1, T − 1).
Let {xi}∞i=1 be a T -periodic solution of (1.2) and let i = g(xi). Then by (1.1), we can
see that
x2 = βx1 − 1,
x3 = β2x1 − 1β − 2,
...
xT−1 = βT−2x1 − 1βT−3 − · · · − T−2,
xT = βT−1x1 − 1βT−2 − · · · − T−1,
xT+1 = βT x1 − 1βT−1 − · · · − T .
Since x1 = xT+1, we get
xi = iβ
T−1 + i+1βT−2 + · · · + T βi−1 + 1βi−2 + · · · + i−1
βT − 1 . (1.4)
Noticing that i = g(xi), we see that β must satisfy{
iβ
T−1 + i+1βT−2 + · · · + T βi−1 + 1βi−2 + · · · + i−1  0 if i = 1,
iβ
T−1 + i+1βT−2 + · · · + T βi−1 + 1βi−2 + · · · + i−1 < 0 if i =−1.
(1.5)
In [11], the author showed that (1.2) has a globally asymptotically stable 2-periodic
solution for β ∈ (0,1); when β = 1, for each real number x0, the orbit O(x0) of (1.2) is
eventually 2-periodic. When β ∈ (1,∞) the author also obtained some sufficient condi-
tions for (1.2) has odd and even periodic solutions, respectively. In this paper, by using
the conclusion established in [11], we will discuss the periodic solutions of (1.2) for
β > 1. More precisely, we will establish a necessary and sufficient condition for (1.2)
has a periodic solution of odd period in Section 2. In Section 3, we discuss the condi-
tions for (1.2) has a periodic solution of even period. Our results implies that if (1.2) has a
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is behind 2k+ 1 in the Sharkovsky’s ordering (for Sharkovsky’s ordering, we refer to [4]).
From this, we know that (1.2) has periodic solution of any period if (1.2) has a 3-periodic
solution. This shows some similarity to the case where g is continuous.
2. Odd solutions
In this section, we will establish the conditions for Eq. (1.2) has a periodic solution with
odd period. We first give the following lemma.
Lemma 2.1. Assume that
f (β)= a1βn−1 + · · · + an−1β + an,
and let
A(f )= (A1(f ),A2(f ), . . . ,An(f )), (2.1)
where
Ai(f )=
i∑
j=1
aj , 1 i  n.
Then f (β) 0 for any β ∈ (1,∞) if Ai(f ) 0 for i = 1, . . . , n.
Proof. We prove the lemma by the inductive method.
Clearly, if n= 1, then f (β)= a1 =A1(f ) 0. Now assume that
(H) Lemma 2.1 holds for any positive n ∈N(1,m− 1).
We will show that the conclusion holds for n=m. In fact, if a1 = 0, then by (H), we know
f (β)= a2βm−2 + · · · + am  0.
If a1 	= 0, then by the assumption, a1 = A1(f ) > 0. We distinguish two cases to finish the
proof.
Case 1: ai  0 for i ∈N(1,m). Clearly, f (β) 0 in this case.
Case 2: ai < 0 for some i ∈N(1,m). Let
m0 = min
{
j ∈N(1,m): aj < 0
}
.
Then
m0  2, aj  0 for j ∈N(1,m0 − 1) and am0 < 0.
Denote
s(β)= (a1 + · · · + am0−1 + am0)βm−m0 + am0+1βm−m0−1 + · · · + am.
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see that
f (β) s(β) 0.
The proof of Lemma 2.1 is complete by combining Cases 1 and 2. ✷
Theorem 2.2. Let β ∈ (1,∞), k ∈ N(1). Then difference equation (1.2) has a periodic
solution of period 2k+ 1 if and only if
β2k+1 − 2β2k−1 − 1 0. (2.2)
Proof. Since the sufficiency was given in Theorem 2.3 of [11], we only need to prove the
necessity. By way of contradiction, we assume that
β2k+1 − 2β2k−1 − 1 < 0. (2.3)
Then
f (β)= β2k − β2k−1 − β2k−2 + β2k−3 − β2k−4 + · · · − β2 + β − 1 < 0. (2.4)
Let {xi}∞i=1 be a (2k + 1)-periodic solution of (1.2) and
i = g(xi) ∈ {−1,+1}, A=
2k+1∑
i=1
i . (2.5)
Then A  −1 or A  1. We only consider the case where A  −1, and the case where
A 1 is similar and the proof is omitted.
There is no harm in assuming that 1 = 1 and 2k+1 =−1. Let
i1 = max
{
j ∈N(1,2k+ 1): m = 1 for m ∈N(1, j)
};
then 1 i1  2k. Let
s1 = max
{
j ∈N(i1 + 1,2k+ 1): m =−1 for m ∈N(i1 + 1, j)
}
.
If s1 < 2k + 1, then we let
i2 = max
{
j ∈N(s1 + 1,2k+ 1): m = 1 for m ∈N(s1 + 1, j)
}
,
s2 = max
{
j ∈N(i2 + 1,2k+ 1): m =−1 for m ∈N(i2 + 1, j)
}
.
In general, if sp < 2k+ 1, we define
ip+1 = max
{
j ∈N(sp + 1,2k+ 1): m = 1 for m ∈N(sp + 1, j)
}
,
sp+1 = max
{
j ∈N(ip+1 + 1,2k+ 1): m =−1 for m ∈N(ip+1 + 1, j)
}
.
Clearly, there exists a positive integer n such that sn = 2k+ 1. Let
a1 = i1, b1 = s1 − i1, and ap = ip − sp−1, bp = sp − ip for p ∈N(2, n).
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exists i ∈N(1, n) such that (ai, bi, ai+1, bi+1, . . . , an, bn, a1, b1, . . . , ai−1, bi−1) satisfies

1+ bi + ai+1  0,
1+ bi + ai+1 + bi+1 + ai+2  0,
...
1+ bi + ai+1 + · · · + bn−1 + an  0,
...
1+ bi + ai+1 + · · · + bn−1 + an + bn + a1 + b1 + · · · + ai−1  0.
(2.6)
In fact, by way of contradiction, we assume that there exists ni ∈ N(1, n) for any
i ∈N(1, n) such that
1+ bi + ai+1 + bi+1 + · · · + ani  1.
Let i = 1; then there exists i1 = n1 such that
(H1) 1+ b1 + · · · + ai1  1.
Let i = i1; then there exists i2 = ni1 such that
(H2) 1+ bi1 + · · · + ai2  1.
By induction, we know that for any i = im there exists im+1 = nim such that
(Hm+1) 1+ bim + · · · + aim+1  1.
Since ij ∈N(1, n), we know that there exist m0 <m1 such that im0 = im1 . Without loss of
generality, we assume that i1 = im+1. By (H2)–(Hm+1), we have
(bi1 + · · · + ai2)+ · · · + (bim + · · · + aim+1) 0.
Clearly,
(bi1 + · · · + ai2)+ · · · + (bim + · · · + aim+1)= n0A
for some positive integer n0, where A is defined in (2.5). This contradicts to the fact that
n0A−n0 < 0, and the claim is complete.
Without loss of generality, we assume that (2.6) holds for i = 1. By (1.4), we can get
xa1 =
a1β
2k + a1+1β2k−1 + · · · + 2k+1βa1−1 + 1βa1−2 + · · · + a1−1
β2k+1 − 1 .
Since a1 = 1, a1+1 =−1, by (1.5), β must satisfy
s(β)= β2k + a1+1β2k−1 + · · · + 2k+1βa1−1 + 1βa1−2 + · · · + a1−1  0.
From (2.6), we know that
A(s)= (1,A2(s),A3(s), . . . ,A2k+1(s))
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contains odd number of +1 and −1, we see that A2j+1(s) 	= 0. By (2.6), we know that
A2j+1(s)−1 for j ∈N(1, k). Since
A(f )= (1,0,−1,0,−1,0, . . .,−1,0,−1),
where f is defined in (2.4), we see that Ai(f − s)=Ai(f )−Ai(s) 0, i ∈N(1,2k+ 1).
By Lemma 2.1, we have f (β)  s(β)  0. This contradicts (2.2). The proof is com-
plete. ✷
3. Even solutions
In this section, we will discuss the conditions for (1.2) has a periodic solution with even
period. We first establish several lemmas which are useful in the proof of main results. The
first lemma can be found in [11].
Lemma 3.1. Assume that β ∈ (1,∞) and
β2k − 2β2k−2 + 1 0. (3.1)
Then Eq. (1.2) has a periodic solution of period 2k.
Lemma 3.2. Let
f (β)= 1βn−1 + 2βn−2 + · · · + n−1β + n,
where 1 = 2 = 1 (or −1), i ∈ {1,−1} for i ∈ N(3, n). Denote i1 = i , i2 = −i .
Define
t (β)= 12β2n−1 + 21β2n−2 + 22β2n−3 + · · · + n2β + 11.
If β > 1, then t (β) < 0 (or t (β) > 0).
Proof. We only consider the case where 1 = 2 = 1. The proof of the case where 1 =
2 =−1 is similar and is omitted. Let
s(β)= 11β2n−1 + 12β2n−2 + 21β2n−3 + 22β2n−4 + · · · + n1β + n2.
Then
t (β)= (11β2n−1 + 12β2n−2 + · · · + n1β + n2)β + 11(1− β2n)
= s(β)β + 11(1− β2n).
By the fact that i ∈ {1,−1}, we know
s(β) (β2n−1 − β2n−2)+ (β2n−3 − β2n−4)+ · · · + (β − 1)= β
2n − 1
1+ β .
This implies that
t (β) β
2n − 1
1+ β β + (1− β
2n)=−β
2n − 1
1+ β < 0.
The proof is now complete. ✷
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f (β)= 1βn−1 + 2βn−2 + · · · + iβn−i + · · · + n
and
s(β)= iβn−1 + i+1βn−2 + · · · + nβi−1 + 1βi−2 + · · · + i−1.
If 1 = 2 = · · · = i = 1, i+1 =−1, then s(β) 0 implies f (β) > 0. If 1 = 2 = · · · =
i =−1, i+1 = 1, then s(β) < 0 implies f (β) < 0.
Proof. We only consider the case where 1 = 2 = · · · = i = 1, i+1 = −1. The other
case is similar and the proof is omitted.
s(β)= (iβn−i + · · · + n)βi−1 + β
i−1 − 1
β − 1
= (1βn−1 + 2βn−2 + · · · + n)βi−1 + β
i−1 − 1
β − 1 (1− β
n)
= f (β)βi−1 + β
i−1 − 1
β − 1 (1− β
n).
Thus, s(β) 0 implies
f (β) (β
i−1 − 1)(βn − 1)
(β − 1)βi−1 > 0.
We have completed the proof. ✷
Lemma 3.4. Assume that a sequence {i}∞i=1 is periodic with period T  2. Let x2i−1 = i ,
x2i =−i for i ∈N(1). Then the sequence {xi}∞i=1 is periodic with period 2T .
Proof. Clearly, x2T+i = xi for i ∈N(1). Thus {xi}∞i=1 is periodic with the period T1  2T .
Assume, for the sake of contradiction, that T1 < 2T , we consider two possible cases.
Case (a): T1 = 2m, m ∈ N(1). In this case, x2i−1+2m = x2i−1 for any i ∈N(1). That is
i+m = i , we get m T . So, T1 = 2m 2T , a contradiction.
Case (b): T1 = 2m+ 1, m ∈N . In this case, x2i−1 = x2i−1+2m+1 = x2(i+m). That is
i =−i+m. (3.2)
Similarly, x2i = x2i+2m+1 = x2(i+m)+1 implies
−i = i+m+1. (3.3)
Combining (3.2) with (3.3), we find
i+m = i+m+1,
which implies T = 1. This contradicts the fact that T  2.
Thus T1 = 2T , and the proof is complete. ✷
Lemma 3.5. Let {xi}∞i=0 be a periodic solution of (1.2) with period T , and let g be defined
in (1.3). Then {g(xi)}∞ is also periodic with period T .i=0
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T = nT ′ for some positive integer n. If n= 1, the proof is complete. If n > 1, we let
i = g(xi). Then i+T ′ = i . By (1.4), we have
x1 = 1β
T−1 + · · · + T
βT − 1
= 1β
nT ′−1 + · · · + T ′β(n−1)T ′ + T ′+1β(n−1)T ′−1
βT − 1
+ · · · + 2T ′β
(n−2)T ′ + · · · + nT ′
βT − 1
= (1β
T ′−1 + · · · + T ′)(β(n−1)T ′ + · · · + βT ′ + 1)
βT − 1
= 1β
T ′−1 + · · · + T ′
βT
′ − 1 .
Similarly, we can get
xT ′+1 = 1β
T ′−1 + · · · + T ′
βT
′ − 1 .
Thus, x1 = xT ′+1. Repeating the procedure, we can get xi = xi+T ′ for i ∈N(1). Thus
T  T ′, a contradiction to T = nT ′ > T ′. The proof is complete. ✷
Lemma 3.6. For a given constant β0 > 1, suppose that Eq. (1.2) has a T -periodic solution
for β = β0. Then, Eq. (1.2) has a 2T -periodic solution for β =√β0.
Proof. Let {xi}∞i=1 be a T -periodic solution of (1.2) for β = β0. Let i = g(xi), where g is
defined in (1.3). By Lemma 3.5, we see that {i}∞i=1 is a T -periodic sequence. Let
ξ2i−1 = i, ξ2i =−i for j ∈N(1). (3.4)
Then, by Lemma 3.4, {ξi}∞i=1 is a 2T -periodic sequence. Let β1 =
√
β0 and
yj = ξj β
2T−1
1 + ξj+1β2T−21 + · · · + ξj+2T−1β1 + ξj+2T
β2T1 − 1
(3.5)
for j ∈N(1). We will show that {yj }∞j=1 is a 2T -periodic solution of (1.2) for β = β1. That
is ξj = g(yj ) for j ∈N(1).
In fact,
y2i−1 = (β1 − 1)xi. (3.6)
Since{
xi  0 if i = 1,
xi < 0 if i =−1,
by (3.6), we see that{
y2i−1  0 if ξ2i−1 = i = 1,
y2i−1 < 0 if ξ2i−1 = i =−1.
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y2i  0 if ξ2i = 1,
y2i < 0 if ξ2i =−1. (3.7)
In fact, if i = i+1, then by Lemma 3.2, we know (3.7) holds. If i 	= i+1, then by
Lemma 3.3,{
y2i+1  0 implies y2i > 0 if i =−1, i+1 = 1,
y2i+1 < 0 implies y2i < 0 if i = 1, i+1 =−1,
which lead to (3.7).
In view of (1.4) and Lemma 3.5, we see that {yi}∞i=1 is a 2T -periodic solution of (1.2)
for β =√β0. ✷
Theorem 3.7. Let
fk(β)= β2k+1 − 2β2k−1 − 1, (3.8)
where β > 1 and k ∈N(1). If fk(β2m) 0 for some m ∈N , then Eq. (1.2) has a periodic
solution of period 2m(2k+ 1).
Proof. Clearly, there exists a unique β0(k) ∈ (1,∞) such that fk(β0(k)) = 0. By The-
orem 2.2, Eq. (1.2) has a (2k+ 1)-periodic solution if and only if β ∈ [β0(k),∞). By
induction, Lemma 3.6 implies that (1.2) has a 2m(2k + 1)-periodic solution for β ∈
[(β0(k))1/2m,∞), which is equivalent to fk(β2m) 0. The proof is complete. ✷
Theorem 3.8. Let β ∈ (1,∞). Then (1.2) has a periodic solution of period 2m for any
nonnegative integer m.
Proof. If m = 0, we let x10 = 1/(β − 1), by (1.2), we get x1i ≡ 1/(β − 1) for i ∈N(1).
Thus {x1i }∞i=0 is a 1-periodic solution of (1.2).
If m= 1, we let x20 = 1/(β + 1), by (1.2), we get
x22i−1 =−
1
β + 1 , x
2
2i =
1
β + 1 for i ∈N(1).
Clearly, {x2i }∞i=0 is a 2-periodic solution of (1.2).
Since β > 1 implies
√
β > 1, following the method of proof in Lemma 3.6, we can
construct periodic solution of (1.2) with period 22,23, . . . . The proof is complete. ✷
Corollary 3.9. Assume β > 1 and k ∈ N(1). If (1.2) has a (2k + 1)-periodic solution,
then (1.2) has an m-periodic solution for any positive integer m which is behind 2k + 1 in
the Sharkovsky’s ordering.
Proof. By Theorem 2.2, (1.2) has a (2k+ 1)-periodic solution implies that
fk(β)= β2k+1 − 2β2k−1 − 1 0. (3.9)
We consider three possible cases for m.
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β2k1+1 − 2β2k1−1 − 1= fk(β)β2k1−2k + (β2k1−2k − 1) 0.
By Theorem 2.2, (1.2) has an m-periodic solution.
Case 2: m= 2k1, k1  1. By (3.9), we see that β >
√
2. This implies
β2k1 − 2β2k1−2 + 1 > 0.
By Lemma 3.1, we know (1.2) has an m-periodic solution.
Case 3: m= 1. This is clear by Theorem 3.8.
The proof is now complete. ✷
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