This paper addresses the problem of extracting video objects from MPEG compressed video. The only cues used for object seg mentation are the motion vectors which are sparse in MPEG. A method for automatically estimating the number of objects and extracting independently moving video objects using motion vec tors is presented here. First, the motion vectors are accumulated over few frames to enhance the motion information, which are further spatially interpolated to get a dense motion vectors. The final segmentation from the dense motion vectors is obtained by applying Expectation Maximization (EM) algorithm. A block based affine clustering method is proposed for determining the number of appropriate motion models to be used for the EM step. Finally, the segmented objects are temporally tracked to obtain the video objects. This work has been carried out in the context of the emerging MPEG-4 standard which aims at interactivity at object level.
INTRODUCTION
Though MPEG-I and 2 provide a good representation of digi tal audio-visual information, the interactivity is only at the frame level. The emerging MPEG-4 standard address this interactiv ity at object level by defining Audio-Visual Objects (AVO). The approach taken by the MPEG-4 group in coding of video for mul timedia applications relies on the content-based visual data rep resentation of scenes. In contrast to the conventional video cod ing techniques, in content-based coding, a scene is viewed as a composition of Video Objects (VO) with intrinsic properties such as shape, motion and texture. This content-based representation is the key for facilitating interactivity with objects for variety of multimedia applications. Each frame ofMPEG-4 scene is defined in terms of Video Object Planes (VOP), which are the instants of a semantic object in the scene. But extracting objects from digital video is still a challenging task among video processing commu nity. Because of the ill posed nature of the object segmentation problem, still there is no single robust and reliable technique for VOP generation. Though it is not possible to unambiguously de fine a criterion function for a semantic video object, an object can be characterized based on its homogeneity in motion information. Since, Independently Moving Object can be characterized by co herent motion over the object region, the problem now reduces to clustering pixels that exhibit similar type of motion.
Though, much work is being done in the area of motion based video object segmentation in pixel domain [1], [2] , [3] , [4], very little work has been carried out in the area of compressed domain VOP extraction. Pixel domain motion segmentation is performed based on the motion information at each pixel location like optical How estimation, which is computationally very demanding. On the other hand the motion information available from compressed MPEG video is just one motion vector per macroblock, which is too sparse to perform motion segmentation. So most of the compressed domain methods are based on the spatial information such as color, spatio-temporal similarities and edge information [5] .
To overcome the above difficulty, in this paper we propose a system which incorporates the motion information for a fewer number of frames on either side of the current frame to enrich the motion information. The block diagram of the system for VOP generation is given in Fig. I . The motion accumulation step takes the compressed video sequence as input and the motion vectors are decoded from the inter coded (P and B) frames. The motion vectors are accumulated over few frames from the reliable mac roblocks. Then the temporally accumulated motion vectors are subjected to median filtering and further spatially interpolated to get the dense motion field. The interpolation step assigns a motion vector to each pixel in the frame. This temporal accumulation and spatial interpolation are explained in detail in the next section.
The dense motion vectors and the number of motion models are given as input to the segmentation module. Since each video object can be characterized by the motion information, an affine parametric motion model is used to describe the corresponding object region. Given the number of motion models, estimating the corresponding motion parameters from the dense motion vectors is difficult due to insufficiency of data. This problem is overcome by EM algorithm [6] , which is an iterative technique that alter nately estimates and refines the segmentation and motion estima tion. Determining the number of motion models is a crucial step in object segmentation. The algorithm based on K-means clus tering is proposed for estimating the suitable number of motion models to avoid splitting or merging of objects. Once the initial segmentation of the objects are obtained, the following frames are tracked further temporally to generate sequence ofVOPs. Details of EM algorithm and estimation of number of objects are given in Section 3 and the experimental results are given in Section 4.
MOTION ACCUMULATION AND SPATIAL

INTERPOLATION
The MPEG compressed video provides one motion vector for each macroblock of size 16x 16 pixels. Before starting this motion accumulation process, all the motion vectors considered for this process are scaled appropriately to make the motion vectors inde pendent of frame type. This is accomplished by dividing the mo tion vectors by the difference between the corresponding frame number and the reference frame number (in the display order).
Then, the motion vectors are rounded to nearest integers. In the case of bidirectionally predicted macroblocks the reliable motion information is obtained either from the forward or-backward mo tion vector depending upon which of the reference frames (lIP) is closer. If backward prediction is chosen, the sign of the motion vector is reversed after normalization.
In the process of accumulating motion vectors, the motion vector obtained from current macroblock of the current frame n is assigned to the center pixel of that macroblock, say (k,l). Let m�1 (n -c) and m�1 ( n -c) represent the motion vectors along the horizontal and vertical directions for the macroblock centered at (k, I) in frame (n-c). Then, the new position for this macroblock in the current frame can be given as:
The motion vector (� I (n -c), m�l(n -c » in (n -c)th frame is assigned to the new position (k, i) with respect to the current frame. The motion accumulation is also done by tracking the frames in forward direction from the current frame. This is achieved by keeping few future frames in the buffer. In forward tracking the motion vectors are accumulated according to the following equa tion: This motion accumulation is performed over few frames from either side of the current frame. This accumulated data are further processed to remove the noisy motion information. A two dimen sional median filter is used to remove the noise from the accu mulated sparse motion vectors. This filter operates individually on non zero elements of horizontal and vertical motion data. The set of motion vectors obtained by the above process is sparse and
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Fig. 1. Relative motion of the macroblock of previous frame n-l with respect to the corresponding macroblock of current frame n.
The box drawn with discontinuous lines is the current position of the macro block of previous frame.
non-uniformly spaced. So a delaunay triangle-based surface in terpolation [7] scheme is used to get the dense motion field for the current frame. This interpolation technique always fits the surface that passes through the given data points. The dense motion field obtained is further processed by a gaussian filter to get a smoother dense motion field. the EM algorithm alternates between the E-step and M-step until convergence.
The EStep
The E step computes the probabilities associated with the classifi cation of each pixel as belonging to kth class (i.e. having motion parameter ak).
Lk(p) = Pr(Pixel p moving with motion k).
For the kth motion model, the computed motion vector for pixel p is given by [Ix
Let,
be the squared residual between the predicted motion u" (p, a) and the interpolated motion v(p) at pixel location p . Then the likelihood of p belonging to class k is given by
Where, u2 controls the fidelity of the affine model fit to the dense motion vectors.
I All the vectors and matrices are represented by bold letters IV -3789
The M Step
The M-Step refines the motion model estimates given the new classification arr ived at E-step. The motion model parameters are refined by minimizing an error function using weighted least squares estimation. The func tion to be minimized is
where, p represents the position of pixel within the square region R with respect to a common origin.
It can be shown [8] that the estimated motion parameters &,r" of class k is a solution to the following equation:
MIc.a" = B"
where, M" 
In (10) and (11) the summation is applied within each square re gion R. In our simulation we used R as non-overlapping 8 by 8
block of image plane.
After few iterations between the E-step and M-step, the final video object plane is obtained by hard thresholding the posterior probability L" (p) . lYPicaUy 4 to 6 iterations are sufficient to segment the object layers. Each pixel will be assigned to a distinct class, according to:
the final VOP mask for the k th layer is given by ZIc (p), V p.
After obtaining the segmentation of the initial frame, the same motion parameters F are used for tracking the future frames. Thus reduces the computational overhead by avoiding the need to per fonn the EM iteration for subsequent frames. This tracking tech nique holds good only when no new objects enter or leave the scene.
Estimating the number of Motion Models
The detennination of the number of motion models (layers) is an important issue, because the final segmentation heavily depends upon the number of motion models. If the number of motion models is less, then the objects are merged, resulting in under segmentation. On the other hand if the number of motion models is more, then it results in splitting the objects which leads to over segmentation. So it is essential to determine the appropriate num ber of motion models before starting the segmentation process.
To detennine the number of motion models, we extract the affine parameters from each non-overlapping square regions of the dense motion field whose variance is less than a small thresh old T. The affine parameters are estimated by standard linear re gression techniques. The regression is applied separately on each motion component because x affine parameters depend only on x component of the motion field and y affine parameters depends only on y component of motion field. The affine model captures the motion infonnation and is represented by (4). . ...
(b) Fig. 3 . MSE for various layers of (a) flower garden sequence and (b) table tennis using K-means clustering
With the regressor I1(p), the linear least squares estimate of the affine parameter 8t for the ith block is given by .
where N denotes the number of clusters and �j) denotes the set of motion models assigned to cluster I after the jth iteration, and 1'1 denotes the mean of the lth cluster. This iteration is tenninated if "P+1) = "P). The index E gives the sum of the squared distances of each sample from their respective cluster means.
To find the appropriate number of motion models for the given dense motion field, the perfonnance index E is computed by in creasing the number of clusters N from I onwards. Since the perfonnance index E converges to a local minima, we use mul tiple restarts for each number of clusters with randomly chosen cluster centers and pick the minimum value of E. The number of classes K, after which the decrease in E is less than a small threshold (, is chosen as the number of motion models. The typi cal value of ( is chosen between 5 to 10 percent of the maximum error. Fig. 3 shows the variation of E with respect to the num ber of motion models for the two test sequences 'flower garden'
and 'table tennis'. The graphs clearly indicates that the number of motion models for 'flower garden' sequence is 3 and 2 for the 'table tennis' sequence without the static background.
RESULTS AND DISCUSSIONS
Simulation resulu2 have been obtained with the 'flower garden' sequence and 'table tennis' sequence, both having fairly oompli-2 In all the simulations the border macroblocks an:: not considered for segmentation.
cated motion among the objects. In all simulation we used 8 by 8 square block for affine parameter estimation in the M-step, and the value of u2 in E-step is kept at 0.01. The EM algorithm con verges within 4 iterations, which was initialized with the clus ter centers obtained from the K-means model selection step. For 'flower garden' sequence, apart from the background, the other three independently moving object layers were extracted. The object masks obtained by unidirectional (forward) motion accu mulation method and bi-directional method are shown in Fig. 4 . Though the results of both forward and bidirectional methods are almost similar in 'flower garden' sequence, the better per formance of the bi-directional method for the 'table tennis' se quence is evident from Fig. 4 . In 'table tennis' sequence out of three VOPs, the black one corresponds to the static background and the other two are independently moving objects. In the 'ta ble tennis' sequence, though the size of the ball is very small, our algorithm is capable of segmenting the ball from the other objects.The segmentation results obtained with the dense motion vectors generated by Black and Anandan's robust optical flow es timation method [9] are given in Fig. 4(b,f) for comparison. The blurring effect at the object boundary in the proposed method is due to the insufficient information provided by the motion vec tors of compressed video stream and the smoothening effect of the spatial interpolation from the sparse motion data. Among the proposed method the bi-directional method provides a better ob ject boundary than the unidirectional method. This is due to the fact that the reliability of the motion information decreases as the temporal distance increases from the current frame.
S. CONCLUSIONS
In this paper a compressed domain automatic video object seg mentation scheme has been proposed. The performance of the system has been demonstrated on 'flower garden' and 'table ten nis' sequences. The system takes the sparse motion vectors from the compressed video stream as the only input. The sparse motion information is enriched by a motion accumulation procedure. The number of motion models for the interpolated dense motion field is automatically determined without the user's assistance using K means clustering procedure. The EM algorithm is initialized with the cluster centers to avoid the local minima and for faster conver gence. The tracking stage uses the converged motion models in the initial segmentation for subsequent frames thereby avoiding iteration. This algorithm can be implemented in a massively parallel environment, which gives the hope for online object segmenta tion. The above segmentation is performed only by taking the sparse motion vectors as input. The segmentation can be further improved by considering the spatial intensity values of the image frame, which can be obtained by partially decoding the MPEG stream.
