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FEATURE ARTICLE
Interfacing Electronic Structure Theory with Dynamics
Mark S. Gordon,* Galina Chaban, and Tetsuya Taketsugu
Department of Chemistry, Iowa State UniVersity, Ames, Iowa 50011
ReceiVed: NoVember 5, 1995; In Final Form: March 4, 1996X
This paper illustrates the utility of combining high-quality electronic structure calculations, methods for
determining reaction paths, and direct dynamics methods for studying ab initio trajectories on the fly to
develop an understanding of complex chemical reactions. The combined methods are applied to the
pseudorotation in SiH5-, competing dissociation paths for N2O2, the dissociation of FN3 into NF + N2, and
the potential energy surfaces for AlH2. These DRP results may be thought of as samples of what dynamical
processes can be encountered on each potential energy surface.
I. Introduction
A time-honored and highly effective method for devising
potential energy surfaces (PES’s) for the investigation of
molecular dynamics processes has been to fit the appropriate
multidimensional PES using data derived from some combina-
tion of experiment and electronic structure theory. This
approach has proven to be highly successful for problems
ranging from triatomic A + BC reactions1,2 to the modeling of
surface reactions.3 A bottleneck in the process, however, is the
development of a reasonable fit for the PES, such that the energy
and its first and second derivatives are continuous, and such
that all relevant parts of the PES (e.g., competing minima and
transition states) are adequately and consistently represented.
This bottleneck rapidly becomes more serious as the number
of atoms, and therefore the number of nuclear degrees of
freedom, in the system of interest increases.
An alternative to the fitting procedure that becomes increas-
ingly attractive as the complexity of the system increases is the
direct use of electronic structure results for the prediction of
dynamical properties, with a minimal amount of surface fitting.
Termed “direct dynamics”,4 this alternative becomes more
feasible as increasingly clever algorithms are developed for the
prediction of highly accurate wave functions and then applied
using modern computer architectures. Among the key develop-
ments in this regard are new electronic structure codes that push
forward the state of the art for efficiently obtaining highly
correlated wave functions,5,6 codes that take advantage of new
parallel architectures,7,8 methods for efficient evaluation of
integrals and enhanced self-consistent field convergence,9 and
clever schemes for scaling modest levels of electronic structure
results so that they may be used to predict reliable potential
energy surfaces.10-12
The minimum energy path (MEP) in mass-weighted Cartesian
coordinates, sometimes referred to as the intrinsic reaction
coordinate (IRC), is a particularly useful starting point for direct
dynamics calculations.13,14 Since it corresponds to the path an
infinitely damped reaction would follow, it serves as a baseline
reference with respect to which higher-temperature reactions
can be discussed. Effective methods for determining the MEP
have been developed15-20 and discussed in several recent
reviews.13,14 The MEP is the starting point for determination
of the reaction path Hamiltonian (RPH).21 The RPH itself can
provide important insights regarding the dynamics of a process
of interest, since it contains information regarding the curvature
of the reaction path, the coupling of the transverse vibrational
modes with the reaction path, and the coupling of the transverse
modes with each other. While determination of the MEP and
the RPH at a reliable level of theory can be time consuming,
the advances noted in the previous paragraph, as well as more
effective methods for determining energy derivatives, make such
calculations feasible for reactions of molecules of moderate size.
Closely related to the minimum energy path and the reaction
path Hamiltonian is the dynamic reaction path (DRP) method,
in which kinetic energy is added to one or more of the
vibrational modes of the system. Originally developed by
Stewart and co-workers22 for semiempirical wave functions and
subsequently extended to ab initio wave functions by Dupuis,23
this method may be thought of as a means for obtaining a
classical “trajectory on the fly”, without prior knowledge of the
potential energy surface. While this method was originally
developed to analyze dynamics of a reaction starting from a
transition state, it is clearly more generally applicable. The DRP
may be started at any convenient stationary point on a PES. In
a recent series of papers, we24-28 have demonstrated how a DRP
can be interpreted in terms of the normal modes of reactants or
products24-26 and how the DRP method may be used to develop
an effective means for studying highly curved reactions, for
which simple MEP methods break down.27,28
In this paper, we summarize some of the recent DRP/MEP
developments (section II). Then, we illustrate these methods
by applying them (section III) to several interesting problems:
(a) pseudorotation in SiH5-, (b) the decomposition of high-
energy forms of N2O2, (c) the decomposition of cyclic fluorine
azide (FN3), and (d) the potential energy surfaces of AlH2.
II. Theoretical Methods
The electronic structure methods used in this paper vary as
a function of the problem at hand. In general, stationary points
have been identified using standard ab initio electronic structure
methods that utilize analytic gradients of the self-consistent field
(SCF), multiconfigurational SCF (MCSCF),29 or quadratic
configuration interaction30 (QCI) energies. These stationaryX Abstract published in AdVance ACS Abstracts, June 15, 1996.
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points were then determined to be minima, transition states, or
higher order saddle points by calculating the Hessian (analyti-
cally for SCF wave functions and by finite differencing analytic
gradients otherwise) and verifying that there are 0, 1, or >1
negative eigenvalues, respectively. Minimum energy paths were
generally determined using either the fourth-order Runge-Kutta
algorithm18 or (more commonly) the second-order method
developed by Gonzalez and Schlegel,20 with step sizes typically
on the order of 0.15 amu1/2 bohr. These MEP’s were frequently
used as starting points for the study of reaction dynamics using
the dynamic reaction path method, in which the negative of the
energy gradient is used to obtain atomic accelerations, velocities,
and positions. So, prior knowledge of the reaction potential
energy surface is not necessary, since all degrees of freedom
are automatically contained in the calculations. Additional
details regarding basis sets and MCSCF active spaces, as well
as the details regarding the use of dynamic reaction paths, are
summarized below for the individual applications.
Several of the applications of interest involve metastable
species with low-lying electronic states having the same or
different spin relative to the electronic ground state. This can
result in surface crossings or avoided crossings, a phenomenon
that necessitates a careful analysis of the crossing region, as
well as the investigation of the possibility of nonadiabatic inter-
actions between the two states involved. The former involves
the determination of the minimum energy crossing point,31 while
the latter requires an evaluation of the spin-orbit coupling
between the two states. For two of the applications discussed
in this paper (the N2O2 and FN3 potential energy surfaces), the
spin-orbit coupling matrix elements have been determined by
calculating the full Breit-Pauli spin-orbit coupling matrix
element.32 These will be discussed in a separate paper.33
III. Applications
A. Pseudorotation in SiH5-. For carbon compounds,
pentacoordinated anionic species YCR3X- are typically transi-
tion states on some SN2 potential energy surface:
Y- + CR3X f YCR3X
- f YCR3 + X
- (1)
When the central atom is silicon, however, and especially if X
is chosen from the first or second period (e.g., H, CH3, NH2,
OH, F), the pentacoordinated species YSiR3X- is frequently
the global minimum on the potential energy surface. It is
therefore quite possible that in a silicon analog of the SN2
reaction (1), the intermediate pentacoordinated species has
sufficient time to sample several configurations via the Berry
pseudorotation process34 (Figure 1), in which an axial and an
equatorial ligand exchange their positions by a relatively low
energy process. This can have important implications for the
chemistry, since the axial vs equatorial arrangement of ligands
can play a role in determining the ultimate products of the SN2
reaction.
Pseudorotation in pentacoordinated silicon anions has been
studied in several theoretical works.35 In recent investigations,
reaction path following has been essential for verifying that the
pseudorotation process does indeed proceed from axial to
equatorial isomers via tetragonal intermediates (Figure 1),36 or
in some cases for illustrating exceptions to the Berry process.37,38
An important question is, how is the pseudorotation process
coupled to the SN2 reaction path? In particular, what role does
the initial orientation of the reactants and the initial relative
kinetic energy play in determining the balance between SN2,
pseudorotation, or simply nonreactive scattering? To address
this issue, the dynamic reaction path method has been brought
to bear25,26 on the prototypical system SiH5-.
Electron correlation plays only a small role in the energetics
of pseudorotation: for example, the pseudorotation barrier in
SiH5- is calculated to be 3 and 2 kcal/mol, respectively, at the
RHF and MP2 levels of theory.36 Figure 2 shows energy
profiles for idealized C2V (side attack) and C3V (frontal attack)
approaches of H- to SiH4. A schematic of these two approaches
is shown in Scheme 1. Table 1 lists the RHF and MP2 relative
energies for selected points along these paths. While there are
quantitative differences between RHF and MP2, they are
qualitatively the same,25 so the electronic structure calculations
described below were performed at the Hartree-Fock (RHF)
level of theory, using the 6-31++G(d,p) basis set.39
When the H- attack is restricted to the idealized C2V (side
attack) path (Scheme 1) with an initial translational kinetic energy
of less than 10 kcal/mol, there is insufficient energy to surmount
Figure 1. Illustration of Berry pseudorotation for YSiR3X-.
Figure 2. Energy profiles as a function of the Si-H- distance, r, along
the (a) C2V (side attack) and (b) C3V (front attack) optimized path,
respectively. The energies are relative to the dissociation limit.
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the barrier shown in Figure 2, and no reaction occurs; the result
is nonreactive scattering, even though the barrier is less than 9
kcal/mol (Table 1), since some of the translational energy seeps
into other modes. When sufficient (>10 kcal/mol) translational
energy is provided, the initial translational energy is transferred
into vibrational modes that correspond to the pseudorotational
motion, and the molecule pseudorotates continuously.25 For the
idealized (C3V) frontal attack, a normal-mode analysis24 reveals
that with a small amount of initial translational energy (e2 kcal/
mol), H- scattering occurs. When a larger amount of transla-
tional kinetic energy is provided, an SN2 reaction may occur,
but (somewhat surprisingly) the more likely occurrence is the
formation of a highly vibrationally excited SiH5-.25
More interesting insights regarding the H- + SiH4 reactions
are obtained when the symmetry restrictions are removed.26 The
two general (Cs) paths that have been considered are illustrated
in Figure 3. For path (a) H- is initially located a distance d
from the C2 axis and approaches SiH4 along a path that is paral-
lel to the C2 axis. Initially, r(Si-H-) ) (72 + d2)1/2 Å. For
path (b) H- approaches Si displaced by an angle θ from the C2
axis in a plane (x-y) containing the C2 and C3 axes and an ini-
tial r(Si-H-) ) 7 Å. The symmetry-conserved side attack cor-
responds to θ ) 0° or 180°, while front and back attacks cor-
respond to θ ) 54.7° and 125.3°, respectively. The angle of
initial approach has been varied between 0° and 125.3°. (Of
course, the reduced symmetry of the path gives rise to a torque
that results in rotation of SiH4 about the z-axis.) Within this
Cs subspace, there are four equivalent SiH5- structures (P1, P2,
P3, P4). The latter three are connected with P1 by Berry
pseudorotation as shown in Scheme 2, where H1 corresponds
to the initial H-, P1 results from side attack, and P2 results from
frontal attack.
To analyze the DRP using P1-P4, the distance between a
point on the DRP and a reference point Pk(fk(t)) was introduced
by utilizing a least-squares method in 3N Cartesian coordinates.26
On the basis of the magnitude of fk(t), one can classify the
reaction system at any point on the DRP as P1, P2, P3, or P4.
For the DRP starting with d ) 0.1 Å (Figures 4 a, b), all fk(t)
values initially decrease toward zero, as the H- approaches SiH4.
Since the initial location of H- is slightly displaced from the
C2 axis (side attack) toward the C3 axis (front attack), the system
attempts to form P1, as in a side attack. Around ∼70 fs, all
fk(t) go through a minimum and begin to increase for KE ) 5
kcal/mol: the approaching H- is scattered, and no SiH5- is
formed. Similarly, all fk(t) show minimum values at more than
2 bohr for KE ) 9 kcal/mol (scattering of H-), although the
system attempts to approach P2 (not P1) around ∼90 fs. This
result is the same as that which is observed for a symmetry-
conserved side attack (9 kcal/mol KE is insufficient to form
SiH5-),25 even though in this symmetry relaxed trajectory the
H- can move toward a more energetically favorable path. After
scattering, f2(t) becomes smaller than f1(t), suggesting that H-
is scattered toward the C3 axis (front attack).
Starting with d ) 0.5 Å (Figure 4, c and d) with KE ) 5
kcal/mol, the H- is scattered; however, for KE ) 9 kcal/mol
the system enters the SiH5- well. Therefore, as d increases,
the nature of the dynamics changes from side attack (with an
activation barrier) to front attack (downhill). The nature of H-
attack for d ) 0.5 Å can be seen in the nearly identical values
of f1(t) and f2(t) from t ) 0-50 fs; the H- approaches roughly
halfway between the side and front attacks. At t ) ∼5 fs, f1(t)
begins to increase and f2(t) continues to decrease. In this region,
the SiH4 moiety begins to change its geometry, due to interaction
with the approaching H-, from its equilibrium structure to P2
corresponding to front attack. H1- changes its path to the C3
axis at t ) 30-50 fs, and P2 is formed at t ) 60-90 fs. During
this period, H1 approaches close to H2 due to inertia (∼80 fs)
and then reverses. This motion leads to Berry pseudorotation
to P1 (t ) 100-120 fs). After that, Berry pseudorotation occurs
periodically (about every 50 fs) between P2 and P1. Recall that
SCHEME 1: Illustration of Side (C2W Symmetry) and
Front (C3W Symmetry) Attack of H- on SiH4
TABLE 1: RHF and MP2 Energies (kcal/mol) Relative to
SiH4 + H-
SiH5- Max (C2V) Min (C2V) r ) 3 Å (C3V)
RHF -12.8 8.5 -0.9 -2.7
MP2 -19.1 4.9 -1.3 -4.1
Figure 3. Illustration of initial stages of Cs symmetry trajectories: (a)
the H-, located with the distance of d from the C2 axis on the σ plane,
approaches SiH4 in parallel with the C2 axis; (b) the H- approaches Si
in equilibrium SiH4 from the direction of angle θ relative to the C2
axis on a σ plane with r(Si-H-) ) 7 Å.
SCHEME 2: Illustration of Four Equivalent Isomers of
SiH5- (Referred as P1, P2, P3, P4) in a Subspace of Cs
Symmetrya
a The attached H- corresponds to H1. P2, P3, and P4 lead to P1
through Berry pseudorotation.
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the pseudorotation occurs only between P1 and P3 in a
symmetry-conserved side attack, while no pseudorotation is
initiated in a symmetry-conserved front attack.25
Figure 4 also shows changes of fk(t) (k ) 1, 2, 3, 4) along
the DRP over 1 ps starting with (e) θ ) 30° and (f) θ ) 90°
with KE ) 9 kcal/mol, as examples. The former (θ ) 30°)
corresponds to a path between side and front attack, while θ )
90° is between back and front attack. For θ ) 30° (Figure 4e),
P2 is formed first (as in a frontal attack), and f1(t), f3(t), and
f4(t) undergo strong fluctuations for more than 200 fs. Around
t ) 240 fs, P2 pseudorotates to P1, and P1 in turn pseudorotates
to P4. Then, continuous Berry pseudorotations are observed:
P2 f P1 f P4 f P1 f P4 f P1 f P3 f P1 f P4 f P1 f P4
f P1 f P4 f P1 f P3 f P1 f P4 f P1 f P2. Note that all
pseudorotations occur through P1 and that the H-, approaching
SiH4 from the side, changes its direction toward frontal attack
due to the instability of the side attack path. This results in the
accompanying Berry pseudorotation.
For θ ) 90° (Figure 4f), the system attempts to form P2 ini-
tially. However, around t ) 60-75 fs, f2(t) reaches a minimum,
while f1(t) continues to decrease. This result suggests that back
attack (θ ) 125.3°) is an unstable path, similar to side attack,
and the H1- turns gradually toward the front attack path; then,
due to inertia, it crosses the frontal attack region (axial position)
to the side attack region (equatorial position), resulting in an
exchange of the smallest fk(t) (i.e., f2(t) f f1(t)). After the
system forms P1 (100 fs), it pseudorotates to P3 (∼155 fs), back
to P1 (∼217 fs), and then to P4 (∼294 fs). Until t ) 550 fs, the
system remains in P4, and then it begins to depart from the SiH5-
well. Since the H- that leaves (H3) is different from the one
that initially attacks (H1), this dynamical behavior should be
classified as an SN2 reaction. However, H3 returns to the SiH5-
well around t ) 900 fs, resulting in P4. In comparison with
these cases, the nearly frontal attack (θ ) 50°) produces a stable
complex (P2), and Berry pseudorotation does not appear to
occur, similar to the symmetry-conserved frontal attack.
Movies of the trajectories shown in Figure 4, e and f, can be
viewed by accessing the web site www.msg.ameslab.gov.
B. N2O2. The possible existence of high-energy isomers of
NO dimer, (NO)2, has been of considerable interest for some
time.40-44 While there is indirect evidence for the existence of
several such species,40,41 these isomers are metastable at best,
so accurate theoretical studies are essential. Since a charac-
teristic of such metastable high-energy species is the existence
of low-lying electronic excited states, the identification of
potential energy minima with substantial barriers on the adiabatic
ground state surface is not sufficient to establish stability. One
must also explore the possibility that surface crossings lead to
Figure 4. Changes in fk(t) along the DRP, starting in parallel to C2 axis (a-d) and skewed from the C2 axis (e-f): (a) d ) 0.1 Å, KE ) 5 kcal/mol;
(b) d ) 0.1 Å, KE ) 9 kcal/mol; (c) d ) 0.5 Å, KE ) 5 kcal/mol; (d) d ) 0.5 Å, KE ) 9 kcal/mol; (e) θ ) 30°, KE ) 9 kcal/mol; (f) θ ) 90°,
KE ) 9 kcal/mol.
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nonadiabatic couplings that decrease or even destroy the
apparent stability.31
Structures of five of the most interesting high-energy isomers
of N2O2 and some related transition states are given in Figure
5. Since the MCSCF(10,10) and MCSCF(14,12) isomer
geometries are essentially the same, only those obtained using
the smaller active space are shown. The N2O2 energetics are
given in Table 2. The energetics have been calculated with
both MCSCF and multireference second-order perturbation
theory (CASPT245) and two basis sets, 6-31G(d)39 and
6-311++G(2d).46 The MCSCF wave functions, which correct
for errors at the Hartree-Fock level due to near degeneracies,
were performed by including 10 orbitals and 10 electrons in
the active space. The 10 orbitals correspond to the five NN
and NO bonds in the various isomers. These MCSCF wave
functions are the starting point for the CASPT2 calculations,
intended to account for the dynamical correlation. The effect
of basis set improvement on the relative energies is small, with
corrections of just a few kcal/mol. On the other hand, the
addition of dynamic correlation has a much larger effect, with
corrections ranging from 8 to 23 kcal/mol. All five isomers
shown in Figure 5 are much higher (50-80 kcal/mol) in energy
than two NO.
The stability of the asymmetric dimer of NO (a-N2O2 (4))
with respect to spin-forbidden radiationless decay has been
investigated.47 The spin-allowed decay channel a-N2O2(1A′) f
N2O(X1Σ+) + O(1D) is endoergic. However, the spin forbidden
decay channel a-N2O2(1A′) f N2O(X1∑+) + O(3P) is exoergic.
Large-scale multireference CI wave functions, approximately
300 000-1 400 000 configuration state functions, based on
double ú plus polarization and triple ú plus polarization basis
sets, were used to study this process. The minimum energy
crossing point of the ground singlet state and the lowest excited
triplet state was determined, as was the interstate spin-orbit
coupling. This electronic structure data was used in the context
of a simple one-dimensional model to show that a-N2O2 is
rapidly predissociated to N2O(X1∑+) + O(3P). So, this isomer
is unlikely to exist.
We now turn to the other high-energy isomers of N2O2 (1, 2,
3). Two of these (1, 2) may be thought of as bicyclo analogs
of isoelectronic bicyclobutane. These two bicyclic isomers are
predicted to be 49 and 82 kcal/mol above two NO, at the
CASPT2/6-311+G(2d) level of theory. The planar ring 3 is
53 kcal/mol above two NO at the same level of theory.
Preliminary investigations33 suggest that these three isomers are
stable with respect to spin-orbit coupling to a dissociative
triplet.
The transition state for decomposition of 1 to 2NO and the
associated energetics are shown in Figure 5 and Table 2,
respectively. For the energetics, an expanded (14 electron, 12
orbital) active space was used, in addition to the 10 electron,
10 orbital active space noted above. The additional electrons
and orbitals correspond to the lone pair on each oxygen that
interacts with the pi space. The expanded active space has only
a small effect on the (roughly 50 kcal/mol) barrier height or on
the predicted 50 kcal/mol dissociation exothermicity. However,
the incorporation of the two lone pairs is essential to obtain a
smoothly varying wave function that connects reactants with
products. This is shown in Figure 6a, where small black circles
correspond to the minimum energy path (MEP) for this reaction
at the MCSCF(10,10)/6-31G(d) level of theory, and open circles
correspond to single point MCSCF(14,12)/6-31G(d) energies.
The MCSCF(14,12) minimum energy path is shown in Figure
6b. The barrier height for this reaction is about 40 kcal/mol at
the best, CASPT2/MCSCF(14,12), level used here. Figure 6c
illustrates the CASPT2/MCSCF(14,12) energies for the lowest
singlet (1A′) and triplet (3A′′) states at selected geometries along
the ground singlet state MEP. The repulsive 3A′′ does indeed
cross the singlet before the transition state (that is, on the reactant
side), but this crossing is predicted to occur at an energy that is
about 32 kcal/mol above the reactant well. So, it is likely that
isomer 1 exists and might be isolated.
The MCSCF(10,10) and MCSCF(14,12) transition state for
the decomposition of isomer 3 into two NO is shown in Figure
5. Note that although 3 is planar, the transition state is twisted
by about 15°. The MCSCF(10,10) reaction path is shown in
Figure 7. Also shown are CASPT2 single point energies for
singlet and triplet states calculated at several points along the
IRC path. The height of the barrier is estimated at about 20
kcal/mol. This number is rather reproducible at different levels
of theory (Table 2). The lowest triplet state is higher in energy
than the singlet state for all points along the reaction path at
the CASPT2/MCSCF(10,10) level of theory. When the calcula-
tions are repeated using the larger MCSCF(14,12) active space,
the CASPT2/MCSCF(14,12) triplet is found to be 4 kcal/mol
lower than the corresponding singlet, at the transition state
geometry. Although the triplet state is close to the singlet in
energy in the transition state region, the triplet energy is much
higher in the reactant channel. So, it is unlikely that in this
case or in the case of the D2h isomer, the singlet-triplet crossing
Figure 5. Geometric parameters (bond lengths in Å, angles in deg)
for N2O2 high-energy isomers[MCSCF(10,10)/6-31G(d)] and transition
states [MCSCF(10,10) and MCSCF(14,12)/6-31G(d)].
TABLE 2: N2O2 Energetics (kcal/mol)a
1b 2b 3b 4b 5b TS1c TS2d TS3e
A 71.0 71.2 41.6 60.3 66.0 50.9 19.8 28.7
B 49.0 77.3 47.7 79.3 53.0 54.3 19.6 19.0
C 71.7 73.2 47.0 57.1 68.4 48.5 20.2 31.9
D 48.7 81.9 53.1 75.5 55.7 52.2 20.5 19.5
E 47.5 22.6
F 41.5 18.5
G 39.4 18.7
a A ) MCSCF(10,10)/6-31G(d); B ) CASPT2//MCSCF(10,10); C
) MCSCF(10,10)/6-311+G(2d); D ) CASPT2//MCSCF(10,10)/
6-311+G(2d); E ) MCSCF(14,12)/6-31G(d); F ) CASPT2//MC-
SCF(14,12); G ) CASPT2//MCSCF(14,12)/6-311+G(2d). b Relative
to 2 NO. c Relative to 1. d Relative to 3. e Relative to 2.
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will prevent detection of isomer 3. More careful calculations
in the singlet-triplet crossing region, including determination
of the nonadiabatic interactions31 are, of course, desirable.
Part of the potential energy surface for the bicyclic isomer 2
is shown in Figure 5 and Table 2. At the MCSCF(10,10)/
6-31G(d) level of theory, a transition state is found that connects
this isomer with a previously unknown minimum on the N2O2
potential energy surface. When dynamic correlation (CASPT2)
is included in the calculation, the new isomer 5 is predicted to
be 26 kcal/mol lower in energy than 2, and the 2 f 5 barrier
height is 19 kcal/mol. Isomer 5 can then isomerize through
another transition state to the low energy trans planar isomer.
This part of the potential surface is still under study and will
be discussed in a later paper.
C. FN3. Acyclic fluorine azide (FN3) decomposes into
N2(X1Σg+) + NF(a1∆) with an experimental activation barrier
of 15 kcal/mol.48 Theoretical calculations of the potential energy
surface (PES) for the dissociation, including electron correlation
via configuration interaction (CI) and fourth-order perturbation
theory (MP4) with zero-point energy (ZPE) corrections, predict
a barrier height of about 12-16 kcal/mol,49,50 in good agreement
with the experimental value. Both experimental and theoretical
studies predict a singlet-triplet crossing to lie outside the barrier,
that is, in the (product) N2(X 1Σg+) + NF(X 3Σ-) channel.
We have recently discovered cyclic isomers on the lowest
singlet and triplet PES of N3F.51 The geometrical parameters
of these stationary points and barrier heights for isomerization
and dissociation were determined at the multiconfigurational
self-consistent field (MCSCF)29 level of theory using the
standard 6-31G(d) basis set.39 Relative isomer energies and
barrier heights were recalculated using multireference second-
order perturbation theory (CASPT2)45 and multireference con-
figuration interaction (MRCI),5 with larger 6-311G(d) and
6-311G(2d) basis sets.46 The three basis sets are referred to
below as 1, 2, and 3, respectively.
The new metastable cyclic isomer of N3F (Cs symmetry) is
endoergic relative to the open N-N-N-F isomer 1 (1A′))
(Table 3 and Figure 8). The cyclic isomer 2 (1A′) (Table 3)
has one NdN double bond, R(N1N2) ∼ 1.2 Å and two weak
N-NF single bonds. The NF group, R(N3F) ∼ 1.35 Å, forms
an angle (≡θ) of ∼ 105° with the plane of the ring. This
structure was verified to be a minimum at all levels of theory
used in this paper.
Figure 8 and Tables 3 and 4 give the geometrical param-
eters and energies of the cyclic triplet structure 5 (3A′′). The
triplet cyclic isomer is very high in energy, about 70-80 kcal/
mol higher than the ground state singlet open isomer at the
CASPT2/MCSCF(6,6)/1 level of theory. Although it is stable
kinetically (see below), it will decay radiatively to the ground
singlet state.
The decomposition of cyclic N3F to N2(X1Σg+) + NF(a1∆)
was studied using multiconfigurational wave functions. The
minimum active space (6,6) necessary for a correct qualitative
description of the dissociation process includes three bonding
Figure 6. Reaction path for decomposition of D2h isomer (1) to two
NO: (a) MCSCF(10,10)/6-31G(d) IRC path and MCSCF(14,12)/6-31G-
(d) single point energies (open circles); (b) MCSCF(14,12)/6-31G(d)
reaction path and CASPT2/MCSCF(14,12)/6-31G(d) single point
energies; (c) CASPT2/MCSCF(14,12)/6-31G(d) energies for singlet
(1A′) and triplet (3A′′) states along the dissociation reaction path.
Figure 7. MCSCF(10,10)/6-31G(d) reaction path for decomposition
of C2V isomer (3) to two NO molecules.
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orbitals (the 10a′, 11a′, and 4a′′ orbitals, corresponding to two
N2-NF bonds and the N-N pi-bond) and the three correspond-
ing antibonding orbitals (the 5a′′, 6a′′, and 12a′ orbitals). Upon
dissociation, these orbitals convert to two pi(N-N), two pi*-
(N-N), and two pi*(N-F) orbitals. The MCSCF(6,6)/1 treat-
ment was used to locate the transition state and analyze the
MEP connecting the transition state with the cyclic isomer and
products of dissociation. The MEP is dominated by R(N2-
NF). The MCSCF natural orbital occupation numbers are listed
in Table 5, where it is seen that the occupation number of the
4a′′ orbital decreases from 1.93 (essentially doubly occupied)
in the cyclic isomer to 1.0 in the dissociation products.
Simultaneously, the 12a′ orbital increases its occupation from
0.05 to 1.0. Thus, this wave function dissociates to N2
(X1Σg+) + NF(a1∆) with two half-occupied pi*(N-F) orbitals.
The geometry of the transition state was reoptimized at the
MCSCF(10,10) level of theory. The larger active space was
constructed by adding two bonding orbitals, σ(N-N) and σ-
(N-F), and the two corresponding antibonding orbitals to the
(6,6) active space. The transition state at the MCSCF(10,10)
level is similar to the MCSCF(6,6) level result, although R(N3-
F) and R(N2-N3) increase by 0.06 and 0.05 Å, respectively
(Table 3).
The height of the barrier to dissociation was recalculated using
the CASPT2 method with (6,6), (10,10), and (10,8) active spaces
using BASIS-1. Unlike the (10,10) active space the (10,8) active
space added two doubly occupied nitrogen lone pairs to the (6,6)
active space. Upon dissociation, these lone pairs become two
pi(N-F) orbitals. Single point CASPT2 (10,10) calculations
were also performed using BASIS-2 [6-311G(d)] and BASIS-3
[6-311G(2d)]. As seen in Table 4, there is little variation in
the CASPT2 predicted barrier heights, as a function of active
space or basis set. The predicted barrier is in the 13-17 kcal/
mol range. The exothermicity of the dissociation from the cyclic
isomer is predicted to be 11-14 kcal/mol at the CASPT2/2 and
CASPT2/3 levels.
The MCSCF(6,6)/1 transition state for the dissociation of
the triplet cyclic isomer to N2(X1Σg+) and NF(X3Σ-) has
TABLE 3: Geometrical Parametersa
method R(N1N2) R(N2N3) R(N3F) ∠N1N2N3 θ N1N2N3F
Open Isomer 1 (1A′)
MCSCF(6,6)/1 1.127 1.255 1.377 173.2 104.9b 180.0
MCSCF(10,10)/1 1.134 1.278 1.469 175.1 102.1b 180.0
Cyclic Isomer 2 1A′
MCSCF(6,6)/1 1.198 1.528 1.358 66.9 105.3
MCSCF(10,10)/1 1.229 1.500 1.440 65.8 104.7
Transition State 3 (1A′)c
MCSCF(6,6)/1 1.139 1.904 1.322 72.6 102.5
MCSCF(10,10)/1 1.149 1.952 1.381 72.9 100.7
Cyclic Isomer 5 (3A′′)
MCSCF(6,6)/1 1.458 1.368 1.342 57.8 122.9
Transition State 6 (3A′′)d
MCSCF(6,6)/1 1.416 1.646 1.340 51.1 126.8b -89.5
a Distances in Å, angles in deg. b Angle N2N3F. c Transition state for decomposition of 2 (1A′) to N2 + NF(a1∆). d Transition state for decomposition
of 5 (3A′′) to N2 + NF(X3Σ-).
Figure 8. Structures of the stationary points on the PES’s of singlet
and triplet N3F. Singlet: 1,2 minima, 3 transition state; triplet: 4,5
minima, 6 transition state.
TABLE 4: Energeticsa
2 (1A′)
method Etot Erel
1 (1A′)
Erel
3 (1A′)
Erel
N2 + NF(a1∆)
Erel
MCSCF(6,6)/1b -262.698 93 0.0 -1.1 10.6 -24.5
SOICCI(6,6)/1c -262.755 20 0.0 11.2 -14.5
MRCI(6,6)/1c -263.197 29 0.0 12.2 -12.0
CASPT2(6,6)/1c -263.244 80 0.0 -16.7 13.2 -12.4
MCSCF(10,8)/1c -262.709 92 0.0 6.9 -19.7
CASPT2(10,8)/1c -263.247 70 0.0 12.8 -11.6
MCSCF(10,10)/1b -262.791 17 0.0 -2.0 18.0 -11.9
SOICCI(10,10)/1d -262.904 89 0.0 20.1 0.1
CASPT2(10,10)/1d -263.249 97 0.0 -15.4 16.9 -8.4
MCSCF(14,12)/1d -262.807 26 0.0 10.7 -18.7
MCSCF(10,10)/2d -262.859 04 0.0 18.3 -14.1
CASPT2(10,10)/2d -263.453 32 0.0 17.6 -11.0
MCSCF(10,10)/3d -262.869 48 0.0 16.7 -14.2
CASPT2(10,10)/3d -263.507 53 0.0 13.7 -13.7
5 (3A′′)
Etot Erel
6 (3A′′)
Erel
N2 + NF(X3Σ-)
Erel
MCSCF(6,6)/1b -262.560 99 86.6 96.2 -65.7
CASPT2(6,6)/1c -263.151 51 57.3 74.4 -49.9
MCSCF(10,10)/1c -262.659 29 82.8 95.8 -54.8
CASPT2(10,10)/1c -263.152 76 61.0 77.3 -45.2
a Total energies in hartrees, relative energies in kcal/mol. b Structure
optimized at indicated level. c Based on the MCSCF(6,6)/1 geometry.
d Based on the MCSCF(10,10)/1 geometry.
TABLE 5: MCSCF Natural Orbital Occupation Numbers
orbital 10 a′ 11 a′ 4 a′′ 5 a′′ 6 a′′ 12 a′
cyclic 1.914 1.943 1.929 0.086 0.078 0.050
transition state 1.927 1.897 1.900 0.073 0.104 0.099
point 5 1.934 1.929 1.678 0.066 0.071 0.322
point 10 1.935 1.934 1.314 0.065 0.066 0.686
point 15 1.935 1.934 1.101 0.065 0.066 0.899
point 20 1.935 1.935 1.020 0.065 0.065 0.980
point 27 1.935 1.935 0.992 0.065 0.065 1.008
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no symmetry. Its structure 6 (3A′′) is shown in Figure 8 and
the geometrical parameters are given in Table 3. The N2-NF
bond lengths are considerably shorter in the cyclic triplet than
in the corresponding singlet. The height of the barrier estimated
by a single point CASPT2/MCSCF(10,10)/1 calculation at the
MCSCF(6,6)/1 geometry is∼16 kcal/mol, and the exothermicity
of the reaction is about 106 kcal/mol.
The CASPT2(10,10)/1 triplet cyclic isomer 5 (3A′′) is 61 kcal/
mol higher in energy than the corresponding singlet 2 (1A′).
At the same level of theory, the asymptote N2(X1Σg+) +
NF(X3Σ-) is 36.8(36.95) kcal/mol below the singlet asymptote,
N2(X1Σg+) + NF(a1∆), in excellent agreement with the experi-
mental value52 given parenthetically. Thus the 11A′ and 13A′′
potential energy surfaces must cross. This crossing may lead
to spin-forbidden predissociation of the 2(1A′) moiety. Note
that the energy recovered from singlet cyclic N3F would be 45
kcal/mol, rather than 8 kcal/mol, if the spin-forbidden path were
followed. At the singlet transition state E(11A′) - E(13A′′) ∼
-1 kcal/mol at the CASPT2(10,10)/1 level of theory, suggesting
a crossing in this region. Using methods developed by
Yarkony,31 it has been determined that the minimum energy
crossing point (MECP) occurs “behind” the barrier to spin-
allowed dissociation, so that spin-forbidden predissociation will
not prevent observation of cyclic N3F.
Attempts to locate a transition state for the rearrangement
between the open and cyclic isomers on the singlet PES were
unsuccessful at all calculational levels except for GVB(1P)/1.
The height of the GVB(1P)/1 isomerization barrier (11.5 kcal/
mol from the cyclic isomer) is close to the barrier height for
dissociation of the cyclic isomer at this computational level (11.8
kcal/mol). At the MCSCF(6,6)/1 and MP2/1 levels of theory,
the cyclic isomer dissociates to N2(X1Σg+) + NF(a1∆) before it
reaches the isomerization transition state. It is likely that the
barrier for isomerization from the cyclic isomer is higher than
the barrier to dissociation of this isomer and therefore that the
intramolecular rearrangement between the cyclic and open
singlet isomers does not occur.
To understand the process of dissociation of the singlet cyclic
isomer better, we have performed MCSCF(6,6)/6-31G(d) clas-
sical trajectory (DRP) calculations starting from the equilibrium
structure of the cyclic isomer. The vibrational normal modes
for this isomer are shown in Figure 9. An initial kinetic energy
ranging from 10 to 20 kcal/mol was given in the direction of
mode 4, the N2-NF stretching motion. Calculations were
performed with step sizes of 0.2 fs. Since the barrier height
for dissociation at this level of theory is 10.6 kcal/mol, 10 kcal/
mol of initial kinetic energy leads only to oscillations. Interest-
ingly, dissociation also does not occur when 11 and 12 kcal/
mol of initial kinetic energy is given, at least during the first
700 fs. This might be due to the fact that some of the energy
is consumed by other normal modes. Of course, it is possible
that dissociation may occur later than 700 fs, or if the initial
phase of mode 4 is changed.
Changes in kinetic and potential energies with time for
13.0, 14.0, 15.0, 15.2, and 16.0 kcal/mol are shown in Figure
10, a, b, c, d, e, respectively. The corresponding coordinate
changes in terms of the normal modes of the equilibrium
structure are shown in Figure 11. Only modes with nonzero
contributions (symmetric modes Q2, Q4, Q5, and Q6) are
shown. It may be seen from these figures that when 13, 14, or
15 kcal/mol of kinetic energy is provided, the molecule under-
goes several oscillations during the first 200-500 fs and then
dissociates to N2 + NF fragments. When more than 15 kcal/
mol initial kinetic energy is provided (15.2 kcal/mol and higher),
the molecule dissociates almost immediately. In general, the
dissociation occurs sooner when more initial kinetic energy is
given. However, the time required for dissociation also depends
on how the energy gets distributed among the normal coordi-
nates with time. Although initially energy is given only to Q4,
part of the energy goes into other modes, especially Q2, the
bending motion of NF with respect to the NNN plane. As
shown in Figure 11, dissociation occurs when Q4 and Q2 come
into phase, and a resonance occurs. This explains the fact that
the dissociation sometimes occurs sooner when less energy is
given; for example, the molecule dissociates after about 200 fs
at 14 kcal/mol kinetic energy and about 300 fs for 15 kcal/mol.
The direction in which the kinetic energy is initially provided
also has a significant effect on the resulting trajectory. This is
illustrated in Figure 12, a-e, where the same amounts of initial
kinetic energy are provided, but in the negative direction of
normal mode 4 (the negative direction corresponds to bringing
N2 and NF closer together). This results in much faster
dissociation in the case of KE ) 14 and 15 kcal/mol (after about
50 and 80 fs as compared to about 300 and 200 fs in Figure 10,
b and c), but the dissociation occurs later when KE ) 15.2 and
16.0 kcal/mol (see Figure 12d,e vs Figure 10d,e). Dissociation
also accurs later in the case of KE ) 13 kcal/mol initial (Figure
12a). This illustrates that the results of DRP calculations are
very sensitive to initial phases of normal modes, and to mode-
mode interactions along the trajectory.
Since the potential energy of the dissociation products is 24.5
kcal/mol lower than that of singlet cyclic isomer at the MCSCF-
(6,6) level of theory, the kinetic energy of N2 + NF dissociation
fragments is 37.5 or 39.5 kcal/mol when 13 or 15 kcal/mol of
initial kinetic energy is provided. This is probably overestimated
by about 10 kcal/mol (see energetics at the CASPT2 level in
Table 4).
D. AlH2. There has been considerable recent interest in the
possible existence of weakly interacting complexes between the
lighter metals M in the second and third periods and clusters of
molecular hydrogen.53-72 Here, we focus on M ) Al.
The initial calculations were carried out using the quadratic
configuration interaction method QCISD(T)30. Fourth-order
perturbation theory (MP4SDQ)73 was used for large complexes
that contain 4-6 H2 molecules. The basis sets used were
augmented correlation consistent valence-triple-ú (aug-cc-
pVTZ75-77). This computational method was first tested for
Li- -H2 and B- -H2 complexes, since these species have been
Figure 9. Normal modes and frequencies of vibrations for N3F singlet
cyclic isomer (MCSCF(6,6)/6-31G(d)).
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calculated previously using multireference configuration interac-
tion (MRCI) methods and large basis sets.57,69 The comparison
of our QCISD(T) and MP4SDQ results with those of Konow-
alow for LiH257 and Alexander for BH269 are presented in Table
6. For the equilibrium geometry of the B- -H2 complex, found
by Alexander,69 the dissociation energy is 128 cm-1 at the
QCISD(T)/aug-cc-pVTZ level of theory as compared with 121
cm-1 obtained with MRCI(D)/aug-cc-pVTZ.69 Dissociation
energies for Li- -H2 complexes are also in good agreement with
ref 57: 15 vs 17 cm-1 for the linear complex and 9 vs 11 cm-1
for perpendicular one. (The perpendicular structure, however,
is found to be a transition state on the potential energy surface
of Li-H2 at the QCISD(T) level of theory). It is also seen
from Table 6 that MP4SDQ consistently reproduces QCISD-
(T) results, while QCISD significantly underestimates binding.
The results obtained using different basis sets from pVDZ to
pVQZ are shown in Table 6 for B and Al complexes. In
general, pVDZ is not an adequate basis set for such calculations,
but pVTZ and pVQZ yield very similar results, so the pVTZ
basis set is adequate. It has been shown78-82 that the augmented
correlation consistent pVTZ basis set is converged with respect
to basis set superposition errors.
The QCI calculations were performed using the Gaussian-
92 program.83 Since QCISD(T) analytic gradients are not
Figure 10. Kinetic and potential energy changes with time. The initial kinetic energy given in positive direction of normal mode 4 is 13.0 (a),
14.0 (b), 15.0 (c), 15.2 (d), and 16.0 (e) kcal/mol.
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available, the potential energy surfaces for M- -H2 van der
Waals complexes were studied by calculating grids of single-
point energies at different values of M-H2 and H-H distances.
The structures found to be minima on the potential energy
surfaces with restricted symmetry were verified to be minima
or transition states by calculating numerical hessians. Three
complexes were found for the Al-H2 system: linear 2Σ, and
perpendicular 2B2 and 2B1. As in the case of the boron com-
plexes, the most stable Al-H2 complex is found for the 2B2
state (De ) 204 cm-1). The addition of H2 molecules increases
the stability of the complex in an almost additive manner. At
the MP4SDQ level of theory, the stabilization for 1, 2, 3, and
4 H2 molecules is 184, 371, 560, and 747 cm-1, respectively.
The potential energy surface for AlH2 was studied using
multiconfigurational SCF (MCSCF) and multireference CI
wave functions and the aug-cc-pVTZ basis set. The MCSCF
active space consisted of five valence electrons distributed
among 6 active orbitals. In the dissociation limit these cor-
respond to the four valence orbitals of Al and the σ and σ*
orbitals of H2. Internally contracted multireference CI cal-
culations (MRCI) were based on this MCSCF(5,6) reference
space.
Figure 11. Changes of normal coordinates in terms of normal modes of N3F cyclic isomer. Notations a, b, c, d, e correspond to those of
Figure 10.
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Potential energy surfaces within C2V symmetry were obtained
for the lowest 2A1 and 2B2 states using single-state MCSCF wave
functions. In order to obtain a consistent picture of the crossing
region, Cs potential surfaces were calculated with state-averaged
MCSCF and MRCI wave functions, based on a two-state
reference wave function. The two states averaged were the
lowest 2A′ states reduced from the 2A1 and 2B2 states after
lowering the symmetry from C2V to Cs.
Contour plots of the MCSCF energy as a function of R(Al-
H2) and r(H-H) distances for pure 2A1 and 2B2 states are shown
in Figure 13a. (The MRCI surfaces are essentially the same
and are not shown.) The thick solid line on these pictures
corresponds to the crossing seam between the 2A1 and 2B2 states.
The 2A1 state is lower in energy for short R(Al-H2) and long
r(H-H) distances (upper left portion of the figures) and has an
AlH2 minimum (stable hydride) that is 17 kcal/mol lower than
dissociation products Al + H2. The AlH2 molecule has an
Al-H bond distance of 1.59 Å and an HH distance ) 2.74 Å.
The valence electron configuration corresponding to this
compound is 4a1(2) 2b2(2) 5a1(1). In addition to the AlH2
minimum, the 2A1 potential energy surface has a stationary point
corresponding to a transition state, but this point is located on
the higher part of the 2A1 surface and is 76 kcal/mol above the
Al + H2 dissociation limit at the MRCI level of theory (83 kcal/
Figure 12. Kinetic and potential energy changes with time. The initial kinetic energy given in the negative direction of normal mode 4 is 13.0
(a), 14.0 (b), 15.0 (c), 15.2 (d), and 16.0 (e) kcal/mol.
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mol at the MCSCF level). Its geometrical structure corresponds
to R(Al-H2) ) 1.79 Å and r(H-H) ) 1.02 Å.
In contrast, the 2B2 state is lower for longer R(Al-H2) and
shorter r(H-H) distances (lower right portion of the figures).
There is only a slight minimum on the 2B2 surface corresponding
to a weak van der Waals complex. Its electron configuration
is 4a1(2) 5a1(2) 2b2(1) with the singly occupied b2 (py of Al)
orbital parallel to the H-H bond. The binding energy for the
complex is found to be 318 cm-1 at the MRCI level of theory,
based on the pure 2B2 MCSCF(5,6) wave function (the complex
does not exist at the MCSCF level of theory) and 279 cm-1
using MRCI based on a state-averaged MCSCF wave function
with equal contributions from the lowest 2B2, 2A1, and 2B1 states
corresponding to the three different orientations of a singly
occupied p orbital with respect to the H-H bond. The predicted
binding energies are somewhat larger than that predicted using
QCISD(T) (Table 6).
The minimum energy crossing point for the 2A1 and 2B2 states
is found to be 27 kcal/mol above the Al + H2 dissociation limit
at the MRCI level of theory (32 kcal/mol at the MCSCF level).
The geometry of the minimum energy crossing point corre-
sponds to R(Al-H2) ) 1.51 Å and r(H-H) ) 1.68 Å at the
MRCI level of theory, and R(Al-H2) ) 1.55 Å and r(H-H) )
1.76 Å at the MCSCF level of theory.
A MCSCF(5,6) steepest descent path was determined starting
from the minimum energy crossing point in the direction of
the negative of the gradient on both the 2A1 (downhill in energy
to the stable AlH2 compound) and 2B2 (downhill to Al + H2)
surfaces. These are illustrated in Figure 13. A second reaction
path was determined, starting from the 2A1 transition state. This
path leads to AlH2 in one direction and to Al + H2 in the other
direction. The electron configuration changes during this
reaction from 4a1(2) 2b2(2) 5a1(1) in AlH2 to 4a1(2) 5a1(2) 6a1-
(1) in Al + H2. Our conclusion is that the reaction Al + H2 w
AlH2 is more likely to occur through the 2B2-2A1 crossing than
via the very high energy 2A1 transition state.
The reaction Al + H2 w AlH2 could actually proceed through
an aVoided crossing by breaking the C2V symmetry to Cs. To
consider this possibility we have calculated sections of the Cs
potential energy surface, using the AlXH angle θ ) 85° and
80°, where X is the midpoint of the H-H bond. Since we used
state-averaged MCSCF wave functions for these calculations,
for comparison purposes we have also recalculated the θ ) 90°
surface using Cs symmetry and state-averaged MCSCF. The
MCSCF contour plots for θ ) 90° and 85° are shown in Figure
13b. (Again, the MRCI plots are similar.) As can be seen, the
position of the barrier (or, more correctly, the minimum point
on the ridge) is higher in energy for the 85° surface, than for
90°. This point is even higher for the 80° surface.
Several points with angle θ between 90° and 80° were
calculated with R(Al-H2) ) 1.51 Å and R(H-H) ) 1.68 Å
frozen at their values found for the C2V minimum energy
crossing point. The energy of the lower 2A′ state goes down
very slightly (a few cm-1) at 89.5° and then goes up, while the
upper state energy always goes up as θ decreases from 90°.
The fact that there is almost no energy lowering when distorting
to Cs symmetry suggests that there is very little interaction
between these two states. The minimum energy crossing point
found for C2V symmetry is therefore a good estimate for the
barrier height for the insertion reaction Al + H2 w AlH2. This
is 27 kcal/mol at the best level of theory and is probably
sufficient for the van der Waals complex to be kinetically stable.
In addition, since the interaction between the two states is so
small, the likelihood of surface hopping via nonadiabatic
interactions is also small. This should enhance the stability of
the van der Waals complex.
IV. Conclusions
We have presented a series of calculations that were designed
to illustrate the advances that have been made in combining ab
initio electronic structure calculations with dynamics methods,
thereby enhancing one’s ability to use accurate quantum
chemistry calculations for the prediction and interpretation of
reaction dynamics. Both SCF and MCSCF wave functions have
been utilized for the direct calculation of classical trajectories,
and there is no reason (other than computer time limitations)
why other popular methods that include electron correlation
(e.g., MP2, MRCI, CASPT2, CCSD(T)) could not be used in a
similar manner, given the appropriate analytic gradient codes.
It is especially important to consider the current advantages
and limitations of using DRP-like methods with ab initio
wavefunctions. The clear advantage is that, as the number of
atoms in the system of interest increases, a systematic deter-
mination of the potential energy surface becomes increasingly
difficult, as does the subsequent process of fitting the resulting
points to an analytic representation. Methods like the DRP do
not require prior knowledge of the global potential energy
surface, although determination of the stationary points and
associated minimum energy reaction paths is desirable.
On the other hand, since these calculations are obtained from
ab initio electronic structure wave functions, they can be quite
time-consuming. For example, the trajectories shown in Figure
4e and 4f represent roughly 10 000 points. Each point repre-
sents a SCF/6-31++G(d,p) energy + gradient. This amounts
to a total CPU time of about 51 h on an IBM RS6000/380. So,
performing such calculations represents a substantial commit-
ment of computer time. Of course, it is equally important to
keep in mind that (a) continued hardware improvements will
make such calculations increasingly feasible, even for correlated
wave functions, and (b) the energy and gradient determinations
are quite scalable. Thus, it is not unreasonable to expect to
make use of (for example) 64 nodes of a parallel computer to
reduce the computational effort by at least an order of
magnitude. The GAMESS code,7 for example, scales quite well
for both SCF and MP2 for problems of moderate size (200 or
more basis functions).
It must also be pointed out that traditional trajectory calcula-
tions3 use a statistical sampling to obtain reliable kinetic data.
TABLE 6: Comparison of Different Methods and Basis Sets
M state R(M-Xa)), Å De, cm-1 method
Li 2Σ 5.2 13 MP4SDQ/aug-cc-pVTZ
5.2 13 QCISD/aug-cc-pVTZ
5.2 15 QCISD(T)/aug-cc-pVTZ
5.1 17 ICF-CI/CASSCFb
B 2B2 3.1 121 MR-CI(D)/aug-cc-pVTZc
115 MP4SDQ/aug-cc-pVDZ
98 QCISD/aug-cc-pVDZ
119 QCISD(T)/aug-cc-pVDZ
121 MP4SDQ/aug-cc-pVTZ
102 QCISD/aug-cc-pVTZ
128 QCISD(T)/aug-cc-pVTZ
116 MP4SDQ/cc-pVTZd
100 QCISD/cc-pVTZ
127 QCISD(T)/cc-pVTZ
119 MP4SDQ/cc-pVQZd
101 QCISD/cc-pVQZ
130 QCISD(T)/cc-pVQZ
Al 2B2 3.22 152 QCISD(T)/aug-cc-pVDZ
204 QCISD(T)/aug-cc-pVTZ
210 QCISD(T)/aug-cc-pVQZ
a X ) midpoint of H-H bond. r(H-H) ) 0.742 Å. b Reference
57. c Reference 69. d Augmented basis set on H atoms.
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In contrast, most of the calculations we have described here
correspond to single trajectories for a particular kinetic energy
(the exception is the change in phase for FN3). While there is
nothing aside from computer time considerations preventing
DRP calculations to be performed by randomly choosing several
starting points in a manner analogous to traditional semiclassical
trajectory studies, we have not yet done this in a systematic
manner. So, the results we present here would not provide a
reliable estimate of dynamic or kinetic parameters (e.g., a rate
constant). Rather, these DRP results should be thought of as
samples of what dynamical processes can be encountered on
each potential energy surface. This can, in itself, provide
information that is quite revealing. For example, the DRP
results for the attack of H- on silane are certainly suggestiVe
that the starting relative orientation of the two fragments can
have a major impact on the resulting dynamical behavior.
Similarly, the DRP results for FN3 and SiH5- illustrate how
the coupling between modes can have an impact on the
subsequent dynamics. At the very least, the DRP calculations
can provide important qualitative insights regarding the chem-
istry of interest. The extension of these methods for the
treatment of multiple electronic states, the inclusion of nona-
diabatic interactions, and the incorporation of tunneling present
a greater challenge.
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Figure 13. (a) MCSCF(5,6)aug-cc-pvtz potential energy surfaces of Al-H2 in C2V symmetry: 2A1 and 2B2 states; (b) SA-MCSCF(5,6)/aug-cc-pvtz
potential energy surfaces of Al-H2 in Cs symmetry: angle∠AlXH ) 90° and 85°, X ) midpoint of H-H bond. Thick contour lines correspond
to -243.030 au, and energy increment is 0.005 au.
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