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THE SO(3)-INSTANTON MODULI SPACE AND TENSOR PRODUCTS
OF ADHM DATA
JAEYOO CHOY
Abstract. LetMK
n
be the moduli space of framedK-instantons with instanton number
n over the four-sphere S4 when K is a compact simple Lie group of classical type. Due
to Donaldson’s theorem [13], its scheme structure is given by the regular locus of a GIT
quotient of µ−1(0) where µ is the moment map on the associated symplectic vector space
of ADHM data.
A main theorem of this paper asserts that µ is flat for K = SO(3,R) and any n ≥ 0.
Hence we complete the interpretation of the K-theoretic Nekrasov partition function for
the classical groups [29] in term of Hilbert series of the instanton moduli spaces together
with the author’s previous results [10][11].
We also write ADHM data for the second symmetric and exterior products of the as-
sociated vector bundle of an instanton. This gives an explicit quiver-theoretic description
of the isomorphism MK
n
∼=MK′n for all the pairs K,K ′ with isomorphic Lie algebras.
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1. Introduction
The K-theoretic Nekrasov partition function was proposed by Nekrasov [27] to deter-
mine the non-perturbative part of the 5-dimensional N = 1, 2 supersymmetric gauge
theory. For a given gauge group K, it is given by the index of coupled Dirac operators
on spinors on K-instantons ([27, §2.1.2]); in particular in algebro-geometric terminology,
it is the equivariant integration of the structure sheaf of the moduli scheme in the Gro-
thendieck group of coherent sheaves. There are several definitions of the moduli space
of K-instantons as schemes (cf. [4]), but these turn out to be naturally isomorphic to
each other as moduli stacks, which makes the K-theoretic Nekrasov partition functions
independent from choice of scheme structures of the moduli space.
Nekrasov and Shadchin [29] define (a version of) the K-theoretic Nekrasov partition
function as an integral formula, i.e., the equivariant integration of some K-theory class
defined over the vector space of ADHM quiver representations. The above K-theory class
is set to be the Koszul complex defining the ADHM data in the vector space. Hence the
Nekrasov-Shadchin integral formula becomes the K-theoretic instanton partition function
for the Uhlenbeck partial compactification (Uhlenbeck space, for short) whose scheme
structure is given by Donaldson [13], provided that the gauge group K is of classical type,
but not SO(3,R), SO(4,R). This fact follows from Crawley-Boevey’s result on normality
of the moduli space of quiver representations [12] for K = SU(N) in a more general
context of doubled quiver. For K = USp(N/2) the unitary symplectic group, it is due to
Panyushev [30] in the context of commuting variety (the case of rank 0 vector bundles, but
the arbitrary rank case easily follows from the base change argument as was mentioned
in [9][10]). For K = SO(N,R), N ≥ 5, this fact is proved by the author [11].
The Nekrasov-Shadchin integral formula is also proposed as a deformed Seiberg-Witten
prepotential [31]. The topological Nekrasov partition function has been understood in
this manner, as was established by Nakajima-Yoshioka [25] and Nekrasov-Okounkov [28]
independently for K = SU(N); for an arbitrary compact gauge group by Braverman-
Etingof [4]. For further motivations, see §1.2.
We have pursued an interpretation of the K-theoretic Nekrasov partition functions as
the “intrinsic” instanton partition function, more precisely the generating function of
Hilbert series for the moduli schemes MKn . Our previous results in [10][11] assure that
this is indeed the case for K = USp(N/2), N ∈ 2Z≥0 or K = SO(N,R), N ≥ 5.
The case K = SO(4,R) is rather exceptional because it is not a simple group. In this
case the Nekrasov-Shadchin integral formula is not the generating function of Hilbert
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series for MKn , but that of the symplectic quotient of the space of the ADHM data
(ADHM space, for short) ([11, §1.3]). The only remaining case among the classical groups
is K = SO(3,R). Since MSO(3,R)n ∼= MSU(2)n , the instanton partition functions should
be identical in principle, but the Nekrasov-Shadchin integral formula are not defined
intrinsically. Indeed in the computation of the integral formula, there is a difference
arising from the non-reduced components of the ADHM space for SO(3,R). It will be
clarified in the next subsection (Theorem 1.1).
At the point when the Nekrasov-Shadchin formulas for the classical gauge groups admit
an algero-geometric interpretation as generating functions of the Hilbert series, we will
survey a few interactions with the related topics in §1.2.
1.1. Main results. Let us state the main theorem on SO(3,R)-instantons after set-up
of the ADHM description of the SO(3,R)-instantons (due to Donaldson [13]).
Let n be an instanton number n ≥ 0. Let k := 4n. Let W := C3, V := Ck with the
standard orthogonal and symplectic forms respectively. First we consider the space of
ordinary ADHM quiver representations M = End(V )⊕2⊕Hom(W,V )⊕Hom(V,W ). The
orthogonal and symplectic forms induce the right adjoint maps End(V )→ End(V ), B 7→
B∗ and Hom(W,V ) → Hom(V,W ), i 7→ i∗. The ∗-invariant subspace in End(V ) is
denoted by p(V ). We define a subspace of M as
N := NV,W := {(B1, B2, i, j) ∈M|B1, B2 ∈ p(V ), j = i∗}.
Let µ be the moment map on N with respect to the natural Hamiltonian Sp(V )-action.
Now the SO(3,R)-instantons with instanton number n are bijectively corresponds to the
stable-costable ADHM quiver representations in µ−1(0) via the monad construction. Here
stability (resp. costability) means that any B1, B2-invariant subspace of V containing the
image of i coincides with V itself (resp. any B1, B2-invariant subspace of V contained in
the kernel of j is trivial). The above pair (N, µ) is also defined even if k = dimV ∈ 2Z.
We call the ADHM data in µ−1(0) as SO(3)-data. This construction works for SO(N,R)-
instantons (resp. USp(N/2)-instantons) by replacing W = C3 to CN (resp. further by
exchanging the orthogonal/symplectic structures).
A scheme structure ofMKn is given by µ−1(0)reg/Sp(V ) where ‘reg’ denotes the stable-
costable locus. It is the smooth locus of the singular symplectic quotient µ−1(0)/ Sp(V ).
Since the K-theoretic partition function is the Sp(V )-invariant part of the equivariant
push-forward of the Koszul complex class on N, it encodes only coherent sheaves over
N/ Sp(V ), but not over the genuine instanton space MKn . (Here and hereafter the in-
stanton space abbreviates the instanton moduli space; similarly Gieseker space, monopole
space, Nahm space, etc.) Therefore the K-theoretic partition function coincides with the
Hilbert series of µ−1(0)/ Sp(V ) if the Koszul complex becomes the free resolution of the
structure sheaf Oµ−1(0) as an ON-module. This amounts to µ−1(0) is a complete intersec-
tion. See the details on the definition of K-theoretic partition function in [10, §1]. The
following is the first main theorem on the scheme structures of µ−1(0) and µ−1(0)/ Sp(V ).
Theorem 1.1. Let µ be the moment map for SO(3)-data with k = dimV ∈ 2Z≥1. Then
we have the followings:
(1) µ−1(0) is a non-reduced complete intersection of dimension k
2+3k
2
with the equi-
dimensional ⌊k
4
⌋+ 1 irreducible components.
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(2) The GIT quotient µ−1(0)/ Sp(V ) is also a non-reduced of dimension k with the equi-
dimensional ⌊k
4
⌋+1 irreducible components. Each irreducible component is birational to the
product of symmetric products S
k−k′
4 A4×S k′2 (A2×F) where k′ runs over the nonnegative
integers in the set k − 4Z≥0.
Here ⌊r⌋ denotes the largest integer in R≤r where r ∈ R and F denotes the fat point
SpecC[x, y, z]/(x, y, z)2.
The second main result is the quiver description of the scheme-theoretic isomorphisms
MKn
∼=→MK ′n in terms of ADHM data. The precise statement is given in Theorem 4.13,
but it requires a description of a limit of tensor product ADHM data in the ADHM space
with respect to a C∗-action and a dilation. Here the isomorphisms mean the obvious
identifications of instanton spaces for the pairs (K,K ′) with the same Lie algebras. There
are precisely five pairs (K,K ′) among the classical groups
(USp(1), SU(2)), (SU(2), SO(3,R)), (USp(1)× USp(1), SO(4,R)),
(USp(2), SO(5,R)), (SU(4), SO(6,R)).
For each pair (K,K ′), the ADHM data of instantons are different. This implies that the
K-instanton space has two different scheme structures. Nevertheless the two different
scheme structures are isomorphic as follows: The natural isomorphism of Lie algebras
Lie(K) ∼= Lie(K ′) defines an isomorphism between the spaces of associated vector bundles,
hence induces a scheme-theoretic isomorphism MKn ∼= MK ′n as Gieseker spaces. The
Gieseker space is scheme-theoretically isomorphic to the space of ADHM data via the
monad construction.
1.2. Further motivations. The 5-dimensional N = 2 gauge theory has been interacted
with several areas of mathematics, in particular, geometry and representation theory.
A perspective from physics [18], so-called Intriligator-Seiberg’s mirror symmetry in 3-
dimensional N = 4 theory, has motivated mathematical approach to the theory. It says
a certain duality between the two moduli spaces of ALE gravitational instantons and
ADE instantons. The former side is called the Coulomb branch denoted by MC , while
the latter is the Higgs branch denoted by MH . In particular the K-theoretic Nekrasov
partition function ZK corresponds toMC of 3-dimensional N = 4 theory via the Kaluza-
Klein reductions. This is an argument in physics literatures, e.g. Benini-Tachikawa-Xie
[1]. Hence in the case K = SO(N,R), N ∈ 2Z, ZK computes the Higgs branch mirror
MH ofMC for the type D quiver gauge theory, as it turns out be the instanton partition
function ([11, Theorem 1.1]).
The above argument is set up as a mathematical conjecture by Hiraku Nakajima [23].
We briefly outline a part of his formulation narrowly focused on our case, which would
hopefully save effort of the reader unfamiliar with this story. Our case is studied as one ex-
ample in [23, §3(ii), App. A]; whilst, his theory itself ranges far wider. Let K = SO(N,R),
N ∈ 2Z. Let (λ, µ) be a pair of coweights of Spin(N), i.e., group homomorphisms
S1 → Spin(N). This gives a topological type of an S1-equivariant K-instanton P on
R4 as follows, where S1 acts on R4 = C2 by t.(z, w) = (tz, t−1w). Since there are precisely
two S1-fixed points 0,∞ on the compactification S4 of R4, the fibres K of P at 0,∞ are
acted by S1 via λ, µ respectively. Now we set MC := MC(µ, λ) to be the Uhlenbeck
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partial compactification of the moduli space of such P . It is known that MC(µ, λ) 6= ∅ if
λ ≥ µ and λ is dominant.
The Higgs branch MH is constructed as a quiver variety of Nakajima [21] as follows.
Let Q = (Q0, Q1) be the quiver of affine D type (the extended Dynkin diagram of K),
where Q0, Q1 denote the sets of vertices and arrows. Let αi,Λi, i ∈ Q0 be the simple root
and fundamental weight of the untwisted affine Lie algebra associated to KC = SO(N)
respectively. We assign each vertex i ∈ Q0 to the vector spaces Vi,Wi with dimension given
by λ =
∑
i∈Q0
(dimWi)Λi and µ = λ−
∑
i∈Q0
(dimVi)αi. Here we identified the weights and
coweights as Q is simply laced. Now we setMH :=MH(µ, λ) the symplectic quotient by∏
i∈Q0
GL(Vi) of the cotangent space T
∗(
⊕
i∈Q0
Hom(Wi, Vi) ⊕
⊕
a∈Q1
Hom(Vt(a), Vh(a))),
where t(a), h(a) denote the head and tail vertices of an arrow a respectively. There are
various mathematical speculations of the 3-dimensional mirror symmetry in [24], among
which the following isomorphisms as graded vector spaces are expected: if λ ≥ µ and
µ is dominant, HP0(MC) ∼= IH∗(MH) and HP0(MH) ∼= IH∗(MC), where HP∗, IH∗
denote the Poisson homology (in Etingof-Schedler [14]) and the intersection cohomology
respectively ([24, Question 4.1]).
The above proposed Coulomb branchMC is expected to be a K-monopole space, more
precisely a K-instanton space over a multi-Taub-NUT space ([24, §5(iii)][6, §1(ii)]). The
(1-)Taub-NUT space is R4 with an ALF metric, so the (Yang-Mills) instantons have a
different ADHM-type description, namely the Cherkis bow data [8, §2]. It seems that
the usual SO(N,R)-instanton spaces are one of such monopole spaces as holomorphic
symplectic varieties, but in our case K = SO(N,R) we need a further symmetry on the
space of the Cherkis bow data, as was informed to us by Nakajima (cf. [23, A(iii)]).
In a general situation of monopole spaces, e.g. Cherkis bow varieties (i.e. the moduli
spaces of bow data), Braverman, Finkelberg and Nakajima propose a definition ofMC as
follows [6]. Let L be a unitary representation of any compact group K. Let GO = G[[t]]
(the ind-scheme of sections of the trivial G-bundle over SpecC[[t]]), GK = G((t)) (the
analogous ind-scheme using the Laurent series ring C((t)) instead of C[[t]]), and GrG :=
GK/GO (the affine Grassmannian). Let R be the ind-subbundle of GK ×GO LO over GrG
of the elements [(g, s)] satisfying g.s ∈ LO. We set MC(G,L) := SpecHGO∗ (R), where
HGO∗ denotes the GO-equivariant Borel-Moore homology. Here H
GO
∗ (R) is known to be
a commutative algebra with respect to the convolution product via the first projection p
and the group-multiplication m in GrG
p← GK ×GO GrG m→ GrG.
A basic motivating example of the above definition ofMC is a monopole space defined
over the ALF space (−1, 1)× R3, where (−1, 1) is the open interval. It is realized as the
moduli space of Nahm data via the Nahm-Hitchin transform ([19][16][20]), provided K is
of classical type due to Hurtubise-Murray [17]. Let us consider the moduli space of Lie(K)-
valued Nahm data over (−1, 1), where K is any compact group. According to Bielawski [3,
§3], it is isomorphic to a sort of commuting varieties in Bezrukavnikov-Finkelberg-Mirkovic´
[2] which comes out from the context of geometric Satake correspondence. By [2, Theorem
2.12], this commuting variety, hence the Lie(K)-valued Nahm space, is also isomorphic
to MC(Gˇ, 0) = SpecHGˇO∗ (GrGˇ), where Gˇ denotes the Langlands dual of G = KC. In
the case of the affine An−1 type quiver Q = (Q0, Q1), Nakajima and Takayama [26, §6.8]
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prove that MC(G,L) is isomorphic to a Cherkis bow variety, where G =
∏
i∈Q0
GL(Vi)
and L =
⊕
i∈Q0
Hom(Wi, Vi)⊕
⊕
a∈Q1
Hom(Vt(a), Vh(a)) as in the above discussion.
1.3. Flatness of moment map. In the following two subsections some technical aspects
and strategies in the present paper are briefly introduced. These are mainly compared to
the ideas in the case of higher rank SO(N), N ≥ 4 in [11].
In [11] we have proved flatness of the moment map µ for SO(N)-data, N ≥ 4. In fact
we proved a stronger flatness as we will see below. First we explain the idea of proof
briefly in the case N = 4 which suffices due to the base change argument. Note that N is
a G-Hamiltonian vector space of the form T ∗X ⊕ Y where G = Sp(V ), X = p(V ), Y =
Hom(W,V ) and furthermore that Y is also of cotangent type (i.e. Y = T ∗Hom(C2, V )).
For x ∈ X , we denote the moment map for (Y,Gx) by µx, where Gx denotes the stabilizer
subgroup of x. It was observed that µ is flat if so is µx for a generic nilpotent endomorphism
in X (cf. [11, (3.5)]). We proved the latter flatness using the identification of gx := Lie(Gx)
with the truncated current algebra sl2[z]/(z
k/2) ([11, Corollary 3.7]).
In the case of the SO(3)-data, the moment map µx fails to be flat for a generic endo-
morphism x and thus the above argument does not work any more. Hence we perform
directly an estimate of dimµ−1(0). This estimate is rewritten in terms of dimµ−1x (0) due
to Lemma 2.3. By identifying further Y = Hom(W,V ) = T ∗V ⊕ V as symplectic vector
spaces, we reduce the estimate of dim µ−1x (0) to that of dimµ
−1
(x,v)(0) due to the same
lemma, where v ∈ V . In fact the reduced structure of µ−1(x,v)(0) is an affine space, which
will be explicitly described in Proposition 3.7.
For N ≥ 4, we also proved that µ × E : NV,W → Lie(Sp(V )) × (p(V )/ Sp(V )), X =
(B1, B2, i, j) 7→ (µ(X), [B1]) is flat ([11, Lemma 2.2]). (However this is not true for N = 3
since there is an irreducible component of µ−1(0) in Theorem 1.1 which maps to 0 via E.)
By this fact we deduced the factorization property of MSO(N,R)n ([11, Corollary 2.8]). On
the other hand by [2, Proposition 2.8], if G is simply connected, there is a flat morphism
MC(G,L) = SpecHGO∗ (R) → Spec (H∗GO(pt)) = t/W induced by the H∗GO(pt)-action on
HGO∗ (GrG) ([7, §2.6.40]), where H∗GO , t and W denote the GO-equivariant cohomology,
a Cartan subalgebra of Lie(G) and the Weyl group of G respectively. The induced map
E : MSO(N,R)n → p(V )/ Sp(V ) and the above mapMC(G,L)→ t/W have similarity in the
sense that they are defined by Poisson-commuting functions ([2, Theorem 2.15]). Both
facts are quite useful in many works, e.g. [5][11][6][26], because the flatness gives some
e´tale open subsets and geometric properties such as normality can be checked only over
these subsets. We will also use them in the next subsection regarding tensor products.
1.4. Tensor products of ADHM data. In [11] the isomorphism MKn ∼= MK ′n was
constructed in terms of ADHM data for the pair (K,K ′) = (USp(1)× USp(1), SO(4,R))
by giving the ADHM data of tensor products of vector bundles. Recall from [11, §2.8]
that the tensor product map at the ADHM data level is only a rational map, which is
not defined on the locus of self-tensor products as will be recollected in §4.1. Via the
factorization property the tensor product map is defined in terms of ADHM data over the
open subset (SnC × Sn′C)◦ of SnC × Sn′C of n + n′ points with disjoint support in the
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commuting diagram
MSU(N)n ×MSU(N ′)n′
tensor product
//
E×E

MSU(N+N ′)nN ′+n′N
E

SnC× Sn′C weighted sum // SnN ′+n′NC
(see (4.1) for the explicit form). Here the weighted sum maps (P, P ′) ∈ SnC × Sn′C to
N ′P + NP ′. On the other hand, in order to have an ADHM description of the tensor
product map for the other pairs (K,K ′) 6= (USp(1)× USp(1), SO(4,R)) with isomorphic
Lie algebras, we need to extend it over a larger open subset.
First we illustrate case-by-case how the self-tensor products are involved and then the
above enlarged open subset. The pair (USp(1), SU(2)) is not the case, as MKn ∼= MK ′n
is simply induced from the inclusion NV,W ⊂MV,W where W = C2. For the other cases
(SU(2), SO(3,R)), (USp(2), SO(5,R)) and (SU(4), SO(6,R)), the isomorphisms MKn ∼=
MK ′n are induced from F 7→ S2F (the symmetric product) or F 7→ Λ2F (the exterior
product). Thus we need the ADHM datum of the self-tensor product F⊗2 as a first step
because S2F,Λ2F are subbundles of F⊗2. Now the ADHM data of S2F,Λ2F are quiver
subrepresentations of the ADHM datum of the self-tensor product F⊗2 respectively.
The ADHM description of the tensor product map MSU(N)n × MSU(N)n → MSU(2N)2nN
extends over the open subset of SnC× SnC by adding to (SnC× SnC)◦ the locus of the
diagonals (P, P ) such that P has disjoint support. See (4.3) for n = 1 and Proposition
4.6 for n ≥ 2. The explicit forms of the ADHM data of S2F,Λ2F are given in Theorem
4.13.
1.5. Contents. This paper is organized as follows. In §2 we recollect the moment map
µ defining the SO(3)-data and deduce an estimate of fibre dimension of µ.
In §3 we prove Theorem 1.1. We need to study vector representation of the current
algebra sl2[z] in §§3.1–3.2 mentioned in §1.3. With this preliminary, Theorem 1.1 comes
from combination of the above study of vector representation and the fibre dimension
estimate in §2.
In §4 we express the ADHM data for tensor products of vector bundles. First we do for
the self-tensor product in §4.2 and then for the second symmetric and exterior products
in §4.3. In §4.4 the isomorphism MKn ∼=MK ′n is written in terms of these ADHM data.
Acknowledgement. The author would like to express the deepest gratitude to Professor
Hiraku Nakajima for guiding the author to the instanton spaces and sharing ideas. He is
grateful to Professors Hoil Kim, Bumsig Kim, Jinsung Park, Hahng-Yun Chu for support
and encouragement.
2. Moment maps for SO-data and the flatness
We derive moment maps defining SO-data from the usual moment maps defining ADHM
data in §2.1 and then modify further them in different forms in §2.2. As a result the
moment maps are always canonically defined on symplectic spaces of the form T ∗X × Y .
8 Jaeyoo Choy
In the last subsection §2.3, we obtain a dimension estimate for the zero fibre of the moment
maps. This gives flatness criteria of the moment maps.
The conventions in the entire part of this paper are as follows. We are working over C.
Schemes are of finite type and vector spaces are finite dimensional unless stated otherwise.
Dimension of a scheme of finite type is defined to be the maximum of dimensions of
irreducible components.
2.1. Moment maps for SO-data. In this subsection we define moment maps for SO-
data. Some facts will be left as exercises if they come from direct computation, but the
details can be found in [11, §2].
Let (X,ω) be a symplectic manifold with a Hamiltonian G-action. We denote by
µX : X → g∨ a moment map. If X is a linear G-representation and µX(0) = 0, µX is
given uniquely as µX(x) =
1
2
ω(•.x, x).
Let V,W be vector spaces. The usual ADHM quiver representations form a symplectic
vector space
MV,W = End(V )
⊕2 ⊕ Hom(W,V )⊕Hom(V,W ).
Here the symplectic structures are natural one on the cotangent spaceMV,W = T
∗(End(V )⊕
Hom(W,V )), where End(V ),Hom(V,W ) are identified with their duals via trace respec-
tively. The moment map with respect to the natural GL(V )-action is given as
µMV,W (B1, B2, i, j) = [B1, B2] + ij.
Here we identified the target space gl(V )∨ of µMV,W with gl(V ) via trace pairing.
We further assume that there are symplectic and orthogonal forms ( , )V , ( , )W on V,W
respectively. For i ∈ Hom(W,V ) we denote the right adjoint by i∗ ∈ Hom(V,W ) (i.e.
(i(w), v)V = (w, i
∗(v))W for v ∈ V, w ∈ W ). Via i 7→ (i, i∗), Hom(W,V ) is a symplectic
subspace of T ∗Hom(W,V ) = Hom(W,V ) ⊕ Hom(V,W ) because we can check directly
((i, i∗), (−j∗, j))T ∗Hom(W,V ) = 2tr(ij) where j ∈ Hom(V,W ). This subspace is invariant
under the natural Sp(V )-action since g∗ = g−1.
For B ∈ End(V ), B∗ denotes the right adjoint. Let
p(V ) := {B ∈ End(V )|B = B∗}
(the space of symmetric forms). This is also invariant under the natural Sp(V )-action.
The trace pairing gives an identification p(V ) = p(V )∨. Note that the Lie algebra sp(V )
of Sp(V ) is the subspace {B ∈ End(V )|B = −B∗} (the space of antisymmetric forms).
As a result the vector space
NV,W = p(V )
⊕2 ⊕ Hom(W,V )
is a Sp(V )-invariant symplectic subspace of MV,W . The moment map µNV,W with respect
to Sp(V ) is given as µNV,W (B1, B2, i) = [B1, B2] + ii
∗. Note that this is the composite of
the restriction of µMV,W and the projection gl(V )
∨ → sp(V )∨.
2.2. Another form of moment maps. We modify µNV,W in another forms. The reason
for the modifications is that we need to understand geometry of the zero-fibre of µNV,W .
Recall that µNV,W is the sum of two moment maps µT ∗p(V ) and µHom(W,V ) and thus that
the zero-fibre is the fibre product of T ∗p(V ) and Hom(W,V ) over sp(V )∨ via −µT ∗p(V ) and
µHom(W,V ). Now the standard base change argument can apply once we know the fibres of
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one of the moment maps explicitly (cf. [11, §2.4 and Appendix A]). We will modify the
latter moment map. The computational details in this subsection can be found in [11,
§2.4].
The first modification is as follows. Let us fix any orthogonal basis of W and then
identify Hom(W,V ) = V ⊕N , where N = dimW . The moment map µV with respect to
Sp(V ) is given by µV (v) =
1
2
(•v, v). And the moment map µV ⊕N with respect to Sp(V )
is the N -sum of µV .
The second modification is as follows. For simplicity we assume N = dimW = 3. Let
W = W1 ⊕W2 be an orthogonal decomposition such that dimW1 = 2, dimW2 = 1. Let
{e1, e2} be a basis of W1 such that (e1, e1)W = (e2, e2)W = 0. We take the right adjoints
of linear maps in Hom(W1, V ) as
∗ : Hom(W1, V ) = Hom(Ce1, V )⊕Hom(Ce2, V )→ Hom(V,Ce1)⊕ Hom(V,Ce2),
i = (i1, i2) 7→ (i∗2, i∗1).
This induces an isomorphism
Hom(W1, V ) ∼= T ∗Hom(Ce1, V ) = Hom(Ce1, V )⊕Hom(V,Ce1), (i1, i2) 7→ (i1, i∗2)
which pull backs the natural symplectic form of the cotangent space T ∗Hom(Ce1, V ) to
the half of the original one of Hom(W1, V ). As a result we identify
µHom(W,V ) = 2µT ∗V + µV .
Remark 2.1. (1) Recall the modification of µHom(W,V ) in the case N = dimW ≥ 4 in [11,
§2.4]. If N = dimW = 4, we identified µHom(W,V ) = 2µT ∗V ⊕2 using a decomposition of W
into two complementary maximal isotropic subspaces. For N ≥ 5 we used an orthogonal
decomposition W = W1 ⊕W2 where dimW1 = 4 and then the base change argument.
(2) In the case of Sp-data, V,W are orthogonal and symplectic respectively. By [30],
µT ∗p(V ) is flat and thus we used the base change argument.
2.3. Flatness criteria. The moment maps for SO-data and Hom(W,V ) are defined on
symplectic spaces of the form T ∗X × Y . In this section we give criteria for the moment
maps defined on these spaces.
Let X be a G-representation and Y be a symplectic smooth scheme with a Hamiltonian
G-action. Let µ : T ∗X × Y → g∨ be the moment map. It is the sum of the two moment
maps on T ∗X and Y (denoted by µT ∗X , µY respectively). For any x ∈ X we denote by
µx : Y → (gx)∨ the moment map on Y with respect to gx = Lie(Gx). It is given by the
composite of the moment map on Y with the natural projection g∨ → (gx)∨.
Lemma 2.2. Let x ∈ X.
(1) The restriction of µT ∗X to {x} × X∨ has the image (gx)⊥ in g∨. In particular its
kernel has dimension dimX − dim g.x.
(2) (µY )
−1((gx)⊥) = µ−1x (0).
Proof. (1) is immediate from the fact that the dual of the restriction coincides with the
g-action map g→ X, ξ 7→ ξ.x.
(2) follows from the above definition of µx since (g
x)⊥ = Ker(g∨ → (gx)∨) . 
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Let C(G) be the set of conjugacy classes [G′] of subgroups G′ of G. Let X[G′] be the
locus of x ∈ X with Gx conjugate to G′. It is well-known that there are only finitely many
stabilizer subgroups up to conjugacy. Thus X is decomposed into finitely many strata
X[G′].
Lemma 2.3. Let S be any irreducible G-invariant subvariety of X[G′] for a given [G
′] ∈
C(G). Then we have
(2.1) dimµ−1(0) ∩ (S ×X∨ × Y ) = dimS − dimG.x+ dimX + dimµ−1x (0).
where x is any element of S. Hence the dimension of µ−1(0) is given as
dimµ−1(0) = max
[G′]∈C(G)
(
dimX[G′] − dimG.x+ dimX + dimµ−1x (0)
)
where x is any element of X[G′].
Proof. Let dx := dim µ
−1
x (0). Recall that µ
−1(0) is the fibre product of T ∗X and Y over
g∨ via µT ∗X and −µY . We restrict this fibre product to {x} × X∨ × Y . By Lemma 2.2
the restriction is identified with the product Ker(X∨ → (gx)⊥)× µ−1x (0), proving
dim µ−1(0) ∩ ({x} ×X∨ × Y ) = dimX − dim g.x+ dx.
By the G-equivariancy of µ we have dimµ−1(0) ∩ (G.x × X∨ × Y ) = dimX + dx. This
proves the dimension formula (2.1). 
We give two flatness criteria as a corollary. Let X(s) be the locus of elements of X with
G-orbit dimension s.
Corollary 2.4. µ is flat if dimX(s) − s + dimµ−1x (0) ≤ dimX + dim Y − dimG for any
x ∈ X(s) and s ≥ 0.
In particular µ is flat if so is µx for any x ∈ X.
Proof. For the flatness of µ we need to show dimµ−1(0) ≤ 2 dimX +dimY − dimG, i.e.,
the central fibre has the dimension less than or equal to the expected one, thanks to the
method of associated cones (cf. [9, Appendix D]) and [15, Chap. III, Exer. 10.9]. This
inequality follows from the above lemma and the obvious inequality
dimX[G′] − dimG.x0 + dimX + dimµ−1x0 (0) ≤ dimX(s) − s+ dimX + maxx∈X(s) dimµ
−1
x (0)
for any x0 ∈ X[G′] and any [G′] ∈ C(G) such that X[G′] ⊂ X(s).
Let us prove the second statement. By flatness of µx we have dimµ
−1
x (0) = dim Y −
dim gx. Then the statement follows from plugging this into the inequality of the first
criterion. 
Definition 2.5. For a G-variety X we define modality by
mod(G : X) := max
s≥0
(dimX(s) − s).
Remark 2.6. The second criterion of the above corollary was used for the flatness of µ
for SO(N)-data, N ≥ 4. In the case we set X = p(V ) and Y = Hom(W,V ). Then
µx : Y → (gx)∨ is flat for any generic nilpotent endomorphism x ∈ p(V ) ([11, Corollary
3.7]). This was argued in terms of modality as follows. We may assume N ∈ 2Z≥2 since the
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odd rank case follows from the base change. We write Hom(W,V ) = T ∗Hom(Cr, V ) where
Cr is a maximal isotropic subspace of W . Therefore the flatness of µx amounts to the
inequality mod(sp(V )x : Hom(Cr, V )) ≤ dimHom(Cr, V ) − dim sp(V )x (= (2r − 3)k/2).
This was shown in [11, Theorem 3.6].
However the flatness of µx fails for SO(3)-data because µx has the central fibre dimension
strictly larger than the expected dimension 3k/2 for any k 6= 0 as we will see in Theorem
3.6.
3. Flatness of the moment map for SO(3)-data: the proof of Theorem 1.1
In this section we prove Theorem 1.1. Recall that in this theorem µ is the moment
map for SO(3)-data, and V and W are the symplectic and orthogonal vector spaces of
dimension k and N respectively. In the view of the previous subsection, µ is the moment
map on T ∗X×Y with respect to the Sp(V )-action, where X = p(V ) and Y = Hom(W,V )
as in Remark 2.6. As we will see, Theorem 1.1 will be deduced from Theorem 3.1 which
describes geometry of µ−1(0) rather than the quotient µ−1(0)/ Sp(V ).
To state the latter theorem we need further notation: SkC denotes the kth symmetric
product of C. ∆SkC denotes the diagonal (i.e. the set of unordered k-tuples with one-
point support). Let η = (η1, η2, ..., ηe) be a partition of k, i.e. a decreasing sequence of
nonnegative integers with sum k. SηC denotes the product
∏e
n=1 S
ηnC. ∆SηC denotes∏e
n=1∆S
ηnC. (SηC)0 denotes the set of (z1, z2, ..., ze) such that the supports of zn are
mutually disjoint. Let (∆SηC)0 := (∆S
ηC) ∩ (SηC)0.
The morphisms SηC → SkC and µ−1(0) → SkC are given respectively by the sum
map (z1, z2, ..., ze) 7→ z1 + z2 + · · ·+ ze and (B1, B2, i) 7→ E(B1) where E(B1) denotes the
unordered k-tuple of eigenvalues.
Theorem 3.1. (1) µ is flat.
(2) µ−1(0) has the ⌊k
4
⌋+1 irreducible components. Moreover each irreducible component
has an e´tale dense locally closed subset µ−1(0)×SkC (∆SηC)0 where η is a partition of k
consisting of only 4 or 2.
(3) If k ∈ 4Z≥0, the regular locus µ−1(0)reg is Zariski dense open in only one irreducible
component. Otherwise µ−1(0)reg = ∅.
This section is organized as follows: In §3.1 we study the vector representation C2⊗C[z]
of the current algebra sl2[z]. This is preliminary step to estimate dim µ
−1(0) in §3.2. In
§3.3 we prove Theorem 3.1. The flatness of µ will be proven by the dimension estimate
of µ−1(0). Combining the flatness with factorization property, we deduce the description
of irreducible components. In §3.4 we deduce Theorem 1.1 from Theorem 3.1. In §3.5
we compare µ−1(0)/ Sp(V ) and the Uhlenbeck space via their natural stratifications. One
can cross-check the description of irreducible components in Theorem 1.1 at set-theoretic
level from the stratification.
3.1. Vector representation of the current algebra sl2[z]. As a preliminary step for
the flatness of µ when dimW = 3, we need to study vector representation of the current
algebra sl2[z]. This appeared in [11, §3.4] for the case dimW = 4. But there is an essential
difference in the case dimW = 3: the moment map µx : Hom(W,V ) → (gx)∨ is no more
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flat (Remark 2.6). After the preliminary we will perform a new dimension estimate of the
fibres µ−1x (0) in §3.2.
Let T := C2 = C〈e1, e2〉 with the standard symplectic structure. We denote some tensor
products as C-vector spaces by
T [z] := T ⊗ C[z], sl2[z] := sl(T )⊗ C[z], gl2[z] := gl(T )⊗ C[z].
Thus their elements have polynomial expression x = x0+x1z+ · · ·+xdzd where xi ∈ T or
sl2 or gl2. Both T [z], gl2[z] are left gl2[z]-modules and thus left C[z]- and sl2[z]-modules.
We call T [z] vector representation of the current algebras sl2[z] and gl2[z].
We define
Vd := T [z]/z
d+1T [z], gd := sl2[z]/z
d+1sl2[z]
where d ≥ 0. We can also write them as Vd = T ⊗C[z]/(zd+1) and gd = sl2 ⊗C[z]/(zd+1)
where C[z]/(zd+1) is the truncated polynomial algebra. Note that any sl2[z]-orbit in Vd
coincides with the gd-orbit since z
d+1 annihilates any element.
Let ( , )T [z] be the T [z]-linear extension of the symplectic form ( , )T . The induced
symplectic structure on Vd is defined by
(f, g)Vd := Resz=0
(f, g)T [z]
zd+1
.
Note that the multiplication map z as an endomorphism of Vd is a nilpotent operator with
the associated Young diagram (d + 1, d + 1). Any generic nilpotent element B of p(Vd)
also has the same type Young diagram (see [11, Lemma C.1] for a general statement).
Therefore by choosing a suitable symplectic basis of Vd, one can identify (V,B) = (Vd, z),
where k = dim V = 2(d+ 1). Under this identification we describe Sp(V )B in the lemma
below. We use the polynomial expression x = x0 + x1z + · · · + xdzd for x in Vd or
gl2 ⊗ C[z]/(zd+1). We define minimal degree
min.deg x := max
{
n ≥ 0∣∣zd+1−nx = 0} .
In particular, x = 0 if and only if min.deg x = d+ 1.
Lemma 3.2. If B is a generic nilpotent element of p(V ). Then under the identification
(V,B) = (Vd, z), we have Sp(V )
B = Gd, where Gd := exp(gd) the adjoint group. In
particular Lie(Sp(V )B) = gd.
Proof. First we notice that gl(Vd)
z = gl2[z]/(z
d+1), where (zd+1) is the two-sided ideal
of gl2[z]. In particular any element of g ∈ Sp(Vd)z has a polynomial expression g =
g0 + g1z + · · ·+ gdzd. For any element g ∈ Sp(Vd)z with g 6= 1, it suffices to find ξ ∈ gd
such that
(3.1) min.deg (exp(−ξ)g − 1) > min.deg (g − 1)
due to the induction on the minimal degree of g − 1. For, if this claim holds, we can find
ξ, ξ′, ξ′′, ... successively, so that · · · exp(−ξ′′) exp(−ξ′) exp(−ξ)g − 1 has minimal degree
d+ 1, hence that g = exp(ξ) exp(ξ′) exp(ξ′′) · · · .
Now we prove the claim. From (g(vzd), g(w))Vd = (g0(v), g0(w))T , v, w ∈ T , we have
g0 ∈ SL2. Thus if g0 6= 1, we may set ξ ∈ sl2 with exp(ξ) = g0 as exp : sl2 → SL2 is
surjective. Suppose that g0 = 1. Let n := min.deg (g − 1). Then 1 ≤ n ≤ d and thus
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gn 6= 0. Letting ξ := gnzn, we obtain (3.1). It remains to check gn ∈ sl2. This follows
from that for v, w ∈ T ,
0 = (vzd−n, w)Vd = (g(vz
d−n), g(w))Vd = (gn(v), w)T + (v, gn(w))T .
The second assertion on the Lie algebras is immediate from the first one (recall that it
was also shown in [11, Lemma 3.14] with a similar idea). 
We need a description of the stabilizer of a pair (z, x), x ∈ Vd.
Proposition 3.3. Let x ∈ Vd and n := min.deg x.
(1) There exists ξ ∈ gxd with min.deg ξ = 0.
(2) For any such ξ, gxd is given as
gxd = C[z]ξ + z
d+1−ngd
= Cξ ⊕ Cξz ⊕ · · · ⊕ Cξzd−n ⊕ sl2zd+1−n ⊕ sl2zd+2−n ⊕ · · · ⊕ sl2zd.
(3) For s = 2(d+ 1− n) (n = 0, 1, ..., d+ 1), we have
(Vd)(s) = {x′ ∈ Vd|min.deg x′ = n} = (T \ 0)zn ⊕ Tzn+1 ⊕ Tzn+2 ⊕ · · · ⊕ Tzd.
For the other values of s, (Vd)(s) = ∅.
In particular mod(gd : Vd) = 0 and it is attained by all the nonempty (Vd)(s).
Proof. (1) We will find ξ = ξ0+ ξ1z + · · ·+ ξdzd ∈ gxd with ξ0 6= 0. We notice first that slv2
is 1-dimensional for any nonzero v ∈ C2 because by the SL2-action we may set v = (1, 0)
and then slv2 is spanned by E the elementary matrix with 1 in the (1, 2)
th entry. We set
ξ0 ∈ sl2 with slxn2 = Cξ0 (recall xn 6= 0 as n is the minimal degree of x). We will find
ξ1, ξ2, ..., ξd ∈ sl2 inductively. Assume the induction hypothesis up to m, i.e.
(
m∑
l=0
ξlz
l)x = 0 mod zm+n+1
as far as m + n ≤ d. The initial step m = 0 is already done as ξ0x mod zn+1 = ξ0xnzn
mod zn+1 = 0. We need to find a solution ξm+1 of the equation
ξm+1xn + ξmxn+1 + · · ·+ ξ0xn+m+1 = 0.
This is always solvable because xn 6= 0 so that it can be transformed to any vector of T
by the sl2-action. If m+ n > d, we set ξm to be any element of sl2.
(2) It is clear that for all m ≥ d + 1 − n, Coeffzm(gxd) = sl2zm because sl2zm itself
annihilates x. So it suffices to prove that if ξ′ ∈ gxd, we have ξ′ ∈ C[z]ξ mod zd+1−n. Let
ξ′ ∈ gxd with n′ := min.deg ξ′. If n′ ≥ d− n + 1, there is nothing to show. So we suppose
n′ ≤ d−n. Since ξ′n′ annihilates xn, there exists c ∈ C∗ such that ξ′n′ = cξ0. Here we used
slxn2 = Cξ0. Now ξ
′ − cξzn′ has minimal degree > n′ and annihilates x. By the induction
on minimal degree n′, it is contained in C[z]ξ mod zd+1−n. Therefore so is ξ′.
(3) By (2), we have
(Vd)(s) = {x′ ∈ Vd|min.deg x′ = n} , s = dim gd − dim gxd = 2(d+ 1− n).
Note also that dim(Vd)(s) = s unless (Vd)(s) = ∅. 
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Remark 3.4. (1) If n = min.deg x = 0 in the above proposition, we obtain
gxd = C[z]ξ
(a principally generated C[z]-module). Even for x ∈ Hom(Cr, Vd), r ≥ 2, as far as
rankx0 = 1, g
x
d is also a principally generated C[z]-module ([11, Lemma 3.9]).
(2) The modality 0 in (3) of the proposition can be proven slightly differently: (Vd)(s)
is always one Gd-orbit, where Gd denotes the adjoint group of gd. This is immediate from
the corollary in the below.
Corollary 3.5. For the adjoint group Gd = exp(gd), we have
Gd.e1z
n = {x ∈ Vd|min.deg x = n} (= (Vd)(s))
where n = 0, 1, ..., d+ 1 (and s = 2(d+ 1− n)).
Proof. The inclusion ⊂ is obvious. To check the opposite we observe that the RHS and
any Gd-orbit in it have the same dimension 2(d+1−n) by Proposition 3.3 (2). Since the
RHS is an irreducible Zariski locally closed set, it is one orbit. 
3.2. Dimension estimate of µ−1(0) for the moment map µ : Hom(C3, Vd)→ gd∨. By
identification Hom(C3, Vd) = V
⊕3
d by the standard orthogonal basis of C
3, µ is the sum of
the three identical moment maps defined on the symplectic vector space (Vd, ( , )Vd) with
respect to gd. The main theorem in this subsection is the following:
Theorem 3.6. For the moment map µ : Hom(C3, Vd)→ gd∨ with respect to the gd-action,
we have dimµ−1(0) = 4d− 2⌊d
2
⌋ + 3.
In particular if d = 0, 1, dimµ−1(0) = 2 dimVd−1. For d ≥ 2, dim µ−1(0) ≤ 2 dimVd−
3.
The proof will appear at the end of this subsection. We will use Lemma 2.3 in the proof,
so we need to rewrite µ as the moment map defined on a space of the form T ∗X × Y .
This was done in §2.2 where X = Y = Vd.
To use Lemma 2.3 we need dimension estimate of µ−1x (0) for each x ∈ Vd, where
µx : Vd → (gxd)∨ is the moment map with respect to gxd. By Corollary 3.5 we may set
x = e1z
n. Let E, F,H be the standard sl2-triple:
E =
(
0 1
0 0
)
, F =
(
0 0
1 0
)
, H =
(
1 0
0 −1
)
.
Proposition 3.7. Let x = e1z
n, 0 ≤ n ≤ d+ 1. Then the reduced scheme
(µ−1x (0))red = z
⌊n−1
2
⌋+1
C[z]e1 + z
⌊ d
2
⌋+1Vd.
In particular if d = 0, 1 and n = 0, µ−1x (0) has codimension 1 in Vd. Otherwise it has
codimension ≥ 2.
Proof. Note first that µ−1x (0) = {v ∈ Vd|(v, gxd.v)Vd = 0} set-theoretically. Let n = 0 first.
By Proposition 3.3 (2), gxd = C[z]E and thus
µ−1x (0) =
{
v ∈ Vd
∣∣(v, E.v)Vd = (v, zE.v)Vd = · · · = (v, zdE.v)Vd = 0}
=
{
v ∈ Vd
∣∣(v, E.v)T [z] = 0 mod zd+1} .
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Using v = v0 + v1z + · · · vdzd, the constraint (v, E.v)T [z] = 0 mod zd+1 amounts to that
for each 0 ≤ l ≤ d the following is zero:
(3.2)
Coeffzl(v, E.v)T [z] = (v0, Evl)T + (v1, Evl−1)T + · · ·+ (vl, Ev0)T
= 2(vl, Ev0)T + 2(vl−1, Ev1)T + · · ·+
{
(vl/2, Evl/2)T l: even
2(v(l+1)/2, Ev(l−1)/2)T l: odd
We claim the solution space for v of this system of quadratic equations is C[z]e1 +
z⌊
d
2
⌋+1T [z] mod zd+1. We use the induction on d. When d = 0, by putting v0 = ae1+ be2
the equation (v0, Ev0)T = 0 gives b
2 = 0. So v0 ∈ Ce1. Let d ≥ 1. By the induction on d
the truncated quadratic equation system
(3.3) Coeffzl(v, E.v)T [z] = 0 mod z
d, 0 ≤ l ≤ d− 1
has the solution space C[z]e1 + z
⌊ d−1
2
⌋+1T [z] mod zd. The original quadratic equation
system has one more equation Coeffzd(v, E.v)T [z] = 0 than (3.3). Looking at (3.2), when
d is odd there is no new equation because vm ∈ Ce1 for m ≤ d−12 and Evm = 0. Only
when d is even, the equation (v⌊ d
2
⌋, Ev⌊ d
2
⌋)T = 0 becomes new. This gives v⌊ d
2
⌋ ∈ Ce1. The
solution space is now given as in the claim. This completes the proof of the proposition
when n = 0.
Secondly we assume n ≥ 1. Then there is the additional defining equation of µ−1x (0)
(3.4) (v, zn
′
gd.v)T [z] = 0 mod z
d+1, n′ := d+ 1− n.
This amounts to that (3.2) vanishes for each l with E replaced by zn
′
E, zn
′
F and zn
′
H . By
a similar argument as above, (3.4) imposes the constraints vl = 0 for each l ≥ 0 satisfying
2l + n′ ≤ d (i.e. l ≤ ⌊n−1
2
⌋). This finishes the proof of the proposition. 
Remark 3.8. From the computation b2 = 0 where v0 = ae1 + be2 in the above proof, we
see that µ−1x (0) is always a non-reduced scheme.
Now we can prove Theorem 3.6.
Proof of Theorem 3.6. By Lemma 2.3 we need to compute dimX[G′] − dimG.x (x ∈
X[G′]) and dim µ
−1
x (0) where [G
′] ∈ C(G) and x ∈ X[G′]. By Proposition 3.3 (3), dimX[G′]−
dimG.x = 0 for any [G′] ∈ C(G) and x ∈ X[G′]. By Proposition 3.7, dimµ−1x (0) attains
the maximum 2(d − ⌊d
2
⌋) + 1 precisely when min.deg x = 0. Therefore by the dimension
formula in Lemma 2.3 we obtain dimµ−1(0) = 4d− 2⌊d
2
⌋+ 3. 
3.3. Proof of Theorem 3.1. We get back to the setting of Theorem 3.1: µ : T ∗X×Y →
sp(V )∨ is the moment map with respect to Sp(V ) where X = p(V ), Y = Hom(W,V ) and
W = C3 (the orthogonal vector space).
First we prove µ is flat. We need the factorization property. To emphasize k = dimV
we use the notation µ(k) instead of µ.
Lemma 3.9. (cf. [11, Lemma 2.7 (2)]) Let η = (η1, η2, ..., ηe) be a partition of k. Then
there is a surjective smooth morphism
σ : Sp(V )×
(
µ−1(η1)(0)× µ−1(η2)(0)× · · · × µ−1(ηe)(0)
)
×SηC (SηC)0 → µ−1(k)(0)×SkC (SηC)0
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with the (scheme-theoretic) fibres
σ−1(σ(g, x)) =
{
(gh−1, h.x)
∣∣h ∈ Sp(η1/2)× Sp(η2/2)× · · · × Sp(ηe/2)} .
Moreover σ satisfies σ(g, x) = g.σ(e, x) where e denotes the identity of Sp(V ) and the
Sp(V )-action is trivial on the factor SηC.
This lemma holds similarly for the ordinary ADHM data by replacing Sp(V ) into
GL(V ). But in our case, only when η1, η2, ..., ηe are even, σ has the nonempty domain
and target spaces.
If e ≥ 2 and ηe 6= 0, this factorization property gives the induction hypothesis on
k = dim V assuring the e´tale open subset associated to η, µ−1(k)(0) ×SkC (SηC)0 has the
expected dimension dim p(V ) + 2 dimV . Thus to prove flatness of µ(k) we need only the
dimension estimate when e = 1, i.e.,
dimµ−1(0) ∩ (S ×X × Y ) ≤ dim p(V ) + 2 dimV,
where
S := {B ∈ p(V )|B has only one eigenvalue} .
By the dimension formula (2.1) this amounts to
(3.5) dimS[G′] − dim Sp(V ).x+ dimµ−1x (0) ≤ 2 dimV
where [G′] ∈ C(G) and x ∈ S[G′].
Let us estimate the LHS of (3.5). Let x ∈ S. Thus x has only one eigenvalue, say
a. It is well-known that there is a x-stable decomposition into symplectic subspaces
V = V1 ⊕ V2 ⊕ · · · ⊕ Vl0 such that the nilpotent endomorphism (x− a)|Vl corresponds to
the partition (dimVl
2
, dimVl
2
) for each l ([11, Corollary C.3]). Note that the conjugacy class
of stabilizers G′ = Sp(V )x is uniquely given by the unordered l0-tuple of such partitions.
This implies Sp(V )-orbits in S[G′] are in one-to-one correspondence with the eigenvalues
C, which means
(3.6) dimS[G′] − dimSp(V ).x = 1
for any x ∈ S[G′].
On the other hand dimµ−1x (0) is estimated as follows. Let xl := x|Vl ∈ p(Vl). Since the
product
∏l0
l=1 Sp(Vl)
xl is a subgroup of G′, µ−1x (0) is contained in the product
∏l0
l=1 µ
−1
xl
(0)
where µxl : Hom(W,Vl)→ (sp(Vl)xl)∨ is the moment map with respect to Sp(Vl)xl. Since
we have a natural identification sp(Vl)
xl = gd′ where d
′ = dimVl/2− 1 by Lemma 3.2, we
have the dimension estimate of µ−1xl (0) for each l by Theorem 3.6. To sum up we obtain
(3.7) dimµ−1x (0) ≤
l0∑
l=1
dimµ−1xl (0) ≤ 2 dimV − l0.
By adding (3.6) and (3.7), we obtain an estimate of the LHS of (3.5): LHS ≤ 2 dimV −
l0 + 1. So (3.5) is checked. The proof of Theorem 3.1 (1) is done.
We prove Theorem 3.1 (2). We need to check
dimµ−1(0)×SkC (∆SηC)0 = dimµ−1(0) if η1 ≤ 4,
dimµ−1(0)×SkC (∆SηC)0 < dimµ−1(0) if η1 ≥ 6.
The SO(3)-instanton moduli space and tensor products of ADHM data 17
As in the proof of (1) we use the dimension formula (2.1). By the second statement of
Theorem 3.6, (3.7) is further modified to
(3.8)
dimµ−1x (0) ≤ 2 dimV −# {1 ≤ l ≤ l0|dimVl = 2 or 4} − 3# {1 ≤ l ≤ l0|dimVl > 4} .
Therefore we have
dimµ−1x (0) = 2 dimV − 1 if l0 = 1 and dimV ≤ 4,
dimµ−1x (0) ≤ 2 dimV − 2 otherwise.
By (2.1) combined with the factorization property (Lemma 3.9), the e´tale open subset
µ−1(0)×SkC (SηC)0 has dimension equal to dimµ−1(0) (resp. strictly less than dimµ−1(0))
if η1 ≤ 4 (resp. otherwise).
It remains to show µ−1(4)(0) has two irreducible e´tale locally closed subsets µ
−1
(4)(0)×S4C
(S(2,2)C)0 and µ
−1
(4)(0)×S4C ∆S(4)C. This is equivalent to the following:
Lemma 3.10. ([10, Corollary 8.9]) There are precisely two irreducible components of
µ−1(4)(0). They are set-theoretically the (A
2 ⋊ SL2)× Sp(2)× SO(3)-orbit closures of some
elements (B
(I)
1 , B
(I)
2 , i
(I)), (B
(II)
1 , B
(II)
2 , i
(II)) such that B
(I)
1 has only one eigenvalue while B
(II)
1
has two distinct eigenvalues.
Here A2 ⋊ SL2 acts on p(V )
⊕2 by(
(a1, a2),
(
a b
c d
))
.(B1, B2) = (a1, a2) + (aB1 + bB2, cB1 + dB2).
The explicit forms of (B
(I)
1 , B
(I)
2 , i
(I)), (B
(II)
1 , B
(II)
2 , i
(II)) are given in [10, Lemma 8.8 and
pp.298–299]. This completes the proof of (2).
We prove Theorem 3.1 (3). By [10, Lemma 8.10 (2)], (B
(II)
1 , B
(II)
2 , i
(II)) is a regular
element. By [11, Lemma 2.5], any tuple of regular elements maps to a regular element
in µ−1(0) via σ in Lemma 3.9. Therefore if k ∈ 4Z≥0, the product of µ−1(4)(0)reg maps
via σ into a Zariski dense open subset of an irreducible component of µ−1(0)reg. To
complete the proof of (3) we observe that any element of µ−1(2)(0) has nontrivial stabilizer
in Sp(1). For, if (B1, B2, i) ∈ µ−1(2)(0), both B1, B2 are scalars and i is of rank 1 (see [10,
Corrigendum and addendum: Remark 2.4]). Hence for any partition η with ηe = 2 and
x ∈ µ−1(η1)(0) × µ−1(η2)(0) × · · · × µ−1(ηe)(0), σ(e, x) has nontrivial stabilizer in Sp(V ) by the
second statement of Lemma 3.9. Hence it cannot be a regular element. This finishes the
proof of Theorem 3.1 (3).
3.4. Proof of Theorem 1.1. The first item (1) of the theorem, except the non-reducedness
is immediate from the flatness of µ as µ has the equi-dimensional fibres. The non-
reducedness comes from the binational description of the irreducible components in (2).
We prove (2). Note first that the sum map (∆SηC)0 → SkC is the Zn1 × Zn2-quotient
map onto the image where η = (4n1, 2n2), 4n1 + 2n2 = k. By Theorem 3.1 (2), each
irreducible component of µ−1(0) contains the Zn1 ×Zn2-quotient of µ−1(0)×SkC (∆SηC)0
as a Zariski dense locally closed subset.
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To describe the above Zariski dense locally closed subset, we consider first µ−1(0)×SkC
(SηC)0. By the factorization property (Lemma 3.9), it is isomorphic to an affine open
subset of the free GIT quotient
(3.9)
(
Sp(V )× µ−1(4)(0)n1 × µ−1(2)(0)n2
)
/Sp(2)n1 × Sp(1)n2.
Recall the quotient is defined with respect to the Sp(2)n1 × Sp(1)n2-action h.(g, x) =
(gh−1, h.x). Since the actions of Sp(V ) and Sp(2)n1 × Sp(1)n2 on Sp(V ) × µ−1(4)(0)n1 ×
µ−1(2)(0)
n2 commute, the GIT Sp(V )-quotient of the above affine scheme (3.9) is written as
(3.10)
(
µ−1(4)(0)/ Sp(2)
)n1 × (µ−1(2)(0)/ Sp(1))n2 .
We recollect from [10] the scheme structures of the factors µ−1(4)(0)/ Sp(2) and µ
−1
(2)(0)/ Sp(1).
Let ρ : Hom(W,V ) → sp(V ), i 7→ ii∗ where dimV = 2. Let N be the minimal nilpotent
SO(3)-orbit in o(3) and N be its Zariski closure.
Lemma 3.11. There are (natural) isomorphisms
µ−1(2)(0)/ Sp(1)
∼= A2 × ρ−1(0)/ Sp(1) ∼= A2 × F,
MSO(3,R)1 ∼= A2 ×N ∼= A2 × (A2 \ 0).
Proof. The first isomorphism is given in [10, Corrigendum and addendum: §3.1]. The
second one will be proven in Corollary A.1. The third one is given in [10, Lemma 8.13].
The last one comes from N ∼= SpecC[x2, xy, y2] ([10, Lemma 8.11]). 
As a result the affine GIT Sp(V )-quotient µ−1(0) ×SkC (∆SηC)0/ Sp(V ) is birational
to (A4)n1 × (A2 × F)n2 . Now the Zn1 × Zn2-quotient Sn1A4 × Sn2(A2 × F) is birational
to the irreducible component of µ−1(0)/ Sp(V ) indexed by η = (4n1, 2n2). This completes
the proof of Theorem 1.1.
3.5. Uhlenbeck space. Let us consider the Uhlenbeck space of MSO(3,R)k/4 in the case
k ∈ 4Z. It has the stratification⊔
0≤k′≤k, k′∈4Z
µ−1(k′)(0)
reg/Sp(Vk′)× S k−k
′
4 A
2.
On the other hand by identification of closed Sp(V )-orbits we have stratification (cf.
[10, Theorem 2.6 (1)]):
(3.11) µ−1(0)/G =
⊔
0≤k′≤k, k′∈4Z
µ−1(k′)(0)
reg/Sp(Vk′)× S k−k
′
2 A
2.
Thus µ−1(0)/G is different from the Uhlenbeck space unlike the case SO(N), N ≥ 5.
From (3.11) one can check that each stratum indexed by k′ is birational to the product of
symmetric products S
k
4A4× S k−k′2 A2. This reconfirms Theorem 1.1 (2) when we consider
only the reduced scheme structures. The case when k ∈ 2Z \ 4Z is similar.
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4. Tensor products of ADHM data
The following is the complete list of pairs of simple compact classical groups having the
isomorphic Lie algebras:
(K,K ′) = (USp(1), SU(2)), (SU(2), SO(3,R)), (USp(2), SO(5,R)), (SU(4), SO(6,R)).
Therefore there are isomorphisms MKn ∼=MK ′n mapping the associated vector bundles
F 7→ F, adF, (Λ2F )0,Λ2F
respectively. Here adF is the trace-free part of End(F ), and (Λ2F )0 is the kernel of the
natural symplectic form Λ2F → O. For a rank 4 vector bundle F with O ∼= Λ4F , the
natural orthogonal structure on Λ2F is given by wedge product.
In this section we interpret the above isomorphisms as the morphisms between the
spaces of ADHM data (Theorem 4.13). Except the obvious case (USp(1), SU(2)) the
isomorphisms involve self-tensor products of vector bundles F⊗2. The ADHM datum of
tensor product F ⊗F ′ in terms of ADHM data of F, F ′ is called tensor product of ADHM
data. But we hope the readers do not confuse this with the usual tensor product as
representations of the quiver algebra with respect to the diagonal action.
In §4.1 we recollect the construction of tensor product in [11, §2.8]. In §4.2 we construct
the ADHM data of the self-tensor product. In §4.3, using the self-tensor product ADHM
data, we construct the symmetric product and exterior product of ADHM data. In §4.4
we construct the above claimed morphisms in terms of ADHM data.
4.1. Recollection on tensor product of ADHM data. First we recollect tensor prod-
uct of ADHM data in [11, §2.8]. This was considered for the semisimple classical group
pair (USp(1)×USp(1), SO(4,R)).
The prototype construction is for the ordinary ADHM data. We are given two pairs
of vector spaces (V,W ) and (V ′,W ′) as the representation spaces of the ADHM quiver
algebra. Let
V˜ := V ⊗W ′ ⊕W ⊗ V ′, W˜ :=W ⊗W ′.
We define a rational map
(4.1)
T : MV,W ×MV ′,W ′ 99KMV˜ ,W˜ ,
(x, x′) = ((B1, B2, i, j), (B
′
1, B
′
2, i
′, j′)) 7→((
B1 ⊗ IdW ′ 0
0 IdW ⊗B′1
)
,
(
B2 ⊗ IdW ′ B˜(1,2)
B˜(2,1) IdW ⊗B′2
)
,
(
i⊗ IdW ′
IdW ⊗ i′
)
, (j ⊗ IdW ′ IdW ⊗ j′)
)
where B˜(1,2), B˜(2,1) satisfy the ADHM equations
(4.2)
(B1 ⊗ IdW )B˜(1,2) − B˜(1,2)(IdW ⊗B′1) + i⊗ j′ = 0,
(IdW ⊗ B′1)B˜(2,1) − B˜(2,1)(B1 ⊗ IdW ′) + j ⊗ i′ = 0.
Looking at the first equation, B˜(1,2) is uniquely defined if and only if B1, B
′
1 do not have
a common eigenvalue. Its matrix elements are rational functions in the matrix elements
of B1, B
′
1, i, j
′. Similarly the matrix elements of B˜(2,1) are rational functions in the ones
of B1, B
′
1, i
′, j defined over the locus where B1, B
′
1 do not have a common eigenvalue.
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Proposition 4.1. ([11, Theorem 2.15]) The rational map T induces the tensor product
map MSU(N)n ×MSU(N ′)n′ →MSU(N+N
′)
nN ′+n′N .
We extend T to the locus where i⊗ j′ = j ⊗ i′ = 0 by assigning B˜(1,2) = B˜(2,1) = 0. In
particular if one of V, V ′,W,W ′ is zero, T(x, x′) is defined. Note that the extended map
is not a morphism, but only a set-theoretic map.
We define the dual of x by
x∨ := (B1
∨, B2
∨,−j∨, i∨) ∈MV ∨,W∨.
Let F be the associated monad to x (= a complex of vector bundles on P2 via the monad
construction [22, Chap. 2]). Let Db(P2) be the bounded derived category of coherent
sheaves on P2. It is well-known that the derived dual F∨ in Db(P2) coincides with the
monad associated to x∨.
The following two lemmas come from direct calculation of the duals and tensor products:
Lemma 4.2. x is stable (resp. costable) if and only if x∨ is costable (resp. stable).
Lemma 4.3. If B1, B
′
1 have no common eigenvalue,
T(x∨, x′∨) = T(x, x′)∨.
Corollary 4.4. For framed vector bundles F, F ′, the ADHM datum of (F ⊗ F ′)∨ is
T(x∨, x′∨).
Proof. The ADHM datum of (F ⊗ F ′)∨ is T(x, x′)∨ = T(x∨, x′∨) by Lemma 4.3. 
We end up with a lemma, which will be not used in the sequel.
Lemma 4.5. Suppose B1, B
′
1 have no common eigenvalue. If x, x
′ are stable (resp.
costable), so is T(x, x′).
Proof. It is enough to prove only the statement for costability thanks to the above two
lemmas. We use the notation T(x, x′) = (B˜1, B˜2, i˜, j˜). Let K be a B˜1, B˜2-invariant
subspace in Kerj˜. By B˜1-invariance we have decomposition
K = (K ∩ (V1 ⊗W2))⊕ (K ∩ (W1 ⊗ V2)).
For, each generalized eigenspace of K with respect to B˜1 is a subspace of either V1 ⊗W2
or W1 ⊗ V2 due to the assumption on the eigenvalues.
Now K ∩ (V1 ⊗W2) is a B1⊗ IdW2, B2⊗ IdW2-invariant subspace of Ker(j ⊗ IdW2). We
claim that K ∩ (V1 ⊗W2) = 0. Otherwise there is a nonzero v ∈ K ∩ (V1 ⊗W2). Since
Ker(j ⊗ IdW2) = Ker(j)⊗W2, we can write v =
∑
l v
(l)
1 ⊗ w(l)2 where v(l)1 ∈ Ker(j) \ 0 for
each l and w
(l)
2 ∈ W2 are linearly independent. We fix any l0 among the indices l. Since x
is costable there exists a 2-variable polynomial f such that f(B1, B2)v
(l0)
1 is not contained
in Ker(j). Thus f(B˜1, B˜2)v has a summand (f(B1, B2)v
(l0)
1 )⊗ w(l0)2 which does not lie in
Ker(j ⊗ IdW2). This is contradiction which proves the claim.
Similarly we have K ∩ (W1 ⊗ V2) = 0. Therefore K = 0, which shows T(x, x′) is
costable. 
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4.2. Self-tensor product of ADHM data. Now we deduce the self-tensor product of
ADHM data. Thus we need to consider the case when x = x′ and the first factor B1
has only multiplicity 1 eigenvalues. The idea to define T(x, x) ∈MV˜ ,W˜ associated to the
self-tensor product framed vector bundle F⊗2 is as follows: First we consider the ADHM
datum xt := (B1 + t, B2, i, j) where the first factor is translated by t ∈ C. It is clear
that xt is regular and T(xt, x) is defined for t 6= 0, but not defined for t = 0. Let Ft
denote the associated framed vector bundle to xt so that T(xt, x) corresponds to Ft ⊗ F
(t 6= 0) by Proposition 4.1. Next we find a family Φ(t) in GL(V˜ ) parametrized by C∗ such
that there exists the limit regular ADHM datum limt→0Φ(t).T(xt, x) ∈MV˜ ,W˜ . Our main
result Proposition 4.6 asserts that this limit corresponds to F⊗2 as framed vector bundles.
We assume V = C first for simplicity. Thus we have V˜ = W⊕2 and W˜ = W⊗2. Let b1, b2
denote the scalars B1, B2 respectively. Let f := j(1) ∈ W and e ∈ W be a nonzero vector
with i(e) = 1. Note that i is nonzero by stability and that e, f are linearly independent
since i(f) = ij(1) = 0. We decompose W = C〈e, f〉 ⊕W0 where W0 ⊂ Ker(i). This gives
identification
W⊗2 =C〈e⊗ e, f ⊗ f, e⊗ f, f ⊗ e〉 ⊕ (e⊗W0)⊕ (W0 ⊗ e)
⊕ (f ⊗W0)⊕ (W0 ⊗ f)⊕W⊗20 .
We define a C∗-action Φ(t) by declaring the weight ±1, 0 subspaces as
V˜−1 = C(e,−e), V˜1 = C(f,−f), V˜0 = C〈(e, e), (f, f)〉 ⊕W⊕20 .
We write T(xt, x) = (B˜1(t), B˜2(t), i˜, j˜). Note that
B˜1(t) =
(
b1 + t 0
0 b1
)
, B˜2(t) =
(
b2 t
−1i⊗ j
−t−1j ⊗ i b2
)
where all the block matrices are endomorphisms in End(W ). A direct calculation shows
(4.3)
Φ(t).B˜1 − b1 : (e,−e) 7→ t2(e,−e) + t
2
2
(e, e), (f,−f) 7→ t
2
(f,−f) + 1
2
(f, f),
(e, e) 7→ 1
2
(e,−e) + t
2
(e, e), (f, f) 7→ t2
2
(f,−f) + t
2
(f, f),
Φ(t).B˜2 − b2 : (e,−e) 7→ −(f, f), (f,−f) 7→ 0,
(e, e) 7→ (f,−f), (f, f) 7→ 0,
Φ(t)˜i : e⊗ e 7→ (e, e), f ⊗ f 7→ 0,
e⊗ f 7→ t
2
(f,−f) + 1
2
(f, f), f ⊗ e 7→ − t
2
(f,−f) + 1
2
(f, f),
j˜Φ(t)−1 : (e,−e) 7→ t(f ⊗ e− e⊗ f), (f,−f) 7→ 0,
(e, e) 7→ f ⊗ e + e⊗ f, (f, f) 7→ 2f ⊗ f.
The images of the other basis elements do not change under the Φ(t)-action. In particular
Φ(t).B˜2|(W0)⊕2 = 0. As a result limt→0Φ(t).T(xt, x) exists. We denote the limit ADHM
datum by ((B˜1)0, (B˜2)0, i˜0, j˜0).
In the general case k = dimV ≥ 1, we identify V = Ck using the eigenspace decomposi-
tion, hence V˜ = (W⊕2)⊕k. Now we define a C∗-action Φ(t) on V˜ as the diagonal C∗-action
on each summand W⊕2 of V˜ as before. More precisely, let pl : V → C, ql : C → V be
the ith projection and the inclusion as the ith summand respectively. By the factoriza-
tion property, x is the σ-image of the k-tuple (Bl1, B
l
2, il, jl)l=1,2,...,k where (B
l
1, B
l
2, il, jl) :=
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(plB1ql, plB2ql, pli, jql) an ADHM datum in MC,W . Instead of e, f , we use e1, e2, ..., ek
and f1, f2, ..., fk in W using (B
l
1, B
l
2, il, jl). Instead of W0, we use W
l
0 ⊂ Ker(il) ⊂ W
complementary to C〈el, fl〉 for each l. Then Φ(t) is set to be the C∗-action on V˜ with the
weight spaces
V˜−1 = C〈(e1,−e1), (e2,−e2), ..., (ek,−ek)〉,
V˜1 = C〈(f1,−f1), (f2,−f2), ..., (fk,−fk)〉,
V˜0 =
k⊕
l=1
C〈(el, el), (fl, fl)〉 ⊕ (W l0)⊕2
Due to the above calculation (4.3) applied to each summand W⊕2 of V˜ , we also obtain
the well-defined t→ 0 limit ADHM datum T(x, x) := ((B˜1)0, (B˜2)0, i˜0, j˜0).
Proposition 4.6. The ADHM datum of the framed vector bundle F⊗2 is the above
((B˜1)0, (B˜2)0, i˜0, j˜0).
Proof. By (4.3) there is no nonzero (B˜1)0, (B˜2)0-invariant subspace in
Ker(j˜0) =
k⊕
l=1
C〈(el,−el), (fl,−fl)〉.
Thus ((B˜1)0, (B˜2)0, i˜0, j˜0) is costable.
By (4.3) any (B˜1)0, (B˜2)0-invariant subspace containing
Im(˜i0) =
k⊕
l=1
C〈(el, el), (fl, fl)〉 ⊕ (W l0)⊕2
should be V˜ = (W⊕2)⊕k. Thus ((B˜1)0, (B˜2)0, i˜0, j˜0) is stable. Hence it is regular and
corresponds to a framed vector bundle. Since this framed bundle is isomorphic to a limit
of Ft ⊗ F , it is isomorphic to F ⊗ F as framed bundles. 
In general an ADHM datum in MV,W of a given framed vector bundle is unique up to
GL(V )-action, and the C∗-action Φ(t) is absorbed in GL(V˜ )-action.
We recall that if F has a symplectic structure, V,W are orthogonal and symplectic
vector spaces respectively and B1 = B
∗
1 , B2 = B
∗
2 , j = i
∗. Thus V˜ , W˜ are naturally
symplectic and orthogonal vector spaces. We identify V = Ck the standard orthogonal
vector space using the eigenspace decomposition. Note that (el, fl)W = 1 since j = i
∗. We
set W l0 := C〈el, fl〉⊥ the orthogonal complement in W . Then the above C∗-action Φ(t)
preserves the symplectic form of V˜ . Thus the limit ADHM datum ((B˜1)0, (B˜2)0, i˜0, j˜0) is
contained in NV˜ ,W˜ . Hence Proposition 4.6 can be adapted to the symplectic version:
Proposition 4.7. Suppose further F is a symplectic bundle. The ADHM datum of the
framed orthogonal bundle F⊗2 is the above ((B˜1)0, (B˜2)0, i˜0, j˜0).
The SO(3)-instanton moduli space and tensor products of ADHM data 23
4.3. Symmetric product and exterior product of ADHM data. In this subsection
we shall find the ADHM datum of the second symmetric product S2F and the second
exterior product Λ2F of a framed vector bundle F . We also use the assumption that
the first factor B1 of the ADHM datum x corresponding to F has only multiplicity 1
eigenvalues.
We consider mutually complementary subspaces S2W , Λ2W in W⊗2 spanned by the
vectors w ⊗ w′ + w′ ⊗ w, w ⊗ w′ − w′ ⊗ w respectively. Let
VS :=
∑
h
h((B˜1)0, (B˜2)0)˜i0(S
2W ), VE :=
∑
h
h((B˜1)0, (B˜2)0)˜i0(Λ
2W )
where h runs over the 2-variable polynomials. We denote the involutive and anti-involutive
subspaces in W⊕2 by
∆±W :=
{
(w,±w) ∈ W⊕2} .
We define similar subspaces in W⊕20 using the notation ∆
±.
Lemma 4.8. VS, VE are identified as
VS =
k⊕
l=1
C〈el, fl〉⊕2 ⊕∆+W l0, VE =
k⊕
l=1
∆−W l0.
Proof. We check the first identification. For each l there is decomposition
S2W =C〈el ⊗ el, fl ⊗ fl, el ⊗ fl + fl ⊗ el〉 ⊕
{
el ⊗ w + w ⊗ el
∣∣w ∈ W l0}
⊕ {fl ⊗ w + w ⊗ fl∣∣w ∈ W l0}⊕ S2W l0
We denote by (S2W )m, m = 1, 2, 3, 4 the above summands in order. Let pl : V˜ =
(W⊕2)⊕k →W⊕2 be the lth projection.
Via pl, the sum
∑
h h((B˜1)0, (B˜2)0)˜i0((S
2W )1) projects onto C〈el⊗el, fl⊗fl, el⊗fl, fl⊗
el〉. The sum for (S2W )2 projects onto ∆+W l0 since it coincides with the set of pl˜i(el ⊗
w+w⊗ el) = (w,w), w ∈ W0. Both sums for (S2W )3, (S2W )4 project to zero. Therefore
we get
pl(VS) = C〈el, fl〉 ⊕∆+W l0.
We use VS =
⊕k
l=1 pl(VS), which comes from that the l
th summands W⊕2 of V˜ form
the eigenspaces of B˜1 with distinct eigenvalues respectively. This identifies VS as in the
statement.
The identification of VE is similarly checked using decomposition
Λ2W =C〈el ⊗ fl − fl ⊗ el〉 ⊕
{
el ⊗ w − w ⊗ el
∣∣w ∈ W l0}
⊕ {fl ⊗ w − w ⊗ fl∣∣w ∈ W l0}⊕ Λ2W l0.
Via pl, the sum
∑
h as above for the first summand projects to zero by (4.3). The sum
for the second summand projects onto ∆−W0. Both sums for the other two summands
project to zero. This identifies VE as in the statement. 
Remark 4.9. dimVS = c2(S
2F ) = (rankF + 2)c2(F ) and dimVE = c2(Λ
2F ) = (rankF −
2)c2(F ).
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Theorem 4.10. The restrictions of ((B˜1)0, (B˜2)0, i˜0, j˜0) to (VS, S
2W ), (VE ,Λ
2W ) are the
ADHM data of S2F,Λ2F respectively.
Proof. We first need to check the restrictions are well-defined, i.e., j˜0(VS) ⊂ S2W, j˜0(VE) ⊂
Λ2W . By (4.3), for any l we have j˜0(C〈el, fl〉⊕2) = C〈fl ⊗ el + el ⊗ fl, fl ⊗ fl〉. We also
have
j˜0(∆
+W l0) = j˜(∆
+W l0) = {fl ⊗ w + w ⊗ fl|w ∈ W0} .
Thus j˜0(VS) ⊂ S2W by Lemma 4.8. Similarly
(4.4) j˜0(∆
−W l0) = j˜(∆
−W l0) = {fl ⊗ w − w ⊗ fl|w ∈ W0} ⊂ Λ2W.
Thus j˜0(VE) ⊂ Λ2W .
Now ((B˜1)0, (B˜2)0, i˜0, j˜0) is the direct sum of the two restrictions to (VS, S
2W ), (VE,Λ
2W )
as quiver representations. Since ((B˜1)0, (B˜2)0, i˜0, j˜0) is a regular element (Proposition 4.6),
these restrictions are also regular. Let FS, FE be the corresponding framed vector bundles.
We have F⊗2 = FS ⊕ FE . On the other hand there is an inclusion FS ⊂ S2F as framed
sheaves, because the frames of FS, S
2F coincide and FS is the minimal framed subsheaf
in F⊗2 with such a frame due to Lemma 4.8. Similarly FE ⊂ Λ2F . By the decomposition
F⊗2 = S2F ⊕ Λ2F these inclusions are nothing but FS = S2F, FE = Λ2F . 
4.4. Construction of the tensor, symmetric and exterior product morphisms in
terms of ADHM data. We construct the morphisms F 7→ adF, (Λ2F )0,Λ2F in terms
of ADHM data x = (B1, B2, i, j) of F introduced in the beginning of this section. To be
precise we will give the explicit forms of the morphisms only over the locus
µ−1(0)reg0 :=
{
x ∈ µ−1(0)reg∣∣B1 has only the multiplicity 1 eigenvalues} .
These morphisms extend to the morphisms between the framed vector bundles due to
the factorization property since the quasi-affine GIT quotient of µ−1(0)reg0 is Zariski dense
open in MKn .
We denote the moment map on MV˜ ,W˜ or NV˜ ,W˜ by µ˜.
Proposition 4.11. (1) The morphism MSU(N)n →MSU(N2)2nN , F 7→ F⊗2 is induced by the
morphism µ−1(0)reg0 → µ˜−1(0)reg/GL(V˜ ), x 7→ [T(x, x)].
(2) The morphism MUSp(N/2)n → MSO(N2,R)2nN , F 7→ F⊗2 is induced by the morphism
µ−1(0)reg0 → µ˜−1(0)reg/Sp(V˜ ), x 7→ [T(x, x)].
Proof. It suffices to observe that Φ(t) is absorbed in GL(V˜ ) or Sp(V˜ ) by construction
(Proposition 4.7). 
We construct first the morphisms F 7→ S2F,Λ2F in terms of ADHM data. We also
use the same notation µ˜ for the moment map on MVS ,S2W or MVE ,Λ2W . We fix a triple
(x♭, V
♭
S , V
♭
E) where x♭ = (B
♭
1, B
♭
2, i♭, j♭) ∈ µ−1(0)reg ⊂MV,W and V ♭S , V ♭E are subspaces of V˜
constructed from x♭ and choices of el, fl as before. For each triple (x, VS, VE) we choose
any φ ∈ GL(V˜ ) with V ♭S = φ(VS), V ♭E = φ(VE). The restrictions of φ.T(x, x) to (V ♭S , S2W )
and (V ♭E,Λ
2W ) are elements of MV ♭S ,S2W and MV ♭E ,Λ2W respectively. Their classes in the
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GL(V ♭S)- and GL(V
♭
E)-quotients MV ♭S ,S2W/GL(V
♭
S) and MV ♭E ,Λ2W/GL(V
♭
E) do not depend
on the choice of φ. This induces morphisms between instanton spaces:
Proposition 4.12. (1) The symmetric product morphismMSU(N)n →MSU(N ′)n′ , F 7→ S2F
is induced by the morphism µ−1(0)reg0 → µ˜−1(0)reg/GL(V ♭S), x 7→ [φ.T(x, x)|(V ♭S ,S2W )] where
N ′ = N(N+1)
2
and n′ = n(N + 2).
(2) The exterior product morphism MSU(N)n → MSU(N ′)n′ , F 7→ Λ2F is induced by the
morphism µ−1(0)reg0 → µ˜−1(0)reg/GL(V ♭E), x 7→ [φ.T(x, x)|(V ♭E ,Λ2W )] where N ′ =
N(N−1)
2
and n′ = n(N − 2).
We get back to the construction of morphisms F 7→ adF, (Λ2F )0,Λ2F in terms of
ADHM data.
Theorem 4.13. (1) The isomorphism MSU(2)n ∼= MSO(3,R)n , F 7→ adF is given by the
symmetric product morphism in Proposition 4.12 (1).
(2) The isomorphism MUSp(2)n ∼= MSO(5,R)n is given by x 7→ φ.T(x, x)|(V ♭E ,Ker(ω)) where
ω : Λ2W → C is the symplectic form on W .
(3) The isomorphism MSU(4)n ∼=MSO(6,R)n is given by x 7→ φ.T(x, x)|(V ♭E ,Λ2W )).
In the statements (2) and (3) we need to explain additional structures on V ♭E,Λ
2W,φ,
etc. In the item (2), V,W are orthogonal and symplectic vector spaces respectively. Recall
that V˜ , W˜ have the induced symplectic and orthogonal structures respectively. Recall also
that for a given x ∈ µ−1(0)reg0 , further choice of el defines VS, VE.
Lemma 4.14. VS, VE are symplectic subspaces of V˜ .
Proof. We check VE is a symplectic subspace of V˜ . We identify V = C
k the standard
orthogonal vector space and V˜ = (W ⊗C2)⊕k. For each l, W l0 is a symplectic subspace in
W ⊗ C2 by the definition. Thus so is VE =
⊕
l∆
−W l0 in V˜ .
One can check similarly that VS is a symplectic subspace. 
The orthogonal structure on W˜ = W⊗2 is given by the induced isomorphism W⊗2 ∼=
(W∨)⊗2 = (W⊗2)∨. The subspace Λ2W is an orthogonal subspace in W˜ . This orthogonal
structure of Λ2W is given by the 4-form ∧2ω. Ker(ω) is an orthogonal subspace of Λ2W .
In (2) we need the restriction T(x, x) to (VE ,Ker(ω)) is well-defined. This amounts to
j˜0(VE) ⊂ Ker(ω), which follows immediately from (4.4). We set φ to be any symplectic
isomorphism of V˜ satisfying V ♭S = φ(VS), V
♭
E = φ(VE).
In the case (3) we give any orthogonal structure on V and then identify V = Ck the
standard orthogonal vector space. For each ADHM datum x ∈ µ−1(0)0 we use the notation
fx1 , f
x
2 , ..., f
x
k ∈ W for the j-images of the standard basis elements of V to emphasize x. We
choose a generic symplectic structure ωx : Λ2W → C such that there exist ex1 , ex2 , ..., exk ∈
W satisfying ωx(exl , f
x
l ) = 1. The existence of such ω
x is left as an exercise. Note
that ωx(exl , f
x
l ) = 1 is no more automatic because j is not necessarily i
∗ with respect
to ωx. We further impose a condition on ωx: the 4-forms ∧2ωx do not depend on x.
This condition is satisfied simply by scalar multiplications of ωx and exl since Λ
4W is
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1-dimensional. Thus Λ2W attains the orthogonal structure independent of x. It is now
easy to check that T(x, x) restricts to an element of NVE ,Λ2W . We choose φ ∈ Sp(V˜ )
with V ♭S = φ(VS), V
♭
E = φ(VE) as before. Hence we have the morphism in the statement
µ−1(0)0 → NV ♭E ,Λ2W/ Sp(V ♭E).
The morphisms in Theorem 4.13 are now well-defined. We are ready to prove the
theorem.
Proof of Theorem 4.13. (1) Since SU(2) = USp(1), there is an isomorphism F ∼= F∨
corresponding to the symplectic structure of F . Thus we have the isomorphism End(F ) ∼=
F⊗2 and this restricts to adF ∼= S2F . Hence the map F 7→ adF is given by Proposition
4.12 (1).
(2), (3) The proof of the item (3) is a first half of that of (2), so we prove only (2).
By similar arguments in the proofs of Proposition 4.11 (2) and Proposition 4.12 (2), we
obtain a morphism µ−1(0)reg0 → µ˜−1(0)reg/Sp(VE) which induces MUSp(2)n → MSO(6,R)2n ,
F 7→ Λ2F . The rest follows from the fact that (Λ2F )0 = Ker(Λ2F → O) has the ADHM
datum T(x, x)|(VE ,Ker(ω)). To check this fact, we notice that the morphism between the
ADHM data induced by VE ⊕ Λ2W 0⊕ω→ 0⊕ C becomes the morphism Λ2F → O. 
Appendix A. Character of C[ρ−1(0)]Sp(1)
In this section we compute the Hilbert series of ρ−1(0)/ Sp(1) where ρ : Hom(C3,C2)→
sp(1), i 7→ ii∗ and C3,C2 are the standard orthogonal and symplectic vector spaces
respectively.
Since o(3) is spanned by the weight −1, 0, 1 vectors with respect to a maximal torus
SO(3), we denote by x, y, z the dual basis elements. Thus we identify C[o(3)] = C[x, y, z].
By the first fundamental theorem of invariant theory Hom(C3,C2)/ Sp(1) is SO(3)-equivariantly
isomorphic to o(3). Hence C[ρ−1(0)/ Sp(1)] is SO(3)-equivariantly isomorphic to a quo-
tient algebra of C[o(3)]. By the above computation of Hilbert series we will deduce the
following:
Corollary A.1. There is an SO(3)-equivariant isomorphism
C[ρ−1(0)]Sp(1) ∼= C[x, y, z]/(x, y, z)2.
The proof will appear in §A.2 after identifying the SO(3)-representation C[ρ−1(0)]Sp(1)
as a torus character.
A.1. Torus character of C[ρ−1(0)]Sp(1). For an algebraic group G we denote by R(G)
the ring of isomorphism classes of finite dimensional G-representations. For a given G-
representation V , its G-character is denoted by XV : G→ C, g 7→ tr(g : V → V ). Thus we
have character map X• : R(G)→ C[G]. If G is a reductive group, let T be a maximal torus.
The composite of the character map X• : R(G)→ C[G] and the restriction C[G]→ C[T ] is
known to be injective. And its image is the Weyl group-invariant ring C[T ]W . We denote
this composite by the same symbol X and call torus character.
We want to add some infinitely dimensional representations to R(G), e.g. coordinate
ring of a scheme with nonzero dimension. We narrowly focus on the example C[ρ−1(0)].
We set G = Sp(1) × SO(3) from now on. Let T = TSp(1) × TSO(3) where TSp(1) and
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TSO(3) are maximal tori of Sp(1) and SO(3) respectively. Regarding C
3 and C2 as the
vector representations of SO(3) and Sp(1) respectively and then defining a C∗-action
with only weight 1, Hom(C3,C2) is a G × C∗-representation. So is its coordinate ring
C[Hom(C3,C2)] = Sym(Hom(C3,C2)∨) the total symmetric product. The torus character
XHom(C3,C2) = (1 + t + t−1)(z + z−1)q. Here t, z, q are torus characters corresponding
to the 1-dimensional representations of TSO(3), TSp(1),C
∗ with weight 1 after identifying
TSO(3) ∼= C∗, TSp(1) ∼= C∗. Note that C[T ] = Z[t±1, z±1, q±1].
Each T -weight space of Sym(Hom(C3,C2)∨) is finite dimensional. Hence XC[Hom(C3,C2)]
is an element in both completed rings
R̂(T × T ′) := R(T × T ′)[[q−1]], R̂(G× T ′) := R(G× T ′)[[q−1]].
Here and hereafter we identified z, t, q with their corresponding representations. In R̂(T ×
T ′) we have
XC[Hom(C3,C2)] = 1
P (zq−1)P (z−1q−1)
.
where P (x) := (1− x)(1 − tx)(1 − t−1x) and the RHS is understood as the formal series
expansion in q−1.
We regard the adjoint Sp(1)-representation sp(1) as a G × T ′-representation with the
trivial SO(3)-action and the weight 2 T ′-action. Thus ρ becomes G× T ′-equivariant. By
finite dimensionality of T ′-weight spaces, XC[ρ−1(0)] is an element in both R̂(T ×T ′), R̂(G×
T ′). The pull-back of sp(1)∨ via ρ generates the defining ideal of ρ−1(0). These can be
seen as sections of the trivial vector bundle V := sp(1)∨×Hom(C3,C2) over Hom(C3,C2).
Since ρ−1(0) is a complete intersection ([10, Theorem 4.1 (2)]), the Koszul complex Λ•V of
OHom(C3,C2)-modules is equal to Oρ−1(0) as classes of the G× T ′-equivariant Grothendieck
group KG×T
′
(Hom(C3,C2)). Hence we have
XC[ρ−1(0)] =
∑
l
(−1)lXH0(ΛlV) =
∑
l
(−1)lXΛlsp(1)∨ · XC[Hom(C3,C2)]
=
(1− q−2)(1− z2q−2)(1− z−2q−2)
P (zq−1)P (z−1q−1)
in R̂(T × T ′) where H0(ΛlV) denotes the space of sections of ΛlV over Hom(C3,C2).
The character of the invariant subspace C[ρ−1(0)]Sp(1) becomes an element of a com-
pleted ring R̂(TSO(3) × T ′) = R(TSO(3) × T ′)[[q−1]]. It is computed by Weyl’s integration
formula as
XC[ρ−1(0)]Sp(1) =
1
2
‰
|z|=1
dz
2pi
√−1z ·N(1) ·
(1− q−2)N(q−2)
P (zq−1)P (z−1q−1)
(the counter-clockwise integral), where N(x) := (1 − xz2)(1 − xz−2) the Jacobian of the
finite map TSp(1) × Sp(1)/T → Sp(1), (t, gT ) 7→ g−1tg. We notice that the integrand
formal series in q−1 converges in the the range |q| ≫ 1. Thus it is also regarded as a
rational function in |q| ≫ 1. The denominator of this rational function has the zeros
z = 0, 1
qt
, t
q
inside |z| = 1. By direct residue computation we get
(A.1) XC[ρ−1(0)]Sp(1) = 1 + tq−2 + q−2 + t−1q−2
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in R̂(TSO(3) × T ′). Since this character is a finite sum, it is also defined in R(TSO(3) × T ′).
Remark A.2. By the second fundamental theorem of invariant theory, the reduced scheme
(ρ−1(0)/ Sp(1))red coincides with the zero in o(3). But in the above we checked ρ
−1(0)/ Sp(1)
is not reduced.
A.2. Proof of Corollary A.1. We give the weight 2 T ′-action on o(3). Then we have
XC[o(3)] = 1(1−tq−2)(1−q−2)(1−t−1q−2) in R̂(TSO(3) × T ′). In the statement of Corollary A.1,
the variables x, y, z can be set to be the bases of the 1-dimensional subrepresentations
tq−2, q−2, t−1q−2 respectively.
By (A.1), C[ρ−1(0)]Sp(1) coincides the subspace of C[o(3)] spanned by 1, x, y, z. On the
other hand by the first fundamental theorem of invariant theory, Hom(C2,C3)/ Sp(1)
is an SO(3) × T ′-invariant closed subscheme of o(3). As a quotient ring of C[o(3)],
C[Hom(C2,C3)]Sp(1) should be C[o(3)]/(x, y, z)2. This proves the corollary.
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