A computational study of superconducting states near the superconductingnormal phase boundary in mesoscopic finite cylinders is presented. The computational approach uses a finite element method to find numerical solutions of the linearized Ginzburg-Landau equation for samples with various sizes, aspect ratios, and crosssectional shapes, i.e., squares, triangles, circles, pentagons, and four star shapes. The vector potential is determined using a finite element method with two penalty terms to enforce the gauge conditions that the vector potential is solenoidal and its normal component vanishes at the surface(s) of the sample. The eigenvalue problem for the linearized Ginzburg-Landau equations with homogeneous Neumann boundary conditions is solved and used to construct the superconducting-normal phase boundary for each sample. Vortex-antivortex (V-AV) configurations for each sample that accurately reflect the discrete symmetry of each sample boundary were found through the computational approach. These V-AV configurations are realized just within the phase boundary in the magnetic field-temperature phase diagram. Comparisons are made between the results obtained for the different sample shapes.
Introduction
There are many important technological and fundamental questions concerning magnetic properties and superconducting states in superconductors of mesoscopic scale. Recent advances in microfabrication and experimental techniques have made possible extensive studies of such small systems. In this paper, we provide a computational study of some of these questions.
When the system is in the normal conducting state, the external magnetic field fully penetrates the system. At a temperature below a critical temperature T c , as the applied magnetic field decreases, a superconducting state nucleates in the system. Knowing this critical level of the magnetic field, i.e., the nucleation field, one can construct the normal/superconducting (N/S) phase boundary, if that transition is of second order.
As is well known, a bulk superconductor is called type-I when κ < 1/ √ 2 and type-II for κ > 1/ √ 2, where κ is the Ginzburg-Landau parameter. If κ < 0.417 [1, 2] , we have the pure (homogeneous) superconducting state (the Meissner state) below the thermodynamic critical field H c and the normal conducting state above H c . For 0.417 < κ < 1/ √ 2, there exists a critical field H c3 such that a surface superconductivity state exists for H c < H < H c3 while the bulk of the sample remains in the normal conducting state; for H > H c3 , the whole sample is in the normal conducting state [1, 2] .
For bulk type-II superconductors, we have a mixed state and the Abrikosov vortex lattice is energetically favorable in the range H c1 < H < H c2 [2] , where H c2 is called the upper critical field, and H c1 , the lower critical field. We have the Meissner state below H c1 and a surface superconductivity state for H c2 < H < H c3 .
For circular cylindrical samples, surface superconductivity nucleates in the form of a giant vortex (GV) [3, 4] . The order parameter takes the form ψ = f (r)e iLϕ , where the winding number L is a good quantum number; L is analogous to the orbital angular momentum of a particle. Calculations on the superconducting state in mesoscopic, type-I, superconducting thin films by solving the non-linear Gingzburg-Laudau equations (GL) at H < H c2 have, in most cases, found transitions between GV states of different circulation quantum numbers L, with some multi-vortex (MV) states occasionally appearing as thermodynamically stable states, which become metastable below a critical radius [5] [6] [7] [8] . Note that in general, L of a sample is defined as the sum of the winding numbers of all vortices minus the sum of the winding numbers of all antivortices in the sample, where the winding number of a vortex (antivortex) is defined to be the number of multiples of 2π (−2π) that the phase of the superconducting "pair-wave-function" order parameter ψ changes along a counterclockwise closed curve surrounding the vortex (antivortex).
As the size of sample becomes smaller and smaller, the geometry and topology of the sample has a fundamental influence on the superconducting state, and boundary effects increasingly dominate the nucleation of superconductivity.
The fluxoid quantization requirement gives rise to an oscillatory depression in the critical temperature T c in cylindrical shells as described by the classical experiment of Little and Parks [9, 10] . One should also recall that in thin films, the parallel critical field H c|| (T) has a square-root (∼ √ T c −T) dependence [1, 11] and oscillations in the T c (H) phase boundary are superimposed on this parabolic background. More recently this oscillatory T−H curve was obtained for simply connected domains such as a small disk [12] and a mesoscopic square [13, 17] . Oscillations arise from the change of the orbital angular momentum L as the imposed external magnetic flux Φ/Φ 0 increases [14] , where Φ 0 ≡ hc/2e denotes the flux quantum.
Moshchalkov et al. [13, 14] measured the H-T phase boundary of nucleation of superconductivity in aluminum samples (line, square, square loop) using resistance measurements and compared the results with the Tinkham formula for a thin slab and with solutions of the linearized Ginzburg-Landau (LGL) equation for disk and ring geometries. Fomin et al. [15, 16] built the phase boundary curve for a mesoscopic square loop with two leads by solving the full nonlinear Ginzburg-Landau equations in a self-consistent way near the critical temperature. A fitting parameter η which represents the fraction of superconducting area in the loop, was used to fit the measured curve of the resistive transition, which is based on the criterion R/R N = some constant <1, where R is the sample resistance in the superconducting-normal transition region and R N is that for normal phase † .
Bruyndoncx et al. [17] investigated the nucleation of superconductivity in a uniform perpendicular magnetic field in aluminum microsquares containing 2 and 4 antidots (holes). The normal/superconducting phase boundary for a square sample showed pseudoperiodic oscillations in T c (H) superimposed on an almost linear background. However, the T c (H) curve for a perforated microsquare displays a behavior reminiscent of superconducting network for low magnetic field, and indicates that a GV state is established in high magnetic fields. The influence of the actual geometries on T c (H) was studied in the framework of the LGL equation.
Jadallah et al. [18] computed the N/S phase transition curves for mesoscopic superconductors. Limiting shapes of the curves and asymptotic formulas for various orders of the applied magnetic flux were derived. It was shown that the fractional depression of the critical temperature, (T c −T)/T c , becomes linear with respect to the applied magnetic flux φ ≡ Φ/Φ 0 for φ ≫ 1, while (T c −T)/T c shows a parabolic dependence on φ for low magnetic flux. The sensitivity of those results with respect to the smoothness of the domain was studied.
Chibotaru et al. [19] [20] [21] [22] [23] investigated, using the LGL equation, the N/S phase boundary and vortex states in regular polygons (square, equilateral triangle, and rectangle, etc.) having discrete rotational symmetry. Note that each of these samples belongs to the C 4 , C 3 , and C 2 symmetry group, respectively. They found antivortices as well as vortices nucleate inside the samples studied subjected to uniform applied fields, and the vortex states preserved the discrete C N symmetry of the sample boundary. They also found the phase-boundary (T c − H) curve as the envelope of intersecting continuous curves of the lowest eigenvalues of different L of the irreducible representations (irreps) for each C N symmetry group.
Kogan et al. [24] solved the linearized anisotropic GL equations to study the nucleation of superconductivity in anisotropic superconductors having an arbitrary orientation of the sample surface relative to the crystal principal axes. The surface critical field H c3 is found to be less than 1.695H c2 unless the field is situated along one of the principal crystal planes. Below H c3 in the vicinity of nucleation, the order parameter scales as
Computational studies for infinite cylinders having rectangular cross sections were presented that showed that, due to corners and a finite cross section, the surface superconductivity state persists for fields above the theoretically predicted value for semi-infinite samples. They also showed that vortices exist within the surface superconductivity sheath above the bulk critical field.
In this paper, we solve the LGL equation with homogeneous Neumann boundary condition using a finite element method (FEM) in samples having various geometrical shapes. For an introduction to finite element discretizations of the GL equations, see, e.g., [25, 26] . Finite element methods are well known to be a powerful numerical method that are particularly suitable for the non-rectangular computational domains we consider. Our goal is to examine the effects of the geometric symmetry of the samples on the vortex states near the critical temperature T c . In order to solve the LGL equations, the free boundary condition (see Eq. (2.2) below) must be satisfied. To reduce the boundary condition (BC) to a homogeneous Neumann BC, a vector potential gauge A satisfying A·n=0 needs to be found. Since it is difficult to obtain analytical solutions satisfying this condition except for some standard, regular polygons, it is clear that FEMs can provide an effective alternative means for more complicated geometries. Although Chibotaru et al. [19] [20] [21] [22] [23] have developed an elegant analytic method to obtain the vector potential in a gauge in which A·n = 0 on the edge of a regular polygon sample, their symmetrized basis functions can handle only perfectly symmetric samples and not even slightest deviation from it is allowed. Even after their series of an infinite number of basis functions is truncated for computation, each remaining basis function is still perfectly symmetric. In other words, Chibotaru et al.'s method is programmed with everything perfectly symmetric, and it has yet to be non-trivially generalized in order to apply to samples of more complex geometries. To our knowledge, a numerical study of this kind even for a pentagon (which is still a simple polygon) has not yet been reported, which likely indicates that their method is not trivial to apply even for more complex polygons. Thus we feel that there is a strong need to develop a new method to deal with more complex geometries (including more complex symmetric shapes, more general asymmetric shapes, and even multiply-connected shapes), since applications of mesoscopic superconductivity may well be not limited to simple perfectly-symmetric polygonal shapes.
For example, the so-called "2 × 2 antidot cluster", which is a superconducting microsquare containing four antidots (i.e. submicron holes), is now under renewed interest having a good perspective for flux quantum logic applications [27] [28] [29] . The experimental results have been compared with calculations in the London limit of the GinzburgLandau theory [27, 28] , the de Gennes-Alexander (dGA) model [28] , and even the general GL theory for order parameter with variable magnitude [17] . While qualitative matches between the theories and experiment were claimed, a more detailed and quantitative analysis was called for at the same time [17] . Geurts et al. [30] solved temperaturedependent nonlinear GL equations for a thin film with four antidots and edge defects in a homogeneous magnetic field. They showed that V-AV states, which have never been observed experimentally, can be enforced by artificial fourfold pinning, with their local magnetic field enhanced by orders of magnitude.
In this paper, we do not consider antidots. Rather, we focus on the fundamental study of filled symmetric shapes beyond the few simple (mostly polygonal) shapes already studied so far such as triangles, squares, rectangles, and circles to examine in detail the phase boundary and the vortex configurations in the states generated just within the phase boundary. We believe this is a necessary first step, on account that we do not impose a mathematical symmetry a priori and thus our approach is completely general. As we shall see subsequently, symmetry arises in our numerical solutions spontaneously for the given physical condition. Thus our symmetric solutions originate from the physical symmetry of the sample. This way our method is not only an alternative but complementary approach to Chibotaru et al. ' s. Note that in the actual example solutions presented below, we consider only symmetric geometries for the obvious reason that a totally irregular geometry would not allow us to have much insight on the correct solutions, unless there is a specific application.
Our computational approach has two distinct features. First, by using a FEM, we can readily treat complicated geometries. Regular polygons such as a pentagon are hardly more complicated mathematically than a square or triangle, but the analytical or even the numerical solution in domains of such shapes are not common. Our approach work very well for such geometries as well. In fact, in such cases, our solutions indeed conform to the correct symmetries of the samples, without the necessity to impose such conditions a priori. Second, the penalty method we use is a well-known technique for obtaining approximate solutions that satisfy some constraint(s) [in our case ∇·A = 0 in the bulk and A·n = 0 at surface(s)]. Our simulation results show that good results are obtained by applying such an approach, even though theoretically required group symmetry is satisfied only in an approximate sense.
We would like to point out another implication of this result. Since we aim to calculate the phase boundary for real physical samples, we believe our numerical method has some merit for this purpose. In real situations, symmetry is broken in at least two ways. First, one has imperfections in the data; e.g., the sample surface invariably is slightly imperfect or even the applied field is not perfectly uniform. Second, thermal fluctuations can likely introduce random, and therefore nonsymmetric, perturbations into the system. Note also that in real situations there is likely one more symmetry-breaking disturbance from the electrical contact leads, which our FEM was shown to be able to handle appropriately [31] . In fact, this should be closer to the experimental situation presented by Chibotaru et al. Whether it means that symmetric vortex states may nucleate in a sample geometry and applied field with less than perfect symmetry is uncertain. Note that this "realistic" concern cannot be addressed in Chibotaru et al.'s model which consists of symmetric states only. In that case, the present scheme represents an important improvement, which allows direct implementation of geometric imperfection at any applied field. Note that the scheme also applies to the situation when a given distribution of pinning centers exist in the system or on its surface.
This article is organized as follows. In the next section, we present the LGL equations and a brief discussion of our numerical approach. In Section 3, we study nucleation for several previously-studied sample geometries, i.e., squares, triangles, and disks, in order to establish our method. In Section 4, we study several geometries not studied before, i.e., pentagon and four star shapes. Finally, Section 5 provides a summary of the results of this paper and some concluding remarks.
The mathematical and computational models

The linearized Ginzburg-Landau model
The general Ginzburg-Landau (GL) equation is given by [ In the above, e s is the "effective charge" of a Cooper pair which is twice the charge of an electron, and m s its "effective mass" which can be selected arbitrarily, but the conventional choice is twice the mass of an electron. Also, c is the speed of light, andh = h/2π, where h is Planck's constant.
For an isolated sample, the free boundary condition
is satisfied; physically speaking, this condition implies that the normal component of the current at the boundary vanishes and the Neumann boundary condition on |ψ| applies.
The phase boundary of a mesoscopic sample separating the superconducting state and the normal state in the field-temperature (H-T) space is an important measurable quantity to reveal the influence of the sample geometry. At this H-T phase boundary, the order parameter is vanishingly small and thus can be described by the linearized Ginzburg-Landau (LGL) equation [ 
It is known that near the phase boundary, the induced magnetic field can be ignored so that the magnetic potential A in the Eqs. (2.2) and (2.3) corresponds to that for the external field, i.e., A = A ext , and the order parameter and magnetic field are decoupled [1] . Thus, if we have a gauge for the external magnetic field satisfying the boundary condition A·n = 0, the system above is formally identical with the Schrödinger equation with the Neumann boundary condition for an electron in a magnetic field. We use a penalty method [32, 33] , to calculate the gauge A(x) satisfying the condition A·n = 0 along the sample boundary (and the condition ∇·A = 0 in the bulk).
Chibotaru et al. [23] provide an interesting comparison of their "vector potential gauge method" and numerical approach based on a finite difference method. Intuitively, it would seem better solutions can be obtained if one has a gauge function that satisfies the crucial A·n=0 condition everywhere along the boundary rather than at a finite number of points on the boundary. In the finite element method, the desired gauge choice A·n=0 on the boundary is enforced through a penalty method. As a result, the gauge for A(x) complying with the symmetry of the sample is reflected in the discretized equations to a greater extent than with finite difference methods, i.e., our finite element methods enforces the gauge choice (weakly) along the whole boundary instead of just a boundary grid points. In order to obtain a solution to a desired accuracy, the approximation space may be increased in dimension, either through finer mesh (h-refinement), or by increasing the order of the polynomial basis (p-refinement), or both (h-p-refinement).
With the nonlinear term in the original Ginzburg-Landau equation ignored, the problem is formally the same as that of finding the quantized states of an electron in a magnetic field, which leads to the Landau levels in an infinite system. In particular, the lowest eigenvalue provides information about the phase boundary at which the nucleation of superconductivity occurs.
Let ξ = (h 2 /2m s |α|) 1/2 be the coherence length. Defining dimensionless variables as: respectively, where
The gauge-invariant phase gradient is given by ∇ϕ−KA where ψ = |ψ|e iϕ and ϕ is the phase of the order parameter.
In the following sections, ℓ is chosen to be the length of a side for a square and a triangle, the radius for a circle, and the distance from the center to a vertex for a pentagon. For stars, it is chosen as the distance from the center to an outer vertex, i.e., the distance from the center to a vertex of the "circumscribing pentagon."
A weak formulation of Eqs. (2.4) and (2.5) is given by [25] :
where ψ is a test function belonging to the Sobolev space H 1 (Ω) that consists of complexvalued functions whose real and imaginary parts both have one square integrable derivative; we also use the inner product for complex-valued functions defined by
where c.c. denotes complex conjugation.
Discretization procedure
Standard Galerkin finite element discretizations of Eq. (2.7) lead to a generalized eigenvalue problems of the form
where
where D ⊤ means the transpose of D.
For simplicity, we consider cylindrical samples (of any height) and constant applied magnetic fields H ext that are parallel to the axis of the cylinder, i.e., are perpendicular to the cross-section of the sample. In this two-dimensional model, the entries of the matrices above are given by
where A x and A y denote the components of A, and
for i, j = 1,··· , N. In the above, Ω denotes the cross-section of the sample and {φ j } N j=1 denotes the finite element basis. Note that matrices A, B, C, and M are all symmetric and D skew-symmetric. In all our examples, we use piecewise quadratic finite element basis corresponding to a triangulation of the sample domain [34] . Fig. 1 shows some examples of the triangulations used in our calculations. The left figure shows a uniform mesh consisting of a regular array of congruent triangles, while the right figure shows a conforming Delaunay triangulation created by the Triangle software package [35] . In most cases, we cannot use a uniform mesh so that we use a mesh similar to the one in the right figure. Fig. 1 also shows the nodal arrangement for quadratic finite element spaces, i.e., there are nodes at the vertices and mid-sides of the triangles. The typical mesh we use to calculate the lowest eigenvalue consist of anywhere from 2,000 to 5,000 nodes. Refined mesh with about 10,000 nodes are used only to obtain vortex-antivortex states, where refinement is confined in the small region around the center of the sample where vortices and antivortices nucleate. The desired gauge A(x) is calculated by a penalty method (see Section 2.3), then the discretized eigenvalue problem (2.8) is solved using the ARPACK software [36] . In the computational examples, ℓ = 2µm for the square, 2.28µm for the triangle, and 1µm for the disk and pentagon. We consider four cases of star-shaped samples having apex angles α = 90 degrees (star-90), 72 degrees (star-72), 36 degrees (star-36), and 18 degrees (star-18), which increasingly deviate from pentagon with the same area. (See Fig. 2 .) For those stars, ℓ = 1.06, 1.14, 1.46, and 1.91µm in turn, so that their areas are the same as that of the pentagon. Also, in Eq. (2.6), H c = 105Oe (aluminum) and Φ 0 = 2.07×10 −7 G·cm 2 .
Determination of the symmetry-preserving gauge by a penalty method
Since the magnetic potential we need to determine corresponds to that for the external magnetic field, the two-dimensional problem to be solved is given by
To fix the magnetic potential A satisfying Eq. (2.10), we apply the London gauge condition ∇·A=0 in the cross-section Ω of the sample with the additional gauge choice A·n=0 along the boundary Γ of Ω. These gauge choices may be viewed as constraints on possible solutions of Eq. (2.10); we choose to enforce these constraints using a penalty method.
To this end, we define an objective function that consists of the magnetic energy plus two penalty terms:
where s,c > 0 are referred to as penalty parameters. We express the components of the vector potential in terms of the finite element basis
We substitute these expression in the above expression for F(A) and then determine the coefficients e j and f j by minimizing the resulting discretized functional with respect to those coefficients, i.e., by solving the equations
The solution obtained in this manner is an approximate solution of Eq. (2.10) along with the gauge choices we have made. See Fig. 3 for illustrations of such approximations in a pentagon and a star. It is important to note that our procedure is general, i.e., it can be used to determine A satisfying Eq. (2.10) and the gauge choices for arbitrarily shaped sample cross sections Ω.
Nucleation in mesoscopic finite-cylinder samples with previously-studied shapes
In Fig. 4 the phase diagrams obtained for mesoscopic finite-cylinder samples with square-, triangle-, and disk-shaped cross sections are gathered. These previously-studied shapes are studied here mainly for the purpose of establishing our method. For comparison, the phase diagram for a pentagonal cross section (to be studied in Section 4) is also included. Each curve in Fig. 4 presents the lowest eigenvalues of various irreps for a mesoscopic finite-cylinder sample with circular (solid curve), pentagonal (dotted), square (dashed), or triangular (dot-dashed) cross section for varying magnetic flux. The flux is defined as Φ = H ext S, where H ext is the applied magnetic field, and S, the area of whatever shape under study. Thus, we present the eigenvalues in terms of
where the nondimensional sample size S/ℓ 2 is determined from the geometry. This way, eigenvalues for samples of different shapes can be plotted together and rationally com- From Fig. 4 , we can see that S/ξ 2 has a generally linearly upward trend as Φ/Φ 0 increases, but with an oscillatory behavior superposed on it. This oscillatory behavior with slope discontinuities -the cusps -occurring at a discrete set of flux values arises from the change of the winding (or vorticity) quantum number L in the eigenvalues plotted. Note that the phase boundary plotted in Fig. 4 matches the phase boundary identified as the lowest envelope of the N curves of the lowest eigenvalues of N irreps reported in a previous work [23] . (N = 4 for a square, and 3 for an equilateral triangle.) Also, in the intervals between the subsequent cusps of each curve in Fig. 4 , the total winding number remains constant. Moreover, the winding number always increases by one as each cusp is crossed as the total magnetic flux Φ in the sample is increased. All curves exhibit similar oscillatory behavior in S/ξ 2 as the input magnetic flux is changed, but have different locations of the transition points. The transition points between different vortex configurations in each sample are summarized in Table 1 . Again, the transition points between different vortex configurations in a pentagon are included for comparison purposes.
It is observed that as the number of sides of a polygon increases, i.e., as N → ∞ for a C N symmetry, so that the sample shape approaches a disk, the phase-boundary curve shifts upward and the transition points shift to the left, resulting sometimes in higher-L Landau levels for a given magnetic flux. If these samples have an identical coherence Table 1 : Calculated transition positions in the phase boundary curves at which a change of winding number of the system occurs for finite-cylinder samples with different cross-sectional shapes and any height. 4 length ξ(0) (the Ginzburg-Landau coherence length extrapolated to T = 0), their phaseboundary curves can be compared. In this case, it can be said that, for the same area subject to decreasing magnetic field H, the superconductivity nucleates in the order of triangle, square, pentagon, then disk (i.e. increasing N). (This is because nucleation of superconductivity is easier at acute corners of the sample.) All these behaviors closely match previously reported results [23] both qualitatively and quantitatively, except those for a pentagon, which to our knowledge have not been obtained before. The oscillatory behavior of 1/ξ 2 (hence the depression of T c from simple linear behavior) is similar to that observed in a disk [13, 14] . Fig. 5 (c) . The phase of the order parameter changes from 0 (blue) to ±2π (red) as a closed curve around the core of a vortex/antivortex is traced in the counterclockwise direction. The same color scale was used from the minimum (blue) to maximum (red) levels in the magnitude of the order parameter. Note that blue appears dark gray and red appears light gray in grayscale print.
L → L+1
In the weak superconductivity just nucleated across the phase boundary, vortices and antivortices are difficult to identify because they are tiny and located in close proximity of each other. Thus, plotting the magnitude of the order parameter is not convenient for this purpose. Also, the gauge-invariant phase-gradient plot gets messy quickly as the vortex cores are approached due to the rapid variation of the phase there. This trend becomes even worse as we examine nonrectangular samples. Since vortices are topological excitations, the phase variation around a vortex is discernable even far from the vortex core. Also the origin around which the phase spans gives precise information of the location of vortex cores.
The magnitude and the gauge-invariant phase gradient of the order parameter must have the symmetry of the sample, being associated with the non-degenerate ground state solution of a linear eigenvalue problem, but the phase of the order parameter does not have to have this symmetry, even in the gauge where the vector potential does have this symmetry. This is because when the discrete rotation operator of the symmetry operation is applied to the wave function, it needs only regenerate the wave function times some constant phase factor, rather than the wave function itself. The coexistence of vortices and antivortices forces us to examine the phase very carefully to find the exact vortex state. In Fig. 5 (c) it appears that the square carries only three vortices since it appears to have three contiguous intervals of phase variation [0,2π]. But zooming into the region around the center in Fig. 5 (d) reveals four vortices and an antivortex at the center: around each of the four vortices located along the diagonals, the phase increases from 0 (blue) to 2π (red) in the counterclockwise direction. Around the center, the phase increases from 0 (blue) to 2π (red) in the clockwise direction to show that there is an antivortex there. Note that these V-AV states in Fig. 5 were already found in [19] [20] [21] [22] [23] . However, it is important that whereas [19] [20] [21] [22] [23] has imposed symmetry in their solutions, in our results symmetry was not imposed but appeared spontaneously. This shows that our method can allow us to discover any accidental symmetry which might exist in the solutions, which cannot be seen a priori. (Note that aside from numerical errors, our solutions are actually "exact solutions", in the sense that we did not make any intentional approximations.)
Figs. 6 (a) and (b) show the vortex configuration for Φ/Φ 0 =8.7 and Figs. 6 (c) and (d) do likewise for Φ/Φ 0 =10.0 both for the same triangular sample in Figs. 5 (e) and (f). For Φ/Φ 0 =8.7, the vortex state consists of three singly quantized vortices toward the corners and a doubly quantized vortex at the center. We will call it the "3+2" state. The vortex state for Φ/Φ 0 = 10.0 carries six singly quantized vortices, all aligned along the lines connecting the center point to the three vertices. We will call it the "3+3" state. Note that these vortex states occur near the phase boundary; the nucleation fields are calculated to be H c3 = 2.399H c2 for the vortex state in Figs. 6 (a) and (b), and H c3 = 2.387H c2 for that in Figs. 6 
(c) and (d). These values are obtained from the simple relation
2 ).
Using this relation one can easily convert Fig. 4 (1−T/T c ), one needs as input the value of S/ξ(0) 2 . For a superconducting disk, a giant vortex state is the ground state solution, whose orbital angular momentum L is also the total winding number. However, in square or triangular samples the vortex configuration in the ground state might be different due to the finite order of their group symmetry. It was proposed that the total winding number in a triangular sample can be written as L = n+3m for small L's, where n = 0,1,−1 is the vorticity number of the vortex located at the center and m=0,1,··· is the number of vortex triads oriented parallel to the sample [20, 21, 23] . In other words, the winding number of the vortex at the center of a triangle can take the values 0, 1, or −1 only. However, for a higher winding number L = 5 Figs. 6 (a) and (b) show a doubly-quantized vortex (with L = 2) at the center and three vortices outside (the "3+2" state) ‡ . Note that the above rule ‡ In fact, very close the center, the solution shows unphysical symmetry breaking with the center doublyquantized vortex (L = 2) splitting into two very closely spaced L = 1 vortices, but it is an artifact due to the fact that the random triangulation of the sample weakly broke the symmetry of the sample, and the very weak magnitude of the order parameter near the sample center made its phase very sensitive to weak perturbations. Since the two vortices juxtaposed around the center in the square are located very closely to each other so as to almost overlap, we believe that if perfect symmetry is imposed on the vector potential A(x) and the triangulation it would render these closely spaced vortices into a multiply-quantized vortex. The same trend applies to all other geometries.
L=n+3m would predict six vortices surrounding an antivortex at the center for L=5 (the "6-1" state). [Chibotaru et al. might have considered n = −1 the same as n = 2, because they belong to the same irrep of the C 3 group, but these two values of n actually give two different (anti-and giant) vortices at the center of the sample, and should not be identified. Another possibility is that Chibotaru et al. might have concluded that n = −1 is always energetically more favorable than n=2, but we find that for some L the opposite is true, and we have given a possible reason below.]
From our experience, we do not think there is a degeneracy in the ground state, although at the present time we do not yet know how to check this possibility carefully. We at least do not find their state (six vortices surrounding an antivortex) as the next higher state in our calculations. Our next higher state always turns out to be a state with a value of L one higher, and it is clearly not degenerate with the ground state we find.
Near the phase boundary, where the LGL equation is valid, the superconducting wave function is highly non-uniform: It is large near the sample boundary only, and diminishes in a length scale of the GL coherence length as the inside of the sample is approached. Thus the closer is a vortex to the sample boundary, the larger should be the free-energy cost to form the vortex core. In this sense vortices should like to form deep inside the sample, and avoid the sample boundary. We shall call this effect on the vortices "surface repulsion effect", but emphasize that it is not the same as the "surface-barrier effect" that is obtained by studying the non-linear Ginzburg-Landau equations. From this point of view, we believe that the vortex state we have found (viz., the "3+2" state) should have a lower free energy than the "6-1" state discussed in [20, 21, 23] .
The surface-repulsion-effect argument does not seem to apply cleanly to the vortex state we found for Φ/Φ 0 =10.0 in Figs. 6 (c) and (d) (viz., the "3+3" state) to justify that it is more stable than the state implied by a sketch in Fig. 11 of [23] , where 6 vortices form a single triangle, with three vortices at the vertices of this triangle, and the other three at the midsides. We simply did not find this sketched configuration in our calculation. Perhaps the sketches provided in that figure for L = 5,6 are merely intuitive guesses on how the vortex structures at those values of L might be. [Actually the "3+3" state we found is consistent with their n+3m rule, with n = 0 and m = 2, whereas their L = 6 state is not.]
The evidence of "surface repulsion effect" is yet reinforced by Fig. 7 showing a triplyquantized vortex (with L = 3) at the center and four vortices outside in a square sample. The total winding number is L=7 and we shall call it the "4+3" state. It was also proposed in [20, 21, 23] that the total winding number in a square sample can be written as L=n+4m for small L's, where n=0,1,2,−1 is the vorticity number of the vortex located at the center and m=0,1. Thus this rule of theirs applies to L≤6 only, and really does not apply to L=7. Still, our result for L = 7, where an L = 3 giant vortex is found at the center of the sample, shows explicitly that their rule can not be applied beyond L = 6. [Again Chibotaru et al. might have considered n = −1 the same as n = 3, because they belong to the same irrep of the C 4 group, but these two values of n actually do not give the same (anti-or giant) vortex at the center, and should not be identified.] Mel'nikov et al. [37] have used defects of increasing sizes to examine the stability of maximally symmetric vortex configurations obtained near the phase boundary, such as one with four vortices on the diagonals and one antivortex at the center of a square sample, forming a centered square pattern, thus having the same symmetry as that of the sample. They found that the antivortex would annihilate one of the vortices if the size of the defect was increased to 0.16ξ ×0.08ξ. They thus concluded that such a maximally symmetric state was very sensitive to a small perturbation to the symmetry of the sample geometry that might be caused by defects or fluctuations. Our V-AV states show that our method can reflect the sample symmetry very accurately. Mel'nikov et al. also introduced a small defect (normal metal) on the sample boundary to perturb the fourfold symmetry of their numerical scheme (explicit Euler) leaving the order parameter and current distribution almost undisturbed. This way they could obtain the branches on the magnetization curve with an odd total vorticity (including their "4+3" state at H = 1.26H c2 ), whereas the even-vorticity branches could already be found by them without introducing the defect. The fact that we did not have to use any artificial defect to obtain the "3+2" and "4+3" symmetric states (spontaneously) gives a rather firm footing to our method.
When studying the non-linear Ginzburg-Landau equations deep inside the phase boundary of a mesoscopic sample [31] , we find that as the size of the sample becomes smaller and smaller, the interaction between vortices and sample surfaces and shape becomes more and more important. The influence of the sample surfaces and shape on the superconductivity is especially strong on the phase boundary. For example, in the above-mentioned three vortex states we obtained here by solving the LGL equation (i.e., the "3+2", "3+3" and "4+3" states), the system appears to choose vortex configurations satisfying the required group symmetry and possibly also taking into account of the surface repulsion effect. (There are likely other mechanisms in determining the vortex configurations that we are not aware of.)
In the study of the non-linear Ginzburg-Landau equations, it was found that L(> 1) singly quantized vortices are preferred energetically than a single giant vortex of vorticity quantum number L since the kinetic energy of a vortex is proportional to the square of its vorticity [38] . However, this is evidently not the case near the nucleation critical field, where the highly non-uniform superconducting order parameter ψ can favor a giant vortex sitting at the center of the sample where ψ is the weakest, than several singly quantized vortices which must be distributed closer to the sample boundary, where ψ is larger.
In a previous study [18] , an asymptotic formulas for the phase boundary were derived. The leading order terms in the expansions can be written as
The coefficients are given by µ c = 0.55 and 0.59 for the square and circular cross sections, respectively and the corresponding values of ζ 0 are 0.22 and 0.25, respectively. Thus, the phase boundary curve is parabolic for small fluxes and linear for large fluxes. In Fig. 8 , we present the phase diagrams for square and circular cross sections. We also display parabolic fits (y = ax 2 ) for the L = 0 portions of each curve and linear fits for the rest of the phase diagrams (L ≥ 1). For the square cross section, we obtain the values 2πµ c = 3.23 from the linear fit and 2πζ 0 = 1.35 from the parabolic fit. Note that in the previous study [18] , the values 2πµ c = 3.46 and 2πζ 0 = 1.38 were obtained. For the circular cross section, we obtain 2πµ c = 3.48 from the linear fit and 2πζ 0 = 1.52 from the parabolic fit, while the previous study obtained 2πµ c = 3.71 and 2πζ 0 = 1.57.
Nucleation in mesoscopic finite-cylinder samples with cross-sectional shapes not studied previously
The method used in previous studies [20, 21, 23] is effective for relatively simple geometries, but becomes difficult to apply when the sample geometry becomes more complex, such as pentagonal or a star-shaped. The primary reason for the development of our finite-element-based method is so that samples having more complex geometries can be treated with relative ease. We illustrate this point by considering simulations for pentagonal and star-shaped cross sections.
Dikin et al. [39] studied phase transitions in a four-pointed star-shaped sample by measurement and numerical calculation. By solving full nonlinear Ginzburg-Landau equations using a self-consistent method [15, 16] near the critical temperature, strong inhomogeneity of the order parameter was obtained. T-H phase diagrams at various R/R N , were measured and compared with the calculational results, which took into account this inhomogeneity. The presence of magnetic vortices was hinted by the oscillations in the measured critical temperature T c (H), a subject we have illuminated more in our paper. Fig. 9 presents the lowest eigenvalues for four mesoscopic finite-cylinder samples with star-shaped cross sections of different apex angles α, all having the same area as the pentagon also plotted together, as the applied magnetic flux increases. Note that for the concave surfaces in the stars the angle is given as β = 72+α degrees. (See Fig. 2 .) Thus as α decreases, the concave vertices become more pointed at the same time. The general behavior is similar to those of the samples in the previous section. The transition points between different vortex configurations in each sample are summarized in Table 2 . Fig. 10 presents the V-AV configuration in a pentagon. For samples with (5-pointed) star-shaped cross section, we define a deviation parameter ǫ = (R 1 −R 2 )/R av , where R 1 is the radius of the outer circumcircle, R 2 that of the inner circumcircle, and R av is the hydraulic radius of the sample, which is defined by S = πR 2 av . Note that as concavity increases, R 2 → 0, R 1 → ∞, and ǫ → ∞. Fig. 11 presents the V-AV configurations captured in each sample. These correspond to ǫ = 0.347 (star-90), 0.502 (star-72), 1.034 (star-36), and 1.712 (star-18).
As the apex angle α of a star is reduced (or its deviation parameter ǫ is increased) at constant area, nucleation of superconductivity becomes increasingly concentrated near the convex vertices. Thus the phase boundary becomes increasingly determined by the apex angle of the star. However, the residual weak Little-Park-like oscillations that still exist on the phase boundary curves containing weak cusps reveal that the discrete changes of the winding quantum number L always still play a role (but smaller role for smaller α). It means that everywhere along the boundary of the star of any α and ǫ the order parameter is always non-vanishing, allowing the quantum number L to be always well-defined. But the order parameter becomes ever weaker near the sharper concave vertices of a star of smaller α (or larger ǫ), which explains why this L quantization plays an ever weaker role in determining the phase boundary as α decreases.
Still, the sample always has a well-defined V-AV configuration at any α and ǫ and H. The L-transition points are delayed to larger H or Φ/Φ 0 for smaller α and larger ǫ, likely because the vortices must now exist closer to the boundary.
Examining the phase boundary curves for these nonconvex star-shaped cross-sections, it is evident that nucleation occurs at a higher H for a given T, or at a higher T for a given H, for a star of smaller α (or larger ǫ), i.e., for larger concavity. This is simply because near a convex vertex of the star of a smaller α the vector potential variation becomes smaller, leaving mainly only a constant vector potential there which can be transformed away by a local gauge transformation, and therefore can not affect the nucleation phase boundary of the sample [which means that the T c (H) becomes closer to T c (0)].
The star-shaped samples show a marked drop in S/ξ 2 while displaying vortex configurations that fit the sample geometry. These star shapes have C 5 symmetry as for a pentagon, as is demonstrated by the vortex configuration in the figures.
To understand the behavior of stars better, we consider the studies of wedge-shaped superconductors. It is known that superconductivity is enhanced at sample corners with angle α < π [40] [41] [42] [43] [44] . It was shown that H c3 /H c2 approaches infinity as α → 0, while H c3 /H c2 approaches 1.695 as α → π (flat surface). However, not much is found in the literature about concave surfaces (α>π). In one of the previous studies [40] , a variational calculation was presented for a corner with α = 1.5π and it was shown that the order parameter is weakest at the concave corner (i.e., it decays the most rapidly in the direction into the sample at the concave corner.) In the following work [41] by the same trial function used for the α = 1.5π corner, the nucleation field was estimated as H c3 /H c2 = 1.6589, independent of α. This is easy to understand since nucleation of superconductivity will avoid concave corners, and will seek convex corners, where the nucleation critical field is higher. For an infinite wedge with α > π, there are no convex corners, so nucleation will be mainly at the edge away from the concave corner. This should give H c3 /H c2 = 1.695 independent of α as long as α is ≥ π. Dikin et al. [39] 3 .275, and 5.799, respectively for the same vertex angles. Therefore, for large S 1/2 /ξ, the phase boundary is decided by the vertex angle only, and is independent of the precise shape and the symmetry of the sample. But the vortex structure nucleated inside the sample is still decided by the precise shape and symmetry of the whole sample. (See Fig. 11.) As another consequence of our observation above, we expect H c3 /H c2 of star-90 and that of a square to be very close at very large S 1/2 /ξ, but we also find it very interesting that they differ by only 1.82% even at S 1/2 /ξ = 2, and for S 1/2 /ξ = 0.1, their difference increases to 2.05%. (Note that the difference of H c3 /H c2 between a pentagon and star-90 in the same range of S 1/2 /ξ is above 8%.) In the same context, we expect H c3 /H c2 of star-72 and that of a triangle (α=60 deg) are close since their apex angles are close. In our calculation, their differences are within 6.2% in the range of S 1/2 /ξ tried. Fig. 13 presents H c3 /H c2 vs. S 1/2 /ξ curves for a square and star-90, and a triangle and star-72. Note the close match between star-90 (dotted curve) vs. square (+). Also the nucleation field curve for triangle (o) is close to that for star-72 (dashed curve). In another point of view, the stars behave as a pentagon with a smaller effective area. Our results shows that nonconvexity decreases the effective area so that the measured level S/ξ 2 would decrease. However, as long as the nonconvex sample maintains the same C N symmetry as the convex sample, it follows the same L-transition rule as the convex sample, only with an effective area smaller than that of the convex sample. In other words, even though the sample area is a little off, we can still obtain the same V-AV configurations as long as the symmetry of the sample shape is right. For high temperature superconductors, it has been shown that it is possible to fabricate epitaxial films with desired symmetry [45] . Although the fabricated hexagonal films are not yet mesoscopic in size, we believe that mesoscopic films of highly symmetric shapes can be made within the current technologies.
Summary and conclusions
We have determined the T-H phase boundary for various sample geometries using a penalty finite element method. This method is developed here mainly to handle more complex shapes of mesoscopic samples. The triangle, square and disk shapes are studied here first in order to establish our method. It is then applied to pentagon and four star shapes of different apex angles in order to demonstrate the flexibility and versatility of our method. We also found vortex-antivortex configurations for each sample that accurately reflect the discrete symmetry of each sample boundary. The transition points between different vortex configurations in each sample are summarized in Tables 1 and  2 . Note the good match of those transition points in the triangle, square and disk samples with those in previous study [23] except that in our approach the symmetry in the solutions is obtained rather than imposed. This part of the study confirms the accuracy of the present approach.
For higher L's, our approach predicts a GV surrounded by singly-quantized vortices both in a triangle and a square, while satisfying the group symmetry perfectly, in contrast to the V-AV states that previous studies [20, 21, 23] predict for the same values of L.
The behavior of the pentagon was very consistent with those of square and triangles, and this is a somewhat expected result. However, it was never really studied in previous works, so we examined and verified the result in the framework of a new numerical approach. Furthermore, the stars were found to behave closely to pentagon in their vortex configurations, while their nucleation fields H c3 /H c2 approach those of infinite superconducting wedges of the same apex angles for large S 1/2 /ξ. But even for moderate S 1/2 /ξ their differences are found to be small, especially for stars of small apex angles.
It should be noted that in our current study the L-quantum vortices and antivortices at the center of the sample are actually found to be L singly quantized vortices or antivortices in very close proximity, in an arrangement which breaks the sample symmetry. So, for example, the L = 2 case consists of two very closely located but separate vortices. As another example, the L = 6 case in a square consists of 4 vortices located along the diagonals plus two vortices juxtaposed in very close proximity around the center. That is, if a very small center region is blown up, a loss of the square symmetry with the center doubly-quantized vortex (L = 2) actually appearing as two L = 1 vortices in very close proximity is found, the reason of which has already been explained. But it is mainly because the symmetry of the problem is lost in such fine scales in our approach. This undesirable result reflects the limit of accuracy of our approach.
However, the fact that vortex-antivortex configurations were captured in all different samples shows that our approach can effectively produce symmetry-conserving solutions in samples of various geometry. The fact that multiply-quantized vortices were not found suggests that the given symmetry should be satisfied locally, in a finer scale than that for vortex-antivortex states. Our current approach used a quadratic penalty method. More advanced algorithms such as ℓ 1 penalty method or augmented Lagrangian method are available [46] . For the sake of computational efficiency, unstructured, nonuniform triangulations (determined using the Triangle [35] software) have been used to create very fine meshes in the area around the center to obtain vortex-antivortex configurations. It is also possible to construct a regular Delaunay triangulation with refinement in a desired area. Also, ever-advancing computer capacity holds the promise that better solutions can be obtained.
Our method gives a good vantage point for studying the T-H phase boundaries and vortex configurations for samples with arbitrary shapes, including multiply-connected shapes such as mesoscopic samples with randomly-or strategically-placed holes. Optimal values of the penalty parameters can be found by tuning the algorithm for some standard symmetric polygons, then applying them to simulations for arbitrary-shaped samples. Furthermore, the vortex-antivortex configurations of symmetric solutions obtained using our finite element analysis for the linearized Ginzburg-Landau equation together with a uniform magnetic field distribution can be used as a starting point for an iterative solution of the non-linear Ginzburg-Landau equations near the phase boundary, which can then be used as starting point to solve the non-linear Ginzburg-Landau equations further inside the phase boundary. In this regard a very interesting question can be raised: It is well known that far away from the phase boundary vortices are not arranged to uphold the symmetry of the sample. Is this loss of symmetry gradually or suddenly turned on when H and/or T are/is lowered away from the phase boundary? This will be a subject of a future study.
