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ABSTRACT
One promising proposal to mitigate the effect of climate change as a result of high atmo-
spheric CO2 concentrations is carbon capture and storage. Deep saline aquifers provide
the most storage capacity for CO2 storage. However, their geological characteristics are
often poorly defined, which makes it difficult to design CO2 sequestration operations. This
thesis considers how CO2 sequestration can be performed effectively and efficiently under
geological uncertainty by allocating injection rates among injectors to maximise economic
performance criteria and simultaneously minimise the risk of CO2 leakage. To this end, we
consider the following four challenges in this thesis.
• Optimisation of CO2 injection strategies is a time-consuming operation since it re-
quires multiple evaluations of expensive black-box functions. This computational
cost increases rapidly when accounting for the impact of geological uncertainty. In
this thesis, we propose the use of adaptive sparse grid interpolation (ASGI) to speed
up the CO2 optimisation process. Based on numerical results, the ASGI is an efficient
surrogate technique and will be used throughout the thesis.
• Injection designs for CO2 sequestration is difficult when the geology of the storage
formation is not well-defined. In the thesis, we propose a utility function to find the
injection strategy that is insensitive to the impact of geological uncertainty. Numeri-
cal results show potential benefits of using the utility function for the optimisation of
CO2 under geological uncertainty.
• Optimisation of CO2 sequestration for several conflicting criteria is a challenging
task. In the thesis, we use a non-dominated sorting genetic algorithm (NSGA-II)
coupled with the ASGI surrogate to maximise both economic performance and sweep
efficiency of CO2 flooding while simultaneously minimising the risks of CO2 leakage.
Solutions obtained from the NSGA method help decision makers to manage multiple
conflicting criteria for CO2 sequestration.
• The ASGI surrogate is an efficient surrogate-assisted optimisation technique for a
small to moderate number of input variables, but for problems with 10s of control
parameters, it suffers from the curse of dimensionality — the computational time
increases exponentially with the number of input variables. In the thesis, we develop
a high-dimensional model representation (HDMR) technique to efficiently map the
input-output relationship of a function. Several numerical examples show that the
HDMR approach is suitable for CO2 storage optimisation with many input variables.
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CHAPTER 1
INTRODUCTION AND OBJECTIVES
The characteristics of deep saline aquifers are often poorly defined, which make it difficult
to design an effective injection strategy. Even though finding the optimal injection strategy
that maximise performance criteria while guaranteeing long-term storage security is diffi-
cult and challenging, it is a key factor for successful CO2 sequestration. In the following,
we will address four main challenging problems.
Firstly, the optimisation of CO2 injection strategies requires multiple evaluations of
expensive black-box functions, which is computationally intensive restricting practical ap-
plications of optimisation algorithms. Surrogate-assisted optimisation techniques could be
used to reduce the computational costs. In the thesis, we propose the use of Adaptive Sparse
Grid Interpolation (ASGI) to accelerate the optimisation of CO2 injection rates. The sur-
rogate is adaptively built with different numbers of evaluation points (simulation runs) in
different dimensions to allow automatic refinement in the dimension where added resolu-
tion is needed. This technique is referred to as dimensional adaptivity and provides a good
balance between accuracy of the surrogate model and the number of simulation runs to save
computational costs.
Secondly, decision making for CO2 sequestration is difficult and uncertain when the
geology of the aquifer is not well-defined. In this thesis, we use a utility function to find
a robust injection strategy. The utility function is approximated by the ASGI surrogate to
reduce computational burden. Numerical testing of the proposed approach applied to bench-
mark functions and aquifer models show the efficiency of the method for the optimisation
of CO2 under geological uncertainty.
Next, there are several decision criteria for CO2 sequestration as we not only maximise
the economic performance of the project, but also maximise the mass of trapped CO2 while
simultaneously minimising the risk of CO2 leakage. Unfortunately, these criteria are gener-
ally conflicting objectives, and often difficult to guarantee when sufficient geological data
of the storage sites is not available. In the thesis, we propose multi-criterion optimisation
(MOO) technique with the use of the ASGI surrogate. Additionally, instead of using the
utility function described earlier, we use the MOO technique for robust optimisation.
Lastly, the ASGI surrogate is an efficient surrogate-assisted optimisation technique for
a small to moderate number of input variables. However, for problems with 10s of input
variables, it suffers from the curse of dimensionality — the computational time increases
exponentially with the number of input variables. In the thesis, we propose a surrogate
building technique for CO2 optimisation with many input parameters. The surrogate is
built based on a high-dimensional model representation to efficiently map the input-output
relationship of a function by using significantly fewer function evaluations.
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Generally, this thesis considers how CO2 sequestration in deep saline formations can
be operated effectively and efficiently when the geological characteristics are not known,
and also when the decision criteria are conflicting. In the following, we will define the
objectives of this study, followed by the organisation of the thesis.
1.1 Thesis objectives and contributions
This thesis addresses two areas of decision making under uncertainty — a single decision
criterion, and multiple criteria— and one area for development of surrogate-assisted optimi-
sation for high-dimensional problems. Specially, it introduces and applies novel surrogate
techniques for optimisation under uncertainty, and develops a new optimisation algorithm
to handle many input variables for application to CO2 sequestration in deep saline aquifers.
The proposed optimisation approaches in this thesis were tested on synthetic CO2 se-
questration problems. The outcomes of the thesis are:
1. Applications of a novel surrogate-assisted optimisation technique based on adaptive
sparse grid interpolation for CO2 sequestration.
2. Development of an efficient algorithm to find optimal injection strategies for CO2
storage in deep saline aquifers under geological uncertainty.
3. Development of robust and optimal multi-criterion decision making for CO2 seques-
tration.
4. An extension of surrogate-based techniques for optimising high-dimensional prob-
lems.
The contributions of the thesis are:
1. The first application of a surrogate-assisted optimisation technique based on adaptive
sparse grid interpolation to CO2 sequestration.
2. A new economic performance criterion based on a break-even tax credit function for
optimising CO2 injection rates.
3. A new utility function of a break-even tax credit for optimising CO2 injection rates
with the consideration of model uncertainty.
4. Development of an efficient algorithm for optimising CO2 storage in deep saline
aquifers for both single and multiple objective functions under geological uncertainty.
5. The first development of a surrogate technique for high dimensional objective func-
tions of CO2 sequestration.
6. A new optimisation method based on the proposed surrogate technique for optimising
high dimensional problems.
7. Development of a new adaptive scheme to improve the computational efficiency of
the proposed optimisation method.
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1.2 Organisation of the thesis
Chapter 2 begins with an overview of carbon capture and storage (CCS) as a potential tech-
nology to mitigate climate change effects induced by greenhouse gas emissions (GHGs).
We review the evidence that climate change, atmospheric CO2 concentration, and the GHGs
are closely related. Atmospheric emissions of CO2 can be reduced by injecting CO2 into
geological formations such as deep saline aquifers. Following that, we will explain why
deep saline aquifers are suitable for CO2 storage and what characteristics make them attrac-
tive. The challenge of finding good injection design for saline aquifers will be discussed,
followed by the detailed descriptions of aquifer models we used in this thesis.
Uncertainty quantification (UQ) will be addressed in Chapter 3 where we discuss the
main ingredients, such as types and sources of uncertainty, and explain why poorly defined
characteristics of saline aquifers are treated as geological uncertainty. Later in Chapter 3,
we will demonstrate how to mitigate the impact of geological uncertainty by using robust
optimisation. Recent literature related to the sensitivity analysis of trapped CO2 in aquifers
to various aquifer parameters will be briefly presented, followed by the reviews of recent
optimisation techniques for CO2 sequestration.
The main thesis begins from Chapters 4 onward for decision making and optimisation
techniques for CO2 injection strategies under uncertainty, which we will present in four
chapters:
1. Surrogate-assisted optimisation in Chapter 4
2. Multi-criterion optimisation in Chapter 5
3. Surrogate techniques for high-dimensional functions in Chapters 6 and 7
Chapters 4 introduces the surrogate building technique to increase computational efficiency
of the optimisation procedure. This chapter mainly presents the mathematical details un-
derlying a sparse grid surrogate approach, such as polynomial interpolation, and the types
of chosen grid nodes. Later, we will present the idea of dimensional adaptivity of the sparse
grid, named as adaptive sparse grid interpolation (ASGI). For the optimisation of CO2 se-
questration using the ASGI method, we first present a new break-even tax credit (BT) func-
tion, which takes into account the economic criterion of CO2 sequestration project, as the
objective function of CO2 optimisation. Later, for robust optimisation, we discuss the use
of a utility function that comprises mean and variance of the break-even tax credit function
to cope with geological uncertainty. Numerical studies for both adaptive and non-adaptive
sparse grid interpolation for approximating the utility function will be discussed. We will
later present how optimal solutions obtained from the utility function are insensitive to the
impact of the geological uncertainty of aquifer models.
Chapter 5 discusses the use of multi-objective optimisation (MOO) techniques to find
robust injection strategy and trade-off solutions between conflicting criteria. In this chapter,
we will demonstrate basic principles and general ideas of multi-objective optimisation, such
as the concepts of domination, a Pareto-optimal set, and the dependency of decision criteria.
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A short survey of the MOO approaches is given with the detailed descriptions of a Non-
Dominated Sorting Algorithm (NSGA-II), which will be used for robust CO2 optimisation
presented later in two sections. For the first section, we show that the mean and variance
of the BT function are two conflicting objectives, where the MOO approach can be used to
find robust solutions. Later, we will discuss how different types of parametric distributions
used to estimate the mean and variance could impact decision making. For the second
section, in addition to the BT function, we use volumetric sweep efficiency of CO2 flooding
and the risk of CO2 leakage from storage aquifers as additional objective functions for
optimisation. Then, we present how to find the optimal injection strategies when these
objectives are conflicting. Several aquifer models are used in this chapter to demonstrate
the MOO approach under uncertainty.
The surrogate building techniques for optimisation of CO2 injection strategies with
many input parameters will be presented in Chapter 6. We review the mathematical prin-
ciples underlying High-Dimensional Model Representation (HDMR) and several exten-
sions of the HDMR techniques, including Cut-HDMR, truncated HDMR, and subdomain
HDMR. They are fundamental concepts for our proposed surrogate building technique for
optimisation. Later, we will discuss why our approach can be a potential candidate for op-
timisation of practical CO2 sequestration with many injection controls, and show how to
balance exploration and exploitation for finding optimal solutions. Several simple mathe-
matical functions and aquifer models are used for demonstration in this chapter. To increase
computational efficiency of the algorithm, Chapter 7 presents how a global sensitivity anal-
ysis could be used to develop an adaptive version of HDMR with applications to CO2 se-
questration.
Chapter 8 summarises the thesis by presenting the main findings of each chapter. The
recommendations for future work to improve our proposed methods are discussed in the
end.
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CHAPTER 2
INTRODUCTION TO CARBON
STORAGE IN DEEP SALINE AQUIFERS
Abrief introduction of CO2 sequestration in deep saline aquifers is given in Section 2.1, fol-
lowed by general aspects of saline aquifers and trapping mechanisms in Section 2.3 and 2.4.
The challenges in developing CO2 sequestration are given in Section 2.4. For the aquifer
models used in the thesis, we will provide detailed descriptions later in Chapter 4.
2.1 Climate change and carbon capture and storage
The concentrations of CO2 in the atmosphere and anthropogenic forcing appear to be closely
related to climate change. It was reported by Stocker et al [165] that an increase in global
averaged temperature since 1950 is very likely due to human-related activities such as
greenhouse gases (GHG) emissions. The change of averaged temperature from 1950 to
2100 is illustrated in Fig. 2.1 where four Representative Concentration Pathways (RCPs)
are presented. The terms RCP2.6, RCP4.5, RCP6.0, and RCP8.5 shown here provide
time-dependent projection of greenhouse gas concentrations [173] in the atmosphere, with
shaded band denoting the 5 to 95% confidence intervals; these four RCPs reflex scenar-
ios with different magnitudes of climate change; the detailed descriptions can be found in
[137, 173].
From Fig. 2.1, we can see that the relationship of temperature increases and the at-
mospheric CO2 concentrations, the RCPs, are closely related. Additionally, Parry [123]
Figure 2.1: Global average surface temperature change ( C) from 1950 to 2100 is displayed
using four Representative Concentration Pathways (RCP) models, with shaded band pre-
senting the confidence intervals from 5 to 95% . The black curve presents historical data
since 1950 to 2005. This image was obtained from [165].
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reported that a rise in CO2 emissions could lead the global temperature to increase in the
range of 4  C to 7  C. Later, Bennaceur et al [11] documented in 2008 that this rise of
temperature could be reached by 2050 if there are no technologies and policies to mitigate
the atmospheric GHG emissions. To this end, three main human activities contributing to
the GHG emissions are: transportation, utility, and industrial production.
Among human activities contributing to the GHG emissions, combustion from fossil
fuels is the main contributor (about 96.6%) of CO2 emissions to the atmosphere [43]. Re-
newable energy (e.g. wind, solar, hydroelectric, biomass, and geothermal energy) are al-
ternative sources that produce low-carbon or carbon-free emissions and could replace the
use of fossil fuels in future. Even though renewable and alternative energy are reliable and
promising proposals to mitigate excessive emissions of the GHGs, they are long-term solu-
tions which cannot immediately prevent the climate problems we are facing today. Carbon
capture and storage (CCS) is considered one of the most promising and immediate proposal
to mitigate the effect of excessive CO2 emissions in the atmosphere. CCS is the process of
capturing and sequestering CO2 from industrial sources into geological formations, which
could significantly reduce CO2 emissions [105].
Figure 2.2: A schematic of storage candidates in CCS. Image captured from
http://www.co2solutions.com [26].
Figure 2.2 shows four types of storage candidates for CCS: depleted oil and gas reser-
voirs, salt beds, coal beds, and deep saline aquifers. The best potential candidate for in-
dustrial scale CO2 storage are deep saline aquifers as their worldwide capacities are the
largest and estimated to be 103   104 GtCO2 [105]. Deep saline aquifers are therefore the
focus in this study as geological formations for CO2 sequestration. In the next section, we
will describe general aspects of deep saline aquifers, followed by the fundamental trapping
mechanisms for CO2 storage.
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2.2 General aspects of deep saline aquifers for CO2 storage
Deep saline aquifers generally occur at depths deeper than a drinking water source. The
formation water at this level contains high salinity such that it cannot be used. As ad-
dressed in [12], both sandstone and carbonate formations could be used to store CO2, from
which CO2 is injected in a dense phase (supercritical state) — the state at which its prop-
erties are above both critical temperature (31 oC) and pressure (7.38 MPa). This means
that CO2 in the supercritical state exhibits gas-like viscosity and liquid-like density where
it flows through porous rocks like gas and can dissolve material like liquid [111]. Ad-
ditionally, the density of supercritical CO2 increases with pressure, which enables CO2
to reside in pore spaces of rocks with much less volume than its gaseous phase. The
density of CO2 with depths using a geothermal gradient 25  C/km is shown in Fig. 2.3.
Figure 2.3: CO2 density (g/m3) at geother-
mal 25  C/km with depth (m), obtained from
[104].
We see from Fig. 2.3 that a suitable
depth for CO2 storage is greater than 800 m
as CO2 is usually a supercritical state in
this region whereas at the shallower depths
CO2 is more likely in an aqueous phase de-
pending on the in-situ pressure and tem-
perature conditions. However, the suitable
minimum depth for CO2 storage is between
600-1200 m and varies depending on the
temperature and pressure gradients in a par-
ticular formation [7].
2.3 Trapping mechanisms
Trapping mechanisms in deep saline aquifers are defined as a combination of physical and
chemical processes that allows CO2 to be trapped and stored in geologic formations [139,
155]. Trapping mechanisms can be categorised into four types. (1) Structure/stratigraphical
trapping: trapping through impermeable rocks. (2) Residual or capillary trapping: immobile
phase of CO2 in pore spaces due to the capillary force. (3) Solubility trapping: CO2 is
dissolved into formation brine and sinks to the bottom of reservoir. (4) Mineral trapping:
chemical interaction between CO2 and brine forming solid minerals.
Figure 2.4 shows the contribution of each mechanism during the post-injection phase.
Residual and solubility trapping are the main mechanisms during ten to thousands of years.
We see that the contribution of the residual and dissolution trapping are within the time
scale (the order of years to centuries) that we can predict underlying parameter values with
some degrees of certainty [152] and they are likely to be most important in injection design.
Therefore, in this study, we consider the injection design that can enhance CO2 trapping
from both residual and dissolution mechanisms. A brief review of different types of trapping
mechanisms is provided in the following few paragraphs.
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Figure 2.4: The evolution of trapping mechanisms of CO2 during post-injection period. All
mechanisms except structural trapping increase their trapping contribution over time within
10.000 years after injection [105].
Structure/Stratigraphical trapping
Structural trapping is a physical mechanism which uses an overlying impermeable (sealing)
layer of rocks, known as cap rock, to prevent the buoyant CO2 from migrating upward to the
top of the formation. The mechanism is similar to what retains oil and gas in hydrocarbon
reservoirs. An appropriate geometry of the sealing rock is essential for effective trapping.
The structural trapping could fail to trap CO2 if CO2 can leak through the cap rock; this
could result from the penetration of drilled or abandoned wells, fractures induced by CO2
injection, faults, and seismic activity. For structure trapping, the risk of CO2 leakage to the
surface is high if the cap rock is not capable of holding CO2. Figure 2.5 shows a cartoon of
structural trapping with CO2 shown in blue.
Figure 2.5: A schematic of the structure/stratigraphical trapping with CO2 shown in blue,
from [32].
Residual trapping
Residual trapping keeps CO2 in an immobile phase in the pore spaces due to capillary
forces. Residual trapping is the most important and rapid process for permanent and safe
storage in the order of years to decades [41, 71, 76, 86, 116]. The trapping process occurs
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when CO2 is disconnected (snap-off mechanism) due to the capillary pressure between brine
and the pore spaces. Figure 2.6(a) shows CO2 residually trapped in pore spaces behind
the flood front of the injection while Fig. 2.6(b) displays the image of CO2 ganglia from
the 3D rendering of the core flood experiment [6]. Each colour represents a unique CO2
ganglion isolated and trapped in the capillary pores. Some authors have shown that the
residual trapping mechanism could be enhanced by using an appropriate injection design
[5, 133, 152].
(a) A schematic of CO2 residually trapped in
pore spaces [76]
(b) A 3D rendering of CO2
ganglia from the core flood
experiment [6]
Figure 2.6: a) A schematic of CO2 residually trapped in pore spaces behind the flood front
of the injection [76], b) A 3D rendering of the core flood experiment. Each colour represents
a unique CO2 ganglion that is isolated and residually trapped, from [6].
Dissolution trapping
In this process, CO2 dissolves in resident brine so that the density of brine becomes slightly
denser. The denser brine then sinks to the bottom of the formation and causing a convection
current — dense brine sinking and less dense, CO2-free brine rising, which allows further
dissolution from the additional contact of unsaturated brine along the sinking path. The time
scale required is in the order of hundreds to ten thousand years [42]. Formation pressure,
brine salinity, reservoir temperature are all important parameters that can affect the disso-
lution process. Sweep efficiency, mobility, permeability, and anisotropy ratios also impact
the rate and extent of dissolution [155].
Mineral trapping
Mineral trapping is the process of chemical interaction between formation brine and dis-
solved CO2 to form carbonate minerals. The extent and rate of mineral trapping depend on
mineralogy, composition of rock types, diffusion and sedimentary structures, and formation
water compositions [139]. Mineral trapping is considered the most secure mechanism while
being the slowest mechanism for CO2 storage.
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2.4 Challenges
Deep saline aquifers are promising candidates for CO2 storage. However, for successful
CO2 operations, two key challenges need to be addressed. Firstly, the geology of deep saline
aquifers are often poorly defined due to lack of knowledge about the formation evaluation.
Thus, uncertainty quantification and injection designs that are robust under geological un-
certainty need to be considered. Secondly, operation of CO2 sequestration involves multiple
objectives, where economic and environmental consequences (i.e. mass of the injected CO2,
and long-term storage security) play significant roles for designing CO2 injection strategies.
Unfortunately, these objectives are often in conflict and difficult to reconcile.
To this end, in this thesis, we address these issues and present how to design CO2
injection strategies for deep saline storage under geological uncertainty and under multiple
conflicting objectives. In the next chapter, we will present basic principles of uncertainty
quantification and robust optimisation techniques for CO2 injection design.
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CHAPTER 3
UNCERTAINTY QUANTIFICATION
AND ROBUST OPTIMISATION
This chapter introduces uncertainty quantification (UQ) of computer experiments using sim-
ulations. Later, we will discuss how optimisation technique could be used to account for
model uncertainty — a robust optimisation method. Literature reviews of uncertainty anal-
ysis and optimisation techniques with applications to CO2 sequestration are provided in the
last section.
3.1 Uncertainty Quantification
Uncertainty can be defined as the state of lacking or having limited knowledge of informa-
tion. Uncertainty quantification is the science of quantitative characterisation and reduction
of impact of variability and lack of knowledge on the quantities of interest [70]. For the
component of uncertainty quantification, Psuade [131] suggested the following list:
1. Identification: identifying the source of uncertainties
2. Characterisation: uncertainty can be characterised to aleatoric and epistemic uncer-
tainties.
• Aleatoric uncertainty (objective uncertainty or irreducible uncertainty). This
type of uncertainty involves variability of physical nature or environment, which
cannot be removed or reduced from the system of interest. It is usually modelled
with a probabilistic framework [157] as it is not strictly due to lack of knowledge
[70]. Therefore, we need a design that can handle and reduce the impact of this
uncertainty on the quantity of interest.
• Epistemic uncertainty. This uncertainty (also known as subjective or reducible
uncertainty) is due to lack of knowledge, simplifying assumptions or ignoring
physics in the model [157], which in principle can be reduced by using repre-
sentative models or having more information through experimental data, expert
opinions, observation data, etc [141]. Also, the epistemic uncertainty could
significantly result in the forecast biases.
Remark : Aleatoric and epistemic uncertainties are characterised based on our
existing knowledge of a system. Therefore, there exists a mixed type of uncertainty
where aleatoric and epistemic uncertainties are not clearly distinct as it depends on
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current knowledge, experiments, and physics embedded in the model [157]. In other
words, aleatory and epistemic uncertainties are interchangeable from one to another
system. For example, geological uncertainty in aquifer models is reducible uncer-
tainty where additional information could be acquired to reduce the uncertainty; how-
ever, we can treat it under a probabilistic framework as irreducible geological uncer-
tainty when the objective is to reduce the impact of uncertainty but not the uncertainty
itself.
3. Propagation is a study of how input uncertainty can propagate to the output uncer-
tainty where the reasonable interval of the quantity of interest needs to be defined for
analysis [157]. For large-scale simulations, it is worth noting that a proxy model or
a response surface may be required to obtain a reasonable predictive estimation of
output interval.
4. Uncertainty analysis involves a study of the effect of uncertainty, the impact of un-
certainty (risk analysis), the reliability of model, and the types of data for model
calibration.
5. Uncertainty reduction: model calibration from additional data and/or experimental
observations leads to uncertainty reduction. This consequently increases confidence
in a model and it may improve predictive capability of the model.
3.1.1 Sources of uncertainty
We describe four sources of uncertainty related to the input/output of a system shown in
Fig. 3.1, where they can be described as:
Figure 3.1: Sources of uncertainty related to the system design: (A) uncertainty related
to environmental conditions; (B) uncertainty related to design variables x; (C) uncertainty
related to output; (D) uncertainty related to the constraint of input variables (not shown
here), from [14].
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(A) Uncertainty related to environmental conditions: this uncertainty is related to environ-
mental conditions which we cannot control and reduce. Mathematically, if f and x
represent a system output and design variables respectively, the system output with
uncertain environmental conditions (⇠) is given as f = f(x, ⇠).
(B) Uncertainty related design variables x: uncertainty enters the system of the form f =
f(x+ "), which relates to a certain degree of accuracy in the design variables with "
presenting the variation of input variables.
(C) Uncertainty related to system output: this uncertainty involves approximation errors
associated with the use of a model (e.g. numerical dispersion of a simulation, model
assumptions, simplified physics models).
(D) Feasibility uncertainty: this is more related to design spaces of input variables, rather
than the output f . This uncertainty involves the uncertain constraints of input vari-
ables; this type of uncertainty can also be characterised as either type (A) or (B).
For CO2 sequestration applications, the system in Fig. 3.1 represents a compositional
flow simulator [150] with the input (x) and the output (f ) denoting CO2 injection controls
and a measure of performance, respectively. The geological uncertainty of aquifer mod-
els in this work represents a variability of physical nature that cannot be reduced through
the design process. In order to reduce the impact of uncertainty, we use a robust optimi-
sation approach — an optimisation technique that simultaneously mitigates the impact of
uncertainty on the model output.
3.2 Robust optimisation
3.2.1 Background
Fowlkes and Creveling [49] described robust design as the design of processes that is in-
sensitive to the effect of sources of variability by not necessarily eliminating the causes.
Robust optimisation is the process of optimising an objective function where its solution is
insensitive to the impact of uncertainties.
Figure 3.2 shows the difference between optimal and robust solutions when minimising
the objective function. The uncertainties of the objective function are shown by the bell
curve distributions on the y-axis, which are projected from the variation of the objective
function (the length of the arrow). The solid curve in Fig. 3.2 represents the objective func-
tion where its uncertainty (Type C ) is shown by dashed curves for the upper and lower
limits. The blue arrow corresponds to variation of the objective function values at the opti-
mal solution while the red arrow presents the variation at the robust solution. We see that
the robust solution may not necessarily provide the minimum value in comparison to the op-
timal solution. However, it gives the best solution under the impact of uncertainties as the
length of the red arrow is smaller than the blue ones. Therefore, the robust solution provides
the best minimum value for both objective function and its variation from uncertainties.
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In Chapters 4 and 5, we will discuss two robust optimisation methods, namely a utility
function and a multi-objective approach, in detail.
Figure 3.2: The figure shows variability in system responses from the optimal and robust
solution. The solid curve represents a single deterministic function and the dashed line
presents the upper and lower limit of the objective function due to uncertainty related to
the system responses (type C). The robust solution is the solution that provides the best
minimum value for both objective function and its variation. Figure was modified from [3].
3.3 Literature review
Several authors have assessed the key contributors to geological uncertainty and considered
its impact on CO2 storage. We present a few recent studies about geological parameters
that are significant to subsurface CO2 migration, followed by a review of optimisation tech-
niques for CO2 injection.
3.3.1 Sensitivity studies and uncertainty assessment related to CO2 injection
Sensitivity analysis aims to identify the input-output relationship of a system by not neces-
sarily quantifying uncertainty related to the input parameters and the model. However, it
reveals which types of input parameters could affect the output of interest.
There are two generic types of geological parameters that are significant to CO2 storage.
Firstly, the parameters related to structural geology, i.e. the location and the shape of the
reservoir and the bounding cap rock. Slope and rugosity of the top reservoir surface can
have a significant impact on CO2 migration and storage. Structure and stratigraphic studies
related to CO2 storage were explored in [4, 56]. The thickness and the permeability of a
cap rock also play important roles on pressure management of the storage formation from
the diffusion of pressure build-up [15].
Secondly, parameters related to petrophysical and fluid flow properties, such as porosity,
permeability, residual gas saturation, capillary pressure, relative permeability hysteresis,
and brine salinity, are parameters the migration of CO2 is sensitive to [76, 89, 107, 155].
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Other authors including [22, 63, 71] have documented a sensitivity analysis of CO2 trapping
to several injection designs, such as water-alternating-gas (WAG), types of injection wells,
and injection rates.
Juanes et al [76] documented the impact of relative permeability based on a modified
PUNQ case. By using numerical examples, they reported that relative permeability and
related parameters could impact the CO2 trapping process as follows. 1) The effect of
hysteresis on CO2 trapping: they considered the effect of relative permeability hysteresis
and concluded that residual trapping occurred after the end of injection by imbibition. 2)
The effect of injection rate: they showed that higher injection rate (also higher pressure)
drove CO2 into smaller pores as the capillary pressure of these smaller pores requires higher
entry pressure. Thus, using a higher injection rate provides more residual trapping than
a lower rate. 3) The effect of WAG and brine injection enhanced imbibition process by
trapping non-wetting phase (CO2) at the tail of the CO2 plume. 4) The effect of BHP:
despite advantages of using WAG to enhance CO2 trapping from the imbibition process, the
BHP of the injector was higher in the WAG process because the compressibility of injected
water was smaller than CO2. 5) Grid refinement; the authors suggested that using a coarse
grid in the simulation model can overestimate the amount and extent of capillary trapping
of CO2.
The impact of capillary pressure and hysteresis was also documented by Mo and Aker-
voll [107] where they considered the impact of injection rate, reservoir layering, capillary
pressure, and hysteresis on CO2 distribution. They concluded that permeability was the
main contributor that affects CO2 migration, distribution, and pressure build-up.
Bryant et al [22] studied the effect of buoyancy-dominated flow under geological uncer-
tainty where permeability, anisotropy, and dip angle of the aquifer model were considered.
Without spatially correlated permeability, the CO2 plume exhibited a fingering flow pat-
tern with more effective trapping apparent in the correlated permeability case. Based on
the effects of capillary and anisotropy, they observed that capillary pressure and anisotropy
mainly controlled the CO2 movement as high capillary entry pressure could prevent CO2
movement vertically, leading to a vertical pressure barrier and smoothing out the fingering
effect. The authors concluded that heterogeneity of the aquifer formation controlled the
movement of the CO2 plume, rather than the buoyancy-driven flow.
Ide et al [71] investigated the impact of gravitational, viscous, and capillary effects on
the amount and rate of CO2 residual trapping. Among other results, injection schemes, such
as horizontal and vertical injection wells, and water alternate gas (WAG) were conducted
using numerical simulation. They reported the following: 1) Greater immobilised CO2 was
observed when the flow was dominated by the viscous effects; however, the rate at which
CO2 became immobilised was greater in the case of gravity-dominated flow. The greater
the lateral extension of the CO2 plume, the higher the residual saturation. 2) Capillary
pressure and the inclination of the saline aquifer could increase CO2 residual trapping. 3)
Injection rate and well placement could affect the amount and the rate of trapped CO2. The
authors reported that a vertical brine injector could enhance trapping capacity greater than
a horizontal well if there was more space for CO2 to migrate in the lateral direction.
Other reservoir properties, such as temperature, brine salinity, horizontal permeability,
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residual gas saturation, dipping angle, reservoir pressure, cell block size, injection strate-
gies, well completion, completion placement, and hysteresis effects, were analysed by Si-
fuentes et al [155] where the sensitivity of trapping mechanisms to reservoir parameters
were investigated simultaneously through an experimental design approach. The reservoir
model was based on Kezin in Germany while the fluid properties were obtained from Frio,
Texas. The main findings were as follows: 1) Heterogeneity of reservoir increased solubil-
ity and residual trapping. 2) Imbibition including hysteresis contributed to residual trapping
and needed to be included in the model. 3) Field strategies, such as well placements and
well controls, were essential strategies to increase trapped CO2.
Later, Lengler et al [89] documented the impact of geophysical heterogeneity on CO2
distribution and breakthrough time. Spatial geostatistics of permeability, such as anisotropy
ratios, correlation lengths, standard deviation, and upscaling techniques for permeability
(i.e. harmonic and geometric average) were used to study the effect of CO2 distributions.
Among other results, they reported that: 1) Anisotropy ratio and correlation lengths of
permeability led to a preferred flow path which resulted in a higher probability of early CO2
breakthrough compared to the homogeneous case. 2) A small correlation length resulted in
an increase in heterogeneity (spatial variability), which led to a slower mean arrival time of
CO2. 3) An increase in standard deviation ( logk ) showed a greater degree of heterogeneity
in the storage formation. 4) The use of upscaling for permeability did not affect the CO2
distribution and injection pressure.
For uncertainty analysis related to geological uncertainty, Senel and Chugunov [151]
considered how uncertainty could be reduced when additional geophysical information be-
comes available. The authors showed three different levels of information in the model, and
compared each scenario with the probability distribution (P10 and P90) of the mobile CO2,
the dissolved and residual trapping of CO2, and the area flooded by the CO2 plume. Their
results presented the reduction of uncertainty when more information was acquired, as we
expect.
Economic aspects related to geological uncertainty were documented by Heath et al
[63]. The authors presented the relationship of injection cost per tonne of injected CO2
with regard to geological heterogeneity. The authors proposed the use of a transfer function
that relates heterogeneity to the uncertainty of injection cost and used a simple analytical
function to quantify the uncertainty of injection cost caused by geological uncertainty of the
model. They concluded that cost uncertainty is highly sensitive to geological uncertainty.
This result also highlighted the impact of geological uncertainty to the economic designs of
CO2 injection.
In summary, most of the studies about uncertainty in literature showed that the predic-
tion of CO2 distribution and injection design is sensitive to geological uncertainty. Based
on near-well properties, conceptual models and geological studies of surface analogues, it
is difficult or impossible to know which geological realisation is more realistic. Therefore,
it is essential to design robust injection strategies with regard to geological uncertainty. In
the next section, we will review how optimisation techniques could be applied to enhance
CO2 trapping in aquifers.
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3.3.2 A survey of CO2 sequestration management using optimisation
approaches
For oil and gas reservoirs, resources are often managed using production optimisation tech-
niques to maximise performance criteria of a given field where some parameters such as
well locations, well rates, types and trajectories of wells are manipulated under an opti-
misation framework. As reported in [19, 27, 29, 172, 174], optimisation approaches have
been successfully applied in many oil and gas fields in recent decades, but these techniques
have just become increasingly attractive in the past ten years for CO2 sequestration, e.g.
[24, 72, 73, 87, 109, 110, 152]. In the following, we will provide a brief literature review of
CO2 storage optimisation.
Kumar and Bryant [87] studied the effect of injection intervals on residual trapping. A
semi-analytical algorithm was used for optimising the CO2 completion depths. The per-
foration lengths and rates of vertical and horizontal wells were determined to maximise
the amount of trapped CO2 in a simple aquifer model. For a vertical well, they reported
that completing the well in the bottom layer was the best strategy to enhance CO2 trapping
(both residual and dissolution) as it increased the travel distances between the injected CO2
and the top-seal, and also increased the contact area between CO2 and formation brine.
However, this depends on the petrophysical properties of the formation near the injection
interval and the injection rates used. For a horizontal well study, they observed that well
length could impact trapping efficiency as CO2 preferably travelled in a vertical direction
rather than the lateral direction of the horizontal wells for a given injection rate, and hence
it reduced overall trapping efficiency.
Qi et al [133] considered injecting brine together with CO2 followed by chase brine
using model data from a North Sea aquifer to increase storage security and capacity. Nu-
merical studies based on streamline simulation were carried out using a one-dimensional
and a synthetic three-dimensional model. They showed that using brine and chase brine
with CO2 injection reduced the mobility contrast between injected and displaced fluid, re-
sulting in a uniform sweep pattern of CO2. With respect to a fractional flow of injected
CO2, injecting a mixture of CO2/brine followed by chase brine produced rapid trapping
than injecting only the mixture of CO2/brine since the mobility of chase brine was lower
(and favourable) and moved rapidly to trap mobile CO2. They concluded that the best in-
jection strategy was to inject at a fractional flow of CO2 between 85% to 100% followed by
the injection of chase brine.
Later, Nghiem et al [109, 110] studied how brine injection scenarios could increase
residual and solubility trapping. They maximised trapped CO2 saturation by varying the
depth of brine injection, brine injection rate, and brine injection period for both low and high
permeability regions. Trapping efficiency index (TEI), shown below as a function of time,
was used as the objective function in this study. Rather than mathematical optimisation, the
authors chose to select variables from the pre-defined arbitrary finite set, and compared with
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other selected variables. Their results therefore strictly depended on the chosen variables.
TEI(t) =
Total mass of CO2 trapped as residual gas(t)
Total mass of CO2 injection(t)
+
Total mass of CO2 dissolved in brine(t)
Total mass of CO2 injection(t)
(3.1)
Based on their synthetic homogeneous permeability results, the authors reported the fol-
lowing: 1) The total amount of CO2 trapping in high permeability zones was insensitive to
brine injection; however, trapped CO2 could be enhanced by injecting brine in the lower
permeability region. 2) Brine injection near the CO2 injection depth in the lower perme-
ability region contributed to greater residual trapping, while injecting brine further from the
depth of CO2 injection favoured dissolution trapping in high permeability regions.
The idea of brine injection [110, 133] was developed further by Cameron and Durlof-
sky [24] under an optimisation framework. They considered the location of injectors and
associated well configurations as well as the time and volumes of CO2 injection to min-
imise the mobile phase of CO2 in storage aquifers. Brine cycling and re-injecting were also
considered: they reported that injection and re-injection of brine had an influential effect on
trapping mechanisms and helped to minimise the mobile phase.
Similar to Cameron and Durlofsky [24], Goda and Sato [57] studied only locations and
rates of injectors in relation to both immobile and dissolved phases of CO2 in a realistic field
case. The authors used a global optimisation technique for placing injectors in the Nagaoka
pilot field, sandstone formation in Japan. Three vertical wells associated with injection rates
were considered in this work to minimise a proportion of mobile CO2, explicitly given as
f = 1  TEI(t). From the study, they showed that optimising the well location of injectors
and the injection rates could improve residual and dissolution trapping of CO2.
As well as minimising the mobile phase of CO2, Shamshiri and Jafarpour [152] de-
signed injection strategies with two different objective functions: sweep efficiency, and
total mass trapped in the reservoir, and studied the effect of geological uncertainty on the
control strategies. Also, they proposed techniques to reduce the risk of CO2 leakage by
manipulating the injection rate. The main findings of this study were: 1) Maximising the
mass of trapped CO2 provided better trapping capacity than the optimisation of sweep ef-
ficiency; their hypothesis was that the optimisation of trapped CO2 targeted directly to a
higher storage region (higher porosity) whereas the sweep efficiency technique provided a
uniform distribution and did not target to the high porosity region. 2) Using optimisation
over an ensemble of geological realisations provided better overall performance than using
a single realization for optimisation. 3) The objective function could be further modified to
minimise CO2 saturation in risky zones such as active faults and abandoned wells, which
showed that it could be done under the optimisation framework.
Jahangiri and Zhang [72] introduced a co-optimisation method which maximised oil
recovery and CO2 storage simultaneously. The revenue from oil production and the amount
of cumulative CO2 stored were maximised by manipulating the BHP of producers. They
studied various injection strategies, such as continuous CO2 injection, water-alternating-
gas (WAG), and gas injection after waterflood with miscible and immiscible cases. They
reported the following: 1) Using the WAG process provided the greatest NPV value than
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using pure CO2 injection in immiscible conditions for a given tax credit at $40 dollar per
tonne of CO2 stored. 2) The revenues from oil production dominated the carbon credits from
CO2 injection in miscible conditions. Therefore, the benefit of CO2-EOR was insensitive to
carbon credits gained from CO2 sequestration under miscible conditions. In contrast, it was
sensitive to the carbon credits obtained in the immiscible flood case. 3) Optimisation results
for both miscible and immiscible cases provided significant improvement of both NPV and
cumulative oil production, in comparison to the base case.
Later, Jahangiri and Zhang [73] extended their previous work to incorporate an ensemble-
based technique (EnOpt) in an optimisation algorithm, which allowed them to incorporate
dynamic injection of CO2 and brine. Three scenarios were tested by comparing the optimi-
sation results with equally distributed rates of CO2 injection. They considered the follow-
ing: 1) Pure CO2 injection constrained by the total of CO2 injection rate for both miscible
and immiscible cases. 2) CO2 and brine injection constrained by the total liquid injection
in the immiscible case. 3) CO2 and brine injection constrained by total CO2 injection in the
immiscible case. In the first case, there were two findings. Firstly, they observed that the
optimal CO2 injection rate is a pulse-shaped, which explains why the interruption of contin-
uous rates could dominate the fluid flow process behind the flood front and help to improve
sweep efficiency. Secondly, to delay CO2 breakthrough, a higher injection rate was used in
the lower permeability region while the lower rate was used in the higher permeability re-
gion in order to achieve a uniform sweep pattern. In the second and third cases, the authors
applied a level set function to switch the injection phase from injecting CO2 to brine or vice
versa. They reported that injecting brine and CO2 simultaneously provided better mobility
control of the slug brine and CO2 than injecting only pure CO2. However, the authors did
not consider hysteresis effect. Thus, this practice is no doubt leading to a poor performance
of the total amount of the stored CO2 compared to the base case and the pure CO2 injection
case.
Mathematical optimisation methods such as gradient-based [72, 73], direct search [24],
and global optimisation algorithms [57] have been used in the previous studies, where the
authors showed that the optimal CO2 operating strategies could increase storage capac-
ities and, in some cases, simultaneously reduce the risk of CO2 leakage. However, the
choice of optimisation methods usually depends on the problems and the objective of opti-
misation. Even though the classical gradient-based optimisation methods such as steepest
descent, conjugate gradient [66], and quasi-newton methods are powerful and effective al-
gorithms, they may not be cost-effective methods to find a global optimal solution in this
thesis. As function evaluations of CO2 flow equations are computationally expensive, find-
ing the global solutions from the gradient-based approach may requires multiple starting
points and forward runs. Though several global optimisation algorithms are also compu-
tationally expensive, they can be coupled with a surrogate approach to obtain a global (a
better local) optimal solution. Additionally, the characteristics of objective function are
often not known a priori and, in most cases, the gradient information is not available for
the gradient-based algorithms. In contrast, we propose the use of a surrogate model to as-
sist the optimisation process because 1) a surrogate model can provide information about
the objective function characteristics (the nature of input-output relationship, nonlinearity,
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nonconvexity, multimodal, etc.). This can be use for global sensitivity analysis [160] and
uncertainty assessment. 2) It can be used to assist global optimisation algorithms to improve
computational efficiency of the optimisation process. In the next chapter, we will discuss
the use of a surrogate to assist optimisation process in application to CO2 sequestration.
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CHAPTER 4
SURROGATE-ASSISTED
OPTIMISATION
4.1 Introduction
This chapter presents mathematical descriptions for building an approximate model for CO2
injection in saline aquifers based on few simulation runs. This approximate model will be
used to increase the efficiency of the optimisation algorithms used to find optimal CO2
injection rates. The chapter begins with terminologies and definitions of polynomial inter-
polation and error analysis of the interpolation. Later, different forms of basis functions
used for univariate interpolation are presented, followed by a tensor product approach for
multivariate interpolation cases. Last, we present a sparse grid interpolation approach and
its dimensional adaptivity, which will be used to assist decision making for CO2 sequestra-
tion.
4.1.1 A surrogate model
In many engineering applications, it is often difficult to obtain the input-output relation-
ship (IO) of the system of interest when the outcome of the system is too expensive to
obtain numerically or experimentally. Therefore, a surrogate function, a function used to
approximate the IO of a computationally expensive system, can be used. This approximate
function is sometimes referred to as a proxy, a response surface, a meta-model, an emulator,
or a surrogate model; these terms have been used interchangeably in different engineering
fields. The main principle of the surrogate model is to mimic the behaviour of the model
output by constructing a cheap-to-compute function that approximates a time-consuming or
an expensive-to-compute function. For robust optimisation of CO2 storage problems, the
optimisation procedure usually requires many objective function evaluations, each of which
corresponds to a full forward run of a compositional simulator that is computationally ex-
pensive. To reduce the computational burden, a surrogate model is used to accelerate the
solution process for the expensive optimisation problems.
In recent years the surrogate approach has been successfully applied to engineering
problems by several researchers, e.g. [47, 84, 153]. The underlying principle of the sur-
rogate model originates from approximation theory from which it is characterised into two
main areas: 1) a selection of basis functions for the purpose of interpolation; and 2) a sam-
pling strategy technique for building the interpolating function. In this study, we focus on
the use of polynomial basis functions and a Smolyak [159] sampling strategy for building
the surrogate model.
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4.1.2 Polynomial interpolation
Polynomials can be used as a surrogate model to mimic the IO of the system by using the
interpolation of a given data set. There are many types of polynomials that can be used
but we present polynomials that are related to this study, i.e. Lagrange polynomials and a
Barycentric Lagrange representation, in the following.
Let x be an input variable and f(x) be a continuous function that represents the IO of
the system — the objective function of CO2 sequestration in this study, and let p(x) be an
interpolating polynomial function that approximates f(x). Then the polynomial form of
the 1-dimensional polynomial function is:
f(x) ⇡ p(x) = a0 + a1x+ a2x2 + a3x3 + . . .+ an 1xn 1 (4.1)
where a0, a1, . . . , an 1 present coefficients of the polynomial function passing through n
data points represented as x1, x2 . . . , xn. If j presents a data point, the coefficients can be
determined from the following condition:
f(xj) = p(xj) , for 8j 2 {1, . . . , n} (4.2)
The condition above is a system of linear equations where the coefficients a0, a1, . . . , an 1
are determined from the solution of the linear system.0BBBB@
1 x1 · · · xn 21 xn 11
1 x2 · · · xn 22 xn 12
...
...
. . .
...
1 xn · · · xn 2n xn 1n
1CCCCA
0BBBB@
a0
a1
...
an 1
1CCCCA =
0BBBB@
f(x1)
f(x2)
...
f(xn)
1CCCCA (4.3)
The matrix on the left-hand side of the equation is referred to as the Vandermonde ma-
trix [106]. The linear solution is unique if the Vandermonde matrix is non-singular where
the determinant given below is non-zero.
det(V ) =
Y
1i<kn
(xk   xi) (4.4)
where V presents the Vandermonde matrix. If xj for 8j 2 {1, . . . , n} are distinct, the
determinant of the matrix V is non-zero and hence the solution of Eq. 4.3 is unique. How-
ever, for many data points, the size of the Vandermonde matrix becomes large such that
solving the linear equations can be a cumbersome task. A large matrix can also suffer from
ill-conditioning meaning that a small variation in the matrix causes considerable variation
of the solution. To avoid this, we introduce an alternative polynomial function based on
the Lagrange basis, which does not require matrix inversion for finding coefficients of the
polynomial.
4.1.3 Lagrange polynomial interpolation
The 1-dimensional polynomial function p(x) of degree n  1 can be expressed in Lagrange
form as:
p(x) =
nX
i=1
`i(x)f(xi) (4.5)
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where the Lagrange basis `i(x) is:
`i(x) =
nY
j=1
j 6=i
x  xj
xi   xj , for i = 1, 2, . . . , n (4.6)
which satisfies the following condition.
`i(xj) =  ij , 1  i, j  n (4.7)
where  ij is the Kronecker delta such that `i(xj) = 1 for i = j, and `i(xj) = 0 for
i 6= j. With this condition, the Lagrange polynomial p(x) is exact at given points {xi}n1 .
Additionally, the coefficients from the Lagrange representation do not require solving a
linear system of equations (Eq. 4.3) since they are calculated directly from the data points.
The Lagrange polynomial is illustrated in Fig. 4.1 for four data points (x1, x2, x3, x4 from
left to right) where the circle markers represent the function f(xi) on the y-axis and the
corresponding point xi in the x-axis. We see from Fig. 4.1 that the Lagrange basis function
`i(x) passes through the function value f(xi) and the corresponding point xi. The Lagrange
polynomial, the black curve in Fig. 4.2, is obtained from the sum of each Lagrange basis
curve weighted by its corresponding function value.
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Figure 4.1: Illustration of Lagrange basis function for four different data points. The circle
markers denote the function f(xj) on the y-axis and the corresponding point xj in the x-
axis.
Using Lagrange polynomials is a straightforward method to represent the polynomials;
however, there are some drawbacks in terms of computational efficiency, especially when
there are many data points. These drawbacks are:
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Figure 4.2: Illustration of Lagrange polynomial interpolation for four given data points,
x1, x2, x3, x4 from left to right. The circle markers denote the function f(xi) on the y-axis
and the corresponding point xi on the x-axis.
1. Each evaluation of the Lagrange basis function `i(x) requires O(n) operations. The
O(n) denotes an expression bounded by cn where c > 0 and n approaches1. Then,
evaluating a point x in p(x) requiresO(n2) operations from the summation and mul-
tiplication.
2. The Lagrange basis function is dependent on data points {x}ni . Therefore, having
a new set of data, for example xn+1 and f(xn+1), requires a new calculation of
Lagrange basis functions.
The Lagrange form can be arranged in a Barycentric polynomial representation [147] to mit-
igate the drawbacks described above to enhance computational efficiency of the Lagrange
polynomial representation.
4.1.4 Barycentric Lagrange interpolation
The main idea behind the Barycentric representation [147] is to make the Lagrange ba-
sis function independent from any interpolated point x such that the polynomials can be
evaluated with O(n) operations. The Lagrange basis `i(x) is rewritten as:
`i(x) =
`(x)z }| {
nY
j=1
(x  xj) 1
x  xi
wiz }| {
1
nQ
j=1
j 6=i
(xi   xj)
(4.8)
where `(x) is a nodal basis function defined as
`(x) =
nY
j=1
(x  xj) (4.9)
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The barycentric weight in the following is not dependent on any data point xi; the weights
are calculated at once and can be reused many times during the interpolation process.
wi =
1
nQ
j=1
j 6=i
(xi   xj)
(4.10)
Then, the Barycentric representation of Lagrange interpolation is expressed [13, 62] as
p(x) = `(x)
nX
i=1
wi
x  xi f(xi) (4.11)
Equation 4.11 is the first form of Barycentric representation. It should be noted that this
Barycentric form is not defined for x = xi; however, the function value of any given point xi
is obtained from the condition (Eq. 4.2) that f(xi) = p(xi). The Barycentric representation
can be simplified to the second form by making the polynomial be exact for the constant
function f(x) = 1, as shown in the following.
1 = `(x)
nX
i=1
wi
x  xi (4.12)
`(x) =
1
nP
i=1
wi
x xi
(4.13)
Substituting the nodal basis function `(x) from Eq. 4.13 into Eq. 4.11 yields the second
form of Barycentric Lagrange polynomial.
p(x) =
nP
i=1
wi
x xi f(xi)
nP
i=1
wi
x xi
(4.14)
The improved formulae of the Barycentric representation have several advantages in com-
parison to the Lagrange form as:
1. Even though the Barycentric form requires O(n2) operations to calculate wi, the
main advantage is that each evaluation of any interpolating point x only needs O(n)
operations given that the Barycentric weights (Eq. 4.10) are known. This makes
function evaluations using the Barycentric form more efficient.
2. The second form of the Barycentric representation allows a common term c in both
nominator and denominator terms to cancel out each other. Additionally, Higham
[67] showed that the second form is a stable form of the Barycentric Lagrange poly-
nomial. In this study, we use the second form of the Barycentric representation for
the surrogate.
4.2 Basis functions in one-dimensional interpolation
We first define the terminology that will be used later to describe a sparse grid interpolation
approach. One-dimensional piecewise functions with equidistant points are used in this sec-
tion to illustrate two types of basis functions: nodal and hierarchical basis functions. Then,
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the terminology of univariate interpolation will be extended to multivariate interpolation in
the next section.
4.2.1 Definitions
We use the same notation as described in [51, 80, 126] in this section. Let l 2 N be a level
of interpolation, and let Xl be a set of grid nodes in the interval [0, 1], defined as:
Xl := {xl,0, xl,1, . . . , xl,2l} = {xl,jl}jl=2
l
jl=0
(4.15)
where the equispaced points Xl have a mesh size hl := 2 l so that xl,jl = jlhl where jl
presents the index, 0  jl  2l where jl 2 N. We consider the following piecewise linear
hat function for a basis function.
 (x) = max(1  |x|, 0) (4.16)
4.2.2 Nodal basis function
According to Eq. 4.16, we define nodal basis functions in the following.
 l,j(x) :=  (2
lx  j) (4.17)
From Eq. 4.17, the basis function  l,j(x) is equal to 1 at point xl,j and zeros at other points.
Then, we can define an associated space Vl of the nodal basis functions.
Vl := span{ l,jl : 0  jl  2l} (4.18)
4.2.3 Hierarchical basis functions
The basic idea behind hierarchical basis functions is that the structure of grid points at a
higher level of interpolation is arranged in a way that the grid points from the lower level
are used. In other words, the grid points at the lower level is a subset of the higher one,
Xl ⇢ Xl+1. We define a hierarchical subspace  (x) as:
Wl := span{ l,jl : jl 2 Bl} (4.19)
where a set of index Bl is given below:
Bl :=
(
jl 2 N
      jl = 1, . . . , 2l   1, if l > 0 if l > 0 and jl is oddjl = 0, 1 if l = 0 (4.20)
Then we can write the hierarchical subspaceWl in terms of Vl as follows:
Wl := Vl\Vl 1 (4.21)
The hierarchical subspace Wl for a level l is the difference of grid nodes between Vl and
Vl 1 and W0 = V0. The space of basis functions Vl can be written as a direct sum of the
hierarchical subspaces in the following form.
Vl :=
l0=lM
l0=0
Wl0 = Vl 1
M
Wl (4.22)
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where the operator
L
denotes a direct sum of the hierarchical subspaces from each level.
A comparison of the nodal basis and the hierarchical basis for 3 levels of interpolation is
shown in Fig. 4.3. The nodal basis function in Fig. 4.3(a) is displayed for level 1 (the
dotted line), level 2 (the dashed line) and level 3 (the solid line); we see that some points
at the higher level are the same as the points in the lower level. For example, the peak of
the basis  2,0, 2,2, and  2,4 have the same location as the basis  1,0, 1,1, and  1,2. This
means that using a nodal basis for 3 levels requires 9 evaluating points, but only the points
{ 3,1, 3,3, 3,5, 3,7} provide new information. In contrast, a hierarchical basis function
in Fig. 4.3(b) is a direct sum of the hierarchical subspaceWl so that the higher level always
reuses points from the lower one. Thus, V3 is a sum of W1
L
W2
L
W3, which gives the
same points as the nodal bases in Fig. 4.3(a) but only additional 4 evaluation points fromW3
is needed because V3 = V2
L
W3. The underlying principle of the sparse grid interpolation
is based on the hierarchical basis function.
(a) Nodal basis for V3
(b) Hierarchical basis for V3
Figure 4.3: Nodal basis (a) and hierarchical basis (b) using the hat function (Eq. 4.16) for 3
levels of interpolation.
Figure 4.4 illustrates the interpolation of a function f(x) by using nodal basis functions
as shown in Fig. 4.3(a). On the left figure of Fig. 4.4, the function f(x) (the solid curve) and
the interpolating polynomial (the dashed curve) is displayed, while the nodal basis functions
used to build the interpolation is shown on the right figure. We see that the interpolating
polynomial p(x) is the sum of a function value weighted by the corresponding nodal basis
function (the hat function in this case).
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Figure 4.4: Illustration of nodal basis functions for the interpolation of an arbitrary function
f(x). The left figure presents the function f(x) (the solid curve) and the interpolating
polynomial (the dashed curve), while the right figure displays the interpolating polynomial
built from the nodal basis function.
For the interpolation of the same function f(x) using the hierarchical basis, Fig. 4.5
displays the interpolating polynomial (the dashed curve) built from different levels of the
hierarchical basis. As can be seen on the left figure, the interpolating polynomial is built by
adding the basis functions at the higher level to the basis of the lower one. Thus, the inter-
polating polynomial is obtained by the sum of hierarchical basis weighted by coefficients
wl,j for the level l and index j. The coefficients wl,j , referred to as hierarchical surpluses,
are the difference between the function value f(x) and the basis function at a point xl,j . A
set of points xl,j used to evaluate the hierarchical surpluses wl,j is defined as:
X l4 := {xl,j 2 Xl\Xl 1 : jl 2 Bl} (4.23)
where Xl\Xl 1 denotes the set Xl that excludes the set Xl 1. This set implies that only
points at the current level are used to determine the hierarchical surpluses. Hence, using the
hierarchical basis requires fewer function evaluations than using the nodal basis function for
building the interpolant. On the right figure of Fig. 4.5, we present different basis functions
the height of which is the hierarchical surplus wl,j . It should be noted that the value of the
hierarchical surplus can be either negative or positive. Later in this chapter, we will present
the use of hierarchical surpluses for dimensional adaptivity of the sparse grid interpolation
approach.
4.3 Tensor product grid and multivariate interpolation
The definitions of univariate interpolation given in Section 4.2 can be extended to the mul-
tivariate case from which the level l and mesh size hl are expressed in d-dimensional multi-
indices as l := (l1, . . . , ln) and h := (hl1 , . . . , hld), respectively. For multivariate interpo-
lation, the set of indices in the one-dimensional case (Eq. 4.20) becomes the set of multi-
indices Bl where j 2 Bl; j := (j1, . . . , jd); and jt = 0, 1, . . . , 2lt . The basis functions  l,j
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Figure 4.5: Illustration of hierarchical basis functions for the interpolation of an arbitrary
function f(x). The left figure presents the function f(x) (the solid curve), the interpolating
polynomial (the dashed curve), and the hierarchical basis functions; the difference between
f(x) and the basis function is denoted by wl,j for level l and index j. The figure on the
right presents different levels of hierarchical basis functions used to build the interpolating
polynomial.
in d-dimension are expressed in a tensor product form:
 l,j :=
dY
t=1
 lt,jt(xt) (4.24)
from which the subspace Wl of multivariate piecewise functions for level l is given in the
following:
Wl := span{ l,j : j 2 Bl} (4.25)
We recall from Eq. 4.21 that Wl is the hierarchical subspace in one-dimension, which is
expressed in d-dimensions as [51]:
Wl := Vl \
dM
t=1
Vl et (4.26)
where et is the t-unit vector; for example, if d = 2 and l = (l1 = 3, l2 = 2), then
Wl = V(3,2)\(V(2,2)
L
V(3,1)) since the unit vectors e1 = (1, 0) and e2 = (0, 1). As shown
previously in Eq. 4.22 for one-dimension, the direct sum of the hierarchical subspaceWl is
the space Vn, defined in the following:
Vn :=
nM
l1=0
· · ·
nM
ld=0
Wl =
M
|l|1n
Wl (4.27)
where n is the level of interpolation and |l|1 is the L1-norm of l, defined as:
|l|1 := max
1td
lt (4.28)
The space Vn given in Eq. 4.27 is a foundation of a tensor product or a full grid approach.
We use the hat function (Eq. 4.20) with equispaced points (Eq. 4.15) without the boundary
to illustrate the 2-dimensional tensor product by showing each level of the hierarchical
subspaceW(l1,l2). A layout of points for the level 3 of tensor product interpolation is shown
in Fig. 4.6 where each sub-figureW(l1,l2) is displayed with corresponding points. The result
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Figure 4.6: Illustration of the tensor product; each sub-figure displays the layout of points
with the hierarchical subspace W(l1,l2) of the hat basis functions from which the level l is
in an ascending order from left to right and from top to bottom. The result of the tensor
product is shown on the right of the figure where it is a direct sum of the subspaceWl1,l2 .
of the tensor product is shown in the figure on the right. The tensor product are obtained
from a direct sum ofWl1,l2 , which is a combination of all sub-figures in Fig. 4.6.
It should be noted that we use Chebyshev-based grid points for building the interpolant
since this grid pattern mitigates the effect of Runge phenomenon [142] (more detailed dis-
cussion about error analysis of Lagrange polynomial interpolation is given in appendix A).
However, we see in Fig. 4.6 that the tensor product approach requires a large number of
evaluation points from a direct sum of each level. Therefore, building the interpolant from
the tensor product approach can be computationally expensive. For this reason, Smolyak
[159] proposed a combination strategy in such a way that the error of the interpolant built
from this method is close to the error from the tensor product approach but with significantly
fewer points. The Smolyak algorithm is the principle behind a sparse grid interpolation ap-
proach.
4.4 Sparse grid
The underlying principle of the sparse grid method originates from the Smolyak algo-
rithm [159] which is used to extend univariate interpolation formulas to the multivariate
interpolation by choosing a set of points in a lower order product grid. In other words, a
sparse grid approach is a linear combination of lower-order tensor products, which results in
fewer grid sampling points than the full tensor product interpolation. Sparse grid methods
were first introduced for numerical integration and interpolation problems in [9, 54] and
were further developed by several authors [51, 55, 58, 80, 126].
In this section, we first present the sparse grid approach in terms of the hierarchical sub-
spaceWl and the space Vn, followed by the description of the Smolyak algorithm and hierar-
chical surpluses. Later, we demonstrate the algorithm with examples. Last, the description
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of Chebyshev-based grid points and dimensional adaptivity of the sparse grid method are
presented.
4.4.1 Hierarchical basis functions
Let us define the L1-norm as |l| :=
dP
t=1
lt, then the sparse grid is an arrangement of the grid
such that the space Vn is defined in the following form:
Vn :=
M
|l|n+d 1
Wl for n   1 , lt   0 (4.29)
where n denotes the level of sparse grid interpolation, and the condition |l|  n + d   1
provides a combination rule such that only the points in the upper-left corner triangle of the
full tensor product are used. This combination of the hierarchical subspace Wl shown in
Fig. 4.7 results in the sparse grid patten.
Figure 4.7: Illustration of the sparse grid approach; each sub-figure displays the layout of
points with the hierarchical subspaceW(l1,l2) of the hat basis functions from which the level
l is in an ascending order from left to right and from top to bottom. The result of the sparse
grid is shown on the right of the figure where it is a direct sum of the subspaceWl1,l2 using
the condition |l|  n+ d  1, from [126].
We recall that the approximation of smooth functions f : [0, 1]d ! R with a finite
number of grid nodes X l for one-dimension is expressed in Lagrange form as:
Ql(f) =
X
xl2Xl
 xl · f(xl) (4.30)
where l 2 N is the level of interpolation; Ql(f) is the interpolant of f(·); the set of support
grids in one dimension is X l = {xl | xl 2 [0, 1]}; the basis functions  xl follow Lagrange
characteristic (Eq. 4.7). For univariate hierarchical functions, we define 4l(f) 2 Wl for
the difference between the interpolant at subsequent levels of interpolation.
4l(f) := Ql(f) Ql 1(f) (4.31)
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Since the interpolantQl is built based on the previous levelQl 1, the interpolantQl(Ql 1(f))
is an exact interpolant Ql 1(f) [80]. Then, we can write the following relation.
Ql 1(f) = Ql(Ql 1(f)) (4.32)
Substitute Eqs. 4.30 and 4.32 to Eq. 4.31, yields the following4l(f) as:
4l(f) =
X
xl2Xl
 xl · f(xl) 
X
xl2Xl
 xl · Ql 1(f)(xl)
=
X
xl2Xl
 xl [f(xl) Ql 1(f)(xl)] (4.33)
where the points xl 2 X l are hierarchical points which satisfy Eq. 4.23 and we know that
f(xl,j)   Ql 1(f)(xl,j) = 0 for 8xl,j 2 X l 1. If we define ml4 as the cardinality of the
set X l4, then the term4l(f) is given below.
4l(f) =
ml4X
j=1
 l,j [f(xl,j) Ql 1(f)(xl,j)]| {z }
wlj
(4.34)
where wlj is a hierarchical surplus which is the difference between function value f(x) and
the interpolant Ql 1(x) as demonstrated graphically in Fig. 4.5. For multivariate cases, the
tensor product of Eq. 4.34 yields
(4l1 ⌦ · · ·⌦4ld)(f) =
X
j
 lj · wlj (4.35)
where  lj = ( l1,j1 ⌦ · · ·⌦  ld,jd)
wlj = f(xl1,j1 , . . . , xld,jd) Ql 1(xl1,j1 , . . . , xld,jd)
where  lj and w
l
j are basis functions and hierarchical surpluses for multivariate cases. This
equation will be used for the Smolyak algorithm in the next section.
4.4.2 Smolyak algorithm
Smolyak proposed a sparse tensor product that reduces the number of support grids while
preserving the asymptotic error decay of the full grid approach [51, 126, 157]. There are two
approaches: 1) superposition of low-order tensor products, referred to as the combination
technique [60], and 2) superposition of hierarchical subspacesWl. In this work, we use the
later approach which utilises the subspaceWl to formulate the sparse grid [54, 80]. Given
a Smolyak parameter q and the number of dimensions d, the Smolyak formulation [80] is
given by
Qq,d(f) =
X
|l|q
(4l1 ⌦ · · ·⌦4ld)(f)
=
X
|l|q 1
(4l1 ⌦ · · ·⌦4ld)(f) +
X
|l|=q
(4l1 ⌦ · · ·⌦4ld)(f)
= Qq 1,d(f) +
X
|l|=q
X
j
 lj · wlj (4.36)
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where Qq,d(f) 2 V(q+1 d) denotes the interpolation of function f(·) and Qd 1,d(f) = 0;
the Smolyak parameter q satisfies the conditions, that are q   d and q = n+ d  1 , q 2 N.
It should be noted that only the hierarchical surpluses wlj of the last term in Eq. 4.36 is
calculated for the current level l of the interpolation. Thus, the hierarchical surplus wlj is
used to indicate the quality of the interpolation at the current level l. Also, it can be used to
decide whether the next level of interpolation is necessary. In addition to that, many authors
[55, 58, 80, 126] have successfully used the hierarchical surpluses to detect a degree of non-
linearity of the function fromwhich it can be extended for dimensional adaptivity to enhance
the cost-benefit of building the surrogate. We will discuss the dimensional adaptivity in the
next section.
4.4.3 Hierarchical surplus
The hierarchical surplus wlj provides significant information on which dimensions need to
be further refined based on a pre-defined threshold value. In this work, we use the absolute
and the relative form of error measure to globally control the error of the interpolation. As
suggested in [80], the absolute "abswq and the relative error measures "
rel
wq are obtained from
the hierarchical surpluses. The error measures of both forms are defined in the following:
"abswq = max|l|=q, j
{|wlq,j |} (4.37)
"relwq =
max
|l|=q,j
{|wlj |}
max
|l|q, j
{f(xlj)}  min|l|q, j{f(x
l
j)}
(4.38)
where xlj = (x
l1
j1
, . . . , xldjd) and j presents multi-index (j1, . . . , jd), jk = 1, 2, . . . ,m
lk
4
and k = (1, . . . , d); the Smolyak parameter is denoted by q. Detailed descriptions of
hierarchical surpluses can be found in [55, 64, 80, 81].
4.4.4 Illustration of sparse grid Interpolation
In this section, we first illustrate the Smolyak algorithm (Eq. 4.36) by using the piecewise
hat function for two dimensions (d = 2) with equidistant grid nodes. Next, the hierarchi-
cal surplus used in the sparse grid approach is demonstrated in one dimension using the
parabola function.
4.4.4.1 Smolyak algorithm
Figure 4.8 shows the sparse grid layout of the Smolyak interpolant Qq=3,d=2(f) of the
function f for interpolation level q = 3; the Smolyak grid set is the set that satisfies |l|  q
where |l| = l1 + l2 + . . . ld and ld 2 N is the level of interpolation used for dth dimension.
In this example, the sparse grid set needs to satisfy l1 + l2  3; it is therefore the union of
the set: {l1 = 1, l2 = 1}, {l1 = 2, l2 = 1}, {l1 = 1, l2 = 2} to satisfy l1 + l2  3. In other
words, the sparse grid interpolation points are the members of the set {(|l| = 2)[(|l| = 3)}.
The Smolyak sampling points and the construction of a product rule in the example above
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are illustrated in Fig. 4.8. It should be noted that we use the non-equidistant interpolation
points xl (Eq. 4.39) in this thesis instead of the grid points shown in the example.
We show the sparse grid points obtained from the union of the univariate interpolation
shown in Fig. 4.8(a), where the red circles represent collocation points of the univariate
interpolation. In Fig. 4.8(b), we illustrate the grid layout of the product rule and the sparse
grid; the grey shaded area denotes the selection of grid points (A [ B [D) introduced by
Smolyak, while the product rule is the union of all intermediate levels (A [ B [ C [ D).
If f(x) = x + 1 and f(y) = y + 1, the product rule is written as f(x, y) = f(x)f(y) =
(x+1)(y+1). The structure of the sparse grid requires fewer supporting points than the full
tensor product grid for equivalent errors evaluated from the function f , leading to a lower
computational cost.
(a) (b)
Figure 4.8: Two-dimensional layout of the sparse grid points: a) The sparse grid layout for
the interpolantQq=3,d=2(f) where points shown are a member of the set {(|l| = 2)[ (|l| =
3)} that satisfies |l|  3: b) A comparison of the product grid and sparse grid sampling
points. The grey shaded area denotes the selection of grid points (A[B [D) of the sparse
grid, while the product grid are the grid points that follow A [B [ C [D.
4.4.4.2 Hierarchical surplus
Figure 4.9 displays hierarchical surpluses wlj for level l of grid location j. As stated earlier,
the hierarchical surplus is the difference between f(x) and the interpolant Ql 1(f(x)).
Thus we can express the hierarchical surplus as wlj = f(x
l
j)   Ql 1(xlj). The parabola
function in Fig 4.9 is the function f(· ) for interpolation, and the shape of the grid points xlj
denotes different levels of interpolation. For a continuous function, the greater the level of
interpolation, the smaller the hierarchical surplus, as can be seen in Fig. 4.9 that w21 < w11.
4.4.5 Chebyshev-based grid
Even though several grid patterns, such as Clenshaw-Curtis and Newton-Cotes points, can
be used with the sparse grid approach, the Chebyshev-based grid (CGL) is chosen in this
work for two reasons: 1) the Lebesgue value of CGL is close to the optimal value (see
Eq. A.10 in appendix A), and 2) its non-equidistant property reduces oscillation of the
polynomial at the edges of the interval, referred to as the Runge phenomenon [142]. Ad-
ditionally, the Chebyshev-based grid points is also recommended in [9, 80] for sparse grid
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Figure 4.9: Illustration of the hierarchical surplus of the interpolant of level 1 and 2 in
one dimension. The solid blue curve and the red dashed curve represent the approximate
function from the sparse grid points, xlj at level 1 and 2, respectively. Hierarchical surplus
wlj is the error measure between two consecutive models at the grid points of current level
l. For example, the w11 at the point x11 is evaluated at the level 1, while w21 and w22 are the
hierarchical surplus at level 2.
interpolation. Given the set of one-dimension grids X l = {xl1, . . . , xlml}, l 2 N, xl 2 [0, 1]
and X l 1 ⇢ X l, we define the set of grid points in the following:
ml =
(
1 if l = 1,
2l 1 + 1 if l > 1,
(4.39)
xlj =
8><>:
(  cos (⇡(j   1)/(ml   1)) +1 )/2
for j = 1, . . . ,mi if ml > 1,
0.5 for j = 1 if ml = 1,
where ml denotes the number of grid points for the interpolation level l; xlj represents the
position of the grid points at jth position with the level l. Figure 4.10 demonstrates the
layout of Chebyshev-based grid points in 2 and 3 dimensions. The corresponding Smolyak
parameter q is denoted on top of each sub-figure where the level of interpolation from 2 to
5 is shown from left to right.
4.4.6 Dimensional adaptivity
For a regular sparse grid, all dimensions are treated equally and no particular order of di-
mensional sampling is preferred [80]. However, for many functions, the explicit form is
often unknown from which the degree of non-linearity in one dimension might be greater
than the other. Therefore, it is efficient to fill more sampling points in the dimension that ex-
hibits a greater degree of the non-linearity, which leads to dimensional adaptivity that allows
automatic sampling along dimensions. Several authors [55, 64, 80, 81] have successfully
implemented dimensional adaptivity for sparse grid interpolation. In this work, we use the
method proposed in [80] where the hierarchical surplus is used as an error indicator for
dimensional adaptivity of the surrogate.
For the adaptive sparse grid approach, the Smolyak algorithm given in Eq. 4.36 can be
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Figure 4.10: The layout of Chebyshev-based grid points with corresponding Smolyak pa-
rameters q in 2 and 3 dimensions, as shown in the top and bottom row. From left to right,
the level of interpolation q is from 2 to 5.
generalised in the following form [157]:
Qq,d(f) =
X
`02I(q)
(4l1 ⌦ · · ·⌦4ld)(f)
where the multi-index set I(`) is a set that determines the structure of the sparse grid for
dimensional adaptivity; this set is given in [157] as follows:
I(q) = {`0 2 Nn | `0 · a =
dX
i=1
ai`i  q} (4.40)
where a is a vector of weights that controls the interpolation level li in the ith-dimension of
the sparse grid. Each weight ai is determined based on the hierarchical surplus such that the
approximation error of the interpolation is significantly reduced. By using the multi-index
set I(`), the interpolation level l of the sparse grid becomes anisotropic, meaning that the
grid points are placed in each dimension differently. However, if the vector a is a vector
of all ones, the set I(`) is the multi-index for the regular sparse grid without dimensional
adaptivity. The applications of adaptive sparse grid interpolation will be discussed in the
next chapter.
4.4.7 Implementation and software
Several toolboxes of the sparse grid are freely available under the GUI license from the
DAKOTA project [33] and Oak Ridge National Laboratories [169]. MATLAB implementa-
tion is available from the Universität Stuttgart [80, 81, 170] from which we have used their
library for the sparse grid algorithm in this thesis.
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4.5 Applications
In this section, we present the use of the Sparse Grid Interpolation (SGI) technique for
building a surrogate of the objective function for CO2 storage under geological uncertainty.
This chapter focuses on three main parts: 1) numerical evaluations of the SGI technique
to justify the quality of the SGI surrogate by using several mathematical test functions and
a reservoir PUNQ-S3 model; 2) the use of dimensional adaptivity for the SGI surrogate;
3) surrogate building techniques that deal with the geological uncertainty of deep saline
aquifers.
4.5.1 Numerical evaluations of mathematical functions
Numerical evaluations are performed to demonstrate the error convergence of the Sparse
Grid Interpolation (SGI) approach in comparison to the product grid method. Four differ-
ent benchmark functions were chosen to represent different characteristics of the objective
function in CO2 storage problems.
Three test functions (f1(x), f2(x), f3(x)) were originally designed for numerical in-
tegration, see [115], and also were used to demonstrate sparse grid interpolation in high
dimensions by Barthelmann et al [9]. The f4(x) function obtained from [16] was used to
simulate a highly multi-modal landscape with many local maximum and one global maxi-
mum. Let functions f(x) be f : X ! R whereX is defined on the unit-hypercube [0, 1]10,
then the test functions are given below:
Oscillatory: f1(x) = cos(2⇡ri +
dX
i=1
cixi) (4.41)
Gaussian: f2(x) = exp( 
dX
i=1
c2i · (xi   ri)2) (4.42)
Continuous: f3(x) = exp( 
dX
i=1
ci · |xi   ri|) (4.43)
f4(x)
8>>>>>><>>>>>>:
=  (x21 + 2x22   0.3 cos(3⇡x1)
 0.4 cos(4⇡x2) + 0.7), for d = 2
=  Pd 2j=1P2i=1(x2i + 2x2i+j   0.3 cos(3⇡xi)
 0.4 cos(4⇡xi+j) + 0.7), for d > 2,
d 2 {4, 6, . . . , 2n; n 2 N}
(4.44)
where x := {x1, . . . , xd} and d is equal to 4 in this example; ci and ri are random param-
eters chosen from the range [0,1]. We built the surrogate of explicit functions, Eqs. 4.41
– 4.44, and compare interpolation errors between the SGI and the full grid (tensor product
grid) surrogate.
The reference response surface constructed from the explicit function are shown in the
top row in Fig. 4.11, while the response surface obtained from the SGI approach is shown in
the middle row. The response surfaces in Fig. 4.11 show only two dimensions (x1 and x2)
that cut through the fixed coordinates x3 and x4 at zero from the total of four dimensions.
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As can be seen in Fig. 4.11, the response surfaces from the SGI technique are similar
to the reference surfaces. For numerical evaluations, the difference in the function values
between the explicit function and the surrogate model is used as an error measure. For this
example we first draw 1, 000 samples from a uniform distribution covering the domain X ,
and then l1-norm was used for the maximum error measure.
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Figure 4.11: Top row: reference surrogates f(x) from left to right obtained from the func-
tions in Eqs. 4.41 – 4.44. Middle row: each surrogate model U(x) is obtained from Sparse
Grid Interpolation (SGI). Bottom row: the relationship between maximum error and the
number of points used to build the surrogate. The figure shows only two dimensions (x1
and x2) that cut through the fixed coordinates x3 and x4 at zero from the total of four
dimensions.
The bottom row of Fig. 4.11 shows the plot of maximum error and the number of points
used to build the surrogate. The error decays are plotted versus the number of collocation
points where we see that increasing the number of points improves accuracy of interpolation
for both techniques. According to Fig. 4.11, the SGI (the solid curve with square markers)
requires significantly fewer points than the full grid approach (the dashed curve) for the
same maximum error for all four functions. It could be explained that the SGI selects only
the points that are important to the objective function and discards less important points,
resulting in a significant reduction of evaluation points required to achieve the same level
of accuracy of full grid approach.
To illustrate the SGI surrogate for different levels of interpolation, we used drop-wave
[38] and Rastrigin [128] functions as explicit functions to compare the quality of the SGI
surrogates. The following 2-dimensional drop-wave function is evaluated over the range
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[ 2, 2]2.
f(x) =  
1 + cos
⇣
12
p
x21 + x
2
2
⌘
0.5(x21 + x
2
2) + 2
(4.45)
Figure 4.12(a) displays the response surface of the drop-wave function. The top row in
Fig. 4.12(b) presents the SGI surrogates using different interpolation levels, while the bot-
tom row represents the response surface of the error obtained from the difference between
the reference function and the SGI surrogate. Each column in Fig. 4.12(b) presents the
levels 1, 4, and 6 with the corresponding number of points used to construct the surrogate.
Comparing Figs. 4.12(a) and 4.12(b) shows that the SGI surrogate using the higher level
of interpolation is better than using the lower level since the SGI surrogate with the high
interpolation level is in good agreement with the reference surface. As can be seen, the SGI
surrogate using 6 levels is very similar to the reference surface as the error surface values
over the range [ 2, 2]2 are approximately identical to zero.
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(a) Drop-wave function [38]
(b)
Figure 4.12: Illustration of the sparse grid interpolation for the drop-wave function: a) the
response surface of the drop-wave function; b) the SGI surrogates with different interpola-
tion levels are shown at the top row, while the error between the drop-wave function and the
associated SGI surrogate is displayed along the bottom row.
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As well as the study of the drop-wave function in Fig. 4.12, we used the Rastrigin func-
tion, which contains highly multimodal with multiple local minima, for a similar study of
the SGI surrogate for different interpolation levels. The following 2-dimensional Rastrigin
function over the range [ 5, 5]2 is given below:
f(x) = 10n+
nX
i=1
⇥
x2i   10 cos(2⇡xi)
⇤
(4.46)
Figure 4.13 shows the response surface of the Rastrigin function and the SGI surrogates
for different levels of interpolation. Similar results of the drop-wave function in Fig. 4.12
are also observed for the Rastrigin function, which implies that the SGI surrogate using the
higher interpolation level is better than the surrogate using the lower level.
(a) Rastrigin function [128]
(b)
Figure 4.13: Illustration of the sparse grid interpolation for the Rastrigin function: a) the
response surface of the Rastrigin function; b) the SGI surrogates with different interpolation
levels are shown at the top row, while the error between the Rastrigin function and the
associated SGI surrogate is displayed along the bottom row.
We have seen from both Figs. 4.12 and 4.13 that the quality of the SGI surrogate can
be improved through the level of interpolation. However, it should be noted that building
the surrogate with a high interpolation level may require more points, which is a time-
40
consuming process when building the surrogate of computationally expensive functions.
Thus, the use of dimensional adaptivity may be used to allocate more points to significant
locations, and consequently reduces the computational cost. Dimensional adaptivity and
several numerical evaluations performed on a response surface relevant to the CO2 opti-
misation problem will be discussed in the next section for synthetic deep saline aquifer
models.
4.5.2 Deep saline storage aquifers
This section first describes the deep saline aquifer models that will be used to demonstrate
the application of optimisation methods presented in this thesis. Next, we introduce eco-
nomic criteria for CO2 sequestration. Then, we present numerical evaluations of the SGI
surrogate, followed by a discussion of dimensional adaptivity. Later, we consider the use of
surrogate-assisted optimisation under uncertainty. Last, we introduce a utility function to
find robust injection strategies where two surrogate building techniques under uncertainty
are presented.
4.5.2.1 Model descriptions
There are three models used in this thesis: an idealised rectangular model, the PUNQ-S3
model [45], and the leaky PUNQ-S3 model. The details of these three models are presented,
followed by a description of geological uncertainty and well configurations.
Figure 4.14: A three-dimensional rectangular
synthetic model is shown with injector 1 and
2.
Rectangular synthetic model. The aquifer
model has 17⇥ 17⇥ 50 grid blocks where
the dimension of each grid block is 50m ⇥
50 m ⇥ 5 m. The top formation is lo-
cated at a depth of 1400 m with an ini-
tial pressure of 17.4 MPa and the temper-
ature is constant at 32.2  C. Permeability
and porosity distributions are assumed to be
uncorrelated and independent, which was
generated from the geostatistical model de-
scribed later in Section 4.5.2.2. The com-
mercial compositional simulator (Eclipse
E300) with the CO2STORE option [150]
was used to simulate subsurface CO2 mi-
gration. Aquifer and fluid properties in the
model are described in Tables 4.1 and 4.2.
We ignore any hysteresis in capillary pres-
sure and relative permeability. Well locations are shown in Fig. 4.14 whereas all wells
were perforated at the most-bottom layer with well control configurations given in Sec-
tion 4.5.2.3.
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Table 4.1: Description of the rectangular model and fluid properties
Description Parameter values
Number of grid blocks 17⇥ 17⇥ 50
Number of layers 50
Grid block size 50m⇥ 50m⇥ 5m
Rock compressibility (PRef =13.7 GPa) 0.725 GPa 1
Top depth of the aquifer 1400m
Initial aquifer pressure (at 1400 m) 17.4 MPa
Aquifer temperature 32.2  C
Residual water saturation 0.30
Maximum residual gas saturation 0.30
Fluid and solid components of saline aquifer CO2, H2O, NaCl, CaCl2
Table 4.2: Total mole fraction and diffusion coefficient for initial conditions of the rectan-
gular model.
Descriptions at initial aquifer conditions H2O CO2 NaCl CaCl2
Total mole phase fraction 0.9109 0.0 0.0741 0.015
Water diffusion coefficient (m2/s) 1.16 ⇥ 10 9 1.16 ⇥ 10 9
Gas diffusion coefficient (m2/s) 1.16 ⇥ 10 8 -
Remark : The rectangular model will be used in Chapter 5 for multi-criterion decision
making.
PUNQ-S3 model. A synthetic reservoir model, PUNQ-S3, is the standard model used in
this thesis. Detailed descriptions of the PUNQ-S3 model can be found in [45, 132] which
was modified to represent a storage aquifer by Juanes et al [76]. PUNQ-S3 is a sandstone
formation for all five layers. The relative permeability curves were taken from Juanes et al
[76] with the Killough hysteresis model [79] applied to the non-wetting phase (CO2). The
Eclipse simulator for the PUNQ-S3 model was used to simulate the flow of two phases: a
CO2-rich phase and a H2O-rich phase with two components CO2 and H2O. Other details of
the aquifer model are summarised in Table 4.3.
The model is discretised into 19⇥ 28⇥ 5 grid blocks with the top formation located at
a depth of 2340 m and with an average thickness of 15 m. The initial pressure is 90 bars
with a fixed temperature of 32.2  C. There are two injectors completed on the bottom most
layers of the aquifer, shown in Fig. 4.15. To represent an unconfined aquifer, we set pressure
boundaries by assigning a pore volume of 1, 000 times the model size at the boundary. The
rest of the model parameters are summarised in Table 4.3.
Remark : The PUNQ-3 model is a standard model in this thesis and will be used
throughout all chapters, unless otherwise stated.
Leaky PUNQ-S3 model. The risks of CO2 leakage from storage aquifers to the atmo-
sphere are characterised for global and local risks. The global risk of leakage is the scale
at which leaking CO2 can significantly impact the global climate. However, the local risk
is the releases of CO2 such that it contaminates potable water sources, ecosystems, human
health and communities [104]. For the leaky PUNQ-S3, we modelled the local risk scenar-
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Figure 4.15: The location of injectors in the three dimensional PUNQ-S3 model. Injector 1
is located to the north while injector 2 is located to the south of the model.
Table 4.3: Description of the PUNQ-S3 model and fluid properties
Description Parameter values
Number of grid blocks 19⇥ 28⇥ 5
Number of layers 5
Grid block size 180m⇥ 180m⇥ 3m
Rock compressibility 0.5 GPa 1
Top depth of the aquifer 2340m
Initial aquifer pressure (at 2355 m) 9 MPa
Aquifer temperature 32.2  C
Fluid components of saline aquifer CO2, H2O
Residual water saturation 0.3
Maximum residual gas saturation 0.3
Total mole phase fraction H2O CO2
(at initial aquifer conditions) 1.0 0.0
Water diffusion coefficient (m2/s) 1.16 ⇥ 10 9 1.16 ⇥ 10 9
Gas diffusion coefficient (m2/s) 1.16 ⇥ 10 8 1.16 ⇥ 10 8
ios when CO2 could leak to the atmosphere. The potential leakage pathways were addressed
by Metz et al [104] in Fig. 4.16. Particularly, Gasda et al [52] reported that many poten-
tial CO2 storage sites in the United States and in Canada (Alberta basin) have the potential
of CO2 leakage from existing and abandoned wells. The leakage of CO2 from abandoned
wells can be one of the most probable escape pathways [112–114]. Thus, this study mainly
focuses on the risk of CO2 migration through an abandoned well. The optimisation ap-
proach that considers the risk of CO2 leakage will be shown later in Chapter 5 using the
leaky PUNQ-S3 model.
For the leaky PUNQ-S3, the model parameters are the same as the PUNQ-S3 model,
except that we added an abandoned well, shown in Fig 4.17, for CO2 to escape to the
atmosphere. The leakage of CO2 could be modelled by a permeable medium where vertical
permeability is significantly greater than the formation [39] since this represents the flow
through cement material around the well. Alternatively, CO2 produced from the abandoned
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Figure 4.16: Potential leakage pathways of CO2 to atmosphere in different scenarios as de-
scribed by [104]. A: CO2 pressure exceeds capillary pressure and seeps through formation
above. B: CO2 leaks through open faults or fractures. C: CO2 leaks through open or fracture
in the caprock. D: Injected CO2 migrates directly through faults due to high injection pres-
sure. E: CO2 leaks via abandoned wells. F: CO2 is dissolved in natural flow and transport
outside the storage. G: Dissolved CO2 migration, from [104].
well could also be used as a proxy for the CO2 leakage [152]. In this study, we used the later
approach where the produced CO2 from the well represents the leakage from the storage
aquifer.
For modelling the risk of CO2 leakage through wells, Oldenburg et al [117] reported
that the risk comprised the probability of intersecting CO2 and wells, of CO2 flowing in a
conduit to atmosphere, and of the impact of CO2 on the leaking area at the surface. To this
end, for the leaky PUNQ-S3 model, the bottom-hole pressure (BHP) of the leaky well was
used at the initial reservoir pressure with a transmissibility multiplier of the connecting grid
boxes around the well of 0.05; this reduces the rate at which the CO2 column intersecting
the abandoned well would escape to the atmosphere.
(a) Three-dimensioanl model (b) Two-dmesional model
Figure 4.17: a) A three-dimensional leaky PUNQ-S3 model shown with injectors 1 and 2
and a leaky well. b) Two-dimensional model with well locations.
Remark : The Leaky PUNQ-3 model will be used in Chapter 5 for multi-criterion
decision making.
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4.5.2.2 Geological uncertainty
Horizontal permeability and porosity fields were generated independently; each field was
spatially correlated and generated geostatistically from Gaussian random fields using the
following Gaussian covariance function [31, 119].
Cy(h) =  
2 exp
"
 3
✓ |h|
a
◆2#
(4.47)
Cy = LLT (4.48)
where the Gaussian covariance function Cy(h) contains lag distances between two arbitrary
points h and correlation length a; Cy is a matrix of covariance for various lag distances,
which is written in a lower triangular matrix L using Cholesky decomposition so that we
can generate a vector of random fields y with permeability and porosity mean (µ) as:
y = µ+ Lz (4.49)
where µ is a vector containing the mean of model parameters (e.g. a priori mean of perme-
ability and porosity distribution) and z is a vector of independent identically distributed (iid)
random variables with zero mean and variance equal to 1. Table 4.4 gives the geostatistical
parameters used in Eqs. 4.47 and 4.49 to generate 29 and 20 realisations for the rectangular
and the PUNQ-S3 models, respectively. The detailed descriptions for generating geolog-
ical uncertainty for the rectangular and the PUNQ-S3 geological models are given in the
following.
Table 4.4: Geostatistical parameters used to generate Gaussian random fields for the rect-
angular and the PUNQ-S3 models
Horizontal Porosity Anisotropy
permeability (kh) ratios
Rectangular
mean⇤⇤ (µ) 5 0.25 0.1, 0.3, 0.5, 0.7
Model
Corr⇤ (a) 8 8 -
Variance ( 2) 0.36 0.04 -
PUNQ-S3
mean⇤⇤ (µ) 100, 200, 300, 500 0.15, 0.2, 0.1, 0.25 0.5, 0.25, 0.65, 0.1
Model
Corr⇤ (a) 12 15 -
Variance ( 2) 0.16 0.0144 -
*Correlation length based on the number of grid boxes in the geological model,**Permeability in mD
Geological uncertainty for the rectangular model. We first generated two-dimensional
permeability and porosity fields, each for 29 realisations. Then, one of the permeability
and porosity fields is used for all 50 layers — each layer has the same properties. There-
fore, we obtained 29 three-dimensional models from the 29 two-dimensional permeability
and porosity fields. The anisotropy ratio ( kvkh ) is randomly sampled from a finite set of
0.1, 0.3, 0.5, and 0.7 for each three-dimensional model.
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Geological uncertainty for the PUNQ-S3 and leaky PUNQ-S3 models. We used a
greater range of geological models by varying the mean of permeability and porosity values,
rather than using a static value as in the rectangular case. It is worth noting that geological
properties of the PUNQ-S3model are the same as the leaky PUNQ-S3model and we will re-
fer only to the PUNQ-S3 model in this section. To this end, we chose 20 model realisations
where each layer comprises different permeability and porosity fields. The samples of the
geological realisations of permeability and porosity are shown in Figs. 4.18(a) and 4.18(b),
respectively; the top to the bottom layers of the PUNQ-S3 model are shown from left to
right, while each row represents a sample of model realisations; the location of injectors are
shown only in the upper-left corner figure using the x symbol. The anisotropy ratio ( kvkh ) is
randomly sampled for each model realisation from a finite set of 0.1, 0.3, 0.5, and 0.7.
4.5.2.3 Well control configurations
Two injectors were constrained by bottom hole pressure (BHP) and operated by injection
rate controls. The well locations are shown in Fig. 4.14 for the rectangular model, in
Fig. 4.15 for the PUNQ-S3 model, and in Fig. 4.17 for the leaky PUNQ-S3 model. We
consider two injection periods, each of 15 years. The total injection and post-injection
(monitoring) period is 30 and 50 years, respectively. In this work, we manipulate the in-
jection ratio (x1, x2) of each injector instead of injection rate. The injection ratios of the
injector 1 at the first and the second injection periods, x1 and x2, are shown in Fig. 4.19.
The injection ratio (x1) is obtained from the injection rate of a particular well divided by
the total supplied rate. Thus, over the same injection period, the sum of the injection ratios
of CO2 in each well is unity at all time (x1 + (1  x1) = 1); x2 is obtained in a similar way
to x1. The detailed well configuration parameters are listed in Table 4.5.
Table 4.5: Well configuration parameters for both the rectangular and the PUNQ-S3 model
Description Parameter values
Total supplied rate (Sm3/day) 2.5⇥ 106
Minimum injection rate (Sm3/day) 0
Maximum injection rate (Sm3/day) 2.5⇥ 106
Maximum BHP (bars) 600 (PUNQ-S3 model)
400 (rectangular model)
Injection period 30 years
Post-injection period 50 years
Time period per control step 15 years
Remark : We used the well configurations above for all models in all chapters except
Chapter 6 where we used a greater number of control variables.
4.5.2.4 Economic performance criteria
In the oil and gas industry, the usual economic performance criterion used for decision-
making is Net Present Value (NPV), the sum of net benefit and cost cash flows over a period
of time discounted to its present value. In other words, NPV provides the present value of
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(a) Permeability
(b) Porosity
Figure 4.18: Petrophysical properties of three dimensional PUNQ-S3 model with five lay-
ers: (a) and (b) show permeability and porosity distributions for the top to bottom layers
(left to right), respectively; each row of figure (a) and (b) presents a sample of 20 model
realisations; injection wells are shown only in upper-left corner figure using the x symbol.
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Figure 4.19: Well control configurations of two injectors: the injection ratios of the injector
1 at the first and the second injection periods are denoted by x1 and x2, respectively.
an investment based on the expected net benefit in the future of that investment. For oil
and gas production optimisation, NPV is often maximised by varying production strategies.
However, for CO2 sequestration, the economic criteria are slightly different from the NPV
due to the fact that there is currently no explicit revenue from sequestering CO2 into deep
saline aquifers.
Several alternative performance criteria from other disciplines could be applied to CO2
sequestration. For example, we could minimise the negative associated costs of CO2 in-
jection (e.g. the capital and operational costs of sequestration project), or maximising the
mass of CO2 injection [110], or minimising the negative impact from releasing CO2 to the
atmosphere. One could also maximise the contact area of CO2 plume to the formation brine
by allocating CO2 injection [152]. While these objectives are technically useful, they are
currently not suitable for go/no-go decision making as they lack judgement and assessment
of the economic value of CO2 sequestration. For this reason, we could maximise the poten-
tial economic benefit received from the government if we can reduce CO2 emissions. This
economic benefit could be in the form of reducing tax bills or the government incentives in
terms of tax credits.
In this chapter, we model the profitability of CO2 sequestration based on the assumption
that tax credits are given for the amount of CO2 trapped in the subsurface. As the explicit
form of environmental tax credits are currently not available, we therefore formulate the
minimum tax credits that should be received in order to balance the cost of an investment.
This idea is similar to the concept of internal rate of return (IRR) [61] where we slightly
modify to the tax credit required to break even — the point where the NPV of the project is
zero, described in the following:
TX
t=1
Cin(t)  Cout(t)
(1 + r)t
  Co = 0 (4.50)
where Cin(t) and Cout(t) are cash inflow and outflow at time t; C0 is a capital investment
and t represents time steps which can be described on a daily, monthly or annual basis; T is
the total duration of the project and the term Cin(t) is the product of the tax credit and the
amount of trapped CO2. Given that Cin(t) = tax credit⇥ trapped CO2, we can rearrange
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the tax credit to one side of Eq. 4.50 and set C0 to zero, giving
tax credit =
PT
t=1
 
Cout(t)⇥ (1 + r) t
 PT
t=1 (trapped CO2 ⇥ (1 + r) t)
(4.51)
The tax credit in Eq. 4.51 is actually the break-even tax credit where we formulate the
following function as the economic performance criterion for CO2 sequestration.
BT (x,y) =
PNt
k=1
⇣
c qi(x,y)(1 + rT )
 k t
T
⌘
PNt
k=1
⇣h
 D(x,y) + R(x,y)
i
 (k)(1 + rT )
 k t
T
⌘ (4.52)
where BT (x,y) presents the break-even tax credit function with x representing a vector
corresponding to the control settings imposed on the wells and y presenting the spatial state
variables in the geological model such as permeability, porosity, and anisotropy ratio; k
and Nt represent time step and total time step;  t is the time interval (days) per time step
k; T is the time period (days) used to calculate the discount term rT ; rT is the discount
rate during the time period T ; c is the cost associated with CO2 injection and compression
(set here to be 60 US$/tonne);  qi(x,y),  D(x,y),  R(x,y) are the amount of injected
CO2, the mass of CO2 dissolved in brine, and the mass of capillary-trapped CO2 in tonnes
during the time  t, respectively. The future cash flow is usually discounted to the present
value. However, the mass of CO2 trapping in a post-injection period is rewarded by adding
an arbitrary exponential function  (k) = 1 + e(k Nt) to cancel out the discount term and
emphasise geological security of long-term CO2 storage. In this chapter, the BT function is
minimised by allocating the injection rates of each well where the control settings and the
well configurations for CO2 optimisation are referred to Section 4.5.2.3.
4.5.2.5 Numerical evaluations of the sparse grid interpolation on the PUNQ-S3
model
In this section, we present the SGI surrogate of the BT function in comparison to a ref-
erence surface constructed from very fine scale grid points. Figures 4.20(a) and 4.20(b)
show the response surface of the break-even tax credit (Eq. 4.52) corresponding to various
injection rates (x1, x2). The reference surface shown in Fig. 4.20(a) is obtained by a regular
sparse grid pattern of 1, 537 points and the surface shown in Fig. 4.20(b) is built by the SGI
approach using 449 function evaluations.
As can be seen, the SGI surface is qualitatively similar to the reference surface with a
maximum error tolerance of 0.02%. The error tolerance was evaluated by two methods: the
difference in the function values between the reference surface and the SGI surface using
a root mean square error (RMSE), and a relative error at the optimal solution (a minimum
point of the response surface). The relative error was calculated as (Qf (xi) Q(xj)Qf (xi) ) ⇥ 100,
whereQf (· ) denotes the interpolant built from a very fine grid pattern (1,537 points) to ap-
proximately represent the surface of the reference function;Q(· ) represents the interpolant,
and xi, xj present the minimum point of Qf (· ) and Q(· ), respectively. Figure 4.20(c)
shows the error convergence with the levels of interpolation (from 1 to 6). The RMSE
and the relative error at the optimal solution were evaluated at the product grid pattern of
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10,201 points. It is clear that the RMSE decreases significantly with an increase in the
interpolation level; however, the errors at the optimal point are relatively small when the
interpolation level is greater than 2, which may imply the potential of the SGI surrogate in
identifying optimal solutions using a limited number of interpolation levels.
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Figure 4.20: a) The response surface obtained from 1,537 evaluation points is used as a ref-
erence surface. b) The response surface obtained from the SGI approach using the 6th level
(449 evaluation points) interpolation with an error tolerance of 0.02%. c) The relative error
and the root mean square error (RMSE) are plotted against the number of points required
for building the surrogate. The relative error, shown by the dashed curve, was calculated
from the minimum point of the reference and the SGI surface.
The SGI surrogates at different levels of interpolation (level 1 to 6) are shown in Fig. 4.21
where the corresponding number of points used to construct the SGI surrogate is presented
at the top of each figure. Comparing Fig 4.20(a) and 4.21, it can be seen that the higher the
level of refinement, the greater the accuracy of the surrogate to the reference surface.
Figure 4.21: Illustration of the SGI surrogates at different levels of interpolation; the level
of interpolation and its corresponding number of points used to build the surrogate is shown
at the top of each figure.
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4.5.2.6 The sparse grid surrogate with dimensional adaptivity
In this section, we present the layouts of sampling points used to build the adaptive sparse
grid interpolation (ASGI) and the SGI surrogates, followed by numerical comparisons of the
ASGI and the SGI surrogates of the break-even tax credit (BT) function using the PUNQ-
S3 model. In this example, we built 20 surrogate models of the break-even tax credit in
one-to-one correspondence with 20 geological realisations of the PUNQ-S3 model. Each
corresponding surrogate is the response surface of the break-even tax credit from various
injection rates (x1, x2). The results of this comparison are shown in Figs. 4.22 and 4.23,
where 4 models out of 20 evaluated models were selected for illustrative purposes. It is
noteworthy that these selected 4 cases represent different patterns of objective function
appearing in the entire set of the evaluated models.
In Fig. 4.22, the top row displays the response surface of the break-even tax credit
from various injection rates (x1, x2). The middle and the bottom rows present the layout
of the sampling points (the dot markers) obtained from the SGI and the ASGI approach,
respectively. The number of points used to build the surrogate model is shown at the top
of each figure. For the ASGI, a relative hierarchical tolerance error at the threshold value
2.4 ⇥ 10 2 is used. The results show that the ASGI requires fewer sampling points than
the SGI approach as it adaptively enriches the important dimension while constructing the
response surface. This can be seen in the model 1 of the figure that the ASGI approach
distributes more points in the dimension x1 than in the x2, while the ASGI in the model 4
locates more points along the x2 dimension than x1.
Figure 4.23 displays the maximum error of the response surface versus the number of
interpolation points. The error measure (l1-norm) was used to evaluate the difference be-
tween the response surface values (ASGI or SGI) and solutions obtained from the reference
surface using a product grid pattern of 10,201 points. For all the models shown in Fig. 4.23,
the ASGI approach requires fewer points than the SGI method to achieve the same maxi-
mum error, which means that the ASGI approach is more efficient than the SGI method.
The results presented in Figs. 4.22 and 4.23 generally imply the significance of dimen-
sional adaptivity for building the surrogate model. We therefore use the ASGI approach to
construct the surrogate model to find robust injection strategies for CO2 sequestration.
4.5.2.7 Surrogate models under geological uncertainty
In this section, we first introduce a utility function for finding an injection strategy whose
BT value is insensitive to geological uncertainty. Next, we present numerical evaluations
of the SGI surrogate of a utility function where two techniques of surrogate building are
presented, followed by the role of utility parameters to the optimal solutions. Last, the
impact of optimal and robust injection strategies on the mass of trapped CO2 are shown.
A utility function of the economic criteria under geological uncertainty. A fixed set of
controls will provide various objective function values for different geological realisations.
One common approach to design a robust injection strategy is to consider the average of
objective function values over different geological models. However, this approach often
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Figure 4.22: Top row: four response surfaces of the objective function (the break-even
tax credit) used as the reference surface. Each response surface corresponds to a single
geological model. Middle and bottom rows: a layout of the sparse grid in two dimensions
of the SGI and the ASGI techniques. The number of grid points associated with the grid
layout is shown at the top of each figure.
neglects the variability of the objective functions about the mean (i.e. the variance). In this
study, we consider both mean and variance of the objective functions as a new objective
function, which is referred to as a utility function, to find a robust injection strategy.
Several authors [28, 108, 175] have successfully used the mean and variance in defining
their objective functions for robust optimisation of several practical problems such as me-
chanical design applications [28, 175] and large-scale power capacity problems [108]; this
approach is often referred to as a mean-variance method. In this work, we use the mean-
variance method for the economic criteria (over a set of geological realisations) to define a
robust objective function. The average and the variance of the BT function (Eq. 4.52) can
be simultaneously minimised through a multi-objective optimisation framework or through
the use of a utility function. In this chapter, we will first present the utility function whereas
multi-objective optimisation for the mean and the variance will be presented later in the
next chapter.
The utility function in this work was modified from Alexander and Baptista [1] for the
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Figure 4.23: The absolute maximum error is plotted versus the number of points used to
build the surrogate where the maximum error is evaluated from the difference between the
reference model and the surrogate built by regular sparse grid (SGI) (the square markers
curves) and dimensional adaptivity sparse grid (ASGI) (the diamond marker curves). Mod-
els 1-4 are the same models as in Fig. 4.22.
mean-variance method of the BT function. The utility function U is formulated as:
Minimise: U(EBT (x), 2BT (x)) = EBT (x) +
1
2
A 2BT (x) (4.53)
Subject to zi(x,y) = 0 i = 1, 2, . . . , Nz
gi(x) = 0 i = 1, 2, . . . , Ng
hi(x)  0 i = 1, 2, . . . , Nh
where EBT (x) = E[gBT (x, y˜)]
 2BT (x) = E[gBT 2(x, y˜)]  E2BT (x)
8(EBT , 2BT ) 2 R⇥ R, A > 0
where zi(x,y) denotes the governing equations of CO2 in each grid cell for the total of
Nz cells as a function of control setting x and state variable y defined earlier; gi(x) and
hi(x) represent linear (or non-linear) equality and inequality constraints of control variable
x, respectively; Ng and Nh denote the total numbers of equality and inequality constraints,
respectively; y˜ presents different geological realisations; the mean and variance over mul-
tiple geological realisations are defined by EBT (x) and  2BT (x), respectively. The utility
parameter A is a risk coefficient. A risk coefficient set to 0 indicates a risk-neutral attitude.
In contrast, a risk coefficient set to a non-zero value denotes a risk-averse (A > 0) or risk-
prone (A < 0) attitude. Since the utility function is formulated based on an individual’s
attitude towards risks, the preference of risk should be specified a priori. If it is not known
a priori, bi-objective optimisation with mean and variance could be applied, or the risk co-
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efficient could be varied within a single objective optimisation framework to obtain a set of
robust solutions.
In Fig. 4.24(a), we present how utility functions can be used to find a robust solution in
a mean and standard deviation space. We see that there are two utility functions with two
different utility parameters, as shown with the red and green dashed curves; the blue dots in
the figure represent the data in the mean-variance space. The utility function is formulated
to ensure that it is a monotonically increasing function where the negative gradient directs
to the Pareto-optimal front, a line containing robust solutions. A detailed description about
the Pareto-optimal front is given later in the next chapter. In this example, we minimise
the utility function such that it is tangent to the Pareto-optimal front (the dashed curve) as
shown in Fig. 4.24(b) where the red and green curves present the utility functions using two
different utility parameters. From the tangent of the Pareto-optimal front, points A and B
are robust solutions.
(a) (b)
Figure 4.24: a) Illustration of the Pareto-optimal front and the utility function; the shape
of the utility function is governed by the utility parameter (A) in Eq. 4.53. There are two
utility functions with different utility parameters, as shown by the red and green curves; the
blue dots in the figure represent the data in mean-variance space. b) The robust solutions A
and B are obtained from the tangent of the utility functions and the Pareto-optimal front.
In this thesis, we use the particle swarm optimiser (PSO) [78, 130], a global and stochas-
tic optimisation method inspired by swarm behaviour (e.g. flocks of birds and school of
fish), with the surrogate model to find robust and optimal solution. The PSO algorithm is
similar to genetic algorithm (GA) in the sense that they both use the initial generation of
random population and the use of information sharing among their members, e.g. PSO uses
the velocities and locations of its members to improve a solution while GA uses cross-over
and mutation. However, in terms of computational efficiency, PSO provides a better con-
vergence rate than GA [101, 120, 122]. Because of its efficiency, PSO has been applied in
several applications [129]. It should, however, be noted that gradient-based algorithms such
as conjugate gradient [66] and quasi-newton methods can also be used with the surrogate
model, but we will discuss later in chapters 6 and 7 that using PSO with surrogate model
can be more effective in terms of balancing exploration and exploitation of optimisation
search methods, especially for high-dimensional functions.
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Numerical evaluations of sparse grid interpolation under uncertainty. Geological mod-
els were generated with multiple realisations to represent the uncertainty about the geologi-
cal properties. The mean and variance of the BT function (Eq. 4.52) from multiple geologi-
cal models were used in the utility function to find a robust solution. Solving for the robust
solution is usually expensive due to the computational costs associated with multiple func-
tion evaluations. However, this computational burden can be reduced through the use of the
surrogate model built by the ASGI technique. In this study, we present two approaches to
building the surrogate of the utility function: to construct the surrogate associated with each
geological model independently (referred to as the one-to-one technique), or to build only
the surrogate of the mean and standard deviation from multiple geological models (referred
to as the mean-std technique). Figure 4.25 illustrates the two techniques (one-to-one and
mean-std approach) for constructing the surrogate of the utility function. The quality of
these two techniques will be evaluated by two approaches: a spatial error measure, and the
error measured at the optimum point.
Figure 4.25: Response surfaces shown here are the response of the BT function where the
injection rate ratios can be adjusted (x1, x2). The figure illustrates two techniques for build-
ing the surrogate of the utility function from the ASGI approach; the one-to-one approach
on the top row is to build the surrogate for each geological model independently, while the
mean-std approach on the bottom row is to build the surrogate of the mean and standard
deviation.
Firstly, the spatial error is calculated from the difference in the function values between
the reference surface and the surrogate. We use the l1-norm as the error measure to evaluate
the quality of the surface using 1, 000 points drawn from a uniform distribution over the
surrogate domain.
Figure 4.26 presents the error decays of different surrogate models (i.e. the mean, the
standard deviation, and the utility function) built using the one-to-one and the mean-std ap-
proach. With equivalent maximum errors for all sub-figures, the mean-std technique (the
solid curves with circle markers in Fig. 4.26) requires significantly fewer function evalua-
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tions than the one-to-one technique (the curves with square markers). In addition, the sparse
grid approach (either the one-to-one or the mean-std techniques) still requires fewer grid
points than the full grid approach with the same maximum error, which is consistent with
the results in Fig. 4.11. Figure 4.26 indicates that the mean-std approach is recommended
for building the surrogate of the utility function in the presence of uncertainty.
Figure 4.26: The relationship between the maximum error and the number of grid points of
the surrogates of the mean, standard deviation and the utility function are illustrated. The
solid curve with circle markers represents the surrogate built by the ASGI using the mean-
std technique, while the curve with square markers presents the surrogate built by the ASGI
using the one-to-one technique. The dashed curve denotes the surrogate constructed from
the full grid approach using the one-to-one technique.
Secondly, instead of evaluating 1, 000 spatial sampling points throughout the surrogate,
the difference in the function values between the reference surface and the surrogate of the
utility function at the minimum point (the minimum point were obtained from the reference
surface) was measured to evaluate the deviation of the optimum solution from the surrogate.
In this study, the optimal point at the reference surface was obtained from the particle swarm
optimiser (PSO) [78, 130].
Figure 4.27 shows the relationship of the error at the optimal solution (the minimum
point) versus the number of points required to build the surrogate. The mean-std technique
still requires fewer points than the one-to-one approach for the same error measure. To
investigate the errors for different global optimal solutions, we changed the shape of the
utility response surface by varying the utility parameter (A) in Eq. 4.53 to 0, 0.01, 0.05, 0.1,
1 and 5, as shown in Fig. 4.27. For all utility parameters, we see that the error at the optimal
point of the mean-std approach (the curve with circle markers) is less than the one-to-one
approach for the same number of points. The results of the mean-std approach using the
error measured at the optimum point also corresponds with the results using the spatial error
measure in Fig. 4.26.
The observed superior performance of the mean-std technique over the one-to-one ap-
proach (as shown in Figs. 4.26 and 4.27) can be attributed to the smoothness of the response
surfaces obtained from the mean-std approach in comparison to the surfaces obtained by
the one-to-one approach. This smoothness has a great impact on the interpolation errors as
spectral convergence can be achieved using Chebyshev points on smooth surfaces [80].
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Figure 4.27: The relationship between the error evaluated at the optimal point and the num-
ber of grid points required to build the surrogate. The curves with circle markers present
the mean-std technique, while the curves with square markers represent the one-to-one tech-
nique. Each sub-figure displays the utility parameter (A) used in the utility function.
4.5.2.8 Optimal and robust optimisation
The optimal CO2 injection strategy for one geological realisation may not necessarily be op-
timal for other geological realisations, and can be a very poor strategy in other realisations.
It is quite common to have inaccurate and limited knowledge of geological formations;
therefore, we use a strategy that takes into account the range of possible outcomes to find a
robust solution.
We demonstrate the optimal solution and the robust solution in Fig. 4.28(a) where a
Gaussian probability density function (PDF), estimated from a kernel density function [17]
with 100 artificially generated samples, is assumed for the distribution of BT under geologi-
cal uncertainty. Figure 4.28(a) shows the distribution of the BT values obtained by applying
the optimal injection strategy (optimisation based on a single geological realisation) to 20
realisations, shown with the grey thin curves. The figure also shows the distributions of
the BT values using the robust strategies with different utility parameters. The associated
interquartile range (IQR), defined as the difference between the 75th and 25th percentiles,
are used to measure statistical dispersion of the BT values. The dashed curve in Fig. 4.28(a)
(A = 0) presents the BT distribution obtained from the robust strategy using the utility
function without the variance term — a risk-neutral preference. Thus its BT distribution
has the greatest interquartile range in comparison to the other BT distributions. In contrast,
having a greater value of utility parameter results in a smaller interquartile range because
the solution obtained from the utility function tends to minimise the variance term. In addi-
tion, we see from Fig. 4.28(a) that the right tail areas of the PDFs obtained from the optimal
strategies (thin grey curves) are greater than the area obtained from the robust strategies.
This implies the non-robustness behaviour of the optimal strategies, which means that the
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optimal strategies applied to some geological realisations can result in poor BT values.
The relationship of the mean and IQR is displayed in Fig. 4.28(b) where a trade-off
between the mean and the dispersion (IQR) of the BT is presented. We see that the lower the
mean value is, the greater the IQR, or vice versa. Since the utility parameter is a coefficient
of the dispersion term in the utility function (Eq. 4.53), the greater the utility parameter, the
smaller the dispersion of the BT values around its mean. The trade-off between the mean
and the IQR depends on the attitude to risk defined through the utility parameter by decision
makers.
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Figure 4.28: a) The probability density function (PDF) of the break-even tax credits (BT)
obtained from the robust and optimal injection strategies where the BT distributions were
obtained from each injection scenario applying to 20 geological realisations; the thin curves
(grey) present the distribution from the optimal injection rates at each geological realisation,
while the other curves display the BT distributions obtained from the robust injection strat-
egy at different utility parameters; the dashed curve, the dot-dashed curve, the thick solid
curve, and the circle-marker curve dictate the utility parameters at 0, 0.2, 10, and 100, re-
spectively: b) A trade-off between the mean and the dispersion (IQR) of the BT at different
robust strategies with the utility parameters A = 0, 0.2, 10, and 100.
To demonstrate the role of utility parameters, Fig. 4.29(a) displays a scatter plot of
the mean and standard deviation of the BT using 20 geological realisations; each data point
corresponds with the mean and standard deviation obtained from individual injection strate-
gies. The triangle markers at the lower-left corner of the figure present the optimal points
as they either provide the minimum value of the mean or the standard deviation. A set of
the optimal points is referred to as a Pareto-optimal set from which any injection strategy
that corresponds to a point in this set is a robust strategy. In this study, we minimise the
utility function to find a solution in the Pareto-optimal set. We present a geometric rep-
resentation of the utility function in Fig. 4.29(b) where the tangent of the utility function
and the Pareto-optimal set is the robust solution. In Fig. 4.29(b), two utility functions with
different utility parameters (20 and 0.02) are shown by the coloured and the black-dashed
curves. We see that the utility functions monotonically decrease towards the origin. Thus
minimising the utility functions with utility parameters 20 and 0.02 results in the solution A
and B, respectively. As can be seen, A has a lower standard deviation value than B because
the utility parameter is the weight of the variance term in the utility function; using a high
weight value results in a lower standard deviation.
58
From the shape of the Pareto-optimal set in Fig. 4.29, two extreme BT values can be
observed. Firstly, the minimum of the mean value regardless of the standard deviation is
around 96.2 $US/tonne of CO2, which implies the scenario of a risk-neutral design (the
best scenario we can achieve in terms of average BT). Secondly, the minimum standard
deviation of approximately around 10.3 $US/tonne of CO2 has the worst mean value at
96.8 $US/tonne of CO2 in comparison to other solutions in the Pareto-optimal set. Unless
additional geological information is available, the standard deviation of the BT can never
be less than 10.3 $US/tonne of CO2 in the PUNQ-S3 model irrespective of the injection
strategies.
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Figure 4.29: a) A scatter plot of the mean and standard deviation of the break-even tax credit
with the red markers denoting the robust solutions. The blue data points were evaluated
from the SGI surrogate from different injection strategies. b) The scatter plot in a) is shown
over the contour of two utility functions from Eq. 4.53 where the utility parameter is 20
(the colour lines) and 0.02 (the dash black lines). The colour bar on the right represents the
range of utility values.
Figures 4.30 and 4.31 present the impact of the optimal strategy on the BT when the
uncertainty of the model is not taken into account. In Fig. 4.30, the worst case scenarios for
CO2 in mobile phase, residual and dissolution trapping are illustrated with the correspond-
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ing optimal and robust injection strategies; the grey curves represent the optimal injection
strategies, each of which is the optimal injection rates obtained from a single geological
realisation. The dashed curve corresponds to a robust strategy over 20 geological realisa-
tions. We set the utility parameter at 0.5 in the utility function for the robust strategy; the
worst case scenario is the realisation that has the highest BT value. We see in Figs. 4.30(a)
and 4.30(b) that the worst case of the optimal strategy obtained from a single realisation
(grey curves) could lead to poor CO2 trapping in the presence of uncertainty. In contrast,
the robust strategy (the dashed curve) is insensitive to the variability of uncertainties and
hence the worst case does not affect the performance criterion of the robust strategy. A
similar result is observed in Fig. 4.30(c) where CO2 in mobile phase is minimised.
Figure 4.31 presents cumulative distribution functions (CDFs) of CO2 in mobile phase,
residual and dissolution trapping over 20 geological realisations. The CDF is assumed to
follow a Gaussian distribution, estimated from a kernel density function with 100 artificially
generated samples. The other notations in Fig. 4.31 is the same as in Fig. 4.30. The robust
strategy (the dashed curves) in Fig. 4.31 provides satisfactory results in terms of max-
imising the mean while minimising the standard deviation of the residual and dissolution
trapped CO2 in comparison to the optimal strategy (the grey curves). Since the temporal
scale of dissolution trapping could last for 10 to 100 years during the post-injection period
[111], it could be one of the reasons why dissolution trapping in Figs. 4.30 and 4.31 shows
small variability in this study, which is limited to 50 years for the post-injection period. In
addition, the abrupt changes of mobile phase and residual trapping at 15 and 30 years are
due to the changes of injection rates of CO2.
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Figure 4.30: The worst case scenarios of the optimal strategy obtained from a single real-
isation (the grey curves) and the robust strategy (the dashed curves) are shown during the
injection and post-injection period in various forms of CO2; a) CO2 residual trapped (Mt),
b) CO2 dissolution trapped (Mt), and c) the mobile phase (Mt).
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Figure 4.31: The cumulative distribution (CDFs) of the optimal strategy obtained from a
single realisation (the grey curves) and the robust strategy (the dashed curve) are shown
during the injection and post-injection period in various forms of CO2; a) CO2 residual
trapped (Mt), b) CO2 dissolution trapped (Mt), and c) the mobile phase (Mt).
4.6 Summary
We developed an optimisation technique by using the Adaptive Sparse Grid Interpolation
(ASGI) technique with the use of the utility function to find robust CO2 injection strategies
under uncertain formation characteristics, such as permeability, porosity, and anisotropy
ratios. Our results are summarised as follows:
1. We proposed a new objective function that considers economic performance of CO2
sequestration. The break-even tax credits (BT) is inversely proportional to the mass
of trapped CO2 in the subsurface. Additionally, it represents the minimum tax credit
gained from the government such that the NPV of the sequestration project is pos-
itive. Hence, the BT objective function was minimised to maximise the economic
performance of the project.
2. To cope with geological uncertainty, a utility function was formulated using both the
mean and the variance of the BT function for CO2 optimisation under uncertainty.
We built the surrogate using both adaptive and non-adaptive sparse grid interpola-
tion approaches to approximate the utility function, which consequently reduced the
computational cost associated with the optimisation process.
3. Sparse Grid Interpolation (SGI) requires fewer function evaluations than the full grid
interpolation approach with the same error for the mathematical test functions. The
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SGI selects only the grid points that contribute the most to building the surrogate and
discards less important grid points. This advantage is achieved through the selection
of the grid points at different hierarchical levels in each dimension. Due to the min-
imal grid points required, the SGI is suitable for CO2 sequestration and appears to
be a promising surrogate technique for other situations that would normally require
repeated time-consuming flow simulation problems.
4. Adaptive Sparse Grid Interpolation (ASGI) distributes the layout of the grid points in
each dimension differently depending on the importance of the dimension. The grid
points are more refined intentionally in the significant dimension with respect to the
pre-defined threshold value. As a result, ASGI requires fewer function evaluations in
comparison to SGI. The results suggested using dimensional adaptivity for building
the surrogate.
5. Two techniques for building the utility surrogate were considered in this study: the
one-to-one approach, and the mean-std approach. We evaluated the quality of the
surrogate with the reference model by using two error criteria: the maximum spatial
error and the error at the optimum point. The results revealed that the mean-std
approach requires fewer grid points than the one-to-one approach at the same error
for the two criteria. The mean-std approach therefore is a better technique for building
the utility surrogate with multiple model realisations.
6. Based on the PUNQ-S3 model, we showed that the robust solution obtained from
the utility function relies on the preference of the decision makers and their attitude
towards risk. The worst case scenarios were used to compare CO2 in mobile phase
as well as trapped as a residual phase and by dissolution from the robust and optimal
injection strategy. The results revealed that the worst case of the optimal strategy
could lead to poor CO2 sequestration economic performance in contrast to the robust
strategy.
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CHAPTER 5
MULTI-OBJECTIVE OPTIMISATION
5.1 Introduction
This chapter introduces the fundamental principles of multi-objective optimisation (MOO),
followed by a brief review of several MOO techniques commonly applied in engineering
applications. Next, we describe the MOO algorithm used in this thesis, followed by the
discussions of MOO problems under uncertainty and the use of adaptive sparse grid inter-
polation for the MOO algorithm. Then we end the chapter with the applications to CO2
sequestration.
5.2 Multi-objective optimisation (MOO)
Multi-objective optimisation (MOO) deals with problems when more than one decision
criterion is considered. In contrast to single-objective optimisation, we aim to find optimal
solutions for multiple decision criteria. LetM , Fx, and fm(x) be the number of objectives,
the criterion domain, and the objective function at mth criterion, respectively. If we define
fm(x) : Sx ! Fx, then the MOO under a minimisation framework is given as:
Minimise: f(x) = [f1(x), f2(x), . . . , fM (x)] (5.1)
where x 2 Sx, fm 2 Fx, m 2 Z+
Fx = {f(x)|f(x) 2 RM ,x 2 Sx, }
Sx = {x|x 2 Rn, h(x) = 0, g(x)   0}
where x is a vector of n factors: x = (x1, . . . , xn) with a domain Sx; h(x) and g(x)
represent linear (or non-linear) equality and inequality constraints, respectively. Z+ denotes
a set of positive integers. Later, we shall refer to a feasible set on Fx as an attained set even
though feasibility and attainability have slightly different meanings. Marler and Arora [98]
showed that every point in the design space Sx maps to a point in the criterion space Fx but
not every point in Fx maps to a point in Sx. Hence, attainability implies that a point in the
criterion space Fx corresponds to a point in Sx, whereas feasibility of the criterion space is
the space such that the constrain conditions are not violated. In this thesis, we consider the
space Fx such that it is feasible and attainable.
As described by Deb and Gupta [35], the goal of MOO is to search for solutions in Fx
such that they satisfy two or more criteria: an optimal trade-off between different objectives
and the diversity of the obtained optimal solutions. These criteria will be discussed in the
following subsection where we first describe the concept of domination, weak and strong
Pareto-optimal set, and dependency of the criteria.
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5.2.1 Concept of dominance and a Pareto-optimal set
In MOO, the solutions f(x) in criterion space Fx are compared among other solutions; the
solutions that dominate the others are grouped to a non-dominated set where each member
does not dominate the other members. Figure 5.1 illustrates the concept of dominance
F2(x) 
F1(x) 
X"
A
B C
D
E
SX 
FX 
Figure 5.1: An illustration of multi-objective optimisation (MOO); the dashed arrow lines
present a domain mapping from the variable domain Sx to the criterion domain Fx. The
black dots represent the data in the domain Fx, each of which is compared to find a non-
dominated solution. The stars-shape marks denote the non-dominated set or the Pareto-
optimal set. The shaded area near the solution A demonstrates that any solution within this
area dominate the solution A.
for a minimisation problem (both objective functions are minimised); the dots represent
solutions in Fx that are mapped from variables x in the design space Sx. Any solution in
the shaded area, e.g. B and C, dominates the solution A whereas the solutions outside this
area, e.g. D and E, do not dominate the solution A. If the members of the non-dominated
set are obtained from the entire criterion space, this set is a Pareto-optimal set. We see from
Fig. 5.1 that the star-shape markers are the solutions in the Pareto-optimal set as no other
solutions outside this set in Sx can dominate the member in this set. Hence, the optimal
solution in the MOO is a set of solutions rather than a single solution as in the single-
objective optimisation (SOO). Dominance concept is an essential concept for MOO. The
mathematical expression of the dominance concept and the related terms are given by Deb
[34] and in the following.
Given the operator fi(x) C fj(x) expresses that the objective i is better than the ob-
jective j and the operator fi(x) B fj(x) means that the the objective i is worse that the
objective j while fi(x) 7 fj(x) means that the objective i is no worse than the objective j.
If all objectives are minimised, the symbol ‘C’ can be simply replaced by ‘<’. The concept
of dominance is given by [34] below.
Definition 1: A solution x1 is said to dominate a solution x2 (Or mathematically,
(x1   x2) if and only if
(1) The solution x1 is no worse than the solution x2 for all objectives:
fi(x1) 7 fi(x2) for 8i 2 {1, . . . ,M}
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(2) The solution x1 is strictly better than the solution x2 at least one objective:
fj(x1) C fj(x2) for 9j 2 {1, . . . ,M}
Based on the dominance concept from the Definition 1, Fig. 5.2 displays four types of
Pareto-optimal front for two objectives. The ‘Min–Max’ shown in the figure represents the
minimisation of the objective 1 (x-axis) while maximising the objective 2 (y-axis). How-
ever, in our study, we are only interested in minimisation of all objectives from which the
Pareto-optimal front is at the lower left corner.
Figure 5.2: Four types of Pareto-optimal front for two objectives. The Min–Min represents
the minimisation of both objective 1 (x-axis) and 2 (y-axis), where the red line shows the
Pareto front. While the dotted line near the Min–Max represents the Pareto front for min-
imising the objective 1 while maximising the objective 2. The other types of Pareto front
follow the same logic here.
5.2.2 Concept of weak and strong dominance
The concept of dominance can be further characterised by strong and week dominance.
Definition 1 is referred to as the weak dominance, whereas strong dominance is expressed
by Deb [34] in the following:
Definition 2 : A solution x1 is said to strongly dominate a solution x2 (Or mathemati-
cally, (x1   x2) if and only if
(1) The solution x1 is strictly better than the solution x2 for all objectives:
fi(x1) C fi(x2) for 8i 2 {1, . . . ,M}
A solution denoted by xs is a strong Pareto optimum if and only if there is no x 2 Sx
such that fi(x)  fi(xs) for all i 2 {1, . . . ,M} which at least one objective satisfies strict
inequality fi(x) < fi(xs) . However, a solution xw is a weak Pareto optimum if and only
if there is no x 2 Sx such that fi(x) < fi(xw) for all objectives. It is worth noting that the
strong Pareto optimum xs also satisfies a weakly dominance, but not for vice versa [35].
Figure 5.3 displays the weak and the strong Pareto-optimal solutions as the square and
the triangle markers, respectively. We see that points a, b, c, d and e are weak Pareto optima
xw as there is no x such that fi(x) is less than fi(xw) for all objectives; however, only the
points b, d and e are strong Pareto optima xs because there are no x such that fi(x) is less
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than or equal to fi(xs) for all i. We see that a is not a strong Pareto optimum because there
is a solution b such that fi(b)  fi(a) for i = 1, 2; the same logic is applied to point c
where there are points b and d such that fi(b)  fi(c) and fi(d)  fi(c) for i = 1, 2.
Figure 5.3: Demonstration of weak and strong Pareto-optimal solutions: points a, b, c, d,
and e are all weak Pareto optima while only the points b, d, and e are strong Pareto optima.
5.2.3 Concept of efficiency and efficient frontier
In addition to the concept of dominance, it is noteworthy that efficiency is another concept
of dominance in that it refers to the solution in the design spaces Sx rather than the criterion
space Fx. As described by Marler and Arora [98], the efficiency and efficient frontier are
given by:
Definition 3 : Efficient and inefficient: A point, x⇤ 2 Sx, is efficient if and only if there
does not exist a point, x 2 Sx, such that fi(x)  fi(x⇤) for all objectives, with at least one
objective satisfies fi(x) < fi(x⇤). Otherwise, x⇤ is inefficient.
Definition 4 : A set of solutions x 2 Sx that satisfies Definition 3 is an efficient frontier.
5.2.4 Globally and locally Pareto-optimal front
A set of solutions is said to be a globally Pareto-optimal set if the Pareto-optimality con-
ditions are satisfied for entire design space Sx. However, if the conditions of Pareto opti-
mality are satisfied around the feasible neighbourhood ⇡ of x, it is said to be a local Pareto
optimum. For example, let R(f(xw)) be a neighbourhood around f(xw) in Fx which
is mapped from the neighbourhood R⇡(xw) with a radius ⇡ > 0 in Sx; the solution is
said to be a locally weak Pareto optimum for the given radius ⇡ if and only if there is no
x 2 {Sx \ R⇡(xw)} such that f(x) < f(xw) for all objectives. We demonstrate the
globally and locally Pareto-optimal fronts in Fig. 5.4 where it should be noted that the re-
gion R(f(xw)) may not be continuous when it is mapped from the continuous R⇡(xw).
Later in this chapter, we will discuss the evolutionary algorithm that can find the globally
Pareto-optimal set.
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Figure 5.4: Demonstration of global and local Pareto-optimal fronts. The circle presents
R⇡(x) as the feasible neighbourhood of the local Pareto optimum and the half sphere repre-
sents R(f(x)) as the neighbourhood in the criterion space of the locally optimum solution.
5.2.5 Dependency of criteria
The principle of MOO techniques may not be strictly applied to optimisation problems with
multiple objectives. Since most MOO techniques are developed to assist decision makers
to find an optimal trade-off among objectives, some problems with multiple objectives that
do not exhibit the trade-off between objectives may not be suitable for the MOO. This
depends on the way each objective is optimised, and is not limited to the conflicting (or
non-conflicting) behaviour of the objectives. For instance, if two objective functions are ex-
pected to be minimised, the conflicting nature of the objective functions should exist such
that it is possible to obtain the optimum trade-off relationship from both criteria. However,
if two objective functions are non-conflictive, there would be only one optimal solution in
this case. Hence, it could be more efficient to use SOO techniques by combining multiple
objectives to a single objective for optimisation. It should however be noted that the pres-
ence of negative (or positive) dependence of different criteria and the way in which each
objective function is optimised should be considered thoroughly so that the MOO technique
can be applied efficiently.
Figure 5.5 illustrates this point by presenting the criterion space Fx of bi-objective
optimisation. Similar to Fig. 5.1, the Pareto-optimal fronts and four possible ways of opti-
mising two objective functions are shown. As can be seen in the figure, using SOO could
be sufficient for the Min-Min and Max-Min optimisations since there is only one solution
(the star shaped marker). However, MOO techniques could be used to obtain the Pareto-
optimal front for the Min-Max problem because there is a trade-off relationship between
both objective functions, which has a positive dependence (one objective function increases
or decrease with the other). Additionally, if both objective functions are maximised, the
MOO technique could also be applied to obtain the Pareto-optimal set even though the neg-
ative dependence of the criteria is present. The other aspects and detailed discussions of
MOO can be found in Deb [34], whereas we only highlight some important concepts of
MOO techniques in this thesis.
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Figure 5.5: Demonstration of Pareto-optimal fronts in the criterion space Fx of bi-objective
optimisation. The Pareto-optimal front of the positive-dependence criteria is shown at
the upper-left corner, while the upper-right corner presents the Pareto-optimal front of the
negative-dependence criteria. The optimal solutions from the Min-Min and Max-Min opti-
misation are denoted by the star shaped markers.
5.3 A survey of multi-objective optimisation techniques
MOO techniques can be characterised based on the articulation of preference towards the
criteria from decision makers. The preference and optimisation procedure are used to de-
fine different techniques for solving MOO problems. Three main articulations of preference
are: 1) Prior preference: the decision maker indicates his preference prior to the optimisa-
tion procedure. 2) Posterior preference: the techniques that help decision makers to chose
the solution after optimisation process. 3) No preference: there is no sufficient informa-
tion for decision maker to make a preference. In addition to this, one might consider an
interactive method when the preference is made real time or in each iteration of the optimi-
sation algorithm. Detailed descriptions are given in [98]: we provide a brief review in the
following.
5.3.1 Prior articulation of preference methods
An a priori preference technique is an approach to reducing the degrees of freedom asso-
ciated with solving MOO problems. Since the optimisation complexity of MOO problems
increases with the number of objectives, the prior preference technique reduces the degree
of freedom of the problem by determining or ranking the relative importance of each crite-
rion before performing the optimisation process. This can be done by assigning the relative
weight associated with each objective to form a preference function or a utility function;
this function transforms multiple objective functions to a single objective function such that
the techniques used for SOO can be applied.
As described in [34, 98], the prior articulation methods are: weighted-global crite-
ria method, weighted sum method, lexicographic method, min-max method, exponential
weighted sum, weighted product method, and goal programming method. However, it
should be noted that the underlying principle of these techniques is a preference-based
approach from different utility functions. In this thesis, we will highlight only common
approaches.
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5.3.1.1 Weighted sum approach
The weighted sum method is commonly used to solve MOO problems. It has been applied
to many fields, one of which is the cost functions or the Net Present Values (NPV). For
example, the NPV function commonly used in oil and gas industries is simply a utility
function of oil/gas production and water production/injection, which are grouped by the
weight factors as a single function. In general, the weighted sum method is given in the
following form:
U =
mX
i=1
wifi(x) (5.2)
where:
mX
i=1
wi = 1 , and wi > 0
where U denotes the utility function; wi is a weight factor for each objective i. It should
however be noted that the weights are not necessarily a positive number, but the positive
number of all the weight factors provides a sufficient condition for Pareto optimality [35].
5.3.1.2 Weighted exponential sum method
This method is similar to the weighted sum approach but with an exponential parameter p.
U =
mX
i=1
wi[fi(x)]
p , fi(x) > 0 for 8i (5.3)
U =
mX
i=1
[wifi(x)]
p , fi(x) > 0 for 8i (5.4)
The parameter p can be fixed or varied to increase the effectiveness of the method in order to
capture the solutions in the Pareto-optimal set. Figure 5.6 illustrates the weighted sum and
exponential sum approaches with the Pareto optimum solution obtained from the tangent
of the curves to the Pareto-optimal front. Generally, the parameter p is used to change the
shape of the utility function in the criterion space, which results in different Pareto-optimal
solutions.
5.3.1.3 Value function method
This method enables users a flexibility to specify his/her own preference towards each ob-
jective by providing a mathematical function U : RM ! R. The root of the utility-based
approach stems from decision theory, which has been intensively applied to the area of
economics. This method is formulated as:
Maximise U(f(x)) (5.5)
subjected to x 2 Sx
In order to use Eq. 5.5 to solve MOO problems, Rosenthal [140] showed that the function
must be monotonically decreasing such that the concavity of the function is held such that
the maximisation of Eq. 5.5 can be used to obtain the Pareto-optimal solution.
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Figure 5.6: Geometrical illustration of the weighted sum and the exponential sum ap-
proaches. The dashed curves represent the weighted sum approach decreasing towards the
Pareto-optimal front, while the dotted curves present the exponential weight approaches.
The weight factors w1 and w2 are the slope of the curves.
It is worth noting that priori preference methods aim to combine multiple objectives to a
single objective function where the SOO technique is used to solve for a single optimum so-
lution. However, it can be used to find a set of Pareto-optimal solutions by varying multiple
model parameters, such as the utility parameter described in Chapter 4, and the exponential
parameter p in Eqs. 5.3 and 5.4.
5.3.2 Posterior articulation of preference methods
The aim of a posterior articulation method is to provide a set of Pareto-optimal solutions so
that decision makers can make their preference over the optimal choices. These techniques
may not be efficient if the computational cost associated with each function evaluation is
large since the efforts spent on the search for the set of solutions may not be feasible in the
case that we only need one solution. However, posterior preference-based methods enable
the users to select the optimal solution from the set of solutions by not necessarily speci-
fying the relative importance of the objective a priori. Theses methods including physical
programming, normal boundary intersection (NBI), and the normal constraint (NC) method
can be found in Deb [34]. In this study, we use an evolutionary algorithm based on a non-
dominated sorting procedure to obtain the set of Pareto optimum solutions.
5.3.2.1 Non-dominated sorting genetic algorithm
Most multi-objective evolutionary algorithms (MOEAs) use ranking schemes for sorting
non-dominated solutions. However, the main difficulties of MOEAs used to be their com-
putational complexity and lack of keeping useful solutions during an evolution process. An
elitist multi-objective evolutionary optimisation was developed to overcome this challenge,
the technique of which includes a Non-dominated Sorting Algorithm (NSGA-II) [36], a
Pareto-archived evolution strategy (PAES) [82], and a strength-Pareto EA (SPEA) [179].
The non-dominated sorting procedure based on a genetic algorithm (GA) was first proposed
by Srinivas and Deb [164] and was further developed by Deb et al [36] to improve compu-
tational efficiency and diversity of Pareto-optimal solutions. Deb et al [36] showed that the
70
Figure 5.7: Illustration of Pareto-front
with sorted rank for minimisation of two
objectives.
Figure 5.8: Illustration of crowding dis-
tance of solution i for bi-objective prob-
lems.
NSGA-II outperforms the SPEA and PAES approaches on several test functions. In the past
ten years, the NSGA-II has therefore been applied to many engineering applications, such
as biomedical engineering [65], economics and finance [168], and civil engineering [176],
among others. For this reason, we will use the NSGA-II algorithm, proposed in [36, 164],
for CO2 sequestration applications in this study.
The detailed description of the NSGA-II can be found in [34, 36]: here we highlight
important aspects of the algorithm. The NSGA-II has two main features: 1) Fast non-
dominated sorting. 2) Crowding distance and elitism; the first feature is a density estimator
to emphasise diversity of the solutions while the second allows the best solutions to be
carried over to the next generation.
Fast non-dominated sorting approach : Non-dominated solutions are sorted based
on two principles: 1) rank classification of non-dominated solutions, and 2) a domination
counter, which assigns an individual solution the number of solutions that dominates this
individual. Non-dominated solutions obtained from the whole population are grouped as a
non-dominated set for the first rank where a domination counter is set to zero. Thereafter,
the domination counters of other solutions excluding the set of the first rank are reduced
by one. The solutions that have the counter equal to zero are grouped to the second rank.
The procedure is repeated until different ranks of non-dominated solutions are obtained.
An illustration of different ranks of non-dominated solutions for a minimisation problem is
shown in Fig. 5.7.
Diversity preservation and elitism concept : A density estimator using a crowd-
ing distance indicates a relative Euclidean distance of an individual solution to its neigh-
bourhood in the criterion space. A larger average crowding distance indicates a greater
individual diversity in the population. The crowding distance can be advantageously used
to compare the solutions with the same rank of the non-dominated set. An illustration of
crowding distance is shown in Fig. 5.8. The crowding distance can also be used in a tourna-
ment selection for generating a population of children using a GA procedure. To preserve
elitism, Deb [34] defined a crowd tournament operator as stated in the following.
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Definition 5 : In a tournament selection, a solution i is preferred to a solution j if one
of the following is true:
1. If a solution i has a lower rank of the non-dominated set than a solution j.
2. If a solution i has the same rank of the non-dominated set but the solution i has a larger
crowding distance than a solution j.
A flowchart of the NSGA-II procedure is shown in Fig. 5.9, where Pt and Qt denote
parent and child populations of size N . It is noteworthy that sorting the rank in the elitism
process is done for N individuals since only N parents of the total 2N will be selected as
the next generation of a parent population. Hence, sorting the Pareto rank and selecting N
individuals are a simultaneous process. In this thesis, we use 20 as a population, unless
otherwise stated.
Figure 5.9: A flowchart of NSGA-II procedure.
5.3.3 No articulation of preference method
As described previously, this method is suitable when the designer has no preference to the
design. The method of no-preference is similar to the prior articulation of preference where
model parameters such as the exponential parameter p and the weight factor w are set to
one or typically excluded so that each objective is equivalently important.
5.3.4 Discussion
1. The priori articulation of preference saves computer time since there are fewer de-
grees of freedom in the search space of SOO problems f(x) : RM ! R. Also, this
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method is recommended in applications where only one optimal solution is required
since finding a set of Pareto-optimal solutions will be wasted and may not be nescce-
sary. The example in the previous chapter demonstrates the utility function applied
to robust optimisation. For that application, the risk preference is determined a pri-
ori and the trade-off between optimum solutions is determined by varying the utility
parameter.
2. The posterior articulation of preference technique is suitable when the relative im-
portance of the objectives is not known. Hence, providing a set of optimum solutions
allows decision makers to state their preference after the optimisation procedure. In
addition, a set of Pareto-optimal solutions reveals the trade-off among objectives,
which can be useful for decision making by multiple decision makers. However,
finding a set of Pareto-optimal solutions is generally more computationally intensive
than solving problems for a single solution. We overcome this challenge by using the
surrogate-assisted approach to reduce this computational burden. Therefore, the cost
of computation is relatively cheap in comparison to the cost of building the surrogate.
3. For the posterior preference-based method, users make a decision based on a set of
Pareto-optimal points. The selection of these solutions would be difficult if there are
large numbers of objectives involved. Even though most techniques are capable of
solving many objective functions, it should be noted that the number of objectives
should be small such that the selection process of the optimum points is efficient.
Later in the chapter, we will present methods that allow us to efficiently select solu-
tions from a pool of Pareto-optimal solutions.
5.4 Multi-criterion optimisation under uncertainty
The main goal of MOO under uncertainty is to find a Pareto-optimal front that is insensitive
to the sources of variability. These variabilities, such as uncertainty of input variable, and
uncertainty embedded in the model, are two main factors in a robust design. Figure 5.10
illustrates a relationship between the input variables in Sx and their corresponding objec-
tives f(x) in Fx. A smaller variability (small circle) of f(x) in the criterion space is said
to be more robust since the objective fi(x) is insensitive to the uncertainty. If variance is
the measure of variability, we see in the figure that the solution x2 is more robust than the
solution x1 because its probability density function (PDF) in Fx has a smaller variance.
In this thesis, we review different methods that handle MOO under two sources of un-
certainty: the uncertainty related design variables and the model uncertainty. Even though
these sources of uncertainty can both be embedded in a system, we present each technique
separately. Two sources of uncertainty are demonstrated in Fig. 5.11 where we first show
that the uncertainty of input variables x˜, denoted by the local neighbourhood around x,
propagates through a certain model to the criterion space, and consequently causes the vari-
ability of the objectives in Fx. As well as the input uncertainty, any certain input variables
entering an uncertain model to the criterion space also causes a variability of the objective
f(x). The techniques handling these uncertainties are described in the following sections.
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Figure 5.10: An illustration of MOO un-
der uncertainty.
Figure 5.11: An illustration of MOO un-
der two sources of uncertainty.
5.4.1 MOO under input uncertainty
Deb and Gupta [35] described two methods for handling input uncertainty as follows: 1) an
effective mean method, and 2) a constrainedMOO technique. Given thatR⇡(x) presents the
neighbourhood around x at radius ⇡ and f ei (x) denotes the effective mean of the objective
i, this method is similar to Eq. 5.1 by replacing f ei (x) for all objectives. The effective mean
is defined:
f ei (x) =
1
|R⇡(x)|
Z
z2R⇡(x)
fi(z)dz (5.6)
where |R⇡(x)| denotes the hypervolume of the neighbourhood around x. This equation
is basically an average of the objective function fi(x) around its input neighbourhood. It,
however, should be noted that the robust solution may be sensitive to the chosen radius ⇡,
and the local continuity mapping from neighbourhood x to criterion space should exist.
A constraint imposed on MOO can be used to handle input uncertainty as described in
[35]:
Minimise: f(x) = [f1(x), f2(x), . . . , fM (x)]
subject to: (1)
kfp(x)  f(x)k
kf(x)k  ⌘ (5.7)
or (2) kfp(x)  f(x)k  ⌘ (5.8)
or (3)
1
M
MX
j=1
fpj (x)  fj(x)
fj(x)
 ⌘ (5.9)
or (4)
   fpj (x)  fj(x)     ⌘j (5.10)
where the constraints Eqs. 5.7 – 5.10 are defined in various forms of measure with ⌘ present-
ing a degree of robustness; the operator || · || is a user defined norm measure. fp(x) repre-
sents a locally perturbed function (or the worst objective function) within its neighbourhood
R(f(x)). The other variables (e.g. M, f, . . .) were described previously in Eq. 5.1.
5.4.2 MOO under model uncertainty
As stated previously, an incomplete description of a model can lead to model uncertainty. To
cope with model uncertainty, multiple realisations of the model are generated to represent
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the model output in a probabilistic fashion. This model uncertainty is common in CO2
storage applications since most characteristics of deep saline formations are poorly defined.
In this thesis, we therefore focus on model uncertainty techniques, such as probabilistic
density estimation, and parameter estimation. Probabilistic density estimation is used to de-
scribe the characteristics of the outcome population in criterion space where the parameter
of the distribution is used to describe the main features of the distribution. The uncertainty
region in the criterion space of the Pareto-optimal front can be obtained from the statistics
of the density function, such as the variance, and the IQR. In contrast, the techniques in
Eqs. 5.6 – 5.10 describe the statistics of the outcome f(x) from the local neighbourhood
R⇡(x) of the input variable. In the following subsection, we will provide a brief description
of probabilistic density functions and parameter estimation that are used to deal with the
model uncertainty.
5.4.2.1 Probabilistic density estimation
We chose four parametric density functions to describe the probability of the objective func-
tion arising from the model uncertainty. The density functions include a Gaussian function,
a location-scale t-distribution function, a generalised extreme value function, and a mixture
function. These density functions given below will be demonstrated later for CO2 seques-
tration.
Gaussian density function : A normal distribution is commonly used in many engineer-
ing applications. Given that µ and   denote a measure of central tendency and variability
respectively, the Gaussian function is:
f(x|µ, ) = 1
 
p
2⇡
e
 (x µ)2
2 2 (5.11)
Location-scale t-distribution function : This function is modified for translation and
rescaling of a standard student’s t-distribution. The student’s t-distribution is suitable for
small samples (with a number of samples, N 30), and approaches to the normal distribu-
tion for large sample sizes. The shape of the student’s t-distribution is a bell shape with
a higher (or thicker) tail distribution than the normal distribution. The tail weight is ad-
justed through the degree of freedom ⌫, which can be useful if the tail probability is an
area of interest e.g. risk and reliability accessment. If parameter ⌫ denotes the shape of
the distribution (or degree of freedom) and  (x) is a gamma function, the location-scale
t-distribution is given by:
f(x|µ, , ⌫) =  (
⌫+1
2 )
 
p
⌫⇡ (⌫2 )
"
1 +
(x µ  )
⌫
#
(5.12)
where   > 0, ⌫ > 0, and (5.13)
 (x) = (x  1)! for x 2 Z+
 (
1
2
+ x) =
1 · 3 · 5 · · · (2x  1)
2x
p
⇡ for x 2 Z+
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Generalised extreme value (Gev) function : This function combines three extreme value
distributions, which are Gumbel, Frec´het, and Weibull distributions, into a single gener-
alised function. The shape parameter k is used to define different types of extreme value
distribution. The Gev function is given below:
f(x|µ, , k) = ( 1
 
)exp
"
 
✓
1 + k
(x  µ)
 
◆  1k#✓
1 + k
(x  µ)
 
◆ 1  1k
, (5.14)
for k 6= 0 and 1 + k (x  µ)
 
> 0
f(x|µ, , k = 0) = ( 1
 
)exp

 exp
✓
 (x  µ)
 
◆
  (x  µ)
 
 
, for k = 0 (5.15)
where k > 0 presents the Frec´het distribution, and k < 0 represents theWeibull distribution,
while Eq. 5.15 with k = 0 is the Gumbel function.
Mixture model function : This is a mixture function that ties each density function to-
gether with predefined weights. The formula of the mixture model function is given by:
f(x| ,⇥) =
KX
k=1
 kfk(x|⇥k) (5.16)
subject to:
KX
k=1
 k = 1, and 0 <  k < 1
where K represents the number of component distributions, and  k defines a weight fac-
tor associated with its distribution function with  k 2  ; fk(x|⇥k) denotes a distribution
function with its associated parameter ⇥k; the parameter ⇥ is the vector of parameter ⇥k,
⇥k 2 ⇥. We express the first and second moment of the mixture distribution as:
µM =
KX
i=k
 kµk (5.17)
 2M =
KX
k=1
 k 
2
k +
X
1k<rK
 k r(µk   µr)2 (5.18)
It should be noted that if K is set to 1, the mixture model becomes a single parametric
distribution, and if K is equal to the number of samples, the mixture function is a kernel
density function. In the next section, we will present a method for estimating parameters of
the density function.
5.4.2.2 Parameter estimation : maximum likelihood estimation
In frequentist statistics, the maximum likelihood estimation (MLE) is a method for finding
the parameters of a statistical distribution function corresponding to the maximum probabil-
ity value given the observed samples [157]. However, it should be noted that the parameters
are not the most likely parameters from the given random samples; the likelihood function
is not the probability density function (PDF) of the parameter, but a function of the PDF.
The description of the MLE is provided in the following.
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Let xi be independent and identically distributed random variables drawn from the PDF
with a vector of parameters ⇥ presenting as f(xi|⇥), and let n denote the number of
observed samples, then we can write a likelihood function as follows:
L(⇥j |x) = ⇧ni=1f(xi|⇥j) (5.19)
The MLE of parameter ⇥j , where ⇥j 2 ⇥, is obtained by maximising this likelihood
function with given observed variables x.
⇥MLEj = argmax
⇥j2⇥
L(⇥j |x) (5.20)
In this study, we used the MLE approach obtained from the MATLAB® [100] commandmle
to approximate the mean and variance of the parametric distribution in Eqs. 5.11 – 5.16. It
is worth noting that the mle algorithm from MATLAB® is a gradient based optimisation
approach, where there is no guarantee that the solution will converge to the global maxima.
For this reason, we set the maximum number of iterations to 12,000 with a tolerance error
for both input variables x and the likelihood function at 10 6.
5.4.2.3 Mathematical formulation
For the MOO under model uncertainty in this thesis, we will optimise a vector of statistical
measures instead of a vector of objective functions as in Eq. 5.1. The formulation of MOO
under model uncertainty is written in the following form:
Minimise: f(x) = [⇥j1f1 ,⇥
j2
f2
, . . . ,⇥jMfM ] (5.21)
where x 2 Sx, ⇥jmfm 2 Fx, m 2 Z+
where ⇥jmfm denotes a scalar parameter of the density function fm and the index jm repre-
sents types of parameters such as mean, variance, and shape parameters in the parameter set
⇥ with ⇥jm 2 ⇥.
5.5 Surrogate-assisted multi-criterion optimisation
The objective functions f(x), evaluated from a reservoir simulator, are approximated from
the sparse grid surrogate Qq,d(f) with q and d representing the Smolyak parameter and
the problem dimension respectively. For brevity, we define Qq,d(f)(x) to be equivalent to
Qq(x), then the MOO formula in Eq. 5.1 can be written in the following form:
Minimise: ⇣(x) = [Qq1(x),Qq2(x), . . . ,QqM (x)] (5.22)
where x 2 Sx, Qqm 2 Fx, m 2 Z+, qm 2 Q
where Qqm is the surrogate of the mth objective function; this surrogate was built sepa-
rately for each objective function; therefore, the Smolyak parameters qm may be different.
Different Smolyak parameters imply that each objective function have different degrees of
non-linearity as the individual surrogate has its own dimensional adaptivity.
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For the surrogate used in MOO under uncertainty, let ey be the model uncertainty and let
x be independent variables, then we define:
ef(x) := f(x, ey) (5.23)
Let µ(i) be the ith-statistical moment of the objective function distribution ef(·), from which
we define: bQjq,i(x) ⇡ µ(i)( efj(x)) (5.24)
where j denotes the index of the objective function. Then, we define the MOO under
uncertainty using the ASGI surrogate as follows:
Minimise: ⇣(x) = [ bQ1q,i, bQ2q,i, . . . , bQMq,i] (5.25)
where x 2 Sx, bQmq,i 2 Fx, m 2 Z+
where the Smolyak parameter q and the index of the statistical moment i for each objective
function may be different.
5.6 Applications
In this section, we present MOO techniques for CO2 sequestration in deep saline aquifers
under geological uncertainty. This chapter focuses on two main parts: (i) a robust optimi-
sation technique using the MOO approach for a single objective function, and (ii) a robust
multi-criterion optimisation approach. Later, the results for CO2 sequestration using the
rectangular and the PUNQ-S3 models are shown.
5.6.1 Robust optimisation based on the MOO approach
In Chapter 4, a utility function approach using the mean and variance of the objective func-
tion was formulated for the robust optimisation. Instead of setting the relative weights of
the two components of the utility functions a priori, a multi-objective optimisation explores
the Pareto-optimal front for the complete range of weights. This section presents the use of
the MOO technique for a single objective function to obtain a set of robust solutions.
To cope with model uncertainty, we focus on the choice of parametric distributions,
such as Gaussian and non-Gaussian functions, and their parameters. The objective function
in this study is presented first, followed by parameter estimation of the Gaussian density
function. Later, both Gaussian and non-Gaussian parametric distributions are compared.
Last, the impact of different types of distributions on decision making is presented.
5.6.1.1 Objective function
We slightly modified the break-even tax credit (BT) function given in Section 4.5.2.4 for
CO2 optimisation in this chapter. The BT function we used is:
BT (x,y) =
PNt
k=1
⇣
c qki (x,y)(1 + rT )
 k t
T
⌘
PNt
k=1
⇣h
 Dk(x,y) + Rk(x,y)
i⌘ (5.26)
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where x is a vector associated with injection rates of the wells and y represents the geo-
physical properties; the other parameters are described in Eq. 4.52. The future cash flow is
discounted to the present value for the cost of injection. However, we add a term that can-
cels out the discount term for the trapped CO2 to reward long-term security of the storage.
Hence, there is no discount term in the denominator.
The optimal solution is achieved through the minimisation of the BT function by allo-
cating CO2 injection rates at each step of each well. The objective function is formulated
under a bi-objective optimisation framework.
Minimise: f(x) = [µ(1)BT (x), µ
(2)
BT (x)] (5.27)
where f(x) is a vector of two objectives, and µ(i)BT represents the i
th statistical measures of
the BT function. Unless otherwise stated, µ(1)BT and µ
(2)
BT denote the mean and the variance
of the BT function. Unlike the utility function, the mean and the variance in Eq. 5.27 are
formulated in a separate objective function such that the NSGA-II, an algorithm for solving
multi-objective optimisation, can be used to obtain the Pareto-optimal front for a trade-off
between the mean and the variance.
5.6.1.2 Parameter estimation of a Gaussian density function
In this section, a Gaussian density function (Eq. 5.11) is assumed to describe the probability
of the BT value in the presence of geological uncertainty for a given injection strategy. We
consider both point and interval estimators, such as mean, interval mean, and dispersion
index, of the Gaussian density function as multiple objective functions for the MOO. Then,
the NSGA-II is used to find a trade-off between these criteria for a set of robust solutions.
Later in the section, we will quantify the robustness of the chosen estimators by using a
bootstrapping method.
Different types of statistical measures. We present a robust optimisation method for
CO2 sequestration using the rectangular and the PUNQ-S3 models. For the rectangular
model, the robust solutions are obtained from the NSGA-II of the mean, the interval mean,
and the dispersion index of the BT functions. The mean is estimated from the random BT
values; the interval estimator of the mean is obtained from the 95% confidence interval.
The dispersion index, referred to as variance-to-mean ratio (VMR), represents the disper-
sion of the BT value per unit mean. Additionally, these estimators are approximated from
29 realisations of the BT function, where the samples are assumed to be independent and
identically distributed (iid) samples.
Figure 5.12(a) presents the mean, the interval mean, and the dispersion index for differ-
ent injection strategies, while Figs. 5.12(b) – 5.12(d) displays a cross-section of Fig. 5.12(a).
There are 10,201 scattered data points (the blue circles) in the criterion space mapped from
injection strategies in the design space. We use a spline surrogate [166] of the BT function
to obtain the scatter plot. We see in Fig 5.12(a) that the circles are clustered; they do not
spread throughout the criterion space. For example, the cross-section plots in Fig. 5.12(b)
clearly shows that the mean and the interval mean are weakly conflicting as it does not
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Figure 5.12: The relationship between statistical measures of the break-even tax credit func-
tion, using mean, interval mean, and dispersion index, is shown in a), while b)-d) display
cross sections of these statistical measures.
exhibit a trade-off relationship where only a single optimal solution exists. It also implies
that using MOO for the mean and interval mean may not be efficient. The dependency of
the interval mean and the dispersion index is also observed in Fig. 5.12(d). However, in
Fig. 5.12(c), the dispersion index and the mean are conflicting, which implies that there
exists the optimum trade-off which can be captured by the NSGA-II. In addition, we see
that the NSGA-II at different generations, shown by different marker types, capture the
entire Pareto-optimal front quite well. As expected, the greater number of the NSGA-II
generations results in a better set of solutions in terms of its diversity and closeness to the
Pareto-optimal front.
For the PUNQ-S3 model, Fig. 5.13 presents mean and standard deviation of the BT
function; the mean and standard deviation were obtained from 20 ASGI surrogates of the
BT function. Each ASGI surrogate corresponds to a particular geological model. Therefore,
we built 20 ASGI surrogates for 20 geological realisations of the PUNQ-S3 model. The
blue circles shown in the figure represent the data in criterion space mapped from 10,201
injection strategies in the design space. The close-up view near the Pareto-optimal front
is shown in Fig. 5.13(b) where the front is captured by the NSGA-II using 50 and 100
generations. We see that using 100 generations provides a better result in terms of diversity
of the solutions in comparison to the result from 50 generations. This also corresponds to
the results in Fig. 5.12 where using the greater number of generations is better. As expected,
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the solutions of the evolutionary algorithm are improved when the number of generations
is increased, due to the fact that parent populations always pass all good genes to their
children. However, using the NSGA-II with the greater number of generations requires
more computational resources.
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Figure 5.13: a) Criterion space of the mean and standard deviation of the PUNQ-S3 model
with different NSGA-II generations; b) a close-up view of the Pareto-optimal front.
The examples of both rectangular and PUNQ-S3 models show that: 1) The first two
moments of the Gaussian distribution such as the mean and the variance are conflicting
objectives, which is in contrast to the interval mean and other measures. 2) The NSGA-II
can be used to obtain robust solutions (the trade-off between the mean and the variance)
where the number of NSGA-II generations should be selected based on the complexity of
the problem and computational budget. It is worth noting that the computational cost in this
study is dominated by the cost of surrogate construction rather than the NSGA-II.
Bootstrapping for dispersion measures. The accuracy of statistical estimators can be
accessed using a bootstrapping method [40] where different estimators are compared based
on their distributions. An unbiased estimator which has the minimum dispersion is preferred
over other estimators having a greater dispersion. We use the dispersion measure from
the estimator distribution to access the accuracy of individual estimators. For a measure
of central tendency, Chernick [30] recommended using the median instead of the mean if
the population distribution is unknown, where the population median can be consistently
obtained from the samples. Bootstrapping could also be used to estimate the mean but the
bootstrapping mean is the same as the sample mean [30]. For a measure of dispersion, we
compare variance, interquartile range (IQR), and 90% confidence interval (CI) in this study,
where the IQR is the difference between P75 and P25, as well as the 90% CI defined as the
difference between P95 and P5.
The bootstrapping method is based on a resampling strategy from its own sampling
set. The estimator distributions are shown in Fig. 5.14, each of which is obtained from the
bootstrapping with 1,000 sampling sets. An estimator with the minimum standard deviation
or the IQR is preferred over other estimators. In Fig. 5.14, the standard deviation and the
IQR of the variance estimator are 45.77 and 63, which are the highest values in comparison
to the others. The IQR estimator has the lowest standard deviation and interquartile range.
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Figure 5.14: The distribution of estimators resampled from the bootstrapping with 1000
sets are shown. Blue indicates interquartile (P75-P95) distribution; red represents the dis-
tribution of the variance and the confidence interval at 90% is displayed in green.
Therefore, the IQR estimator is recommended for the variation estimator of the BT function.
The numerical values of this comparison are provided in Table. 5.1.
Table 5.1: Dispersion estimator using bootstrapping method with 1,000 resampling sets
Estimator Bootstrapping STD Bootstrapping IQR
Variance 45.77 63
Interquartile range (IQR) 3.76 3.9
Confidence interval at 90% 8.99 8.9
5.6.1.3 Parameter estimation of the non-Gaussian density function
In the previous section, we made an assumption that the random samples follow a Gaussian
probability distribution from which the statistical measures were obtained. However, in this
section, we first validate the Gaussian assumption, followed by a discussion of alternative
density functions. Then, the impact of the chosen density functions on decision making will
be presented last.
Validation of Gaussianity. There are three common techniques to access characteristics
of populations from which observed independent variables are drawn. These techniques
are 1) graphical methods, such as histogram, quantile plot; 2) numerical methods based
on moments of distributions such as the skewness or the other shape parameters; and 3)
hypothesis normality tests, such as the Kolmogorov-Smirnov (K-S) [156] and Lilliefors
[95] tests.
For the graphical method, we use a histogram plot to show the BT distributions of the
rectangular model. Figure 5.15 shows a matrix plot of histograms and probability distribu-
tions from 29 model realisations of each control variable (i.e. x1 and x2); the probability
density function is estimated from the kernel density function for visualisation. We see
that most of the histograms in Fig. 5.15(a) and the PDFs in Fig. 5.15(b) do not exhibit
symmetric distributions as they tend to have positively-skewed distributions (a right-tailed
distribution).
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(a) Histograms plot
(b) Probability distribution
Figure 5.15: A matrix plot of histograms and the probability distributions of the objective
function for 29 realizations of the rectangular model. x1 is the control ratio of well 1 in the
first period while x2 is the ratio of the control of well 1 in the second period. Detailed well
control configurations are defined in Section 4.5.2.3.
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For the skewness test, we plot the skewness values over the domain of injection ratios
as shown in Figs. 5.16(a) and 5.16(b) for the rectangular and the PUNQ-S3 model, respec-
tively. We see that the skewness values are all positive for both models, which implies that
the BT distribution for a particular injection ratio is asymmetric and skewed to the right (as
shown in Fig. 5.15). Hence, the parametric distribution with a shape parameter can be used
to describe the characteristics of the population of the BT function.
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Figure 5.16: A plot of skewness values over the injection ratio space: a) the rectangular
model with 29 model realisations, b) the PUNQ-S3 model with 20 realisations.
For the normality test, we choose the Lilliefors test [95] with a null-hypothesis being
that the hypothesised data is drawn from a family of normal distributions. The Lilliefors
test is similar to the K-S test [156] in that the maximum distance between the empirical
and the hypothesised distribution is used for the test. If the maximum distance exceeds the
critical value at a specified confidence level, the null-hypothesis will be rejected. Unlike the
K-S test, the parameters of hypothesised distributions in the Lilliefors test are based on the
empirical samples, rather than the predefined parameters in the K-S test.
Figure 5.17 presents the Lilliefors test for 121 injection strategies of the rectangular
model with 29 realisations, where Fig. 5.17(a) displays the plot of the test statistics with two
cutting planes presenting the critical value at significance level 0.05 and 0.01. The cross-
sections of the test statistics with significance levels 0.05 and 0.01 are shown in Figs. 5.17(b)
and 5.17(c), where black indicates that the test statistics exceeds the critical value and con-
sequently implies that the data are highly unlikely to be drawn from the family of normal
distributions. More than 50% and 10% of the injection strategies do not follow a normal
distribution in Fig. 5.17(b) and Fig. 5.17(c), respectively. Hence, we conclude with 95%
confidence that the BT distribution does not follow the normal distribution and the param-
eters of which such as mean and variance may not well describe the statistics of the BT
population for a given injection strategy. However, it should be noted that this hypothesis
testing is based on a relatively small sample size.
For this reason, we will use other density functions such as location-scale t-distribution
and generalised extreme value (Gev) functions that exhibit the shape parameters to capture
the BT value distribution. We first compare the histogram of the BT distribution with differ-
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Figure 5.17: The Lilliefors test for 121 injection strategies of the rectangular model with
29 realisations is shown in (a) where the cutting planes represent the critical values of the
significance level at 0.01 and 0.05. Cross-sections of the cutting planes are shown in (b) and
(c) with black denoting the rejected test statistics whose value exceeds the critical value.
ent parametric density functions in Figs. 5.18 and 5.19 for the rectangular and the PUNQ-S3
model, respectively. We display both PDFs and CDFs of BT values obtained from random
geological models (29 for the rectangular model and 20 for the PUNQ-S3 model) with the
injection ratios x1 and x2 set to 0.3 and 0.6 for the rectangular case, and 0.5 and 0.5 for the
PUNQ-S3 case. It shows in both Figs. 5.18(a) and 5.18(b) that the GeV can capture the left
side of the PDF while there are no significant differences among the CDFs. However, for
the PUNQ-S3 model in Fig. 5.19, we see that the Gev is slightly better than the other two
functions for matching both the PDF and CDF.
Since the sample size is relatively small in this example, we drew a new set of 1,000
realisations of the PUNQ-S3 model using the same injection strategy in Fig. 5.19. The PDFs
and a probability plot are shown in Fig. 5.20. We see from the PDFs in Fig. 5.20(a) that there
is no significant difference between the density functions; however, the Gev function tends
to represent the data best in the range of 80 – 90 $US/tonne of CO2. For the probability plot
shown in Fig. 5.20(b), the Gaussian probability scale is used on the y-axis so that the data
from the Gaussian distribution would exhibit a linear line. The figure shows that the Gev
function represents the data reasonably well in the range of 80 – 90 and 115 – 125 $US/tonne
of CO2. It should be noted that the location-scale t-distribution (Tscale) approaches to the
Gaussian distribution for a large sample size. Thus, the Gaussian function overlies the
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Figure 5.18: PDFs and CDFs of the break-even tax distribution of the rectangular model
with the injection ratio x1 and x2 set at 0.3 and 0.6, respectively.
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Figure 5.19: PDFs and CDFs of the break-even tax distribution of the PUNQ-S3 model
with the injection ratio x1 and x2 set at 0.5 and 0.5, respectively.
Tscale in this example.
Since these graphical methods are based on the individual injection strategy, it might be
difficult to infer this observation to all injection strategies. Hence, in the next section, we
will make use of a mixture model to combine various density functions where the impact of
different density functions on decision making will be discussed.
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Figure 5.20: PDF and probability plot of the break-even tax credit distribution of the PUNQ-
S3 model using 1,000 samples
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Impact of density functions on decision making In addition to the Gaussian distribu-
tion, we use the location-scale t-distribution, the Gev, and the mixture distribution func-
tion to compare a set of robust solutions obtained from the mean and the standard devia-
tion of different density functions. The mixture model is used to combine the Gaussian,
the location-scale t-distribution and the Gev function to a single density function with the
statistics obtained from the component distributions. Even though we could include non-
parametric estimation or the use of polynomial basis functions in this study to approximate
the statistical properties of the distribution for a robust solution, it is not within the scope of
the chapter.
We display the Pareto-optimal fronts obtained from the NSGA-II (for 1,000 iterations
with 20 populations) using various types of density functions for the rectangular and the
PUNQ-S3 models as shown in Figs. 5.21(a) and 5.21(b), respectively. Since we aim to
minimise the BT function, the injection strategy providing the minimum mean and standard
deviation of the BT value is preferred to the strategy with the higher mean and standard
deviation. Then, it can be seen from Fig. 5.21 that decision making based on the Pareto-
optimal front of the Gaussian function for both the rectangular and the PUNQ-S3 models
underestimates economic performance since the BT values are higher (worse) than the other
functions. On the other hand, this will be overestimated if the Gev function is used for
making a decision since the Pareto-optimal front is at the lower-left corner of the figure.
In this example, even though we show that types of density functions could impact the
decision making, it is very difficult to know which functions should be used to capture the
characteristic of the BT distribution. Therefore, the mixture model, shown by the triangle-
marker curve, is a compromise choice of the parametric distributions that combines differ-
ent density functions for robust decision making. However, it should be noted that using
the mixture model requires more computational resources than using individual parametric
distributions.
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(b) Pareto front: PUNQ-S3 model
Figure 5.21: Pareto-optimal fronts obtained from the NSGA-II using various types of the
density functions such as the Gaussian, the location-scale t-distribution, the Gev, and the
mixture distribution functions are shown for the rectangular (a) and the PUNQ-S3(b) model.
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5.6.2 Robust multi-criterion optimisation
In this section, we use the NSGA-II to solve multiple engineering criteria for CO2 seques-
tration. We first describe mathematical models of CO2 injection criteria, followed by a
discussion of the different objectives used for decision making. Later in this chapter, we
will present an approach to selecting the solution from the Pareto-optimal front for efficient
decision making.
5.6.2.1 Mathematical models of CO2 injection criteria
We consider economic efficiency, CO2 sweep efficiency, and the risks of CO2 leakage from
the storage sites as three conflicting criteria for CO2 sequestration management. For the
economic efficiency, we use the BT function as described in Eq. 5.26 to represent the prof-
itability of investment of the project. The other two criteria are described in the following
subsection.
Volumetric sweep efficiency. Two important trapping mechanisms for CO2 storage in
deep saline aquifers are dissolution and capillary trapping from which the mass of trapped
CO2 can be enhanced by increasing the contact area between CO2 and formation brine,
as discussed in Section 3.3.2. Hence, we consider volumetric sweep efficiency as another
criterion for CO2 injection. The mathematical model of volumetric sweep efficiency is
described below:
Maximise: S(x,y) =
266641 
NGP
j=1
 j(x,y)vj(y)
NGP
j=1
vj(y)
37775⇥ 100 (5.28)
where  j(x,y) =
8<: 0 for Swj(x,y)  CSw1 for Swj(x,y) > CSw
where S(x,y) represents the sweep efficiency in percent with x and y presenting injection
strategies and geophysical properties respectively; Swj and vj represent the water satura-
tion and reservoir pore volume of grid cell j, and NG denotes the total grid cells in the
model. The indicator  j takes the values 0 or 1 depending on the condition of CO2 in grid
cell j by checking the water saturation with the decision criterion CSw within the cell. For
example, any cell j that has Swj greater than CSw is considered an inaccessible cell to CO2
and consequently it is treated as an unswept cell. It should be noted that the choice of deci-
sion criterion CSw can affect the swept volume calculation as the criterion CSw implicitly
decides the boundary of the swept area. For instance, the approximate swept volume could
be underestimated if a smaller CSw value is chosen. In this study, unless otherwise stated,
we set the decision variable CSw at 0.9 and the volumetric sweep efficiency calculation is
evaluated at the end of injection period.
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It is more convenient to minimise Eq. 5.28 under the MOO framework. Therefore, the
sweep efficiency can be written explicitly as the volume of unswept CO2 as follows:
Minimise: Su(x,y) =
NGP
j=1
 j(x,y)vj(y)
NGP
j=1
vj(y)
⇥ 100 (5.29)
CO2 leakage. For the CO2 leakage, we consider the situation of CO2 leaking an aban-
doned well to the atmosphere. The mass of CO2 produced from the leaky wells is used as
a proxy of CO2 leakage from aquifers. The detailed description of this leaky pathway from
the well was presented previously in Chapter 4. The objective function for CO2 passing
through the abandoned well is formulated by the percentage of the mass of CO2 leakage to
the total mass of CO2 injection. Minimisation of CO2 leakage is given in the following:
Minimise: L(x,y) =
NwP
i=1
NtP
k=1
 qi,kp (x,y)
NtP
k=1
 qki
⇥ 100 (5.30)
where  qki presents the total mass of CO2 injection per iterative injection step k with the
total injection Nt for 30 years;  q
i,k
p denotes the mass of CO2 leakage per injection step
while Nw presents the number of the potential leakage wells in the model. In practice it
might be possible to get tax penalties due to the leakage of CO2. For this reason, a single
utility function capturing both BT function and the penalty terms could be formulated to
address the tax penalty issue. Even though it is possible and relatively easy to include the
penalty terms in the utility function, it is not within a scope of this work since solving MOO
problems is the main objective of this chapter.
5.6.2.2 PUNQ-S3 model
In this section, we use the NSGA-II for the BT (Eq. 5.26) and the unswept volume of aquifer
(Eq. 5.29) to find the Pareto-optimal solutions. A matrix of 20 scatter plots for both criteria
is shown in Fig. 5.22 where each plot, obtained from a geological realisation of the PUNQ-
S3 model, shows the criterion space of 1,537 injection strategies. The unswept volume
criterion CSw was set to 0.9 for all plots. We see that most of the scatter plots in Fig. 5.22
show a compromise relationship between the break-even tax credit and the unswept volume
of aquifer. For different CSw values, Fig. 5.23 displays the mean of both criteria for various
CSw values at 0.8, 0.85, 0.9 and 0.95. In Figs 5.22 and 5.23, we see that there is a trade-off
relationship between both criteria, and hence the NSGA-II can be used to find the Pareto-
optimal front.
Figure 5.24 displays the Pareto-optimal front of the mean of the two criteria where each
Pareto-optimal front is obtained from the NSGA-II using different generations. We expect
the Pareto-optimal front to be as close as possible to the origin since both objectives are
minimised. We see that the greater the number of GA generations, the closer the Pareto-
optimal front to the origin. However, there is a slight difference between the front from 100
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Figure 5.22: A matrix of scatter plots between break-even tax and unswept volume of
aquifer from CO2 injection for 20 realisations of the PUNQ-S3 model.
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Figure 5.23: Scatter plots of the mean of break-even tax credit and the unswept volume with
different CSw values .i.e. 0.80, 0.85, 0.9, and 0.95.
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Figure 5.24: Pareto-optimal fronts between
the mean of the break-even tax credits and
the mean of the unswept volume of aquifer
are shown. The Pareto-optimal fronts are
obtained from the NSGA-II using 20 popu-
lations with different GA generations.
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Figure 5.25: Pareto-optimal front between
the mean of the break-even tax credits and
the mean of the unswept volume of aquifer
are shown. The Pareto-optimal fronts are
obtained from the NSGA-II using 20 popu-
lations with different CSw values.
(the circles) and 1000 (the squares) generations. Therefore, form now on, we will use the
NSGA-II with 100 generations as a norm, unless otherwise stated.
In Fig. 5.25, the Pareto-optimal fronts obtained from the NSGA-II for different CSw
values are shown. As expected, the value of CSw can affect the calculation of the sweep
efficiency. This can be seen from the figure that the mean of unswept aquifer volume varies
by 14% and the Pareto-optimal front using the CSw value at 0.95 shows the least percentage
of the unswept volume in comparison to the others.
5.6.2.3 Leaky PUNQ-S3 model
We use the leaky PUNQ-S3 model to demonstrate CO2 leakage from the aquifer as de-
scribed in Chapter 2. All three criteria are considered in this study and the NSGA-II is used
to find a set of robust solutions.
Dependency of decision criteria. Matrices of scatter plots in Fig. 5.26 are used to reveal
dependency of the criteria; each matrix plot displays 20 realisations of the leaky PUNQ-S3
model, and each scatter plot demonstrates the criterion space mapped from 121 injection
strategies. Most of the plots in Fig. 5.26 imply the existence of Pareto-optimal solutions of
the criteria. This can be seen from the lower-left corner of each plot that it exhibits a set of
solutions rather than a single solution, as described previously in Fig. 5.5.
The scatter plots using the mean of the criteria presented in Fig. 5.26 are shown in
Fig. 5.27 where the trade-off relationship between the mean of the criteria (shown by the
solid curve) is clearly seen. Additionally, Fig. 5.27(b) exhibits the obvious trade-off rela-
tionship in the case of using the mean of the criteria even though this trade-off is not clearly
seen in Fig. 5.26(b). Hence, based on the results shown in Figs 5.26 and 5.27, the NSGA-II
can be used to optimise the multiple objectives of the leaky PUNQ-S3 model.
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Figure 5.26: A matrix of scatter plots of unswept volume, break-even tax credit, and CO2
leakage; each scatter plot represents the criterion space from 121 injection strategies eval-
uated on the ASGI surrogate. Each matrix plot presents 20 model realisations of the leaky
PUNQ-S3 model. 92
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Figure 5.27: Scatter plots of the mean of three criteria with the solid curve representing the
trade-off relationship (the Pareto-optimal front).
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Figure 5.28: Probabilistic density function of CO2 leakage, BT values, and unswept volume.
Statistical measures of decision criteria. As described in Eq. 5.21, we use statistical
measures of the objective function rather than the objective function values to handle model
uncertainty. g The probability density function (PDF) of each objective function from 20
model realisations is shown in Fig. 5.28 where each PDF, estimated from the Gaussian ker-
nel density estimator [17], corresponds to individual injection strategies. Fig. 5.28 presents
PDFs of BT values, unswept volume of aquifer, and CO2 leakage, each plot for 121 injec-
tion strategies (121 PDFs). We see that the PDFs of the BT and the unswept volume of
the aquifer are similar to a normal distribution, but the PDFs of the BT exhibit a positively
skewed distribution. However, the positive skewness is more obvious for the PDFs of the
CO2 leakage; this indicates that the data above the mean is spread out more than the data
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Figure 5.29: Illustration of Value at Risk
(VaR) for two injection strategies. Green
indicates the VaR of the strategy 1 (dashed
curve); red represents the VaR of the strat-
egy 2 (solid curve). For risk mitigation, we
prefer the injection strategy 2 to the strategy
1 in this example.
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Figure 5.30: Probability density function of
the mass of CO2 leakage from a single ge-
ological realisation is shown with different
statistical measures such as mean, P50, and
P95; the green dots are the samples we used
to estimate the PDF. We will use P95 as a
risk measurement for CO2 leakage.
below the mean. The PDFs of the CO2 leakage are crucial for risk assessments where the
extreme value having low probability might have a very large impact on the outcome (the
black swan event [167]), in this case that is the leakage of CO2.
For that reason, we specify a Value at Risk (VaR) [103] for a risk measurement with
significance level 0.05 for CO2 leakage. This VaR generally means the maximum value that
we can predict for the mass of CO2 leakage with probability less than 5% that it will exceed
this value. Let FY (·) be the CDF of variable y and let ↵ 2 (0, 1) be the confidence level,
then the mathematical formulation of VaR is defined as:
V aR↵(Y ) = inf{z|FY (z)   ↵} = inf{z|Pr(Y  z)   ↵} (5.31)
The definition of VaR is basically the percentile of the loss distribution [85]. We illus-
trate the VaR in Fig. 5.29 from which we prefer the injection strategy 2 to the strategy 1 for
minimising the risk. Hence, for minimising the risk of CO2 leakage, we will minimise the
term V aR↵(Y |x), where Y represents the distribution of CO2 leakage mass and x denotes
the injection strategy. For the distribution of CO2 leakage, Fig. 5.30 presents different sta-
tistical measures such as mean, P50, and P95 with the circle dots displaying the sample of
CO2 leakage from a single realisation. In this plot, the kernel density estimator was used
to obtain the distribution function. It should be noted that the VaR with significance level
0.05 is simply the 95th percentile (P95) and it will be used for the risk measurement of CO2
leakage in this study, while the P50 will be used for a statistical measure of both BT and
unswept volume objectives.
Non-dominated solutions. The statistical measures described previously are used to han-
dle uncertainty of the objection functions from which the NSGA-II is applied to find the
Pareto-optimal front. Figure 5.31 shows the front of three criteria using the NSGA-II with
500 populations; we used 500 populations to illustrate the front of the non-dominated so-
lutions. However, using 500 populations may not be necessary in practice since the small
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Figure 5.31: Pareto-optimal front of break-even tax credits, unswept volume of aquifer, and
CO2 leakage using NSGA-II with 500 populations.
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Figure 5.32: Pareto-optimal front of break-even tax credits, unswept volume of aquifer, and
CO2 leakage using NSGA-II with 500 populations.
number of populations (decisions) is more efficient when making a decision. The cross-
sections of the Pareto-optimal front in Fig. 5.31 are displayed in Fig. 5.32. We see from
both Figs. 5.31 and 5.32 that the curve of the front is nonconvex. Though the real Pareto-
optimal front might be different from the one obtained from the NSGA-II, based on several
test functions having nonconvex Pareto-optimal front in [34], the NSGA-II can efficiently
capture the front close to the true one. For this reason, we can infer that the front in Fig. 5.31
is nonconvex, where using the prior articulation approach such as the utility function or the
weighted sum technique would be problematic to obtain the set of non-dominated solutions
even though the preference or the weights are varied for different values. Therefore, not
only does this example illustrate the trade-off relationship among three objectives, but it
also emphasises the benefit of using the NSGA-II for MOO of CO2 sequestration.
The trade-off relationship among three criteria in Fig. 5.31 can be visualised by using
a value path method [53] shown in Fig. 5.33. The objective function values from the non-
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Figure 5.33: A value path method of non-dominated solutions.
dominated solutions are normalised using the following formulation.
f jN =
f j   f jmin
f jmax   f jmin
(5.32)
where f jN denotes the normalised objective function value with j representing the objective
index. As shown in Fig. 5.33, each curve represents a non-dominated solution from a total
of 500 solutions. It can be seen that the zigzag curves reveal the conflicting criteria.
Validation of adaptive sparse grid interpolation. In this chapter, we have used the ASGI
surrogate to assist the MOO process to obtain the Pareto-optimal front. To validate the
quality of the ASGI surrogate, all non-dominated solutions obtained from the ASGI were
evaluated directly with the data from simulator. The cross-plot between the data obtained
from the surrogate and the simulator indicates the quality of the surrogate from the degree
of linear dependence of the plot — we used the correlation coefficient.
Figure 5.34 presents the cross plots and the residual error plots of three criteria together
with correlation coefficients. We see that the objective values of the non-dominated solu-
tions from the ASGI surrogate correspond very well with the data from the simulator as
the coefficient value of the plot is close to unity. It, however, should be noted that each
plot shown in Fig. 5.34 are statistical measures of the objective values from 20 model re-
alisations. Therefore, we validate the surrogate of the statistical data rather than a single
surrogate obtained from each model realisation.
In Fig. 5.35, the objective values of 500 non-dominated solutions are displayed in fre-
quency plots, where the data obtained from the surrogate and the simulator are shown. We
see that the data from the surrogate corresponds with the data from the simulator for three
criteria, which are also in line with the correlation coefficients in Fig. 5.34. The results
in both Figs. 5.34 and 5.35 indicate that the ASGI approach is reliable and can be used to
assist MOO for CO2 sequestration. In the next section, we will discuss how to select the
non-dominated solutions from the Pareto-optimal front for effective decision making.
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(a) Break-even tax credit (P50) (b) CO2 Leakage % (P95)
(c) Unswept Vol. % (P50)
Figure 5.34: The data obtained from the surrogate are validated with the data from the
simulator with correlation coefficients shown at each criteria a) ,b) and c). Cross-plots of
the data are presented in the top figure with the bottom one representing the residual of the
data.
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Figure 5.35: Frequency plots of the data obtained from the surrogate and the simulator are
displayed with three criteria: (a) Break-even tax credit (P50), (b) CO2 Leakage % (P95),
and (c) Unswept Vol. % (P50).
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A guideline to Pareto-optimal selection. As described in Section 5.3.4, one drawback
of the posterior articulation approach for MOO is that the number of objective functions
should be as small as possible such that the decision can be made effectively. Additionally,
the number of non-dominated solutions should also be small. For this reason, we present a
technique to assist a decision maker to identify and select alternative solutions effectively.
Although numerous techniques have been proposed in many disciplines, it is difficult
to justify which method is the best since it is a subjective topic and usually depends on
the preference of a decision maker (DM). However, a discussion of various techniques can
be found in Kahraman [77]. In this study, we will discuss two approaches which base the
Pareto-optimal selection on 1) the solutions that are robust under model uncertainty, and 2)
the preference-driven biases of DM [102].
For a selection of the robust solutions, we make use of a k-means clustering method
[97] to classify the non-dominated solutions into a predefined number of groups based on
the distance measures. This k-means technique divides the data into k groups by minimising
the sum of the distance measures of each group, explicitly given in the following:
argmin
X
kX
i=1
X
xj2Xi
||xj   µi||2 (5.33)
where µi is the centroid of group i. We used the algorithm kmeans in MATLAB® for the k-
means clustering method to cluster the solutions into different groups so that we could find
the representative solution of the group. This solution could be a centroid point or a mean
of the entire group; however, we applied the minimax approach from statistical decision
theory [171] to obtain the robust solution in comparison to the other solutions within the
same group. Let f(x, y) be an objective function with x and y presenting injection strategies
and the model realisations, respectively. The principle of the minimax approach is to find x
that minimises the maximum loss function (or minimise the worst case scenario), given as:
sup
y2Y
f(x⇤, y) = inf
x2X
sup
y2Y
f(x,y) (5.34)
where x⇤ is a minimax with respect to the function f(x, y) which is the BT function in this
study, and the term supy2Y f(x, y) is approximated by using the Value at Risk (VaR) term
from Eq. 5.31. Figure 5.36 displays the Pareto-optimal front of the BT values and the CO2
leakage. We see that the solutions are clustered into three groups obtained from the k-means
approach, where the star markers represent the minimax solutions. By using the minimax
approach, we can reduce 100 non-dominated solutions into three solutions, providing an
effective method for decision making.
For the preference-driven bias approach, the DM is required to specify his/her pref-
erence in the criterion space where the Pareto-optimal solutions that strictly dominate the
preference points will be selected. This method is used to reduce the total number of so-
lutions into a smaller group from which the k-means clustering method or the minimax
approach can then be applied to each group.
Let Pf(x, y) be the preference points with x presenting the BT values and y for CO2
leakage. Figure. 5.37(a) demonstrates how data is partitioned using the preference points.
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Figure 5.36: Illustration of the Pareto-optimal front clustered into three groups by k-means
clustering method where the star marker represent the minimax solution for each group.
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Figure 5.37: a) Illustration of the Pareto-optimal front clustered by the preference points; the
solutions in zone B dominates both preference points whereas zone A and C dominate only
the point Pf(x1, y1) and Pf(x2, y2), respectively. b) k-means clustering is used to partition
the solutions in to three zones where the minimax approach is applied to each zone to obtain
a representative solution (the star marker).
We see that zone B strictly dominates both preference points whereas zones A and C strictly
dominate only the point Pf(75, 12.5) and Pf(80, 11.5), respectively. Based on each zone,
the k-means clustering approach is applied to partition the data into three groups (for zone
A and C) and one group for zone B as shown in Fig. 5.37(b). Then, the minimax approach
is used in each group to obtain representative solutions as shown by the star markers. We
see that the proposed method using the preference points can reduce 100 solutions to only
7 solutions in this example.
It should be noted that this method can be used in a higher-dimensional criterion space
as well, but it might be difficult for the DM to make the preference choices. Additionally,
if the DM knows his/her preferences a priori, the bias of the DM preference can be im-
plemented in the NSGA-II to get the Pareto-optimal solutions only in the zone that strictly
dominates the preference points.
99
5.7 Summary
This chapter has focused on solving multiple-objective optimisation for CO2 sequestra-
tion under geological uncertainty. In the first section, we considered mean, interval mean,
and dispersion index of the BT function as multiple objectives for finding a set of robust
solutions. In the second section, we considered multiple engineering criteria, such as break-
even tax credits (BT), volumetric CO2 sweep efficiency, and the risk of CO2 leakage, for the
practical optimisation of CO2 sequestration. We summarise this chapter in the following:
1. Based on the rectangular and the PUNQ-S3 models, the trade-off relationship be-
tween the mean and the variance of the BT was obtained by using NSGA-II. The
results indicated that the mean and the variance could be used under the MOO frame-
work to find robust solutions, as an alternative approach to the utility function method
(Chapter 4). Later, we showed that statistical measures could affect the decision mak-
ing process. For this reason, the bootstrapping method was used to compare different
dispersion measures, such as variance, IQR, and 90% CI of the BT function from the
rectangular model. It was shown that the distribution of IQR had the smallest disper-
sion in comparison to the others. Therefore, it is a recommended dispersion measure
for the robust optimisation of CO2 sequestration.
2. For MOO under uncertainty, the choice of parametric distribution functions could
impact decision making. Since the distribution function describing the uncertain ob-
jective function is generally not known a priori, we used the mixture model to com-
bine three density functions into a single function in this study. Then, the statistical
measure based on the mixture distribution was used for robust decision making. How-
ever, using the mixture distribution requires more computational resources than using
individual parametric distributions.
3. We considered the economic, the long-term security of CO2 storages, and the volu-
metric sweep efficiency of CO2 as the decision criteria for the optimisation of CO2
sequestration. For the PUNQ-S3 model, we showed that the BT and the unswept
volume of aquifer are conflicting objectives. For the leaky PUNQ-S3 model, we used
statistical measures of the objective functions to cope with geological uncertainty and
we showed that the Pareto-optimal front was efficiently obtained by the NSGA-II ap-
proach. The results from both models revealed the potential benefit of using NSGA-II
for CO2 sequestration as the optimal solutions from the non-convex Pareto-front can
be accurately captured.
4. Adaptive sparse grid interpolation (ASGI) is a promising surrogate approach to as-
sist MOO. We showed that the non-dominated solutions from the ASGI surrogate
correspond to the ones obtained from the simulator very well.
5. We introduced k-means clustering, the minimax method, and the use of preference-
driven bias of DM to assist the decision making process by reducing large numbers of
non-dominated solutions into a smaller and manageable size, providing an effective
tool for decision makers to identify and select alternative solutions.
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CHAPTER 6
HIGH-DIMENSIONAL MODEL
REPRESENTATION
6.1 Introduction
The chapter presents approaches to building a surrogate model for high-dimensional func-
tions. High-Dimensional Model Representation (HDMR) is introduced first in Section 6.2,
followed by several related representation techniques such as ANOVA-HDMR in Sec-
tion 6.3 and Cut-HDMR in Section 6.4. The truncation form of these HDMRs is discussed
in Section 6.5, which becomes a foundation of the surrogate used in the rest of this thesis.
Next, Section 6.6 presents an integration of the Adaptive Sparse Grid Interpolation (ASGI)
approach and the HDMR for efficient surrogate construction. In the last section, we develop
this approach for solving optimisation with many input variables.
6.2 High-dimensional model representation techniques
The idea of representing multivariate functions stems from the Kolmogorov superposition
theorem [83] where Kolmogorov proved that every multivariate functions can be written
as sums and compositions of monovariate functions. This theorem was further refined and
developed by [2, 90, 135, 136, 160] for High-Dimensional Model Representation (HDMR).
HDMR can be used as an approximate model to efficiently map the input-output relation-
ship (IO) of the function in a hierarchical structure of correlation effects among the input
variables. The HDMR formulation [135, 136] is provided in the following form:
f(x) = f0 +
dX
i=1
fi(xi) +
X
1i<jd
fij(xi, xj) +
+ . . .+
X
1...d
fi1,i2,...,im(xi1 , xi2 , . . . , xim) +
+ . . .+ f1,2,...,d(x1, x2, . . . , xn) (6.1)
where x is a vector of [x1, x2, . . . , xn] and the constant f0 function (the zeroth order of
the HDMR expansion) is the mean of the response function f(x) or the constant value
evaluated at the reference point. The HDMR expansion is a finite sum of component
functions fi(xi), fij(xi, xj), . . . , f1,2,...,d(x1, x2, . . . , xn); the component functions are not
unique and can be defined in different ways depending on the measure criteria used. The
univariate functions fi(xi) (the first-order HDMR) present the response output associated
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independently with the variable xi. The second-order component functions fij(xi, xj) are
associated with the joint variables xi and xj to account for the interaction of bivariate in-
puts on the output response. The last term in the expansion is the residual d-order term
to ensure that the HDMR expansion provides an exact representation for f(x). Unlike the
polynomial expansion, the HDMR requires only a finite number of terms to have an exact
representation.
Given a set u ✓ D where D = {1, . . . , d} denotes coordinate indices (i) of the input
variables xi. If#u presents the cardinality of the set u, then fu represents#u-dimensional
component functions. For example, if u = {1, 5, 7}, then fu = f1,5,7(x1, x5, x7). The gen-
eralised HDMR formulation [135, 136] can be written in the compact notation as expressed
by Griebel and Holtz [59], Rabitz and Alis [135] as follows:
f(x) =
X
u✓D
fu(xu) (6.2)
The HDMR component functions in Eq. 6.2 can be derived in the optimisation frame-
work by minimising the objective function below:
argmin
fi,...,d
Z
⌦d
⇢(x)[f(x) 
X
u✓D
fu(xu)]
2dµ(x) (6.3)
subject to:
Z
⌦d
fu(xu)fu0(xu0)dµ(x) = 0
where ⌦d presents the entire domain of variables x in [0, 1]d and d is the total number of
dimensions; the density ⇢(x) is uniform on [0, 1]d and equal to unity; f(x) is the function
to be approximated whereas the component functions of HDMR structure are fu(xu) as
described in Eq. 6.2; the term dµ(x) denotes a measure used for integration. The constraint
of the optimisation in Eq. 6.3 determines the orthogonality of the component functions at
different dimensions where the term fu0(xu0) is a component function with a set u0 defined
as u0 ✓ D and u0 6= u.
The component functions fu(xu) can be derived from an optimisation framework in
Eq. 6.3 from which they are not unique and can be derived in several forms, such as
ANOVA-HDMR [135, 160], a random sampling HDMR (RS-HDMR) [91, 92], and Cut-
HDMR [135]. This depends on the term dµ(x), a measure criterion used to define the
component functions. In this work, we have used both ANOVA-HDMR and Cut-HDMR
for CO2 optimisation, the description of which is given in the following section.
6.3 ANOVA high-dimensional model representation
HDMR can be derived to ANOVA-HDMR if the Lebesgue measure is employed on ⌦ such
that dµ(x) =
Qd
i=1 dxi. ANOVA-HDMR is commonly used in statistics to evaluate the
output uncertainty (e.g. analysis of variance (ANOVA) [149]) and to quantity the influential
parameters to the model output.
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As described in [135, 161], the component functions of the ANOVA-HDMR are given
by:
f0 =
Z
⌦d
f(x)dµ(x)
fi(xi) =
Z
⌦d 1
f(x)dµ(x)⇠i   f0 (6.4)
fij(xi, xj) =
Z
⌦d 2
f(x)dµ(x)⇠{ij}   fi(xi)  fj(xj)  f0
The constant term f0 is the average over the entire domain ⌦d = [0, 1]d. The symbol ⇠{i}
denotes the exclusive indices of the component i in the set. Therefore, the term dµ(x)⇠{i}
excludes the term dxi and becomes
Qd
j=1,j 6=i dxj ; the term ⇠{ij} follows the same logic.
One application of ANOVA-HDMR is a global sensitivity analysis, which captures the sig-
nificant input uncertainty that attributes to the output uncertainty [23, 92, 146]. However,
evaluating the numerical integration of Eq. 6.4 can be computationally expensive especially
for high-dimensional problems. For this reason, a Monte Carlo approach or orthonormal ba-
sis functions could be employed to approximate the multivariate quadrature; this method is
referred to as Random Sampling (RS-HDMR) [91], which relies on random samples or the
basis functions. Alternatively, instead of finding the average function over the input domain,
the component functions can be derived from a reference point (referred to as Cut-HDMR),
which attempts to mitigate the computational cost from multivariate quadrature.
6.4 Cut high-dimensional model representation
In contrast to solving multivariate quadrature of the component functions in the ANOVA-
HDMR, a reference or an anchored point is used to approximate the component function
instead. Cut-High-Dimensional Model Representation (Cut-HDMR) is derived from the
optimisation framework in Eq. 6.3 by employing a Dirac measure such that dµ(xc) =Qd
i=1   (xi   xci ) dxi at the cut-point xc and consequently the multivariate quadrature be-
comes the function evaluated at the cut-point, as
R
f(x)dµ(xc) = f(xc). The component
functions of the Cut-HDMR have the following terms:
f0 = f(x
c)
fi(xi) = f(x) |x=xc\xi  f0 (6.5)
fij(xi, xj) = f(x) |x=xc\{xi,xj}  fi(xi)  fj(xj)  f0
The notation x = xc\xi denotes that x except xi is set equal to the cut-point or anchored
point xc. For example, if x = (x1, . . . , xn), then xc\xi = (xc1, . . . , xci 1, xi, xci+1, . . . , xcn).
The subtraction of the lower-order terms from the component functions (e.g. f0 is sub-
tracted from the f(x) |x=xc\xi components; the f0 and fi(xi) are subtracted from the
f(x) |x=xc\{xi,xj} components) ensures that only the contribution of the particular order
is present. The component functions in Eq. 6.5 are defined along the cut lines or planes or
hyper-volumes passing through the cut-point xc; therefore, the function values are always
exact along these hyper-volumes through the cut-point. In contrast, the function values at
other locations are approximate by projecting to the hyper-volumes.
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Figure 6.1 illustrates the Cut-HDMRwith the cut-point xc to approximate a 2-dimensional
saddle function (the brown surface). We see that the tangent plane is the function f0
(Eq. 6.5) evaluated at the cut-point xc whereas the dashed curves shown on the cutting
planes represent the functions f(x) |x=xc\xi , a projection from any point x to the cutting
plane. The function values on the cutting planes subtracted by the function value of the
tangent plane is basically the first-order component function fi(xi) in Eq. 6.5.
Figure 6.1: Illustration of the Cut-HDMR approach with the cut-point xc. The saddle
surface is a 2-dimensional function where the tangent plane is the function f0 (Eq. 6.5)
evaluated at the cut-point whereas the dashed curves shown on the cutting planes represent
the functions f(x) |x=xc\xi , a projection from any point x to the plane. For a higher-
dimensional function (d > 2), we also show a 2-dimensional function the domain of which
is projected to the cut-point (xi, xj). This figure was modified from [143].
Given the component functions fu(xu) = f cutu (xu) in Eq. 6.2, we can write the Cut-
HDMR expansion in a more compact form [59] below:
f cutu (xu) = f(x) |x=xc\xu  
X
v⇢u
f cutv (xv) (6.6)
where u is described previously and v is a set of lower-order indices to represent the recur-
sive subtraction from f(x) |x=xc\xu .
6.5 Truncated high-dimensional model representation
In most physical problems, high-order interactions among input variables, especially in a
high-dimensional space, may not necessarily have an impact on the output response and
the relatively low-order correlations of input variables can be used to represent the model
in high-dimensional problems. As addressed in [148], the structure of the HDMR is anal-
ogous to the many-body expansion employed in the molecular physics to represent energy
at the atomic level where only the two-body terms (second-order interactions) dominate the
higher-body terms. As well as other practical applications, it has been observed that the
higher-order terms in the HDMR expansion are less significant [25, 90].
This idea leads to a truncated HDMR formulation which has only lower-order terms
(the second order is suggested in some applications). We will show later that the truncation
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of the HDMR is a reasonable assumption and can be used to approximate functions with
highly multiplicative structure (e.g. f(x1, . . . , xn) =
Qn
i=1 f(xi)) when the domain of
input variables is small. The formulation of the truncated HDMR at the second order is
expressed as:
f(x) ⇡ f0 +
dX
i=1
fi(xi) +
X
1i<jd
fij(xi, xj) (6.7)
When truncated HDMR (Eq. 6.7) is employed with the Cut-HDMR, the choice of the cut-
point xc could have a large impact on the approximation. We refer to [50, 177] for strategies
to select the cut-point; one suggestion is to use the mean of the uniform sampling of the
input variables for the cut-point so that f(xc = xˆ) ⇡ fˆ , where xˆ and fˆ represent the
mean of x and the function f(·), respectively. Alternatively, multiple cut-points could be
employed by placing multiple local HDMR for each cut-point; this technique is referred
to as Multicut-HDMR [8, 93]. However, inspired by the idea of the Multicut-HDMR and
the nested partition method by Shi and Olafsson [154], we have adapted this technique to
accelerate the optimisation process by iteratively moving the cut-point close to the global
optimum, the method of which is referred to as Walking Cut-HDMR and will be described
later in this chapter.
6.6 Hierarchical adaptive sparse grid using high-dimensional
model representation
The idea is to integrate the Adaptive Sparse Grid Interpolation (ASGI) with the HDMR
expansion, to build a surrogate for high-dimensional models. We will refer to this method
as the ASGI-HDMR method. The sparse grid method was presented in Chapter 4 where we
showed that the ASGI is an efficient surrogate technique to approximate the input-output
relationship of the objective function.
The underlying principle of hierarchical adaptive sparse grid with HDMR (ASGI-HDMR)
is the use of the ASGI technique to approximate the component functions of the Cut-HDMR
in Eq. 6.6. Therefore, the lower-component function in the HDMR structure is given by the
approximation of the ASGI approach. It, however, should be noted that the HDMR referred
to in this work is the Cut-HDMR and the term ASGI-HDMR is actually the hierarchical
ASGI using the Cut-HDMR method, unless otherwise stated. Figure 6.2 illustrates the con-
cept of the ASGI-HDMR by denoting Qq,d(f) for the surrogate obtained from the ASGI
technique. The surrogate of the function f(x) is the summation of multiple component
functions, each of which is approximated by the ASGI surrogate.
We recall from Chapter 4 that f(·) 2 C↵[0, 1] denotes a smooth objective function and
lj presents the level of interpolation along jth dimension where |l| = l1+ · · ·+ld for l 2 Nd.
Then the d-dimensional sparse grid interpolation given in Eq. 4.36 is:
Qq,d(f) = Qq 1,d(f) +
X
|l|=q
X
j
 lj · wlj (6.8)
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Figure 6.2: Illustration of the hierarchical adaptive sparse grid high-dimensional model rep-
resentation (ASGI-HDMR); Qq,d(f) represents the surrogate of the component functions.
where  lj represents basis functions with interpolation level l, l = (l1, . . . , ld), j denotes a
set of multi-indices (jl1 , . . . , jln) where jld presents the set of collocation points that do not
belong to the previous interpolation level (l   1) at d-dimension and wlj is the hierarchical
surplus used for dimensional adaptivity.
Based on the ASGI structure in Eq. 6.8 and the HDMR formulation in Eq. 6.2, we can
write the ASGI-HDMR with the cut-point in the following form:
f(x⌦) =
X
u✓D
Qq,d=#u(f cutu (xu)) (6.9)
where x⌦ denotes 8x 2 ⌦ with the domain ⌦ = [0, 1]d; the other parameters were de-
scribed previously. Based on the component functions in Eq. 6.6, the recursive sum of the
component function surrogates in Eq. 6.9 is explicitly expressed below:
Qqj ,d=#u(f cutu (xu)) = Qqj ,d=#u(f(x) |x=xc\xu  
X
v⇢u
Qqk,d=#v(f cutv (xv))) (6.10)
where f(·) presents the objective function calculated from a numerical flow simulator; the
Smolyak numbers qj and qk are independent as they are defined individually based on the
hierarchical surplus at different dimensional functions. The ASGI-HDMR approach is de-
veloped further for a surrogate-assisted optimisation method in the next section.
6.7 Surrogate building techniques for optimisation
An optimisation procedure in many practical problems usually requires a large number of
objective function evaluations, which is computationally expensive and might be impossi-
ble to solve in some applications. In order to reduce the computational costs, we develop
the use of ASGI-HDMR to accelerate the optimisation process in this study. Generally,
there are three main approaches for building the surrogate. (1) A surrogate is built glob-
ally to approximate the objective function for the entire range of input variables. The term
‘global’ in this case means the global range of input variables; this also includes multiple
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subregion surrogates built to approximate the entire input domain (e.g. Li et al [93], Zhao
and Xue [178]. (2) The surrogate is built locally in a subregion of the objective function.
(3) A hybrid method where the surrogate is first built globally and then refined locally; this
approach includes, for example, an expected improvement algorithm, see e.g. [37, 75], and
our proposed algorithm described later in this chapter. However, the implementation of
these techniques usually depends on the specific applications.
In the field of uncertainty quantification, building a global surrogate could reveal valid
information about the global properties of the model such as the non-linear uncertainty
structure embedded in the model [157]. On the other hand, for most optimisation problems,
the aim is to guide the search algorithm to the optimal solution iteratively by not necessarily
building the surrogate for the entire domain.
In this study, we propose an optimisation technique that can balance exploration and
exploitation of the search algorithm. The global characteristics of the objective function are
approximate by the low-order polynomial before the higher-order surrogate is built locally.
Having the surrogate built locally near the optimum solution is the principle underlying
Walking Cut-HDMR.
6.7.1 A walking Cut-HDMR technique
We first demonstrate a surrogate building technique that is used to approximate the objec-
tive function for the entire range of input variables. Later, we will present our proposed
surrogate built locally to approximate the objective function.
In Fig. 6.3, the surrogate function built globally is shown, where the contour of the
function and the global optimum solution are displayed with the coloured curves and the
star-shape marker, respectively. Collocation points used for building the surrogate are pre-
sented by the blue dots. We divide the input domain by region A and B. As can be seen, the
region A (shaded area) does not contain the optimal point. Therefore, building the surrogate
in this region would be unnecessary because we are only interested in the global optimum
point. In contrast, more sampling points should be allocated to the region B to construct
the surrogate near the optimum solution. Motivated by this idea and the nested partition
method [154], we build a surrogate that iteratively shrinks the domain while recentering
the surrogate to the optimum solution. We denote this technique as Walking Cut-HDMR
(WCut-HDMR).
The WCut-HDMR process involves four iterative steps. (1) Exploration: a low-order
surrogate model is built for the entire input domain using the ASGI technique. (2) Prepara-
tion using the particle swarm optimisation (PSO) solver [78] on the ASGI surrogate to find
the best optimal solution, which will be used as a cut-point for the ASGI-HDMR expansion
in the next step. The criteria for the shrinking domain are calculated in this process. (3)
Zooming: the ASGI-HDMR surrogate is built with the shrunk domain using a cut-point
obtained from the previous step. (4) Walking: the PSO solver is employed on the surro-
gate in step (3) to find a new cut-point. The domain shrinking criteria are updated. Steps
(3) and (4) are repeated until the stopping criteria are satisfied. The stopping criteria are
specified based on 1) the difference in the optimal value is below a specified threshold, 2)
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Figure 6.3: Illustration of a surrogate built for the entire range of input space. The contour
of the function and the global optimum solution are shown with the coloured curves and the
star-shape marker, respectively. Collocation points for building the surrogate are presented
by the blue dots. In contrast to the region B, the shaded region A does not contain the
optimal point.
the Euclidean distance of the optimal input variables in each iteration is below a specified
threshold, 3) the hyper-volume domain of the surrogate, and 4) the number of iterations.
Figure 6.4 illustrates the algorithm by showing the function contour with collocation
points (blue dots) for building the surrogate. The iterative steps of the algorithm are shown
in the figure from left to right. The triangle marker, represented as the local optimal point,
is the cut-point of the ASGI-HDMR expansion in the next iteration. The detailed procedure
is provided in Table 6.1.
Figure 6.4: A Walking Cut-HDMR approach is illustrated at different steps: 1) exploration,
2) preparation, 3) zooming, and 4) walking. The triangle markers denote the optimal point
obtained from the PSO optimisation; the optimal point will then be used as the cut-point for
the next iteration.
In Table 6.1, step 3 of the preparation procedure is to check whether the optimum value
from the surrogate Q(x⇤j ) is lower than the function values evaluated from the collocation
points. This procedure can be done without additional cost since the function values of
these collocation points are obtained when building the surrogate. On the other hand, if
there exists one collocation point which has a lower function value than Q(x⇤j ), then this
point will be used as the optimal point for the current surface and the cut-point for the next
iteration. In step 5, the ⇡-notation is used to iteratively update the domain shrinking criteria
↵j . If ⇡ is equal to 1, then the ↵-parameter will be a constant value, and hence the updated
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domain is given in the following:
⌦j+1 = ↵⌦j , ↵ 2 [0, 1] (6.11)
where the ↵-alpha is an isotropic parameter that reduces the range of input variables in all
dimensions. Therefore, it is a ratio of the hyper-volume of the updated domain (⌦j+1) in
relation to the previous one (⌦j).
Table 6.1: A detailed procedure of the Walking Cut-HDMR method
Exploration: Step 1 Set initial iteration j = 1, input domain ⌦0, and domain criteria ↵0 equal to 1;
build the surrogate from the ASGI technique for the entire input space; keep all
collocation points obtained from the ASGI in the set Xjcol where x
j
col 2 Xjcol
andXjcol ⇢ Xj+1col ; defineF(xjcol) andQ(xjcol) for the function value evaluated
at the collocation point xjcol using numerical flow simulator and the surrogate,
respectively.
Preparation: Step 2 Particle swarm optimiser (PSO) [78] is employed on the ASGI surrogate to find
the optimal solution x⇤j and the optimal value Q(x⇤j )
Step 3 Check
if Q(x⇤j ) < Min{F(x) : 8x 2 Xjcol},
evaluate F(x⇤j ) and set Q(x⇤j ) = F(x⇤j )
else,
find F(xj,⇤col) = Min{F(x) : 8x 2 Xjcol}
set x⇤j = x
j,⇤
col and Q(x⇤j ) = F(xj,⇤col)
end
Step 4 Define optimal point x⇤j as a cut-point xcj for building the Cut-HDMR
Step 5 The criterion for the domain shrinking is calculated by setting ↵j = ⇡↵j 1
where ⇡ is a predefined value. The updated domain becomes ⌦j = ↵j⌦j 1
Zooming: Step 6 The ASGI-HDMR is built at the cut-point xcj for the new domain ⌦j
Walking: Step 7 Update j = j+1; Step 2-7 are repeated until the stopping criteria are satisfied.
Based on Eq. 6.9, we use the Cut-HDMR expansion with the optimisation procedure
proposed in Table 6.1 to formulate the WCut-HDMR method,
argmin
x2⌦j
X
u✓D
Qq,d=#u(f cutu (xu)) (6.12)
where j represents an iterative step of the optimisation process; ⌦j is the input domain of
iteration j, whose properties are given by ⌦j+1 ⇢ ⌦j and ⌦j ✓ ⌦; the other parameters
were defined previously in Eq. 6.9.
We see that the WCut-HDMR method uses both global and local (more refined) sur-
rogates to search for optimal solutions, where the trade-off between exploration and ex-
ploitation phases of the optimisation process is balanced by the ↵-parameter (Eq. 6.11).
The idea behind using a low order surrogate for the global search is already available, e.g.
the efficient global optimization (EGO) algorithm [75]. The EGO algorithm first builds a
surrogate with a simple but practical space-filling experimental design. Then it uses this
surrogate to estimate the next sampling point based on the maximum expected improve-
ment conditioned to the previously evaluated points. The EGO algorithm has been shown
to be an effective method (see [46, 48]) as it considers both uncertainty of the surrogate and
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the prediction of the next sampling point. However, for high-dimensional objective func-
tions, the EGO can suffer from the curse of dimensionality when using the space-filling
method to construct the response surface. This is in contrast to our proposed algorithm
that utilises dimensional adaptivity to reduce the number of sampling points. In addition,
our proposed WCut-HDMR method can utilise the hierarchical surpluses to individually
probe the linear/non-linear relationship of objective functions for each dimension, which
information can be used to improve surrogate quality.
6.8 Applications : hierarchical adaptive sparse grid using
high-dimensional model representation
The section presents the applications of the ASGI-HDMR approach in comparison to the
ASGI technique for high-dimensional problems. Simple mathematical functions are used
for convergence studies and to demonstrate several characteristics of HDMR expansion,
from which we discuss the curse of dimensionality, the order of HDMR, and subdomain
HDMR. Last, numerical evaluations of the WCut-HDMR approach for CO2 optimisation
using the PUNQ-S3 model are presented.
6.8.1 Convergence studies using simple mathematical test functions
In Fig. 6.5, we compare convergence rates of different benchmark functions using three sur-
rogate building techniques: the tensor product grid, the regular sparse grid (RSGI), and the
adaptive sparse grid (ASGI). The reference response surfaces constructed from the explicit
functions (Eqs. 4.41 – 4.44) are displayed at the top row of Fig. 6.5, while the convergence
rates of the tensor product grid approach (the dashed curves with circle markers), the RSGI
(the blue curves with square markers), and the ASGI (the red curves with triangle markers)
are shown at the bottom row. As can be seen in Fig. 6.5, the adaptive sparse grid gener-
ally provides better convergence rates. This implies a significant reduction of evaluation
points required to achieve the same level of accuracy of the other approaches (i.e. the tensor
product grid and the regular sparse grid). The detailed description of ASGI technique given
earlier in Section 4.4.6 showed that the ASGI selects only the points that are important
to the objective function and discards less significant points. The advantages of using the
ASGI for CO2 sequestration applications was presented in Chapter 4. However, for prob-
lems with a large number of input variables, the ASGI technique could suffer from the curse
of dimensionality.
6.8.2 The curse of dimensionality
The curse of dimensionality refers to the exponential growth of the domain volume with
an increase of the number of dimensions, which results in an exponential growth in the
required sampling points to accurately represent a function on that domain [10]. Even
though the ASGI is an efficient surrogate technique, it can sometimes suffer from the curse
of dimensionality.
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Figure 6.5: Sparse grid with dimensional adaptivity (ASGI), with non-dimensional adap-
tivity (RSGI), and the product grid approach are shown by the red, blue, and black curves,
respectively. At the same maximum error (y-axis), the ASGI requires significantly fewer
sampling points than the other methods (RSGI and the product grid).
We illustrate the curse of dimensionality in Fig. 6.6(a) by showing the relationship be-
tween the number of collocation points and the level of interpolation for different problem
dimensions (d = 5, 10, 30) with two different surrogate building techniques: the regu-
lar (non-dimensional adaptivity) sparse grid interpolation (RSGI), and the RSGI with the
HDMR structure. It should be noted that the higher the level of interpolation, the better
the approximation of the smooth function. As can be seen in Fig. 6.6(a), the number of
collocation points of the sparse grid (the green curves) increases exponentially with dimen-
sion. However, the number of collocation points of the RSGI with the HDMR technique
(RSGI-HDMR) increases at a much slower rate than the RSGI; this implies that the RSGI-
HDMR requires a substantially smaller number of collocation points for higher dimension
in comparison to the RSGI method.
In Fig. 6.6(b), we use a Gaussian function (Eq. 4.42) to compare the RSGI, dimensional
adaptivity (ASGI), and the ASGI coupled with the HDMR expansion (ASGI-HDMR). The
Gaussian function was tested for different dimensions from d = 4 to 15 increasing mono-
tonically as shown. We see in Fig. 6.6(b) that the curves from the ASGI technique requires
fewer points than the RSGI approach for a higher level of interpolation. However, for
higher dimensions it suffers from the curse of dimensionality — requiring a large number
of collocation points. In contrast, for higher dimensions and higher levels of interpolation,
the ASGI-HDMR outperforms the ASGI. For this reason, we will use the ASGI-HDMR
technique to assist the optimisation process in this study.
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Figure 6.6: The relationship between the number of collocation points and the level of
interpolation for different problem dimensions is shown. (a) The solid curves show Regular
Sparse Grid Interpolation (RSGI) and the dashed curves present the RSGI with HDMR for
different dimensions (d = 5, 10, 30). (b) The green curves show the RSGI approach, while
the blue curves display the Adaptive Sparse Grid (ASGI) technique. The ASGI with HDMR
technique is shown with the red curves. The dimension of the Gaussian function (Eq. 4.42)
shown in (b) increases monotonically upward from d = 4 to 15.
6.8.3 Mathematical function structures
We present numerical evaluations on two different functional structures: additive and mul-
tiplicative functions by setting the threshold of the hierarchical surpluses for dimensional
adaptivity (the "abswq and "
rel
wq from Eqs. 4.37 and 4.38) to 10
 6 in all case studies, unless
otherwise stated. Based on the HDMR structure in Eq. 6.1, any purely additive functions
can be represented exactly by the first-order HDMR so the second- or higher-order terms
may not be necessary. However, in a multiplicative structure, additional higher component
functions are required for an exact representation. Hence, building the HDMR for multi-
plicative functions could be more computationally expensive than additive functions. We
will demonstrate this in the following examples.
6.8.3.1 Example 1: additive structure function
We first consider a function with additive structure over the range [0, 1]d for d = 10 dimen-
sions as follows:
f(xj) =
dX
i=1
tan(xi) (6.13)
where xj = (x1, . . . , xd) is the input vector of the jth sampling set. In this convergence
study, the following normalised l2-norm is used as an error measure.
"L2 =
s
NsP
j=1
(fexact(xj)  fapprox(xj))2s
NsP
j=1
fexact(xj)2
(6.14)
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where Ns is a set of uniformly distributed random points within the domain; the number of
samples used in this study is 10,000 points. The terms fexact and fapprox present the test
function (Eq. 6.13) and the surrogate built from the ASGI-HDMR, respectively.
Orders of ASGI-HDMR expansion. We present the convergence rates of the ASGI-
HDMR, in comparison to the ASGI and the RSGI, in Fig. 6.7 by using the additive function
in Eq. 6.13. Since HDMR is a hierarchical structure of correlation effects from different
input variables, its expansion provides an exact representation for functions with additive
structure. Hence, building the surrogate from the ASGI-HDMR would be more efficient
than the RSGI and ASGI. As expected, Fig. 6.7 shows that the ASGI-HDMR has a better
convergence rate than the other approaches for the same error measure because building
the surrogate of component functions fi(x) is more efficient than constructing the surro-
gate of the original function f(x) which have much higher dimensions than the component
functions.
In Fig. 6.7(b), we show that the first-order HDMR (#u = 1 from Eq. 6.2) is simply
the sum of univariate functions and adding the second-order terms to the first-order ASGI-
HDMR does not improve the accuracy, but increases the collocation points. It can be seen
that the diamond-marker curve is shifted to the right-hand side of the square-marker curve
without improving the accuracy of the interpolation. As expected, all higher-order terms
(e.g. fij , fijk, . . .) in this example are equal to zero and do not contribute to the approxima-
tion of the function.
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Figure 6.7: The relationship of normalised l2-norm and the number of sampling points: a)
The convergence rates of RSGI (the green curve), ASGI (the blue curve), and ASGI-HDMR
(the red curve) are shown. The test function of Eq. 6.13 was evaluated using 10 input
variables. We present only the first-order ASGI-HDMR. b) Both first- and the second-order
ASGI-HDMR are shown with the square and the diamond markers, respectively.
The convergence rates of the ASGI-HDMR for additive functions with 10 dimensions
using Eqs. 6.13 and 4.44 are shown in Figs. 6.8(a) and 6.8(b), respectively. In the figure,
three different orders of the truncated ASGI-HDMR using the same reference point xc =
(0.5, . . . , 0.5) are shown. The explicit forms of the ASGI-HDMR expansion for different
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orders are given below.
f1(x) = f0 +
dX
i=1
fi(xi) (6.15)
f2(x) = f0 +
dX
i=1
fi(xi) +
X
1i<jd
fij(xi, xj) (6.16)
f3(x) = f0 +
dX
i=1
fi(xi) +
X
1i<jd
fij(xi, xj) +
X
1i<j<kd
fijk(xi, xj , xk)(6.17)
where the functions f1, f2, and f3 are the ASGI-HDMR expansion up to the order 1, 2, and
3, respectively. The descriptions of the component functions fi, fij , and fi,j,k were given
in Eq. 6.1. We see from Fig. 6.8 that the second- and the third-order ASGI-HDMR do not
contribute to the approximation of the function since the error decays from both methods
are not better than the first-order while requiring more collocation points. However, the
error decays of the first order from both test functions in Figs. 6.8(a) and 6.8(b) are in line
with the result in Fig. 6.7, which confirms that the high-order component functions do not
contribute to the model response for additive functions.
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Figure 6.8: The convergence rates of the approximate function from the ASGI (the blue
curves), the RSGI (the green curves), and the ASGI-HDMR (the red curves) approaches.
The 10-dimensional test functions in a) and b) are from Eq. 6.13 and Eq. 4.44.
Reference points of the ASGI-HDMR expansion. As discussed previously in Section 6.5,
the choice of reference points could impact the approximation of the function if the trun-
cated Cut-HDMR is employed. In this section, Fig. 6.9 presents convergence rates of ad-
ditive functions (Eqs. 6.13 and 4.44) with various reference points randomly sampled from
the uniform distribution for the total of 9 points. The ASGI-HDMR curve in the figure cor-
responds to each reference point, resulting in 9 curves for each order of the ASGI-HDMR.
We see from Fig. 6.9 that the error curves of both second- and third-order ASGI-HDMR
(the red-circle and the red-triangle markers) are sensitive to the reference points, while the
error curves of the first order show a relatively smaller magnitude of variation. This may
imply that the reference points have a smaller effect on the approximation using the first-
order ASGI-HDMR in comparison to the higher-order ones. In addition, the convergence
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rate of the first order is still better that the ASGI and the RSGI approaches for both func-
tions, which corresponds to the results in Fig. 6.8. It should be noted that the sampling set
xj used in the normalised l2-norm in Fig. 6.9 is different from the one used in Fig. 6.8.
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Figure 6.9: The convergence rates of the approximate function from the ASGI (the blue
curves), the RSGI (the green curves), and the ASGI-HDMR (the red curves) are shown
with various reference points randomly sampled from the uniform distribution for the total
of 9 points. The ASGI-HDMR curve in the figure corresponds to each reference point,
resulting in 9 curves for each order of the ASGI-HDMR. The 10-dimensional test functions
in a) and b) are from Eq. 6.13 and Eq. 4.44.
6.8.3.2 Example 2: multiplicative structure function
For the function with multiplicative structure, we consider the following function over the
range [0, 1]d for d = 10 dimensions in the following form:
f(xj) = (
dX
i=1
xi)
m (6.18)
where the variable xj defined previously was drawn from a uniform distribution for 1, 000
samples; m is a positive number and indicates the level of variable correlations. For ex-
ample, if m = 1, it is a purely additive function since it is the sum of univariate variables,
whereas m = 2 or higher guarantees that the bivariate or higher correlated interactions ex-
ist. This can be illustrated further when m = 2 as (
2P
i=1
xi)2 = x21 + 2x1x2 + x
2
2. Hence,
the second-order HDMR (with univariate and bivariate component functions) would be suf-
ficient for this representation because we can write fHDMR = f0 + f1(x1) + f2(x2) +
f1,2(x1, x2) where the component functions are f0 = 0, f1(x1) = x21, f2(x2) = x22, and the
residual term f1,2(x1, x2) which is equal to 2x1x2. For the convergence study, we used the
normalised error measure (Eq. 6.14) on the multiplicative function.
Figure 6.10(a) presents the normalised l2-norm plotted versus the order of ASGI-HDMR.
Each curve represents different multiplicative functions by varyingm. As can be seen, there
is no improvement in the convergence once the order of ASGI-HDMR is greater than m.
As expected, the higher component functions (greater than m) are not necessary for ap-
proximating the function since the component terms are all zeros in this case. A similar
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convergence rate for the function with 6 and 10 dimensions for m = 2 are shown by the
square-marker and the diamond-marker curves. The number of dimensions does not af-
fect the approximation as long as both first- and second-order component functions are
included in the expansion. As expected, the ASGI-HDMR expansion represents the inter-
action effects among input variables and its approximation does not depend on the number
of dimensions.
In Fig. 6.10(b), we report the convergence rates of the ASGI-HDMR for two levels of
interpolation; the level is indicated by the index number shown in the figure. For smooth
functions, we recall that the error of polynomial interpolants is zero when the interpolation
level approaches infinity. Therefore, the higher the index number, the greater the accuracy
of the interpolation. For each interpolation level, the error convergences plotted versus the
number of collocation points were obtained by varying the order of ASGI-HDMR expansion
from 1 to 5. In other words, the order j was varied from 1 to 5 where j represents the ASGI-
HDMR expansion truncated at the (j + 1)th-dimensional component functions.
As can be seen from Fig. 6.10(b), increasing the level of interpolation (from index 2 to
3) does not improve the error convergence. This may imply that using the ASGI with the
interpolation level q = 2 in this example is sufficient to approximate component functions in
the ASGI-HDMR expansion. In this example, we also see that using the index number q =
3 does not contribute to the approximation of the component functions, and consequently
does not improve the accuracy of the ASGI-HDMR. Additionally, the normalised error
converges at the third-order ASGI-HDMR for the multiplicative function with m = 3.
Therefore, in comparison to the level of interpolation, we can infer that the accuracy of the
approximation in this example is mainly dominated by the ASGI-HDMR order, rather than
the interpolation level. For that reason, using a high-order ASGI-HDMR is necessary to
represent highly multiplicative functions — we shall discuss this in more detail later.
However, in most practical applications, the explicit functions or the level of multiplica-
tive structure (m values) are not known a priori. The lower-order ASGI-HDMR can thus
be used to approximate high-order multiplicative functions by dividing the domain into a
set of smaller sub-domains [121]. This method, referred to as Subdomain HDMR, will
be discussed in the next section. The general idea of the Subdomain HDMR leads to the
development of our proposed method described in Section 6.7.
6.8.4 Subdomain high-dimensional model representation
Motivated by finite element methods, the idea behind subdomain HDMR was proposed
by Özay and Demiralp [121] where the main geometries are divided into smaller sub-
geometries. This enables a much lower-order HDMR to efficiently approximate multivariate
functions. In this section, we will present numerical studies of the subdomain HDMR using
both first- and second-order ASGI-HDMR.
We first describe the subdomain region by denoting ⌘i as a positive integer for the
number of partitioned cells along dimension i; Ki denotes a set of indices for each cell
along i-dimension whereKi = {1, . . . , ⌘i} and ki 2 Ki. Given ai and bi present the range
of the domain in i-dimension, we can write the subdomain  k1,...,kn with the range li,ki
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Figure 6.10: The convergence rates of HDMR for multiplicative functions: a) HDMR at
different m-levels of multiplicative functions are shown. b) The error plotted versus number
of collocation points at different interpolation indexes used for building a surrogate of the
component functions.
along i-dimension in the following form:
li,ki ⌘ [  i,ki , +i,ki ], li,1 = li,2 = · · · = li,⌘i
  i,ki = ai +
bi   ai
⌘i
(ki   1),  +i,ki =   i,ki +
bi   ai
⌘i
 k1,...,kn =
nY
i=1
li,ki = l1,k1 ⇥ . . .⇥ ln,kn (6.19)
The geometrical illustration of Eq. 6.19 is shown in Fig. 6.11. The shaded area  k1=2,k2=3
demonstrates the subdomain region; the union of all subdomains is equal to the entire do-
main ⌦.
Figure 6.11: Geometrical illustration of the subdomain region from Eq. 6.19
We consider a domain ⌦ = [0, 5]d for three multiplicative functions, two of which are
obtained from Eq. 6.18 using m at 3 and 10. The third is the following trivariate function
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modified from Hu et al [69]:
f(x) =
dX
i=1
x2i  
d 2X
i=1
x3ix
3
i+1x
3
i+2 (6.20)
where d is the dimension of the problem which is 3 in this example.
In this section, we first present the subdomain HDMR with ⌘i = 2 for all dimensions in
the first example, followed by a comparison of both ⌘i = 2 and ⌘i = 4 for all dimension.
Hence, for three-dimensional functions, the total number of subdomains is 23 = 8 for
⌘i = 2, and 43 = 64 for ⌘i = 4.
6.8.4.1 Numerical studies of subdomain HDMR using 8 subregions
To evaluate the quality of the surrogate built by the subdomain HDMR, we used two mea-
sure criteria: 1) the value of the function, and 2) the Euclidean distance using the normalised
l2-norm (Eq. 6.14).
For the first measure, we drew a sample point from a uniform distribution in each sub-
domain region. The sampling point was used to evaluate the functions to justify the quality
of two surrogate building approaches: the subdomain HDMR and the HDMR. Figure 6.12
demonstrates an example of the sampling point locations for the HDMR (left) and the sub-
domain HDMR (right). However, these points are not the sample points used in this test
(each point was generated randomly within its subdomain).
Each subdomain region is indexed from 1 to N cycled from left to right and top to bot-
tom (the number shown in Fig. 6.12);N denotes the total number of the subdomain regions
(N =
Qd
i=1 ⌘i). The indices were used to project the function values from the subdomain
region into one dimension for a comparison purpose. Figure 6.13 presents the function val-
ues of three functions plotted versus the subdomain indices. The indices shown in the figure
are sorted by the explicit function value in a descending order. The subdomain HDMR and
the HDMR are both displayed in the figure by using the same sorted indices obtained from
the explicit function. For the same sample points, we expect the better surrogate to have
function values approximately close to the values from the explicit function. In other words,
we prefer that the curve in Fig. 6.13 overlies the curve from the explicit function (the red
curve) exactly.
In Fig. 6.13, the function values of the subdomain HDMR (the square-marker curves)
are closer to the values from the explicit function curve than the values from the HDMR (the
triangular-marker curves) for the three test functions. We only used the first-order for both
HDMR and subdomain HDMR in Fig. 6.13. In other words, both HDMR and subdomain
HDMR are the univariate functions that approximate the multivariate functions.
In Fig. 6.14, both first- and second-order of the HDMR and the subdomain HDMR are
displayed. It can be seen that the subdomain HDMR curve is much closer to the explicit
function curve than the HDMR curve. Additionally, by comparing the result to the first order
expansion in Fig. 6.13, we see that the subdomain HDMR and the HDMR using second-
order expansion provide much better approximations. This is because using a higher-order
HDMR is preferred to the lower-order one for approximating multiplicative functions, as
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shown previously in Example 2. However, using only high-order expansions may not be
necessary when a domain is discretised to smaller subdomains. As can be seen from both
Figs. 6.13 and 6.14, the low-order HDMR expansion can be efficiently used to approximate
highly multiplicative functions (i.e. m = 3, 10).
Figure 6.12: An example of the sampling point locations for the HDMR (left) and the
subdomain HDMR (right) are shown. It should be noted that the locations of the points
shown here are not the ones we used in this test as each point was generated randomly
within its subdomain.
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Figure 6.13: Function values of three different functions are plotted versus the subdomain
indices; the curves with circle, square, and triangular markers represent the explicit func-
tion, the subdomain HDMR and the HDMR, respectively. Only the first-order expansion is
shown in this figure.
For the second measure, the normalised l2-norm described in Eq. 6.14 was used with
50 sampling points in each subdomain region to evaluate the quality of the surrogate. Fig-
ure 6.15 represents the normalised l2-norm plotted versus the subdomain indices for the
subdomain HDMR and the HDMR approaches; only the first-order expansion is used in
this plot. As can be seen, the normalised norm from the subdomain HDMR is closer to
zero than the HDMR. The results in Fig. 6.15 corresponds to the results shown in Figs. 6.13
and 6.14. Hence, it is evident that the subdomain HDMR provides better approximation for
high multiplicative functions than the HDMR without the subdomain approach. A similar
observation was also reported in [121].
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Figure 6.14: Function values from three functions are plotted versus the subdomain indices;
the curves with circle, square, and triangular markers represent the explicit function, the
subdomain HDMR and the HDMR, respectively. The second-order expansion is shown in
this figure.
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Figure 6.15: The normalised error of the first-order HDMR using the subdomain and the
global domain are shown at different multiplicative functions in (a), (b), and (c).
6.8.4.2 Numerical studies of subdomain HDMR using 8 and 64 subregions
Instead of using N = 8 in the previous example, we reduce the size of the subdomain and
increase the total number of subdomains to N = 64 in order to compare the effect of the
subdomain sizes. Only the normalised l2-norm is used in this example.
The normalised norm plotted versus the indices of subdomain elements are shown in
Figs. 6.16 and 6.17 for both first- and second-order expansions, respectively; the blue curves
present the subdomain HDMR for N = 8 whereas the red presents the subdomain HDMR
for N = 64. We discuss the following results from both figures below:
1. Both Figs. 6.16 and 6.17 show that the subdomain HDMR for N = 64 has much
lower normalised norm values than the ones with N = 8 for all functions. In other
words, the normalised errors from the red curves are smaller than the one from the
blue curves for all functions. The results indicate that the number of subdomain ele-
ments is substantial to the approximation quality as can be seen by several magnitude
decreases in the normalised norm when the total number of the elements increases
from N = 8 to N = 64. However, using a greater number of the subdomain ele-
ments is more computationally demanding.
2. Comparing Figs. 6.16 and 6.17 shows that the subdomain HDMR for N = 8 us-
ing both first- and second-order expansion is better than the one using only first-
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order expansion for all functions. In other words, we compare the blue curves in
Figs. 6.16 and 6.17. The result indicates that the subdomain HDMR using high-order
expansion provides better approximation than the one using only first-order for the
same number of domain size.
3. The subdomain HDMR using first-order expansion and with the number of elements
N = 64 is approximately equivalent to the one using both first- and second-order
with the number of elements N = 8 for the function in Fig. 6.16(a). In other words,
the red curve in Fig. 6.16(a) is compared to the blue one in Fig. 6.17(a). The choices
of using the expansion order and the number of subdomain elements can be investi-
gated further and could be included for future study. However, in this example, the
subdomain HDMR can be used to approximate the multiplicative functions with a
much lower-order expansion.
For the reasons above, we adapt the idea of subdomain HDMR to a moving subdomain
HDMR to find a global optimum, which will be discussed in the next section with reservoir
examples.
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Figure 6.16: The normalised errors of the subdomain HDMR using only a first order expan-
sion are shown for different multiplicative functions in (a), (b), and (c) for the total number
of elements N = 8 (blue curves) and N = 64 (red curves).
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Figure 6.17: The normalised errors of the subdomain HDMR using both first- and second-
order expansion are shown for different multiplicative functions in (a), (b), and (c) for the
total number of elements N = 8 (blue curves) and N = 64 (red curves).
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6.8.5 The PUNQ-S3 reservoir model
As documented by Barthelmann et al [9], Klimke [80], Petvipusit et al [125] and the results
from Fig. 6.6, the Adaptive Sparse Grid Interpolation (ASGI) generally provides a better
convergence rate in comparison to the non-dimensional adaptivity sparse grid approach.
The comparison of the ASGI and the RSGI techniques for optimisation in a reservoir model
was reported in Chapter 4 where the injection rates of CO2 sequestration were optimised.
We showed that the ASGI is an efficient technique for the PUNQ-S3 reservoir model. In
this chapter, we use the same ASGI technique to compare with the WCut-HDMR approach.
We first describe the objective function and well control configurations, followed by opti-
misation results of the ASGI and the WCut-HDMR using PUNQ-S3 model.
6.8.5.1 Objective function for CO2 sequestration
We used the modified break-even tax credit (BT) function given in Eq. 5.26 for the CO2
optimisation. The optimal solution is achieved through the minimisation of the BT function
by allocating the CO2 injection rates at each step for each well. The objective function is
formulated under an optimisation framework in the following form:
Minimise: BT (x,y) (6.21)
Subject to: zi(x,y) = 0, i = 1, 2, . . . , Nz
gi(x) = 0, i = 1, 2, . . . , Ng
hi(x)  0, i = 1, 2, . . . , Nh
where zi(x,y) denotes the flow equations of CO2 in each cell i for the total ofNz cells as a
function of injection rates x and petrophysical variable y defined permeability, porosity, and
anisotropy ratio; gi(x) and hi(x) present linear (or non-linear) equality and inequality con-
straints of variable x, respectively; the total numbers of equality and inequality constraints
are denoted by Ng and Nh, respectively.
6.8.5.2 Model and well control descriptions
The PUNQ-S3 model described in Section 4.5.2.1 was chosen for this study to test the
WCut-HDMR algorithm. The properties of the aquifer were given in Table 4.3. Two differ-
ent geological models are used in this section, each of which is assumed to present a known
geology. The petrophysical properties including permeability, porosity, and anisotropy ra-
tio of both geological models were generated from the Gaussian covariance function [31]
with mean and variance shown in Table. 6.2, of which the spatial distributions were dis-
played in Fig. 4.18. Since geological uncertainty will not be considered in this chapter, the
optimisation result from each model is independent and interpreted as a separate model.
For well control configurations, two injectors were operated by injection rate controls
with constraints on the bottom hole flowing pressure (BHP). The location of the wells was
previously shown in Fig. 4.15. In this section, we modify the well configurations in Sec-
tion 4.5.2.3 for ten injection periods, each of which is 3 years. The total injection period
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Table 6.2: Geostatistical parameters used to generate Gaussian random fields for the PUNQ-
S3 model
Model k⇤⇤h (md) Porosity kv\kh
Mean (µ) Variance ( 2) Corr* Mean (µ) Variance ( 2) Corr*
Model 1 100 0.16 12 0.15 0.0144 15 0.5
Model 2 500 0.16 12 0.25 0.0144 15 0.1
*Correlation length of the covariance function,** Horizontal permeability
is 30 years, and the post-injection period is 50 years. The injection ratio (x1, . . . , x10) of
each injector is used as the input variables instead of injection rates. By using the ratios of
the injection rates, dimension of the problem can be reduced from 20 to 10. This is due to
the fact that the amount of injecting CO2 is usually constrained by the total supplied from
industrial sources (e.g. power plants).
Figure 6.18: Well control configurations for two injectors; the injection ratios of the injector
1 at the first and the dth injection periods are denoted by x1 and xd, respectively. The total
injection period is 30 years with 10 control steps for each well.
The injection ratios (x1, . . . , x10) of injector 1 at different injection periods are shown
in Fig. 6.18. For example, the injection ratio (x1) is obtained from the injection rate of a
particular well divided by the total supplied rate. Thus, at the same injection period, the
sum of the injection ratio of each well is unity at all time (x1 + (1   x1) = 1); x2 to xn
are obtained in a similar way to x1. The detailed well configuration parameters are listed in
Table 6.3.
Table 6.3: Well configuration parameters for the PUNQ-S3 model
Description Parameter values
Total supplied rate (Sm3/day) 5.0⇥ 106
Minimum injection rate (Sm3/day) 0
Maximum injection rate per well (Sm3/day) 2.5⇥ 106
Maximum BHP (MPa) 60
Injection period 30 years
Post-injection period 50 years
Time period per control step 3 years
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6.8.5.3 Optimisation results
In this section, we first present optimisation results for CO2 sequestration using different
numbers of control steps. Then we compare the WCut-HDMR approach with the ASGI
technique where the break-even tax credit (BT) and the mass of trapped CO2 are shown.
Last, we discuss the potential benefits of using the WCut-HDMR for optimisation in com-
parison to other control modes such as the bottom hole flowing pressure (BHP) and constant
injection rate controls using the PUNQ-S3 model. It should, however, be noted that the sur-
rogate in this work is only used to guide the optimisation process where the optimal solution
is obtained directly from the numerical flow simulation. This ensures that the comparison
is not affected by the approximation errors arising from the surrogate. Particle swarm op-
timisation (PSO) [78] was used in this study to obtain the optimal solution but only run
on the approximate model represented by the WCut-HDMR. The PSO parameters and the
stopping criteria of the WCut-HDMR are provided in Tables 6.4 and 6.5, respectively.
Table 6.4: Initial parameters of the PSO algorithm
No. Parameters Numerical values
1. generations (iterations) 300
2. population size 50
3. function tolerance value of BT 1e-6
4. variable tolerance 1e-6
5. social attraction 1.25
6. cognitive attraction 0.5
Table 6.5: Stopping criteria for the WCut-HDMR approach
Criteria Numerical values
Difference in the optimal value (yi+1   yi) 0.01
Euclidean distance of the input variables (l2-norm) 0.01
The percentage ratio of the hyper-volume domain to the initial domain 1%
Maximum iterations 8
Maximum number of collocation points 3000
Degree of freedom of injection strategies. In this example, we first compare different
degrees of freedom using 10 and 20 control steps where the ASGI technique is used to
build a surrogate to assist optimisation process. Later, we will demonstrate that using 20
control steps could impact the optimal BT and the mass of trapped CO2 in comparison to
10 control steps. It should be noted that the 10 and 20 controls are represented by 5 and 10
independent variables, respectively, in the optimisation algorithm due to the total injection
constraints.
Optimal break-even tax credit. Figure 6.19(a) presents optimal BT values plotted
versus the number of collocation points of the ASGI surrogate. The dashed and solid curves
were obtained from the optimal strategy using 10 and 20 control steps, respectively. The
number of collocation points was obtained by varying the interpolation level of the ASGI
surrogate where the PSO was used to find the optimal BT. We see that the BT value from
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the 10-control is lower than the one from the 20-control for the range of 1,000 collocation
points. However, for the range of 8,000 points, the BT value from the 20-control is lower
than the one from the 10-control.
The corresponding control steps of the optimal BT from the last iteration are displayed
in Fig. 6.19(b) where only the injection ratios of the injector 1 are shown. The injection
ratio of the injector 2 (not shown here) is simply obtained by subtracting the injection ratio
of the injector 1 from 1 (see Fig. ??). In Fig. 6.19(b), the injection ratios of the 10-control
and the 20-control strategy are different and from the result in Fig. 6.19(a) we know that the
20-control strategy provides a better BT value than the 10-control strategy. This is because
the global optimal solution obtained from problems with a greater number of independent
input variables could not, in general, be worse than the solution obtained using the smaller
one since using a higher degree of freedom enhances controllability and allows more con-
trol options in the system. However, having many input variables comes with the cost of
function evaluations and also increases the complexity of the problem so that the global
optimal solution sometimes is difficult to find. Though it is possible to combine different
control scales for the injection rate optimisation as suggested in [94, 118], it is not within
the scope of this study. In contrast, in this study, we demonstrate that the optimal results
can be improved by considering more control variables for optimisation. In the following,
we will discuss the impact of these controls on the various phases of CO2 in the aquifer.
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Figure 6.19: a) The break-even tax credit (BT) values plotted versus the number of collo-
cation points from the ASGI approach using 10 and 20 control steps are shown with the
dashed and the solid curves, respectively. b) The optimal injection strategies of the 10
and 20 controls are displayed, the break-even tax credits of which are presented in the last
iteration of figure a).
The mass of CO2 in various phases. Figure 6.20 presents the mass of CO2 in various
phases in the aquifer, i.e. residual (capillary) trapping, dissolution trapping, and mobile
phase of CO2, using 10 and 20 injection steps. The optimal strategy of the 20-control was
selected from the minimum BT value shown in Fig. 6.19(a) at 8,000 points, whereas the
10-control was obtained from the average between two consecutive steps of the 20-control
strategy. This average is to emulate the strategy of 20 control steps with fewer degrees
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of freedom. As can be seen, using injection strategies with more degrees of freedom (the
solid curves) provides much greater capillary trapping in Fig. 6.20(a) and less mobile phase
of CO2 (see Fig. 6.20(b)), which results in a lower BT value even though the 10-control
strategy provides slightly more dissolution trapping, see Fig. 6.20(c). Based on the results in
Figs. 6.19 and 6.20, it is apparent that using 20 control steps for optimisation in this example
is a better injection strategy in terms of BT and the mass of trapped CO2. Also, it can be
inferred that the optimisation of high-dimensional problems could provide better results.
To this end, in the next examples, we will focus on the surrogate-assisted optimisation
technique of 10 input variables (20 control steps) using the WCut-HDMR approach.
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Figure 6.20: The mass of CO2 in various phases, (a) capillary trapping, (b) dissolution
trapping, and (c) mobile phase of CO2, obtained from the optimal injection strategy using
10 and 20 control steps shown with the dashed and solid curves, respectively.
WCut-HDMR for CO2 optimisation. The optimisation results from the WCut-HDMR
and the ASGI methods are compared in this section using two geological models from
PUNQ-S3. Since we have not considered model uncertainty in this chapter, each model
realisation is independent and the optimisation results are interpreted separately.
From Figs. 6.21(a) and 6.21(b), the optimal BT values obtained from the WCut-HDMR
technique (the dashed curve) are less than the one from the ASGI approach for two models.
This indicates that the proposed WCut-HDMR method is an efficient surrogate-assisted
optimisation technique since it provides the lowest BT value at the minimum number of
collocation points, in comparison to the ASGI technique. Only the first-order WCut-HDMR
is displayed in this figure from which the alpha value (Eq. 6.11) is 0.4 in Fig. 6.21(a) and
0.6 in Fig. 6.21(b). The other numerical settings for both models 1 and 2 are shown in
Table. 6.6.
The corresponding injection ratios of both WCut-HDMR and ASGI are shown for two
model realisations in Figs. 6.22(a) and 6.22(b). We recall that the injection ratios shown
here belong to injector 1. Hence, a ratio equal to zero in the figure means that CO2 is in-
jected only from injector 2, and vice versa for an injection ratio equal to 1. In Fig. 6.22(a),
it can be seen that the control steps determined using the WCut-HDMR are equal to 0.5
for about the first 15 years, which means that it balances the injection rates between the
two injectors equally in this period. For the later period (after 15 years), the WCut-HDMR
method allocates more CO2 to injector 2 as does the ASGI approach. However, the WCut-
HDMR provides different CO2 injection rates for both wells in this period to create a pulse-
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Table 6.6: Numerical settings for the WCut-HDMR approach
No. Parameters Numerical values
1. Maximum number of points for
the low-order surrogate (during exploration phase) 200
2. Absolute hierarchical surpluses (Eq. 4.37) 1e-6
3. Relative hierarchical surpluses (Eq. 4.38) 1e-6
4. Maximum number of points for
building the component functions 1000
5. Maximum interpolation level for
the component functions 4
6. Maximum order of HDMR 2
shaped injection, which then enhances trapping efficiency. This pulse-shaped injection dur-
ing the late injection period obtained from both WCut-HDMR and ASGI are also observed
in Fig. 6.22(b) where the WCut-HDMR tends to allocate more CO2 at injector 2 compared
to the ASGI method. This type of injection process was also reported in [73] as the pulse-
shape allows the interruption of continuous flow to enhance the trapping process.
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Figure 6.21: The relationship of optimal break-even tax credits and the number of colloca-
tion points are shown. The first-order WCut-HDMR is compared with the ASGI approach
for two geological realisations (a) and (b) in this plot, where the alpha value of the WCut-
HDMR method is set at 0.4 and 0.6 in (a) and (b), respectively.
Figure 6.23 presents the optimal BT obtained from both first- and second-order of the
WCut-HDMR approach for two models. For model 1 in Fig. 6.23(a), the BT value at the
last iteration of the second-order WCut-HDMR is less than the one obtained from the first
order, but using more collocation points. However, using the second order method in model
2 shown in Fig. 6.23(b) does not improve the BT of the first-order case.
From the results in Fig. 6.23, it can be seen that there are two reasons why the second-
orderWCut-HDMR does not perform significantly better than the first order method. Firstly,
the BT function may not be a purely multiplicative function and hence the second-order
WCut-HDMR is not necessary to represent the pairwise interactions between the input vari-
ables, as discussed in Section 6.8.3. Secondly, even if the BT function has a multiplicative
structure, only some bivariate component functions fij(xi, xj) will contribute to the model
output. Therefore, having all bivariate terms in the HDMR structure requires more colloca-
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Figure 6.22: The optimal injection strategies obtained from the first-order WCut-HDMR
and the ASGI approach for two geological realisations (a) and (b) are shown. Only the
injection ratio for injector 1 is shown.
tion points than what is necessary. This issue will be addressed in the next chapter through
adaptive estimation of the important bivariate terms.
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Figure 6.23: The BT values plotted versus the number of collocation points using both the
first and second order WCut-HDMR approach are shown for two realisations (a) and (b).
All other parameters except the order of WCut-HDMR are set the same as in Fig. 6.21.
It is also important to compare the other control modes of CO2 injection such as the
BHP and the constant rate controls, with the WCut-HDMR approach. For this reason,
we selected the optimal injection strategies obtained from the ASGI and the WCut-HDMR
techniques using an equivalent number of collocation points, 229 and 221 respectively from
model 2 in Fig. 6.22(b). This selection of the collocation points ensures that we compare
different techniques at equivalent computational cost.
The result shown in Fig. 6.24 displays various phases of CO2 for different injection
modes constrained by the total mass of CO2 injection. In comparison to the ASGI ap-
proach and the other types of control modes, WCut-HDMR provides the maximum mass
of CO2 capillary trapped, see Fig. 6.24(a) and minimum mobile phases of CO2 as shown
in Fig. 6.24(b). Moreover, the results of the WCut-HDMR and the ASGI techniques are
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significantly better than the other control modes, which also confirms the value of optimisa-
tion over non-optimal strategies using the BHP and the fixed rate controls. In Fig. 6.24(c),
we see that using the constant rate control could be sufficient to increase the mass of CO2
dissolved in brine, but it is not a good strategy to enhance the capillary trapping capacity,
see the BT value in Table 6.7.
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Figure 6.24: The mass of CO2 in various phases, shown in (a) Residual (capillary) trapping,
(b) dissolution trapping, and (c) mobile phase of CO2, are obtained from different control
modes. The BHP and the constant rate controls are represented by the square-marker and
the dotted curves, respectively, while the solid and the dashed curves present the ASGI and
the WCut-HDMR techniques, respectively.
The numerical values of different control modes are provided in Table 6.7 where the
constant rate controls are represented by the ratio of injector 1, as described by x1 to x10 in
Fig. 6.18. For example, Rate 0.0 means that well 1 is shut in and only well 2 is operated
at the maximum rate equal to the total injection, and vice versa for Rate 1.0. According to
Table 6.7, we see that the WCut-HDMR approach improves the BT value by 20.92% and
trapping capacities by 26.45% in comparison to BHP control. Moreover, the optimal BT
value and trapping capacities are improved approximately by 10% from the results of the
ASGI approach.
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6.9 Summary
We have developed an efficient optimisation technique by using a hierarchical adaptive
sparse grid using high-dimensional model representation (ASGI-HDMR) with a walking
cut-point to construct a surrogate-assisted optimisation technique for CO2 injection. The
developed techniques have been evaluated computationally and the results of this computa-
tional experiments are summarized as follows:
1. Adaptive Sparse Grid Interpolation (ASGI) can suffer from the curse of dimension-
ality when it is used to approximate high-dimensional functions. In contrast, High-
Dimensional Model Representation (HDMR) is suitable for multivariate functions
due to the fact that the HDMR structure uses a combination of low-order correlation
effects from different input variables to effectively represent the model output. Hence,
using the HDMR for high-dimensional functions requires fewer function evaluations
than using the ASGI approach.
2. We used the ASGI technique with the HDMR expansion to formulate a hierarchi-
cal adaptive sparse grid with high-dimensional model representation (ASGI-HDMR)
for efficient surrogate construction of high-dimensional functions. This technique
uses low-dimensional component functions to represent a higher-dimensional func-
tion. We observed that better convergence rates are obtained from the ASGI-HDMR
approach in comparison to the ASGI approach for several analytical functions with
an additive structure.
3. For analytical functions with a multiplicative structure, the order of HDMR expan-
sion dominates the interpolation accuracy. Hence, for a highly multiplicative function
structure, a better approximation could be achieved through the use of a high-order
expansion, rather than increasing the interpolation level. However, we later demon-
strated that the subdomain HDMR, which exploits the low-order expansion of the
ASGI-HDMR with a smaller input domain, can be used efficiently to approximate
highly multiplicative functions.
4. We proposed the use of subdomain HDMR with a moving cut-point (WCut-HDMR)
for a surrogate-assisted optimisation technique. The surrogate using theWCut-HDMR
approach is a surface built locally around the local optimal point obtained from the
previous iteration. This locally optimal point is then used as the new cut-point in
the Cut-HDMR for the next iteration. This allows the cut-point to move closer to
the optimal solution while keeping the minimum number of collocation points (sim-
ulation runs). Additionally, the WCut-HDMR technique can be used to balance the
exploration and exploitation phases of the optimisation process, making it an efficient
approach for most practical problems with many input variables.
5. Numerical evaluations using the PUNQ-S3 model revealed the potential benefits of
using the WCut-HDMR approach for CO2 sequestration in comparison to the ASGI
technique and other control modes, such as BHP and constant rate controls, for a
large number of input variables.
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Table 6.7: Comparison of different methods and control modes of CO2 injection
Techniques BT⇤⇤⇤ The mass of CO2
$US Diff⇤⇤ Res+ Diff⇤⇤ Mobile Diff⇤⇤
/tonne % Dis (Mt) % phase (Mt) %
WCut-HDMR 27.24 -20.92 154.4 26.45 76.3 -30
ASGI 30.21 -12.28 139.2 14 91.4 -16.15
BHP⇤ 34.44 0 122.1 0.0 109.0 0.0
Rate 0.0 33.01 -4.16 127.4 4.34 103.0 -5.5
Rate 0.25 32.65 -5.20 128.8 5.49 101.0 -7.34
Rate 0.5 34.44 0 122.1 0.0 109.0 0.0
Rate 0.75 39.56 14.86 106.3 -12.94 124.0 13.76
Rate 1 41.19 19.59 102.1 -16.38 128.0 17.43
*The BHP control is the reference case.
**The percentage difference in comaparison to the BHP control mode
***Break-even tax credits
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CHAPTER 7
ADAPTIVE HIGH-DIMENSIONAL
MODEL REPRESENTATION
7.1 Introduction
As discussed in the previous chapter, the ASGI-HDMR is a promising surrogate technique
that can be used to approximate high-dimensional functions from the sum of hierarchical
lower-dimensional functions — the component functions. However, this chapter focuses
on the component functions that have significant impacts on the model output so that we
can construct the ASGI-HDMR surrogate with fewer component functions and collocation
points. This idea leads to decompositional adaptivity of the ASGI-HDMR.
In this Chapter, we first introduce a principle behind decompositional adaptivity, fol-
lowed by the use of sensitivity indices to identify the important component functions. Later,
the algorithm used to approximate the sensitivity indices is presented. Last, we describe the
use of sensitivity indices for the ASGI-HDMR method.
7.2 Brief background: adaptive schemes for high-dimensional
model representation
Generally, the idea behind HDMR stems from the principle that multivariate continuous
functions can be represented by relatively lower-order variate functions. This decomposi-
tion structure enables us to identify the important component functions to the model output
so that only the influential terms are used, and the less significant terms are discarded,
making it an efficient technique for surrogate construction. The selection process of the
important terms could be achieved through prior knowledge for some physical systems.
However, it is often not known in many practical problems. Thus, finding the influential
input terms of the model output becomes a key element to improve the efficiency of the
HDMR approach. We introduce here an adaptive HDMR (AHDMR), which automatically
identifies the influential input terms and thus requires less computational cost (collocation
points) than the non-adaptive HDMR approach.
In recent years, adaptivity schemes for HDMR have been extensively studied for the
efficient representation of multivariate functions. For example, Ma and Zabaras [96] con-
sidered two approaches for HDMR adaptivity: effective dimensions (the significant com-
ponent functions), and superposition dimensions (the truncation order of the HDMR). They
determined the effective dimensions based on the relative weight of univariate component
functions where only the weights greater than the threshold value were selected. Later, Hu
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et al [69] applied a different approach to select the component functions based on a decom-
position and reselection method. They found this method to be efficient because it uses a
reselection procedure which ensures that the selected terms contribute to the model output
and hence the less important terms are discarded at the next selection process.
The underlying assumption for both methods [69, 96] was restricted to the admissibility
relation which implies that any interaction of important factors is also important. Even
though this is a reasonable assumption, it may not be valid for some applications. For
example, given f(x1, x2, x3) = g(x1, x3)+ g(x1)+ g(x2), using the univariate component
functions to find the effective dimension would provide x1 and x2 as effective dimensions.
Hence, the adaptive HDMR would give f(x1, x2, x3) ⇡ g(x1) + g(x2) + g(x1, x2); the
important term g(x1, x3) is not captured from this scheme whereas the term g(x1, x2) in the
adaptive HDMR is obviously not an important term. For this reason, an adaptive scheme
was proposed by Labovsky and Gunzburger [88] to independently identify the interaction
terms using a finite difference approach.
Selecting the influential component functions for adaptive HDMR can be broadly viewed
as a sensitivity analysis approach which quantifies relative contributions to the output re-
sponse. As mentioned previously, Labovsky and Gunzburger [88] used the gradient based
approach to find important component functions. This method, similar to other local sensi-
tivity analyses, is very fast to compute; however, it only captures linear relationships of the
system and often depends on the chosen perturbation size at the local neighbourhood.
In contrast, we propose the use of global sensitivity analysis [146] to consider the full
range of input variables and to capture the nonlinear mapping of the input-output relation-
ship of the system. In this thesis, we will use the term AHDMR to generally represent the
component-function adaptivity of the ASGI-HDMR surrogate.
7.3 Sobol indices for sensitivity analysis
An ANOVA expansion is generally a variance-based method which can be used for global
sensitivity analysis [145]. The ANOVA expansion in this study is used to quantify the effec-
tive dimensions, which consequently leads to the selection of influential component func-
tions of the Cut-HDMR expansion. Let V be the variance of function f(x), the following
variance term is given as:
V =
Z
⌦n
[f(x)  f0]2dµ(x) =
Z
⌦n
f2(x)dµ(x)  f20 (7.1)
The variance V in Eq. 7.1 is the total variance arising from averaging the square of Eq. 6.2
and then subtracting by its mean square (f20 ) subject to the orthogonality where the co-
variance between the component functions is zero. Then the variance decomposition is
expressed in the following:
V =
nX
i=1
Vi +
X
1i<jn
Vij + · · ·+ V1,2...,n (7.2)
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where the partial variances of univariate and bivariate component functions with a uniform
distribution of the range [0, 1]n are represented by.
Vi =
1Z
0
f2i (xi)d(xi) (7.3)
Vij =
1Z
0
f2ij(xi, xj)d(xi)d(xj) (7.4)
The first- and second-order sensitivity indices defined as Sobol indices Si and Sij are ob-
tained by dividing both sides of Eq. 7.2 with the total variance V , yields:
1 =
nX
i=1
Si(xi) +
X
1i<jn
Sij(xi, xj) + · · ·+ S1,2...,n(x1, x2, . . . , xn) (7.5)
The Sobol indices are used as a measure to quantify how input uncertainty (the variance of
input variables) can contribute to the output uncertainty (the variance of objective function)
for the entire range of input domain [157]. The first-order Sobol index (Si) determines the
individual effect contributing to the model output without accounting for the interaction
effect, whereas the second-order index (Sij) reveals the interaction effect of two variables.
We use the second-order Sobol index to identify the significant pairwise component func-
tions for the AHDMR approach. With the use of Lebesgue measure during the optimisation
framework, the component functions in Eq. 6.2 can be derived and expressed as a condi-
tional expectation.
fi(xi) = E(y|xi)  E(y) (7.6)
fij(xi, xj) = E(y|xi, xj)  E(y|xi)  E(y|xj)  E(y) (7.7)
Substituting fi(xi) from Eq. 7.6 to Eq. 7.3 subject to orthogonal properties yields:
Vi = Var[E(y|xi)] (7.8)
Substituting fij(xi, xj) from Eq. 7.7 to Eq. 7.4 yields:
Vij = Var[E(y|xi, xj)] (7.9)
Hence, the first- and the second-order Sobol indices with the conditional expectation are:
Si =
Var[E(y|xi)]
Var(y)
(7.10)
Sij =
Var[E(y|xi, xj)]
Var(y)
(7.11)
Equations 7.10 and 7.11 provide sensitivity indices, whose values indicate how the input
variables impact the model output. Large values indicate a large impact on the output. Even
though the Sobol indices are useful for a global sensitivity analysis [145], evaluating them
is computationally intensive since it requires high-dimensional quadrature to evaluate the
variance term. For example, if a Monte Carlo approach is used to estimate E(y|xi) with N
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evaluations, estimating Si would need N2 evaluations. In recent decades, much research
has focused extensively on the estimator for the sensitivity index (e.g. [74, 144, 163]).
For example, Saltelli [144] developed an algorithm based on Sobol quasi-random sequence
[18] to estimate the Sobol indices; this method was also extended by Saltelli et al [146]
for estimating the total effect. In this work, we make use of the ASGI surrogate together
with the algorithm proposed in [144] to find the Sobol indices, then evaluating these indices
becomes relatively cheap.
7.4 Algorithm to compute Sobol indices
The algorithm proposed by Saltelli [144] reduces the number of sampling points toM(2 +
N) withM and N representing the number of samples and the number of input variables,
respectively. The detailed method used to estimate first-order sensitivity indices can be
found in [144, 145, 157]. In addition, we slightly modify this algorithm to estimate the
second-order Sobol indices:
1. Given two M ⇥ N matrices A and B contain M samples of N input variables, which
are obtained from quasi-random numbers [18]:
A =
0BB@
a11 . . . a
i
1 . . . a
j
1 . . . a
N
1
...
. . .
...
. . .
...
. . .
...
a1M . . . a
i
M . . . a
j
M . . . a
N
M
1CCA B =
0BB@
b11 . . . b
i
1 . . . b
j
1 . . . b
N
1
...
. . .
...
. . .
...
. . .
...
b1M . . . b
i
M . . . b
j
M . . . b
N
M
1CCA
(7.12)
2. Define ai and aj as M ⇥ 1 column vectors in A where i 6= j, whose index i, j 2
{1, . . . , N}, then create M ⇥ N matrix Cij to be identical to the matrix B except that
column i and j are replaced by column ai and aj from the matrixA.
Cij =
h
b1 · · · ai · · · aj · · · bN
i
(7.13)
3. Compute the model response from the ASGI surrogate Q(·), yields M ⇥ 1 vectors as
follows:
yA = Q(A), yB = Q(B), yCij = Q(Cij) (7.14)
4. The second-order Sobol indices (Eq. 7.11) is estimated by:
Sij =
Var[E(y|xi, xj)]
Var(y)
=
1
M y
T
AyCij   f20
1
M y
T
AyA   f20
=
1
M
MP
r=1
yrAy
r
Cij
  f20
1
M
MP
r=1
yrAy
r
A   f20
(7.15)
where f20 =
1
M y
T
AyB =
1
M
MP
r=1
yrAy
r
B . The principle behind this algorithm is based on
the intuition that the product yTAyCij of the influential pairwise term ij would be large (or
small), which then provides the Sij to be large for the significant pairwise term. In contrast,
if the pairwise term is not influential, the product yTAyCij would be randomly distributed
near the f0 term, and consequently the term Sij will be small. Thus, we will select only the
pairwise terms that have relatively higher Sij values to be used in the AHDMR expansion.
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7.5 Adaptive decomposition ASGI-HDMR based on the Sobol
indices.
In this section, we will define the criteria used to select the important terms based on the
Sobol indices calculated from Eq. 7.15. Let S be a set of second-order Sobol indices with
sk 2 S and k 2 {1, . . . ,#S}. The cardinality of the set S, presented by #S, is equal to
N !
(N 2)!2! whenN denotes the total number of input variables. Then we define the normalised
value of the Sobol indices in the following:
sknorm =
sk   smin
smax   smin (7.16)
where sknorm 2 Snorm and Snorm is a set of normalised Sobol indices; the minimum and the
maximum value of the element in the set S are represented by smin and smax, respectively.
To select important terms based on the normalised Sobol indices, we define
Sselected := {sselect|sselect 2 Snorm, sselect   "s} (7.17)
where: "s 2 [0, 1]
where the parameter "s is the cut-off that decides the minimum value of the normalised
Sobol indices in the set Sselected. Intuitively, the greater the cut-off "s is, the fewer the com-
ponent functions of the second-order terms. If the cut-off "s is equal 0, the HDMR expan-
sion is fully represented by both first and second orders without decompositional adaptivity.
Given a set T1 := {{1}, {2}, . . . , {N}}, the elements of which are 1-subsets of D,
and let T2 be a set of 2-subsets of D with only selected pairwise indices associated with
each member of the set Sselected, then we can define a set of important indices as ua :=
T1 [ T2. For example, if the important pairwise indices are {1, 2}, {2, 3} and {8, 9}, then
ua = {{1}, . . . , {N}, {1, 2}, {2, 3}, {8, 9}}. Thus, we can rewrite Eq. 6.9 for the adaptive
high-dimensional model representation (AHDMR) in the following form:
f(x⌦) =
X
p2ua
Qq,n=#p(f cutp (xp)) (7.18)
It should be noted that univariate and bivariate component functions are considered in the
HDMR expansion in this thesis where only the important bivariate terms are identified for
dimensional adaptivity. Hence, Eq. 7.18 is simply a truncated HDMR with first and second
order component functions. In the next section, we will present an optimisation technique
that makes use of the ASGI-HDMR and the AHDMR expansions.
7.6 An adaptive walking Cut-HDMR technique
To enhance the computational efficiency of the WCut-HDMR algorithm, we reduce the
number of collocation points (simulation runs) by using AHDMR instead of ASGI-HDMR
in step 6 of Table. 6.1. This leads to a modification in the preparation process fromwhich the
Sobol indices are calculated. This proposed method is basically the moving surrogate built
from the hierarchical adaptive sparse grid using Cut-HDMR technique by adding Sobol
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Figure 7.1: A flowchart of WCut-HDMR and WCut-AHDMR algorithms. The four steps
in both algorithms are shown: exploration, preparation, zooming, and walking. The work-
flow of zooming and walking procedures on the left presents the WCut-HDMR (the orange
boxes) whereas the one on the right shows the WCut-AHDMR (the red boxes).
indices for the selection of the component functions. We refer this technique to as the
WCut-AHDMR.
According to the AHDMR approach, the WCut-AHDMR algorithm is given in the fol-
lowing.
argmin
x2⌦j
X
p2ua
Qq,n=#p(f cutp (xp)) (7.19)
where ua given in Eq. 7.18 is a set of indices for the AHDMR structure; the other parameters
are described in Eq. 6.12.
A workflow of the WCut-HDMR and the WCut-AHDMR with the procedure described
in Table 6.1 is shown in Figure 7.1. The ASGI surrogate is built first in the exploration
phase, and then the ASGI-HDMR and ASGI-AHDMR are constructed during the zooming
and walking phases where the WCut-HDMR (the orange boxes) is presented on the left
while the WCut-AHDMR (the red boxes) is shown on the right. Global sensitivity analysis
is added in the preparation phase for the WCut-AHDMR algorithm.
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7.7 Applications : adaptive high-dimensional model
representation
This section presents the applications of the AHDMR approach in comparison to the non-
adaptive HDMR technique, where we use simple mathematical functions to demonstrate
several characteristics of the AHDMR expansion. Later, we will present efficient opti-
misation techniques using the WCut-AHDMR method with reservoir PUNQ-S3 models
where different optimisation techniques are compared with our proposed WCut-AHDMR
approach.
7.7.1 Numerical studies using mathematical functions
In this section, we present convergence rates of the AHDMR and the non-adaptive HDMR
methods using three functions with different degrees of input variable interactions: bivari-
ate, trivariate and multiplicative functions. For the AHDMR method, we perform a second-
order sensitivity analysis on each function to find effective pairwise variables by using the
Sobol estimator from Eq. 7.15. The effective terms are then included in the Cut-HDMR
expansion for the AHDMR. The numerical parameters used in both AHDMR and HDMR
methods are given below in Table 7.1.
Table 7.1: Numerical settings for the AHDMR and non-AHDMR surrogates
No. Parameters Numerical values
1. Number of sampling pointM in Eq. 7.15 4000
2. Absolute hierarchical surplus ("abswq ) 1e-6
3. Relative hierarchical surplus ("relwq ) 1e-6
4. Maximum order of AHDMR 2
5. Maximum order of Cut-HDMR 4
6. Cut point (xc) used in HDMR the centroid of
the input domain
7.7.1.1 Bivariate function
We consider the following bivariate function with multiple pairwise interaction terms over
the range [0, 2]d.
f(x) =
dX
i=1
x2i  
d/2X
i=1
x42i 1x
4
2i (7.20)
where d is the number of input variables which is equal to 10. In this example, we use
the normalised error from Eq. 6.14 with 100 sampling points (Ns = 100). The normalised
norm (Eq. 6.14) is:
"L2 =
s
NsP
j=1
(fexact(xj)  fapprox(xj))2s
NsP
j=1
fexact(xj)2
From the bivariate function in Eq. 7.20, there are 5 terms that account for the pairwise
interactions (i.e. x1x2, x3x4, x5x6, x7x8, x9x10). It is, therefore, expected that the proposed
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adaptive scheme using the second-order Sobol indices can detect these component functions
and discard the others, hence reducing the number of collocation points in comparison to
the HDMR method.
We illustrate this point in Fig. 7.2 by presenting the error decay and the number of
collocation points used for building the surrogate; the square- and the circle-marker curves
represent the non-adaptive HDMR and the AHDMR, respectively. The error convergence of
the known pairwise interaction terms is used as a reference case (the circle-marker curve)
in Fig. 7.2(a), whereas the AHDMR using the Sobol indices is shown in Fig. 7.2(b). As
can be seen in Fig. 7.2(a), the reference case requires fewer collocation points than the
non-adaptive HDMR at the same error measure. This is due to the fact that some of the
collocation points in the non-adaptive HDMR expansion are used to construct component
functions which do not contribute to the model output, and consequently it requires more
sampling points.
Comparing Figs. 7.2(a) and 7.2(b) shows that the error decay of the AHDMR in Fig. 7.2(b)
provides a better convergence rate than the non-adaptive HDMR, and is similar to the ref-
erence case in Fig. 7.2(a). This result infers that the Sobol indices can be used to detect the
important component functions without prior knowledge of dominating interaction terms,
which is the case in most applications. The normalised second-order Sobol indices used in
Fig. 7.2(b) are presented in Fig. 7.2(c) where the circle- and square-marker curves represent
the changes of the normalised Sij in terms of first and second derivatives. As can be seen
in Fig. 7.2(c), using the cut-off "s between 0.2 and 0.8 for the AHDMR would result in the
same number of effective terms (5 terms) as the reference case. From this example, it should
be noted that we only need the second-order HDMR to represent the bivariate function, but
we present convergence rates up to fourth order for the reference case, and to second order
for AHDMR case to show the convergence.
The bivariate function was also used in [69] for AHDMR studies but with different
measure criteria in which the authors made an assumption that the selection of higher-order
indices relies on the lower-order indices. For instance, if u denotes a set of coordinates for
the lower-order component functions and a set v defines the coordinates for the higher-order
component functions, then v ✓ u. This means that the higher-order terms are identified
dependent on the lower-order terms. In most practical application, this dependency is not
in general the case. In contrast, using the Sobol indices for the AHDMR does not rely on
the lower-order terms, making it more practical for most applications.
7.7.1.2 Trivariate function
We slightly modified a function from [69] to demonstrate trivariate interactions terms in
order to present: 1) error decay rates of HDMR for different levels of interpolation, 2)
convergence rates between the AHDMR and HDMR approaches. The trivariate function
used over the range [0, 2]d for d = 10 dimensions is given in the following form:
f(x) =
dX
i=1
x2i  
d 2X
i=1
x3ix
3
i+1x
3
i+2 (7.21)
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Figure 7.2: Error decays of the bivariate function plotted versus the number of collocation
points: the non-adaptive HDMR is compared with selected component HDMR in (a) and
with the Adaptive HDMR in (b). The pairwise variable indices and the normalised Sij
(Eq. 7.16) are displayed in (c), where the circle- and square-marker curve present first- and
second-derivatives (Der) of the normalised Sij with respect to the variable index.
where d presents the number of input variables. Figure 7.3 presents error convergences of
the trivariate function for the HDMR and AHDMR approaches. Different levels of inter-
polation were obtained by varying the hierarchical surplus and the maximum number of
collocation points of the component functions, while the number of collocation points of
each curve was obtained by varying the order of the HDMR expansion. The full component
HDMR (fixed component functions) is truncated after the forth order (shown by the square
markers) while the AHDMR, adaptive component functions, is truncated after the second
order.
Figures 7.3(a) – 7.3(d) present interpolation levels of the HDMR expansion from q = 1
to q = 4, where q is the Smolyak parameter (Section 4.4.2). The interpolation level is
used for building the surrogate of the component functions in the HDMR. By increasing the
interpolation level (from Figs. 7.3(a) – 7.3(d)), we see that the interpolation level improves
the accuracy of the HDMR and can also affect the convergence rates. However, for the same
interpolation level (within the same figure), the error decay is dependent on the order of the
HDMR. As expected, the HDMR is converged at the third order for the trivariate function
in Figs. 7.3(b) – 7.3(d).
In addition, two cut-offs (✏s) in each figure represent the degree of adaptivity of the
HDMR expansion. For instance, the AHDMR with ✏s = 0.4 means that the normalised
second-order Sobol indices greater than or equal to 0.4 are used in the HDMR expansion
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and the others are discarded. A smaller cut-off value indicates that more pairwise interaction
terms are included in the HDMR. This can be seen in Fig. 7.3 where the circle-marker
curve (✏s = 0.4) requires fewer collocation points than the triangle-marker curve. If the
HDMR is truncated after the second order, we see that using the AHDMR is more efficient
than using the non-adaptive HDMR as it has a better convergence rate with a slightly poor
accuracy. Even though the AHDMR is not better than the non-adaptive HDMR truncated
after the second order, we showed in Section 6.5 that the subdomain HDMR can be used to
efficiently approximate highly multiplicative functions.
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Figure 7.3: Error decays of the trivariate function plotted versus the number of collocation
points: the non-adaptive HDMR (the square-marker curve) is compared with the Adaptive
HDMR. The level of interpolation is varied by using Smolyak parameters from q = 1 to
q = 4 shown in (a)-(d). Two cut-offs ✏s are used at 0.4 (triangle-marker) and 0.8 (circle-
marker), respectively.
7.7.1.3 Multivariate function
For multivariate function structure, Eq. 6.18 is used with 10 input variables over the range
[0, 2]10. The function is shown again below.
f(x) = (
10X
i=1
xi)
10 (7.22)
In this example, the multiplicative function is chosen for two reasons: (1) to study the inter-
polation level and the error convergence of the non-adaptive HDMR expansion as shown in
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Fig. 7.4, and (2) to compare the AHDMR and the non-adaptive HDMR with various cut-off
values as shown in Fig. 7.5.
For the first part, the error convergence of the non-adaptive HDMR is plotted versus
the number of collocation points in Fig. 7.4 where each curve represents different levels
of interpolation used in the HDMR expansion. The number of collocation points for each
curve was varied by increasing the order of the HDMR up to the fourth order. In Fig 7.4,
it can be seen that an increase in the interpolation level from q = 1 to q = 4 can im-
prove the accuracy of the approximation as q increases. In particular, using a higher inter-
polation level improves the approximation of the high-order component functions (order
  3). As can be seen, the normalised errors of the third and fourth order are smaller
when the level q increases. The result in this example indicates that the interpolation
level affects the approximation of the high-order component functions. However, the in-
terpolation level in our proposed algorithm, the ASGI-HDMR, is automatically adjusted
through the hierarchical surpluses which select the level q that satisfies the error threshold.
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Figure 7.4: Error decays of the multiplica-
tive function and the number of collocation
points. Each curve shows the error of the non-
adaptive HDMR approach at different inter-
polation levels q = 1 to q = 4.
For the second part, we present er-
ror convergences and the number of col-
location points in Fig. 7.5 where the non-
adaptive HDMR and the AHDMR are com-
pared for different cut-off values. As de-
scribed previously, the cut-off ✏s is used
to determine the significant pairwise inter-
action terms. In this example, we use a
second-order expansion for the AHDMR
and a forth-order expansion for the non-
adaptive HDMR to be the same as in
Fig. 7.4. For the purpose of comparing both
methods, we will discuss the convergence rates up to the second order.
As shown in Fig. 7.5(a), the error curves of the AHDMR with various cut-offs ✏s are
worse than the non-adaptive HDMR as the normalised errors from the second-order expan-
sion of the AHDMR are greater than the one from the non-adaptive HDMR. This is because
the multiplicative function consists of all interaction terms and all the terms contribute to
the model output. Hence, the AHDMR is not a good candidate to approximate this function
unless all interaction terms are included in the expansion. For such cases, the cut-offs "s in
this example can be used as a trade-off between the number of collocation points and the
accuracy of approximation, as can be seen from the circle-, cross-, triangle-, and square-
marker curves in Fig. 7.4. Though it has shown that the interaction effects of many input
variables from physical applications e.g. molecular physics [148] and physical chemistry
[90] are insignificant, the truncated HDMR (and also the AHDMR in this example) is better
used to approximate problems with weak interaction effects from high-order cooperation of
input variables.
In Figs. 7.5(a) – 7.5(d), we see that increasing the interpolation level does not signif-
icantly improve the accuracy of the AHDMR, similar to the results of the non-adaptive
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HDMR in Fig. 7.4. As described previously, using a high interpolation level could im-
prove the surrogate quality for high-dimensional functions except for the AHDMR as the
interpolation level is only used for low-order component functions (up to a second-order
expansion). Therefore, we suggest using the subdomain HDMR to approximate highly
multiplicative functions, rather than increasing interpolation level or increasing the error
thresholds. The idea of the subdomain HDMR used in the optimisation framework will be
applied to the reservoir PUNQ-S3 in the following section.
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Figure 7.5: Error decays of the multiplicative function and the number of collocation points.
The non-adaptive HDMR (the square-marker curve) is compared with the AHDMR using
various cut-offs ✏s. The level of interpolation is varied by using Smolyak parameters from
q = 1 to q = 4 shown in (a)-(d). The AHDMR with cut-offs 0.2, 0.4, 0.6 and 0.8 are shown
by the dashed curves using circle-, cross-, triangle-, and square-markers, respectively.
7.7.2 The PUNQ-S3 reservoir model
In this section, we present the use of the WCut-AHDMR method, described in Section 7.6,
in comparison to the WCut-HDMR using the reservoir PUNQ-S3 models. The detailed
descriptions, objective function, and initial model setup were described in Section 6.8.5,
from which two models (named as model 1 and model 2) of the PUNQ-S3 are used.
Optimal results using the break-even tax credit function are presented first, followed
by the study of alpha (↵) and sensitivity indices used in the algorithm. Then, we present
the effect of the low-order surrogate on the number of effective pairwise variables. Last, a
comparison of the WCut-AHDMR and other control modes are shown.
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7.7.2.1 Economic performance criteria: break-even tax credit.
Optimal BT values obtained from different surrogate building techniques (the ASGI, the
WCut-HDMR, and the WCut-AHDMR) are displayed in Fig. 7.6. The number of colloca-
tion points shown on the x-axis is the number of points used to build the surrogate — this
shows the computational cost of building the surrogate. From the figure, we expect the best
surrogate approach to provide minimum values for both BT and the number of collocation
points. As can be seen in Fig. 7.6(a), both WCut-HDMR and WCut-AHDMR approaches
provide better BT values (lower BT values) than the ASGI technique at about 1,600 simu-
lation runs, while the WCut-AHDMR is slightly better than the WCut-HDMR in terms of
the number of collocation points. However, at about 200 points, the ASGI performs slightly
better than the other two approaches. Results from model 2 are shown in Fig. 7.6(b) where
the WCut-AHDMR performs much better than the ASGI and also shows an improvement
in the BT value in comparison to the WCut-HDMR approach. This result generally in-
dicates that the Sobol indices procedure, used to detect the significant component function
terms, can improve the performance of the WCut-AHDMR algorithm while requiring fewer
simulations.
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Figure 7.6: The break-even tax credit (BT) values plotted versus the number of colloca-
tion points are displayed with three surrogate building techniques: the ASGI, the WCut-
HDMR, and the WCut-AHDMR for two geological models a) and b), where the alpha value
(Eq. 6.11) of both WCut-HDMR and WCut-AHDMR methods are set at 0.6 and 0.4 in (a)
and (b), respectively. The cut-off value ✏s (Eq. 7.17) is set at 0.3 and 0 for WCut-AHDMR
and WCut-HDMR respectively.
It is also important to compare the performance of the ASGI, WCut-HDMR, andWCut-
HDMR methods with other optimisation algorithms. PSO [78] was chosen in this study
because it has been successfully applied in many realistic applications, see [130]. Also,
PSO is one of the metaheuristic approaches that does not require assumptions about the
characteristics of the problem being solved, such as differentiability and/or smoothness of
the function. In this study, we used the PSO algorithm directly with the reservoir flow sim-
ulation software without using a surrogate. The PSO parameters in this study are described
in Table. 7.2.
Figure 7.7 presents the optimal BT values plotted versus the number of collocation
points for models 1 and 2. The results from Fig. 7.6 are replotted here to compare the BT
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values from PSO as shown by the circle makers. Instead of showing each iteration of PSO,
we sorted the objective function values obtained from each function evaluation of PSO in
a descending order. It can be seen from the figure that spectral interpolation methods i.e.
the ASGI, the WCut-HDMR, and the WCut-AHDMR show better convergence rates than
PSO. The PSO was stopped at 30,000 function evaluations — the maximum number of
function evaluations for the stopping criteria. However, the optimal solution obtained from
PSO is slightly better than the one obtained from our approach, but with significantly more
function evaluations. The optimal BT values of each method frommodels 1 and 2 are shown
in Tables 7.3 and 7.4 respectively.
From Tables 7.3 and 7.4, we can claim that the global optimum of the BT from models 1
and 2 using 30,000 simulations are 24.43 and 25.23 $US/tonne of CO2, respectively. Also,
the optimum BT values from the WCut-AHDMR approach are very close to the global
optimum solution for both models 1 and 2 using significantly fewer simulation runs. In the
next section, we will present the effect of domain shrinking criteria of the WCut-AHDMR
to the optimal solution.
Table 7.2: Initial parameter of the PSO algorithm
No. Parameters Numerical values
1. generations (iterations) 600
2. population size 50
3. function tolerance 1e-6
4. variable tolerance 1e-6
5. social attraction 1.25
6. cognitive attraction 0.5
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Figure 7.7: The break-even tax credit (BT) values plotted versus the number of collocation
points are displayed with four optimisation techniques: the ASGI, the WCut-HDMR, the
WCut-AHDMR and PSO for two geological models a) and b). The ASGI, the WCut-
HDMR, and the WCut-AHDMR obtained from Fig. 7.6 are replotted here for the purposes
of comparison.
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Table 7.3: Optimal BT values obtained from the last iteration for model 1 in Fig.7.7(a).
Techniques BT values Number of function evaluations
$US/tonne (collocation points)
ASGI 24.77 8813
WCut-HDMR 24.94 1907
WCut-AHDMR 24.93 1628
PSO 24.43 30,000
Table 7.4: Optimal BT values obtained from the last iteration for model 2 in Fig.7.7(b).
Techniques BT values Number of function evaluations
$US/tonne (collocation points)
ASGI 26 8917
WCut-HDMR 25.94 3513
WCut-AHDMR 25.39 3779
PSO 25.23 30,000
7.7.2.2 The effect of ↵ in the WCut-AHDMR algorithm
The alpha (↵) of the WCut-AHDMR algorithm (Eq. 6.11) is used to determine the domain
size of the AHDMR surrogate, which is a key factor to balance the exploration and exploita-
tion of the optimisation process. In this section, we consider the impact of different alpha
values on the optimal solution.
Figure 7.8 presents variation of the BT values from the WCut-AHDMR approach using
different alpha values for models 1 and 2. Intuitively, a greater alpha value means that the
WCut-AHDMR allows the optimisation algorithm to search in a larger domain, creating
chances for another diverse but promising solution. This however may slow the rate of
finding the optimal solution and may, in some cases, sacrifice the accuracy of the surrogate.
In contrast, a smaller alpha value enables the algorithm to probe a restricted domain for a
better solution, which may increase the rate of convergence but limit diversification of the
solution.
We see from both Figs. 7.8(a) and 7.8(b) that the optimal BT values are better using
an alpha value of 0.5. The results here show that alpha has an influential effect on the
optimisation results, indicating that the optimal result is sensitive to the searching criteria
of the WCut-AHDMR algorithm. It is also shown that an alpha value of around 0.5 provides
the best convergence rate for both models. We will discuss an approach for selecting alpha
in Section 8.2.3.
7.7.2.3 Sobol indices and the WCut-AHDMR algorithm
Since the proposed WCut-AHDMR approach provides the low-order surrogate model dur-
ing the exploration phase (see the flowchart in Fig. 7.1), we can use this surrogate to find
Sobol indices. We used the Sobol estimator in Eq. 7.15 to obtain the first-order Sobol in-
dices for significant injection steps with respect to the BT function, and the second-order
Sobol indices for significant interactions of the injection controls. In this section, we present
both first- and second-order Sobol Indices for a sensitivity analysis of the BT.
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Figure 7.8: The break-even tax (BT) values plotted versus the number of collocation points
are displayed using the ASGI and the WCut-AHDMR for various alpha values for models
1 and 2 in a) and b).
First-order Sobol sensitivity indices. We recall from Fig. 7.6 that the BT values are the
optimal solutions obtained from different surrogate building approaches, from which the
best BT was obtained from the WCut-AHDMR approach and the worst from the ASGI
method. Two models are used here: Figs. 7.9 and 7.10 present the results from models 1
and 2, respectively. In both figures, the first-order Sobol indices (the main effect) and the
associated injection steps are shown; only the injection ratios of injector 1 are displayed
since the injection ratios of injector 2 can be simply obtained by subtracting the ratios of
injector 1 from 1 (see Fig. ??).
For model 1, we see from Fig. 7.9(a) that the variables 1, 6, and 9 have a higher Sobol
index than the others. This means that the BT function is sensitive to changes in these
control variables. Therefore, adjusting these control variables might result in a change
of the model output — the BT. In Fig. 7.9(b), we see that both the WCut-AHDMR and
WCut-HDMR approaches have control steps 1, 6, 7, and 9 that are different from the ASGI,
and most of these control steps correspond to the important variables shown in Fig. 7.9(a).
Therefore, we can infer that the control steps 1, 6, and 9 from the WCut-AHDMR and
the WCut-HDMR contribute to the better BT value, see Fig. 7.6). Additionally, step 4 in
Fig. 7.9(a) is not an important control variable since it has a relatively smaller number of the
main effects. Thus, altering step 4 (in Fig. 7.9(b)) of the WCut-AHDMR does not improve
the BT value.
For model 2, Fig. 7.10(a) shows that the variables 1, 9, and 2 (in order of Sobol index
ranking) are the important control steps; therefore, changing these steps can impact the BT
value. As can be seen in Fig. 7.10(b), the injection steps 9 and 2 from both the WCut-
AHDMR and WCut-HDMR approaches are different from the ASGI. Thus, it may imply
that both methods target the adjustment on these steps in order to change (improve) the BT
value, and consequently using these control steps leads to the lower BT value (Fig. 7.6(b)).
In addition, the difference in the BT value from both the WCut-HDMR andWCut-AHDMR
methods results principally from the difference in control step 1 since this injection step is
one of the most significant control variables. The results from Figs 7.9 and 7.10 imply that
the WCut-AHDMR method targets the injection rates most likely at the influential control
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Figure 7.9: a) The first-order Sobol indices (Si in Eq. 7.10) evaluated from the low-order
surrogate during the exploration phase. b) Injection control steps for three different ap-
proaches: the ASGI, the WCut-HDMR, and the WCut-AHDMR. This result was obtained
from model 1.
steps and hence it helps to guide the search to a better optimal solution while using fewer
simulation runs than PSO and the ASGI method.
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Figure 7.10: a) The first-order Sobol indices (Si in Eq. 7.10) evaluated from the low-order
surrogate during the exploration phase. b) Injection control steps for three different ap-
proaches: the ASGI, the WCut-HDMR, and the WCut-AHDMR. This result was obtained
from model 2.
Second-order Sobol sensitivity indices. In Section 7.3, we showed that a larger second-
order Sobol index implies the significant impact of the pairwise variables. Based on the
second-order Sobol indices, we can decide which important terms are included in the Cut-
HDMR expansion for efficient surrogate construction.
In this work, we present the use of normalised Sobol indices (Eq. 7.16) with the cut-off
parameter (✏s in Eq. 7.17) to determine the influential terms. Figure 7.11 presents how
the normalised Sij were selected in the AHDMR algorithm for both models 1 and 2. The
solid curve denotes the normalised Sobol indices while the circle- and square-marker curves
display the first and second derivative of the normalised Sij . The derivatives illustrate the
change of the normalised Sij value with respect to the pairwise variable index. The cut-off
value is selected based on the largest (either first or second) derivatives of the normalised
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Sij . If the cut-off ✏s is set to zero, all pairwise component functions fij(xi, xj) will be
included in the Cut-HDMR structure and hence there is no decompositional adaptivity. On
the other hand, if the cut-off ✏s is set to 1, only the most significant term will be included
and all other terms will be discarded. These cut-off values at 0 and 1 demonstrate extreme
cases of the decompositional adaptivity. Thus, they represent the adaptivity degree of the
Cut-HDMR expansion. In this study, we use the cut-off at 0.3 (dashed lines) for both
model realisations. There are 10 injection steps in this study; therefore, the total number
of the pairwise terms is 45 (10C2 =
 10
2
 
). Based on the cut-off value at 0.3, it can be
seen in Fig. 7.11 that we can obtain 29 and 36 influential pairwise component functions for
models 1 and 2, respectively. These influential pairwise terms were used in the AHDMR
expansion for the WCut-AHDMR algorithm, of which the optimal BT were previously
shown in Fig. 7.6.
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Figure 7.11: Normalised second-order Sobol indices plotted versus the index of pairwise
variables for two realisations a) and b). The circle- and square-marker represents the
changes of the normalised Sij in terms of first and second derivatives (Der) with respect
to the pairwise variable index.
7.7.2.4 The effect of low-order surrogates in the WCut-AHDMR algorithm.
In the previous section, we demonstrated how the low-order surrogate in the exploration
phase could be used to assist the global sensitivity to the input variables. However, in this
section, we study how the low-order surrogates using different interpolation levels could
affect the total number of effective pairwise variables. In order to avoid confusion, we refer
to the low-order surrogate as the exploration surrogate in this section. To this end, different
exploration surrogates were obtained by varying the interpolation level from q = 1 to q = 4.
Figures 7.12 and 7.13 present the relationship of the cut-off values ✏s and the total number
of effective pairwise variables for models 1 and 2, respectively.
For model 1, the curves in Fig. 7.12(a) represent the exploration surrogates using vari-
ous interpolation levels. We see that the total number of effective pairwise variables depends
on the interpolation level of the surrogate — there is a large variation in the total number
of effective pairwise interactions when the cut-off value is smaller than 0.6. In contrast, the
variation of the total number of effective pairwise variables is relatively small when the cut-
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Figure 7.12: The relationship of the cut-off values and the total number of effective pairwise
terms with four levels of interpolation is shown in (a) where the associated variance of the
total number of effective components is presented in (b). Model 1 is used in this figure.
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Figure 7.13: The relationship of the cut-off values and the total number of effective pairwise
terms with four levels of interpolation is shown in (a) where the associated variance of the
total number of effective components is presented in (b). Model 2 is used in this figure.
off value is greater than 0.6. The variance and the cut-off value are shown in Fig. 7.12(b)
where the variance of the total number of effective pairwise variables highlights the sensi-
tivity of the total number of effective terms to the interpolation level. In this figure, we used
the cut-off line at 0.6 to separate the region in which the interpolation level of the surrogate
affects the total number of the effective variables.
For model 2, Figure 7.13 shows similar results to model 1 with the cut-off line at 0.5.
We can see that the total number of effective pairwise variables becomes more sensitive to
the interpolation level when the cut-off value is smaller than 0.5. The results from both
models show that the choice of cut-off thresholds might impact the number of effective
components and subsequently the quality of the surrogate need to compensate for missing
terms in the HDMR decomposition.
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7.7.2.5 Comparison of the WCut-AHDMR method and other control modes
Figure 7.14 displays the various phases of CO2 obtained from the optimal injection strategy,
BHP controls, and constant rate controls at different injection ratios of 0, 0.25, 0.75, and
1; all control rates were constrained by the total mass of CO2 injection in this study. The
optimal strategy is obtained from the WCut-AHDMR approach from model 2 whose BT
value is shown in Fig. 7.6(b). In comparison to BHP and constant rate controls, the WCut-
AHDMR approach provides the maximum mass of CO2 capillary trapped, see Fig. 7.14(a),
and the minimum amount of mobile CO2, see Fig. 7.14(b). Moreover, the results obtained
from the WCut-AHDMR are significantly better than the other control modes, which also
confirms the value of optimisation over non-optimal strategies using BHP and fixed rate
controls. In Fig. 7.14(c), we observe that using a constant rate could be sufficient to increase
the mass of CO2 dissolved in brine, but obviously it is not a good injection strategy to
enhance the amount of immobile CO2, both capillary and dissolution trappings.
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Figure 7.14: The mass of CO2 in various phases, shown in (a) residual (capillary) trap-
ping, (b) dissolution trapping, and (c) mobile phase of CO2, are obtained from different
control modes. The BHP and the constant rate controls are represented by the cross-marker
and the dotted curves, respectively. The solid curve presents the proposed WCut-AHDMR
technique.
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7.8 Summary
We have developed an efficient surrogate-assisted optimisation technique using Adaptive
High-Dimensional Model Representation (AHDMR) with walking cut points to find the
optimal CO2 injection strategy. Our results are summarised as follows:
1. The adaptive ASGI-HDMR approach uses effective lower-dimensional functions to
represent a high-dimensional function from which the Sobol index is used to identify
the effective pairwise terms in the HDMR structure.
2. On bivariate test function, better convergence rates were obtained from the AHDMR
approach in comparison to the ASGI-HDMR approach. Therefore, building the sur-
rogate with the AHDMR technique in this example results in fewer points (simulation
runs) than the ASGI-HDMR for equivalent errors.
3. On trivariate test function, the AHDMR was more computationally efficient than the
non-adaptive HDMR with a slightly poor accuracy when its expansion was truncated
after the second order. Even though using the HDMR up to third-order expansion
could well represent the trivariate function, this is not necessary if subdomain HDMR
is employed.
4. The results from the multiplicative function showed that the AHDMR method was
worse than the non-adaptive HDMR. This is because all component functions con-
tributes to the model output and hence using the AHDMR will not improve the rate
of convergence. However, we reported that the cut-off number in the AHDMR ex-
pansion could be used as a trade-off between the accuracy of the surrogate and the
cost of computation.
5. For a surrogate-assisted optimisation method, we developed theWCut-AHDMR tech-
nique which was modified from the WCut-HDMR approach by including a global
sensitivity analysis to identify the effective pairwise component functions. The sur-
rogate using the WCut-AHDMR is a surface built locally with a reduced domain.
The centroid of the surface is iteratively updated based on the optimal point obtained
from the previous iteration, and the new surface with the updated centroid is built by
shrinking the search domain. This process is repeated iteratively while balancing the
trade-off between exploration and exploitation in the optimisation algorithm. By us-
ing sensitivity indices in the algorithm, the results based on the BT function showed
that the WCut-AHDMR not only provides a better optimal solution, but also requires
fewer simulation runs than the WCut-HDMR.
6. The WCut-AHDMR method tested on the PUNQ-S3 model revealed the potential
benefits of using this optimisation technique for CO2 sequestration in deep saline
aquifers in comparison to the WCut-HDMR, the ASGI, and other control modes,
such as BHP and constant rates.
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CHAPTER 8
SUMMARY AND RECOMMENDATIONS
This thesis addressed two key areas: (i) how to assist decision making under uncertainty in
Chapters 4 and 5, and (ii) the development of optimisation algorithms in Chapters 6 and 7.
The techniques presented in the thesis are based on the surrogate-assisted optimisation ap-
proach with application to CO2 sequestration. The main results are summarised in this
chapter with a suggestion for future work at the end.
8.1 Summary
Successful CO2 sequestration relies on operation strategies considering economic perfor-
mance criteria, sufficient capacity and long-term security of storage formations. Unfortu-
nately, these criteria are generally conflicting objectives, and often difficult to guarantee
when sufficient geological data from storage sites is not available. In this thesis, we ad-
dressed these issues and showed how to make efficient and effective decisions for CO2
injection strategies in deep saline formations under geological uncertainty. Injection rates
of CO2 were allocated among injection wells for optimisation.
The thesis began with Chapter 2 with an introduction to climate change and carbon
capture and storage (CCS). We briefly reviewed the evidence that climate change is closely
related to greenhouse gas emissions (GHGs) which can be mitigated by sequestration of
CO2 in geological formations such as deep saline aquifers. We discussed trapping mecha-
nisms which render the CO2 immobile, and hence safely stored, in aquifers.
Uncertainty quantification (UQ) was addressed in Chapter 3. We presented the main
ingredients of UQ, types and sources of uncertainty, and described the type of uncertainty
present in the geological description of aquifers. To mitigate the impact of geological un-
certainty, we introduced the use of robust optimisation that considers both the objective
function value and its variation. A literature review related to sensitivity analysis of CO2
trapped in aquifers to various reservoir parameters was presented, and recent optimisation
techniques that enhanced the trapping mechanism were also reviewed.
The main contribution of this thesis was presented in Chapter 4 onward presenting de-
cision making and optimisation techniques for CO2 injection strategies under uncertainty.
The research was presented in three parts in four chapters:
1. Surrogate-assisted optimisation in Chapter 4.
2. Multi-criterion optimisation in Chapters 5.
3. Surrogate technique for high-dimensional functions in Chapters 6 and 7.
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Surrogate-assisted optimisation
Computational optimisation applied to CO2 sequestration requires multiple function evalu-
ations of the computationally intensive flow equations. Moreover, this computational cost
increases rapidly when dealing with the impact of geological uncertainty.
We introduced the surrogate building technique that assists the optimisation process so
that finding a robust injection strategy is feasible. Theoretical and approximate approaches
using the sparse grid sampling method were presented in this chapter where the basic prin-
ciples of polynomial interpolation, and the types of chosen grid nodes were described.
Smolyak and sparse grid interpolation approaches were used to approximate the objective
function for optimisation in this work. For efficient construction of the surrogate, dimen-
sional adaptivity was applied to automatically fill the sampling points along the dimensions
where greater resolution is needed. The adaptive sparse grid interpolation approach was
implemented in Chapter 4 to find a robust CO2 injection strategy.
Chapter 4 presented CO2 applications using the adaptive sparse grid interpolation method.
A break-even tax credit (BT) function was formulated to take into account the economic cri-
teria of a CO2 sequestration project. Later, we proposed the use of the utility function by
using the mean and variance of the BT function to cope with geological uncertainty. Both
adaptive and non-adaptive sparse grid interpolation were used to approximate the utility
function and the optimisation procedure using particle swarm optimisation (PSO) was run
on the utility function to find a robust solution.
From simple mathematical test functions and the PUNQ-S3 model, we found that adap-
tive sparse grid interpolation (ASGI) is more efficient than the regular (non-adaptive) sparse
grid. Therefore, ASGI was used within two surrogate building approaches: the one-to-one
and the mean-std techniques. The later technique is the better one for building the utility
function for optimisation. Later, we reported that the robust solution was necessary for deci-
sion making under uncertainty as it was insensitive to the impact of geological uncertainty
while providing the minimum value of the BT function. Results were shown for various
utility parameters which can be adjusted based on the risk attitude of decision makers.
Multi-criterion optimisation
We presented the use of multi-objective optimisation (MOO) techniques to find robust injec-
tion strategies with a trade-off between conflicting criteria. We discussed the basic princi-
ples and general ideas of multi-optimisation. The concepts of domination, a Pareto-optimal
set, and dependency of chosen criteria were introduced and discussed, from which we em-
phasised that the use of MOO would be more efficient than single-objective optimisation if
there exist conflicts among objectives such that the Pareto-optimal set is necessary for deci-
sion making. A short survey of MOO approaches was given with detailed descriptions of a
non-dominated sorting algorithm (NSGA-II). Also, we presented the MOO approach under
uncertainty and discussed the use of ASGI for a surrogate-assisted optimisation approach.
Applications to CO2 sequestration were presented with two main sections. Firstly, the
utility function of the mean and the variance of the BT function in Chapter 4 was replaced
by two multiple objective functions and the MOO approach was used to solve for the robust
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solution. Since the MOO approach relies on parametric estimation of the mean and the
variance, we presented three types of statistical measures and showed the impact on deci-
sion making using different parametric probability distributions. Secondly, in addition to
economic criteria, we considered the sweep efficiency of CO2 flooding and the risk of CO2
leakage from storage aquifers. The use of the MOO approach under geological uncertainty
showed that the mass of trapped CO2 and the risk of CO2 leakage are trade-off solutions
which can be controlled by using an appropriate injection strategy. Later in this chapter,
we proposed the preference-based bias, and minimax approaches to assist decision making
with multiple trade-off solutions. To this end, we developed tools for robust injection strate-
gies when the economic considerations, CO2 sweep efficiency, and the risk of CO2 leakage
were taken into account simultaneously.
Optimisation techniques for high-dimensional functions
Our previous work was limited to problems with a small number of control variables. For
problems with many input variables, the difficulty of constructing accurate high-dimensional
surrogate models is attributed to the curse of dimensionality — the computational time in-
creases exponentially with the number of input variables. In Chapters 6 and 7, we proposed
surrogate building techniques for the optimisation of CO2 injection strategies with many
input parameters.
Chapter 6 presented the use of high-dimensional model representation (HDMR) to effi-
ciently map the input-output of functions in a hierarchical structure of component functions
with different input variables. This technique was used to build the surrogate of the ob-
jective function having many input variables. Several HDMR techniques were discussed
in the chapter and the Cut-HDMR coupled with the ASGI method was used to assist CO2
optimisation. In the application section, we demonstrated the use of HDMR with simple
mathematical functions and the PUNQ-S3 model. Based on the curse of dimensionality
study, it was shown that the hierarchical adaptive sparse grid using HDMR was suitable for
building a surrogate having many input variables. Even though the degree of input variable
interactions of the function is important for the selection of the HDMR order, we found that
the low-order HDMR is a promising approach when the domain of input variables becomes
small. Later, we showed that the subdomain HDMR with a moving cut-point for optimi-
sation of the PUNQ-S3 model provides better optimal results in comparison to the ASGI
approach. In the end, we presented that the proposed WCut-HDMR approach resulted in
the maximum mass of CO2 trapped in various phases, in comparison to the other control
modes.
In order to increase computational efficiency of the algorithm, we developed an adaptive
scheme for the WCut-HDMR method using second-order Sobol indices in Chapter 7. We
demonstrated the use of Sobol indices to adaptively select the effective component functions
in the HDMR expansion. Mathematical test functions and the PUNQ-S3 models were pre-
sented. For simple mathematical test functions, we found that the Sobol indices efficiently
reveal the effective component functions in the HDMR expansion, leading to the adaptive
HDMR (AHDMR). For the PUNQ-S3 model, the AHDMR method combined with a mov-
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ing cut-point for optimisation was better than the WCut-HDMR, the ASGI, and the PSO
methods, providing a promising tool for optimisation with many input variables.
Final remarks
In the thesis, we have addressed three key factors: robust optimisation, multi-criterion opti-
misation, and optimisation with many input variables, to assist the decision making process
for CO2 sequestration under uncertainty. The proposed techniques provide alternative and
efficient tools for the design of CO2 injection in deep saline aquifers.
8.2 Research directions for future work
8.2.1 Decision making and robust optimisation
Mean-variance method
Mean and variance were used in the thesis for robust optimisation either in the form of a
utility function or multiple objective functions. We showed that the mean and the variance
of the objective function are conflicting criteria for which the Pareto-optimal front exists
and the trade-off solution can be obtained. However, for effective decision making using
the mean-variance approach, we found that some criteria need to be satisfied.
Figure 8.1 presents the idea for the mean and standard deviation of the objective function
when both are minimised. The left figure presents two extreme solutions of the Pareto-
optimal front on the mean-std criterion space; these two solutions can be expressed in three
cases for the PDF of the objective function, as shown in the blue and red distributions in A,
B, and C; the dashed lines and the arrows show the mean and the Value-at-Risk (VaR) of
the distribution, respectively. In case A, the VaR of the blue distribution is greater than the
mean of the red distribution; this is a general characteristic of the mean-std approach from
which a trade-off between mean and standard deviation exists. However, in case C, we see
that the blue solution is always better than the red as the worst case (VaR) of the blue is
still better than the best case of the red distribution. Hence, the mean-std approach in case
C does not provide useful information as a rational decision maker would prefer the blue
solution to the red. Future work could investigate the necessary criteria of the mean-std
approach so that it is useful for decision making. For this reason, we suggest that the VaR
equal to the mean of the red distribution (Case B) can be used as a necessary condition.
Parametric Pareto-optimal front
The Pareto front was discussed previously where we showed that it is a key ingredient
for multi-criterion decision making. For future work, we suggest that the Pareto front can
be modelled as a parametric function that contains the input parameters of interest. By
doing this, a sensitivity analysis of the Pareto front to the input parameters can be obtained.
For example, we can include types of geophysical properties in the model so that we can
investigate which parameters have the most influential effect on the Pareto front.
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Figure 8.1: A suggested necessary condition of the mean-std approach for decision making:
the left figure presents the Pareto-optimal front with two extreme solutions while the right
figure represents three scenarios of the PDFs of the objective function. The Value-at-Risk
and the mean of the distribution are denoted by the VaR and the dashed line, respectively.
Figure 8.2: Demonstration of sensitivity analysis of Pareto-optimal front to different sets of
geological properties of reservoir models; x and y present two conflicting objectives and the
solid curves represent the Pareto-optimal front obtained from the regression of the solutions.
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Figure 8.2 presents two conflicting criteria x and y with two sets of Pareto-optimal so-
lutions (the blue and the hollow circles). Each set of solutions, represented by different
colours, is obtained from different geological models. For example, the blue circles repre-
sent solutions from geological parameter set 1, while the hollow circles are from geological
parameter set 2. The Pareto-optimal front, represented by the solid curves, is a regression
model which is formulated by a function y = f(a, b, x), where a and b are functions of the
geological parameters, such as petrophysical properties and structural geology of aquifers,
respectively. Therefore, based on a, b, and a given definition of variation of f , we can ana-
lytically quantify the significant input variables (e.g. petrophysical properties, the structure
of geology) to multi-criterion decision making.
8.2.2 Surrogate building techniques: adaptive sparse grid
Well placement optimisation: integer variable problems
A smooth function (mixed derivatives are bounded) is required for the error decay of the
polynomial interpolation to converge, meaning that the interpolating polynomial is more
accurate as more sampling points are used. However, for some applications such as well
placement problems for instance, the optimising variables (well location) are positive inte-
gers and hence the objective function might not be smooth. For this reason, a transforma-
tion of the input variables might be required. Figure 8.3 presents the response surface of the
objective functions in well placement optimisation where wells 1 and 2 represent well loca-
tions defined by the grid box index. From this figure, we found that the mean and standard
deviation of the NPV obtained from different geological realisations of the PUNQ-S3 model
are not smooth as the input variables are all integers. Therefore, for this preliminary work
detailed in [27], we transformed the integer variables (well locations) to be approximately
close to continuous variables such that the objective function is smoother. Then, we used
adaptive sparse grid interpolation to approximate the objective function on the presumably
continuous domain. For future work, we will further investigate transformation techniques
for integer variables for polynomial interpolation.
(a) Mean NPV (b) NPV standard deviation
Figure 8.3: Three-dimensional response surface of the mean and the standard deviation of
the NPV for well placement problems, from [27].
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Figure 8.4: The layout of Chebyshev-based grid points with constrained input variables.
Left figure: the shaded area shows the condition x1 + x2  1. Right figure: the volume
behind the cross lines represents the condition x1 + x2 + x3  1.
Constrained surrogates for optimisation problems
The layout of Chebyshev-based grid points is shown in Fig. 4.10 where we see that the
domain range of input variables is bounded by 0 and 1. In this thesis, constraints on input
variables have not been considered. However, for the problems with many injection wells
for CO2 sequestration, these constraints need to be included in future work so that the
surrogate can be built with respect to the input constraints. We present this idea in Fig. 8.4.
The shaded area on the left figure satisfies the condition x1 + x2  1 while the volume
behind the cross lines on the right figure satisfies the condition x1 + x2 + x3  1. These
conditions represent the constraints on the total CO2 injection rates as only a certain amount
of CO2 is supplied from industrial sources.
Multi-criteria optimisation
For the surrogate-assisted multi-objective optimisation technique, we built a separate surro-
gate for each objective function, as described in Section 5.5. Building a separate surrogate
demands considerable computational resources in multi-objective optimisation. However, it
is possible to use the information from both objective functions (the hierarchical surpluses
of both objective functions) to determine the location of the sampling points. In other
words, the adaptive sparse grid will take error measurements from both objective functions
and hence the surrogate could be built based on the function with a greater degree of non-
linearity. To this end, future work should include the use of dimensional adaptivity of the
surrogate based on multiple output for efficient surrogate construction.
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8.2.3 WCut-AHDMR algorithm
We list several parameters below that can be improved to increase the efficiency of the
WCut-AHDMR algorithm.
Damping strategy for alpha (Eq. 6.11)
We see from Section 7.7.2.2 that the alpha value in the WCut-AHDMR algorithm could
impact the optimal solution as it is used to balance the exploration and exploitation of the
searching process of optimisation. The selection of alpha can be improved further in future
work by using damping parameters ( ) similar to the Levenberg-Marquardt algorithm [99].
The damping strategy, in general, is used to update the alpha value based on the iteration step
in the optimisation, which could improve the overall performance of the WCut-AHDMR
algorithm.
Anisotropic alpha
In this thesis, we used a constant alpha value in all dimensions — an isotropic alpha. Future
work could investigation the use of an anisotropic alpha— alpha values in all directions may
not be the same — and its impact on the performance of the algorithm. Since a sensitivity
analysis of the input variables is available from the WCut-AHDMR algorithm, one may use
this sensitivity information to independently update the alpha in each dimension.
A comparison of WCut-AHDMR and ensemble-based optimisation
Ensemble-Based Optimisation (EnOpt) [29] is an approximate-gradient method where the
search direction is obtained from Monte-Carlo sampling of the Gaussian distribution with
a given mean and standard deviation. The standard deviation in EnOpt and alpha used in
the WCut-AHDMR are similar. A comparison between the WCut-AHDMR and the EnOpt
algorithms should be included in future work as EnOpt has been shown to be a promising
approach in recent years [29, 124]. Also, both methods have advantages and disadvantages
that are worth considering. For example, using EnOpt is more likely to get trapped at local
optima than the WCut-AHDMR method as its search space is limited to the local neigh-
bourhood whereas the WCut-AHDMR uses the information from the exploration surrogate
to search for the optimum solution. However, the computational cost of the WCut-AHDMR
algorithm depends on the number of input variables. In contrast, EnOpt can efficiently han-
dle optimisation problems with many input variables.
8.2.4 Global sensitivity analysis
We used global sensitivity analysis (GSA) in Section 7.3 to investigate the model parameters
to which the performance criterion of CO2 sequestration is sensitive. We showed that the
advantages of using GSA are as follows: Firstly, the sensitivity study accounts for the entire
domain of the parameters of interest, in contrast to a local sensitivity analysis. Secondly,
it is a model-independent approach where the linearity of the model inputs and outputs
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Figure 8.5: The parameters used in the global sensitivity analysis; these parameters are
permeability, porosity, and fault throw. a) The correlation length represents the connectivity
of the petrophysical properties; the figure shows different correlation lengths using the same
mean and standard deviation of permeability. b) Fault throw demonstration: the throw of
the fault in the PUNQ-S3 represents the uncertainty of the aquifer structure.
Figure 8.6: Box plots of the main and total effects. The main effect represents the uncer-
tainty of individual parameters that contributes to the output uncertainty. In contrast, the
total effect represents the contribution of output uncertainty from the interaction between
the individual input parameters.
is not necessarily known a priori. Lastly, the GSA reveals the degree of input parameter
interactions.
In our preliminary results, we used GSA to identify several aquifer properties of the
PUNQ-S3 model in relation to the BT function. The parameters of interest are permeabil-
ity, porosity, and structural features of the aquifer (fault throw). Figure 8.5 presents the
parameters used in the GSA study: correlation length and fault throw.
Figure 8.6 displays the box plots of permeability, porosity, and fault throw for the main
and total effects. The main effect represents the independent effect of the parameter alone,
while the total effect presents the interaction of the particular parameters. The range of the
boxes presents the variation from different injection strategies. From the figure, we see that
the fault throw appears to be less sensitive in comparison to permeability and porosity for
both the main and total effects. Additionally, the output contribution from the fault throw
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appears to be insensitive to injection strategy as it has the smallest box range. However,
this preliminary work needs to further study of the effect of different structural features and
geophysical properties. For future work, we suggest the following:
• A sensitivity study of break-even tax credits to correlation lengths, sandbody con-
nectivity, petrophysical properties, and structural features of saline aquifers using the
GSA.
• A sensitivity study of the risk of CO2 leakage to correlation lengths, sandbody con-
nectivity, petrophysical properties, and structural features of saline aquifers using the
GSA.
• A sensitivity of geological realisations (a set of correlation lengths, sandbody connec-
tivity, petrophysical properties, and structural features of saline aquifers) and various
injection strategies to objective function will be studied. Then, the effective realisa-
tion (a greater value of the total sensitivity indices) will be ranked and used in the
optimisation process. For example, given that x represents a vector for the injection
strategy, y represents a vector of geological realisations where y := (y1, y2, . . . , yn)
for n realisations, and f is an objective function. Then f can be explicitly written as:
f(x, y) = g(x) + h(y) + r(x, y) (8.1)
where r(x, y) = r1(x, y1) + r2(x, y2) + . . .+ rn(x, yn) (8.2)
from which GSAmakes use of the function r(x, y) to detect the geological realisation
that has the most interaction with injection strategy. This technique is based on the
importance of group variables, proposed in [162].
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CHAPTER A
ERROR ANALYSIS OF LAGRANGE
POLYNOMIAL INTERPOLATION
In this section, we first define terms that will be used throughout this study, followed by
a discussion about the choice of grid points that can impact the interpolation quality. For
simplicity of the analysis, we consider a univariate function with a bounded interval [ 1, 1].
Let us first define a function f : [ 1, 1]! R on a closed interval where f 2 C↵([ 1, 1]),
and C↵ represents a linear space of a continuous function with derivatives up to order ↵.
We use ↵ = 0 for a continuous function in this analysis, unless otherwise stated. Given
that an input space X contains {xi}ni=0 where  1  x0  x1  . . .  xn  1, then the
maximum or uniform norm is defined as:
kfk1 = max
x2[ 1,1]
|f(x)| (A.1)
Given Pn and pn denote a set of polynomials of degree at most n on a closed interval
[ 1, 1] and an interpolating polynomial of degree n, respectively. Then, we can define the
interpolation error as
En,1 = kf   pn(f)k1 , n = 0, 1, . . . (A.2)
If the best approximation polynomial is denoted by p⇤n 2 Pn, then the error of the best
approximation polynomial is:
E⇤n,1 = kf   p⇤n(f)k1 = min{kf   pk1 , p 2 Pn} (A.3)
For given polynomials of degree n, p⇤n is the best approximation polynomial because it
has the minimum of a maximum distance between the function and the polynomial. The
interpolation error En,1 and the best approximation error is related to a Lebesgue constant
[138] which is used as an upper-bound for the interpolation error. The Lebesgue constant is
expressed in the following, the details of which can be found in [134, 138, 158].
En,1  (1 + ⇤n(X))E⇤n,1 (A.4)
where ⇤n(X) is the Lebesgue constant given a fixed polynomial degree n; the Lebesgue
constant [134, 138] can be expressed as:
⇤n(X) =
     
nX
i=0
|`(n)i (X)|
     
1
(A.5)
where `(n)i is the characteristic polynomial with n+1 points or the Lagrange basis function
defined in Eq. 4.6. According to Eqs. A.4 and A.5, we see that the interpolation error
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of the polynomial pn, En,1, has the upper bound by the factor of (1 + ⇤n(X)) of the best
approximation errorE⇤n,1. Additionally, the Lebesgue constant depends only on a selection
of grid points and does not depend on f(xi). It can also be seen that there may exist an
optimal grid pattern that minimises ⇤n(X). However, it is a difficult task to minimise the
Lebesgue constant as the explicit form is generally not known. For that reason, Erdo˝s [44]
generalised ⇤n(X), and later it was shown in [21] that the optimal Lebesgue constant can
be estimated for any grid pattern X in a bounded interval, such that
1
2
+
2
⇡
log(n+ 1) < ⇤n(X
⇤) <
3
4
+
2
⇡
log(n+ 1) , n   1 (A.6)
For any continuous function f 2 C0([a, b]) in a bounded interval [a, b], Eq. A.6 implies that
there exist some grid patterns that the polynomial interpolation does not have a uniform
convergence as ⇤n(X) ! 1 when n ! 1. The detailed survey of different grid patterns
can be found in [21, 158]. However, we present only two types of grid distribution in this
study: an equidistant and a non-equidistant grid pattern.
Given that Xeq are equally spaced points of the Lagrange interpolation in a bounded
interval [ 1, 1], defined as
Xeq =
(
xi =  1 + 2(i 1)n 1 ; i = 1, 2, . . . , n for n > 1
x1 = 0.5 for n = 1
(A.7)
Gutknecht and Gautschi [62] showed that the Lebesgue constant of the equally spaced
points (Xe) has the asymptotic series
⇤n(X
eq) v 2
n+1
e n log n
as n!1 (A.8)
where e is the Euler’s number (⇡ 2.7183) and the v-symbol expresses asymptotic equiva-
lence, such that g(N) v f(N) if and only if g(N)/f(N) ! 1 as N ! 1. In contrast to
equally spaced points, the Lagrange polynomial using non-equidistant points, such as the
Chebyshev Gauss-Lobatto (CGL) grid pattern, provides a much better Lebesgue constant.
For the CGL grid pattern, we define T for a set of one-dimensional grids in the following:
T = {xi =   cos(i⇡/n) : i = 0, 1, . . . ,⇡ ; n = 1, 2, . . .} (A.9)
The corresponding Lebesgue constant ⇤n(T ) of the CGL grid is shown with the upper
bound in the following [138]:
⇤n(T )  1 + 2
⇡
log(n+ 1) for n   1 (A.10)
We see that the Lebesgue constant of the CGL grid is in the range of the optimal Lebesgue
constant ⇤n(X⇤) shown in Eq. A.6; this confirms that the CGL has much better interpola-
tion properties than the equally spaced grid pattern (Eq. A.8). The Lebesgue constant values
of the CGL grids at different numbers of points can be found in [20, 80, 127]. The CGL
is one of the grid patterns that provide Lebesgue constants very close to the optimal one.
Thus, we will use the CGL grid pattern for the Barycentric interpolation in this study. It,
however, should be noted that the other grid patterns such as the extended Chebyshev, and
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augmented Chebyshev (see [68, 158]), which has Lebesgue constants close to the optimal
value, can also be used.
To demonstrate the impact of grid patterns on interpolation, we use the equispaced and
the CGL pattern to interpolate the following Runge function [142] over the range [ 5, 5].
f(x) =
1
1 + ↵2x2
(↵ = 1 in this example) (A.11)
Figure A.1 illustrates the Runge function in blue and the Lagrange polynomial (in red)
using different types of grid patterns for 5 and 14 points (the circles). As can be seen,
increasing the number of equally spaced points (left column of the Figure) does not improve
the quality of interpolation. This also implies that increasing the degree of the polynomial
of the equispaced grids cannot always improve the quality of the polynomial interpolation.
Additionally, the oscillation from the polynomial can introduce more errors at the edge
of the interval. In contrast, the Chebyshev-based grid, the non-equidistant grid pattern,
provides better interpolation as it reduces the oscillation of the interpolating polynomial at
the edges of the interval (right column of Fig. A.1), known as the Runge phenomenon [142].
For a smooth function, we also see that increasing the number of CGL points improves the
interpolation quality of the polynomial.
(a) n = 5 points
(b) n = 14 points
Figure A.1: Lagrange polynomial of the Runge function using equispaced and the CGL
points for 5 points (a) and 14 points (b). The circle markers represent the data points while
the blue and the red curves present the Runge function and the Lagrange polynomial, re-
spectively.
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