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Abstract
By using representation theory, we reduce the size of the set of possible values for the dimension
of the convex hull of all feasible points polytope of an orthogonal array (OA) defining integer
linear program (ILP). Our results address the conjecture that if this polytope is non-empty, then
it is full dimensional within the affine space where all the feasible points of the ILP’s linear
programming (LP) relaxation lie, raised by Appa et al., [On multi-index assignment polytopes,
Linear Algebra and its Applications 416 (23) (2006), 224–241]. In particular, our theoretical results
provide a sufficient condition for this polytope to be full dimensional within the LP relaxation
affine space when it is non-empty. This sufficient condition implies all the known non-trivial
values of the dimension of the (k, s) assignment polytope. However, our results suggest that the
conjecture mentioned above may not be true. More generally we provide previously unknown
restrictions on the feasible values of the dimension of convex hull of all feasible points polytope
of our OA defining ILP. We also determine all possible corresponding sets of equality constraints
up to equivalence that can be implied by the integrality constraints of this ILP. Moreover, we
find additional restrictions on the dimension of convex hull of feasible points and larger sets of
corresponding equality constraints for the n = 2 and even s cases. These cases posses symmetries
that do not necessarily exist in the 3 ≤ n or odd s cases. Finally, we develop a general method for
narrowing down the possible values for the dimension of the convex hull of all feasible points of an
arbitrary ILP as well as generating sets of corresponding equality constraints with the zero right
hand side. These are the only sets of zero right hand side equality constraints up to equivalence
that can be implied by the integrality constraints of the ILP.
Keywords: Assignment polytope; Association scheme; Mutually orthogonal Latin squares;
Irreducible real representation; J-characteristics
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1. Introduction
An integer linear program (ILP) is an optimization problem of the form
min cTx
s.t.: Ax = b, x ∈ Zn, (1)
Bx ≤ d,
where A and B are m1 × n and m2 × n constraint matrices, b ∈ R
m1 , d ∈ Rm2 , and cTx is the
objective function. Let P
ILP(1)
I be the convex hull of all feasible points of ILP (1). If P
ILP(1)
I is
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bounded or b ∈ Qm1 , d ∈ Qm2 and the matrices A, B have only rational values, then P
ILP(1)
I
is a polyhedron and its facets are its dim(P
ILP(1)
I ) − 1 dimensional faces. It is well known that
knowing facets of P
ILP(1)
I greatly decreases the time it takes to solve ILP (1). However, determining
whether a face of P
ILP(1)
I is a facet requires knowing dim(P
ILP(1)
I ) and determining dim(P
ILP(1)
I )
is a difficult problem in its own right.
Next we define orthogonal arrays (OAs).
Definition 1. Let λ ≥ 1, n ≥ 2, k ≥ 1 be integers and s be an integer such that 1 ≤ s ≤ k. A
λns × k array Y whose entries are symbols from {l1, . . . , ln} is an OA of strength s, denoted by
OA(λns, k, n, s), if each of the ns symbol combinations from {l1, . . . , ln}
s appears λ times in every
λns × s subarray of Y.
An OA(n2, 3, n, 2) is equivalent to an n × n Latin square and an OA(n2, k, n, 2) is equivalent
to k − 2 mutually orthogonal n × n Latin squares [19]. For λ = 1, an OA(ns, k, n, s) is a (k, s)
assignment of order n [2].
Let x ∈ Zn
k
and x(i1, . . . , ik) be the number of times the symbol combination (i1, . . . , ik) such
that (i1, . . . , ik)
⊤ ∈ {l1, . . . , ln}
k appears in an OA(λns, k, n, s). Then, x is called the frequency
vector of an OA(λns, k, n, s) and must be a feasible point of ILP
min 0
s.t.:
∑
{i1,...,ik}\{ij1 ,...,ijs}∈{l1,...,ln}
k−s
x(i1, . . . , ik) = λ, (2)
0 ≤ x(i1, . . . , ik) ≤ pmax, x(i1, . . . , ik) ∈ Z, for (i1, . . . , ik)
⊤ ∈ {l1, . . . , ln}
k,
for each {j1, . . . , js} ⊆ {1, . . . , k} and each vector (ij1, . . . , ijs)
⊤ ∈ {l1, . . . , ln}
s [9], where pmax ≤ λ
is a positive integer computed as in [9]. For λ = 1, ILP (2) is the ILP formulation for the (k, s)
assignment problem of order n ((k, s)APn) in Appa et al. [2, 3, 4]. For general λ, we call the
problem that is formulated by ILP (2) the OA(λns, k, n, s) problem.
For λ = 1, the convex hull of all the integer points satisfying the constraints of ILP (2) is called
the (k, s) assignment polytope, denoted by P
(k,s)
n;I [4], and all the feasible points in R
nk of the linear
programming (LP) relaxation of ILP (2) is called the linear (k, s) assignment polytope, denoted
by P
(k,s)
n [4]. For general λ, we call the corresponding concepts (k, s, λ) orthogonal array polytope
denoted by P
(k,s,λ)
n;I and (k, s, λ) linear orthogonal array polytope denoted by P
(k,s,λ)
n .
In studying the facets of P
(k,s)
n;I , Appa et al. [2] tabulated Table 1 and conjectured that
dim(P
(k,s)
n;I ) = dim(P
(k,s)
n ) provided that P
(k,s)
n;I 6= ∅. In this paper, we address this conjecture
by using representation theory. In particular, we show that the known symmetries of the feasible
set of ILP (2) drastically narrow down the number of feasible values of dim(P
(k,s)
n;I ), where a sym-
metry of the feasible set of an ILP is a permutation of its variables that sends a feasible point to
a feasible point. The set of all symmetries of an ILP that preserve the objective function value of
each feasible solution is called the symmetry group of the ILP.
A group G is said to act on a set X if for each x ∈ X , gx ∈ X . Such a group action is called
transitive if for each pair (x1, x2) ∈ X ×X , there exists g ∈ G such that gx1 = x2. We need the
following two definitions to compute a subgroup of the symmetry group of ILP (2) and to describe
the action of this subgroup on P
(k,s)
n;I .
Definition 2. Two OA(λns, k, n, s)s are isomorphic if one can be obtained from the other by
applying a sequence of permutations (including the identity) to the rows, columns and the elements
of {l1, . . . , ln} within each column [27].
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Table 1: Known values of dim(P
(k,s)
n;I )
(k, s) n dim(P
(k,s)
n;I ) Reference
(k, 0), ∀k ∈ Z+ ≥ 0 n
k − 1 Appa et al. [2]
(2, 1) ≥ 2 (n− 1)2 Balinski and Russakoff [7]
(3, 1) ≥ 3 n3 − 3n+ 2 Euler [15] , Balas and Saltzman [6]
(3, 2) ≥ 4 (n− 1)3 Euler et al. [16]
(4, 2) ≥ 4, 6= 6 n4 − 6n2 + 8n− 3 Appa et al. [3]
(k, k), ∀k ∈ Z+ ≥ 0 0 Appa et al. [2]
Next, we define the group of isomorphism operations that act on OA(λns, k, n, s).
Definition 3. Each of the (n!)kk! operations that involve permuting columns and the elements
of {l1, . . . , ln} within each column is called an isomorphism operation. The set of all isomorphism
operations forms a group called the paratopism group [14].
Let Giso(k, n) be the paratopism group acting on OA(λns, k, n, s). Then Giso(k, n) is isomorphic
to Sn ≀ Sk [14], where Sn ≀ Sk is the wreath product of the symmetric group of degree n and the
symmetric group of degree k. The definition of the wreath product of groups can be found in [25].
The symmetry group GLP of an LP is the set of all permutations of its variables that send
feasible points to feasible points with the same objective function value [17]. The symmetry group
of the LP relaxation of an ILP is contained in the symmetry group of the ILP. Let GLP(2) be the
GLP of the LP relaxation of ILP (2). It is shown in Geyer et al. [17] that
Sn ≀ Sk ∼= G
iso(k, n) ≤ GLP(2).
Moreover, for arbitrary permutations h1, . . . , hk of the elements of {l1, . . . , ln}, and an arbitrary
permutation g of the elements of {1, . . . , k}, each ((h1, . . . , hk), g) ∈ G
iso(k, n) acts transitively on
the set of variables of ILP (2) by permuting the entries of the frequency vector x according to
((h1, . . . , hk), g)(x(i1, . . . , ik)) = x(i
′
1, . . . , i
′
k),
((h1, . . . , hk), g)((i1, . . . , ik)) = (i
′
1, . . . , i
′
k),
(3)
where (i1, . . . , ik)
⊤ ∈ {l1, . . . , ln}
k and (i′1, . . . , i
′
k) = (h1(ig−1(1)), . . . , hk(ig−1(k)))). Throughout the
paper, unless otherwise stated, the action of an isomorphic copy of Sn ≀Sk or any isomorphic copy
of one of its subgroups on a vector in Cn
k
is defined according to equation (3).
For a subgroup G of the symmetry group of an ILP, two solutions x1, x2 of an ILP are called
isomorphic with respect to G if there exists some g ∈ G such that g(x1) = x2. Margot [22] devel-
oped the branch-and-bound with isomorphism pruning algorithm for solving an ILP by exploiting
a given subgroup G of its symmetry group. An altered version of this algorithm, that finds a set of
all non-isomorphic solutions of an ILP with respect to a given subgroup G of its symmetry group,
was used in [9, 10] to classify all non-isomorphic OA(λns, k, n, s) for many k, n, s, λ combinations.
Throughout the paper, for a vector z and a group G that acts on z by permuting its entries,
let Gz be the orbit of z under the action of G, that is,
Gz = {v ∈ Rn | v = g(z) for some g ∈ G}.
If H is a subgroup of the symmetry group of an ILP, and the constraint v⊤x = c for some
constant c ∈ R is implied by the integrality constraints of the ILP, then the |Hv| − 1 many
non-trivial constraints
(h(v)− v)⊤x = 0 for h ∈ H.
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are valid for the feasible set of the ILP. We call such constraints the zero right hand side linear
equality constraints associated with G.
The paper is organized as follows. In Section 2, we review the theory of analysis of variance
(ANOVA) by using representation theory [13]. In Section 3, we introduce the concept of the J-
characteristics of an array and provide a set of necessary and sufficient constraints for an array to
be an orthogonal array based on its J-characteristics. Moreover, we prove that certain constraints
must be satisfied by the J-characteristics of orthogonal arrays. In Section 4, by using Schurian
association schemes we determine the decomposition of RX into irreducible representations under
the action of the largest known subgroup of GLP(2). In Section 5, we use representation theory,
ANOVA, and the results of Section 4 to show that the symmetries of P
(k,s,λ)
n;I drastically decrease the
number of all possible values of dim(P
(k,s,λ)
n;I ). By using the J-characteristics, we also determine
the corresponding sets of linear equality constraints that can be satisfied by all the points in
P
(k,s)
n;I . These are the only linear equality constraints up to equivalence that can be implied by
the integrality constraints of ILP (2). Our results imply all the values of dim(P
(k,s)
n;I ) in Table 1.
Moreover, we find additional restrictions on dim(P
(k,s,λ)
n;I ) and larger sets of corresponding linear
equality constraints for the n = 2 and even s cases that posses symmetries that do not necessarily
exist in the 3 ≤ n or odd s cases. These sets of linear equality constraints are obtained by taking
the union of the sets of linear equality constraints obtained for the general case. Again, these
are the only linear equality constraints up to equivalence that can be implied by the integrality
constraints of ILP (2). In Section 6, we develop our theoretical results into a method for narrowing
the possible values for the dimension of the convex hull of all feasible points of a general ILP with
the zero objective function and with a given subgroup H of its symmetry group. We also describe
a method for generating the corresponding sets of zero right hand side linear equality constraints
associated with H . These are the only zero right hand side linear equality constraints associated
with H up to equivalence that can be implied by the integrality constraints of the ILP.
Throughout the paper, for a set of points S in a vector space, Span(S) is the span, Aff(S) is
the affine hull, Conv(S) is the convex hull of the points in S, and dim(S) is the dimension of S.
2. The irreducible representations of
∏k
i=1 Sn in ANOVA
We first provide some background material on group representations. When a group G acts
on a vector space V over a field F, i.e., there is a homomorphism ρ : G → AutF(V ) from G into
the group of F-linear automorphisms of the vector space V , then (by abuse of language) both
this homomorphism and V under this action are called a representation of G [13, 26]. Then a
G-invariant subspace W of V yields by restriction a homomorphism ρ|W : G→ AutF(W ) and both
W and this homomorphism are called a subrepresentation of V .
The representation ρ is called real, complex when F is R,C. A representation ρ : G→ AutF(V )
is an embedding of G/Ker(ρ) as a group of matrices acting on V . A representation ρ : G →
AutF(V ) is called faithful if Ker(ρ) = e, where e is the identity element in G. A representation
ρ : G → AutF(V ) is called trivial if ρ(g) acts as the identity matrix in V . If Φ(G) is a group
isomorphic to G via an isomorphism Φ, then each representation ρ : G → AutF(V ) corresponds
to ρ ◦ Φ−1 : Φ(G) → AutF(V ). Then each invariant vector space under the action of G can be
realized as an invariant subspace under the action of Φ(G). Hence, for a fixed scalar field F, to find
all representations of all groups, it suffices to find all faithful representations of all isomorphism
classes of all groups.
A representation ρ : G → AutF(V ) is unitary with respect to an inner product 〈·, ·〉 if
〈ρ(g)v, ρ(g)u〉 = 〈u,v〉 for all u,v ∈ V . It is well known that every representation is unitary
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with respect to some inner product. A representation of a group is called a permutation repre-
sentation if its action on V can be identified by permutations of a basis of V . Let R{l1,...,ln} be
the set of all vectors indexed by {l1, . . . , ln}. Then R
n ∼= R{l1,...,ln} = Span(el1 , . . . , eln), where eli
is the vector indexed by {l1, . . . , ln} such that eli is one at the lith position and zero elsewhere.
The group S{el1 ,...,eln}
∼= Sn acts on the vector space R
{l1,...,ln} = Span(el1 , . . . , eln) by πeli = eπ(li)
for each π ∈ S{el1 ,...,eln}. The action of the group S{el1 ,...,eln}
∼= Sn is a permutation representation
of S{el1 ,...,eln}, and the subspace Span(1n) is the trivial representation of S{el1 ,...,eln} appearing as a
subrepresentation. If a representation of a group ρ : G→ AutF(V ) cannot be further decomposed
into invariant subspaces by employing a change of bases, i.e., there exists no subspaces V1 6= {0}
and V2 6= {0} of V such that V is the orthogonal direct sum of V1 and V2, i.e., V = V1 k V2,
and ρ : G → AutF(Vi) for i = 1, 2 are both representations of G, then ρ : G → AutF(V ) is called
an irreducible representation of G. It is well known that the n − 1 dimensional subspace 1⊥n is
an irreducible real (complex) representation of Sn [13]. Let Φ : G → Φ(G) be an isomorphism.
Two representations W and W ′ of G and Φ(G) are equivalent if there is an invertible linear map
φ : W → W ′ such that φ(g(w)) = Φ(g)(φ(w)) for all w ∈ W and g ∈ G. Clearly, being equiv-
alent is an equivalence relation among all representations of an isomorphism class of a group G.
Throughout the paper, when we refer to a representation of an abstract group without defining its
action, we mean the representation of the isomorphism class of the group. Representation theory
and in particular character theory has been developed to find all non-equivalent representations
of all isomorphism classes of all groups. The character χρ of a representation ρ : G→ AutF(V ) is
defined to be the map χρ : G → F such that χρ(g) = Tr(ρ(g)) for g ∈ G, where Tr(ρ(g)) is the
trace of the linear transformation ρ(g). Since Tr(ABA−1) = Tr(B) for any two square matrices
A, B of the same dimension, the characters of two equivalent representations of an isomorphism
class of a group are the same.
Let X be an nk × k array and the rows of X consist of each of the distinct nk symbol combi-
nations from {l1, . . . , ln}
k. Let RX (CX) be the vector space of all functions from {rows of X} to
R (C). Then
RX ∼= (Rn)⊗k, CX ∼= (Cn)⊗k,
RX = Span(ex1 , . . . , exnk ), and C
X = Span(ex1 , . . . , exnk ), where xi is the ith row X and exi ∈ R
X
is the function that takes the value 1 at xi and zero at every xj 6= xi such that xj is a row
of X. The group
∏k
i=1 S{l1,...,ln}i
∼=
∏k
i=1 Sn acts on the elements of {ex1 , . . . , exnk} by acting on
the columns of X, where the jth component of
∏k
i=1 S{l1,...,ln}i permutes the symbols on the jth
column of X. Then the resulting action of
∏k
i=1 S{l1,...,ln}i on R
X and CX are both permutation
representations.
ANOVA is a decomposition of RX ∼= (Rn)⊗k (CX ∼= (Cn)⊗k) into 2k mutually orthogonal
subspaces [28]. These subspaces can be found by first considering the case k = 1. For k = 1,
RX ∼= Rn decomposes into the direct sum of two subspaces that are invariant under the action of
Sn, i.e.,
Rn ∼= RX = Span(1n) k 1
⊥
n ,
where Sn permutes the symbols {l1, . . . , ln} in the column of X. For k = 2, and i ∈ {1, 2} let
S{l1,...,ln}i permute the symbols {l1, . . . , ln} in the ith column of X. Then we get the following
orthogonal decomposition into irreducible invariant subspaces under the action of S{l1,...,ln}1 ×
S{l1,...,ln}2 as in [13, p. 155],
Rn ⊗ Rn∼= RX∼= (Span(1n)1 ⊗ Span(1n)2)k(Span(1n)1 ⊗ (1
⊥
n )2)k((1
⊥
n )1 ⊗ Span(1n)2)k((1
⊥
n )1 ⊗ (1
⊥
n )2),
n2 1 n− 1 n− 1 (n− 1)2
where the values below each subspace is its dimension. By using tensor powers and taking into
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account multiplicities of each non-equivalent irreducible invariant subspaces that appears in the
decomposition, we get
(Rn)⊗2 ∼= RX ∼= (Span(1n))
⊗2
k 2(1⊥n ⊗ Span(1n)) k (1
⊥
n )
⊗2. (4)
To prove this result in its most general form, we need the following lemma from [13] and a
subsequent lemma.
Lemma 1. Let G1 and G2 be finite groups. Let ρ
1 : G1 → GL(V1) and ρ
2 : G2 → GL(V2) be
representations. Then, for the representation ρ1 ⊗ ρ2 : G1 ×G2 → GL(V1 ⊗ V2) defined by
ρ1 ⊗ ρ2(s, t)(v1 ⊗ v2) = ρ
1(s)(v1)⊗ ρ
2(t)(v2),
the following hold.
1. If ρ1 and ρ2 are irreducible, then ρ1 ⊗ ρ2 is irreducible.
2. Each irreducible representation of G1 × G2 is equivalent to a representation ρ
1 ⊗ ρ2, where
for i = 1, 2 ρi is an irreducible representation of Gi.
Lemma 2. Let G1 and G2 be finite groups. Let ρ
1 : G1 → GL(V1) and ρ
2 : G2 → GL(V2) be
representations. Let ρ1 ⊗ ρ2 : G1 × G2 → GL(V1 ⊗ V2) be defined as in Lemma 1. Then, the
representation ρ1 ⊗ ρ2 : G1 × G2 → GL(V1 ⊗ V2) is equivalent to the representation ρ
2 ⊗ ρ1 :
G2 ×G1 → GL(V2 ⊗ V1).
Proof. First G1 × G2 ∼= G2 × G1, so both ρ
1 ⊗ ρ2 and ρ2 ⊗ ρ1 are representations of the same
isomorphism class of groups. For (s, t) ∈ G1 × G2 let D1(s),D2(t) be the matrices of the linear
transformations ρ1(s) ∈ GL(V1) and ρ
2(t) ∈ GL(V2) with respect to basis {v
1
i | i ∈ I1} and
{v2i | i ∈ I2}, where I1, I2 are indexing sets. Then {v
1
i ⊗ v
2
j | (i, j) ∈ I1 × I2} is a basis for
V1 ⊗ V2, where v
1
i ⊗ v
2
j is the Kronecker product of the vectors v
1
i and v
2
j . Moreover, the matrix
of ρ1 ⊗ ρ2(s, t) ∈ GL(V1 ⊗ V2) is the Kronecker product of D1(s) and D2(t) (D1(s)⊗D2(t)) with
respect to the basis {v1i ⊗ v
2
j | (i, j) ∈ I1 × I2}. Then
χρ1⊗ρ2(s, t) = Tr(D1(s)⊗D2(t)) = Tr(D1(s)) Tr(D2(t)) = χρ1(s)χρ2(t),
where χρi is the character of the representation ρ
i : Gi → GL(Vi) and χρ1⊗ρ2(s, t) is the character
of the representation ρ1 ⊗ ρ2 : G1 ×G2 → GL(V1 ⊗ V2). Similarly,
χρ2⊗ρ1(s, t) = Tr(D2(s)⊗D1(t)) = Tr(D2(s)) Tr(D1(t)) = χρ2(s)χρ1(t) = χρ1⊗ρ2(s, t),
where χρ2⊗ρ1(s, t) is the character of the representation ρ
2 ⊗ ρ1 : G2 × G1 → GL(V2 ⊗ V1). By
Corollary 2 in [13, p. 12], two representations of an isomorphism class of a group are equivalent if
and only if both representations have the same character. Hence we get that ρ1 ⊗ ρ2 and ρ2 ⊗ ρ1
are equivalent representations of the isomorphism class of G1 ×G2.
Now, we prove the following theorem.
Theorem 1. For general k, using the notation in equation (4), the orthogonal decomposition of RX
and CX into irreducible invariant subspaces up to equivalence under the action of
∏k
i=1 S{l1,...,ln}i
are
(Rn)⊗k ∼= RX ∼=
kë
i=0
(
k
i
)
[(Span(1n))
⊗(k−i) ⊗ (1⊥n )
⊗i] (5)
and
(Cn)⊗k ∼= CX ∼=
kë
i=0
(
k
i
)
[(Span(1n))
⊗(k−i) ⊗ (1⊥n )
⊗i]. (6)
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Proof. First, observe that S{l1,...,ln}i1
∼= S{l1,...,ln}i2
∼= Sn for all possible i1, i2. For the ith column
of X, let ρi1 and ρ
i
2 be such that ρ
i
1 ⊕ ρ
i
2 : S{l1,...,ln}i → GL((1n ⊕ 1
⊥)i) and ρ
i
1 and ρ
i
2 are the
irreducible representations of S{l1,...,ln}i corresponding to 1n and 1
⊥
n in (1n ⊕ 1
⊥)i, where the field
of scalars can be taken to be C or R.
k⊗
i=1
(
ρi1 ⊕ ρ
i
2
)
:
k∏
i=1
S{l1,...,ln}i → GL
(
k⊗
i=1
(1n ⊕ 1
⊥)i
)
Now, by applying Lemmas 1 and 2 repeatedly, we get that equivalent copies of the irreducible
representation (Span(1n))
⊗(k−i) ⊗ (1⊥n )
⊗i of the isomorphism class of the group
∏k
i=1 Sn appears
exactly
(
k
i
)
times in the decomposition of CX into irreducible representations under the action of∏k
i=1 S{l1,...,ln}i
∼=
∏k
i=1 Sn. The same result holds if C is replaced with R.
Decomposition (5) ((6)) is known as the ANOVA decomposition of (Rn)⊗k ((Cn)⊗k) [28]. Using
a basis that allows the decomposition in (5) ((6)) to express a function f((i1, . . . , ik)) ∈ R
X
(f((i1, . . . , ik)) ∈ C
X) is called an ANOVA decomposition of f((i1, . . . , ik)). The generalization of
the ANOVA decomposition of (Rn)⊗k ((Cn)⊗k) to the ANOVA decomposition of⊗ki=1R
ni (⊗ki=1C
ni)
is straightforward [28], and each of the 2k subspaces that appear in this decomposition is equivalent
to an irreducible representation of
∏k
i=1 Sni [13].
3. J-characteristics
An array D of N rows and k columns with entries from the set {l1, . . . , ln} is called an N row,
k column, n-symbol array. For a given D, let x(i1, . . . , ik) be the number of times the symbol
combination (i1, . . . , ik) such that (i1, . . . , ik)
⊤ ∈ {l1, . . . , ln}
k appears in D. Let [k] = {1, . . . , k},
and
x(i1, . . . , ik) =
∑
u⊆[k]
xu(i1, . . . , ik) (7)
be the ANOVA decomposition of x(i1, . . . , ik). Then
x∅ = n
−k
∑
i1,...,ik
x(i1, . . . , ik) =
m
nk
is the grand mean, and
xu(i1, . . . , ik) = n
−k+|u|
∑
{ij | j 6∈u}
x(i1, . . . , ik)−
∑
v(u
xv(i1, . . . , ik) (8)
is the interaction involving the columns in u. By induction, xu(i1, . . . , ik) is a function of the
indices in u only, and does not depend on the indices in [k]\u. Then the J-characteristics in [21,
p.63] are defined as
Jxu (i1, . . . , ik) = n
kxu(i1, . . . , ik).
By equation (7), we have
nkx(i1, . . . , ik) =
∑
u⊆[k]
Jxu (i1, . . . , ik), (9)
and Jxu (i1, . . . , ik) for each u ⊆ [k] depends only on Du, where Du is the columns of D indexed
by the elements in u. More precisely, if for x′, x′(i′1, . . . , i
′
k′) is the number of times the symbol
7
combination (i′1, . . . , i
′
k′) such that (i
′
1, . . . , i
′
k′)
⊤ ∈ {l1, . . . , ln}
k′ appears in D′ for some n-symbol
array D′ with k′ columns such that u = {j1, . . . , j|u|} ⊆ [k], u
′ = {j′1, . . . , j
′
|u′|} ⊆ [k
′], Du = D
′
u′,
and (ij1, . . . , ij|u|) = (i
′
j′1
, . . . , i′j′
|u′|
), then Jxu (i1, . . . , ik) = J
x′
u′ (i
′
1, . . . , i
′
k′).
The concept of J-characteristics can also be described by using the k-way layout fixed effects
interpolation model in statistics for an all possible combinations experiment with k columns, each
column having n distinct symbols from {l1, . . . , ln} replicated m = 1 times, i.e., each of the n
k
symbol combinations appearing exactly m times for m = 1. In particular, the 3-way layout fixed
effects model for the response variable Yi1i2i3j of such an experiment for general m has the form
Yi1i2i3j = α
∅ + α1i1 + α
2
i2 + α
3
i3 + α
12
i1i2 + α
13
i1i3 + α
23
i2i3 + α
123
i1i2i3 + ǫi1i2i3j (10)
for (i1, i2, i3, j) ∈ {l1, . . . , ln}
3×{1, . . . , m}, where ǫi1i2i3j are identically independently distributed
as N(0, σ2) for some σ2 ≥ 0 and the following equations∑
i1∈{l1,...,ln}
α1i1 = 0,
∑
i2∈{l1,...,ln}
α2i2 = 0,∑
i3∈{l1,...,ln}
α3i3 = 0,
∑
i2∈{l1,...,ln}
α12i1i2 = 0 for each i1,∑
i1∈{l1,...,ln}
α12i1i2 = 0 for each i2,
∑
i3∈{l1,...,ln}
α13i1i3 = 0 for each i1,∑
i1∈{l1,...,ln}
α13i1i3 = 0 for each i3,
∑
i2∈{l1,...,ln}
α23i2i3 = 0 for each i3,∑
i3∈{l1,...,ln}
α23i2i3 = 0 for each i2,
∑
i3∈{l1,...,ln}
α123i1i2i3= 0 for each (i1, i2) tuple,∑
i2∈{l1,...,ln}
α123i1i2i3 = 0 for each (i1, i3) tuple,
∑
i1∈{l1,...,ln}
α123i1i2i3= 0 for each (i2, i3) tuple,
(11)
are satisfied by the main effect parameters (parameters with a single index) and interaction pa-
rameters (parameters with more than one index) of the model. Equations (11) are called the side
constraints. Generalization to k-way layout is straightforward, and in this case, the
(
r
r−1
)
side
constraints for α1...ri1...ir are the same as the constraints in ILP (2) for an OA(N, r, n, r − 1) except
the right hand side vector for the equality constraints is 0 instead of N/nr−11. Given the observed
values yi1i2i3j of Yi1i2i3j, ordinary least squares problem for the fixed effects model seeks to find
estimates for the main effect and interaction parameters by solving
min
∑
i1,i2,i3,j
(yi1i2i3j − α
∅ − α1i1 − α
2
i2 − α
3
i3 − α
12
i1i2 − α
13
i1i3 − α
23
i2i3 − α
123
i1i2i3)
2
s.t.: equations (11),
(12)
Optimization problem (12) is convex, and has a unique solution attaining the global minimum.
This solution provides the estimates for the main effects and interaction parameters in model (10).
In fact, for u = {j1, . . . , j|u|}, the n
|u| parameter estimates for the main effect and interaction
parameters involving the columns in u in the k-way layout fixed effects model for x(i1, . . . , ik)
in (7) are
xu(i1, . . . , ik) =
Jxu (i1, . . . , ik)
nk
,
see [12].
Geyer et al. [17] used a different definition of the J-characteristics for arrays with symbols
from {−1, 1}. Next, we provide a simplification of the J-characteristics in [21] for such arrays.
This simplification will be used to prove that the definition of the J-characteristics used in [17] is
consistent with that in [21]. However, we first need the following lemma obtained by setting v = 2
and replacing {1, 2} with {−1, 1}, t with s, x with v, and y with w in Lemma 2 of [24].
Lemma 3. Let {ac} be such that
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a0 = λ, ac = λ−
c−1∑
e=0
ae
(
k − s
c− e
)
for c ≥ 1.
Let z, v and w be row vectors such that z⊤, v⊤ and w⊤ ∈ {−1, 1}k with 0 ≤ d(z,v) ≤ s where
d(z,v) is the number of non-zero entries in z − v. Also, let Iv = {i ∈ {1, . . . , k} : vi 6= zi} and
Jv = {w ∈ {−1, 1}
k : wi = vi ∀i ∈ Iv}. Then
Nv = as−d(z,v) + (−1)
s−d(z,v)+1
∑
w∈Jv
d(z,w)>s
(
d(z,w)− d(z,v)− 1
s− d(z,v)
)
Nw,
Nw ≥ 0, for w such that d(z,w) > s,
where Nv, Nw are the number of times the symbol combinations v, w appear in a hypothetical
OA(λ2s, k, 2, s).
The following lemma provides a simplification of the J-characteristics Jxu (i1, . . . , ik) for 2-
symbol arrays with symbols from {−1, 1}.
Lemma 4. For a given N row, k column array D, let x ∈ Z2
k
be such that x(i1, . . . , ik) is the
number of times the symbol combination (i1, . . . , ik) with (i1, . . . , ik)
⊤ ∈ {−1, 1}k appears in D.
For each u = {j1, . . . , j|u|} ⊆ {1, . . . , k}, let (i1, . . . , ik)u = (ij1 , . . . , ij|u|) and 1q be the all ones
vector of length q. Then,
Jxu (i1, . . . , ik) = (−1)
|u|−d(−1⊤|u|,(i1,...,ik)u)Jxu (1, . . . , 1). (13)
Proof. Let (i1, . . . , ik)u = (ij1 , . . . , ij|u|). Then, J
x
u (i1, . . . , ik) is a function of (ij1, . . . , ij|u|) and
there are 2|u| distinct assignments for the values of Jxu (i1, . . . , ik). Moreover, the main effect
parameter estimates if |u| = 1 and the interaction parameter estimates involving the columns in
u if |u| > 1
Jxu (i1, . . . , ik)
2k
in the k-way layout fixed effects model for x(i1, . . . , ik) must satisfy the side constraints, i.e.,
the equality constraints in ILP (2), with s = |u| − 1, λ = 0, n = 2, and k = |u|. Then,
2kJxu (i1, . . . , ik)/2
k = Jxu (i1, . . . , ik) must also satisfy the same constraints as the right hand side
of each of these constraints is 0. Hence, the result follows from Lemma 3 by taking z = −1⊤|u|,
ac = λ = 0 for c ≥ 0, s = |u| − 1, and k = |u|.
The following definition of the J-characteristics was used in [17].
Definition 4. Let D = [dij ] be an N row, k column array with symbols from {−1, 1}. Let
r ∈ {1, . . . , k} and ℓ = {j1, . . . , jr} ⊆ {1, . . . , k}. Then the integers
Jr(ℓ)(D) :=
N∑
i=1
∏
j∈ℓ
dij
are called the J-characteristics of D. (For r = 0, J0(∅)(D) := N .)
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Let the column vectors of Z⊤ = [z1 · · · zk]
⊤ be all 2k vectors in {−1, 1}k. For distinct
{j1, . . . , jr} ⊆ {1, . . . , k} with r ≥ 2, let zj1,...,jr be the r-way Hadamard product zj1 ⊙ · · · ⊙ zjr ,
where for p ∈ {1, . . . , 2k} the pth row of the vector zj1 ⊙ · · · ⊙ zjr ∈ {−1, 1}
2k is the product of
the entries on the pth row of the matrix [zj1 · · · zjr ]. Let x ∈ C
Z and H be the 2k × 2k matrix
H =


1⊤
z⊤1
...
z⊤k
z⊤1,2
...
z⊤1,...,k


. (14)
Define
Jx = (Jx0 (∅), J
x
1 ({1}), . . . , J
x
1 ({k}), J
x
2 ({1, 2}), . . . , J
x
k ({1, . . . , k}))
⊤ (15)
via
Jx = Hx. (16)
It is well-known that H⊤ can be obtained by permuting the rows and columns of the 2k × 2k
matrix [
1 1
−1 1
]⊗k
,
see [19, p. 274]. By multiplying both sides of equation (16) by (1/2k)H⊤ we get
x =
1
2k
H⊤Jx. (17)
If x is such that xp for p = 1, . . . , 2
k is the number of times the pth row of Z appears in the N × k
array D with symbols from {−1, 1}, then the entries of Jx are the corresponding J-characteristics
of D.
We next prove that Definition 4 is consistent with the definition of the J-characteristics in [21].
Lemma 5. Let D = (dij) be an N row, k column array with symbols from {−1, 1}. Let r ∈
{1, . . . , k} and ℓ = {j1, . . . , jr}. Let x ∈ Z
2k be such that x(i1, . . . , ik) is the number of times the
symbol combination (i1, . . . , ik) with (i1, . . . , ik)
⊤ ∈ {−1, 1}k appears in D. Then
Jr(ℓ)(D) = J
x
ℓ (1, . . . , 1).
Proof. Let Jx be as in equation (15). Then by equation (17)
2kx = H⊤Jx. (18)
Moreover, by equations (7) and (13)
2kx(i1, . . . , ik) =
∑
u⊆[k]
2kxu(i1, . . . , ik) =
∑
u⊆[k]
Jxu (i1, . . . , ik) =
∑
u⊆[k]
(−1)|u|−d(−1
⊤
|u|,(i1,...,ik)u)Jxu (1, . . . , 1). (19)
Let
Jˆx = (Jx∅ (∅), J
x
{1}((1)), . . . , J
x
{k}((1)), J
x
{1,2}((1, 1)), . . . , J
x
{1,...,k}((1, . . . , 1)))
⊤. (20)
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Now, equations (19) and (20) imply
2kx = H⊤Jˆx. (21)
Then by equations (18) and (21)
2kx = H⊤Jx = H⊤Jˆx ⇒ Jx = Jˆx.
The following lemma from [21, p.67] follows from the properties of OAs and the fact that the
J-characteristics of an array D are its coordinates with respect to an orthogonal basis that allows
the ANOVA decomposition (5).
Lemma 6. Let D be an m row, k column array with entries from {l1, . . . , ln}.
(i) D is uniquely determined by its J-characteristics up to permutations of its rows, and vice versa.
(ii) D is an orthogonal array of strength s if and only if Jxu = 0 ∀u such that 1 ≤ |u| ≤ s.
By equation (9), we also have
n∑
i1=1
· · ·
n∑
ik=1
[nkx(i1, . . . , ik)]
2 =
∑
u⊆[k]
n∑
i1=1
· · ·
n∑
ik=1
[Jxu (i1, . . . , ik)]
2
as the orthogonality of the ANOVA decomposition implies
n∑
i1=1
· · ·
n∑
ik=1
Jxu (i1, . . . , ik)J
x
v (i1, . . . , ik) = 0
for u 6= v [21, p.67].
First, we prove two combinatorial identities needed to prove the next theorem.
Lemma 7. Let k and s be positive integers such that r = k − s ≥ 2. Then
r−1∑
i=0
(−1)i+1
(
s+ i
i
)(
s+ r − 1
s+ i
)
= 0.
Proof.
r−1∑
i=0
(−1)i+1
(
s+ i
i
)(
s+ r − 1
s+ i
)
=
(s+ r − 1)(s+ r − 2) · · · (r)
s!
r−1∑
i=0
(−1)i−1
(r − 1)!
i!(r − 1− i)!
=
−(s + r − 1)(s+ r − 2) · · · (r)
s!
r−1∑
i=0
(−1)i
(
r − 1
i
)
= 0.
Now, we use Lemma 7 to prove another combinatorial identity.
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Lemma 8. Let k and s be positive integers such that r = k − s ≥ 1. Then
k−s−1∑
i=0
(−1)i+1
(
s+ i
i
)(
k
s+ i+ 1
)
=
r−1∑
i=0
(−1)i+1
(
s + i
i
)(
s+ r
s+ i+ 1
)
= −1. (22)
Proof. We use induction on r = k − s. Clearly, the result is true for r = 1. Assume that
equation (22) holds for r − 1. Now, we prove equation (22) for r. Then
r−1∑
i=0
(−1)i+1
(
s+ i
i
)(
s+ r
s+ i+ 1
)
=
r−1∑
i=0
(−1)i+1
(
s+ i
i
)((
s+ r − 1
s+ i
)
+
(
s + r − 1
s+ i+ 1
))
=
r−1∑
i=0
(−1)i+1
(
s+ i
i
)(
s+ r − 1
s+ i
)
+
r−1−1∑
i=0
(−1)i+1
(
s+ i
i
)(
s+ r − 1
s+ i+ 1
)
= −1,
where the last equality follows from the induction hypothesis and Lemma 7.
Now, we can prove the following theorem.
Theorem 2. Let D be an OA(λns, k, n, s) such that k ≥ s + 1 and ℓ ∈ {1, . . . , k − s}. Then for
u ⊆ [k] and |u| = s+ ℓ,
Jxu (i1, . . . , ik) = µu(i1, . . . , ik)n
s,
where
µu(i1, . . . , ik) ≡ (−1)
ℓλ
(
s+ ℓ− 1
ℓ− 1
)
(mod n). (23)
Proof. We prove this result by induction on ℓ. For ℓ = 1, by equation (9) and Lemma 6 we have
Jxu (i1, . . . , is+1) = n
s(nx(i1, . . . , is+1)− λ) for |u| = s+ 1.
So, Jxu (i1, . . . , is+1) = µu(i1, . . . , is+1)n
s, where |u| = s+ 1 and
µu(i1, . . . , is+1) ≡ (−1)λ
(
s+ 1− 1
1− 1
)
≡ −λ (mod n).
On the other hand, equation (8) implies∑
v⊆u
Jxv (i1, . . . , ik) = n
|u|
∑
{ij | j /∈u}
x(i1, . . . , ik). (24)
Now, assume that the result is true for |u| < k and prove it for |u| = k. For |u| = k, by
equation (24), Lemma 6, and the induction hypothesis we have
Jxu (i1, . . . , ik) = n
s

nk−sx(i1, . . . , ik)− λ− ∑
s+1≤|γ|<k
µγ(i1, . . . , ik)

,
where for |γ| ∈ {s+ 1, . . . , k − 1}
µγ(i1, . . . , ik) ≡ (−1)λ
(
|γ| − 1
|γ| − s− 1
)
(mod n).
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Then
µu(i1, . . . , ik) ≡ n
k−sx(i1, . . . , ik)−λ−
∑
s+1≤|γ|<k
µγ(i1, . . . , ik) ≡ −λ−
∑
s+1≤|γ|<k
µγ(i1, . . . , ik) (mod n).
So,
µu(i1, . . . , ik) ≡ −λ−
∑
s+1≤|γ|<k
µγ(i1, . . . , ik) ≡ −λ− λ
[
k−s−1∑
ℓ=1
(−1)ℓ
(
k
s+ ℓ
)(
s+ ℓ− 1
ℓ− 1
)]
(mod n)
≡ −λ− λ
[
k−s−2∑
ℓ=0
(−1)ℓ+1
(
k
s+ ℓ+ 1
)(
s+ ℓ
ℓ
)]
(mod n).
Now, by Lemma 8
µu(i1, . . . , ik) ≡ −λ− λ
[
−1 + (−1)k−s+1
(
k − 1
k − s− 1
)(
k
k
)]
(mod n)
≡ λ(−1)k−s
(
k − 1
k − s− 1
)
(mod n).
4. The decomposition of RX into irreducible representations
In this section we determine the decomposition of RX into irreducible representations under the
action of the largest known subgroup of GLP(2). To do this, first we need the concept of Schurian
association schemes in [20].
Let G be a finite group acting on a set X by x→ g · x. Then G acts on X ×X by g · (x, y) =
(g ·x, g · y), and partitions X×X into G orbits O0, O1, . . . , Oc for some c ∈ Z
≥1. This partitioning
of X ×X is called a Schurian association scheme. Let O0 = {(x, x) | x ∈ X}. Now, define Ai to
be the |X| × |X| matrix indexed by the elements of X ×X such that
(Ai)x,y =
{
1 if (x, y) ∈ Oi,
0 otherwise.
Then A0 +A1 + · · ·+Ac = 1
|X|
|X|, where 1
|X|
|X| is the |X| × |X| all ones matrix. Let
A = Span(A0,A1, . . . ,Ac)
be the C∗ algebra under matrix multiplication and involution A→ A∗, where A∗ is the transpose
conjugate of A. Then A is called the adjacency algebra, and the matrices A0,A1, . . . ,Ac the
adjacency matrices of the Schurian scheme. The C∗ algebra A consists of all matrices indexed by
X ×X such that M(x, y) = M(g · x, g · y). This is because each generator Ai of A satisfies this
property.
The following theorem follows easily from [13, p. 134].
Theorem 3. Let G be a finite group acting on a set X. Let G act on Xk by
g · (x1, . . . , xk) = (g · x1, . . . , g · xk),
and let
F (h) = {|(x1, . . . , xk) ∈ X
k | h · (x1, . . . , xk) = (x1, . . . , xk)}
for each h ∈ G. Then
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1.
1
|G|
∑
h∈G
F (h)k = |{orbits of G in Xk}|
2. Let R : G → AutC(C
X) be the permutation representation associated to X, i.e., for the
standard basis {ex | x ∈ X} of C
X , R(h)ex = eh·x. Let
CX = m0V0 k · · ·k mbVb
be the decomposition of CX into irreducible representations, where mi ≥ 1 is the multiplicity
of the irreducible representation Vi. Also, let A0,A1, . . . ,Ac be the adjacency matrices of
the Schurian scheme obtained from the action of G on X ×X. Then
b∑
i=0
m2i = |orbits of G in X
2| = c+ 1.
3. For each i, mi = 1 if and only if b+ 1 = c+ 1.
Let X be an nk × k array and the set of rows of X consists of the nk symbol combinations
from {l1, . . . , ln}
k as in Section 2. Then Giso(k, n) acts on the {rows of X} via its action on the
columns of X. Consequently Giso(k, n) acts on the elements of {ex1, . . . , exnk}, where xi is the ith
row of X. Hence, the resulting action of Giso(k, n) on RX is a permutation representation.
For two rows x1 and x2 the Hamming distance d(x1,x2) is defined to be the number of nonzero
entries of x1 − x2. We need the following lemma to find the decomposition of R
X into irreducible
representations under the action of Giso(k, n).
Lemma 9. Let Giso(k, n) act on {rows of X}×{rows of X} as in Theorem 3. For i = 0, 1, . . . , k,
let Oi ⊂ {rows of X} × {rows of X} be such that (x1,x2) ∈ Oi if and only if d(x1,x2) = i. Then
the orbits of Giso(k, n) in {rows of X} × {rows of X} are O0, O1, . . . , Ok.
Proof. First, Giso(k, n) =
(∏k
i=1 S{l1,...,ln}i
)
⋊ S{1,...,k}, where S{l1,...,ln}i permutes the symbols
{l1, . . . , ln} in the ith column of X and S{1,...,k} permutes the columns of X. Clearly, d(x1,x2) =
d(gx1, gx2) ∀g ∈ G
iso(k, n). Hence, Giso(k, n) acts on the elements of each Oi. To finish the
proof, we need to show that Giso(k, n) acts transitively on the elements of each Oi. Let (x1,x2) ∈
Oi. Since, G
iso(k, n) acts transitively on {rows of X}, there exists some g1 ∈ G
iso(k, n) such
that g1x1 = x
′
1 = (l1, . . . , l1) and g1x2 = x
′
2, where d(x
′
1,x
′
2) = i. Then, there exists g2 ∈
Giso(k, n) such that g2 ∈
(∏k
i=1 S{l2,...,ln}i
)
⋊ S{1,...,k} and g2x
′
2 = (ln, . . . , ln, l1, . . . , l1), where
S{l2,...,ln}i permutes the symbols {l2, . . . , ln} in the ith column of X. Then, (g2g1x1, g2g1x2) =
((l1, . . . , l1), (ln, . . . , ln, l1, . . . , l1)) for arbitrary (x1,x2) ∈ Oi. This proves that G
iso(k, n) acts
transitively on the elements of each Oi.
Let (Span(1n) k 1
⊥
n )j = Span(1n)j k (1
⊥
n )j be the vector space of all functions from the jth
column of X to C. Let U0,j = Span(1n)j and U1,j = (1
⊥
n )j and (1
⊥
n )j is the vector space of all
functions from the jth column of X to C (R) that are orthogonal to the all 1s column. Observe
that
(Cn)⊗k ∼= CX =
k⊗
j=1
(U0,j k U1,j)
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and
(Rn)⊗k ∼= RX =
k⊗
j=1
(U0,j k U1,j).
Let d((i1, . . . , ik), (i
′
1, . . . , i
′
k)) be the Hamming distance between the two row vectors (i1, . . . , ik)
and (i′1, . . . , i
′
k). Let
Ur =
ë
(i1,...,ik)∈{0,1}
k
d((i1,...,ik),(0,...,0))=r
Ui1,1 ⊗ Ui2,2 ⊗ · · · ⊗ Uik,k.
Then
CX =
kë
r=0
Ur (25)
and
RX =
kë
r=0
Ur. (26)
Lemma 10. Let the set of rows of X consist of all nk combinations from {l1, . . . , ln}
k. Then for
each r such that 0 ≤ r ≤ k the subspace over R (C)
Ur =
ë
(i1,...,ik)∈{0,1}
k
d((i1,...,ik),(0,...,0))=r
Ui1,1 ⊗ Ui2,2 ⊗ · · · ⊗ Uik ,k
is invariant under the action of Giso(k, n).
Proof. For i = 1, . . . , k and yi ∈ {l1, . . . , ln},
eyi(xi) =
{
1 if yi = xi,
0 otherwise.
Then the standard basis for CX (RX) is⋃
y1∈{l1,...,ln}
· · ·
⋃
yk∈{l1,...,ln}
{ey1(x1)⊗ · · · ⊗ eyk(xk)}.
As in the proof of Lemma 9, Giso(k, n) =
(∏k
j=1 S{l1,...,ln}j
)
⋊ S{1,...,k}, where S{l1,...,ln}j permutes
the symbols {l1, . . . , ln} in the jth column of X and S{1,...,k} permutes the columns of X. Let idj
be the identity in S{l1,...,ln}j for j = 1, . . . , k and id be the identity in S{1,...,k}. Let Xj be the
jth column of X and φj : S{l1,...,ln}j → GL(C
Xj) (φj : S{l1,...,ln}j → GL(R
Xj)) be the permutation
representation of S{l1,...,ln}j such that for each hj ∈ S{l1,...,ln}j
φj(hj)(eyj(xj)) = ehj(yj)(xj).
Let Hj be the matrix of φj(hj) with respect to the basis {eyj(xj) | yj ∈ {l1, . . . , ln}}. Then
⊗kj=1GL(C
Xj) = GL(CX) (⊗kj=1GL(R
Xj) = GL(RX)) and
k⊗
j=1
φj :
k∏
j=1
S{l1,...,ln}j → GL(C
X)
(
k⊗
j=1
φj :
k∏
j=1
S{l1,...,ln}j → GL(R
X)
)
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is a permutation representation of
∏k
j=1 S{l1,...,ln}j , where(
k⊗
j=1
φj(hj)
)
(ey1(x1)⊗ · · · ⊗ eyk(xk)) = φ1(h1)ey1(x1)⊗ · · · ⊗ φk(hk)eyk(xk) =
eh1(y1)(x1)⊗ · · · ⊗ ehk(yk)(xk).
and the matrix of
⊗k
j=1 φj(hj) is
⊗k
j=1Hj. Then for each (i1, . . . , ik) ∈ {0, 1}
k, by Lemma 1,
Ui1,1 ⊗ Ui2,2 ⊗ · · · ⊗ Uik ,k is an irreducible representation of
∏k
j=1 S{l1,...,ln}j .
Let φ : Giso(k, n) → GL(CX) (φ : Giso(k, n) → GL(RX)) be the permutation representation of
Giso(k, n) such that for each ((h1, . . . , hk), g) ∈ G
iso(k, n)
φ((h1, . . . , hk), g)(ey1(x1)⊗ · · · ⊗ eyk(xk)) = eh1(y1)(xg(1))⊗ · · · ⊗ ehk(yk)(xg(k)).
Observe that for 2 ≤ k,
(∏k
j=1 S{l1,...,ln}j
)
× id < Giso(k, n) and the restriction of
φ : Giso(k, n)→ GL(CX)
(
φ : Giso(k, n)→ GL(RX)
)
to
(∏k
j=1 S{l1,...,ln}j
)
× id is the representation
k⊗
j=1
φj :
(
k∏
j=1
S{l1,...,ln}j
)
× id→ GL(CX)
(
k⊗
j=1
φj :
(
k∏
j=1
S{l1,...,ln}j
)
× id→ GL(RX)
)
.
For j = 1, . . . , k let {v0,j = 1n,j,v1,j, . . . ,vn−1,j} be an orthogonal basis of U0,j k U1,j . Then⋃
(i1,...,ik)∈{0,1,...,n−1}
k
d((i1,...,ik),(0,...,0))=r
{vi1,1 ⊗ vi2,2 ⊗ · · · ⊗ vik,k},
is an orthogonal basis of the
(
k
r
)
(n− 1)r dimensional vector space
ë
(i1,...,ik)∈{0,1}
k
d((i1,...,ik),(0,...,0))=r
Ui1,1 ⊗ Ui2,2 ⊗ · · · ⊗ Uik,k.
The group Giso(k, n) acts on the basis elements of Ui1,1 ⊗ Ui2,2 ⊗ · · · ⊗ Uik,k by
φ(((h1, . . . , hk), g)) (vi1,1 ⊗ vi2,2 ⊗ · · · ⊗ vik ,k) = H1vi1,g(1) ⊗H2vi2,g(2) ⊗ · · · ⊗Hkvik ,g(k),
and on
⊗k
j=1 (U0,j ⊕ U1,j) by
φ(((h1, . . . , hk), g))
k⊗
j=1
(U0,j ⊕ U1,j) = φ(((h1, . . . , hk), id))
k⊗
j=1
(
U0,g(j) ⊕ U1,g(j)
)
=
(
k⊗
j=1
Hj
)[
k⊗
j=1
(
U0,g(j) ⊕ U1,g(j)
)]
=
k⊗
j=1
Hj
(
U0,g(j) ⊕ U1,g(j)
)
.
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Observe that
φ(((h1, . . . , hk), g))

 ë
(i1,...,ik)∈{0,1}
k
d((i1,...,ik),(0,...,0))=r
Ui1,1 ⊗ Ui2,2 ⊗ · · · ⊗ Uik,k

 =
φ(((h1, . . . , hk), id))

 ë
(i1,...,ik)∈{0,1}
k
d((i1,...,ik),(0,...,0))=r
Ui1,g(1) ⊗ Ui2,g(2) ⊗ · · · ⊗ Uik,g(k)

 =
ë
(i1,...,ik)∈{0,1}
k
d((i1,...,ik),(0,...,0))=r
φ1(h1)Ui1,g(1) ⊗ φ2(h2)Ui2,g(2) ⊗ · · · ⊗ φk(hk)Uik ,g(k) =
ë
(i1,...,ik)∈{0,1}
k
d((i1,...,ik),(0,...,0))=r
Ui1,g(1) ⊗ Ui2,g(2) ⊗ · · · ⊗ Uik ,g(k) =
ë
(i1,...,ik)∈{0,1}
k
d((i1,...,ik),(0,...,0))=r
Ui1,1 ⊗ Ui2,2 ⊗ · · · ⊗ Uik,k.
(27)
The last equality in equations (27) follows because
U0,1 = U0,2 = · · · = U0,k = 1n, U1,1 = U1,2 = · · · = U1,k = (1n)
⊥,
and consequently both
ë
(i1,...,ik)∈{0,1}
k
d((i1,...,ik),(0,...,0))=r
Ui1,g(1) ⊗ Ui2,g(2) ⊗ · · · ⊗ Uik ,g(k) and
ë
(i1,...,ik)∈{0,1}
k
d((i1,...,ik),(0,...,0))=r
Ui1,1 ⊗ Ui2,2 ⊗ · · · ⊗ Uik ,k
have the same exact terms. Hence, each of the k + 1 subspaces
Ur =
ë
(i1,...,ik)∈{0,1}
k
d((i1,...,ik),(0,...,0))=r
Ui1,1 ⊗ Ui2,2 ⊗ · · · ⊗ Uik ,k
over C (R) for r = 0, 1, . . . , k with dim(Ur) =
(
k
r
)
(n−1)r is invariant under the action ofGiso(k, n) ∼=
Sn ≀ Sk.
Theorem 4. The decomposition (25) ((26)) is the decomposition of CX (RX) into k+1 irreducible
representations under the action of Giso(k, n).
Proof. Let CX = m0V0 k · · ·kmbVb be the decomposition of C
X into irreducible representations,
where mi ≥ 1 is the multiplicity of the irreducible representation Vi. Hence, we just showed that∑b
i=0mi ≥ k + 1. By Theorem 3 and Lemma 9,
∑b
i=0m
2
i = k + 1. Since
k + 1 ≤
b∑
i=0
mi ≤
b∑
i=0
m2i = k + 1,
we get
b∑
i=0
mi =
b∑
i=0
m2i = k + 1. (28)
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Then
∑b
i=0mi =
∑b
i=0m
2
i implies mi = 1 for i = 0, 1, . . . , k. Hence, by equation (28) k+1 = b+1,
and for r = 0, 1, . . . , k each of the subspaces in Ur in Lemma 10 is an irreducible representation.
The proof for RX is obtained by replacing CX with RX.
Let the set of rows of Z consist of all 2k combinations from {−1, 1}k. For i ∈ {1, . . . , k} define
the column operation Ri on Z to be
Z =
[
z1 · · · zi · · · zk
] Ri−→ [z1 ⊙ zi · · · zi−1 ⊙ zi zi zi+1 ⊙ zi · · · zk ⊙ zi] . (29)
Let
G(k)OD = 〈R1, . . . , Rk, G
iso(k, 2)〉. (30)
Then both Giso(k, 2) and G(k)OD act on the rows of Z. In this case,
Giso(k, 2) =
(
k∏
i=1
S{−1,1}i
)
⋊ S{1,...,k}, (31)
where S{−1,1}i swaps the symbols {−1, 1} in the ith column of Z and S{1,...,k} permutes the
columns of Z.
Lemma 11. Let n = 2 in ILP (2) and x ∈ Z2
k
be such that x(i1, . . . , ik) is the number of times
the symbol combination (i1, . . . , ik) with (i1, . . . , ik)
⊤ ∈ {−1, 1}k appears as a row of a sought
after OA(N, k, 2, s) with symbols from {−1, 1}. Let G(k, 2, s)LP be the symmetry group of the LP
relaxation of ILP (2). Then, G(k, 2, s)LP ≥ G(k)OD ∼= Sk2 ⋊ Sk+1 if and only if s is even. Hence,
for even s, |G(k, 2, s)LP| ≥ |Sk2 ⋊ Sk+1| = (k + 1)!2
k.
Proof. The proof follows from the proof of Lemma 11 in [17].
Next, we determine the orbits of Giso(k, 2) and G(k)OD in {rows of Z} × {rows of Z}.
Lemma 12. Let O0 = O
′
0 ⊂ {rows of Z}×{rows of Z} be such that O0 = O
′
0 = ∪z∈{rows of Z}{(z, z)}
and for i = 1, . . . , k, let O′i ⊂ {rows of Z} × {rows of Z} be such that (z1, z2) ∈ O
′
i if and only if
d(z1, z2) = i or d(z1, z2) = k+1− i. Then the orbits of G(k)
OD in {rows of Z}× {rows of Z} are
O0 = O
′
0, O
′
1, . . . , O
′
⌈k/2⌉.
Proof. Clearly, O0 = O
′
0 = ∪z∈{rows of Z}{(z, z)} is an orbit of G(k)
OD. Let O0, O1, . . . , Ok be the
orbits of Giso(k, 2) =
(∏k
i=1 S{−1,1}i
)
⋊S{1,...,k} in {rows of Z}× {rows of Z}. Then, by Lemma 9,
(z1, z2) ∈ Oi if and only if d(z1, z2) = i. Let Ri be as in (29), then d(Riz1, Riz2) = k+1−d(z1, z2)
and d(z1, z2) = d(gz1, gz2) ∀g ∈ G
iso(k, 2). Hence, Oi∪Ok+1−i ⊆ O
′
i for i = 1, . . . , ⌈k/2⌉. Moreover,
k⋃
i=0
Oi = {rows of Z} × {rows of Z} with Oi ∩ Oj = ∅ for i < j
and
⌈k
2
⌉⋃
i=0
O′i = {rows of Z} × {rows of Z} with O
′
i ∩O
′
j = ∅ for i < j
implying
k⋃
i=1
Oi =
⌈k
2
⌉⋃
i=1
O′i.
Then, we must have Oi ∪Ok+1−i = O
′
i for i = 1, . . . , ⌈k/2⌉.
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The proof of the following lemma mimics the proof of Lemma 7 in [17].
Lemma 13. Let the rows of Z be all 2k vectors in {−1, 1}k and x ∈ CZ. Let ℓ ⊆ {1, . . . , k} be
such that |ℓ| = r ≥ 0 and G(k)OD be as in equation (30). Let g ∈ G(k)OD and g(x) be obtained
after g is applied to x. Then
Jr(ℓ)
g(x) = ±Jr′(ℓ
′)x
for some ℓ′ ⊆ {1, . . . , k}, where
|ℓ′| = r′ =


r or r + 1 if r is odd,
r or r − 1 if r > 0 and r is even,
0 if r = 0.
(32)
Proof. Since each g ∈ G(k)OD permutes the rows of Z, G(k)OD acts on CZ and the resulting
representations of G(k)OD are permutation representations. For each i ∈ {1, . . . , k} let Ri be
defined as in equation (29). Then,
Jr(ℓ)
Ri(x) =


Jr(ℓ)
x if r is even and i /∈ ℓ,
Jr−1(ℓ\{i})
x if r is even and i ∈ ℓ,
Jr+1(ℓ ∪ {i})
x if r is odd and i /∈ ℓ,
Jr(ℓ)
x if r is odd and i ∈ ℓ.
(33)
Let R = 〈R1, . . . , Rk〉 and
∏k
i=1 S{−1,1}i be the group of all possible sign switches of columns of Z.
Then by the proof of Lemma 4 in [17], g = g1g2, where g1 ∈ R and g2 ∈
∏k
i=1 S{−1,1}i . Hence, by
equation (33),
Jr(ℓ)
g(x) = Jr(ℓ)
g1(g2(x)) = Jr′(ℓ
′)g2(x)
for some ℓ′ ⊆ {1, . . . , k} and r′ = |ℓ′| as in equation (32). Now, g2(x) is obtained by permuting
the rows of Z that corresponds to multiplying a subset of columns of Z by −1. Therefore,
Jr(ℓ)
g(x) = Jr′(ℓ
′)g2(x) = ±Jr′(ℓ
′)x.
Lemma 14. Let G(k)OD be as in equation (30). For i = 0, 1, . . . , k, using the notation in equa-
tion (5), let
Ui =
ë
(i1,...,ik)∈{0,1}
k
d((i1,...,ik),(0,...,0))=i
Ui1,1 ⊗ Ui2,2 ⊗ · · · ⊗ Uik,k.
Let Wj = U2j−1 k U2j for j = 1, . . . , ⌈k/2⌉ − 1, and
W⌈k
2
⌉ =
{
Uk−1 k Uk if k is even,
Uk otherwise.
Then,
(C2)⊗k ∼= CZ =
⌈k
2
⌉ë
j=0
Wj (34)
is an orthogonal decomposition of CZ into invariant subspaces under the action of G(k)OD.
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Proof. Let H and J be as in equation (16). Then by the invertibility of (H⊤)/2k
CZ = Col(
1
2k
H⊤).
Let
h{1,...,k}\{i1,...,ik−j} =
1
2k
zi′1,...,i′j ,
where {i′1, . . . , i
′
j} = {1, . . . , k}\{i1, . . . , ik−j} and zi′1,...,i′j is as in equation (14). Then the set
∪kj=0 ∪i1<···<ik−j h{1,...,k}\{i1,...,ik−j} equals to the set of all columns of (H
⊤)/2k. Let B0 = {h∅}, and
for j = 1, . . . , ⌈k/2⌉ − 1 let
Bj =
⋃
i1<i2<···<ik−j
{±h{1,...,k}\{i1,...,ik−j}}
⋃ ⋃
i1<i2<···<ik−j−1
{±h{1,...,k}\{i1,...,ik−j−1}},
and
B⌈k
2
⌉ =
{⋃k
i=1{±h{1,...,k}\{i}}
⋃
{±h{1,...,k}} if k is even,
{±h{1,...,k}} otherwise.
Now, equations (29), (30), and (31) imply that each element of G(k)OD acts on the elements of Bj
for j = 0, 1, . . . , ⌈k/2⌉ as a signed permutation (a permutation that may or may not be followed
by sign changes). So, Span(Bj) =Wj is invariant under the action of G(k)
OD.
The following corollary follows from the fact that h{1,...,k}\{i1,...,ik−j} ∈ R
Z for all possible
{1, . . . , k}\{i1, . . . , ik−j}.
Corollary 1. Lemma 14 remains valid if the field of scalars C is replaced with R.
Theorem 5. Let G(k)OD be as in Lemma 14. Then decomposition (34) in Lemma 14 is the
orthogonal decomposition of CZ into irreducible representations.
Proof. Let
CZ = m0V0 k · · ·k mbVb
be the decomposition of CZ into irreducible representations under the action of G(k)OD, where
mi ≥ 1 is the multiplicity of the representation Vi. By Lemma 14, ⌈k/2⌉ + 1 ≤ b + 1. Moreover,
by Theorem 3 and Lemma 13
b∑
i=0
m2i =
⌈
k
2
⌉
+ 1 ≥ b+ 1.
Hence, ⌈k/2⌉ + 1 = b + 1, and mi = 1 for i = 0, 1, . . . , ⌈k/2⌉ + 1. The proof for R
Z obtained by
replacing CZ with RZ and applying Corollary 1 instead of Lemma 14.
5. Using representation theory for narrowing the possible values of dim(P
(k,s,λ)
n;I )
In this section, by using representation theory, we narrow all possible values of dim(P
(k,s,λ)
n;I ).
We also determine the corresponding sets of potentially valid equality constraints for Aff(P
(k,s,λ)
n;I ).
These are the only sets of equality constraints up to equivalence that can be implied by the
integrality constraints of ILP (2).
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First, we provide the equivalent formulation
min 0
s.t.: Jx∅ (i1, . . . , ik) = λn
s,
Jxu (i1, . . . , ik) = 0, ∀ (i1, . . . , ik)
⊤ ∈ {l1, . . . , ln}
k, for 1 ≤ |u| ≤ s,
0 ≤ x(i1, . . . , ik) ≤ pmax, x(i1, . . . , ik) ∈ Z, ∀ (i1, . . . , ik)
⊤ ∈ {l1, . . . , ln}
k
(35)
of the OA(λns, k, n, s) problem based on Lemma 6, where pmax is computed as in ILP (2). It is
easy to see that the equality constraints of ILP (2) can be obtained as linear combinations of the
equality constraints of ILP (35) and vice versa. Moreover, both ILPs have the same inequality
constraints. Hence, the LP relaxation feasible sets of ILP (2) and ILP (35) are the same. Conse-
quently, the feasible sets of ILP (2) and ILP (35) are the same and consist of the frequency vectors
of all OA(λns, k, n, s). ILP (2) has
∑s
j=0
(
k
j
)
(n− 1)j non-redundant equality constraints [24]. So,
the dimensions of the feasible sets of both LPs (2) and (35) are nk−
∑s
j=0
(
k
j
)
(n−1)j, where when
we refer to an ILP as an LP we mean the LP relaxation of the ILP.
Let Ax = b be the equality constraints of ILP (35). Then, clearly the frequency vector x in
ILP (35) is in RX = (Rn)⊗k. Let x be a feasible point of ILP (35). Let
y = x−
λns
nk
1, (36)
where 1 is the all 1s column in Rn
k
. Then y ∈ Null(A) as λns/nk1 is a particular solution of
Ax = b. Let Φ(Sn ≀ Sk) be the isomorphic copy of Sn ≀ Sk acting on feasible points as described
in equations (3), where Φ is the associated isomorphism. Now, the following lemma is used
to show that the action of Φ(Sn ≀ Sk) drastically decreases the number of all possible values of
dim(Conv(Φ(Sn ≀ Sk)x)).
Lemma 15. If for each feasible point x of ILP (35) and y = x− λns/nk1
Jyu′(i1, . . . , ik) = J
x
u′(i1, . . . , ik) = 0 for some u
′ ⊆ [k] such that |u′| ≥ s+ 1, ∀(i1, . . . , ik),
then we must also have
Jyu′′(i1, . . . , ik) = J
x
u′′(i1, . . . , ik) = 0 ∀u
′′ ⊆ [k] with |u′′| = |u′|, ∀(i1, . . . , ik),
and all feasible points x of ILP (35).
Proof. First, Jyu (i1, . . . , ik) = J
x
u (i1, . . . , ik) ∀u ⊆ [k] such that u 6= ∅. Then the result follows,
because by Lemma 13 Φ(Sn ≀ Sk) acts transitively on the elements of
{Jxu′(i1, . . . , ik) | |u
′| = r}
while preserving the feasible points of ILP (35).
The following lemma strengthens Lemma 15 when n = 2 and s is even and |u′| is even.
Lemma 16. Let n = 2 and s be even. Let u′ ⊆ [k] be such that |u′| ≥ s + 1 and |u′| is even. If
for each feasible point x of ILP (35) and y = x− λns/nk1
Jyu′(i1, . . . , ik) = J
x
u′(i1, . . . , ik) = 0 ∀(i1, . . . , ik),
then we must also have
Jyu′′(i1, . . . , ik) = J
x
u′′(i1, . . . , ik) = 0 ∀u
′′ ⊆ [k] with |u′| − 1 ≤ |u′′| ≤ |u′|, ∀(i1, . . . , ik),
and all feasible points x of ILP (35).
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Proof. First, Jyu (i1, . . . , ik) = J
x
u (i1, . . . , ik) ∀u ⊆ [k] such that u 6= ∅. Then the result follows,
because by Lemmas 5 and 13 for each r ∈ {1, . . . , ⌊k/2⌋}, G(k)OD acts transitively on the elements
of
{Jxu′(i1, . . . , ik) | |u
′| = 2r or |u′| = 2r − 1}
while preserving the feasible points of ILP (35).
For a given feasible point x of ILP (35), the following theorem provides a restriction for all
possible values of dim(Conv(Φ(Sn ≀Sk)x)) as well as the corresponding sets of equality constraints.
Theorem 6. Let x be a feasible point of ILP (35), and
Ω =
{
ℓ ∈ {1, . . . , k − s} | λ
(
s+ ℓ− 1
ℓ− 1
)
≡ 0 (mod n)
}
.
Then the following hold.
(i) There exists some T ⊆ Ω such that
dim(Conv (Φ(Sn ≀ Sk)x)) = n
k −
s∑
j=0
(
k
j
)
(n− 1)j −
∑
ℓ∈T
(
k
s+ ℓ
)
(n− 1)s+ℓ.
(ii) There exists u1, . . . , ur ⊆ [k] such that |uj| = s + ℓj ≤ k, where ℓj ∈ T , and the equality
constraints of ILP (35) together with distinct equalities in
Jxu′′(i1, . . . , ik) = 0 ∀u
′′ with |u′′| = |uj|, ∀(i1, . . . , ik) (37)
for j ∈ {1, . . . , r} define Aff(Conv(Φ(Sn ≀ Sk)x)) = Aff(Φ(Sn ≀ Sk)x).
Proof. Let y be as in equation (36). It suffices to show that
dim(Conv(Φ(Sn ≀ Sk)y)) = n
k −
s∑
j=0
(
k
j
)
(n− 1)j −
∑
ℓ∈T
(
k
s + ℓ
)
(n− 1)s+ℓ (38)
for some T ⊆ Ω as
dim(Conv(Φ(Sn ≀ Sk)y)) = dim(Conv(Φ(Sn ≀ Sk)x)).
Observe that
dim(Conv(Φ(Sn ≀ Sk)y)) = dim(Span(Φ(Sn ≀ Sk)y)).
Now, since Span(Φ(Sn≀Sk)y) ⊆ (R
n)⊗k is invariant under the action of Φ(Sn≀Sk), Span(Φ(Sn≀Sk)y)
in RX must be an orthogonal direct sum of the irreducible subspaces in the decomposition (26).
Hence, if
dim(Span(Φ(Sn ≀ Sk)y)) < n
k −
s∑
j=0
(
k
j
)
(n− 1)j, (39)
then Span(Φ(Sn ≀ Sk)y) must be orthogonal to at least one of the irreducible invariant subspaces
Ur in the decomposition (26) for some i ≥ s + 1. This implies that there exists u1, . . . , ur ⊆ [k]
such that |uj| = s+ ℓj ≤ k and
Jyuj (i1, . . . , ik) = 0 ∀i1, . . . , ik and j ∈ {1, . . . , r}. (40)
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On the other hand, based on the definition of Jxu (i1, . . . , ik) as a function of x it is easy to see that
Jy∅ (i1, . . . , ik) = 0,
Jyu (i1, . . . , ik) = J
x
u (i1, . . . , ik) for u 6= ∅. (41)
Hence, by equations (40) and (41), we also have
Jxuj(i1, . . . , ik) = J
y
uj
(i1, . . . , ik) = 0 ∀i1, . . . , ik and j ∈ {1, . . . , r}. (42)
Now, by Theorem 2,
Jyu (i1, . . . , ik) = J
x
u (i1, . . . , ik) = µu(i1, . . . , ik)n
s for |u| ≥ s+ 1,
where
µu(i1, . . . , ik) ≡ (−1)
ℓλ
(
s+ ℓ− 1
ℓ− 1
)
(mod n),
and u ⊆ [k] with |u| = s+ ℓ. Then, if n6 |λ
(
s+ℓ−1
ℓ−1
)
for some u ⊆ [k] such that |u| = s+ ℓ, then
µu(i1, . . . , ik) 6= 0,
and
Jyu (i1, . . . , ik) 6= 0.
Hence, u1, . . . , ur in equation (40) must be such that |uj| = s+ ℓj ≤ k and
λ
(
s+ ℓj − 1
ℓj − 1
)
≡ 0 (mod n)
for j = 1, . . . , r. Now by Lemma 15 and equation (42),
Jyu′′(i1, . . . , ik) = J
x
u′′(i1, . . . , ik) = 0 ∀u
′′ ⊆ [k] with |u′′| = |u′|, ∀(i1, . . . , ik),
and all feasible points x of ILP (35). Hence, each distinct ℓj in {ℓ1, . . . , ℓr} reduces
dim(Span(Φ(Sn ≀ Sk)y)) = dim(Conv(Φ(Sn ≀ Sk)y))
by dim(Us+ℓj) =
(
k
s+ℓj
)
(n − 1)s+ℓj , and the equality constraints of ILP (35) together with equa-
tions (37) define Aff(Conv(Φ(Sn ≀ Sk)x)) = Aff(Φ(Sn ≀ Sk)x).
The following corollary is an immediate consequence of Theorem 6 i.
Corollary 2. Let k > s, n6 |λ
(
s+ℓ−1
ℓ−1
)
for ℓ = 1, . . . , k − s, and P
(k,s,λ)
n;I 6= ∅. Then
dim(P
(k,s,λ)
n;I ) = dim(P
(k,s,λ)
n ) = n
k −
s∑
j=0
(
k
j
)
(n− 1)j .
Corollary 2 implies all the values of dim(P
(k,s)
n;I ) with k > s in Table 1. For each of these cases
dim(P
(k,s)
n;I ) = dim(P
(k,s)
n ) whenever P
(k,s)
n;I 6= ∅. It was conjectured that dim(P
(k,s)
n;I ) = dim(P
(k,s)
n )
holds in general provided that P
(k,s)
n;I 6= ∅ [2]. However, Corollary 2 suggests that this conjecture
may be false for (n, k, s) = (10, 6, 2). Yet, it is not even known whether P
(6,2)
10;I 6= ∅. Based on
the lower bounds for k on website [1], P
(6,2)
10;I is the smallest n, k case for λ = 1, s = 2 in which
this conjecture may fail. The following example is consistent with Theorem 6 and shows that this
conjecture cannot be generalized as dim(P
(k,s,λ)
n;I ) = dim(P
(k,s,λ)
n ) whenever P
(k,s)
n;I 6= ∅.
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Example 1. Consider the family of cases P
(k,3,λ)
2;I for 8λ/3 ≤ k ≤ 8λ/2. Theorem 3 in Butler [11]
implies that for each x ∈ P
(k,3,λ)
2;I , J
x
u (i1, . . . , ik) = 0 for all possible (i1, . . . , ik) if |u| is odd. Then
dim(P
(k,3,λ)
2;I ) ≤ 2
k −
3∑
j=0
(
k
j
)
(2− 1)j −
⌊k+1
2
⌋∑
j=3
(
k
2j − 1
)
(2− 1)2j−1
for k ∈ Z such that 8λ/3 ≤ k ≤ 8λ/2. On the other hand, for such k, assuming that P
(k,3,λ)
2;I 6= ∅,
Theorem 6 implies that
dim(P
(k,3,λ)
2;I ) = 2
k −
3∑
j=0
(
k
j
)
(2− 1)j −
⌊k+1
2
⌋∑
j=3
(
k
2j − 1
)
(2− 1)2j−1,
since
λ
(
3 + ℓ− 1
ℓ− 1
)
6≡ 0 (mod 2)
for odd ℓ ∈ {1, . . . , k − 3}. Moreover, Theorem 3 in Butler [11] is consistent with Theorem 6 as
λ
(
3 + ℓ− 1
ℓ− 1
)
≡ 0 (mod 2)
for even ℓ ∈ {1, . . . , k − 3}.
When n = 2 and s is even, and for a given feasible point x, the following theorem provides a
restriction for all possible values of dim(Conv(G(k)ODx)) of ILP (35) as well as the corresponding
sets of equality constraints.
Theorem 7. Let n = 2 and s be even in ILP (35). Let x be a feasible point of ILP (35), and
Ω =
{
d ∈ E[0, . . . , k − s− 1] | λ
(
s+ d
d
)
≡ 0 (mod 2)
}
,
where E[a, b] is the set of even integers in the closed interval [a, b]. Then the following hold.
(i) There exists some T ⊆ Ω such that
dim(Conv(G(k)ODx)) = 2k −
s∑
j=0
(
k
j
)
−
(∑
d∈T
((
k
s+ d+ 1
)
+
(
k
s+ d+ 2
)))
,
where
(
k
m
)
is zero if m > k.
(ii) There exists u1, . . . , ur ⊆ [k] such that |uj| = s + dj ≤ k, where dj ∈ T , and the equality
constraints of ILP (35) together with distinct equalities in
Jxu′′(i1, . . . , ik) = 0 ∀u
′′ with |uj| − 1 ≤ |u
′′| ≤ |uj|, ∀(i1, . . . , ik), (43)
for j ∈ {1, . . . , r} define Aff(Conv(G(k)ODx)) = Aff(G(k)ODx).
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Proof. The proof follows the proof of Theorem 6 up to and including equation (39) line by line
after replacing Φ(Sn ≀ Sk) by G(k)
OD. Now, Span(G(k)ODy) must be orthogonal to at least one
of the irreducible invariant subspaces Wj in the decomposition (34) for some j ≥ s/2 + 1. By
substituting d for ℓ−1 in equation (38) of Theorem 6 we get Ω, where Ω is the set of all possible j
such that Span(G(k)ODy) can be orthogonal toWj . Then, (i) follows since dim(Wj) =
(
k
2j−1
)
+
(
k
2j
)
.
By Lemma 16 and equation (42) for each j ∈ {1, . . . , r}
Jyu′′(i1, . . . , ik) = J
x
u′′(i1, . . . , ik) = 0 ∀u
′′ with |uj| − 1 ≤ |u
′′| ≤ |uj|, ∀(i1, . . . , ik),
and all feasible points x of ILP (35). Hence, each distinct dj in {d1, . . . , dr} reduces
dim(Span(G(k)ODy)) = dim(Conv(G(k)ODy))
by dim(Us+dj ) =
(
k
s+dj
)
(n − 1)s+dj proving (i). Moreover, the equality constraints of ILP (35)
together with equations (43) define Aff(Conv(G(k)ODx)) = Aff(G(k)ODx), proving (ii).
The following theorem provides a restriction for all possible values of dim(P
(k,s,λ)
n;I ) as well as
the corresponding sets of equality constraints by generalizing Theorems 6 and 7.
Theorem 8. Let x be a feasible point of ILP (35), and
Ω =
{
d ∈ {1, . . . , k − s} | λ
(
s+ d− 1
d− 1
)
≡ 0 (mod n)
}
.
Then the following hold.
(i) There exists some T ⊆ Ω such that
dim(P
(k,s,λ)
n;I ) =
{
2k −
∑s
j=0
(
k
j
)
−
(∑
d∈T
((
k
s+d+1
)
+
(
k
s+d+2
)))
if n = 2 and s is even,
nk −
∑s
j=0
(
k
j
)
(n− 1)j −
∑
d∈T
(
k
s+d
)
(n− 1)s+d otherwise.
(ii) The equality constraints of ILP (35) together with equations (43) if n = 2 and s is even, and
with equations (37) if either n ≥ 3 or s is odd define the affine hull of the feasible points of
ILP (35) or equivalently ILP (2).
Proof. Let
G =
{
G(k)OD if n = 2 and s is even,
Giso(k, n) otherwise.
Let x1, . . . ,xr be such that P
(k,s,λ)
n;I = Conv(
⋃r
i=1Gxi) and
yi = xi −
λns
nk
1.
Then,
dim(P
(k,s,λ)
n;I ) = dim(Conv(
r⋃
i=1
Gxi)) = dim(Conv(
r⋃
i=1
Gyi)) = dim(Span(Gy1) + · · ·+ Span(Gyr)). (44)
Moreover, 0 ∈ Conv(
⋃r
i=1Gyi).
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Now, we claim that for each p ∈ {1, . . . , r},
dim(Span(Gy1)+ · · ·+Span(Gyp)) =
{
2k −
∑s
j=0
(
k
j
)
−
(∑
d∈T
((
k
s+d+1
)
+
(
k
s+d+2
)))
if n = 2 and s is even,
nk −
∑s
j=0
(
k
j
)
(n− 1)j −
∑
d∈T
(
k
s+d
)
(n− 1)s+d otherwise
for some T ⊆ Ω. By (44), proving the claim and taking p = r proves (i). We prove this claim
by induction on p. For p = 1 our claim follows from Theorems 6 and 7. Assume the claim holds
for p = r − 1. Let U = Span(Gy1) + · · · + Span(Gyr−1) and V = Span(Gyr). Let Ax = b
be the equality constraints of ILP (35). Then both U and V are real representations of G in
Null(A). This implies U + V is also a real representation of G in Null(A). Hence, by replacing
Span(Φ(Sn ≀ Sk)y) and Span(G(k)
ODy) with U + V in the proofs of Theorems 6 and 7 in their
respective cases and following these proofs line by line we get
dim(U + V ) =
{
2k −
∑s
j=0
(
k
j
)
−
(∑
d∈T
((
k
s+d+1
)
+
(
k
s+d+2
)))
if n = 2 and s is even,
nk −
∑s
j=0
(
k
j
)
(n− 1)j −
∑
d∈T
(
k
s+d
)
(n− 1)s+d otherwise
for some T ⊆ Ω. These proofs also give us statement (ii).
6. Generalization to ILPs with equality constraints
In this section, we develop a general method for narrowing the possible values for the dimension
of the convex hull of all feasible points of an ILP with the zero objective function and with the LP
relaxation symmetry group GLP(1). We also describe how the zero right hand side linear equality
constraints associated with GLP(1) can be generated. These are the only sets of zero right hand
side linear equality constraints associated with GLP(1) up to equivalence that can be implied by the
integrality constraints of the ILP. All the methods of this section are valid if GLP(1) is replaced with
any other subgroup of the symmetry group of ILP (1). We use GLP(1), as that is the largest known
subgroup of the symmetry group of ILP (1) for which there is a known generation method [17]
without finding all solutions.
Let c = 0 in ILP (1). A feasible LP with no redundant constraints and no inequalities satisfied
by every feasible x as an equality is said to be in standard form. Since the feasible set of any
feasible LP can be made the feasible set of an LP in standard form [17], WLOG let LP (1) be in
standard form. Let P be the feasible set of LP (1), and PI be the convex hull of the feasible set
of ILP (1). Method 4 in [17] can be used for finding GLP(1).
Let CY be the complex vector space of vectors indexed by the index set Y of variables of
ILP (1). Let G be a subgroup of the group of all permutations of the elements of Y . Let G act
on CY by gf(y) = f(g−1y). Then by Maschke’s theorem (cf. [18], Theorem 2.4.1),
CY = V1 k · · ·k Vb, (45)
where each Vi is an irreducible representation of G. Equation (45) can be rewritten as
In = PV1 k · · ·k PVb, (46)
where each PVi is the orthogonal projection matrix onto Vi. Let di = dim(Vi). Then, given the
columns of a |Y | × di matrix Vi as a basis for Vi, PVi can be computed as PVi = Vi(V
∗
iVi)
−1V∗i .
Method 2 narrows down the possible values for the dimension of the convex hull of all feasible
points of ILP (1). To prove the viability of Method 2 we need the following definition from [17].
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Method 1 Constructing all irreducible real subrepresentations from all irreducible complex sub-
representations
1: Input G, Y , PV1, . . . ,PVb, d1, . . . , db, where each is as in equations (45) and (46).
2: Initialize r := 1;
3: for i := 1 to b step 1 do
4: if PVi ∈ R
di×di then
5: Set MV ′r := PVi;
6: Increment r := r + 1;
7: end if
8: end for
9: for i := 1 to (b− 1) step 1 do
10: for j := (i+ 1) to b step 1 do
11: if di = dj & PVi /∈ R
di×di & PVj /∈ R
dj×dj & PVi +PVj ∈ R
di×di then
12: Set MV ′r := PVi +PVj , V
′
r = Vi k Vj;
13: Increment r := r + 1;
14: end if
15: end for
16: end for
17: Output V ′1 , . . . , V
′
b′, MV ′1 , . . . ,MV ′b′ .
Definition 5. Let FixH(R
n) := {x ∈ Rn | γx = x ∀γ ∈ H}. Then FixH(R
n) is called the fixed
subspace of Rn under the action of H .
For a set S of vectors, let
β(S) =
∑
v∈S v
|S|
. (47)
Then Lemma 3 in [8] implies that
FixH(R
n) = Span(β(O1), . . . , β(Of)),
where the elements of the set {O1, . . . , Of} are the orbits of the elements of the standard basis
{e1, . . . , en} under the action ofH . Let E be the orthogonal projection matrix onto Span(β(O1), . . . ,
β(Of)) with respect to the standard basis. Then
Eij =
{ 1
|Oi,j|
if i and j belong to the same orbit Oi,j ∈ {O1, . . . , Of},
0 otherwise,
(48)
and the matrix E uniquely identifies FixH(R
n) [17].
The following theorem follows from the results in [23]. It is needed to justify Method 1.
Theorem 9. Let W be an irreducible real representation of a finite group G. Let WC be the
representation obtained from W by extending the field of scalars of W to C. Then WC either
remains irreducible or decomposes into the direct sum of two irreducible representations of the
same dimension.
Theorem 10. Method 1 constructs all irreducible real subrepresentations of a permutation repre-
sentation from its decomposition into all irreducible complex subrepresentations.
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Proof. Method 1 is justified by Theorem 9. For a permutation representation, this direct sum
is necessarily an orthogonal direct sum as permutation representations are unitary. The first for
loop in Method 1 finds all irreducible real subrepresentations of the permutation representation
RY each of which remains irreducible when its field of scalars is extended to C. This is done
by finding the corresponding orthogonal projection matrices with only real entries. The double
for loop, on the other hand, constructs the orthogonal projection matrices onto each irreducible
real subrepresentation of RY that can be obtained as the direct sum of two irreducible complex
subrepresentations of CY .
Method 2 Narrowing the possible values for dim(PI) for an ILP of form (1) in standard form
with variables indexed by set Y
1: Input a feasible ILP in standard form of form (1).
2: Apply Method 4 in [17] to find the symmetry group GLP(1) of the feasible set of LP (1);
3: Decompose CY = V1 k · · · k Vm, where each Vi is an irreducible complex subrepresentation
of GLP(1) appearing in its action on CY ;
4: Pick each Vij such that Vij ⊆ Row(A)
⊥ and construct Row(A)⊥ = Vi1 k · · ·k Vib ;
5: Apply Method (1) to construct V ′i ⊆ R
Y such that Row(A)⊥ = V ′1 k · · ·k V
′
b′;
6: Set U ′ to be the set of all dimensions of the irreducible representations in Step 5;
7: Set U to be the set of all possible integers that can be obtained as a sum of elements in U ′;
8: Output U .
The fastest known method for Step 2 in Method 2 has exponential worst case running time [17].
To implement Step 3, one can use the randomized algorithm in [5]. This algorithm runs in expected
polynomial time. It takes a (desirably small) set of permutation matrices that generate GLP(1)
as input. Step 4 can be implemented in polynomial time by checking whether each element of a
basis of Vij is orthogonal to the rows of A.
Theorem 11. No integer other than the integers in the output of Method 2 can be equal to dim(PI).
Proof. Let F be the feasible set of LP (1), TFix
GLP(1)
= F ∩ Fix
GLP(1)(R
n), and x0 be a feasible
point of LP(1) and ILP (1). Let
Ox0 = G
LP(1)x0
be the orbit of x0 under the action of G
LP(1) on Rn and E be the orthogonal projection opera-
tor onto Fix
GLP(1)
(Rn). The matrix of E with respect to the standard basis is E as defined in
equation (48), where H = GLP(1). Let β be as in equation (47). Now, since Ex0 = β(Ox0) is a
convex combination of feasible points of LP(1), Ex0 = β(Ox0) is a feasible point of LP(1). Hence,
β(Ox0) ∈ TFix
GLP(1)
. Let x be a feasible point of ILP (1) and y = x− β(Ox0). First,
dim(Conv((GLP(1))y)) = dim(Span((GLP(1))y)).
Now, since Span((GLP(1))y) is invariant under the action of GLP(1) and the action of GLP(1) on
Rn is defined by permutations of its basis, Span((GLP(1))y) is a unitary representation of GLP(1)
in Row(A)⊥ with respect to the usual inner product. Then by Theorem 2 in Chapter 2B of [13]
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and Theorems 1 and 2 in [26] Span((GLP(1))y) ⊆ Row(A)⊥ must be an orthogonal direct sum of
irreducible invariant subspaces of Row(A)⊥. This implies that
Span

 ⋃
y=x−β(Ox0)
x∈F
(GLP(1))y


is an orthogonal direct sum of irreducible invariant subspaces of Row(A)⊥. The result now follows
since
dim(PI) = dim
(
Conv
(⋃
x∈F
(GLP(1))x
))
= dim

Conv

 ⋃
y=x−β(Ox0)
x∈F
(GLP(1))y



 ,
and
dim(PI) = dim

Conv

 ⋃
y=x−β(Ox0 )
x∈F
(GLP(1))y



 = dim

Span

 ⋃
y=x−β(Ox0)
x∈F
(GLP(1))y



 .
Let A and ALP(1) be the affine spaces where the convex hull of all feasible points of ILP (1) and
LP (1) lie. Then dim(A) may be smaller than dim(ALP(1)) due to the integrality constraints. It is
far from clear what additional equality constraints are needed to obtain A. For cases in which a
large group of permutations preserves the feasible set of the ILP, the representation theory based
approach in this paper provides a method to obtain a small collection of candidate sets of equality
constraints that correspond to a small set of candidate affine subspaces for A. In particular, if
dim(A) < dim(ALP(1)), then there exists a collection of irreducible representations V ′i1 , . . . , V
′
il
of
GLP(1) in Row(A)⊥ constructed in Step 5 of Method 2, and cj ∈ R such that (g(vi,j))
Tx = cj
∀x ∈ A and g ∈ GLP(1), i = 1, . . . , rj, j = 1, . . . , l, where {v1,j, . . . ,vrj ,j} is a basis for V
′
ij
.
Then, (vi,j − v1,j)
Tx = 0, ∀x ∈ A and i = 2, . . . , rj , j = 1, . . . , l. Hence, by using representation
theory it is possible to generate candidate constraints satisfied by every point of A as the zero
right hand side linear equality constraints associated with GLP(1). Moreover, when the goal is
to find a solution instead of finding all non-isomorphic solutions with respect to GLP(1), A can
be assumed to be the affine space where the convex hull of the orbit of one solution x under
the action of GLP(1) (the isomorphism class of x with respect to GLP(1)) lie. Such an A is more
likely to satisfy dim(A) < dim(ALP(1)) making it possible to find solutions after incorporating
the constraints (vi,j − v1,j)
Tx = 0 for some collection of irreducible representations V ′i1, . . . , V
′
il
of GLP(1) in Row(A)⊥. The hope is that the additional constraints would render the resulting
ILP to be easier to solve. Finally, one can iterate over many different collections of irreducible
representations and try solving several ILPs until a solution is found. If a larger subgroup H of
the symmetry group of the ILP containing GLP(1) is used, then rjs will be increased while the
number of choices for V ′i1 , . . . , V
′
il
will be decreased as b′ in Method 2 will be decreased. This will
not only decrease the number of ILPs that need to be solved, but also potentially decrease the
difficulty of the resulting ILPs by having additional constraints. Hence, this method will be most
useful for finding a feasible point to an ILP for which a large subgroup of its symmetry group is
known and finding a feasible point is computationally challenging.
29
7. Discussion
In this article we reveal the underlying representation theory that dictates the results regarding
dim(P
(k,s)
n;I ) in [2, 3, 6, 7, 15, 16]. For P
(k,s,λ)
n;I 6= ∅, we not only provide a sufficient condition for
dim(P
(k,s,λ)
n;I ) = dim(P
(k,s,λ)
n ) = n
k −
s∑
j=0
(
k
j
)
(n− 1)j (49)
to be true, we also provide a family of examples with P
(k,s,λ)
n;I 6= ∅ such that equation (49) is not
valid when this sufficient condition is not satisfied. Finally, we develop our method of proof into
a computational method that not only finds restriction for the dimension of the affine hull of the
feasible set of an arbitrary ILP (1) with LP relaxation symmetry group GLP(1), but also determines
sets of zero right hand side linear equality constraints associated with GLP(1) that come together
with such a restriction. Based on our method, we then propose a heuristic for finding a feasible
point to an ILP for which a large subgroup of its symmetry group is known and finding a feasible
point is computationally challenging.
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