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Abstract
Estimating Limited Dependent Variable Time Series models through standard extremum
methods can be a daunting computational task because of the need for integration of high
order multiple integrals and/or numerical optimization of di¢ cult objective functions. This
paper proposes a classical Markov Chain Monte Carlo (MCMC) estimation technique with
data augmentation that overcomes both of these problems. The asymptotic properties of the
proposed estimator are established. Furthermore, a practical and ￿ exible algorithmic framework
for this class of models is proposed and is illustrated using simulated data, thus also o⁄ering
some insight into the small-sample biases of such estimators. Finally, the versatility of the
proposed framework is illustrated with an application of a dynamic tobit model for the Open
Market Desk￿ s Daily Reaction Function.
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11 Introduction and Motivation
There are several contexts in macroeconomics where the support space of the dependent variable
being studied is subject to substantial restrictions of various forms. Examples include models of
expansions and recessions (such as Dueker (2002) ), ￿nancial crises (including Canova (1994) and
Kamin, Schindler and Samuel (2001) ), administered interest rates that change only by discrete
amounts, such as the federal funds rate target (see, inter alia, Dueker (1999a), and Judd and
Rudebusch (1998) ) or the Bank Rate of the Bank of England (Eichengreen, Watson and Grossman
(1985) ), the operations of the open market desk of the Federal Reserve (that have been modeled
(using probits and tobits) by Feinman (1993) and Demiralp and Farley (2003) ), and exchange
rates that have to remain within a band (such as the exchange rates corresponding to pairs of
European currencies that participate in the exchange rate mechanism of the European Monetary
System, as analyzed, for instance, in Pesaran and Samiei (1992) ).
All these examples call for Limited Dependent Variable (henceforth LDV) modeling, but they
also call for dynamic modeling, where, at a minimum, the serial dependence in the error terms
ought to be taken into account, and also where additional time series modeling features (such
as regime switching for the ￿rst or second moments, time varying parameters, etc.) can also be
introduced if appropriate.
However, most of the existing empirical work either ignores the restrictions to the support space
of the dependent variable under consideration and focuses on the needed time series modeling
requirements, or, conversely, employs LDV estimation techniques at the expense of time series
modeling. The main reason for that is that incorporating both of these at the same time results
in an estimation task that presents the researcher with formidable computational challenges. The
resulting likelihoods include multiple integrals with no closed form solution whose dimensionality
can be the same as the time series dimension of the data.
Numerical integration techniques cannot handle integrals of such high dimensionalities. Simu-
lations have to be used to estimate such multiple integrals. Hajivassiliou et al. (1996) provides an
encompassing and rigorous discussion of the various simulators that have been developed. Much
research in the micro-econometric literature, where the need for LDV modeling is very prevalent,
has thus focused on developing simulation-assisted estimation techniques, such as the Methods
2of Simulated Likelihood, Moments, or Scores. Some of the better known papers in this literature
include Lerman and Manski (1981), Pakes and Pollard (1989), McFadden (1989), and Hajivassiliou
and McFadden (1998).
However, the dimensionality of the multiple integrals is typically smaller in micro contexts than
in time series contexts. Moreover, all these are extremum estimators, and thus they typically need
to employ numerical optimization techniques. These two aspects of these estimators combined can
render them an impractical or even an infeasible option in time series contexts where the time
series dimension and thus the dimensionality of the multiple integrals is typically much higher.
This paper adopts an alternative simulation-assisted estimation framework that employs the
technology of Markov Chain Monte Carlo (henceforth MCMC) simulations, with data augmenta-
tion, whereby the latent variables that can generally be employed in modeling LDV models are
actually generated from their model-implied conditional distributions. This is an important ad-
vantage, as it is these data augmentation steps that solve the multiple integral problem. A second
positive aspect of the proposed estimators, is that, as they employ MCMC techniques, they fall
outside the framework of extremum estimation, and thus they avoid the additional computational
burden that numerical optimization of (potentially di¢ cult) objective functions presents. Finally,
another important feature of the proposed approach is that additional time series features (such
as regime switching or a state-space framework and time-varying parameters, etc.) can be easily
introduced. This is achieved by augmenting the existing MCMC in blocks framework of the paper
with additional blocks of variables that model such features, and from the conditional distrib-
utions of which we can sample. Incorporating such additional time series features however can
substantially complicate the estimation requirements in a classical extremum framework.
MCMC techniques are almost always encountered in Bayesian contexts in the literature, how-
ever. This may be a source of concern for researchers that prefer a classical perspective. This
paper illustrates how the proposed framework can be embedded in a classical context. It does that
by deriving the required asymptotic framework for the particular case of dynamic LDV models.
The intuition here is standard and very much in the tradition of Laplace, and Bernstein (1917)
and Von Mises (1931), according to which, under suitable regularity conditions, and as the sample
size increases, the likelihood overwhelms the priors, whose e⁄ect thus becomes negligible. A nice
summary exposition of the theory on the asymptotic e¢ ciency of Bayes estimators in the likelihood
3setting can be found in Lehmann and Casella (1998). Another discussion of this theory can be
found, most recently, in Chernozhukov and Hong (2003), who consider general statistical criterion
functions that can include parametric likelihood functions as special cases. The theory section of
this paper draws heavily from Chernozhukov and Hong (2003) (and from Lehmann and Casella
(1998) ).
In the context of this literature on Bayes estimators, this paper tailors the results to the
case of LDV time series models, and establishes the asymptotic e¢ ciency of the Bayes estimator
under appropriate conditions. In the context of the microeconometric literature discussed above,
this paper presents an estimation technique that is feasible and practical in LDV time series
contexts and that may be an attractive alternative even in microeconometric contexts. Thus,
it also illustrates what sort of biases there are in ￿nite samples by considering di⁄erent cases
with simulated data. Finally, and in the context of the literature on MCMC and Gibbs sampling
methods, there has been work on LDV models (such as Albert and Chib (1993b) ), and work on
time series models (for instance Albert and Chib (1993a) ) but the smoothing algorithm presented
here can handle both the dynamic context and the limited dependent variable context. The main
feature of this algorithm is the single-move Gibbs sampling steps that are used to generate the
latent variables. Dueker (1999b) adopts this approach (in a Bayesian Gibbs sampling framework
for an ordered probit of time series), and this paper presents this approach for a general class of
LDV time series models. Other work that focuses on incorporating time series features in an LDV
context includes Lee (1999) (Lee adopts a Classical simulated maximum likelihood framework for
tobits) and Wei (1999).
The paper is organized as follows: Section 2 presents an encompassing framework for dynamic
LDV models. Section 3 presents the theoretical framework and the asymptotics of the proposed
Bayes estimator. Section 4 develops the MCMC framework and Section 5 illustrates its perfor-
mance with simulated data. Section 6 provides an application whereby a dynamic tobit model with
time varying parameters for the reaction function of the Open Market Desk is estimated. Section
7 has concluding remarks. The proofs are included in Appendix A, and there is an Appendix B
that provides the details of the MCMC algorithms used in the paper to estimate LDV models of
time series.
42 Canonical LDV Time Series Models
The framework of Hajivassiliou and McFadden (1998) is an encompassing and convenient way to
represent LDV models, with all the popular LDV models emerging as special cases. Here I adopt
that framework in a time series context.
There are T periods, and the observed data are (y;X), where y is a T ￿ 1 vector of limited
dependent variables and X is a T ￿k matrix of explanatory variables. For reasons that will become
more apparent in the implementation section, I choose to model the LDV models using a latent
unobserved T ￿ 1 vector y￿, which determines y by a many-to-one mapping  (y￿), with y￿ linked
to X in a standard way:
y￿
t = Xt￿ + "t; t = 1;:::;T; (1)
where " is a T ￿ 1 normal stationary and ergodic vector with mean 0 and a matrix of second
moments ￿, and ￿ is a k￿1 vector of constants. Both ￿ and ￿, are functions of a d￿1 parameter
vector ￿ 2 ￿, where the parameter space ￿ is an open set. 1
If D (y1;:::;yT) is a collection of T sets given by: D (y1;:::;yT) = fy￿
1;:::;y￿
T s:t: y1 =
 (y￿
1);:::;yT =  (y￿




￿(y￿ ￿ X￿;￿)dy￿; (2)
where ￿ is a T-dimensional normal pdf.
This is an encompassing framework for many LDV models. Some of these models that, as
discussed in section 1, are particularly useful in time series contexts are the following:
1. Binomial Probit: For period t, yt = 1 when y￿
t > 0; yt = 0 when y￿
t ￿ 0:
2. Multinomial unordered Probit: There are J alternatives, with y￿
tj = Xtj￿+"tj; t = 1;:::;T;
j = 1;:::;J: Alternative j results in period t (i.e., yt = j) when y￿
tj ￿ y￿
ti > 0;8i 6= j:
3. Multinomial ordered Probit: There are J ordered alternatives. Let c0;:::;cJ 2 R. Then
1If ￿ is an open set, then either Assumption 4 or Assumption 4
0 have to hold (see section 3). Alternatively, ￿
has to be a compact set with the true d ￿ 1 parameter vector ￿0 belonging to its interior (Assumption 4
00 of section
3).
5alternative j results in period t when y￿
t 2 (cj￿1;cj):
4. Tobit: For period t, yt = y￿
t when y￿
t > 0, yt = 0 when y￿
t ￿ 0: Note that, in line with the
examples provided in the previous section, we are primarily interested in the censored, rather
than the truncated version of such a model2 in many of the applications of interest. Note
also that y￿
t > 0, and y￿
t ￿ 0 above may be changed to y￿
t > ythreshold, and y￿
t ￿ ythreshold,
respectively, without changing the model, as ythreshold can be absorbed into the constant
term.
The probability of equation (2) is a joint-event probability, and except for special cases, compu-
tation of a high dimensional integral with no closed form solution is involved. Standard numerical
quadrature techniques are infeasible for multiple integrals of such high dimensionalities. Even the
simulation-assisted extremum estimation techniques that have been developed in the microecono-
metrics literature (e.g., Lerman and Manski (1981), McFadden (1989), Hajivassiliou and McFadden
(1998), etc.) may be impractical and/or infeasible because of the high number of computations
required to both simulate such integrals and also to numerically optimize such irregular (simu-
lated) likelihood functions. Furthermore, augmenting these plain LDV models with standard time
series features, such as time varying parameters, regime switching for the ￿rst or second moments,
etc., may be an essential task in many applied situations, but is bound to substantially exacerbate
these computational problems.
However, the classical MCMC approach with data augmentation that is adopted in this paper
overcomes these problems as it does not require evaluation of any multiple integrals or numeri-
cal optimization of di¢ cult objective functions. Furthermore, incorporating popular time series
features to the plain LDV models comes as a natural extension to the simulation framework of
MCMC in blocks, as this framework can be easily augmented with additional blocks that handle
such features. In addition to largely eliminating these computational challenges, the methodology
of this paper can serve as a useful tool for detecting multiple peaks and thus avoiding spurious es-
timation and inferences that can result when there are weak identi￿cation problems. These issues
will be further illustrated in the following section.
2See Amemiya (1985).
63 Asymptotic Properties of the Bayes Estimator
As suggested earlier, one of the main reasons why the Classical MCMC approach proposed in
this paper overcomes the largely intractable computational problems associated with extremum
estimation of LDV models of time series is that it doesn￿ t require any optimization. Rather,
the resulting estimator is based on a simulated posterior distribution, and is a statistic of that
distribution (determined by the researcher￿ s loss function). Thus, the MCMC-based estimator of
this paper emerges, at a minimum, as an attractive alternative for LDV models of time series and
perhaps sometimes as the only computationally feasible estimator for such models. The estimator
is further described and all the relevant theoretical framework is established in this section. Section
4 establishes the relevant algorithmic framework that makes the estimator feasible, and Section 5
illustrates how the algorithm works with simulated data.
The theoretical framework here is very much in the tradition of Laplace, and Bernstein (1917)
and Von Mises (1931), whose intuition is simple: under suitable regularity conditions and as the
sample size increases, the e⁄ect of the prior fades away and thus the Bayes estimator, viewed
from a sampling perspective, is asymptotically e¢ cient. Versions of the theorems that establish
the asymptotic e¢ ciency of the Bayes estimator (under suitable conditions) were given by, inter
alia, Bickel and Yahav (1969), and Ibragimov and Has￿ minskii (1972, 1981), and Lehman and
Casella (1998). Most recently, Chernozhukov and Hong (2003) derive the properties of a class of
estimators which they call Laplace type estimators, or Quasi-Bayesian estimators. Their estimators
are similar to the Bayes estimators proposed in the literature above and in this paper, but they
are outside the likelihood framework, as they use "general statistical criterion functions in place
of the parametric likelihood function". Their proposed Laplace type estimators are, in the same
spirit as in this paper, means and quantiles of quasi-posterior distributions which are themselves
transformations of these statistical criterion functions.
In the context of that literature, the main contribution of this section is to show that the
canonical LDV models of the previous section satisfy all the necessary regularity conditions of
the literature (speci￿cally, it is proved that in addition to standard regularity conditions, the
canonical LDV models of the previous section satisfy a general class of identi￿ability and expansion
7conditions, that are needed in the derivation of the asymptotic e¢ ciency of the Bayes estimator3).
Note that the proof is provided for the (stationary and ergodic) multi-parameter time series context
(rather than the standard single parameter i.i.d. context of, for example, Lehman and Casella),




Speci￿cally, the only assumptions needed, in addition to the model, as described in the previous
section, are the following:
Additional Assumptions:
1. There is a squared loss function.
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(E(lT(￿)) ￿ E(lT(￿0))) < 0.




Assumption 1 can be relaxed, but this is not the focus of this paper (for a discussion on this,
see Chernozhukov and Hong (2003) ). A squared loss function essentially implies that the resulting
Bayes estimator is the mean of the posterior distribution, and it is this estimator which is directly
comparable to the simulation-assisted extremum estimators, and whose properties I am interested
in examining.
3Note that for the general encompassing framework of Chernozhukov and Hong (2003) (that encompasses this
paper￿ s framework as well) such Identi￿ability and Expansion conditions are parts of the set of assumptions.
8Assumption 2 is used in the proofs of both propositions and both theorems that follow.
Speci￿cally, the assumptions that IT(￿0) is O(1) and that IT(￿0) is uniformly (in T) a posi-
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(E(lT(￿)) ￿ E(lT(￿0))) < 0 are both used in the proof of the identi￿ability
condition (Proposition 2).
Note that Assumption 2iii) results from a Central Limit Theorem. Which Central Limit
Theorem is needed (and the conditions that must be imposed in order for the needed CLT to hold)
depends on the speci￿c LDV model under consideration. Similarly, Assumptions 2iv) and 2v) can
result from an appropriate Law of Large Numbers. Finally, and in the same spirit, Assumption
2vi) can be implied by a concavity result on the likelihood function, and such concavity can be
proved on a case by case basis.
Finally, note that, in the context of the Canonical LDV models considered in this paper, the
information equality holds: As the integrand of Equation 2 is a Normal pdf, the likelihood, and
thus the log-likelihood, and also the integral of the log-likelihood over y￿, are all continuous and
continuously di⁄erentiable functions of ￿, and the orders of integration and di⁄erentiation (the
di⁄erentiation being with respect to ￿) can be interchanged, and thus the information equality
holds (see Amemiya￿ s (1985) Theorem 1.3.2, for a derivation of this result). A consequence of this
is the asymptotic e¢ ciency of the Bayes estimator (established in Theorem 4).
Assumption 3 provides the minimum necessary condition that the prior must meet and is
needed for the proof of Theorem 3 that follows.
Assumption 4 is also needed in the proof of the second part of Theorem 3 4, but it is also too
restrictive in the context of this paper where, for instance, ￿ at priors may be needed. However,
the need for ￿ at priors can be accommodated if Assumption 4 is replaced by the following:
40. There exists T0 such that the posterior density based on the data for periods 1;:::;T0, with
T0 < T, is a proper density satisfying Additional Assumptions 3 and 4.
4This is the proof of (A.6) in the context of this paper. This proof is a special case of Chernozhukov and Hong
(2003), and the reader is referred to that source for the details of the proof.
9If this is the case, then all our results hold since the posterior based on all the data when the
prior is the original prior ￿ is the same as the posterior given the data for periods T0 + 1;:::;T
when the prior is the posterior of Assumption 40 (that is, the posterior given the data for periods
1;:::;T0).
Alternatively, and given Assumption 3, the integral of Assumption 4 is ￿nite if the integration
is done over a compact space ￿. Thus, a second alternative for Assumption 4 is as follows:
400 The true d ￿ 1 parameter vector ￿0 belongs to the interior5 of a compact subset of Rd;￿.
Asymptotic E¢ ciency of the Bayes estimator:
Given these Assumptions, and before establishing the asymptotic e¢ ciency of the Bayes estimator,
I show that the Canonical LDV models automatically satisfy the necessary expansion (Proposition
1) and identi￿ability (Proposition 2) conditions, both of which are used in the proof of Theorem
3 that follows. Speci￿cally:




0 j￿0], that is IT(￿0) is the information matrix evaluated at ￿0. De￿ne RT(￿) to
be such that the following equation holds:
lT(￿) = lT(￿0) +
@lT(e ￿)
@e ￿
0 j￿0 ￿ (￿ ￿ ￿0) ￿
1
2
(￿ ￿ ￿0)0 ￿ [IT(￿0) + RT(￿)] ￿ (￿ ￿ ￿0): (3)
Note by inspecting equation 3 that RT(￿) as de￿ned there is not the standard residual term of
a second order Taylor expansion; rather, it is a function of that residual term and of the second
derivative of the log-likelihood. The details are provided in Appendix A. The reason that RT(￿)
is de￿ned in this way is that it is the asymptotic behavior of this term that must be controlled
in order for (a normalized version of) the posterior of ￿ to converge to a normal distribution (an
exact statement of this in provided in Theorem 3 below).
The exact requirement on RT(￿) is given by Proposition 1, the Expansion Condition:
Proposition 1 The general class of Canonical LDV Time Series models described above (together
with Assumptions 2 and 3) satis￿es the Expansion Condition: Given any " > 0; 9 ￿ > 0 such
5The true parameter is in the interior of the compact space to rule out non-regular cases, as in Andrews (1999).







￿ "g = 0: (4)
To gain some intuition, note that if f￿Tg were a sequence such that ￿T




P ! 0 (5)
(see Appendix A), and thus that the Expansion Condition that is required is stronger than that.
The Identi￿ability Condition is as follows:
Proposition 2 The general class of Canonical LDV Time Series models described above (together








[lT(￿) ￿ lT(￿0)] ￿ ￿"g = 1: (6)
So, in contrast to standard asymptotics, where we are typically controlling the behavior of the
likelihood in the neighborhood of ￿0, here we are restricting the tail behavior of the distribution, and
the reason for that is that a typical Bayes estimator, being a statistic of the posterior distribution,
requires integration using that distribution over the entire range of possible ￿￿ s.
Given the above, we are now ready to establish the asymptotic e¢ ciency of the Bayes estimator,
which requires that we ￿rst prove that the posterior of ￿, pT(￿) becomes normal as T ! 1, with:










where IT(￿0) = ￿E[
@2lT(e ￿)
@e ￿@e ￿
0 j￿0], that is IT(￿0) is the information matrix evaluated at ￿0.
Thus, the two theorems that establish the asymptotic e¢ ciency of the Bayes estimator are as
follows:
De￿ne h to be
p






Theorem 3 Let p￿
T(h) be the posterior density of
p









T(￿) is the posterior density of ￿:










(2￿)d ￿ e￿ 1
2h0IT(￿0)h:
Thus, and since p￿
T(h) = 1 p
T pT(￿), for large T, we get the results of equation 7. To gain some





P ! 0, then we have convergence to the limit
normal density in the total variation norm7, which is stronger than convergence in distribution8.
Equation 8 is even stronger than that, and is required to derive the consistency of the Bayes
estimator:
Theorem 4 If b ￿ is the Bayes estimator, then for the general class of Canonical LDV models






T(b ￿ ￿ ￿0)
d ! N(0;I) (9)
, thus, the Bayes estimator is consistent and asymptotically e¢ cient9.
The proofs of all the propositions and theorems of this section are provided in Appendix A.
4 Implementing the estimator: Markov Chain Monte Carlo with
data augmentation
The asymptotics of the previous section abstracted away from the issue of how we obtain the pos-
terior distribution. However, the presence of high-dimensional multiple integrals in the likelihoods
of LDV time series models implies that we cannot easily obtain these likelihoods, and thus that we
cannot easily obtain the resulting posterior distributions. Simulations must be used to estimate
these integrals. Markov Chain Monte Carlo is a particular simulations algorithm that enables us
to overcome the multiple integral problem. It thus makes the estimator presented in the previous
7Additional assumptions 1-3 would su¢ ce to deduce the convergence in the total variation norm.
8See Durrett (1996).
9Note that IT is the information matrix and I is the identity matrix.
12section feasible. This, coupled with the fact that implementing the Bayes estimator of the previous
section does not require any numerical optimization techniques, makes the framework presented in
this paper particularly suitable to handle LDV time series models, and perhaps the only feasible
alternative in cases where the dimension of the multiple integrals is high.
In particular, and since it may not be feasible or practical to compute pT(￿), our aim is
to approximate it. MCMC techniques achieve this by producing a sample that is approximately
distributed10 from pT(￿) without directly drawing from pT(￿) per se. This sample that is produced
by MCMC constitutes an ergodic Markov Chain whose stationary distribution is pT(￿), that is
a Markov Chain that converges to an invariant distribution independently of what the initial
conditions are. This ergodicity property is clearly important, given that the starting values that
will be used to initiate the chain are typically arbitrary, and it also serves as a useful diagnostic
check for convergence of the chain to the stationary distribution (since, if the results change
when the chain is initiated from a di⁄erent starting point, then this can usually be interpreted
an indication that the chain has not converged). Statistics based on this sample can then be
constructed and serve as estimators of the parameters of interest.
The issue of MCMC convergence diagnostics is of central importance as wrong inferences
can be reached on the basis of spurious evidence of convergence. Detecting such convergence is
still an issue under debate though, and the approach adopted by this paper is similar to that
suggested by McCulloch and Rossi (1994), whereby the empirical distributions of the simulated
values are examined and evidence of signi￿cant changes in these distributions is sought as the
number of simulations increases. Further details and speci￿c examples of this approach can be
found in the following section11. The following discussion is limited to a presentation of the
relevant MCMC algorithms, namely the Metropolis-Hastings algorithm that Chernozhukov and
Hong (2003) employ, and a particular case of this algorithm that is the focus of this paper, the
Gibbs Sampler.
The Metropolis-Hastings algorithm seeks to approximate the target density that we are in-
terested in by simulating from a conditional density, called the instrumental, or proposal, or
10That is, for a "large enough" number of simulations - after discarding a su¢ cient number of "burn-in", pre-
convergence, simulations.
11A broader treatment of convergence diagnostics can be found in, for instance, Robert and Casella (1999).
Additional such sources include Chib and Greenberg (1995), Chib (2001), and Geweke and Keane (2001).
13candidate-generating, distribution. So, if the target density is p, and the proposal conditional
density is q, then the Metropolis-Hastings algorithm produces a Markov chain f￿rg whose ergodic
distribution is p. The algorithm is as follows:
Choose a starting value ￿0 that initiates the chain. Then, for r = 0;:::;R:






￿r;with probability 1 ￿ ￿(￿r;￿r);





Thus, the algorithm will always move to ￿r, when the new ratio
p(￿r)
q(￿rj￿r) associated with moving
to ￿r is increased in comparison to the current value
p(￿r)
q(￿rj￿r). As Chernozhukov and Hong (2003)
illustrate, one of the main advantages of the Metropolis-Hastings algorithm is that it can be applied
to a very wide range of possible target densities, using quite arbitrary proposal densities that are
easy to sample from. On the other hand, this wide generality of Metropolis-Hastings can also
lead to di¢ culties as it may be hard to ￿nd candidate densities that make the algorithm work
e⁄ectively, depending on the nature of the target density. For instance, the candidate density may
be such that it simulates too infrequently areas where most of the support of the target density
lies, in which case the algorithm will be too ine¢ cient. So, ￿nding a good choice for the candidate
density and, also optimizing the acceptance rate of the algorithm may be a challenging task (and is
also an open research question12). In such cases, and depending on the target density, alternative
MCMC algorithms that take more fully into account speci￿c features of the target density may be
more e¢ cient:
In the context of the LDV time series models considered in this paper, doing Metropolis-
Hastings on the full target densities of these models can be very challenging computationally as
these densities are proportional to the likelihoods, which, as discussed earlier, contain multiple
integrals. Fortunately, these LDV time series models are such that a special case of Metropolis-
Hastings, namely the Gibbs sampler, can be usefully employed to achieve good results in terms
12See, for instance, Robert & Casella (1999), Chib and Greenberg (1995), etc., for a more detailed exposition of
these issues.
14of computational e¢ ciency. The reason for that is that the Gibbs sampler (in its standard form)
requires that the full (joint) target density can be decomposed into conditional densities of lower
dimensionalities that are easy to sample from, and this can indeed be accomplished with LDV
time series models, as the following discussion illustrates.
In general, if the random variables ￿ whose target distribution we are interested in can be broken
into D subsets, or blocks of variables (these blocks can be unidimensional, or multi-dimensional),
and if the conditional distribution of each of the blocks is: pi(￿ij￿1;:::;￿i￿1;￿i+1;:::;￿D);i = 1;:::;D,
then the algorithm for the Gibbs sampler is as follows13:
Given ￿r,
Generate ￿1;r+1 from p1(￿1j￿2;r;:::;￿D;r)
Generate ￿2;r+1 from p2(￿2j￿1;r;￿3;r;:::;￿D;r)
. . .
Generate ￿D;r+1 from pD(￿Dj￿1;r;:::;￿D￿1;r):
So, and as mentioned above, the ability to easily sample from these conditional distributions
is central to the success of the Gibbs sampler, and this can depend crucially on the way the blocks
are chosen.
The algorithm that this paper implements for the examples of canonical LDV time series mod-
els that follow is a Gibbs sampler with one block for the coe¢ cients of the explanatory variables,
one block for the variance, and a multi-block setup of one block per latent variable. This the pow-
erful technique of data augmentation, introduced by Tanner and Wong (1987), with which latent
variables are arti￿cially introduced in the sampling process. In the context of the notation above,
the "parameter" vector ￿ is augmented to include generated values of the latent variables. Thus
the full joint target distribution for which the Gibbs sampler is performed is the joint distribution
of the coe¢ cients of the explanatory variables, the variance, and the latent variables. The Gibbs
sampler that would be needed to incorporate additional time series features, such as time-varying
parameters, regime switching for ￿rst or second moments, etc., would be of a similar nature and
13Note that p is a posterior distribution and thus that it is conditional on the data. This conditioning is suppressed
here for convenience.
15would require additional blocks. The discussion that follows presents a brief description of the
blocks for the Gibbs sampler implemented here, with all the details provided in Appendix B.
The conditional posterior for the coe¢ cients of the explanatory variables is easy to sample
from when there is a ￿ at prior.
The conditional posterior for the variance is also easy to sample from when the prior for the
variance is an inverted Gamma, as this distribution is a conjugate prior for the variance, thus the
posterior is also an inverted Gamma (that we know how to sample from). However, one issue here
is that di⁄erent choices of parameters for these inverted Gamma priors may substantially a⁄ect
the posteriors and the results. This issue is further investigated in di⁄erent ways, namely by trying
di⁄erent priors (￿ at priors and various other Gamma pdfs) and by assessing the e⁄ects of these
di⁄erent priors on the results, and also by using a Metropolis-Hastings (random walk chain) step
within the Gibbs sampler for the block of the variance.
Finally, the Gibbs sampler includes the data augmentation steps, where each of the latent
variables, y￿
t;t = 1;:::;T is generated in a separate block (single-move Gibbs sampling) from its
conditional distribution. Each of these conditional distributions are truncated versions of Normal
distributions (with the truncation depending on the speci￿cs of the model) that we know how to
sample from. Albert and Chib (1993b) adopt the same data augmentation approach for binary
and polychotomous response data. Dueker (1999b) extends this framework to dynamic ordered
probits. This paper extends this approach to a more general class of LDV models of time series.
The details of how the sampling from the truncated distributions is done as well as the details of
the smoothing algorithm that implements the dynamics are provided in Appendix B.
5 Examples with Simulated Data
I conducted several experiments with di⁄erent sets of simulated data and for di⁄erent Limited
Dependent Variable models. The performance of the algorithm was quite stable across datasets
and models, in the sense that there was always strong evidence of convergence of the Gibbs
sampler. There was also some noticeable bias in the estimates for small sample sizes, which was
similar across experiments, with no model or simulated dataset giving consistently better or worse
results. At higher sample sizes the bias was generally reduced, however. I attribute this contrast
16between small and large sample sizes to the e⁄ect of the priors on the estimates, which diminishes
as the sample size increases. The two examples that I present in what follows correspond to LDV
models that have been useful in applied macroeconomic work. In particular:
The ￿rst example is a probit (multinomial and ordered), where the change of the dependent
variable falls into several categories that are ranked, and where the latent variable falls into dynamic
"bins", that is bins that vary with time and that are a function of the observed dependent variable.
This model has been used in work on administered interest rates, such as the Federal Funds Rate
Target, the Prime Rate, and the Bank Rate of the Bank of England (such as in Dueker (1999a,
1999b), or Eichengreen, Watson and Grossman (1985) ) and it is a setup where the observed
administered interest rate changes only when it deviates su¢ ciently from a certain desired level,
with the magnitude of the change being dictated by the magnitude of the deviation.
The second example is a tobit. This model has been used in work modeling the reaction
function of the open market desk of the Federal Reserve (see, inter alia, Feinman (1993), Demiralp
and Farley (2005), and de Jong and Herrera (2009) ), as the dependent variable (reserve operations)
tends to remain unchanged often in this context, and even in the face of changes to the explanatory
variables. Such a model has also been used to model exchange rates that have to remain within
limits (one such example is the exchange rates corresponding to pairs of European currencies that
participate in the exchange rate mechanism of the European Monetary System; see, for instance,
in Pesaran and Samiei (1992) ).
Ordered Probit:
The true model is as follows:
y￿
t = a + ￿1y￿
t￿1 + ￿2xt + "t; with "t ￿ N(0;￿2)
￿yt 2 category j if y￿
t ￿ yt￿1 2 (cj￿1;cj)
In the examples presented in Table 1, I have set: a = 2, ￿1 = 0:9, ￿2 = 0:3, ￿2 = 1. The
explanatory variable xt is as follows: xt = ￿1+￿2xt￿1+vt; with ￿1 = 5, ￿2 = 0:5, and vt ￿ N(0;1).
There are 5 categories of change for the observed discrete dependent variable: -0.5, -0.25, 0, 0.25,
17and 0.5. The corresponding threshold coe¢ cients are: -0.5, -0.1, 0.1, 0.5. The lengths of the time
series in the 3 examples of Table 1 are T = 200, T = 600, and T = 1400, respectively.
1300 iterations were performed for all the examples with the ￿rst 300 being discarded to
minimize in￿ uence of the starting values of the chain on our results14. Table 1 provides summary
statistics, and also quantiles for each of the parameters, thus providing us with a rough picture of
the marginal posterior distributions of the parameters. The top panel of each of the 3 examples
includes all 1000 iterations, whereas the lower two panels provide these statistics for the ￿rst
500 iterations and for the latter 500 iterations, with the statistics being close enough providing
evidence that the chain has converged. A more thorough approach to detecting convergence is
that of McCulloch and Rossi (1994), whereby histograms of the entire marginal distributions are
inspected and are compared when the Gibbs sampler is initiated from di⁄erent starting points and
as the number of simulations increases, with unimodality and robustness in the shape of these
histograms across experiments serving as evidence of convergence. There is strong evidence that
the algorithm has converged in all the examples according to both of the criteria just stated.
As can be seen from Table 1, much of the bias in the small sample comes from the variance
and the intercept, and this bias decreases substantially as the sample size increases. The bias for
the pair of ￿1 and ￿2 is smaller and does not change much across sample sizes.
Tobit:
The true model is as follows:
y￿
t = a + ￿1y￿




yt = ythreshold, if y￿
t ￿ ythreshold
14Looking at the "time series" plots over iterations for the generated parameters, there was ample evidence that
the sampler had converged to the ergodic state sooner than that, for all the parameters; thus dropping 300 iterations
seemed to have been more than enough. Furthermore, robustness checks were done with 5,500 iterations as well
(with the ￿rst 500 being discarded) and the results were quite similar.
18The explanatory variable xt is the same as with the probit examples: xt = ￿1 + ￿2xt￿1 + vt;
with ￿1 = 5, ￿2 = 0:5, and vt ￿ N(0;1). Similarly, the parameter values are the same as with the
probit examples: a = 2, ￿1 = 0:9, ￿2 = 0:3, ￿2 = 1. All the remaining information and conclusions
(regarding sample sizes, number of iterations, robustness checks, and evidence of convergence) are
all the same with these tobit examples as with the probit examples discussed above.
The results are presented in Table 2. As can be seen there, and similar to the probit examples,
there is some substantial bias in the variance and the intercept in the small sample, and it again
decreases with the sample size. The bias for ￿1 and ￿2 is small and does not change much as the
sample size increases.
6 Empirical Application
This section illustrates the use of our framework in practice by estimating a dynamic tobit model
for the overnight purchases of the New York Fed￿ s Open Market Desk (henceforth "the desk").
The existing literature on such desk reaction functions is relatively small, and most notably
includes papers such as Feinman (1993), Demiralp and Farley (2005), Demiralp and Jord￿ (2002)
and de Jong and Herrera (2009). All these studies naturally employ tobit models to account
for the fact that the dependent variable (the desk￿ s open market operations, such as overnight
Repurchase Agreements) is often 0, as the desk often abstains from any open market operation
during the maintenance period15. Feinman (1993) and Demiralp and Farley (2005) estimate static
tobits, whereas Demiralp and Jord￿ (2002) and de Jong and Herrera (2009) employ a dynamic
censored regression model, in the sense that they allow for lags of the dependent variable in their
speci￿cation. Furthermore, all these studies account for the desk￿ s changing responses within a
given maintenance period by introducing a host of dummy variables representing whether we are
early or late in the period (Feinman (1993) ) or di⁄erent days and events inside the maintenance
period (Demiralp and Farley (2005), Demiralp and Jord￿ (2002), and de Jong and Herrera (2009)
).
15The maintenance period is a fourteen day period starting on a Thursday and ending on a Wednesday. Banks
and other depository institutions are required to hold a certain average level of balances at the Federal Reserve, and
this average level is calculated over the 14-day maintenance period. For instance, banks can compensate for large
reserve de￿ciencies on a given day by holding excess reserve surpluses on other days within the same maintenace
period.
19The approach adopted here is that of a dynamic tobit both in the sense that it models (possible)
inertial behavior of the desk (by allowing for lags of the dependent variable) and in the sense that
it allows for evolving responses of the desk towards changing conditions in the markets for reserves.
This latter task is accomplished by augmenting the benchmark dynamic tobit with Time Varying
Parameters.
The data on reserves and the federal funds rate used in the estimation of the benchmark model
and of its Time-Varying-Parameter extension are at the daily frequency, and the period spanned
is from May 5, 1994 until June 4th, 1998. Following Feinman (1993) and Demiralp and Farley
(2005), the dependent variable and the explanatory variables constructed using this data are as
follows:
The Dependent Variable
The obvious choice of time period for the reserves market and for the speci￿cation of the desk￿ s
reaction function is the fourteen day maintenance period (starting on a Thursday and ending on
a Wednesday), as banks have to meet legislated reserve requirements not on a daily basis, but on
average over the maintenance period. Thus, quite naturally, the main focus of the desk￿ s attention
(in its quest to meet its objectives in the markets for reserves and for short term interest rates) is
the maintenance period average level of reserves. This is the quantity that the desk seeks to a⁄ect
through open market operations, and so the dependent variable for the desk￿ s reaction function
is the change in the maintenance period average level of reserves brought about by the desk￿ s
overnight Repurchase Agreements (or RPs), which are the most frequent operations conducted by
the desk. Notice that this variable is not the par value of an overnight RP, but rather the impact
that a given overnight RP has on the period-average level of reserves. Thus, and following Feinman
(1993) and Demiralp and Farley (2005), to calculate the impact of overnight RPs, I multiply the
par value of the RP in question by the number of days (counting holidays and weekends as well)
spanned by the RP and divide by fourteen.
Explanatory Variables
Deviation of the federal funds rate from its target: The desk conducts overnight RPs (and other
open market operations) in order to bring the fed funds rate close to its target level designated
20by the Federal Open Markets Committee; so the ￿rst explanatory variable is the deviation of the
(morning16) fed funds rate from the target. Obviously, large deviations of the morning rate from
its target increase the likelihood of an overnight RP by the desk.
Estimated Maintenance-Period-Average Reserve Need: The banking system￿ s demand for re-
serves (required plus excess reserves), as it is estimated to be on average over the maintenance
period, minus the reserves borrowed from the discount window, gives us the nonborrowed reserve
path, which is the desk￿ s primary objective. That quantity is the basis for17 the desk￿ s Estimated
Maintenance-Period-Average Reserve Need (henceforth, "the need"). The explanatory variable
used here is adjusted for the number of days remaining in the maintenance period.
Distribution of Reserve Need over the Maintenance Period: The desk potentially looks not just
at the average (for any given day of the maintenance period) need, but also at the distribution of
the need over the maintenance period, as it tries to smooth in general the daily reserves path over
the duration of the period.
One variable that captures such distributional aspects of the reserve need is simply the (desk￿ s
estimate of the) daily reserve de￿ciency (or surplus). The daily reserve de￿ciency is the projected
(nonborrowed) reserve availability for the day subtracted from the estimated maintenance period
average reserve objective18. The estimated coe¢ cient of such a variable can shed some light to
the extent to which the desk tries to smooth the reserves path over the maintenance period. If
the desk does exhibit such behavior, then we would expect that it would be more likely (ceteris
paribus) to engage in an add open market operation on a day in which reserves are projected to
be de￿cient than on a day in which the desk expects a surplus.
The Dynamic Tobit Model
This data is used to estimate the benchmark model and its Time-Varying Parameter extension.
The benchmark model is as follows:
y￿
t = ￿ + ￿(L)y￿
t￿1 + Xt￿ + "￿
t, where:
16That is, at the beginning of the day and before any transactions take place.
17That quantity, approppriately adjusted to account for nonborrowed reserves because of reasons beyond the Fed￿ s
control (see Feinman (1993) and Demiralp and Farley (2005) for details).











where, t = 1;:::;T indexes time, y￿
t is the latent dependent variable (latent "change in maintenance
period average level of reserves"), for period t, and similarly yt is the (constrained) dependent
variable for period t, Xt are the period-t explanatory variables (other than the latent lags), ￿, ￿
(￿ is a k ￿ 1 vector, where, k is the number of explanatory variables) are the intercept and the
coe¢ cients of the explanatory variables, ￿(L) = ￿1 +￿2L+:::+￿nLn￿1, (where all of the roots of
the associated polynomial 1￿￿1L￿￿2L2￿:::￿￿nLn lie outside the unit circle), "￿
t ￿ N(0;￿2), and
￿ is the threshold value that determines the cuto⁄ point beyond which there will be an operation.
This time-varying parameter extension to the benchmark model is as follows:
y￿
t = ￿t + ￿t(L)y￿











The only di⁄erence from the benchmark model is that now the coe¢ cients of the explanatory
variables are time varying as well: These coe¢ cients are ￿t, ￿t(L), and ￿t , t = 1;:::;T .
The dynamics of the time varying parameters are modeled using driftless random walks. This
is quite popular in the relevant time-varying parameter literature (see, inter alia, Boivin (2004)
and Cogley and Sargent (2002) ) as it allows for (possibly) very rich dynamic patterns without
making restrictive assumptions on trends and stationarity. Speci￿cally, the time varying parameter
speci￿cation is as follows:
Let ￿t, t = 1;:::;T be an (n + k + 1) ￿ 1 vector that includes the lags of the latent dependent
variable, the intercept, and the coe¢ cients of the explanatory variables. Then:




t!js) = 0, for all t;s = 1;:::;T, and j = 1;:::;n + k + 1.
Estimation Results and Discussion
The benchmark model is estimated through Gibbs sampling with data augmentation, as discussed
earlier. The time-varying-parameter extension to the benchmark model is implemented by adding
a single-move Gibbs sampling step, whereby all the time-varying parameters are generated in one
block. In contrast to the latent variables, the smoothing algorithm here can be implemented within
a linear state-space framework and the Kalman ￿lter (with the measurement equation being the
equation for the latent variable y￿
t and the transition equation being the driftless random walk
for ￿t). Finally the precision matrix H is also generated in a separate block. All the details on
the various steps of the Gibbs sampler for the benchmark model and its time-varying-parameter
extension are provided in Appendix B.
The ￿rst conclusion we reach upon examining the estimated benchmark model is that dynamics
induced by possible inertia in the desk behavior does not seem to be a signi￿cant part of the picture.
Indeed, the ￿rst lag of the latent dependent variable is not signi￿cant. Table 3 thus presents the
benchmark speci￿cation re-estimated without the lag. The results of Table 3 (which are quite
similar to the results obtained when the lag is included) largely con￿rm our prior expectations.
Speci￿cally, and as expected, the estimated coe¢ cient of the maintenance-period-average re-
serve need is positive and signi￿cant. This implies that the desk has been consistently monitoring
the average reserve need within maintenance periods and across periods and has been addressing
the projected average need by injecting funds into the banking system via overnight RPs.
The coe¢ cient of the daily reserve de￿ciency, is still signi￿cant, but weaker than the average-
need coe¢ cient and has the expected positive sign. The positive sign implies that, ceteris paribus,
and in particular, for a certain deviation of the morning fed funds rate from its target, and given
the maintenance period average reserve need, the desk is more likely to resort to an overnight RP,
thus adding reserves, on days when it expects a reserve de￿ciency than on days when it expects
a reserves surplus. Thus, there is some evidence that the desk tries to smooth the reserves path
over the maintenance period; however, the estimates suggest that such smoothing considerations
may not be as important a determinant of the desk￿ s behavior as one might have thought.
This constant parameter approach may be too crude to su¢ ciently account for possibly compli-
23cated inter-period or intra-period dynamics in the desk￿ s behavior. That￿ s indeed what￿ s suggested
by Figures 1-4, which present the graphs of the time varying parameters19, revealing remarkable
￿ uctuations in these parameters both within and across maintenance periods. Nevertheless, upon
reviewing these ￿gures a couple of salient patterns emerge:
First of all, the ￿gures con￿rm the ￿nding from the benchmark model that the maintenance-
period-average reserve need is a more important determinant of the desk￿ s behavior than the daily
reserve de￿ciency. Indeed, as we can see from Figure 2 (that presents the maintenance-period-
average reserve need) and from Figure 3 (the respective ￿gure for the daily reserve de￿ciency) the
"need" estimates are around 10 times bigger than the "de￿ciency" estimates, and they also tend
to be signi￿cant more often than the de￿ciency estimates. This again suggests that the desk may
be aiming less at smoothing the reserves path over the maintenance period than one might have
thought, and focusing mostly on meeting the average (over the maintenance period) need.
Furthermore, we can see by observing the ￿ uctuations of the coe¢ cient of the daily reserve
de￿ciency (Figure 3) that are wider in the late nineties than earlier, that the desk seems to have
adopted a more agile and proactive stance towards the distribution of the reserve need over the
maintenance period in the late nineties than earlier. As discussed in Demiralp and Farley (2005),
this more interventionist approach of the late nineties in response to daily movements of the
daily reserve de￿ciencies (or surpluses) possibly re￿ ects the desk￿ s adjusting behavior in the new
environment (of the mid- to late nineties) of lower reserve requirements for the banking system.
7 Concluding remarks
Although there are several contexts in macroeconomics in which there are substantial restrictions
in the support space of the dependent variable, and thus for which there is a strong motivation
for the use of dynamic Limited Dependent Variable models, there is little applied work where both
these restrictions and the required dynamics are taken into account at the same time. The primary
reason for that is, presumably, the formidable computational complexity associated with the task
of estimating such models in a standard, classical extremum framework (even when simulations
are used to approximate the multiple integrals contained in the likelihood). This paper proposes
19All the ￿gures present point estimates (solid lines), which are the means of the posterior distributions, and 90%
con￿dence bands (dotted lines), which are constructed from the 5th and 95th percentiles of the posterior distribution.
24and implements, using both real and simulated data, a ￿ exible and practical framework, based on
MCMC simulations, that overcomes these computational problems, that can be easily augmented
to account for various time series modeling features, and that could thus be quite useful in applied
macroeconomic research. It further illustrates how this framework can be embedded in a classical
context (as MCMC methods are mostly encountered in the literature in Bayesian contexts).
Appendix A - Proofs of Section 3
Proof of Proposition 1:




Thus, ￿T(￿) satis￿es: 1
2(￿ ￿ ￿0)0 ￿ ￿T(￿) ￿ (￿ ￿ ￿0) = ￿￿
T(￿), where ￿￿
T(￿) is the residual term







j￿￿￿0j2 < "] = 1. That is,
j￿￿
T(￿)j
j￿￿￿0j2 converges to 0 in probability uniformly in
￿ 2 N(￿0), where N(￿0) is all ￿ s.t. j￿ ￿ ￿0j ￿ ￿. This implies that j￿T(￿)j also converges to 0 in
probability uniformly in ￿ 2 N(￿0).
Now, we have that:
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T < "] = 1) we conclude that
jRT(￿)j
T also converges to 0 in probability uni-











"] = 0, which is the Expansion Condition.
The proof of Equation 5 is similar. Speci￿cally, we can conclude, using the same reasoning as
above, that
jRT(￿)j
T converges to 0 in probability uniformly in ￿ 2 N(￿0), where N(￿0) is an open
neighborhood of ￿0. Then, if f￿Tg is a sequence such that ￿T
P ! ￿0, and as
jRT(￿T)j
T is continuous
20Note that lT(e ￿), being the logarithm of the T-period likelihood, can be written as the sum of appropriately
chosen conditional (on past periods) log-likelihoods plus an initial term. Therefore, using an appropriate law of
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T j < "] = 1. Thus, and depending on the case and on which law of large numbers is used, this part
of Assumption 2 can be replaced by the appropriate conditions (mixing conditions, for McLeish￿ s Law of Large
Numbers, for instance) such that the needed law of large numbers holds.
25at ￿0, we can conclude, using Amemiya￿ s Theorem 4.1.521 that
jRT(￿T)j
T
P ! 0 (Equation 5). ￿
Proof of Proposition 2:
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T [lT(￿)￿lT(￿0)] ￿ ￿"g = 1, and thus the Identi￿ability Condition holds. ￿
The arguments in the proofs of Theorems 3 and 4 parallel those of Chernozhukov and Hong
(2003) (and also of Bickel and Yahav (1969), Ibragimov and Has￿ minskii (1972, 1981), and Lehmann
and Casella (1998) ), with the proofs here being for the multi-parameter stationary and ergodic
time series case:
Proof of Theorem 3:
Since h is de￿ned to be
p
T(￿ ￿￿T), and if pT(￿) is the posterior of ￿, we get by a simple variable
transformation that the posterior density of
p
T(￿ ￿ ￿T), namely p￿











But, using Bayes￿ s rule, we can write pT( h p














T +￿T) ￿ 1 p
T dh
(A.2)
21For a statement of the theorem and its proof, see Amemiya (1985), page 113.
22This part of Assumption 2 is implied by global concavity of the likelihood function, for instance. Such global
concavity results can be proved on a case-by-case basis for LDV models.
23Note that lT(￿), being the logarithm of the T-period likelihood, can be written as the sum of appropriately
chosen conditional (on past periods) log-likelihoods plus an initial term. Therefore, using an appropriate law of








T ) < "] = 1. Thus, and depending on the case and on which law of large numbers is used, this part
of Assumption 2 can be replaced by the appropriate conditions (mixing conditions, for McLeish￿ s Law of Large
Numbers, for instance) such that the needed law of large numbers holds.
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2h0IT(￿0)h￿(￿0)jdh
P ! 0 (A.6)





2h0IT(￿0)h)￿(￿0)dh = ￿(￿0)(2￿)d=2jdet(IT(￿0))j￿ 1
2 (A.7)















2h0IT(￿0)h ￿ CTjdh (A.8)
24. So, and since (A.7), implies that CT = Op(1), to prove equation (8), we need to prove that
￿
P ! 0.
24This is evident since, by de￿nition of p
￿
1(h):
27But, we can use (A.7) to conclude that: (￿1 + ￿2 ￿ ￿)













2h0IT(￿0)h ￿ CT ￿ ￿(￿0)j
Z
(1 + jhj)e￿ 1
2h0IT(￿0)hdh
P ! 0 (A.10)
, where (A.10) follows from (A.7).
Now, combine the above stated result that (￿1 + ￿2 ￿ ￿)
P ! k ￿ 0 with (A.10) and (A.6), and
together with the fact that ￿ ￿ 0, to conclude (8), which proves Theorem 3. ￿
Proof of (A.6): The proof follows from Chernozhukov and Hong (2003) (Part 2 of their Proof
of their Theorem 1) by setting ￿ = 1 in their respective proof. Thus the reader is referred to that
source for the details, but a summary sketch of the proof is as follows:
The area of integration of (A.6) is divided into three parts, and it is shown that the integral of
(A.6) tends to 0 in probability over each of the three parts. First, it is proved that, given " > 0,
there exists a large M > 0 and a small ￿ > 0 such that for jhj < ￿
p
T, the integrand of ￿1 (given
in (A.6)) is bounded by an integrable function with probability greater than or equal to 1 ￿ ",
and thus the integral can be made arbitrarily small in the region of integration M < jhj < ￿
p
T,
by choosing a su¢ ciently large M. The proof for this part uses Assumptions 2 and 3, and the
expansion condition. The second region of integration is jhj < M, and here it is shown, using
Assumptions 2 and 3 and the expansion condition, that for any M > 0, the integral of (A.6) tends
to 0 in probability. Finally, the third region of integration is jhj ￿ ￿
p
T, and the desired result
here follows for any ￿ > 0 from the identi￿ability condition, as well as Assumptions 2, 3, and 4,
(or 40, or 400). ￿











































































d ! N(0;I) (A.12)
Given this, it only remains to show that for the ￿rst term of the RHS of (A.11) we have that:
p
T(b ￿￿￿T)
P ! 0, since then Theorem 4 follows from (A.12). To derive this, note that, by a simple























T(h)dh + ￿T (A.13)
Therefore, we conclude from (A.13) that:
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T (￿0) ￿ (p￿
T(h) ￿ p￿
1(h))jdh
P ! 0 (A.15)
25Assumption 2iii) can be a consequence of a Central Limit Theorem. Which Central Limit Theorem is needed
(and thus what conditions need to be imposed in order for the needed CLT to hold) depends on the particular model
under consideration.






T(b ￿ ￿ ￿T)
P ! 0, and so Theorem 4 follows from (A.12). ￿
Appendix B - MCMC Algorithms
A few words on notation and terminology for what follows ￿rst: ￿ will be taken to mean in
what follows all the variables other than the ones being generated in the particular block under
consideration. y; X will denote the entire vector for the dependent variable and the entire matrix
of explanatory variables, respectively, (periods 1;:::;T), and yt; Xt will denote the dependent
variable and the explanatory variables for period t. The word "conditional" will be taken to mean
conditional on everything, except of course for the variable(s) being generated in the particular block
under consideration. MCMC is a smoothing algorithm, and thus we always have to condition on
the entire history of the data (periods 1;:::;T).
Generating the Variance: Here we can employ an inverted Gamma conjugate prior or a ￿ at
prior on the positive half of the real line. I consider each of the two cases in turn:
Using an inverted Gamma as the conjugate prior for the variance: Inverted gamma
distributions are convenient priors for the variance, since when multiplied by the conditional like-
lihood, they result in conditional posteriors which are also inverted gammas26, that we know how
to sample from:
So, if the prior for ￿2 is IG(￿0
2 ; ￿0
2 ), where IG stands for inverted gamma, then the conditional
posterior is also IG(￿1
2 ; ￿1
2 ), where ￿1 = ￿0 + T, and ￿1 = ￿0 + "0", where " is the T ￿ 1 vector of
error terms of equation 1.
Using a ￿ at prior for the variance: An appropriate ￿ at prior for the variance is the
positive half of the real line and it results in a posterior which is proportional to the conditional
likelihood for the variance (thus it￿ s proportional to (￿2)￿ T
2 ￿ e
￿ 1
2￿2 "0") and whose support is the
positive real line. This is also of the Gamma form, so this case is essentially included in the
previous case.
26See, for instance, Kim & Nelson (1999) for the derivation of this.
30I conducted experiments using both ￿ at priors and various forms of inverted gamma priors (I
let each of the two parameters of the Gamma vary from 0.1 to 10 and I tried various combinations
of the two parameters within that range). The results were quite similar with no evidence of any
particular approach giving consistently better results. I also conducted several experiments using
a Metropolis-Hastings step (random walk chain27) for the block of the variance. I tried candidate
densities that include Normal and Gamma distributions, with mixed results: the results tend to
be better in static models than in dynamic models.
Generating the coe¢ cients of the explanatory variables: A ￿ at prior for this block results
in a Gaussian conditional posterior from which we can sample easily: In particular, this conditional
posterior is, in a standard way, N((X0X)￿1X0y￿;￿2(X0X)￿1). For a derivation of this, see, for
instance, Albert and Chib (1993b).
All the required stationarity constraints are implemented with rejection sampling.
Generating the latent dependent variables: I use a single-move smoothing algorithm here,
which entails simulating each y￿
t, t = 1;:::;T, one by one in separate blocks, while also conditioning
on all the data, and all the other parameters, including all the other latent variables, for each block.
The algorithm is derived as follows:
Let g(y￿
tj￿;y;X) denote the conditional distribution of y￿
t, and let e y￿
t denote all the latent
variables for periods 1;:::;t, let e y￿
6=t all the latent variables for all periods except for t, and similarly
let e yt denote all the dependent variables for periods 1;:::;t. The dependence on the parameters
other than the latent variables and on the explanatory variables is suppressed for convenience.
Furthermore, for expositional purposes, I present the case of one lag for the latent variable. The
proof for more than one lags is the same. So, we have that:




Generate ￿r from q(￿j￿
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Note that the transition from the 3rd line to the 4th line is valid as yt+1;:::;yT do not depend
on y￿
t, given e y￿
6=t. Note also that the transition from the 5th line to the 6th line is valid (for the
case of models with one lag for the latent variable) because the denominator of the fraction of the
5th line does not depend on y￿
t.
This last conditional distribution can be obtained from the joint distribution of all the error
terms where y￿
t appears. For the case with one latent lag, y￿
t appears in the equations giving
"t, and "t+1. The joint pdf of the error terms is Gaussian, and ignoring for a moment the e⁄ect








￿;Xt;Xt+1 are de￿ned here to exclude the latent lag and its coe¢ cient, and ￿1 is the coe¢ cient
of the latent lag.
The e⁄ect of conditioning on e yt is a truncation, whose exact form depends on the model
under consideration. For example, for the cases considered in Section 2, the binomial probit,
the multinomial unordered probit, the multinomial ordered probit and the censored tobit, the
truncations are as follows:
Binomial Probit: If yt = 0, then y￿
t 2 (￿1;0]. If yt = 1, then y￿
t 2 (0;1):
28Just rewrite, in that joint pdf, each of the error terms as an expression of the latent variables that appear in the
latent equation that corresponds to that error term.
32Multinomial unordered Probit: If yt = j, then draw a vector y￿
t from a J ￿ 1 version of the
distribution of the latent variable (whose ith component is, for instance, N(Xti￿;￿2), i = 1;:::;J),
and accept the draw if the jth component of the draw is the maximum.
Ordered Probit: If ￿yt 2 category j, then y￿
t 2 (yt￿1 + cj￿1;yt￿1 + cj);8j;8t:
Censored Tobit: If yt = y0, then y￿
t 2 (￿1;y0]. If yt > y0, y￿
t = yt.
So, we can see that the required sampling task for most of these cases is that of sampling from
a (univariate) truncated normal. The best way of doing that is a combination of sampling from a
uniform and inverting the truncated normal cdf. Speci￿cally, let￿ s say that we wish to simulate Y ￿
with a Normal cdf F with mean ￿ and variance ￿2, but that we truncate between a and b. Let Z ￿










￿ ) , where ￿ is the







Additional blocks needed for the Time Varying Parameters:
Generating the Time Varying Parameters: In contrast to the case of the latent variables,
obtaining the smoothing algorithm for the Time Varying Parameters is standard because here
we can usefully employ a state-space representation, with the Measurement Equation being the
latent equation, and with the Transition Equation being the driftless random walk for the TVP￿ s,
together with the Kalman ￿lter.
Speci￿cally, let e ￿T = [￿1:::￿T]0. Let Y1;:::;YT denote the "data" (that is, the dependent vari-
able, the latent dependent variable, and the explanatory variables) for periods 1;:::;T, respectively,
and let e Yt denote all the data up to period t;t = 1;:::;T. Let g(e ￿Tj￿; f YT) denote the conditional
distribution of e ￿T. Then, following Kim and Nelson (1999) I employ a multimove Gibbs-sampling
approach, thus generating the entire e ￿T as a block from its conditional distribution, g(e ￿Tj￿; f YT).
The Markov property of the ￿t￿ s ensure that convenient simpli￿cations occur in g(e ￿Tj￿; f YT), and
in particular:
g(e ￿Tj￿; f YT) = g(￿Tj￿; f YT)g(e ￿T￿1j￿;￿T; f YT)
= g(￿Tj￿; f YT)g(￿T￿1j￿;￿T; f YT)g(e ￿T￿2j￿;￿T￿1;￿T; f YT)
= :::
= g(￿Tj￿; f YT)g(￿T￿1j￿;￿T; f YT)g(￿T￿2j￿;￿T￿1; f YT):::g(￿1j￿;￿2; f YT)
= g(￿Tj￿; f YT)g(￿T￿1j￿;￿T; ] YT￿1)g(e ￿T￿2j￿;￿T￿1; ] YT￿2):::g(￿1j￿;￿2;f Y1)




As suggested by this last expression, I ￿rst need to generate ￿T from g(￿Tj￿; f YT), and then,
given ￿t+1, generate ￿t from g(￿tj￿;￿t+1; e Yt);t =;:::;T ￿ 1. Thus, I ￿rst generate ￿T from
g(￿Tj￿; f YT)~N(￿TjT;PTjT), and then ￿t; for t = T￿1;::;1 from g(￿tj￿;￿t+1; e Yt)~N(￿tjt;￿t+1;Ptjt;￿t+1),
where ￿TjT = E(￿Tj￿; f YT); PTjT = Cov(￿Tj￿; f YT); ￿tjt;￿t+1 = E(￿tj￿; e Yt;￿t+1) = E(￿tj￿;￿tjt;￿t+1);
Ptjt;￿t+1 = Cov(￿Tj￿; f YT;￿t+1) = Cov(￿Tj￿;￿tjt;￿t+1). The updating terms ￿TjT;PTjT; (and also
all ￿tjt;Ptjt;t = 1;:::;T) can be derived in a standard way using the Kalman ￿lter29. The same
holds true for the terms ￿tjt;￿t+1, and Ptjt;￿t+1 since they can also be viewed as updating terms in
which the updating is done not with Yt, but with ￿t+1, which has been generated, and thus can
be considered as observed data.
The initial values, ￿0j0 are arbitrary, with P0j0 having large diagonal elements (so that large
uncertainty is attached to ￿0j0).
The re￿ ecting barriers imposing the stability condition on the coe¢ cients of the lags of the
dependent variable are implemented with rejection sampling, done separately for each time period
t = 1;:::;T:
Generating the precision matrix H: In a standard fashion (see, for example, Koop (2003)
), the prior for H is Wishart, W(￿0;H0), where I set ￿0 = 0;H￿1
0 = 0, and then the conditional








A note on the computer code: All of the computer code for this paper was written in Gauss
(8). The seed was always ￿xed at 180303.
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38variable mean std. dev. median 2.5% qntl 5% qntl 10% qntl 90% qntl 95% qntl 97.5% qntl
variance 0.7221 0.093 0.7155 0.5582 0.581 0.6082 0.8444 0.8851 0.9223
intercept 2.5402 1.457 2.5213 -0.2923 0.1616 0.6779 4.4136 4.9466 5.414
1st lag 0.907 0.0278 0.9072 0.8513 0.8607 0.8711 0.9423 0.9521 0.961
expl. variable 0.2119 0.0567 0.2117 0.1005 0.1185 0.1393 0.2844 0.3049 0.3229
variance 0.722 0.0925 0.7156 0.5602 0.5813 0.6082 0.8441 0.8845 0.9224
intercept 2.5404 1.4576 2.5254 -0.2974 0.1558 0.6757 4.4044 4.9359 5.4274
1st lag 0.907 0.0278 0.9072 0.8517 0.8605 0.871 0.9424 0.9523 0.9614
expl. variable 0.2116 0.0567 0.2111 0.1006 0.1184 0.1389 0.2845 0.3044 0.3236
variance 0.7223 0.0933 0.7157 0.5578 0.5799 0.608 0.8439 0.8851 0.924
intercept 2.54 1.4554 2.5187 -0.2609 0.1497 0.6776 4.412 4.9318 5.4339
1st lag 0.9069 0.0278 0.9071 0.8515 0.8605 0.8712 0.9421 0.9516 0.961
expl. variable 0.2123 0.0566 0.2123 0.1013 0.1185 0.1392 0.2841 0.3046 0.323
variable mean std. dev. median 2.5% qntl 5% qntl 10% qntl 90% qntl 95% qntl 97.5% qntl
variance 0.7513 0.0561 0.7489 0.6484 0.6632 0.6811 0.8245 0.8473 0.8674
intercept 2.2367 0.8193 2.2354 0.6217 0.8863 1.187 3.2845 3.5779 3.8481
1st lag 0.9126 0.0156 0.9126 0.8816 0.8867 0.8925 0.9326 0.9382 0.9431
expl. variable 0.2137 0.0332 0.2136 0.1484 0.1592 0.1712 0.2561 0.2683 0.2788
variance 0.7514 0.0563 0.7488 0.649 0.6627 0.6808 0.8247 0.8475 0.8687
intercept 2.2366 0.8197 2.2334 0.6257 0.8871 1.1786 3.281 3.5764 3.8537
1st lag 0.9125 0.0157 0.9125 0.8817 0.8866 0.8925 0.9325 0.9382 0.9432
expl. variable 0.2139 0.033 0.2139 0.1494 0.1596 0.1714 0.256 0.2683 0.2791
variance 0.7512 0.0558 0.7489 0.6487 0.6633 0.6812 0.8244 0.8461 0.8665
intercept 2.2368 0.8186 2.2345 0.6327 0.8805 1.1892 3.2831 3.5759 3.8564
1st lag 0.9126 0.0156 0.9127 0.8815 0.8866 0.8924 0.9325 0.938 0.9432
expl. variable 0.2134 0.0333 0.2133 0.1485 0.1587 0.1707 0.256 0.268 0.2792
variable mean std. dev. median 2.5% qntl 5% qntl 10% qntl 90% qntl 95% qntl 97.5% qntl
variance 0.7579 0.037 0.7568 0.6879 0.6986 0.7111 0.8058 0.8201 0.8329
intercept 2.0355 0.5261 2.0333 1.0055 1.1656 1.3584 2.7105 2.9009 3.0628
1st lag 0.9175 0.01 0.9175 0.8978 0.9009 0.9046 0.9302 0.9339 0.9369
expl. variable 0.2092 0.0219 0.2092 0.166 0.173 0.1811 0.2371 0.245 0.2518
variance 0.7579 0.0371 0.7568 0.688 0.6983 0.7107 0.8061 0.8205 0.8332
intercept 2.0386 0.5261 2.036 1.0111 1.1688 1.3585 2.7091 2.9027 3.0717
1st lag 0.9174 0.01 0.9174 0.8979 0.9009 0.9045 0.9303 0.9339 0.9371
expl. variable 0.2091 0.0219 0.2091 0.1662 0.1727 0.1809 0.237 0.2445 0.2517
variance 0.7578 0.0369 0.7568 0.6882 0.6985 0.7112 0.8051 0.8193 0.8333
intercept 2.0324 0.5259 2.0303 1.0097 1.1601 1.3543 2.7078 2.8929 3.0626
1st lag 0.9175 0.01 0.9175 0.8979 0.9009 0.9046 0.9302 0.9338 0.9368
expl. variable 0.2093 0.0218 0.2092 0.1664 0.173 0.1813 0.2372 0.2453 0.2523
   The last 7 columns are quantiles of the posterior distribution.






   Results are averages over 100 datasets (Robustness checks were done with 500 datasets, with similar results).








39variable mean std. dev. median 2.5% qntl 5% qntl 10% qntl 90% qntl 95% qntl 97.5% qntl
variance 0.8025 0.0804 0.7971 0.6597 0.6798 0.7039 0.9075 0.9432 0.9747
intercept 3.3559 1.5394 3.3547 0.322 0.818 1.381 5.3202 5.8752 6.3799
1st lag 0.8802 0.0296 0.8802 0.8217 0.8313 0.8423 0.9181 0.9286 0.938
expl. variable 0.2663 0.0567 0.2661 0.1539 0.1727 0.1933 0.3386 0.3598 0.3776
variance 0.8031 0.0809 0.7978 0.6602 0.6792 0.7039 0.9085 0.944 0.9763
intercept 3.3557 1.5341 3.3542 0.3654 0.8378 1.3874 5.3099 5.8522 6.3665
1st lag 0.8802 0.0295 0.8803 0.822 0.8312 0.8424 0.9177 0.9282 0.938
expl. variable 0.2662 0.0568 0.2662 0.1538 0.1719 0.1932 0.3384 0.3595 0.3779
variance 0.8019 0.0799 0.7967 0.6604 0.6798 0.7036 0.9059 0.9409 0.9743
intercept 3.3561 1.5437 3.3564 0.3138 0.7974 1.3727 5.3118 5.883 6.4014
1st lag 0.8802 0.0296 0.88 0.822 0.8312 0.8422 0.9182 0.9289 0.9385
expl. variable 0.2664 0.0566 0.2662 0.1549 0.1727 0.1933 0.3388 0.3595 0.3775
variable mean std. dev. median 2.5% qntl 5% qntl 10% qntl 90% qntl 95% qntl 97.5% qntl
variance 0.8246 0.0477 0.8227 0.7364 0.7497 0.765 0.8867 0.9058 0.9228
intercept 3.0551 0.8623 3.0578 1.3542 1.6287 1.9523 4.1542 4.4682 4.7449
1st lag 0.8854 0.0167 0.8854 0.8524 0.8578 0.864 0.9067 0.9129 0.9181
expl. variable 0.27 0.0325 0.2698 0.2059 0.2164 0.2284 0.3116 0.3233 0.3336
variance 0.8246 0.0478 0.8227 0.7365 0.7497 0.7648 0.8865 0.9061 0.9241
intercept 3.0548 0.8629 3.061 1.3619 1.6188 1.9439 4.1492 4.463 4.7508
1st lag 0.8854 0.0167 0.8853 0.8528 0.8578 0.864 0.9068 0.9129 0.9182
expl. variable 0.2701 0.0323 0.27 0.2067 0.2166 0.2284 0.3113 0.323 0.3335
variance 0.8246 0.0475 0.8228 0.737 0.7493 0.7651 0.8865 0.9049 0.9226
intercept 3.0555 0.8612 3.053 1.3722 1.6268 1.9541 4.1556 4.466 4.7536
1st lag 0.8854 0.0167 0.8855 0.8524 0.8576 0.8639 0.9066 0.9127 0.9181
expl. variable 0.2698 0.0327 0.2696 0.2063 0.2159 0.2281 0.3116 0.3234 0.334
variable mean std. dev. median 2.5% qntl 5% qntl 10% qntl 90% qntl 95% qntl 97.5% qntl
variance 0.8238 0.0313 0.8229 0.7645 0.7737 0.7843 0.8643 0.8765 0.887
intercept 2.7977 0.5563 2.7966 1.7034 1.8776 2.0814 3.5097 3.7111 3.8891
1st lag 0.8911 0.0108 0.8911 0.87 0.8734 0.8773 0.9049 0.9087 0.912
expl. variable 0.2669 0.0213 0.2669 0.2249 0.2317 0.2396 0.2942 0.3018 0.3085
variance 0.8238 0.0314 0.8229 0.7644 0.7733 0.7841 0.8644 0.8766 0.8874
intercept 2.8009 0.556 2.7995 1.7164 1.8776 2.0818 3.5103 3.7055 3.8973
1st lag 0.8911 0.0108 0.8911 0.8701 0.8734 0.8772 0.9049 0.9087 0.9121
expl. variable 0.2668 0.0213 0.2669 0.2251 0.2315 0.2393 0.294 0.3013 0.3082
variance 0.8237 0.0312 0.8229 0.765 0.7738 0.7842 0.864 0.8761 0.887
intercept 2.7945 0.5562 2.7924 1.7092 1.8706 2.0799 3.5075 3.706 3.8886
1st lag 0.8912 0.0107 0.8912 0.8701 0.8733 0.8773 0.9048 0.9087 0.912
expl. variable 0.2671 0.0213 0.267 0.2252 0.2316 0.2397 0.2944 0.3021 0.309
   The last 7 columns are quantiles of the posterior distribution.
   Results are averages over 100 datasets (Robustness checks were done with 500 datasets, with similar results).














40variable mean std. dev. median 2.5% qntl 5% qntl 10% qntl 90% qntl 95% qntl 97.5% qntl
intercept 21.0492 7.9185 21.189 5.5139 8.3654 10.9742 30.9771 33.9859 37.2506
need 0.2479 0.0169 0.2479 0.212 0.2186 0.2259 0.2699 0.2747 0.2796
deficiency 0.0105 0.0021 0.0105 0.0062 0.0071 0.0079 0.013 0.0138 0.0146
fed funds dev. 585.8875 31.4859 585.9319 522.5165 533.1159 546.1339 626.5425 635.9891 651.3143
Notes:
This is the benchmark specification of Section 6 (excluding the 1st lag of the dependent variable). 
-- "need" is the "maintenance period average reserve need.
-- "deficiency" is the daily reserve deficiency.
-- "fed funds dev." is the deviation of the federal funds rate from its target.
The first 2 columns are the mean and standard deviation of the posterior distribution. 
The last 7 column are quantiles of the posterior distribution. 
Table 3: Results from the Benchmark Model
period: May 5, 1994 - June 4, 1998
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