Introduction
Stable isotope analysis of both organic and inorganic substrates has been widely used for a broad range of applications in such diverse fields as the earth sciences, environmental sciences, biology, archeology, and forensics. 1 In particular, applications of stable isotope techniques to forensic science have greatly expanded during the last decade. Stable carbon and nitrogen isotopes have been mainly used as potential tracers in forensic science. The continuous-flow elemental analyzer interfaced with an isotope ratio mass spectrometer (EA-IRMS) is currently used in forensic isotope analysis of a wide range of sample materials including soils, oils, explosives, drugs and foods. 1 Unlike an elemental analyzer, conventional sample preparations are labor-intensive and time-consuming, require relatively large sample amounts, and need careful attention to avoid isotopic fractionation. Fortunately, recent advances in mass spectrometry allow the determination of stable isotopes in organic and inorganic matters containing small amounts of carbon and nitrogen for environmental monitoring and forensic research. These developments allow the study of isotope variation in nature and in environmental science, geosciences, biology, archeology, planetary science, etc.
Preston and Owens 2 first suggested that the continuous-flow EA-IRMS technique could overcome drawbacks in conventional analysis techniques for stable carbon and nitrogen isotopes. While stable isotope analysis techniques for nitrogen and carbon using continuous-flow EA-IRMS have since been developed, 2, 3 calibration methods for mass discrimination are still debated. 4, 5 EA-IRMS is a high performance technique dedicated to the isotopic analysis of carbon and nitrogen in organic and inorganic samples. 2, 3, 6 Stable isotope analysis using continuous-flow EA-IRMS is much faster and requires much smaller quantities of samples than the conventional dual inlet system. However, the best results are obtained only when both the chemical and isotopic compositions of samples and standards are very similar. In particular, data quality strongly depends on controlling various factors. The precision of continuous-flow EA-IRMS measurements is generally lower than that of the dual inlet method since a single pulse of sample and reference gases enters the mass spectrometer during analysis. Conventionally, either the external bracket method (a batch of sample and standard) is used in order to get reasonable results or blank/standard analysis is performed before each sample analysis. Conventional analysis using continuous-flow EA-IRMS requires weighing each sample and is subject to a potential error as incorrect or foreign isotope values may be obtained for small samples that are difficult to weigh. This paper describes new modifications for calibration using the major ion beam intensity (nA; defined as the peak height of the major ion beam (m/z 44) measured on the mass spectrometer) only that allow rapid and precise carbon isotopic determinations without the need to weigh each sample. The simple calibration method presented here can be very useful for stable carbon isotope analysis using continuous-flow EA-IRMS with sufficient accuracy and precision.
Experimental

Instrumentation
The instrumentation installed at the Korea Basic Science Institute (KBSI) was an elemental analyzer (EuroVector EuroEA3000 Series, Italy)-isotope ratio mass spectrometer (GV IsoPrime, UK) system. The elemental analyzer was based on the Dumas principle in which dynamic flash combustion is followed by packed gas chromatography (GC) column separation of the gaseous species produced (e.g., N2, CO2, and SO2). The elemental analyzer was directly connected to a continuous-flow inlet-isotope ratio mass spectrometer via vitreous silica capillaries (Fig. 1 ). Continuous flow analysis using an elemental analyzer interfaced with an isotope ratio mass spectrometer (EA-IRMS) is faster and requires much less material than conventional analytical methods. Although using an EA-IRMS is simple and fast, accurate calibration strongly depends on matching sample and reference peak heights by adjusting the sample weight. This paper describes a new modification for calibration using only the major ion beam intensity (nA) without weighing each sample or increasing the number of reference materials. technique used in this study. Our system is characterized by the continuous-flow inlet system, which consists of two vitreous silica capillaries that carry helium gas into the source of the mass spectrometer continuously (Fig. 1 ). These two capillaries drew helium gas from two open splits: one fed from a reference gas injector system and the other from the elemental analyzer. Pulses of pure reference gas were injected into the source of the mass spectrometer through a silica capillary at defined times and the sample gases were carried by a stream of helium gas to the sample open slit. The sample gases entered the source of the stable isotope ratio mass spectrometer (Fig. 1) , and they were finally ionized there for isotopic determination. A schematic view of the elemental analyzer (EA), 7 including some experimental conditions used for this study, is shown in Fig. 1 . The EA consists of two separate furnaces (i.e., combustion and reduction furnaces), which heat speciallypacked reactor tubes. The temperature setting and the reactor packing depend on the type of analysis being undertaken. The set up mode used for the study is combustion for both nitrogen and carbon. Samples are loaded onto a carousel and sequentially dropped by the auto sampler into the combustion reactor for dynamic flash combustion by the aid of pure oxygen gas. The reactors have a constant flow of helium flowing through them. Samples are converted to carbon dioxide, oxides of nitrogen, and water in the combustion reactor. Oxides of nitrogen are then reduced to nitrogen gas (N2) in the reduction reactor. This mixed sample gas is carried through a chemical water trap and onto a packed GC column which separates the gases according to mass. The sample gas then passes through a thermal conductivity detector (TCD) which measures the amount of a particular product gas in the flow, from which in normal EA operation the amount of a particular element (i.e., C, N or S) in the sample can be calculated. The carousel has a helium purge supply to prevent ingress of air when the sample is dropped. There is also an oxygen injection system, which is used when operating in combustion mode.
The detailed operating conditions used in this study are summarized in Table 1 .
Materials
Two international standards, two lab working standards, and several marine sediment samples with different isotopic compositions were used in our experiments. All carbon isotopic analyses for the standards and samples were reported in the conventional δ notation relative to the Pee Dee Belemnitella (PDB) international standard, i.e., δ (‰) = [(Rx/Rs) − 1]× 1000. Here, Rx is the isotopic ratio, 13 C/ 12 C of samples, and Rs is the isotopic ratio, 13 C/ 12 C of the PDB standard. The international standards used are NIST SRM 8539 (NBS22-oil, δ 13 CPDB = −29.73 ± 0.09‰) and NIST SRM 8542 (Sucrose ANU-sucrose, δ 13 CPDB = −10.47 ± 0.13‰) (http://www. nist.gov/). The working standards used were calibrated using the above two international standards, and these are KBSI-urea #1 (δ 13 CPDB = −36.46 ± 0.15‰) and KBSI-urea #2 (δ 13 CPDB = −24.79 ± 0.13‰). Several marine sediment samples collected from the Ulleung Basin, Korea, were also used for carbon isotopic analyses. These samples contain small quantities of organic carbon (less than 1.0 wt% carbon).
Results and Discussion
Relationship between major ion beam intensity and carbon isotope value
It was found that the major ion beam intensity values (nA) of the urea standards and sediment samples were inversely correlated with their carbon isotope values (δ 13 CPDB) (Fig. 2a) . That is, the relationship between the major ion beam intensity and the carbon isotope value of the urea standards could be expressed by a logarithmic function (Fig. 2a) . The same trend was observed for marine sediment samples (Fig. 2b) . In addition, a similar relation between the sample weight and the carbon isotope value of the urea standard could be expressed by a logarithmic function (not shown). As a result, there was a very good linear correlation between the major ion beam intensity and the sample weight (Fig. 3) , clearly indicating that the major ion beam intensity was the perfect alternative to sample weight (i.e., carbon content) in our experiment. In order to confirm this relationship, we performed many experiments using two international and two lab working standards with different isotope values, and several marine sediment samples. The relationships discovered experimentally were found to be repeatable.
Although Morrison et al. 8 showed a similar logarithmic relationship between the deuterium isotope values and the major ion beam intensity (nA) for nanoliter water samples, they did not mention this relation. In addition, a logarithmic relation between the sample size (μg) of organic materials and their carbon isotope values (δ 13 CPDB) could be deduced from the data in an application note from GV Instruments. 6 Unfortunately, this source also failed to identify the correlation. 6 New calibration method Figure 2 shows that there were good correlations between the measured δ 13 CPDB results and the major ion beam intensity values (nA) for both standard and marine sediment samples. As mentioned in the previous section, the relationship between the measured δ 13 CPDB values and the major ion beam intensity value could be expressed by a logarithmic function. The slope of the regression curve is likely too steep for the major ion beam (Fig. 2) . Thus, considering the steepness of the regression curve, our experiment also shows that good results could be obtained for samples whose major ion beam intensity value is larger than 1 nA. The maximum major ion beam intensity of our EA-IRMS is 20 nA. Using the EA-IRMS, major ion beam intensity values ranging from 5.5 to 6.5 nA were obtained from the urea standards ranging from 0.10 to 0.15 mg. Similar major ion beam intensity values were obtained from marine sediment samples of 1.5 -2.0 mg. Figure 2 also illustrates how our new calibration method works for the correction of the measured δ
13
CPDB results. Carbon isotopic fractionation of ∼1.5‰ for the urea standard (KBSI-urea #1) was observed for the major ion beam intensity between 1 and 10 nA (Fig. 2a) . The similar extent of carbon isotopic fractionation was also observed for marine sediment samples analyzed within the same batch with the urea standard (KBSI-urea #1) (Fig. 2b) . Thus, using the calibration curve obtained from the standards and their certified δ 13 CPDB values, one can convert the measured δ 13 CPDB values of real samples accurately to the corrected δ 13 CPDB values (Fig. 2b) .
Using the calibration curve, we obtained δ 13 CPDB values of the KBSI-urea #1 working standard as −36.47 ± 0.11‰, and this was nearly identical to the certified δ 13 CPDB value (−36.46 ± 0.15‰) of the working standard. Close matching between the certified isotopic values and corrected values was obtained from all the urea standards and marine sediment samples used in the experiment.
Conventional analysis using continuous-flow EA-IRMS needs the weight of each sample and, what is worse, could give a foreign isotope value for samples that are difficult to weigh. However, our new modified calibration method for carbon isotope analysis using continuous-flow EA-IRMS more easily provides correct analytical results and gives consistent results regardless of sample weight, especially for samples too difficult to weigh. The proposed correction method using a calibration curve affords much easier calibration than conventional analysis and can eliminate some of the disadvantages of continuous-flow EA-IRMS analysis. Thus, the calibration method presented here can be very useful with sufficient accuracy and precision for continuous-flow EA-IRMS analyses of stable carbon isotopes. In addition, our unpublished preliminary nitrogen isotope data indicate that such a calibration method could be also applied to nitrogen isotope analyses of organic materials using continuousflow EA-IRMS.
Conclusions
The continuous-flow EA-IRMS for stable carbon analysis of organic samples is faster and more convenient, and requires a smaller quantity of sample than conventional techniques. However, until recently an accurate and precise carbon isotopic determination for organic samples strongly depended on matching sample and reference peak heights by adjusting the sample weight. In this paper, we present a new modified calibration method of continuous-flow EA-IRMS for carbon isotope using the major ion beam intensity (nA) or the peak height of major ion beam only. This method provides correct analytical results for carbon isotope of organic materials with sufficient accuracy and precision. The calibration method presented here could provide consistent results regardless of sample weight, especially for samples too difficult to weigh. Fig. 2 The relation between the measured δ 13 CPDB values and major ion beam intensity (nA). The regression curve for standards could be expressed by a logarithmic function. Using this equation, one could accurately convert the measured δ 13 CPDB data of samples determined within the same batch with the standard to the corrected data with an acceptable standard deviation. Fig. 3 Correlation between sample weight (mg) and major ion beam intensity (nA). There was a very good linear correlation between the major ion beam intensity (nA) and sample weight, clearly indicating that the major ion beam intensity (nA) is the perfect alternative to sample weight (i.e., carbon content).
