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Abstract
Magnetic helicity, the measure of entanglement within a magnetic field, has the capability
to further our knowledge of the magnetic fields which are ubiquitous across the physical
universe. Discovered half a century ago by Lodewijk Woltjer in 1958, it was only given
physical meaning by Keith Moffatt in 1969. Progress was initially slow due to the
constraints on its calculation: it is assumed that the volume within which we wish to
measure helicity does not have any magnetic field crossing its boundaries. But, in 1984,
Mitchell Berger and George Field provided a resolution to this problem which allowed it to
be applied to open astrophysical fields. From there, and particularly in the last two decades,
interest in magnetic helicity has grown exponentially within the research community,
resulting in this thesis.
We will begin by providing a semi–formal introduction to the topic, in particular that
of magnetohydrodynamics, which describes how a magnetic field and associated plasma
co-interact. We provide a mathematical introduction to magnetic helicity, and demonstrate
that unsolved problems remain in our understanding of the Sun’s magnetic field that are
associated with its magnetic helicity.
With this knowledge in hand, we first tackle the topic of predicting the Solar Cycle,
which has been an unachieved goal of the solar physics community for longer than we
care to remember. We show that magnetic helicity, which is intrinsically linked to the
emergence of sunspots, is a statistically stronger candidate for the predictor of activity
than that of the polar field strength, which is the current ’best of the worst’ of the known
predictors.
We then, for the first time, measure how much helicity is generated on the solar surface
due to shear motions in a surface flux transport model, which is a method of modelling the
magnetic field on the surface of the sun. We show that the results are not as obvious as we
expect, and indeed that the flux of magnetic helicity within each hemisphere is carefully
balanced between latitudes. We also provide an estimate of how much helicity is produced
in a solar cycle, and correlate this with the dipole strength of that cycle.
This is followed by the main result of the thesis: we demonstrate that helicity can
be completely generalised for any physical system in terms of a two–point correlation,
and fully described in terms of spatial scales and locality using wavelet analysis. In
particular, we show that our generalised measure of helicity offers a physical meaning to
this localisation. Our methods are demonstrated to have some notable advantages to that
of Fourier analysis, which is shown to sometimes produce spurious results.
iv
Finally, we explore the hypothesis that the shape of a magnetic field domain can
contribute to the magnetic helicity when using a toroidal–poloidal decomposition. Indeed,
in some cases the asymmetry contains the entirety of the magnetic helicity, which we
demonstrate numerically.
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Chapter 1
Introduction
1.1 The Sun
The Sun, an enormous ball of plasma (an ionised fourth state of matter), is held together
by its own gravitational field. Consisting mainly of hydrogen, the temperatures at its
centre allow fusion to occur, which forms helium from hydrogen, producing luminance.
The Sun is by far our closest star, and thus its study is crucial for the development of our
understanding of stars and of stellar objects in general.
The fusion–driven nuclear reactor is crucial to the continued existence of the Sun: it
has been shown that if gravitational potential were its only source of energy, then the
Sun’s lifespan would be a mere 3×107 years. Given that the Sun has been luminous for
around 4.6×109 years, it can thus be concluded that its lifespan has been greatly expanded
by another energy source, which we take to be the existence of a nuclear reactor at its
core. The core extends to about a quarter of the total solar radius, r = 0.25R⊙ where
R⊙ = 6.98×109 m, and is where the temperature and pressure are at their most extreme.
The energy produced by the reactor within the core is continuously removed through
the radiative zone via high–energy photon diffusion. In the radiative zone, the temperature
and pressure are no longer of the required intensity to create the regime needed for fusion.
At around r = 0.7R⊙, the Sun becomes unstable to convective cell creation, so that
convection overtakes diffusion as the dominant process of heat transport. This region is
referred to as the convection zone, whose lower boundary with the radiative zone is known
as the tachocline. Within the convection zone, collections of hot plasma rise and transport
their energy, before cooling and falling back towards the radiative zone.
The edge of the convection zone, which we define as the visible surface as photons are
free to escape into the solar exterior, is known as the photosphere, which defines the solar
radius R⊙. Above this layer (and above the chromosphere) is the corona, which extends
above the solar surface. A pictorial figure showing these regions is given in Figure 1.1.
At the photosphere we see granulation formed by the convective cells in the convective
zone. Giving a grainy appearance, there will typically be a central bright region with a dark
region or line surrounding it. These brighter regions correspond to the hot, dense plasma
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Fig. 1.1 Pictorial representation of the structure of the sun, showing features such as the
radiative zone and convective zone etc. Reproduced from Priest (2014a) (their Figure 1.1).
emerging by the aforementioned convection, and the dark regions reveal the cooling of
the plasma as it falls back into the convective zone. Convection is thought to occur on
a range of scales: below (and rising up to) the photosphere the existence of so–called
supergranules has been observed. As we move radially towards the photosphere, the length
scale of these convection cells becomes gradually reduced. Supergranules have a typical
length scale of 20− 70 Mm as compared to granules at 1Mm. The critical parameters
determining the physical behaviour within the Sun: temperature, pressure and density, can
typically assumed to be functions of radius r alone - see Figure 1.2 for a simplistic model
of their decays as a function of solar radius (reproduced from Priest (2014a), who also plot
the sound speed).
The Sun is incredibly active. Indeed, the full region of influence of this activity,
extending into the solar wind and beyond, is known as the heliosphere. The Earth sits well
within this region, at a distance of 1AU (1.495×1011 m), with the heliosphere extending
to a distance of approximately 100AU. We frequently observe a plethora of phenomena,
including sunspots, coronal mass ejections, and flares, both lying on and being emitted
from the surface of the Sun, which indicate a high–energy system. To understand these
phenomena, and indeed to truly understand the Sun itself, we must study the solar magnetic
field. Threading its interior, and stretching far into the solar atmosphere, the Sun’s magnetic
field is symbiotically coupled to the physical plasma of which the Sun is formed. The study
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Fig. 1.2 A model of the temperature T , pressure p, density ρ and sound speed cs as a
function of the normalised radius within the sun, further normalised by their modelled
value at the core. Core values are estimated as cs0 = 5.05×105 ms−1, T0 = 1.57×107 K,
ρ0 = 1.54× 105 kgm−3 and p0 = 2.35× 1016 Nm−2. Reproduced from Priest (2014a)
(their Figure 1.4 - model is based on abundance of Helium and other heavy elements, see
their work for full details).
of this relationship is known as magnetohydrodynamics: that is, the study of magnetised
fluids and gases.
1.2 Magnetohydrodynamics
Magnetohydrodynamics is, in the simplest terms, a description of the interaction be-
tween electromagnetic fields B (magnetic) and E (electric), and their embedded plasmas.
Magnetic fields in particular will be the subject of this thesis, and within the context of
magnetohydrodynamics we can provide a clear physical motivation for their study. In this
section we will provide a brief introduction to the topic of magnetohydrodynamics.
4 Introduction
We begin by listing the Maxwell equations, which determine the evolution of a charged
system. These are:
∇×B = µj+ 1
c2
∂E
∂ t
, (1.1)
∇ ·B = 0, (1.2)
∇×E =−∂B
∂ t
, (1.3)
∇ ·E = ρc
ε
, (1.4)
where E and B are the electric and magnetic fields respectively, ρc is the charge density, µ
and ε are magnetic and electric permeabilities of free space (respectively), c is the speed
of light constant and j is the current density.
Qualitatively, the first (1.1) of the listed Maxwell equations demonstrates that either
time-varying electric fields or electric currents can generate a magnetic field. However,
throughout this thesis we will not take account of the second term of the right hand side of
this equation, associated with time varying electric fields, due to its negligibility. To see
this, we first define that our study of the Sun will be highly non-relativistic. That is, the
characteristic speeds, v0, with which we shall be working are of order v0 << c.
Now, consider the scales associated with (1.3). We have
[∇×E] = E0
l0
=
B0
t0
=
[
− ∂B
∂ t
]
, (1.5)
(taken to be assumed as an approximation) where E0, B0, l0 and t0 are characteristic values
of E, B, length and time respectively for the systems we shall study. By applying the same
process to the time–varying electric fields in (1.1), we find[
1
c2
∂E
∂ t
]
=
E0
c2t0
=
B0l0
c2t20
(by 1.5)
=
v20B0
c2l0
(by v0 =
l0
t0
)
=
v20
c2
[∇×B], (1.6)
for which ∇×B is exactly the left–hand–side of (1.1). Given our assumption of v0 << c,
we can thus neglect the formation of currents by time–varying electric fields.
The second equation (1.2) is the mathematical formulation of the no magnetic monopole
rule, or equivalently that a magnetic field is divergence–free: there will never be a fixed
source from which the magnetic field emerges (unlike some electric fields). In symmetry
to the first equation, the third (1.3) and fourth (1.4) expressions demonstrate that a time
varying magnetic field, or an electric charge, can generate an electric field.
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Ohm’s Law, relating the current density to the electric and magnetic fields, is given by
j = σ(E+v×B), (1.7)
where v is the velocity of the plasma, and σ is electric conductivity. Ohm’s Law demon-
strates that current density is proportional to the sum of the electric field produced by a
moving magnetic field (v×B) and the electric field E (the sum of these is known as the
total electric field).
A particularly useful expression can be found by taking the curl of Ohm’s law. Re-
arranging (1.7) to make E the subject, we have
E =−v×B+ j
σ
. (1.8)
Taking the curl of (1.8) then gives
∂B
∂ t
= ∇× (v×B)−∇× (η∇×B), (1.9)
using (1.1), where η = 1/(µσ) is the ohmic magnetic diffusivity. Assuming that diffusivity
is constant across space, we then have
∂B
∂ t
= ∇× (v×B)+η∇2B, (1.10)
which is known as the induction equation. For a prescribed v, we are able to determine the
evolution of the magnetic field subject to ∇ ·B = 0. The study of this type of evolution
is known as a flux transport model. In the case of the Sun, where it is difficult to obtain
measurements of the magnetic field beneath the surface, a surface flux transport model
typically follows the evolution of the radial magnetic field at the surface, Br, alone due to
surface motions.
The final equation of motion, the momentum equation,
ρ
Dv
Dt
=−∇p+ j×B+F, (1.11)
where ρ is the plasma density and D/Dt is the material derivative, describes how the
system changes due to the action of forces: ∇p is a pressure gradient associated with
plasma pressure p, the Lorentz force j×B and F. F decomposes into contributions from
gravity and viscosity, F = Fg+Fυ , respectively. The gravity force is given by
Fg =−ρg(r)rˆ, (1.12)
where g gives the gravitational acceleration as a function of radius. The gravity force the
acts towards the centre of the Sun, hence the minus sign. We will not consider viscous
forces for the purpose of this thesis.
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1.2.1 Ideality
Magnetohydrodynamics (MHD), for the purpose of this thesis, can be subdivided into two
regimes: ideal MHD, and non–ideal MHD. The more ideal an MHD system is, the more
frozen the magnetic field is to the plasma.
This qualitative description can be quantified by taking a ratio of the scales associated
with the two terms on the right hand side of (1.10). Naturally,
[∇× (v×B)] = B0v0
l0
,
[η∇2B] =
η0B0
l20
,
where square brackets again denote the units associated with a quantity. Taking the ratio of
these approximations, we obtain
Rm =
[∇× (v×B)]
[η∇2B]
=
v0l0
η0
≡ Advection
Diffusion
, (1.13)
which is known as the magnetic Reynolds number. At the limit of an infinite magnetic
Reynolds number (η = 0) our magnetohydrodynamical system is ideal, whilst a low Rm
indicates that the system could exhibit non–ideal behaviour: i.e., an MHD system is ideal
if the field evolution is dominated by advection.
In an ideal regime, Ohm’s Law (1.7) reduces to E =−v×B (σ → ∞ indicates that the
medium is perfectly conducting), and the magnetic field is frozen into the plasma. In this
case, we preserve magnetic flux as posed by Alfvén’s Frozen Flux theorem (Alfvén, 1942):
“Suppose that we have a homogeneous magnetic field in a perfectly conducting fluid... In
view of the infinite conductivity, every motion (perpendicular to the field) of the liquid in
relation to the lines of force is forbidden because it would give infinite eddy currents. Thus
the matter of the liquid is “fastened” to the lines of force. . . ",
which states that for ideal (perfectly conducting ≡ non–resistive) magnetohydrodynamics,
the flux of an individual flux tube is constant in time.
To be precise, a flux tube can be qualitatively described as a cylinder which is deformed
to fit the shape of local bunch of magnetic field lines within a finite width ε of a central
axis, for which B does not cross the side boundaries of the cylinder. The magnetic flux, Φ,
of a flux tube is equal to the integral sum over the cross section of the cylinder:
Φ=
∫
S
B · nˆdS, (1.14)
and is constant throughout the flux tube by ∇ ·B = 0.
Thus, Alfvén’s frozen flux theorem states that in an ideal system, the magnetic field
moves exactly with the plasma. To see this (following Priest (2014a)), consider a flat
surface S (as in 1.14) moving within the plasma with velocity v, whose boundary can be
described by a closed curve C. Then, within time dt, an element dl along the curve C
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carves out an area v×dldt. Thus, the change in magnetic flux due to a motion v in time dt
is given by
d
dt
∫
S
B · dS =
∫
S
∂B
∂ t
·dS+
∮
C
B ·v×dl. (1.15)
Thus, as time passes, the magnetic flux through S changes due to either changes in the
magnetic field, or because the boundary C moves in line with the plasma. Then, application
of Stokes theorem gives
d
dt
∫
S
B · dS =
∫
S
(
∂B
∂ t
−∇× (v×B)
)
·dS, (1.16)
which is exactly zero in the ideal limit of (1.10), which itself reduces to
∂B
∂ t
= ∇× (v×B). (1.17)
Alfvén’s Frozen Flux theorem has important consequences for magnetic helicity, which is
the main topic of this thesis, and will be fully introduced in Section 1.5.
1.3 An Active Sun
With the mathematical formulation describing how a plasma interacts with a local magnetic
field, we can properly describe how the phenomena associated an active Sun with are
generated.
Alongside the granular pattern, at the photospheric surface we observe active regions
(bipolar magnetic regions), the more mature of which are referred to as sunspots. These
regions represent intense toroidal magnetic flux tubes which have ’bubbled’ up from the
convective zone. In a solar physics context, the poloidal field refers to the component
which follows a meridional circulation (along lines of constant longitude), whilst the
toroidal component refers to the azimuthal component. The magnetic flux tubes rise from
the convection zone due to magnetic buoyancy, a process which we describe below.
1.3.1 Magnetic Flux Emergence
First, consider the Lorentz force of (1.11) describing the action of the magnetic field on
the plasma. We can expand the Lorentz force in terms of two different physical effects:
FL = j×B
=
1
µ
(∇×B)×B
=
(B ·∇)B
µ
− 1
2µ
∇(B2). (1.18)
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The first term of the expansion (1.18) is the force applied to the plasma due to magnetic
tension, and the second term is that due to magnetic pressure. The magnetic tension force
is the effect of tension along the fieldlines associated with B of magnitude B2/µ . The
magnetic pressure force has magnitude B2/2µ along the gradient of B. Note that the form
of FL = j×B indicates that the components parallel to B are internally cancelled out.
Now, suppose that a magnetic flux tube in the convective zone has internal pressure pi,
a magnetic field of magnitude Bi along its axis, and the external pressure is given by pe. If
this system were stable in terms of a pressure balance, it would require
pe = pi+
B2i
2µ
, (1.19)
where B2i /2µ is the pressure associated with the internal magnetic field. Using the ideal
gas law
p =
kBTρ
m
, (1.20)
where kB is the Boltzmann constant, T is the temperature associated with the system and
m is the average particle mass, we can write (1.19) as
kBTρe
m
=
kBTρi
m
+
B2i
2µ
, (1.21)
and as such we must have ρe ≥ ρi by the absolute positivity of B2 and µ . The flux tube will
then experience a buoyancy force equal to the weight of the background plasma replaced
by the flux tube, which is determined by their relative densities: a buoyancy force of
(ρe−ρi)g per unit volume, where g denotes the magnitude of gravitational acceleration.
Returning to the expanded Lorentz force (1.18), suppose we take B = Bsˆ, where sˆ is
the unit vector along a fieldline. We can then expand the magnetic tension force as
(B ·∇)B
µ
=
1
µ
(Bsˆ ·∇)Bsˆ
=
B
µ
dBsˆ
ds
=
1
µ
dB2
ds
sˆ+
B2
2µ
nˆ
Rc
, (1.22)
where nˆ is the normal to sˆ, and Rc is the radius of curvature of B(s) (for each individual field
line), describing how far the flux tube has deviated from having a linear directionality. We
neglect the term parallel to sˆ due to the orthogonality of FL. Thus, the tension component
of the Lorentz force FL acts to straighten a curved fieldline, with magnitude B2/2µRc.
Balancing the magnetic tension force (1.22) with that associated with pressure-buoyancy,
we can assert that a flux tube will rise buoyantly if
(ρe−ρi)g > B
2
i
2µRc
. (1.23)
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Qualitatively, the magnetic flux tube will rise if either the density differential is sufficiently
large, or if the magnetic field is sufficiently weak. Note that this equation constitutes an
instability: if the flux tube begins to rise buoyantly, then Rc will grow and allow continued
rising through suppression of the B2i /2µRc term.
Having established the various pressures involved in an MHD system, we can also
introduce another dimensionless parameter, the plasma beta,
β =
2µ p
B20
, (1.24)
which measures the ratio of strengths of the plasma and magnetic pressures. The value of
the plasma beta can indicate which regime we are in: if β >> 1, then the plasma dominates,
whilst if β << 1 then the magnetic force dominates.
1.3.2 Sunspots
The magnetic intensity of emergent flux tubes acts to suppress convection. In particular,
emergent flux tubes are known to have a β << 1, which suppresses the granulation
process, and as such they typically appear dark upon the photosphere. The flux tubes
making up an active region are typically of an Ω shape, and as such as they rise they
give the appearance of moving apart, assuming that their footpoints are fixed within the
convection zone. Naturally, these flux tubes possess a positive and negative pole, which
denote the regions in which the magnetic flux tube exits and then re-enters the photospheric
layer respectively. A basic pictorial demonstration of active region emergence is shown in
Figure 1.3 (reproduced from Centeno (2012) with minor changes).
Magnetic emergence occurs on a wide range of scales, dependent on the interactions
of the flux tube with the surrounding material, and the current state of the overlying
photosphere. As the flux tube rises it is subject to the Coriolis force (Parker, 1955).
The Coriolis force, acting on the apparent stretching of the flux tube due to its rising
with magnetic buoyancy, acts to tilt the orientation of the flux tube between its polarities
(D’Silva and Choudhuri, 1993): see Figure 1.4. The degree of tilting is dependent upon
the latitude of emergence, a phenomena which is known as Joy’s law.
The line along which the radial magnetic field changes direction is known as the
polarity inversion line. The polarity that lies to the east of the polarity inversion line is
referred to as the leading pole, and its counterpart the trailing pole. The trailing pole is
typically referred to as possessing the tilt angle with respect to the leading pole, relative to
the equatorial line.
The appearance and global translation of sunspots occurs over the course of the solar
cycle: see Figure 1.5. As we can see, a solar cycle will last roughly 11 years, over which
time the latitude of emergence of a sunspot decreases towards the equator. Over the course
of many solar cycles, the latitudinal translation of the emergence of sunspots exhibits the
famous butterfly pattern (Figure 1.5, top).
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Fig. 1.3 Pictorial representation of the emergence and spread of a solar active region. In
(a) we see the classic emergence of a dipolar field structure, typically in the form of an Ω
loop (this produces the initial appearance that the poles are separating). In (b) we continue
to see smaller sub-structures of magnetic flux appear, which will typically go on to decay
or reconnect with the larger polar structures. In (c) we see further substructures emerge,
whose magnetic fields reconnet with the larger structure. Figure reproduced and slightly
altered from Centeno (2012) (their Figure 10).
Further, the emergence of a sunspot-generating flux tube will follow a series of empiri-
cal laws, which are obeyed around 97% of the time (Priest, 2014a):
1. The hemisphere in which a sunspot emerges will decide the polarity of the leading
sunspot, which is fixed for a full 11–year cycle (Hale’s law)
2. The latitude at which the sunspot emerges decreases as the cycle progresses
3. At the end of each solar cycle, the polarity of the leading and trailing sunspot is
reversed
4. The leading polarity lies closest to the equator (Joy’s law), with the trailing polarity
experiencing the tilt angle
5. The tilt angle varies between around 0◦ and 35◦, dependent upon the latitude of
emergence.
We observe a gradual increase in sunspot number on the solar disk up until the half
way point of a cycle (Figure 1.5, bottom), at which time the Sun’s large–scale poloidal
field reverses. There is then a gradual decline in sunspot number until the next minima,
indicating the end of a cycle.
The leading pole will typically be of the same sign as that of the polar magnetic field
at the beginning of the solar cycle. The sign of this pole only reverses at the end of a
solar cycle, not when the polar field reverses sign. The process by which the poloidal field
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Fig. 1.4 Pictorial digram showing the tilt angle associated with a sunspot pair with tilt
angle λ . The horizontal line from which the angle is measured is an E-W line(left to right).
reverses by the mass emergence of flux tubes is managed by a combination of the alpha
effect, Ω effect, and the Babcock-Leighton mechanism, which we will now detail.
1.4 The Solar Cycle
1.4.1 Differential Rotation: The Ω effect
To begin, we must first introduce the concept of the Ω-effect, produced by differential
rotation. On the Sun, the equatorial regions rotate at a rate exceeding that at the poles.
Between these regions, the azimuthal velocity decreases with increasing latitude. As such,
the synodic period of the rotation (as viewed from the Earth) at the equator is 26.24 days,
corresponding to a speed around 2kms−1. Compare this to latitudes of 60◦, where the
period is around 31 days. The latitudinal nature of the rotation is enabled by the fact that
the Sun is a non–solid body, and is caused by a combination of conservation of angular
momentum from its formation, and large scale convective motion. The first observations
of differential rotation originated from watching the transition of sunspots across the solar
disk. However, we now know that such transitions are not necessarily indicative of the
actual differential rotation profile at the photosphere, as they will typically be anchored at
a sub–surface layer.
At the beginning of a solar cycle, the Sun’s large scale magnetic field is typically
assumed (and observed) to be roughly dipolar, in that it can be approximated as a poloidal
field which is highly concentrated in the polar regions. As the solar cycle progresses, this
poloidal field descends towards lower latitudes, and is slowly wrapped around the centre of
rotation through a combination of differential rotation and meridional velocity. Meridional
velocity acts to transport flux from the equatorial region to the poles at the photospheric
level, and then through the convective zone back towards the equator. The magnitude of
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Fig. 1.5 The classical sunspot butterfly diagram as a function of time over 12 complete
solar cycles (top) alongside a measure of the average daily sunspot area normalised by
total visible solar surface (bottom), indicating the variability of the intensity of solar cycles
(courtesy of D. Hathaway, NASA/MSFC; see http://solarscience.msfc.nasa.gov/images/
bfly.gif).
meridional velocity is much smaller than that of differential rotation, at around 20ms−1,
and only gets slower at reduced radii as it circulates.
This wrapping of the initially dipolar field acts to convert the magnetic field from a
poloidal dominated form to a field which is mostly toroidal. This process shown in figures
1.6(a-c). The poloidal field which has been submerged by the Ω effect is thought to go
on to form the flux tubes which buoyantly rise through the convection zone and emerge
as bipolar magnetic regions, producing the solar activity we observe. However, the exact
process by which the Sun’s magnetic field returns to a primarily poloidal state from a
toroidal field is as of yet unclear. There are two clear contenders: the α–effect, and the
Babcock–Leighton mechanism.
1.4.2 The Babcock–Leighton Mechanism
The Babcock–Leighton mechanism is shown pictorially in figures 1.6(h-j). As we described
in the previous section, bipolar magnetic regions are thought to emerge from the underlying
toroidal field. And, as we have already stated, the two emerging poles are tilted with respect
to the equator, where the pole whose sign corresponds to that of the background mean field
will typically lie closer to the equator.
By the effects of differential rotation, meridional velocity, and gradual emergence
of a Ω shaped loop, these two poles will separate, and their magnetic flux will diffuse
according to the appropriate diffusive effects. After the active region has decayed, either by
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Fig. 1.6 Pictorial representation of the process by which the Sun’s poloidal field is reversed
over the course of a solar cycle. (a) shows a poloidal field, which circulates from pole to
pole. In (b) and (c), we see the transition of this poloidal field towards a toroidal field due
to the twisting motions associated with differential rotation (Ω-effect). In (d)-(f), we see a
pictorial representation of the α-effect, which through cyclonic motions acting on rising
toroidal field acts (on average) to create a large scale poloidal field opposite in sign to that
of (a). Simultaneously, the Babcock-Leighton process is shown in (h)-(j), whereby the
emergence and decay of bipolar active regions over the whole cycle acts to reverse the
poloidal field. The result of these combined effects, in the form of a reversed poloidal field,
is shown in (g). Reproduced from Sanchez and Fournier (2014) (their Figure 1).
submerging back into the photosphere, flux cancellation, or in certain cases by eruption, the
remaining magnetic flux of the leading polarity is assumed to approximately cancel across
the equator with an oppositely signed counterpart from the other hemisphere. The magnetic
flux from the trailing pole is free to diffuse towards the polar region which, we recall,
is typically of opposite sign to that of the polar field at the beginning of the solar cycle.
Cumulatively, the diffused magnetic flux from many bipolar regions gradually decays the
poloidal field at the magnetic poles. At the height of the solar cycle, the polar field will
flip sign, and then continue to be strengthened by this same diffused flux (recall that the
orientation of sunspots in a hemisphere is fixed for the entire solar cycle). As such, at the
end of the solar cycle, the polar flux will have reversed sign and have a strength somewhat
correlated with the sunspot number during that cycle. How strong this correlation is, and
how important differential rotation is to the formation of the toroidal field which produces
active regions, will be the topic of study in Chapter 2. In Figure 1.7, we present a pictorial
figure showing how these velocities work together, reproduced from Choudhuri (2010).
1.4.3 The Alpha (α) Effect
The second theorised contribution to a regeneration of the solar poloidal field is that of the
alpha (α) effect. The alpha affect, like the Babcock–Leighton mechanism, is concerned
with the average effect of many magnetic flux tubes emerging from the photosphere.
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Fig. 1.7 A pictorial diagram showing the shear layer generated by differential rotation, the
meridional circulation, and the expected direction of magnetic buoyancy. The region in
which the Babcock–Leighton process occurs is also shown. Reproduced from Choudhuri
(2010) (their Figure 1).
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Fig. 1.8 A pictorial diagram showing how the twisting of emerging flux tubes into an α
shape due to the Coriolis effect. Reproduced from Priest (2014b).
As we have described, the Coriolis force causes the tubes to twist as they undergo
magnetic buoyancy. We show this pictorially in Figure 1.8 (reproduced from Priest
(2014b)). With proper application of the right–hand rule, we can see that the magnetic
current produced by the twisting of these flux loops is toroidal in nature, anti-parallel to
the orientation of the rising toroidal field, and is thus associated with a poloidal magnetic
field (the curl of a poloidal field is toroidal, and the curl of a toroidal field is poloidal).
Further, whilst the toroidal field in the two hemispheres of the Sun are of opposing sign
(due to the opposing sign of the initially poloidal field), the cyclonic motions producing
the α–effect will also have opposing sign. These doubly opposing signs have the overall
effect that the α loops in either hemisphere have the same orientation, and thus produce
identically orientated magnetic current.
Averaged over the whole solar disk, these loops act to produce a poloidal field from
many twisted toroidal fields, as shown in figures 1.6(d-g). Note that this concept applies
only to emerging loops: loops which are descending would have an oppositely signed
twist orientation. As such, there is an inherent assumption that there are more emerging
loops than descending loops, or rather that the magnetic field in the ascending loops is on
average more intense.
1.4.4 Mean Field Magnetohydrodynamics
The cyclonic motions driving the twisting motions associated with the alpha affect are
turbulent, in that they are a departure from the large scale motions observed on the Solar
surface, such as differential rotation. It is possible to describe these mean and turbulent
processes in the context of mean field MHD. This is a complex and wide–ranging topic,
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and so we do not claim to offer anything close to a proper introduction, but hope that such
a viewpoint can provide clarity to the topics we will discuss within this thesis.
Following Charbonneau (2005), suppose we take our mean magnetic field to be an
azimuthal average, which we write as ⟨B⟩, and similarly for mean velocity field ⟨v⟩. The
turbulent component is then given by the departure of the original field from this mean at
any time, such that the original field is the sum of the mean and varying components:
B′ = B−⟨B⟩, (1.25)
v′ = v−⟨v⟩, (1.26)
where ′ here denotes a varying/turbulent quantity (departure from the mean). As such, we
would expect the fluctuating components to themselves have a zero azimuthal average:
⟨B′⟩= ⟨v′⟩= 0.
For this separation of scales, we find that the induction equation (1.10) can be written
as (Charbonneau, 2005)
∂ ⟨B⟩
∂ t
= ∇×
(
⟨v⟩×⟨B⟩+ ⟨v′×B′⟩
)
+η∇2⟨B⟩, (1.27)
which describes how the mean magnetic field changes in time due to ohmic magnetic
diffusion η and large–scale advection, but also has the addition of a mean electromotive
force associated with a mean turbulent effect
⟨E ⟩= ⟨v′×B′⟩. (1.28)
Assuming that ⟨B⟩ varies on scales much larger than its turbulent counterpart, (1.28) can
be written as (Blackman and Brandenburg, 2002)
⟨E ⟩= α⟨B⟩−ηt⟨∇×B⟩, (1.29)
for which ηt is the turbulent diffusivity, and α is the mathematical expression of the alpha
effect. As such, the induction equation describing the evolution of the mean field (1.27)
becomes
∂ ⟨B⟩
∂ t
= ∇× (⟨v⟩×⟨B⟩)+∇× (α⟨B⟩)+(η+ηt)∇2⟨B⟩, (1.30)
The effect of turbulent motions on the diffusion of large scale fields often exceeds the
ohmic diffusive effects, ηt >> η , and are often associated with the convective motions
within large–scale structures such as supergranules.
In a kinematic regime, where one fixes the velocity (it is assumed that the magnetic
field B is unable to change v), according to some original treatments of α , we can write
(Charbonneau, 2005)
α =−τc
3
⟨v′ ·∇×v′⟩=−τc
3
⟨ω ′ ·v′⟩, (1.31)
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where τc is the correlation time of the turbulent motions (the correlation between the
motions as a function of time), and ω is the fluid vorticity such that v ·ω is the turbulent
fluid helicity density, which measures the local entanglement of fluid lines in terms of
their twisting and linking. Thus, the effectiveness of the α effect depends on there being a
non-zero twisting motion with a preferred direction, as would be the case from the Coriolis
force.
The Sun is typically referred to as an αΩ dynamo, as it is by the joint effort of these
physical effects that the magnetic field is reversed every eleven years. Indeed, turbulence–
induced effects are thought to be highly desirable for any dynamo. However, the Sun does
not lie within a kinematic regime, and thus there are additional terms to take account of
when determining α . We discuss this further in Section 1.5.9.
1.5 Magnetic Helicity
Magnetic helicity, H, a measure of the entanglement of a magnetic field, was first proposed
by Woltjer (1958), who showed that for a closed ideal system within V (B · nˆ = 0),
H =
∫
V
A · (∇×A)d3x =
∫
V
A ·Bd3x = const, (1.32)
for a suitably chosen magnetic vector potential, A:
B = ∇×A. (1.33)
This integral quantity was then first given topological meaning by Moffatt (1969) as the
linking of magnetic field lines. To see this, we first consider the Gauss linking number,
which proposes that the net linking number of two closed curves x(σ) and y(τ) with radial
distance r(τ,σ) = x(σ)−y(τ) can be written as
Lxy =− 14π
∮
x
∮
y
dx
dσ
· r
r3
× dy
dτ
dσ dτ, (1.34)
(originally inspired by the crossing of asteroid paths). Berger and Prior (2006) list many of
the useful properties ofL , including
1. L is invariant to ideal deformations in either curve, assuming neither curve crosses
through the other,
2. L is unchanged by the reversal of an axial direction, assuming both curves are
equally affected.
1.5.1 Crossing Number
To determine linking number (1.34) qualitatively, we could project the three dimensional
curves x and y onto a two-dimensional plane, and count how often these lines of projection
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cross one another, which is known as the crossing number. The signed crossing number
associated with an individual crossing is as shown in Figure (1.9), where the direction of
traversal of the two curves determines the sign.
To avoid problems such as non-injective mappings of the curve onto the plane, which
could occur for (for example) a curve that is sinusoidal in the direction perpendicular to
the plane, it is often necessary to rotate the curve and subsequently change its projection.
The total crossing number is a simple sum over all crossings between the curves. If we
Fig. 1.9 Pictorial representation of the differing signatures of crossings in a plane projected
curves
define Cxy to be the total crossing number between curves x and y, then
Lxy =
1
2
⟨Cxy⟩= 12⟨n+−n−⟩, (1.35)
where n+ is the number of positive crossings, n− the number of negative crossing and ⟨⟩
now denotes an averaging procedure over all possible viewing angles.
1.5.2 Flux Tubes
To see how this concept of linking applies to a magnetic field, let us first assume that our
magnetic field is composed of two closed flux tubes having magnetic fluxes Φx and Φy
respectively. In this case their mutual helicity is given by
H = 2LxyΦxΦy, (1.36)
as the field–weighted linking number. Note that we require B · nˆ = 0 on the edges of our
boundaries, in accordance with the nature of closed curves established in (1.34).
Now suppose that the magnetic field B can be decomposed into a finite number, N, of
such flux tubes. In this case, (1.36) is written as
H =
N
∑
i, j=0
Li jΦiΦ j, (1.37)
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where i, j denote each pair of curves x, y.
1.5.3 Self Helicity
There is a subtlety to (1.37) when i = j – can a flux tube link itself? In fact, the self–
helicity measures how the flux tube’s inner field goes on to link itself in two ways: twist
and writhe. Unlike total helicity, the individual components T (twist) and W (writhe) are
not individually conserved, as helicity can be transferred between the two forms. Naturally
their sum, which is equal to the total helicity, is conserved:
H =Φ2(T +W ). (1.38)
Writhe
Qualitatively, writhe is the kinking and winding that can be observed in physical objects
such as DNA, which must be highly coiled, and thus a large quantity of winding is observed.
Quantitatively, the writhe is exactly the linking numberL , in terms of the crossing number
above for a single curve threading the flux tube’s central axis. The mathematical statement
of this concept is given by,
W =− 1
4π
∮
x
∮
x′
T(s) · r(x,x
′)
r(x,x′)3
×T(s′) ds ds′, (1.39)
following (1.34), where T is the tangential vector to the curve x(s): T = dx/ds.
Twist
The twist, T , is given by
T =
1
2π
∮
x
T(s) ·N(s)× dN(s)
ds
ds, (1.40)
where N is the vector normal to the tangent vector T. Following the traversal of x, the tip
of N defines a secondary curve n, such that a surface defined by their joining is a ribbon.
Assuming that we take |N|< ε , where ε is the radius of the flux tube, then we can interpret
the twist number as the winding of the fieldlines defined by n within the flux tube around
their central axis x.
An alternative mathematical definition is given by
T =
1
2π
∮
x
(
τ+
dΘ
ds
)
ds, (1.41)
where τ is the torsion of the curve, and Θ is the twist angle, i.e. the angle the tangent to
the curve C makes with the axis curve. One could also simply define T = HΦ2 −W .
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1.5.4 Classical Magnetic Helicity
It is, however, rarely the case that we can neatly decompose our magnetic field into a
series of well–defined flux tubes: a magnetic field will typically be composed of a set of
co–interacting scale–based structures. Thus, as a complete generalisation, we regard each
field line as an individual flux tube with vanishing magnetic flux. Taking the limit N → ∞
and Φi, j → 0 of (1.37), we obtain (Arnol’d and Khesin, 1998)
H =− 1
4π
∫ ∫
B(x) · r
r3
×B(y)d3xd3y, (1.42)
where
r = x−y, (1.43)
and x and y now represent copies of the region of interest, V . Crucially, we still assume that
B · nˆ = 0, for which nˆ defines the normal to the boundaries of V . As compared to (1.34),
the magnetic field vector has taken the place of the curve gradient, and each individual
point along the field lines has its linking measured with every other individual point in
space. With the proper use of the Coulomb vector potential via the Biot-Savart law, we can
write
A(x) =− 1
4π
∫ r
r3
×B(y)d3y, (1.44)
such that B = ∇×A and ∇ ·A = 0, we once again obtain
H =
∫
V
A ·B d3x. (1.45)
1.5.5 Gauge Invariance
The requirement that B = ∇×A leads to a gauge freedom:
A′ = A+∇ψ, (1.46)
for some potential field ∇ψ , as one still obtains
∇×A′ = ∇× (A+∇ψ)
= ∇×A
= B. (1.47)
The magnetic helicity associated with A′ and B (= B′) is then given by
H ′ =
∫
V
(A+∇ψ) ·Bd3x
=
∫
V
(∇ψ ·B+A ·B)d3x
= H +
∫
V
∇ψ ·Bd3x. (1.48)
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The second component can be expanded as so:∫
V
∇ψ ·Bd3x =
∫
S
∇ψB · nˆd2x−
∫
V
ψ∇ ·Bd3x
=
∫
S
∇ψB · nˆd2x, (1.49)
by the no magnetic monopoles rule (∇ ·B = 0). Thus, for a closed magnetic field, where
B · nˆ = 0, the gauge invariance of helicity is ensured, as originally proposed by Woltjer
(1958).
1.5.6 Relative Magnetic Helicity
It is, however, also rarely the case that the magnetic field is closed. As we have described
in previous sections, magnetic flux is constantly emerging through the photosphere of the
Sun. In this case, the physical meaningfulness of magnetic helicity retained by (1.49) is
lost.
A solution to this, posed by Berger and Field (1984), is to measure the magnetic
helicity of our open field relative to a minimum–energy, potential field. To show how such
a relative helicity retains gauge invariance, we follow the intuitive arguments presented in
Berger (1999).
Suppose that we split the entire space Vs for which we have measured the magnetic
field into two components, V and V ′. V is the region of interest, within which we want to
measure the magnetic helicity, but its magnetic field threads the boundaries of V into an
external region V ′. In this case, it has been shown that there is a unique potential field B0
(Berger and Field, 1984) such that
B · nˆV = B0 · nˆV =−B0 · nˆV ′. (1.50)
We can then define a closed magnetic field as
Bcl = B−B0, (1.51)
with an associated magnetic vector potential Acl = A−A0. We can see that Bcl is closed
from the matching condition (1.50) between the potential field B0 and B. A pictorial
representation of the two fields B and B0 is given in Figure 1.10 (reproduced from Berger
and Field (1984) with some modifications).
We can then calculate the helicity of the two fields making up B, Bcl and B0, indepen-
dently, and add on a cross–helicity term between them to give the relative helicity. The
self-helicity of the closed magnetic field is given as
H(Bcl) =
∫
V
Acl ·Bcl d3x, (1.52)
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Fig. 1.10 Pictorial diagram showing how a magnetic field B ( red) which is not closed
within a volume V can be used to define a potential field B0 (blue) within V , based on the
field at the boundary between V and V ′. Reproduced from Berger and Field (1984) with
some modifications.
as it possesses the necessary boundary conditions on V for the classical definition H =∫
A ·B to be applicable. Similarly, the linking of the closed field B and the potential field
B0 is well defined as their linking inside the volume of interest V ,
H(Bcl,B) = 2
∫
V
A0 ·Bcl d3x, (1.53)
as Bcl(x) = 0∀x ∈ V ′, so that we need not consider their linking outside of V . The above
expression (1.53) takes account of both the linking of the open with the closed field, and
that of the closed with the open field, hence the factor of two. Finally, as is common
throughout the literature, we set the self–helicity of the potential field to be zero, as a
minimum–energy and minimum–helicity state subject to the above boundary conditions.
A minimum helicity field has H = 0, as it is a signed quantity.
As such, the total relative helicity is given by
HR =
∫
V
(Acl ·Bcl +2A0 ·Bcl)d3x
=
∫
V
(
(A−A0) · (B−B0)+2A0 · (B−B0)
)
d3x
=
∫
V
(A+A0) · (B−B0)d3x, (1.54)
which is in the form posed by (Finn and Antonsen, 1985). Crucially, HR is independent
of the field outside of V .
1.5 Magnetic Helicity 23
1.5.7 Gauges
In Section 1.5.5, we demonstrated that if B · nˆ ̸= 0, then we obtain a gauge term in the
expression for classical magnetic helicity. This of course reduces the physical meaning-
fulness of the quantity, but there are a few choice gauges which are used throughout the
literature which are designed to offer the most physicality. One popular choice is the
so–called ’DeVore–Coulomb’ gauge, introduced in DeVore (2000), given by
AD = A0−
∫ z1
z0
zˆ×B dz, (1.55)
for which A0 is a Coulomb potential field (∇ ·A0 = 0) which matches the radial field at the
boundary. This particular gauge was proposed by DeVore to measure the helicity at radial
regions exterior to the photosphere (such that the first layer of field data we have on the
Sun is at the photosphere). Studies of photospheric helicity flux will be a large component
of this thesis, in particular Chapters 2 and 3, where we will typically use a Coulomb gauge.
A more recent gauge was posed by Prior and Yeates (2014), who propose a Winding
Gauge Aw, given by
Aw(x,y,z) =
1
2π
∫
Sz
B(x′,y′,z)× r
r2
dx′ dy′, (1.56)
r = (x− x′,y− y′,0).
which the authors demonstrate measures the average winding number between all fieldlines
with respect to a fixed axis, assuming that B · nˆ = 0 on the side boundaries. In this case,
they demonstrate that any other gauge choice is equivalent to choosing an unfixed axis for
the reference of rotation, which is demonstrably less physical. The definition of helicity in
terms of fieldline winding will be the basis for our work in Chapter 4, within which we
will describe the notion of winding in more detail.
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1.5.8 Conservation and Flux
The time dependence of magnetic helicity is given by
dH
dt
=
∫
V
∂A
∂ t
·Bd3x+
∫
V
A · ∂B
∂ t
d3x
=
∫
V
∂B
∂ t
·Ad3x−
∫
S
(
∂A
∂ t
×A
)
· nˆd2x+
∫
V
A · ∂B
∂ t
d3x
= 2
∫
V
A · ∂B
∂ t
d3x [by ∇ ·A = 0]
= 2
∫
V
A · (−∇×E)d3x
=−2
∫
V
(∇×A) ·Ed3x+2
∫
S
(A×E) · nˆd2x
=−2
∫
V
E ·Bd3x+2
∫
S
A×E · nˆd2x, (1.57)
by Gauss’ divergence theorem. The first of these terms describes volume dissipation, which
we can see is zero for ideal MHD where E =−v×B. Berger (1984) also demonstrated
that for a magnetic field representative of the solar corona, magnetic helicity remains
well–conserved, despite the non–ideal conditions. Indeed, it is shown that this approximate
conservation against dissipation is stronger than that of magnetic energy (Berger, 1984)
∣∣∣∣∫V E ·B d3x
∣∣∣∣≤ (2ηE∣∣∣∣dEdt
∣∣∣∣) 12 , (1.58)
where E is the magnetic energy:
E =
1
2
∫
V
B2 d3x. (1.59)
The strength of magnetic helicity conservation can be assumed to be associated with the
inverse cascade of helicity (Frisch et al., 1975) from the small dissipative scales towards
the large scales, which is opposite to the cascade of, say, magnetic energy. A simple
illustrative experiment can be performed to demonstrate the inverse cascade of helicity
using a ribbon of paper. If we take each end of the ribbon and begin to rotate them with
an opposite handedness, then the paper will begin to twist (small–scale helicity) before
eventually kinking (large–scale helicity). Such an experiment also demonstrates that the
two components of self–helicity, writhe and twist, are not individually conserved as there
can be a transfer between forms.
The second term of (1.57) describes the flux of helicity through the boundary by either
the emergence of flux through said boundary, or by surface motions along the boundary. If
Bˆ · nˆ = vˆ · nˆ = 0 then helicity is exactly conserved (bar negligible dissipative processes),
but this is rarely the case. From (1.8), we can expand the boundary flux term as
dHV
dt
= 2
∫
S
(A ·v)Bn d2x−2
∫
S
(A ·B)vn d2x, (1.60)
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for which the first term describes the flux of helicity due to surface shear, and the second
due to the removal of field from within the volume.
The strength of the helicity conservation law is such that we can restrict the evolution
of a magnetohydrodynamic system according to the total magnetic helicity in its initial
state, as posed by Taylor (1974) in his seminal letter. There, it was shown that the evolution
from a complex magnetic field to that of a minimal energy state (a force–free system) can
be found by constraining said evolution by the conservation of magnetic helicity. Berger
and Prior (2006) also show how a winding number (which has been shown to be related to
helicity, described in Chapter 4) is conserved within a tubular domain, provided that there
is no motion on either the top or bottom boundary. The consequences of Alfvén’s Frozen
Flux theorem are also clear here: if the flux within each flux tube is conserved, regardless
of how infinitesimal it is, then the helicity as posed by (1.37) is conserved.
Throughout the course of this thesis, we will study the flows of magnetic helicity, and in
particular try to gain an understanding of the structures causing the localised entanglement
which are responsible for the global helicity.
1.5.9 Alpha Quenching
We have discussed the concept of the α effect aiding the reconstruction of a reversed
poloidal field by cyclonic twisting of emerging flux tubes in Section 1.4.3. Further, in this
section we have discussed how magnetic helicity is well–conserved even in a non–ideal
regime. Thus, it is fair to assume that this turbulent writhing of the toroidal flux tubes
should, to conserve the total helicity, also induce an equal and oppositely signed helicity.
It is also assumed that this oppositely signed helicity will be on the smaller spatial scales
associated with twist–helicity, given that the produced writhe seems unopposed. Note the
distinction between the mean writhe of flux tubes by twisting motions describing the α
effect, and twist describing the local winding of field lines in Section 1.5.3.
How this injection of small–scale twist affects the progression of the solar dynamo
has been fundamental to the development of our theoretical understanding. To obtain an
expression of α in terms of the kinetic helicity (1.31), we assumed that the system which
we are studying is kinematic. In actuality, this is highly inaccurate: the back–reaction from
the magnetic field onto the velocity field must be taken account of. First posed by Pouquet
et al. (1976), we can write
α = αK +αM, (1.61)
αK =−τc3 ⟨ω
′ ·v′⟩, (1.62)
αM =
τc
3
⟨j′ ·B′⟩, (1.63)
which is a combination of the original kinematic expression, with the addition of a term
determined by the small–scale current helicity j′ ·B′. But what does this mean? First, note
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that the two terms are oppositely signed. This means that the magnetic component of
the α effect acts to oppose the averaged cyclonic (kinetic) motions. The back reaction is
quantified by the mean small–scale current helicity density ⟨j′ ·B′⟩, which measures the
linking of lines of current. Whilst less physically meaningful than magnetic helicity, the
two helicities have been shown, for these small–scale variations, to be intrinsically linked
(Hubbard and Brandenburg, 2012):
⟨j′ ·B′⟩ ≃ k2f ⟨A′ ·B′⟩, (1.64)
where k f is the wave–vector corresponding to the length scale of the turbulent motions
(Fourier spectra will be detailed further in Chapter 4). As such, mean field theory indicates
that the mean small–scale magnetic helicity is a quencher of the production of large–scale
twist by turbulent motions.
The magnetic energy has also been shown to be key to the quenching of the alpha
effect (Charbonneau, 2005):
α(⟨B⟩) = α0
1+(⟨B⟩/Beq)2 , (1.65)
where Beq is the equipartition strength of the magnetic field, and α0 is as given in (1.61).
Beq gives an indication of the magnitude of the magnetic field when kinetic energy is
balanced with magnetic energy, where the system reaches an equilibrium. A qualitative
description of (1.65) is that the tubulent motions move kinetic energy to magnetic energy
by the net production of writhe, which can be quenched by a constraint on the transfer
of energies. We can see that the more the magnetic field’s energy exceeds that of the
equipartition value (such that magnetic and kinetic energy are unbalanced), then α → 0.
Thus, by the above theoretical result, we can see that that the poloidal regeneration of
the α–effect, which is necessary for the continued function of the solar dynamo, is actually
counteracted by the generation of small scale twist that comes from the very writhe it acts
to create. This twist acts to trap energy in the magnetic field, as it is not easily converted
to further writhe by the constraint of magnetic tension once the toroidal field reaches an
appropriate strength |⟨B⟩|> Beq.
Even the expression given by (1.65) has been challenged as too lenient (Cattaneo and
Hughes, 1996; Vainshtein and Cattaneo, 1992), and it is thought that we should instead
write
α(⟨B⟩) = α0
1+Rm(⟨B⟩/Beq)2 , (1.66)
to take account of the equipartition between the small scale turbulence and kinetic energy.
Given that Rm near the photosphere can take values of up to 108, this could imply that
quenching of the solar magnetic field’s occurs before it has the chance to grow. One
solution to is the so-called interface dynamo, posed by Parker (1993), where the regions
in which the toroidal field is stored, and the region in which the α effect occurs, are
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separated. Specifically, the toroidal field is assumed to be stored around the tachocline,
where the radial and latitudinal shear which produces the toroidal field is strongest. As
such, the region in which the α effect operates has a lower magnetic energy, and will be
less constrained by the quenching effect.
1.6 Outline
Over the course of this introductory chapter we have established that the Sun consists of a
highly complex set of interacting regions, with vastly different physical parameters, which
require different assumptions in their modelling. Key to their collaborative function is the
solar dynamo, which operates within a specific parameter space. Crucial to the function of
this dynamo is magnetic helicity, a measure of twisting and writhing of the magnetic field.
We have seen that the conservation of magnetic helicity both aids our understanding of the
dynamo, whilst seemingly constricting it via the α-effect.
In an attempt to take further advantage of the constraining invariance of magnetic
helicity, and its flux, we shall test in Chapter 2 whether magnetic helicity flux can be used
to predict the strength of the large–scale 11 year solar cycle. In particular, we shall test
how strongly correlated the twisted large–scale poloidal field is to the sunspot number in a
cycle, which we use to quantify the strength of the toroidal field.
Then, in Chapter 3, we for the first time measure the photospheric helicity flux asso-
ciated with each of the terms in a surface flux transport model, at a much higher spatial
resolution than in Chapter 2. More specifically, we will look at a two–dimensional surface
flux transport model, which determines how the magnetic field on the photosphere changes
due to advection and diffusion effects. We will discuss the latitudinal dependencies of
magnetic helicity, and again study the correlation between solar cycle strength and helicity
flux.
It appears to be key to the function of the solar dynamo that helically twisted magnetic
structures are ejected from the solar interior, or surface, wherever they may form, to
minimise the value of mean small–scale current helicity. There is currently, however, no
additive way to measure where the helicity is within a volume of interest, nor classify what
scale it is on (the latter typically requires the assumption of periodicity). In Chapter 4,
the main result of the thesis, we show that localisation is possible using wavelets, and we
define a gauge–invariant measure of helicity which has a physically meaningful definition
of locality.
Finally, in Chapter 5, we look at other, simpler ways of measuring helicity density in
asymmetric volumes, with a particular focus on how that asymmetry affects the value of
helicity.

Chapter 2
Magnetic Helicity Flux as a Predictor of
Solar Activity
The research presented in this chapter has been published in the journal Solar Physics,
under the title “Magnetic Helicity Flux as a Predictor of Solar Activity" in July 2018 (the
point at which the data analysis halts): see Hawkes and Berger (2018) . I performed the
data analysis, wrote the numerical codes, produced the figures and wrote the article’s text.
Section 2.4 did not appear in the publication.
2.1 Introduction
In this chapter we investigate the suitability of magnetic helicity flux as a predictor of
solar activity. Solar activity and its associated phenomena and drivers are known to have
wide-ranging effect on the heliosphere, including on (for example) how cosmic rays pass
through said regions (Ferreira and Potgieter, 2004). Indeed, measurements of solar activity
are one of the few ways that we have of taking direct measurements of the Sun, which
in turn is the only star close enough for us to fully and reliably observe. The magnetic
field produced by the solar dynamo is utterly fundamental to furthering this understanding
(Cameron and Schussler, 2015; Charbonneau, 2005), and is the cause of solar activity.
Solar dynamos are in a rare class where we see a self-sustained and reinforced magnetic
field (Moffatt, 1978). This, and other conditions on the Sun (for example, sustained nuclear
fusion), are not currently reproducible on the Earth, making it an excellent laboratory for
studying more exotic and extreme physical phenomena.
Observations of the Sun have been occurring for hundreds of years. Sunspot records are
semi-reliably available back to 1610 (Hoyt and Schatten, 1998), although there is evidence
of observations being made as early as the year 939 (Vaquero and Gallego, 2002). Other
activity indices include solar radio flux index (F10.7), interplanetary magnetic field (IMF),
flare index, polar faculae (N. R. Sheeley, 2008), and coronal index (Fe XIV emission)
(Usoskin, 2005).
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There have been many attempts to make predictions of the strength of a solar-activity
cycle, which itself tends to be quantified by either sunspot/active region number or area,
a convention we shall follow. To see this, first recall that a sunspot is formed from an
emergent flux tube from within the convective zone (perhaps near the tachocline). Thus,
the sunspot number, which is a measure of the number of emergent flux tubes, should give
an indication of the amount of magnetic field which is emerging, and thus an indication of
the activity of the solar cycle (Balogh et al., 2016).
Prediction methodologies can be split into three subsets: extrapolation methods, precur-
sor methods, and model-based predictions (Munoz-Jaramillo et al., 2013). An extrapolation
method would take advantage of, for example, a sunspot data series, and any mathematical
relations that can be derived from them, whilst a precursor method takes advantage of other
observables such as poloidal field strength during solar minima. Finally, a model-based
prediction (arguably a combination of the two methods) takes a range of data sets in an
attempt to model the solar cycle, which are then passed through evolution equations. A
model based prediction could include physical affects such as the αΩ dynamo. Two recent
reviews are Hathaway (2009) and Petrovay (2010).
One notable example is the work of Choudhuri et al. (2007), who use a mean field
dynamo model. In that article, they gave a prediction of the strength of Cycle 24, using a
dynamo model based prediction system, which has now been revealed to be accurate in at
least an amplitude sense (a large reduction from Cycle 23). An earlier prediction for the
same cycle, made in Dikpati et al. (2006), using a surface flux transport model, which had
been successful in re-predicting previous solar cycles, predicted that Cycle 24 would in
fact exceed Cycle 23 by a similar percentage to the decrease predicted by the Choudhuri
et al. (2007) article. This variability in results demonstrates the difficulties in predicting
solar cycles, even when using similar methods.
The work of this chapter fits within the definition of a precursor method, taking
advantage of the magnetic helicity flux during the preceding solar minima. We will attempt
to display a relationship between this quantity and the strength of the following solar
maxima, which is quantified here by sunspot number. We hope such a relationship would
give us the ability to predict the strength of the cycle approximately five years in advance.
As we described in Chapter 1, magnetic helicity H quantifies the degree of entanglement
of a magnetic field. Recall that for open magnetic fields, a gauge invariant relative helicity
can be defined by
HV =
∫
V
(A+A0) · (B−B0) d3x, (2.1)
where B0 is typically a current-free (potential) field (∇×B0 = 0), such that B0 = ∇×A0.
A0 is the vector potential of the current-free field. Relative helicity also demanded that
the boundary conditions of the potential reference field match that to the field we wish to
measure: B · nˆ = B0 · nˆ, where nˆ is the normal vector associated with V . On the Sun, the
northern hemisphere generates and ejects negative helicity, and the southern hemisphere
positive (Ding et al., 1987).
2.1 Introduction 31
We showed that magnetic helicity is a well-conserved quantity in ideal and low resis-
tivity magnetohydrodynamics. This conservation means that the change in helicity with
respect to time is essentially restricted to two mechanisms: helicity flow due to motions
parallel and perpendicular to a boundary (having neglected dissipation). We were then
able to write (Berger and Ruzmaikin, 2000)
dH
dt
= 2
∫
S
(A0 ·v)Bn d2x−2
∫
S
(A0 ·B)vn d2x, (2.2)
where v is the fluid velocity flow on the solar surface. The first integral determines the flux
of helicity due to tangential surface motions such as differential rotation (the shear term).
The second component of this integral describes helicity rising through the convective
zone and being ejected into the corona, with a velocity component in the direction of nˆ.
Indeed, for the Sun we are only able to reliably calculate A0 at the surface itself. In this
chapter (and throughout the thesis in general) we choose to neglect the second component,
and we focus on the contribution due to the Omega effect, which is thought to be the main
contributor to large scale helicity flux. For v, we shall use the profile as given in Berger
and Ruzmaikin (2000).
As we have described, the Omega effect is typically attributed to the polar magnetic
field lines, which move slower than those at the equator due to differential rotation. As a
consequence, they wrap themselves around the solar axis, generating toroidal field. Thus,
by measuring the strength of the polar field at solar minimum, we would hope to get an
estimate of how much toroidal flux is being stored for the production of sunspots in the
next solar cycle. However, polar field (in this work and similarly in others) is defined only
as a field average over a fifteen degree polar cap, whilst our helicity flux takes accounts of
all the field lines on a hemisphere. We believe this makes helicity flux a better measure of
the Omega-effect than the polar field.
The Sun’s activity minimum is defined as the period in which we see very few sunspots,
in between long periods of notable activity. At this time the Sun’s poloidal field is observed
to be maximal. The action of differential rotation on the poloidal field (the Omega effect)
then causes a maximal helicity flux in line with this maximum poloidal field.
Large scale helicity flux associated with the solar dynamo is typically modelled via
a three-stage process which traces the flow of positive helicity. Negative helicity flux is
ejected by the northern hemisphere into the corona, which can be interpreted as positive
helicity flowing into the interior. Positive helicity then flows through an equatorial slice
into the southern hemisphere at a rate exceeding that of the inflow from the corona into the
northern hemisphere, resulting in a negative helicity build-up in the northern hemisphere.
Equivalently, a relatively small flow of positive helicity exits the southern interior, which
gives an overall build-up of positive helicity in the southern hemisphere. This model can
be succinctly described by the following formulae (Berger and Ruzmaikin, 2000)
dHVN
dt
= H˙(CN →VN)− H˙(VN →VS),
dHCN
dt
=−H˙(CN →VN), (2.3)
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dHVS
dt
= H˙(VN →VS)− H˙(VS →CS), dHCSdt = H˙(VS →CS), (2.4)
where V and C denote the solar interior and corona respectively, with N and S denoting
North and South. In this chapter, when we refer to a sum of hemispheres, we will sum the
absolute values of these quantities. The helicity, having built up within the hemispheres,
can be ejected through CMEs and flares etc (van Driel-Gesztelyi et al., 2003).
There have been studies into the effectiveness of measuring the build up of magnetic
helicity to measure the likelihood of a solar eruption (see e.g. Pariat et al. (2017)). This is
admittedly restricted to singular events, rather than a study of helicity flow and build up
over the whole Sun. However, one advantage of their type of study is that one can take
account of the scale of the active region, rather than assuming uniformity.
In Section 2.2 we first provide the mathematical basis for the magnetic field used within
this chapter. Then, in Section 2.3 we perform a preliminary analysis on the magnetic field
data provided by the Wilcox Observatory using a variety of techniques described within.
Section 2.4 has us study whether it might be better to take the square root of helicity.
Then, in Section 2.5 we look at how splitting sunspot number by hemisphere can improve
our results. There is limited sunspot data that is split hemispherically, and so we study a
reconstruction of past data in Section 2.6. Section 2.7 is where, to ensure our analysis is
meaningful, we also test the inverse of our hypothesis: whether helicity is in fact predicted
by solar activity.
The predictive power of polar field strength, which is currently the most commonly
used precursor indicator of the solar cycle is ranked against our methods in Section 2.8 (this
is also a recurring theme throughout the other, earlier sections). We attempt to overcome
the small sample size inherent in this study in Section 2.9 by studying reconstructed
magnetic field data published in Makarov and Tlatov (2000), to which we apply the same
analytical techniques. Finally, in Section 2.10 we attempt a prediction of the characteristics
of Solar Cycle 25, before concluding in Section 2.11.
2.2 Magnetic and Vector Potential Fields
2.2.1 The Photospheric Field
In this chapter we will use the spherical harmonic expansion provided by the Wilcox Solar
Observatory as our photospheric radial field. Spherical harmonics are a set of orthogonal
functions on the surface of a sphere, which allow us to write the signed radial photospheric
magnetic field, Br, as
Br =∑
l
∑
m
Pml (cos(θ))(g
m
l cos(mφ)+h
m
l sin(mφ)) =∑
lm
blmY ml , (2.5)
for which Pml are the associated Legendre functions of order m and degree l, blm is a co–
efficient determining the relative strength of each harmonic component (dipole, quadrupole
2.2 Magnetic and Vector Potential Fields 33
etc), θ is the colatitude and φ is the longitude. The relation between Legendre functions
and spherical harmonics is given by
Y ml =
(l−m)!
(l+m)!
Pml (cos(θ))exp(imφ). (2.6)
Given that we want to measure the helicity flux associated with large scale magnetic fields,
we limit ourselves to l = 4. The co–efficients determining the strength of each harmonic
within the expansion are given by
gml =
2l+1
2π
(l−m)!
(l+m)!
∫ 2π
0
cos(mφ)
∫ π
0
Br0(θ ,φ)Pml (cosθ)sin(θ)dφdθ , (2.7)
and
hml =
2l+1
2π
(l−m)!
(l+m)!
∫ 2π
0
sin(mφ)
∫ π
0
Br0(θ ,φ)Pml (cosθ)sin(θ)dφdθ , (2.8)
where Br0 is the radial approximation of the magnetic field, obtained by taking
Br0 =
Blosr
sin(θ)
, (2.9)
from the line–of–sight approximation Blosr , by assuming that the photospheric field is
entirely radial (else Blosr could arguably contain other components). The sin(θ) term acts
to correct for the fact that observations would indicate that the equatorial radial field is
stronger than the polar fields. This approximation will be applicable for the large–scale
fields being employed here. When sunspots emerge, their field is typically non–radial,
but their resolution is below that of which we are interested in here. There are superior
approximations (such as that described within Leka et al. (2017)) when one is interested in
fields with a higher complexity.
2.2.2 A magnetic vector potential
The reference magnetic vector potential field, A0, as described above, depends only on the
radial component of the magnetic field. Within the gauge invariance of relative helicity,
we choose (following Berger and Ruzmaikin (2000))
∇ ·A0 = 0, (2.10)
A0 · nˆ = 0, (2.11)
(these conditions increase in complexity for non–spherical or planar surfaces). In this case
A0 = nˆ×∇Ψ, (2.12)
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such that
A0 =∑
lm
−R⊙blm
l(l+1)
r×∇Y ml , (2.13)
as required.
2.3 Data and Analysis Techniques
In Figure 2.1, we compare magnetic helicity flux due to differential rotation through the
northern hemisphere against total sunspot number, averaged over each Carrington Rotation
(CR) from the daily value. We take sunspot number over the entire solar disc due to re-
strictions in data availability, although in later sections we do analyse the two hemispheres
separately. Magnetic helicity flux is calculated using data from the Wilcox Solar Obser-
vatory according to equation (2.2), and sunspot data are provided by the WDC-SILSO,
Royal Observatory of Belgium, Brussels. The helicity of the two hemispheres are not
exact sign opposites, but are closely aligned enough that comparing a single hemisphere’s
helicity to sunspot number over the disc should make little difference. Throughout this
article, we normalise all data with respect to the highest peak contained within it, starting
from the first relevant cycle. This would mean we would not include, for example, a
sunspot cycle before our first helicity cycle. It is possible to normalise these quantities
using other techniques (such as taking |Φ|−2dH/dt, where Φ is the magnetic flux through
a hemisphere), but we found these methods to be less intuitive.
Fig. 2.1 Sunspot number (dashed orange) and helicity flux through the northern hemisphere
(solid blue), normalised by the amplitude of the largest cycle within their respective data
sets. Cycles have been labelled according to the number system used in this chapter, with
H denoting helicity and S denoting sunspot.
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The data display a clear resemblance between the helicity flux cycles during solar
decline/minima and the following solar-activity cycle. If we were to take account of the
relationship between helicity flux and magnetic flux (∼Φ2) versus that between sunspot
strength and magnetic flux (∼Φ), the differences in amplitude are somewhat accounted
for. This is not, however, physically meaningful, as the sunspot number used here does not
distinguish between regions with strong and weak flux. Regardless, we briefly examine the
possibility of dimension matching in Section 2.4.
The similarities seem to be much weaker for the weaker cycle (the third pair of peaks
(Cycle 24), 2000 onwards). This cycle is also distinctive in that the helicity maximum lies
at around 20% that of the previous cycle. The cause of this anomaly could be the recent
extended solar minimum (Frohlich, 2013). Regardless, both cycles are anomalously low
within their own set, which is an inherent similarity.
The conclusion drawn is that a larger set of data is required. Magnetic field data,
however, are largely unavailable before the dates already graphed. We perform an analysis
on the available data, with this restriction in mind.
2.3.1 Dynamic Linear Modelling and Kalman Smoothing
Both data sets of Figure 2.1 have high frequency noise, making it difficult to identify
similar overall trends. In an attempt to smooth the data, we employ two data analysis
tools: dynamic linear modelling (DLM) and Kalman smoothing (KS). Smoothed data
is commonly used when working with sunspot number, for the purposes of prediction
(Petrovay, 2010).
A dynamic linear model is described by two equations:
yt = Ftxt +at , (2.14)
xt = Gtxt−1+ωt , (2.15)
where Gt and Ft are matrices, at and ωt are vectors of Gaussian (normal) distributions
(indexed by t), yt are the observations and xt is the (assumed) underlying model. Equation
(2.14) is known as the observation equation, and (2.15) is known as the state equation
(Petris et al., 2009). This state space model assumes that the process (in this case the flux
of magnetic helicity or sunspot number) is governed by some underlying process which
we cannot measure directly (the state equation), but has an output that we can measure
(the observation equation). This type of model is typically used to predict future data
points, within an error given by the aforementioned Gaussian distributions. The underlying
process (which is assumed to govern our observations) is found using maximum-likelihood
estimation, based on the observations that we input (the data). In simple terms, we find
the variables that are most likely to generate the data set we observe, with associated
distributions.
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Fig. 2.2 Pictorial representation of the Kalman smoothing process at an individual time
step t = k. The optimal state estimate, in blue, is found by multiplying the red and green
curves together, which represent our predicted state estimate and measurement distributions
respectively.
Figure 2.2 shows how this model works, for an individual time step t = k. The optimal
state estimate, shown by the blue curve, is calculated by multiplying the two distributions
together (red and green), and is assumed to be more accurate than either the measurement
or state estimator. Calculating these optimum values for every time step t, once the entire
data set is known, is referred to as Kalman Smoothing (KS).
In figures 2.3 and 2.4, we give the smoothed data produced by applying the KS to
magnetic helicity flux and sunspot number respectively. The red line indicates the smoothed
data, and the green bars represent a 90% confidence interval.
The smoothed plot of Figure 2.4 in particular reveals an interesting underlying double
peak structure, known as Gnevyshev gaps (Gnevyshev, 1963). It is possible that this is
due to a disparity in the specific timings of the sub–dynamos governing each hemisphere.
Evidence for this can be seen in Figure 2.5, where we have plotted sunspot number for
the two hemispheres separately (for which data is available from 1992). This two-peak
structure is particularly notable in the final sunspot cycle, due to the disparity between the
height of the two peaks, and the structures of the cycles.
2.3.2 Pearson Correlation Coefficient
One standardized method for testing how well two data sets are correlated is the Pearson
correlation coefficient, which we denote by P. The discrete data form of the Pearson
correlation coefficient is employed, given by
P = corr(X,Y) =
cov(X,Y)
σ(X)σ(Y)
, (2.16)
where X and Y are the two data sets being studied, cov(X,Y) is the covariance of the two
sets, and σ(X) and σ(Y ) are their standard deviations.
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Fig. 2.3 Normalised helicity flux (northern hemisphere) data processed using Kalman
smoothing and dynamic linear modelling (red) with uncertainties (green)
To find the phase shift between the two cycles, we calculate the correlation co-efficient
for all possible phase shifts (within the limit of our data) and take the shift which offers
the strongest |P|. We find that there is a clear difference between the optimum lag times,
with the first (larger) peaks having a phase shift of 60 Carrington Rotations (4.5 years),
whilst the second peaks are shifted by 92 Carrington rotations (6.9 years). These shifts
give values of P corresponding to their relevant cycle pairs of 0.88 and 0.84 respectively,
both of which indicate strong positive correlation. In all cases, unless otherwise stated, we
use all data points that define the cycle to calculate the correlation between each successive
minima. We will also use the minima between sunspot cycles to denote the beginning and
end of a solar cycle.
Figure 2.6 shows helicity flux shifted by the above time periods plotted on the same
axis as normalised sunspot number (unshifted). The visual correlation offered by either
of these phase shifts have both positive and negative attributes. For the latter, we see a
good correlation of minima (lowest points between cycles), and excellent correlation for
the second pair of peaks. The first pair of peaks is less well aligned (in the region between
the minima). This is could be due to the sudden drop observed in the helicity flux around
the fiftieth (CR 1692) Carrington rotation, which is not reflected in the sunspot number.
The 4.5 year phase shift gives a stronger correlation for the first pair of peaks, although
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Fig. 2.4 Normalised monthly sunspot number data processed using Kalman smoothing and
dynamic linear modelling (red) with uncertainties (green).
Fig. 2.5 Smoothed sunspot numbers for the northern (blue) and southern (orange) hemi-
spheres from 1992 – 2017.
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Fig. 2.6 Phase shifted normalised helicity data (blue) by 60 Carrington rotations (a) and 92
Carrington rotations (b), with normalised sunspot number (orange).
the minima are no longer as well aligned. In the left figure, the second pair of peaks is
less well aligned between the minima. Note that the third pair of peaks is not very well
correlated in either figure, nor do we attempt to perform an optimisation on those data sets
(we demonstrated their distinct nature in Figure 2.1).
We also plot the smoothed versions of the figures 2.6(a) and (b), with identical phase
shifts, in Figure 2.7. The results of this are mostly unchanged. Visually, the peaks
Fig. 2.7 Phase-shifted smooth normalised helicity data (blue) by 98 Carrington rotations
(a) and 68 Carrington rotations (b), with normalised smooth sunspot number (orange).
appear less correlated. The values of P, however, are greater for the two optimised cycles
(unsurprisingly). The left of Figure 2.7 corresponds to the phase shift of 60, and gives a P
of 0.938 for the first cycles, and on the right we have a phase shift of 92 with P = 0.904
for the second pair of cycles. This is a marked improvement for the latter in particular. The
comments made on Figure 2.6 regarding the structural differences continue to apply here.
2.3.3 Integration
In the previous section we found that whilst it was possible to align Solar Cycles 22 and 23,
cycle 24 in particular offers only weak indications of correlation, both in terms of length
and amplitude. We therefore look for a comparison technique that disregards structure,
reducing large sets of data to single points. This work is concerned with comparisons of
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Peak Pair Helicity Data Sunspot Number Ratio of
Integrated Integrated Integrations
1 59.50 CR 55.15 CR 94%
2 42.39 CR 52.40 CR 81%
3 17.5 CR 26.50 CR 66%
Table 2.1 Values of integrated helicity flow and sunspot number, and their ratio.
overall activity, and we thus compare the area under adjacent peaks. It should be noted
that these areas have been calculated after the normalisation procedure, and therefore have
units of Carrington rotations. The first example of this is shown in Table 2.1.
Integrating helicity flux (dH/dt) over time clearly gives the total helicity H that passed
through the photosphere in a given time period. For sunspot number, however, a temporal
integral is less physically meaningful. There is, however, a known relation between sunspot
size, activity, and its period of existence (Henwood et al., 2010). For recurring sunspots
(those that traverse the entire solar disc and re-appear in a following sunspot cycle), the
temporal integral should then take account of their increased size and activity.
The ratio column of Table (2.1) (and all subsequent tables) is obtained by dividing
the smaller quantity by the larger, regardless of association (whether the larger value be
of integrated helicity flux, or sunspot number), as a measure of similarity. The closer
the ratio is to 100%, the more similar the two areas of interest are: we don’t seek to
distinguish between cases where the area of the predicting quantity exceeds or falls short
of the quantity which we aim to predict. We see that, for the second peak in particular, the
area under the curves is very similar. Again, the weakest comparison comes from the third
pair of peaks. All three results match with a 66% threshold, but with an average of 80%,
indicating good activity matching.
2.4 Square Root of Magnetic Helicity
In Section 2.3, we noted if we were comparing helicity flux with a sunspot number which
took account of the flux, Φ, of the active regions, then the differences between the two data
series might be taken account of by taking the square root of helicity. In particular, the SI
units of helicity flux are [
dH
dt
]
=
G2m4
s
≡ [Φ]2s−1, (2.17)
whilst sunspot number is a unit-free quantity, but it could be thought to be associated with
[Φ]. In this section, we will perform our data analysis techniques as if this unit comparison
were physically meaningful, by taking the square root of magnetic helicity.
We plot the normalised square–root of helicity flux against sunspot number in Figure
2.8 (in the style of Figure 2.1). We find in this case that the amplitude of the peaks could
be argued to be slightly better matched for the second cycle pair, although the helicity
2.4 Square Root of Magnetic Helicity 41
Peak Pair Square Root of Helicity Data Sunspot Number Ratio of
Integrated Integrated Integrations
1 81.10 CR 55.15 CR 68.0%
2 68.57 CR 52.40 CR 76.4%
3 51.32 CR 26.50 CR 51.6%
Table 2.2 Values of the integrated square–root of absolute helicity flux, and sunspot number,
and their ratio.
flux peak might now be too large, dependent on how we define a peak’s maxima. We do,
however, see a notable improvement in the matching of peaks for the third cycle.
Fig. 2.8 Square root of absolute helicity flux (blue) versus sunspot number (dashed orange)
for the period.
In Table 2.2, we give the values of integrated helicity flux, for which we take the
absolute root before normalising. For each of the three cycles, the ratio of integration
measure is lower than that for which the helicity flux which is not rooted (Table 2.1). We
further found that the values for correlation were unchanged, as one might expect.
We choose not to continue with taking the square–root of helicity flux, due to the
lack of physicality established in Section 2.3, and the notably worse integration values.
It is, however, of future interest to determine whether there is a physicality behind the
square–root improving mainly the final cycle’s peak–matching.
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2.5 Hemispherical Helicity and Sunspots
In figures 2.9 and 2.10 we plot sunspot number for each hemisphere against the helicity
flow for the northern and southern hemispheres respectively. Internationally recognised
sunspot number data that is split by hemisphere is only available from 1992 onwards,
restricting data analysis. The limited results do indicate a stronger relationship than that
when the hemispheres are combined. In particular, if we look at the final two cycles of
Figure 2.9, they appear to be more closely related than what we observe in Figure 2.1. The
most recent cycle in particular is much closer in amplitude for the northern hemisphere.
This is however not reflected in the southern hemisphere (see Figure 2.10).
Fig. 2.9 Northern hemisphere helicity flow (blue) and northern sunspot number (dashed
orange).
Peak Pair Integration Ratio (North) Integration Ratio (South) Ratios of Sums
2 73.5% 98.7% 94.9%
3 93.2% 78.0% 83.1%
Table 2.3 Ratios of the values of integrated helicity flow and sunspot number separated by
hemisphere.
Table 2.3 shows the results of calculating the ratios of the areas for cycles when we split
sunspot number by hemisphere. We see better results (on average) here than in Table 2.1,
with an average ratio of 85.9%, indicating a strong correlation between the area enclosed
by each cycle. Additionally, the final column shows the result of the integration ratio when
we take the sum of absolute helicity flux from both hemispheres, giving results stronger
than the aforementioned average.
2.5 Hemispherical Helicity and Sunspots 43
Fig. 2.10 Southern hemisphere helicity flow (blue) and southern sunspot number (dashed
orange).
The value of the integration ratio for the second pair of peaks associated with the
southern hemisphere isn’t improved by taking the square root of helicity flux as described
in Section 2.4. In this case, we find a ratio of 47.5%. The corresponding plot is given in
Figure 2.11. Indeed, we find that every integration ratio decreases for a square–rooted
helicity flux. There is some improvement with the agreement between the southern
hemisphere’s second cycle peaks, but this improvement is not strong as in Figure 2.8.
Performing our correlation maximisation procedure for the first pair of peaks for each
hemisphere gives P= 0.76 with a lag of 77 CR in the North, and P= 0.72 and a 88 CR lag
in the South. We encounter a problem when attempting to map the second helicity cycle
onto its sunspot counterpart, as the shifted helicity has a length exceeding the sunspot data
range. Correlating the minima gave a lag of 94 CR for the northern hemisphere and 98
for the southern. This fits in with our pattern of varying lag time. The two values of P
obtained again indicate strong positive correlation between the cycles.
In Figure 2.12 and Table 2.4 we also make comparisons with the predictively capa-
bilities of the polar field, defined as the absolute value of the average radial field in the
0 ≤ θ ≤ 15 range for the northern pole, and similarly for the south. Visually, the polar
field is less well correlated with the sunspot number than helicity flux, and we see almost
consistently lower integration ratios. The large integration ratio for the second peak in
the northern hemisphere is a relative anomaly. However, this unusually high value is still
lower than that offered by magnetic helicity flux.
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Fig. 2.11 Southern hemisphere square rooted helicity flow (blue) and southern sunspot
number (dashed orange).
Peak Pair Integration Ratio (North) Integration Ratio (South)
2 54.8% 90.4%
3 41.1% 55%
Table 2.4 Ratios of the values of integrated polar field and sunspot number separated by
hemisphere.
2.5.1 Summation of hemispheres
In Table 2.3, we saw that when using a summation over the two hemispheres, we obtain
slightly improved integration ratios. Recall that a summation over hemispheres is, for
helicity flux, an absolute sum. Here we perform this same summation over the north
and south, inclusive of the first cycle. Figure 2.13 gives the result of normalising the
summation of the helicity fluxes and polar fields within both hemispheres. We obtain
correlation values of P = 0.86 and P = 0.83 for the helicity flux cycles (when compared to
sunspots cycles), and P = 0.85 and P = 0.80 for the polar fields, which is approximately
equivalent to the result obtained when observing the northern hemisphere only. The results
of cycle integration are given in Table 2.5. Polar field is seen to occasionally outperform
helicity flux as a precursive quantity only in terms of amplitude, and then only if we do not
split sunspot number by hemisphere.
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Fig. 2.12 Northern hemisphere: helicity flux (blue), sunspot number (orange dashed), and
polar field (green dotted).
Fig. 2.13 Summation of hemispheres: helicity flux (blue), polar field (green dotted), and
sunspot number (orange dashed).
2.5.2 Sunspot area
The limited extent of the hemispherical sunspot number data can be partially overcome
with publicly available hemispherical sunspot area, which is recorded dating back to
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Peak Pair Helicity Integration Ratio Polar Field Integration Ratio
1 90.0% 67.9%
2 75.4% 72.3%
3 58.4% 45.2%
Table 2.5 Integrated helicity flux and sunspot number with summation over hemispheres.
1874, available from NASA (solarscience.msfc.nasa.gov/greenwch.shtml). In Figure
2.14, we plot helicity flux against sunspot area for the northern hemisphere, from 1976
onwards. Sunspot-area data is highly noisy, and has thus been smoothed and compared
Fig. 2.14 Northern hemisphere: helicity flux (blue) and sunspot area (dashed orange).
to the smoothed helicity flux. The first pair of cycles, for which we could not obtain
hemispherical sunspot number, gives an integration ratio of 88.8%. The visual correlations
are approximately equivalent to that of Figure 2.12, except for a slight amplitude increase
in the final sunspot cycle (although this could be an artefact of the smoothing process).
2.6 Interpolated Sunspot Data
Temmer et al. (2006) have generated a catalogue of sunspot data, split by hemisphere,
for the years 1945− 2004. To obtain this result, the authors analysed daily sunspot
drawings from two observatories, Kanzelhohe Solar Observatory (KSO) and Skalnate
Pleso Observatory (SPO). The drawings from the SPO were analysed from 1945−1988,
at which point they they change their source to the Stara Lesna Observatory. Drawings
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from KSO were analysed from 1952 onwards, due to fact that additional details on the
drawings before this point made sunspot number calculation difficult. They found that the
coverage of the observatories is 58% and 72% for the SPO and KSO respectively, giving
an overall coverage of 84%. A simple averaging procedure was used to combine the results
of the two observatories.
To ensure that their reconstruction is in agreement with the SIDC (international sunspot
number) for that day, they take the normalised fraction
n′int =
nint
nint + sint
, (2.18)
where nint is the northern hemispherical sunspot number calculated according to their
regime (and similarly for the south). Their final value is then given by
Sn = n′intSSIDC, (2.19)
for the sunspot number over the whole disc according to the SIDC, and similarly for the
southern hemisphere.
Hemispherical data being calculated on a daily cadence allows us to determine the
means over a Carrington rotation, as is done throughout this chapter. Normalising this
series gives the data set shown in Figure 2.15, which we compare directly with the observed
WDC data as an indication of accuracy, both taken from the Northern hemisphere. We
Fig. 2.15 Helicity flow (blue), WDC sunspot number (dotted green), and reconstructed
sunspot number (dashed orange) in the Northern hemisphere.
choose to apply this data only to our initial helicity cycle, given that this is the only cycle
for which we do not have already existing hemispherical sunspot data. The normalisation
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procedure for the hemispherical sunspot data would thus be centred around the cycle
encompassing 1985−1998.
Calculating the integration ratios for the North gives a value of 74% for the North and
82% for the South. These values have a median of 78%, which is considerably lower than
that obtained when one uses sunspot number over the entire solar disk (90%). This could
be due to the reconstruction, given the improvements observed in the ratios when using the
WDC data (especially in the case of the final cycle).
2.7 Sunspots Predicting Helicity Flow
In order to assert statistically that it is indeed helicity predicting the behaviour of the
sunspot cycle, and not the converse, we must test the strength of said converse. Therefore,
in this section we look at the strength of the theory that sunspot number predicts helicity
flow. We note that by including an additional sunspot cycle, the normalisation of the
sunspot number data set is changed slightly.
Fig. 2.16 Northern hemisphere helicity flow (solid blue), and sunspot number (dashed
orange) shifted forward by approximately 3.33 years.
Figure 2.16 shows sunspot number on the same axes as helicity flow, where sunspot
number has been shifted forwards by approximately 4.2 years. This value was chosen
using the same process of correlation maximisation described in the previous section.
We notice that the minima in particular are very well matched, as opposed to the
changing phase shift of the helicity flux → sunspot number results. In particular, the
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minima of the final pair of peaks, where we saw an elongated helicity cycle, are well
correlated.
We see very weak correlation for the final pair of peaks in terms of amplitude. This
weakness is quantified in Table 2.6, where we have performed the same procedure as
described for Table 2.1. The ratio is worse for the first pair of peaks (−4%), slightly
improved for the second (+6%), and drastically worse for the final pair (−29%). We also
find that, excluding the final pair of peaks, a value of P = 0.804 is achieved.
Peak Pair Helicity Data Sunspot Number Ratio of
Integrated Integrated Integrations
1 59.5 CR 53.50 CR 90.0%
2 42.39 CR 48.90 CR 87.2%
3 17.5 CR 46.79 CR 37.4%
Table 2.6 Integrated helicity flux and sunspot number for the case where sunspot number
predicts helicity flux.
One possible explanation for these results is that cycle influence works not only in one
direction, but both. Indeed, our results indicate that the cycle amplitude/strength (where
strength is indicated by the integrated area) of a sunspot cycle being dictated by helicity
flow, whilst the length of a helicity flux cycle is strongly correlated with that of the previous
activity cycle.
2.8 Comparisons with Polar Field
The strength of the polar field during solar minima has often been used to predict the
strength of the following solar maxima (Jiang et al., 2007). The dipole moment has also
been used (such as in the predictions made in Choudhuri et al. (2007)), back to 1978
(Schatten et al., 1978). However, given that the polar field is more directly related to the
Omega effect being described by our helicity flux, as well as a good measure of the dipole
moment, we choose to compare the effectiveness of magnetic helicity predictions with
this benchmark. Helicity flux, as stated earlier, is a arguably more rigorous measure of the
Omega effect than polar field, making it likely to be more strongly correlated with sunspot
number.
In Figure 2.17, we plot magnetic helicity flux through the northern hemisphere com-
pared with total sunspot number and the averaged north pole magnetic-field strength. We
continue to define the northern pole as the region 0 ≤ θ ≤ 15◦, for which we take an
absolute value of the average field. The southern pole is defined similarly. Visually, the
polar field appears to be a slightly weaker precursor for the strength of the solar minima,
except in the case of the final pair of peaks, where it performs much better than magnetic
helicity.
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Fig. 2.17 Normalised magnetic helicity flux (blue) and polar field (dotted green) for the
northern hemisphere compared with normalised sunspot number (dashed orange).
Of note is the amplitude differences between the polar field and magnetic helicity.
Given that the expression used to calculate magnetic helicity flux is directly dependent
upon the poloidal field, we would expect a closer relation in amplitude. These differences
could be due to the distribution of flux being more concentrated at mid to low latitudes.
Fig. 2.18 Normalised northern polar field (blue) with a phase shift of 60 CR (a) and 92 CR
(b) plotted alongside sunspot number (dashed orange).
In Figure 2.18, we plot polar field strength against sunspot number with optimised
phase shifts. Here, we found that correlating the first pair of peaks required a phase shift
of 60 Carrington rotations, the second peaks had a shift of 92 rotations. These shifts
corresponded to correlation coefficients of 0.824 and 0.795 respectively. For the first
pair of peaks, this is a slight decrease when compared to helicity (∆P = −0.06), and a
negligible change in the second case (∆P = 0.045).
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Peak Pair Polar Field Integration Ratio Helicity Flux Integration Ratio
1 68% 94%
2 77% 81%
3 52% 66%
Table 2.7 Integrated polar field and helicity flux ratios with integrated sunspot number.
Visually, the helicity-flux cycles appear to have a better fit than polar field (with the
exception of the third pair of cycles). It is however difficult to quantify this. We perform
the same integration procedure as performed on magnetic helicity flux in tables 2.1 and
2.6. Table 2.7 shows the results of the integration process. The results are more consistent
than the aforementioned tables, with the ratio fluctuating close to 65%. At the time of
writing, the final sunspot cycle was incomplete, meaning that its integrated value is likely
to increase.
The ratios are consistently below those of Table 2.1, which have been included in the
rightmost column. This indicates a larger disparity between the strength and structure of
the polar-field cycles, when compared to that of sunspots. The structural comments made
earlier continue to apply, which is expected, given the presence of Bn in the expression for
magnetic helicity flux.
2.9 Reconstructed Magnetic Field Harmonics
There have been attempts to recreate measurements of the large-scale solar magnetic field
using a variety of proxies. One example of this is described by Makarov and Tlatov (2000),
who used Hα maps to calculate a spherical-harmonic decomposition of said field, up
to degree l = 9 (the same as that used by Wilcox). They have reconstructed the largest
scale magnetic fields using Hα and CaII charts from Kodaikanal observatory, for which
they assign a value radial field of ±1G to the magnetic field distribution according to the
sign of the leading and trailing sunspot polarities expected for a given solar cycle. This
distribution then undergoes the same procedure as described in Section 2.2. The assumed
magnitude of |Br|= 1G is rendered unimportant by the normalisation procedure employed
here. The authors have generously provided their decomposition data over the period (in
years) 1958−2015, covering Carrington rotations 1400−2161. This period contains two
additional solar cycles that are not available in the Wilcox data. We must, however, take
care when using reconstruction data due to possible inaccuracies, and we therefore suggest
that any conclusions drawn from this work are taken as secondary to that in the previous
sections.
Markarov and Tlatov have also provided data covering Rotations 800−1400 (1913 –
1958), although they have made it clear this second, earlier data set is more likely to be
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inaccurate than the more recent reconstructions. We therefore split our analysis into two
sections, each dealing with one of the two periods.
2.9.1 1958 – 2015
In Figure 2.19, we plot helicity flux through the northern hemisphere on the same axes as
sunspot number, for the reconstructed period 1958–2015. Both data sets continue to have a
cadence of one Carrington rotation. The helicity-flux data calculated from the reconstructed
Fig. 2.19 Northern hemisphere helicity flow (blue) and sunspot number (dashed orange)
for the reconstructed 1958–2015 period.
spherical harmonics are noisier than that provided by the Wilcox Observatory, likely due
to their nature as an indirect measurement. Applying the KS as described earlier gives the
data sets shown in Figure 2.20. The cycles appear much more correlated when smoothed,
particularly in terms of their amplitude. Maximising the correlation of the two data sets
over their entire range gave P = 0.72 with a phase shift of 84 Carrington rotations for the
smoothed data, and P = 0.56 over a 87 Carrington-rotation shift for the unprocessed data
(again over the whole data set). The difference in the phase shift is likely due to the noise,
not any underlying change in structure.
Maximising the correlation between each pair of peaks individually gives a small range
of phase shifts: 85,84,81,84, and 87 Carrington rotations, respectively. This corresponds
to a range of 0.44 years. Given the small range, we choose to use a mean of these values:
84 CR. The result of shifting our entire helicity flux data set forwards by this amount is
shown in Figure 2.21. We see a fairly strong correlation in terms of structure, albeit weaker
than that of the previous sections. Notably, the final cycle is quite well correlated, which
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Fig. 2.20 Smoothed, reconstructed–harmonic northern helicity flux (blue) and smoothed
sunspot number (dashed orange)
Fig. 2.21 Shifted helicity flux (blue) by 84 CR, compared with sunspot number (orange)
for the reconstructed 1958–2015 period.
is where the Wilcox Data performed notably less well. This is discussed further in the
coming sections.
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Fig. 2.22 Helicity flux (orange) and polar field (blue) in the northern hemisphere compared
with sunspot number (green) for the reconstructed 1958–2015 period.
Peak Pair Helicity Flux Ratio (Smooth) Polar Field Ratio (Smooth)
1 39.60% (51.89%) 96.20% (90.20%)
2 59.57% (80.69%) 97.69% (83.40%)
3 63.44% (83.57%) 81.98% (83.66%)
4 46.30% (60.23%) 99.40% (94.86%)
Table 2.8 Integrated polar field and helicity flux integration ratios for the reconstructed
1958–2015 period. Values taken from smoothed data sets are shown in brackets.
Polar Field
In Figure 2.22, we plot polar field, helicity flux and sunspot number, all of which have
been smoothed. In Table 2.8, we perform the same integration procedure as described
during earlier analyses. The integration procedure has been performed on the unprocessed
data. For the reconstructed data, Figure 2.22 indicates that the polar field instead is an
(albeit slightly) superior precursor to the following solar cycle, except in the case of
the final cycle. This is contrary to the results of the previous section, which used more
direct measurement. This is reflected in the table of integration ratios, where we see
helicity performing much more poorly than polar field. However, note that the helicity
flux fluctuated quite chaotically on short time scales, which has skewed our integration
measure. Errors when integrating over a helicity cycle were seen to be as high as 13%.
2.9 Reconstructed Magnetic Field Harmonics 55
Peak Pair Helicity Sunspot Integration
Flux (Smooth) Number (Smooth) Ratio (Smooth)
1 18.32 (29.99) 41.90 (59.17) 43.7% (50.6%)
2 32.80 (54.21) 42.29 (61.66) 77.6% (88.0%)
3 30.91 (51.29) 38.10 (54.53) 81.1% (94.1%)
4 21.55 (35.40) 31.56 (45.28) 68.3% (78.2%)
Table 2.9 Northern integrated sunspot number and helicity flux integration ratios using
hemispherical splitting, for the reconstructed 1958–2015 period.
Polar field is taken as an average over a fifteen-degree latitude cap, and would therefore be
less subject to fast fluctuations in space.
The advantages of smoothing are shown in the bracketed values, making the most
notable difference for the helicity-flux ratio. For the two central cycles, we note that
smoothing brings the ratios of the polar field and helicity flux to almost equal values.
Hemispherical Sunspot Number
In this subsection we compare the reconstructed helicity flux with the reconstructed
hemispherical sunspot number. We note that we are comparing two reconstructed data sets,
meaning that any inaccuracies are likely to be compounded.
Table 2.9 shows the integration ratios for these helicity and sunspots data series in
the northern hemisphere. These have slight improvements for the smoothed data sets,
and noticeable improvements when we use the “raw" data. The median of the helicity-
integration ratios when we took sunspot number over the whole disk was 69.1%, whilst
when we split the data by hemisphere we get a mean of 77%: an improvement of 10%.
Comparisons with Wilcox Data
In this subsection, we compare the outputs of the harmonics in the reconstructed data with
the outputs produced by the Wilcox data sets. This will give a measure of the accuracy of
the reconstructed data, indicating how firmly we can make conclusions from the results it
provides.
In Figure 2.23, we plot helicity flux through the northern hemisphere using both Wilcox
Data and the reconstructed data. The relationship between the two sets of data for was
almost identical in the southern hemisphere, and we thus choose to analyse only the north.
There is a strong correlation between the two sets of helicity flux for Cycle 23, but
differences remain. Notable differences include the amplitude of the final observed
cycle, and the smoothness of the cycles, particularly notable during 1980−1990. These
differences are mostly removed using the KS process described in earlier sections. These
differences in structure are what likely caused the integration procedure of the previous
section to be skewed, and they are strongest during the aforementioned cycle.
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Fig. 2.23 Helicity flux through the Northern Hemisphere calculated using Wilcox (dashed
orange) and reconstructed spherical harmonics (blue).
Cycles 22 and 24 have the strongest dissimilarities between their respective series.
The length of the cycles are the same for the two sets, but the amplitude is notably
(approximately two times) larger in the reconstructed data. The amplitude differences
Fig. 2.24 Helicity flux through the Northern Hemisphere calculated using Wilcox (dashed
orange) and reconstructed spherical harmonics (blue), all smoothed.
2.9 Reconstructed Magnetic Field Harmonics 57
could be due to an issue with the Hα maps used to determine the magnetic harmonics. In
the case of Cycle 24, there could also be some underlying physical mechanism linked to the
elongated solar minima experienced during this period that has affected the reconstruction.
More likely is that the reconstruction technique is simply not as accurate as real-time data
taken by the Wilcox Observatory, and should thus be considered as less accurate.
Figure 2.24 gives a comparison of the two smoothed data sets. Here, we see that the
structures are quite similar, but we continue to observe the amplitude differences for the
final cycle.
The reconstructed data also has a different relationship with its polar field than that of
the Wilcox Data. For Wilcox, we see an increasing cycle-amplitude difference between
the two quantities with decreasing cycle strength. In the reconstructed data, however, the
difference between helicity flux and polar field is fairly constant from cycle to cycle. The
exact reasons for the differences described are not known, but they are worthy of further
investigation, being of particular importance for the helicity cycles of 1980−1990 and
2000−2012.
2.9.2 1913 – 2015
In figures 2.25 and 2.26 we plot reconstructed helicity flux and polar field compared with
sunspot number from 1913 onwards. Although there is a good correlation between
Fig. 2.25 Helicity flux (blue) through the northern hemisphere and sunspot number (dashed
orange) for the reconstructed 1913–2015 period.
helicity and sunspot number for dates preceding 1958, we note that the polar field of Figure
2.26 exhibits conjoined cycles, indicating inaccuracies in their data processing (as was
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Fig. 2.26 Helicity flux (blue), polar field (dashed orange) in the northern hemisphere, and
sunspot number (dotted green) for the reconstructed 1913–2015 period.
indicated when the data were provided). We therefore do not perform further data analysis
on this period. We note only that there continues to be a fairly noticeable visual correlation
between the helicity flux and sunspot number.
2.10 Predicting Solar Cycle 25
In this section we make a short prediction of the upcoming solar cycle 25. Figure 2.27 gives
the northern hemispherical helicity flow, and total sunspot number, up to 2018 (making it
more recent than other data used within this chapter). We are unfortunately not at a point
where we can be sure that the helicity flux of associated with the current solar cycle has
reached its peak, making the accuracy of any prediction lower than we would like.
Over the course of this article we have demonstrated statistically that the helicity flux
cycle is a good predictor of the following activity cycle. With this in mind, based on
the assumption that Cycle 25’s preceding helicity flux cycle has reached its maxima, we
predict that the amplitude of Cycle 25 will be only slightly higher than that of Cycle 24.
Using our three existing cycles, we estimate Cycle 25 will have an amplitude of 117
(given as the max value of sunspots per Carrington rotation over a cycle), 50% that of Cycle
22, calculated by performing regression analysis. This was calculated using regression
analysis on peak–to–peak amplitude comparison of the data shown in Figure 2.27 (between
sunspot number and helicity flux). The result is quite similar to that of Cycle 24’s amplitude
of 104. With only three data points, the standard statistical error was found to be quite
un-realistic, and we therefore do not include it here.
Previous sections have also indicated that helicity flux as a prediction mechanism is
best when we compare the areas under curves. At the time of writing, the current helicity
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Fig. 2.27 Helicity flux (blue) through the northern hemisphere against sunspot number
(dashed orange).
flux cycle has an area of 5.63 CR. If we again assume that the helicity flux cycle has
reached its halfway point, this would give us a total area of ∼ 11.26 CR.
Performing regression analysis on the areas, as an indication of the overall strength
of the cycle (as in Table 2.1) gives a predicted normalised area of 24.48 CR for Cycle 25.
This is again approximately equivalent to the area of Cycle 24 (26.50 CR). Errors have
once again been neglected. Gopalswamy et al. (2018) similarly found that Cycle 25 will
be akin to Cycle 24.
2.11 Summary and Conclusion
We have completed a fairly comprehensive statistical analysis of the hypothesis that helicity
flux during solar minima can be used to predict the strength of the following solar maxima.
We found a strong indication of causation between the two sets of data. This was most
noticeable when we performed our analysis on a hemispherical basis, where we saw ratios
consistently outperforming those calculated over the entire solar disc. In some cases, this
ratio was more than doubled (41.1% to 93.2%) when using helicity flux as opposed to
polar field. Notably, the suitability of the polar field as a precursor seemed to decrease
when we looked at individual hemispheres. This result indicates that future attempts to
predict the strength of solar cycles should use a hemispherical model. In particular, the
relationship between helicity flux and sunspot number appears stronger than that offered
by the polar field, which is currently the most popular precursor indicator of solar activity.
The only advantage that we found when using polar field was that it seemed to occasionally
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excel in terms of more-exact amplitude prediction. However, this only occurred when
the analysis was performed over the entire disc, rather than with respect to hemispheres.
Helicity flux outperforming polar field indicates that magnetic-field activity in regions
beyond the polar cap is important for the progression of the solar dynamo into its next
maxima.
In an attempt to strengthen our result, we obtained reconstructed data, but this was
found to imply that polar field was the stronger indicator, even if helicity flux still offered
a high correlation. However, these data were found to contain large inaccuracies when
compared to direct measurements, and were notably chaotic. Some underlying structure of
solar cycles appeared to be absent. The reconstruction then, with the necessary amount
of trepidation, does also indicate a causal relationship between helicity flux and sunspot
number.
In conclusion, we believe that we have demonstrated the statistical link between these
two physical quantities, using two different data sets over a period covering approximately
fifty years. Additionally, we made a speculative guess as to the amplitude of the forthcom-
ing solar cycle 25, which we believe would have approximately the same (perhaps slightly
greater) amplitude and strength as Cycle 24.
In April 2019, after this analysis was performed, the “Solar Cycle 25 Prediction
Panel", which is comprised of scientists representing NOAA, NASA, the International
Space Environment Services amongst others cross referenced multiple predictive estimates.
Based on this collective information, they came to the conclusion that Solar Cycle 25 will
have a peak magnitude of sunspot number between 95 to 130 (NOA, 2019), for which our
prediction of 117 lies squarely within.
Chapter 3
Hemispheric Injection of Magnetic
Helicity by Surface Flux Transport
The research presented in this chapter has been published in the journal Astronomy and
Astrophysics, under the title “Hemispheric Injection of Magnetic Helicity by Surface Flux
Transport": see Hawkes and Yeates (2019). I was involved in developing the research idea,
performed the data analysis, produced the figures and wrote large sections of the article’s
text. Sections 3.5 and 3.6 were not part of this publication.
3.1 Introduction
In this chapter, we consider the global-scale injection of helicity due to surface flux
transport, from large-scale solar rotation and meridional flow, as well as the relatively small-
scale from supergranular diffusion. Previously, Berger and Ruzmaikin (2000) estimated
that 4×1046 Mx2 of magnetic helicity were injected into each coronal hemisphere by solar
rotation over a 22–year period from 1976 to 1998 (Solar Cycles 21 and 22), using low
resolution magnetogram data from Wilcox Solar Observatory. We extended this calculation
in Chapter 2 to 2018, where we found that the injected helicity in Solar Cycle 23 was lower
than in the previous two cycles. In this chapter, we use surface flux transport modelling
to extend this calculation to many solar cycles, and consider magnetic flux distributions
with higher spatial resolution, including also the helicity flux from meridional flow and
supergranular diffusion.
DeVore (2000) estimated the helicity flux from differential rotation based on an analyt-
ical MHD calculation of the shearing of a single bipolar active region. Extrapolation of
this calculation to an estimated number of similar regions in a full solar cycle gave a final
estimate of 1046 Mx2 of helicity injected during Solar Cycle 21. However, this approach
neglects the contribution from weaker, but of greater spatial extent, high-latitude magnetic
fields. In this chapter, the use of a surface flux transport model allows us to consistently
include both the injection measured by DeVore (2000) as well as the contribution from
large-scale fields that was captured by the approach of Berger and Ruzmaikin (2000).
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In the approaches discussed so far, as well as in this chapter, the electric field E
on the solar surface is approximated by imposing an analytical flow and/or diffusion
(see Section 3.2). By contrast, LaBonte et al. (2007) and Georgoulis et al. (2009) used
correlation tracking in high-cadence magnetograms to estimate the electric field pattern
in individual observed active regions, and hence calculate their associated helicity flux.
Using magnetograms from SoHO/MDI, the authors have estimated the helicity flux in the
393 largest active regions during Solar Cycle 23. Accounting for unobserved regions and
uncertainties in the correlation tracking, they estimate a total helicity flux of 6.6×1045 Mx2
over Solar Cycle 23. Only about 20% of this flux came from differential rotation. However,
it has not been possible to apply this technique outside of active regions due to the high
resolution required when taking magnetograms.
Brandenburg and Sandin (2004) and Brandenburg (2009) calculated that the solar
dynamo must shed around 1046Mx2 of magnetic helicity per cycle, based on analytical cal-
culation on the catastrophic alpha quenching caused by a build up of small-scale magnetic
helicity. From the viewpoint of the heliosphere, Bieber and Rust (1995) estimated a helic-
ity ejection rate of 2×1045 Mx2 through coronal mass ejections by considering toroidal
magnetic flux, while DeVore (2000) gave a higher estimate of 1046 Mx2 by modelling
the magnetic structure of interplanetary magnetic clouds. More recently, Démoulin et al.
(2016) extrapolated data from 107 observed magnetic clouds to estimate a total ejection
rate of 2.5×1046 Mx2 over Solar Cycle 23, and a similar value was obtained independently
by Lowder and Yeates (2017) through non-potential modelling of flux rope formation and
ejection in the low corona.
All of these estimates are broadly consistent, but they are all still approximations. It
is a question of ongoing interest to study how much helicity is contributed by different
physical processes, and particularly how this varies between solar cycles. In Section 3.2
we describe the two surface flux transport models used in this chapter to estimate the
helicity flux, before presenting the results for Solar Cycles 21 to 23 in Section 3.3, and for
earlier solar cycles in Section 3.4. We also compare the helicity fluxes calculated in this
chapter with helicity fluxes that we calculate from a higher resolution set of Wilcox Solar
Observatory co-efficients (used in Chapter 2). We extend some results of DeVore (2000) in
Section 3.6, and perform some analytical measures of solar helicity injection in Section
3.7. Finally, we present our conclusions in Section 3.8.
3.2 Methods
The helicity flux through the photosphere is not a directly observable quantity, so instead
we estimate A0×E · nˆ numerically. In this chapter, we do so using a pair of surface flux
transport models as will be outlined in this section. The surface flux transport model (Jiang
et al., 2014) evolves the photospheric radial magnetic field, Br(R⊙,θ ,φ , t) following the
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radial component of the induction equation
∂Br
∂ t
=−rˆ ·∇×E+S(θ ,φ , t)−D(θ ,φ , t), (3.1)
where S(θ ,φ) is a source term representing the emergence of new magnetic flux, and
D(θ ,φ , t) is an additional decay term that accounts for the effect of radial (inward) diffu-
sion, that cannot be properly assessed in such a two–dimensional model. The electric field,
assuming a purely radial magnetic field, takes the form
Eθ (θ ,φ , t) = −vφBr + ηR⊙ sinθ
∂Br
∂φ
, (3.2)
Eφ (θ ,φ , t) = vθBr− ηR⊙
∂Br
∂θ
. (3.3)
These represent the evolution of Br due to both advection by large-scale horizontal flows
v(θ) and horizontal (turbulent) diffusion due to supergranular convection, with coefficient
η . Note that in Chapter 1, turbulent diffusion was referred to as ηt , but we choose here to
refer to it as the diffusion, η , due to its vastly increased magnitude. We have assumed that
the velocity flows are neither time nor longitudinally dependent.
To estimate the helicity flux, we take the electric field (3.2), (3.3) as an approximation
of the horizontal electric field on the solar photosphere. We thus neglect any electric field
arising from flux emergence (v · nˆ), as well as from localised flows on a smaller length
scale (such as those within individual active regions). We also neglect the contribution
from the decay term (we justify this in the following subsection).
We also need to calculate A0 from Br at each time. This is done by expressing
A0 =−∇ψ× rˆ, where ψ satisfies a two-dimensional Poisson equation
Br =−rˆ ·∇×∇× (ψ rˆ) =−∇2hψ = ∇×A0. (3.4)
The two flux transport models used here differ both in the choice of imposed flow
parameters v and η and in the form of the source term S, as we now describe.
3.2.1 Finding the magnetic vector potential field
We will solve directly for A0 (3.4), using a finite–difference grid. We are in a spherical
co-ordinate system, and as such
r = r sin(θ)cos(φ)xˆ+ r sin(θ)sin(φ)yˆ+ r cos(θ)zˆ, (3.5)
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in which case the co-ordinate scale factors (e.g. hr = |dr/dr|) are given by
hr = 1, (3.6)
hθ = r, (3.7)
hφ = r sin(θ), (3.8)
and, likewise, the surface area co-efficient
SA = r sin2(θ)δθδφ , (3.9)
where δθ = π/nθ and δφ = 2π/nφ . We find the values of Aθ and Aφ along each vertex
line between vertices (on their respective co-ordinate lines), and Br is taken to be at the
centre of the face. We index by i in θ and j in φ .
At each vertex, our gauge condition ∇ ·A0 = 0 offers one constraint, whilst Stokes’
theorem at each face tells us that the line integral along the vertices surrounding each face
gives the magnetic flux (BrSA) gives the second constraint. In which case, we have
Ai+1, jθ −Ai, jθ
2rδθ
+
Ai, j+1φ −Ai, jθ
2r sin(θ)δφ
= 0, (3.10)
r sin(θ)δφ
(
Ai, j+1φ −Ai, jφ
)
+ rδθ
(
Ai+1, jθ −Ai, jφ
)
= Bi, jr S
i, j
A , (3.11)
for all 1 ≤ i ≤ nθ −1 and 0 ≤ j ≤ nφ . At the poles, where we experience a co-ordinate
singularity, we treat the system slightly differently.
First note that if we have a divergence free vector field at all but one vertex, then
we must also have a divergence free vector field at all vertices. We then have a “spare"
condition, which we will use to ensure we take account of the polar flux. This will take the
form
∑
j
r sin(δθ)A0, jφ = BrPA, (3.12)
where PA is the polar area. These expressions (3.10, 3.11, 3.12) provide a complete
algebraic system for determining A0, as required.
3.2.2 Model driven by observed active regions (W18)
For Solar Cycles 21 to 23, we use the flux transport model of Yeates et al. (2015), in
which the source term S(θ ,φ , t) comprises of individual active regions assimilated from
synoptic magnetogram observations. These regions were selected from US National Solar
Observatory radial-component magnetograms based on a flux threshold (≥ 39.8G), for
which Figure 3.1 (reproduced from Yeates et al. (2015)) shows how these regions are
assimilated from a synoptic map. The exact process of assimilation (involving Gaussian
smoothing and flux balancing) is detailed in the appendix of Yeates (2015). Regions with
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Fig. 3.1 Indicative figure showing how bipolar magnetic regions are sourced from a
GONG synoptic map (taken at CR2132). Note the W18 model did not use GONG maps.
Reproduced from Yeates et al. (2015) (their Figure 2).
sufficiently balanced flux are inserted instantaneously into the simulation by replacing the
corresponding grid points of Br, with correction to ensure that flux balance is maintained.
This technique best represents individual emerging regions without approximating them as
idealized magnetic bipoles. The disadvantage is that systematic magnetogram observations
are required, which are not available for earlier cycles. The replacement of the Br at the
location of the bipole (rather than simple addition) ensures that strong bipoles which appear
in multiple synoptic maps are not doubly–represented.
The initial condition was set to
Br(θ ,φ) = B0|cosθ |7 cosθ . (3.13)
The azimuthal velocity was
vφ (θ) = R⊙Ω(θ)sinθ , (3.14)
with angular velocity
Ω(θ) =Ω0+Ω2 cos2θ +Ω4 cos4θ . (3.15)
The meridional velocity took the form
vθ (θ) =− v0vmax sin
pθ cosθ , (3.16)
where vmax = maxθ (sinpθ cosθ). The decay term in this model took the form of a simple
exponential decay D(θ ,φ , t) = Br/τ .
The particular simulation used here, henceforth denoted W18, was published by
Whitbread et al. (2018), who determined the parameters through systematic optimization
against the observed magnetic butterfly diagram for Cycles 21 to 23, which they define
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Fig. 3.2 Velocity profiles as a function of latitude for meridional velocity vθ (left), and
differential rotation vφ (right), in W18 and J11. The black dashed curve for vφ shows the
profile used by Berger and Ruzmaikin (2000) (and in Chapter 2).
as 19767 May 1 to 2008 October 23, using a genetic algorithm. This involved running
a series of simulations with parameters constrained within a minima and maxima, for
the parameters η ,v0, p,τ,B0 for a two–dimensional model in (θ , φ ) (they also studied
longitudinally averaged one–dimensional models). A fitness statistic was used to quantify
the level of success of an individual, which was measured in time and space. The statistic
measured the degree of similarity between the simulation data and an observational ground–
truth taken from magnetograms produced by Kitt Peak, averaged over Carrington rotations
(with some smoothing), with a variance assumed in the observation data associated with
its nature as a line–of–sight measurement (as we did in Chapter 2). The optimum values
(which best represented the true solar cycles (21-23)) were given as B0 = 6.7G, v0 =
9.2ms−1, p = 2.33, η = 466.8km2 s and τ = 10.1yr.
The rotation profileΩ(θ)was fixed withΩ2 =−2.396degday−1 andΩ4 =−1.787degday−1
as determined by Snodgrass and Ulrich (1990). The original W18 simulation was per-
formed in the Carrington frame, but for computing the helicity flux, we include not only the
contribution from differential rotation in the Carrington frame but also that from uniform
rotation of this frame with respect to the fixed stars. Thus we set Ω0 = 14.713degday−1
(the sidereal rotation rate at the equator). The vθ and vφ profiles are shown in Figure 3.2.
For a simple comparison of the magnitude of the various terms, note that the peak flow
speed of rotation is |vφ | ≈ 2kms−1, compared to the maximum meridional flow speed of
|vθ | ≈ 9.2ms−1. To calculate an effective diffusion speed, we must define a characteristic
length scale; given the signed nature of helicity, we choose this to be of the order of a
unipolar structure, which corresponds to 10 degrees, or approximately 0.17R⊙. In this
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Fig. 3.3 Butterfly diagrams comparing the true sunspot number (top) to the semi–synthetic
sunspot numbers (bottom) used for the J11 simulation. Reproduced from Jiang et al. (2011)
(their Figure 13).
case, we calculate an effective diffusion speed of |vη | ≈ η/0.17R⊙ = 3.97 ms−1. We do
not calculate the helicity flux solely attributable to the decay term D(θ ,φ , t) - calculating
its effective decay speed (at the same characteristic length scale) gives |vD| ≈ 0.17R⊙/τ =
0.37 ms−1, which is an order of magnitude below that of |vη |, and is thus neglected. It is
also not immediately clear how to calculate the helicity flux associated with such a decay.
We see in Section 3.3 that this ordering determines the relative contribution of each of
these terms to the helicity flux.
3.2.3 Model driven by statistical active regions (J11)
In order to estimate the helicity flux over a larger range of solar cycles, we also employ
a flux transport simulation by Jiang et al. (2011), who simulated the solar magnetic
field evolution continuously over the period 1700 to 2009 using the model introduced
in Cameron et al. (2010). Henceforth denoted J11, this model has several differences
compared to the W18 model. Most significantly, the flux emergence term S′(θ ,φ , t), where
primes denote parameters associated with the J11 simulation, consists of bipolar active
regions determined semi-synthetically from statistical distributions modulated by observed
sunspot numbers (Jiang et al., 2011) (see Figure 3.3, reproduced from their paper). These
bipolar regions are described by the formula
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B±(λ ,φ) = Bmax
(
0.4∆β
δ
)
exp
(
− 2[1− cos(β±(λ ,φ))]
δ 2
)
, (3.17)
for which λ is the latitude (λ = θ −π/2), β±(λ ,φ) is the angle between the center of a
given bipolar region, and the two polarities of defining the individual sunspot (λ±,φ±).
δβ = 0.45A1/2AR , for which AAR is the total area of the sunspot group, defined as the sum of
the umbral, penumbral and facular areas making up the bipolar magnetic region, calculated
by an empirical formula determined by Chapman et al. (1997). δ = 4 is the width of each
polarity, and they choose Bmax = 374G. These active regions are inserted instantaneously
according to the form
S′(λ ,φ , t) = δ (t− tn)(B+(λ ,φ)−B−(λ ,φ)), (3.18)
where δ (t− tn) is the Dirac delta function.
The flow profiles are also different: J11 uses a lower supergranular diffusivity η ′ =
250km2 s−1, which is compensated by a slightly faster meridional flow with a slightly
sharper gradient at the equator, given by
v′θ (θ) =
−v′0 sin(2.4λ ) λ < 1.310 otherwise , (3.19)
where λ = π/2−θ and v′0 = 11ms−1. The differential rotation profile was also slightly
different from W18, with Ω′2 =−2.30degday−1 and Ω′4 =−1.62degday−1. Again we set
Ω′0 = 14.713degday
−1. Finally, the decay term D(θ ,φ , t) in J11 is of a more sophisticated
form, following Baumann et al. (2006), where different spherical harmonic components of
the solution decay at different rates. The strength of convection zone diffusivity used here
gives an effective decay time of about 20yr, a little longer than the W18 model.
To compute the helicity flux, we once again compute A0 from B′r, using the same
finite-difference method as for W18. The electric field, however, would be determined
using v′φ , v
′
θ and η
′, but we do not calculate it ourselves: J11 data was provided as a series
of snapshots of Br.
Figure 3.4(a) shows that J11 produces a larger unsigned magnetic flux in each cycle
than W18, as we would expect with the lower diffusivity. On the other hand, Figure 3.4(b)
shows that the relative strength of their axial dipole moments (and hence polar fields) varies
from cycle to cycle, in agreement with the differences in flux transport, and particularly in
the source term. The axial dipole strength used here is given by
D2 =
3
2
∮
Br cos(θ)sin(θ)dθdφ , (3.20)
following Whitbread et al. (2018).
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Fig. 3.4 Time variation of unsigned magnetic flux (a), axial dipole moment (b), and
hemispheric helicity fluxes (c)-(f) for the W18 and J11 models over Solar Cycles 21 to
23. The net helicity flux FN/S (c) is the sum of those due to solar rotation Fvφ ,N/S (d),
meridional velocity Fvθ ,N/S (e) and supergranular diffusion Fη ,N/S (f) for both W18 (blue
shades) and J11 (red shades).
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3.3 Results for Solar Cycles 21 to 23
3.3.1 Relative contributions of different terms
We first consider the period covered by both flux transport models: Solar Cycles 21 to 23.
Figure 3.4(c) shows the net helicity flux out of the solar surface in each hemisphere as a
function of time, whilst figures 3.4(d)-(f) show the separate contributions from differential
rotation, meridional velocity and supergranular diffusion respectively, for both W18 and
J11. Throughout this chapter, line plots associated with W18 are shaded blue, while those
describing J11 are shaded red. The contributions from the Northern hemisphere N are
defined as
Fvφ ,N(t) =−2
∫
N
A0φvφBr d2x, (3.21)
Fvθ ,N(t) =−2
∫
N
A0θvθBr d2x, (3.22)
Fη ,N(t) = 2η
∫
N
A0 ·∇Br d2x, (3.23)
with their sum giving the net hemispheric flux
FN =−2
∫
N
A0×E · rˆd2x = Fvφ ,N +Fvθ ,N +Fη ,N . (3.24)
The fluxes are defined similarly for the Southern hemisphere, denoted S. The net helicity
fluxes in north and south need not be exactly equal and opposite, although they remain so
to a good approximation. In fact, in Section 3.7 we prove that this is true mathematically
for the helicity flux from supergranular diffusion, and true to first order for differential
rotation (uniform rotation).
Figure 3.4 shows clearly that the contributions from differential rotation dominate the
flux overall, followed by meridional velocity and supergranular diffusion, in that order, for
both simulations. To quantify the difference in magnitude between the helicity fluxes, we
compute the ratio
fvφ (t) =
1
2
(
|Fvφ ,N |
|Fvφ ,N |+ |Fvθ ,N |+ |Fη ,N |
+
|Fvφ ,S|
|Fvφ ,S|+ |Fvθ ,S|+ |Fη ,S|
)
, (3.25)
and similarly for the other two fluxes. Table 3.1 shows the mean, maximum and minimum
values of these ratios, over the course of the W18 and J11 simulations. The mean magnitude
of each term is roughly separable by an order of magnitude, consistent with the magnitudes
of the shear velocities associated with each term (in the same order), as described in Section
3.2.2.
We note that W18 and J11 agree in the ordering of contributions in Table 3.1, although
there can be substantial differences between their actual individual helicity fluxes at any
given time, as seen in Figure 3.4. Around Solar Maximum, differences between the helicity
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Mean Maximum Minimum
fvφ (W18) 0.99 1.00 0.82
(J11) 0.99 1.00 0.64
fvθ (W18) 0.0037 0.15 0.00
(J11) 0.0076 0.17 0.00
fη (W18) 0.0014 0.069 0.00
(J11) 0.0013 0.19 0.00
Table 3.1 Mean, maximum and minimum values of the ratios in Equation (3.25), indicating
the relative size of the three different contributions to the helicity flux for the W18 and J11
(italic) simulations.
fluxes in W18 and J11 arise because J11 has more absolute magnetic flux at low latitudes
due to its decreased diffusion, which tends to lead to greater helicity flux (except from
diffusion, which is weaker in J11). Around Solar Minimum, the helicity fluxes from the
two models are qualitatively more alike. The simulation whose helicity flux is larger at
Solar Minimum varies from cycle to cycle, according to which simulation has the larger
axial dipole moment. This is because both the helicity flux and axial dipole at Minimum
are dominated by the high latitude (polar) field.
3.3.2 Net injection per solar cycle
Table 3.2 show the time-integrated helicity fluxes during each solar cycle, for the two
models J11 and W18. Following Whitbread et al. (2017), we define Cycle 21 as the period
1976 May 1 to 1986 March 10, Cycle 22 as 1986 March 11 to 1996 June 1 and Cycle 23 as
1996 June 2 to 2008 August 3 (note this differs slightly from the simpler minima–defined
cycles in Chapter 2). Concentrating on the net helicity flux (top two rows), we note that
the sign of this net flux in W18 is negative in the Northern hemisphere and positive in the
Southern for all three cycles, whilst in J11 it has the opposite sign in Cycles 21 and 22.
We will show that this difference arises because the solar-cycle helicity flux is a signed
quantity that involves much cancellation between contributions from different latitudes,
which can be easily affected changes in the parameters governing the simulation.
In Figure 3.5 we break down the helicity fluxes down into their contributions in time
and latitude (i.e., the surface integrals (3.21)–(3.24) are performed over longitude but not
latitude). Figures 3.5(c) and (d) show that both W18 and J11 have the same qualitative
behaviour, with strong contributions of both signs from the regions below about 55◦
latitude, and a weaker (but more consistent) contribution from the high-latitude polar field.
In the Northern hemisphere, the high-latitude helicity flux is always negative, consistent
with the Parker spiral. This is because the product A0φBr for a polar–oriented dipole is
always positive/negative in the northern/southern hemisphere, irrespective of the polarity
of Br: if the sign of Br changes, then the sign of A0 must also change in line. As such,
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Cycle 21 Cycle 22 Cycle 23
North South North South North South
Net (W18) -4.33e46 3.70e46 -1.07e47 9.39e46 -2.27e46 2.61e46
(J11) 6.72e45 -6.09e45 8.99e45 -6.02e45 -7.49e45 8.48e45
(H-B) -9.22e46 9.22e46 -9.42e46 9.42e46 -4.37e46 4.37e46
vφ (W18) -4.33e46 3.7e46 -1.08e47 9.40e46 -2.18e46 2.5e46
(J11) 6.23e45 -5.38e45 8.43e45 -5.51e45 -8.01e45 9.08e45
vθ (W18) 9.23e43 -8.52e43 2.20e44 -1.32e44 2.94e44 -1.45e44
(J11) 5.48e44 -7.67e44 5.95e44 -5.41e44 5.47e44 -6.31e44
η (W18) -1.03e43 1.03e43 -8.99e43 8.99e43 -8.84e43 8.84e43
(J11) -5.76e43 5.85e43 -3.10e43 3.25e43 -3.07e43 3.50e43
Table 3.2 Solar-cycle-integrated helicity injection from each physical process [Mx2], per
cycle, for the W18 and J11 (italic) simulations. The results from Chapter 2 for the flux
from rotation are also shown (labelled H-B).
the model dependence of the cycle-integrated flux in Table 2 must be associated with the
balance between these differently signed contributions.
The positive and negative contributions from the butterfly wings arise not from Joy’s
law (like in the usual magnetic butterfly diagram) but simply from the fact that active
regions are typically bipolar in the East-West direction. To illustrate this, figure 3.6(a,b,d)
shows Br, A0φ , and the differential rotation helicity flux integrand, where we have singled
out two active regions R1 and R2, at CR3952 (April 1991) of J11. Region R1’s radial
field is stronger, so its quadrupolar A0φ distribution dominates that from the global dipole
(seen as positive (red) in areas without any active regions in (b)), leading to a product
A0φBr whose polarity is arranged North-South. This North-South pattern is the same for
any strong active region, irrespective of the sign of Br or the hemisphere. Region R2 does
not show a quadrupolar helicity injection because its A0φ is weaker than that from the
global dipole. Even a fairly strong active region, located slightly below R1, is dominated
by the quadrupole of R1. Since the helicity flux is approximately quadratic in Br (given its
presence in the expression for the magnetic vector potential), it is dominated by the strong
regions, thus leading to the latitudinal sign pattern seen in the butterfly wings.
Additionally, in figures 3.6(c,e,f) we plot A0θ , and the helicity integrand for meridional
velocity and supergranular diffusion respectively. The background vector potential from
A0θ is less well defined than A0φ , and as such for both R1 and R2 we see the same
pattern in the meridional helicity flux integrand regardless of their field strength. Each of
the three helicity fluxes seem to have a pattern that is quite unique: meridional velocity
(qualitatively) appears to be a ninety-degree rotation of that from differential rotation,
whilst the physical meaning of the helicity flux distribution from supergranular diffusion is
not immediately obvious.
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Fig. 3.5 Latitude-time distributions of longitude-averaged radial magnetic field (a,b) along-
side longitude integrated total helicity flux (c,d), and helicity flux associated individually
with differential rotation (e,f), meridional velocity (g,h) and supergranular diffusion (i,j)
for W18 and J11 respectively. We stress that these latitudinal distributions are not in
themselves physically meaningful, since there is typically significant cancellation between
different latitudes. The same colour scales are used for W18 and J11. Units are G for (a,b)
and Mx2 day−1 for (c–j).
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We find that the positive and negative helicity fluxes in each butterfly wing are not
usually equal. Indeed, the net contribution over a solar cycle from latitudes |λ | < 55◦
is always opposite in sign to that from the high latitudes, being positive/negative in the
Northern/Southern Hemisphere. This imbalance between latitudes arises because, later
in the cycle, the equatorward polarity helicity fluxes tend to cancel across the equator,
leaving an excess of the poleward polarities. Early in the cycle, there is little equatorial
cancellation, and the net contribution tends to be opposite in sign because vφ is slightly
stronger nearer to the equator.
The net helicity flux in each hemisphere over a solar cycle is therefore a balance
between oppositely signed contributions from high and low latitudes. We quantify this
balance in Table 3.3 which shows means of the ratios
fN,|λ |<55(t) =
∣∣FN,|λ |<55(t)∣∣/(∣∣FN,|λ |<55(t)∣∣+ ∣∣FN,|λ |>55(t)∣∣), (3.26)
fN,|λ |>55(t) =
∣∣FN,|λ |>55(t)∣∣/(∣∣FN,|λ |>55(t)|∣∣+ ∣∣FN,|λ |>55(t)∣∣), (3.27)
and similarly for the Southern hemisphere. Notice that the high latitudes dominate for
W18 in all cycles, explaining the net negative/positive helicity flux in the North/South. On
the other hand, the low latitudes dominate for J11 during Cycles 21 and 22, explaining the
opposite signs. This tendency for the low latitude butterfly wings to contribute more in
J11 simply results from the stronger magnetic flux in that simulation, because of the lower
supergranular diffusivity. This higher unsigned flux is evident in Figure 3.5(b) compared
to Figure 3.5(a), as well as in Figure 3.4(a).
3.3.3 Comparison with earlier work
The third row of Table 3.2 shows the helicity fluxes estimated by Hawkes and Berger (2018)
(Chapter 2 using low–harmonic WSO data), using the differential rotation profile of Berger
and Ruzmaikin (2000). This profile is shown by the black dashed line in the right panel
of Figure 3.2, and is seen to be close to those used in this thesis. The Hawkes and Berger
(2018) helicity fluxes follow Fvφ from the W18 model reasonably closely for Cycle 22, but
are a factor two stronger for Cycles 21 and 23. These discrepancies can be attributed to
the different spatial resolutions used for the two studies: in Hawkes and Berger (2018) the
authors use only the first few degrees from the WSO spherical harmonic decomposition,
and as such calculate the large scale winding without accounting for the contribution of
active regions. Since active regions are important for the net helicity flux in our study, the
Hawkes and Berger (2018) helicity flux is not necessarily directly comparable, but we
include it for the sake of comparison.
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Fig. 3.6 Illustration of the source of helicity flux Fvφ at CR3952 (April 1991) of J11. Panels
show (a) Br, (b) A0φ , (c) A0θ and maps of helicity flux from (d) differential rotation, (e)
meridional velocity and (f) supergranular diffusion.
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Cycle 21 Cycle 22 Cycle 23
North South North South North South
|λ |> 55 (W18) 0.64 0.61 0.66 0.57 0.59 0.60
(J11) 0.45 0.44 0.51 0.48 0.56 0.52
|λ |< 55 (W18) 0.36 0.39 0.34 0.43 0.41 0.40
(J11) 0.55 0.56 0.49 0.52 0.44 0.48
Table 3.3 Mean of the ratios (3.26) and (3.27), indicating the relative size of the low- and
high-latitude contributions to the helicity flux for W18 and J11 (italic).
3.4 Results for earlier Solar Cycles
Having demonstrated the basic pattern of helicity flux in surface flux-transport models,
we now look at the full extent of the J11 simulation, covering 1700-2009 (twenty-seven
complete solar cycles). The results are shown in Figure 3.7. We observe the same general
behaviour as described in Section 3.3 across the entire simulation period, with the terms
being ordered in magnitude as before. Having multiple cycles, however, enables us to
consider the variation in cycle-integrated helicity flux from one cycle to the next.
In Figure 3.8 we plot cycle-integrated helicity flux against the strength (absolute value)
of the end-of-cycle axial dipole moment for each cycle. Helicity fluxes above and below
55◦ latitude are shown separately, because they differ both in sign (as seen in Section
3.3) but also in the slope of their respective trends. The latter is expected because both
high-latitude helicity flux and end-of-cycle axial dipole are determined by the strength of
the high-latitude polar field. The end-of-cycle polar field is not a direct function of the
cycle amplitude (strength of emerging active region magnetic flux), since it depends also
on the orientation and locations of active regions (Jiang et al., 2014). Thus the high-latitude
contribution causes the helicity flux to correlate better with axial dipole moment than with
either cycle amplitude or cycle-integrated magnetic flux.
For comparison, Figure 3.8 also shows the W18 data points. Most of these do not
deviate greatly from the J11 trend lines, except for one low-latitude contribution in the
Northern hemisphere (for Cycle 22), which has the opposite sign. We found this to be
associated with the more rapid rise to maximum of this cycle compared with Cycles 21
and 23 in W18, visible in Figure 3.4(a). The reason for the reversed sign of helicity flux is
that early active regions are further from the equator, so that the corresponding part of the
butterfly wing does not make a net positive contribution (as described in Section 3.3.2).
Rather, the differential rotation gradient tends to win out early in the cycle and the net
contribution is negative. As shown by Figure 3.9, this sign-reversal phenomenon occurs in
all three W18 cycles. But it only beats the later contribution in Cycle 22, and only for the
Northern hemisphere, owing to the stronger early flux emergence.
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Fig. 3.7 Results for the full J11 model, showing unsigned magnetic flux (a), axial dipole
moment (b), total helicity flux (c) and helicity flux from solar rotation (d), meridional ve-
locity (e) and supergranular diffusion (f). In (c-f), light red shows the northern hemisphere
and dark red the southern hemisphere.
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Fig. 3.8 Scatter plots of integrated helicity flux per cycle in each sub-hemisphere for both
W18 and J11, plotted against the axial dipole strength (absolute value) at the end of each
cycle. This time is defined as the time of minimum unsigned magnetic flux in figures 3.4(a)
and 3.2(a). Lines of best fit and Pearson’s correlation coefficient P are calculated for the
J11 data only.
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Fig. 3.9 Time variation of the |λ |< 55◦ helicity flux in the Northern hemisphere for W18
(red), compared to the unsigned magnetic flux (blue). The black line denotes the zero axis
for helicity flux.
3.5 Comparisons with Wilcox Data
In Section 3.3.3, we calculated the integrated helicity per cycle from the helicity flux in
Chapter 2 (Hawkes and Berger (2018)), which was itself calculated from low–harmonic
WSO data. In this Section, we calculate the helicity fluxes associated with the WSO data,
with all the harmonics available taken account of, and using the W18 velocity parameters.
Note that we cannot calculate the flux associated with supergranular diffusion, as the
Wilcox model is observational, rather than simulated. We immediately notice that the
magnitude of the WSO unsigned magnetic field has a peak much lower (≈ 8G) than that
observed in the W18 and J11 models (≈ 50G), and the peak magnitude is located in the
polar regions, rather than active regions.
Although we do see the helicity flux patterns associated with the polar region, the active
region detail is still almost completely lost. There is no butterfly wing activity beyond
noisy behaviour at low latitudes.
Additionally, in Figure 3.11, we plot the helicity fluxes associated with differential
rotation and meridional velocity in the full Wilcox model. We see none of the detailed,
hemispheric–balanced behaviour from the surface flux transport models. The helicity
flux from meridional velocity is almost identical between the two hemispheres, also in
disagreement with the results obtained from the SFTM simulations. In figures 3.12 and
3.13, we plot the radial magnetic field distribution, with the magnetic vector potential
overlaid, for the J11 and Wilcox models respectively, for the Carrington Rotation CR3952
in the J11 model, or CR1843 in the true frame (April 1991 for both).
80 Hemispheric Injection of Magnetic Helicity by Surface Flux Transport
Fig. 3.10 Latitude-time distributions of longitude-averaged radial magnetic field (a) along-
side longitude helicity flux from differential rotation (b) and meridional velocity (c), as
calculated from the full WSO spherical harmonic expansion. Units are G for (a) and
Mx2 day−1 for (b,c).
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Fig. 3.11 Results for the full WSO harmonic decomposition, showing (a) helicity flux
from differential rotation in the North (blue) and South (red), and (b) helicity flux from
meridional velocity in the North (blue) and South (red).
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Fig. 3.12 Color map showing the distribution of Br at CR3952 (April 1991) of J11 (as in
Figure 3.6), with A0 overlaid.
Fig. 3.13 Color map showing the distribution of Br at CR1843 (April 1991) of Wilcox with
A0 overlaid.
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For this individual rotation, it is plausible that we could group the regions of oppositely
signed magnetic flux in Figure 3.13 (Wilcox), but nowhere nearly as clearly as in that
from the J11 simulation. Further, the active latitudes are less well defined, although the
magnetic field strength does seem to peak at those latitudes (as opposed to the mean–field
Figure 3.10(a). We propose that this analysis furthers the idea that Wilcox harmonics is
best used to represent the larger scale magnetic fields, as employed in Chapter 2.
3.6 A Planar Bipole
In DeVore (2000), the author derives an analytical expression for the helicity injection
associated with the insertion of a bipole, . They assume no background field, and that
space is locally flat such that it can be treated as Cartesian. This work introduced the
“deVore–Coulomb Gauge" (also introduced in Chapter 1):
∇ ·AC = 0, nˆ ·AC|S = 0, (3.28)
which is an additionally-constrained variant of the Coulomb gauge. Taking a scalar field,
with potential form
φc = B0d3
xcosχ− ysinχ
(x2+ y2+(z+d)2)3/2
, (3.29)
for a bipole with tilt angle χ , such that B =−∇φ , with
AC = ∇× zˆ
∫ ∞
z
φc dz, (3.30)
we have a well-described bipolar region with given tilt angle centred upon the origin of a
two–dimensional Cartesian plane.
From these expressions, and the first term of equation (4.95), the authors were able to
find an analytical expression for the helicity flux associated with the shear of differential
shear: choosing a velocity vector of the form
v =Ωyxˆ, (3.31)
gives
dHbmr
dt
|t=0 = πΩB
2
0d
4 cos2χ
8
. (3.32)
Naturally, this expression is valid only at t = 0, and is shown to decay over a characteristic
time τbmr ≈ 2/|Ω|, giving a total helicity injection of
Hbmr ≈ τ
bmr
2
dHbmr
dt
|t=0 ≈ sgn(Ω) π32Φ
2 cos2χ, (3.33)
where sgn denotes the sign function.
84 Hemispheric Injection of Magnetic Helicity by Surface Flux Transport
We now extend this to include meridional velocity. Taking
v = uθyyˆ, (3.34)
we have
dHbmr
dt
|t=0,uθ =
π sin(2χ)B20d
4uθ
8
. (3.35)
Then the ratio of the two fluxes is given by
dH/dt(Ω)
dH/dt(uθ )
=
Ωcot(2χ)
uθ
≈ 20cot(2χ). (3.36)
Note that due to the scale of the analysis performed here (a small plane encompassing an
active region) the radial factor making Ω into vφ is dropped, making direct comparison
less meaningful.
3.7 Hemispheric Balance of Helicity Fluxes
In this section we demonstrate analytically that the helicity fluxes associated with su-
pergranular diffusion and differential rotation. In both cases, we make use of the gauge
condition
∇ ·A0 = 0⇐⇒ ∂ (sin(θ)Aθ )∂θ +
∂Aφ
∂φ
= 0. (3.37)
In this section we drop the subscript component of the A0 gauge notation for brevity under
the assumption it is retained in meaning.
3.7.1 Differential Rotation
The helicity flux from differential rotation is
Fvφ (t) =−2
∫
r=R⊙
AφvφBr d2x
=−2R3⊙
∫ π
0
∫ 2π
0
Ω(θ)sin2θAφBr dφdθ . (3.38)
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Now,
R⊙ sin2θAφBr = sin2θ
1
sinθ
[
∂
∂θ
(sinθAφ )− ∂Aθ∂φ
]
Aφ
=
1
2
∂
∂θ
(
sin2θA2φ
)
− ∂
∂φ
(
sinθAφAθ
)
+ sinθAθ
∂Aφ
∂φ
=
1
2
∂
∂θ
(
sin2θA2φ
)
− ∂
∂φ
(
sinθAφAθ
)− sinθAθ ∂∂θ (sinθAθ )
[using (3.37)]
=
1
2
∂
∂θ
(
sin2θA2φ
)
− ∂
∂φ
(
sinθAφAθ
)− 1
2
∂
∂θ
(sin2θA2θ ).
Integration in φ reduces φ -derivative term to zero (by the periodicity of A), such that Fvφ (t)
is given by
Fvφ (t) =−R2⊙
∫ π
0
∫ 2π
0
Ω(θ)
∂
∂θ
(
sin2θ
(
A2φ −A2θ
))
dφdθ . (3.39)
For the case of uniform rotation Ω(θ) =Ω0 (constant), we see that the integral vanishes.
However, when Ω is a function of θ this is not the case, but we note that the flux is small
because of the relative smallness of Ω2 and Ω4 as compared to Ω0 (see equation (3.15)).
As such, to leading order, the helicity flux associated with differential rotation is balanced
between the hemispheres.
3.7.2 Supergranular Diffusion
Fη =−2R⊙η
∫ 2π
0
∫ π
0
sin(θ)
(
Aθ
∂Br
∂θ
+
1
sin(θ)
Aφ
∂Br
∂φ
)
dφdθ . (3.40)
We need only look at the integrand, such that we want to show
∫ 2π
0
∫ π
0
sin(θ)
(
Aθ
∂Br
∂θ
+
1
sin(θ)
Aφ
∂Br
∂φ
)
dφdθ = 0. (3.41)
We have
sin(θ)Aθ
∂Br
∂θ
+Aφ
∂Br
∂φ
= sin(θ)Aθ
∂Br
∂θ
+
∂ (BrAφ )
∂φ
− ∂Aφ
∂φ
Br, (3.42)
and note that
sin(θ)Aθ
∂Br
∂θ
= sin(θ)
∂ (AθBr)
∂θ
− sin(θ)Br ∂Aθ∂θ , (3.43)
as well as
sin(θ)Br
∂Aθ
∂θ
= Br
∂ (sin(θ)Aθ )
∂θ
− cos(θ)BrAθ , (3.44)
such that (substituting equation (3.44) into (3.43))
sin(θ)Aθ
∂Br
∂θ
= sin(θ)
∂ (BrAθ )
∂θ
−Br ∂ (sin(θ)Aθ )∂θ + cos(θ)BrAθ . (3.45)
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Substituting (3.45) back into equation (3.42), our integrand becomes:
sin(θ)
∂ (BrAθ )
∂θ
−Br ∂ (sin(θ)Aθ )∂θ + cos(θ)BrAθ +
∂ (BrAφ )
∂φ
− ∂Aφ
∂φ
Br (3.46)
= sin(θ)
∂ (BrAθ )
∂θ
+ cos(θ)BrAθ +
∂ (BrAφ )
∂φ
−Br
(
∂ (sin(θ)Aθ )
∂θ
+
∂Aφ
∂φ
)
(3.47)
= sin(θ)
∂ (BrAθ )
∂θ
+ cos(θ)BrAθ +
∂ (BrAφ )
∂φ
[by (3.37)] (3.48)
=
∂ (sin(θ)BrAθ )
∂θ
+
∂ (BrAφ )
∂φ
. (3.49)
The first integral term is zero due to the sin(θ) term, and the second term is zero as BrAφ
is periodic in φ . As such, Fη = 0 over the whole sphere. We stress that this is not at all
obvious, given that the distribution of B is not regular across the photosphere.
3.8 Summary and Conclusions
To summarise, we have used surface flux transport models to estimate the amount of
magnetic helicity injected into the solar corona through evolution of the large-scale mag-
netic field on the solar surface, on solar cycle time-scales. We find a consistent pattern
whereby negative/positive helicity is systematically injected at high latitudes in the north-
ern/southern hemisphere. In the lower-latitude wings of the magnetic butterfly diagram,
the net helicity injection over a solar cycle is usually opposite to this in sign, unless the flux
emergence is dominated by early active regions far from the equator. The overall helicity
injection rate is therefore a balance between these high and low latitude contributions, and
thus quite sensitive to the details of the flux transport model.
Using the 27-cycle J11 simulation driven by statistical active region emergence (Jiang
et al., 2011), we have found that the rate of helicity injection in any given cycle correlates
well with the end-of-cycle axial dipole moment. This is in agreement with the previous
results of Chapter 2 (Hawkes and Berger (2018)) using lower resolution WSO magnetogram
data, where we found a similar relation with the polar field for Solar Cycles 20-23.
Compared to that study – which extended the earlier work of Berger and Ruzmaikin (2000)
– the models in this chapter have higher spatial resolution for the magnetic field. We also
include the helicity flux from meridional velocity and supergranular diffusion, although
we have shown that this is essentially negligible in comparison with the flux from solar
rotation.
We compared our results with that offered by the high–resolution Wilcox spherical
harmonics (the lower–harmonics of which were employed in Chapter 2). We found that
even when the full resolution of their data is employed, it still cannot resolve the intricacies
needed to fully describe active region emergence and evolution. Their helicity fluxes did
not show any sign of the intensive latitude dependence uncovered here: the helicity time–
fluxes did not notably vary in structure when compared to the results of Chapter 2. The
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Fig. 3.14 Time–averaged large scale (their A¯ · B¯) as calculated by Pipin et al. (2019) (their
Figure 5a, reproduced here).
order of magnitude of the fluxes from vφ (as compared to J11 and W18) is fairly similar,
but that from vθ was notably lower. This is associated with the decreased θ–complexity of
the vector potential that comes with a lower resolution magnetogram.
Finally, we provided a small number of analytical results regarding helicity fluxes both
for individual AR’s and entire-Sun regions. In particular, we proved that (perhaps unsur-
prisingly) helicity flux from uniform rotation (perhaps unsurprisingly) and supergranular
diffusion (perhaps surprisingly) is balanced across the hemispheres. We also extended the
results of DeVore (2000) to encompass meridional velocity, and calculated a rough ratio of
fluxes.
Recently, Pipin et al. (2019) have published latitude-time maps of A0 ·B (they call the
gauge AP) for 2010–2019 using vector synoptic magnetograms from the HMI instrument
on Solar Dynamics Observatory. Whilst these show only the local helicity density in the
solar photosphere (not the flux of helicity out of the Sun), they are nonetheless interesting
to compare with our results. In particular, we compare with their Figure 5(a) (reproduced
here in Figure 3.14) showing the longitude-averaged helicity density. At low latitudes, the
helicity density shows a similar tendency to our helicity flux, namely net negative earlier
in the cycle and net positive later in the cycle (cf. our Figure 3.9). However, at higher
latitudes, the helicity density changes sign around 2014, following our sign pattern only in
the first half of the cycle. Given the pioneering nature of these vector synoptic maps, and
inherent uncertainties outside of active regions, it will be interesting to see whether this
pattern is confirmed by other instruments.
We emphasize that we have computed only the flux of relative magnetic helicity out
of the Sun. Once in the corona, the fate of this helicity depends on whether it is ejected
onto a magnetic field line whose other end is open into the heliosphere, or one whose
other end closes back to the solar surface. Depending on the relative injection at their two
footpoints, closed field lines can store helicity within the corona, releasing it only in the
form of sporadic coronal mass ejections (Bieber and Rust, 1995; Low, 1994). The details
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of this process require time-dependent modelling of the magnetic field structure in the
corona, which is beyond the scope of this chapter. See Yeates and Hornig (2016) for some
preliminary calculations in this regard.
Chapter 4
Spatial Scales and Locality of Magnetic
Helicity
The research presented in this chapter has been published in the journal Astronomy and
Astrophysics, under the title “Spatial Scales and Locality of Magnetic Helicity": see Prior
et al. (2020). This work was the result of a close collaboration between myself and Chris
Prior in particular. I was involved in developing the research idea, performed the vast
majority of the data analysis and wrote large sections of the text. Work which is not my
own has been labelled as so.
4.1 Introduction
As we have discussed in Chapter 1, magnetic helicity plays an important role in studies
of MHD turbulence in general, and dynamo theories of magnetic energy generation in
particular (e.g Blackman and Brandenburg (2003); Brandenburg et al. (2016); Sur et al.
(2007); Vishniac and Cho (2001)). In a two scale kinematic dynamo, the large scale energy
can increase exponentially. This poses a problem for magnetic helicity conservation. If the
large scale magnetic helicity increases exponentially, then the small scale field must have
an equal and opposite helicity which also blows up. Dissipation of the small scale helicity
may not be physically feasible.
A solution to this problem lies in making the dynamo inhomogeneous – the dynamo
operates in one region of space (e.g. the base of the convection zone in an interface
dynamo) and excess magnetic helicity is carried away (Brandenburg, 2009; Vishniac and
Shapovalov, 2013). However, to model this process properly, we need to be able to specify
how helicity is spatially distributed.
Another area where helicity localization could be useful is in the study of solar activity.
Many studies show how magnetic helicity can flow from the interior into active regions
(e.g. Berger and Ruzmaikin (2000); Dalmasse et al. (2014); Kusano et al. (2002); Park
et al. (2008); Pevtsov (2003); Prior and MacTaggart (2019)). A knowledge of how this
helicity is distributed within an active region may help on the understanding and prediction
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of flares and coronal mass ejections. Scale dependence of magnetic helicity can also help
in understanding the evolution of turbulence in the solar wind (Brandenburg et al. (2011)).
Whilst one can attempt to define helicity density as the quantity
Hden = A ·B, (4.1)
this is in no sense gauge invariant, as gradient fields can be added to A without changing
the magnetic field. Secondly, it does not represent spatially localised information: in a
particular gauge such as Coulomb gauge, A is already an integral over the entire magnetic
field, and is thus non-local. This has mathematical grounding – we’ve shown that helicity
is associated with the Gauss linking number, for which we must take a double integral
across all space. If we only have information about a small patch of field, there is no way
of knowing how a field line within this patch goes on to twist and writhe around the rest of
the field.
In Section 4.2 we will review various methods of obtaining localized or semi-localized
measures of helicity. First, the relative helicity gives a gauge-invariant measure when the
volume is not bounded by a magnetic surface. In general these measures are not additive
in the sense that the helicity of all space may not equal the sum of helicities of subvolumes.
Next, we show that absolute measures can be found for nested simply connected shells
(e.g. concentric spheres). These measures do display additivity, but not in the sense that
we would like. Third, we discuss Fourier decompositions of helicity, which help to provide
information on how helicity behaves on various scales, but without information on locality.
We also discuss field line helicities which measure how one chosen field line interlinks with
all other lines. This quantity can be used to accurately quantify reconnection activity in
magnetic fields (Prior and Yeates, 2018). The decomposition of helicity into contributions
from individual fieldlines is still not localized.
In Section 4.3 we reintroduce the Winding Gauge AW , which is shown to measure the
mean winding of fieldlines within a volume. We show that the winding gauge is infact
merely a two–point winding–weighted correlation, which forms the basis of our definition
of a gauge–free magnetic helicity, requiring no vector potential.
Section 4.4 provides a background to wavelet transforms and multiresolution analysis
as a solution to the localisation problems. We also give a formal introduction of the full
3–D wavelet transform and its application to the helicity integral, with some illustrative
examples. Further, we demonstrate how it is efficiently calculated numerically. Section 4.5
provides examples of how the wavelet multiresolution helicity formulation can be applied
in practice. This includes a pair of twisted flux ropes which present a confusingly null
spectral decomposition; the multiresolution helicity decomposition is shown to resolve the
spatial separation of the system’s entanglement. A second example of a pair of interlinked
twisted flux ropes demonstrates how the decomposition can separate out the contributions
from large scale linking and smaller scale twisting, as well as correctly assessing the
localisation of helicity. We also demonstrate how the directionality component of a wavelet
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expansion can be useful, and consider whether the Fourier and Wavelet spectra should
be in agreement. In Section 4.6 we consider the application of a double multiresolution
wavelet decomposition to our geometric two-point correlation definition of helicity (if
we decompose the magnetic field within the correlation vector). This is used to derive a
linear helicity-energy decompositions for both magnetic and the field line helicity. Section
4.7 considers an example of a reconnecting magnetic braid, based on the numerical
experiments. The field line helicity multiresolution analysis is utilised here. In particular
we show that the field’s twisted structure and its field line entanglement balance their
helicity fluxes at differing spatial scales. Further we show that the growth and then decay
in magnetic energy of this system is highly correlated with the field line helicity relaxation
at the dominant spatial scales. In Section 4.8 we apply the multiresolution decomposition
to helicity flux, with an application of a surface flux transport model, and finally conclude
in Section 4.9.
4.2 Existing Helicity Decompositions
Suppose the volume V is not bounded by a magnetic surface (B · nˆ ̸= 0). Then, as we
have previously discussed, this introduces a gauge dependence to the helicity integral:
given some function Φ we can let AG = A+∇Φ, which induces a non-physical change in
helicity corresponding to
HG = H +
∫
S
ΦB · dS, (4.2)
which is only resolved if the magnetic field is closed.
4.2.1 Relative helicity
To circumvent this problem, as we have previously discussed, Berger and Field (1984)
introduced a gauge invariant helicity referred to as relative helicity. Recall that relative
helicity gives the helicity of our magnetic field B within some subvolume of space V
relative to a second field B0 by taking the difference between the helicity of the fields when
we integrate over all space, with the requirement that B · nˆ=B0 · nˆ on the surface of V . This
difference is independent of the details of the fields outside V . However, relative helicity is
unsuitable for defining a local density as it does not have the property of additivity. If V is
decomposed into subvolumes, the summation of relative helicities from each subvolume
may not equal the total relative helicity if we considered the entirety of V. Further, the
reference field may not be smooth across boundaries of sub-domains.
4.2.2 Absolute helicity
An alternate approach which allows for additivity within concentric shells is based on
orthogonal field decompositions, for which an example in cylindrical geometries is given in
Low (2015). For volumes bounded by arbitrary simply-connected surfaces, an generalised
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absolute helicity measure is given in Berger and Hornig (2018). The authors first generalize
the toroidal-poloidal decomposition of magnetic fields (e.g. Moffatt (1978)) to geometries
without the symmetry of a plane or a sphere. Within this decomposition, we have B =
BP+BT where the poloidal field has no normal current, nˆ ·JP = 0 and the toroidal field
is divergence free and has no normal component, nˆ ·BT = 0. Similarly, A = AP+AT . In
radially asymmetric geometries, the poloidal field can acquire an extra piece, the shape
field BS. From this, the authors then define an absolute magnetic helicity
HA =
∫
V
(2AP ·BT+AP ·BS)d3x. (4.3)
The shape contribution can be zero for cases such as a sphere, as it possesses of the
radial symmetry. This helicity can be calculated on successively larger shells, for example
concentric spheres; the total helicity within some radius R will be the sum of the helicities
of shells from r = 0 to r = R.
In the case of a cube, say, this expression allows us to properly calculate the helicity
captured within any analytical domain: one definition of spatial helicity could be formed by
continuous transformations in scale and shape, although this would not preserve additivity
(as with relative helicity) as the cubes are not themselves nested. We will explore such a
definition of localised helicity, and the shape field itself, in Chapter 5.
4.2.3 Fourier spectra
The splitting of magnetic fields into different scales is core to the study of many mag-
netohydrodynamical systems: Verma (2004) provides an in-depth review of turbulent
magnetohydrodynamic fields, which have energy interchanges occurring across a spectrum
of spatial scales. Following Blackman (2004, 2015); Subramanian and Brandenburg (2005),
we can write the magnetic energy spectrum as
Ek =
∫
|B˜|2k2 dΩk, (4.4)
where k = ||k||, and Ωk represents a shell in wave space given by all wavenumbers
k− ≤ k < k+ for which k± = ||k||±0.5. A tilde represents a vector field which has been
Fourier transformed. In Fourier space, we have the direct relation A˜ =−ik× B˜/k2. We
can thus write
Hk =
∫
(k× B˜∗(k)) · B˜(k)dΩk, (4.5)
and as such we have a gauge invariant measure of magnetic helicity at scale L = 2π/k
which has the property of additivity (see for example Blackman and Brandenburg (2003);
Brandenburg et al. (2016); Démoulin (2007); Moffatt (1978)). Note that this gauge
invariance is limited to periodic or infinite domains, as these are the inherent restrictions to
the Fourier transform.
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It is important to note that the Fourier decomposition can produce counter–intuitive
results. Consider an infinite system of flux tubes which are themselves infinite in z, and
alternately twisted flux tubes the x− y plane, but have a constant Bz everywhere. The
Fourier transform of magnetic helicity would be zero at all scales (Asgari-Targhi and
Berger, 2009). To see this, we note that as Bz is constant, it has power only at the k = 0 (the
mean) scale. Conversely, Bx and By have non–zero power everywhere except at k = 0. As
such, their product will always be zero. Alternatively, we can view the helicity as having
net zero power at all fourier scales due to contributions from positively and negatively
twisted flux tubes.
Additionally, the fourier spectrum offers no information regarding the locality at any
scale. The windowed Fourier transform can help with this by convolving an envelope
function with compact support on top of the infinite sinusoidal functions. Taking the
Fourier transform using such a reduced analytic form gives an idea of the variations corre-
sponding to scales at a given locality, but has two downsides (aside from the requirement of
periodicity): the transformation does not provide an orthogonal basis, which is required to
maintain additivity. Secondly, the window size is fixed, meaning we cannot separate intense
fluctuations which are on smaller scales than the window size from weak contributions on
the same scale as the window size.
4.2.4 Two point correlation functions
Helicity Hk can be related to the magnetic energy Ek via the transform of the two-point
correlation tensor Mi j:
Mi j(X,x) = Bi(X−x)B j(X+x). (4.6)
In a periodic domain one can transform this function over the displacement x to obtain
a skew-symmetric tensor function M˜i j(X,k) of both position and scale, and for isotropic
(non–directional) turbulence this can be decomposed as
M˜i j =
[
(δi j− kui kuj)2Ek− ikul εi jlkHk
]
/8k2π, (4.7)
where kui is the i
th component of the unit vector of k and εi jk the alternating tensor
(Brandenburg et al., 2016; Roberts and Soward, 1975). So the energy is the trace of
the tensor M˜i j and the helicity represented by the off-diagonal components. This is a
potentially powerful relation relating the magnetic helicity and energy on a given Fourier
shell at each point of space.
In this chapter, we intend to provide a decomposition of magnetic helicity which
preserves this additivity and scale dependence, whilst also providing information about
the spatial locality of terms contributing to the power at each scale. Key to our study is
the lack of any assumptions about the boundary conditions of the magnetic field. One
result is a variant of (4.7) which can retain information on the spatial distribution of the
energy/helicity decomposition even in highly inhomogeneous systems.
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4.2.5 Fieldline helicity
For a given field line γ we can define a field line helicity (Berger, 1988; Moratis et al.,
2019; Prior and Yeates, 2014; Yeates and Hornig, 2013; Yeates and Page, 2018)
A (γ) =
∫
γ
A ·T ds, (4.8)
where T = B/||B|| is the unit tangent vector along the fieldline, and s is the arclength
parameter of its curve. The fieldline helicity measures the average winding of all field
lines around an individual field line, in a similar fashion to the winding gauge developed
in Prior and Yeates (2014). If we imagine tracing the field lines between two planes,
the field line helicity associated with a field line starting at each point (xl,yl) on some
initial plane (typically taken as the lower boundary of a system) gives a two-dimensional
density within that plane. This definition could be extended to three dimensions via vertical
translations of the initial plane, but this would not preserve additivity (some lines would be
counted multiple times, etc). Further, the quantity is not gauge invariant. There is a relative
field line helicity version of this quantity, whose definition comes attached with various
technical complexities (Moratis et al., 2019; Yeates and Page, 2018), but is an invariant for
each individual field line. Further, there is some remaining gauge dependence.
4.3 Helicity is (almost) Winding
Given any integral representation for A, the helicity integral becomes a double integral
involving B evaluated at two different points. For example, in the Coulomb gauge with A
expressed via the Biot-Savart law, helicity is written as
H =− 1
4π
∫
V
∫
V ′
B · r×B′
r3
d3x d3x′. (4.9)
The integrand can be regarded as a two-point correlation function for the magnetic field
(Subramanian and Brandenburg, 2005).
Recall that the winding gauge Aw (Prior and Yeates, 2014), given by
Aw(x,y,z) =
1
2π
∫
Sz
B(x′,y′,z)× r
r2
dx′ dy′, (4.10)
r = (x− x′,y− y′,0),
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(a)
Fig. 4.1 Illustrations of the geometrical interpretation helicity through the winding number.
The winding is defined by the mutual angle Θ between two curves γ and γ˜ . The yellow
arrows depict a fixed direction and the black arrows the joining vector of the two curves in
a given plane Sz used to define Θ. This figure was created by Chris Prior, a co-author.
gives magnetic helicity the physically grounded definition of the flux-weighted average
winding of all pairs of field line of B with each other, i.e.
H(B) =
1
2π
∫
V
∫
Sz
B(x,y,z) · B(x
′,y′,z)× r
r2
d2x d2x′ dz (4.11)
=
1
2π
∫ z1
z0
∫
Sz
∫
S′z
Bz(x)Bz(x′)
d
dz
Θ(x,x′) d2x d2x′ dz. (4.12)
To see this, consider a volume V as in Figure 4.1 which can be sliced into parallel planes
of z = constant. The volume can either be infinite in x and y, or the volume can be
magnetically closed apart from its top and bottom z–slices. Take two field lines γ and
γ˜ of B that rise monotonically in z throughout V , so that we can parametrize them as
γ = (γx(z),γy(z)), γ˜ = (γ˜x(z), γ˜y(z)).
Then, in any planar slice Sz, we can use the co-ordinates of the field lines to define the
angle between the two curves within the plane,
Θ(γ, γ˜,z) = arctan
(
γy(z)− γ˜y(z)
γx(z)− γ˜x(z)
)
. (4.13)
Integrating the change in this angle Θ over the z planes, as we follow the curves from
z = z0 to z = z1, is equal to the pairwise winding number
LW (γ, γ˜) =
1
2π
∫ z1
z0
d
dz
Θ(γ, γ˜,z)dz (4.14)
=
1
2π
∫ z1
z0
(γ ′2− γ˜ ′2)(γ1− γ˜1)− (γ ′1− γ˜ ′1)(γ2− γ˜2)
(γ1− γ˜1)2+(γ2− γ˜2)2 dz. (4.15)
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This can also be written as
LW (γ, γ˜) =
1
2π
(
Θ(γ, γ˜,z1)−Θ(γ, γ˜,z0)
)
+N, (4.16)
where z0 and z1 define the bottom and top boundaries of V , and N counts the number
of complete rotations between the curves as over the entire traversal. This means that
LW (γ, γ˜) is invariant under any continuous deformation of the curves that does not move
their end-points.
The relationship between winding angle and winding number was generalised in Berger
and Prior (2006) to allow for curves which are not monotonic in z by splitting γ into n
sections γ(1), . . . ,γ(n). These subsections of the curve are defined as being bounded by
the the n−1 turning points where dγz/dz = 0. For each section, one defines the indicator
function
σ (i) =

1 if dγ(i)z / dz > 0,
−1 if dγ(i)z / dz < 0,
0 otherwise.
(4.17)
Then, by splitting γ˜ in a similar way, and defining σ˜ ( j), we have thatLW (γ, γ˜) is given by
LW (γ, γ˜) =
n
∑
i=0
n˜
∑
j=0
σ (i)σ˜ ( j)
2π
∫ zmaxi j
zmini j
d
dz
Θ(γ(i), γ˜( j),z)dz, (4.18)
where [zmini j ,z
max
i j ] is the mutual range of z values (if any) shared by the curve sections γ
(i)
and γ˜( j). Once again,LW (γ, γ˜) is invariant to any continuous deformation of the curves
that fixes their endpoints on the boundaries. Note that we still require that the curves are
entirely confined within the side boundaries of the volume.
The winding gauge then requires that the field can be composed of a set of planar
surfaces V = {Sz|z ∈ [z0,z1]}, and that if the volume is finite in x or y then the field B is
tangent on the side surfaces. For the absolute helicity introduced by Berger and Hornig
(2018) (and in Section 4.2.2), the authors showed that this two–point correlation relation
can be obtained from a poloidal-toroidal decomposition, and extended it to more general
domains which can be constructed from sets of simply connected surfaces.
Recall that it was also shown in Prior and Yeates (2014) that any other choice of gauge,
and hence reference field, gives a helicity measure which is equivalent to choosing to
measure the angle Θ with respect to a varying direction, whose rotation is non physical
in that it isn’t associated with the magnetic field. In Figure 4.1, this corresponds to a
non–physical rotation of the yellow reference direction.
Prior and Yeates (2014) also showed that the field line helicity can be written as
A (γ) =
1
2π
∫
γ
∫
S′z
T ·B(x′,y′,z(s))× rγ
r2γ
ds dx′ dy′, (4.19)
rγ = (x′− γx,y′− γy,0),
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Fig. 4.2 Given two field lines, given in red and blue, product of B′θ for the blue field
line and Bz for the red line (according to the form associated with B · r×B′ term) gives a
measure of their mutual winding.
if the winding gauge is chosen, where T = B/||B||.
4.3.1 A gauge independent measure of magnetic helicity
In (4.11), we note that the helicity is determined by a two–point correlation between B and
B′, given by B ·B′× r, which is equated directly with the field–weighted winding in (4.12)
(also for the fieldline helicity in (4.19)). Thus, the two–point correlation measures the
field–weighted entanglement of the magnetic field (see Figure 4.2), and is dependent only
upon the magnetic field B itself. Even though such a definition was uncovered by use of the
winding gauge (following the classical definition of magnetic helicity, H =
∫
V A ·B), it still
possesses all of the important properties which make magnetic helicity a well–conserved
quantity worthy of study, based on only the interpretation as field–weighted winding rate
dθ/dz. In particular, it is invariant under ideal evolutions which vanish on the domain
boundaries (Berger and Prior, 2006; Prior and Yeates, 2014) (i.e., magnetic flux does not
exit the domain). And, crucially, it is well–conserved low plasma β relaxations (Russell
et al., 2015). Neither of these properties require that we define a magnetic vector potential
for the helicity.
As such, in this chapter we assert the two point correlation function as our fundamental
definition of the magnetic helicity. To formally separate ourselves from the classical gauge
definition, we define the following integral
C(x,y,z) =
∫
S′z
B(x′,y′,z)× r
r2
dx′ dy′, (4.20)
such that the product B ·C then represents the total winding and field weighted two–
point correlation of the field at a point (x,y) in the plane Sz with the whole field in that
plane. If the magnetic field B is tangent on the side boundaries of the volume, then
∇×C = ∇×Aw = B, and we can refer back to the classical magnetic helicity, but as we
have discussed above C ·B is a meaningful topological quantity even when this is not true.
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We then have the following gauge–free, physically meaningful definitions of the helicity
and field line helicity which place no requirements on the system’s boundary conditions
H(B) =
∫ h
0
∫
Sz
B ·C dx dy dz, (4.21)
A (B) =
∫
γ
T ·C(γ) ds. (4.22)
Here, [0,h] denotes the z range of the domain of interest. Further, in the style of (4.6), we
can write
H =
∫ h
0
∫
Sz
∫
S′z
MW (x,x′)d2xd2x′ dz, (4.23)
where
MW (x,x′) =
B(x) ·B(x′)× r
r2
, (4.24)
is the two–point correlation scalar. We will often refer to C as the correlation function, to
separate it meaningfully from A, but strictly speaking only B ·C, or even MW represent the
true two–point correlation.
4.4 Helicity, Wavelets and Multiresolution Analysis
Now that we have established our measure of magnetic helicity, we move onto the task
of spatially decomposing it. Crucially, our decomposition must be able to classify the
magnetic helicity into components associated with regions of compact support within a
given domain. Further, we require that this decomposition has a mathematically well–
defined measure of scale, and that it possesses additivity. The latter is key to studies of
magnetic helicity: the sum of the individual components must be representative of the
whole. Clearly, the fourier transform is unsuitable and so we instead look to use a branch of
signal analysis known as wavelet analysis, via a process known as multiresolution analysis.
We will focus on the set of wavelets known as discrete wavelets which form the discrete
wavelet transform, in particular the multiresolution representation of this transform. There
is also a continuous wavelet transform which is better suited for analytical functions or
continuous signals, but we shall not use it here. For a more detailed introduction see
e.g. Farge (1992) for a practical introduction in a fluid dynamic context, and Jawerth and
Sweldens (1994) for more details on the underlying mathematics.
4.4.1 Haar wavelets
The Haar wavelets, in one dimension, are composed of a box function φ , known as the
scaling function or father wavelet, which captures the mean behaviour of a function:
φ(x) =
{
1 if 0≤ x≤ 1,
0 if x > 1 or x < 0,
(4.25)
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Fig. 4.3 Haar wavelet ψ and scaling function φ on the domain [0,1] at scale 0.
and a simplistic step function ψ which captures the variation (4.26), which is known as the
wavelet:
ψ(x) =

1 if 0≤ x≤ 1/2,
−1 if 1/2 < x≤ 1,
0 if x > 1 or x < 0.
(4.26)
Neither the scaling or wavelet function are sufficient to describe a signal alone. We need
only envisage a signal which embodies the properties of the scaling function, which the
wavelet would be unable to classify (and vice–versa). Both functions are defined for all
real x, and thus have the necessary compact support (they are fully localised). We plot
them in Figure 4.3.
Then, the basic idea of a multiresolution analysis is that for some discrete signal on a
domain [0,1] (one can always scale this to any finite domain), we can choose a domain’s
spatial scales at which we wish to study the behaviour of the signal as factors of two i.e.
2s, . . .s∈ 1,2, ...., as indicated in Table 4.1. For a given choice of scale s the functions (4.25)
Scale Intervals (Locality)
0 [0,1]
1 [0, 12 ], [
1
2 ,1]
2 [0, 14 ], [
1
4 ,
1
2 ], [
1
2 ,
3
4 ], [
3
4 ,1]
3 [0, 18 ], [
1
8 ,
1
4 ], [
1
4 ,
3
8 ], [
3
8 ,
1
2 ], [
1
2 ,
5
8 ], [
5
8 ,
3
4 ], [
3
4 ,
7
8 ], [
7
8 ,1]
Table 4.1 Illustrative Examples of Scales and Locality
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and (4.26) are mutually orthogonal and orthonormal with each other if suitably dilated
and translated. A common notation, that we shall adopt, for these dilation/translation
combinations is to write
φsi(x) =
√
2sφ (2sx− i) and ψsi(x) =
√
2sψ (2sx− i) . (4.27)
for a discretized domain into subsections indexed by i, each subsection of which has a
compact support of width 2−s. The statements of orthonormality and orthogonality can
then be given as:
∫ 1
0
√
2sφ(2sx− i)
√
2sψ(2sx− j) dx = 0, (4.28)∫ 1
0
√
2sφ(2sx− i)
√
2sφ(2sx− j) dx
=
∫ 1
0
√
2sψ(2sx− i)
√
2sψ(2sx− j) dx = δi j. (4.29)
As such, wavelet analysis also provides us with a well-defined measure of scale s and
locality i.
The Haar wavelet is designed to be orthonormal, such that
∫ 1
0
φsi(x)ψs j(x) dx = 0, (4.30)∫ 1
0
φsi(x)φs j(x) dx =
∫ 1
0
ψsi(x)ψs j dx = δi j. (4.31)
One can also see some of these conditions can be extended for comparisons between
scales,
∫ 1
0
φsi(x)ψs′ j(x)dx = 0,∀s′ ≥ s for i ∈ 0,1, . . .2s−1 and j ∈ 0,1, . . .2s
′−1, (4.32)
as well as ∫ 1
0
ψsi(x)ψs′i′(x)dx = δss′ii′. (4.33)
Thus if we pick some base scale sb the orthogonality conditions (4.31), (4.32) and (4.33)
ensure it is possible to write
f (x) =
2sb−1
∑
i=0
⟨φsbi| f ⟩φsbi+
∞
∑
s=sb
2sb−1
∑
i=0
⟨ψsi| f ⟩ψsi (4.34)
where
⟨g, f ⟩=
∫ 1
0
f g dx. (4.35)
for square integrable functions on [0,1] (Jawerth and Sweldens, 1994). Daubechies et al.
(1993) demonstrates that there are various other classes of functions φ and ψ with compact
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support which satisfy these conditions. The specific choice of φ and ψ can often be quite
important for time series or image analysis (for discussions on the matter see e.g. Farge
et al. (1996); Zhang et al. (2004)). However, the calculations we intend to perform depend
less on the type of wavelet, and in what follows all example calculations use the Haar basis.
In practice the series (4.34) will be finite based on some maximum scale sm, denoting
the numerical resolution of the signal. It is also typical to choose sb = 0, which priori-
tises the number of spatial scales used in the expansion, so that we have the following
multiresolution approximation:
f (x)≈ ⟨φ0| f ⟩φ0+
sm
∑
s=0
2s−1
∑
i=0
⟨ψsi, f ⟩ψsi. (4.36)
We will use an equality sign for series such as (4.36) on the assumption it is understood
this is actually an approximation due to the fact that our data is discrete.
4.4.2 Decomposing a function numerically
Numerically, wavelet co-efficients are calculated according to a filter methodology. The
wavelet and scaling co-efficients are first resolved, simultaneously, at the the smallest
possible spatial resolution n using a simplistic matrix multiplication. We provide an
example of this below:

1 1 0 0 0 0 0 0
1 −1 0 0 0 0 0 0
0 0 1 1 0 0 0 0
0 0 1 −1 0 0 0 0
0 0 0 0 1 1 0 0
0 0 0 0 1 −1 0 0
0 0 0 0 0 0 1 1
0 0 0 0 0 0 1 −1

·

s1
s2
s3
s4
s5
s6
s7
s8

=

sφn,0
sψn,0
sφn,1
sψn,1
sφn,2
sψn,2
sφn,3
sψn,3

. (4.37)
Here, we are applying the Haar wavelet transform in matrix form (given by the left–most
matrix) on a signal S8 = {s0, ...,s8}, which gives us the wavelet co-efficients sφn,0 etc. The
subscript φn,0 refers to the co-efficient of the scaling function at spatial scale n (referring
to the smallest scale) and index zero (in terms of its place along the axis). Note that we
have used an orthogonal but not orthonormal filter for brevity.
Then, for each subsequent level of the expansion, we take advantage of the recursive
nature of wavelets in terms of their scaling function. For the Haar wavelet, this takes the
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Fig. 4.4 Pictorial demonstration of the determination of wavelet co-efficients at each spacial
scale. g[n] and h[n] refer to the recursive co-efficients of the scaling function and wavelet
respectively (as per (4.38) and (4.39)). Level 1 corresponds to what we refer to as the n’th
level of decomposition.
form
ψ(t) = φ(2t)−φ(2t+1) =∑
n
h[n]ψ(2t+n), (4.38)
φ(t) = φ(2t)+φ(2t+1) =∑
n
g[n]ψ(2t+n), (4.39)
where a decreasing factor of t refers to a increasingly large spatial scale according to the
definition given in (4.27). g[n] and h[n] are the recursive constants, in this case seen to be
{1,−1} and {1,1} respectively, which can be seen from the structure of the wavelet and
scaling functions shown in Figure 4.3. As such, we have
1 1 0 0
1 −1 0 0
0 0 1 1
0 0 1 −1
 ·

sφn,0
sφn,1
sφn,2
sφn,3
=

sφn−1,0
sψn−1,0
sφn−1,1
sψn−1,1
 , (4.40)
for the next largest scale of the decomposition (scale n−1). This process is repeated, for a
signal of any length, as many times as required, as Figure 4.4 shows pictorially. Note that,
in that figure, Level 1 corresponds to our n’th level decomposition, etc.
In Figure 4.5 we plot the successive approximations of a generic function f (x) =
10cos(x)+5sin(x)+((x)3)/10.0+ cos(2x)+10sin(3x)((2− x)2)/4.0, 0≤ x≤ 2π , cho-
sen such that it does not posses periodicity (and as such cannot be accurately decomposed
using a Fourier transform) by adding on each successive scale approximation. We took
a numerical resolution of 128, which gives a wavelet expansion up to spatial scale 2−7.
Throughout this chapter, a spatial scale of 2−n refers to a length scale of L2−n, where L
is the length scale of the whole volume of interest. In the first panel, we plot the analytic
function, followed by the contribution from the scaling (mean) function, ⟨φ0| f (x)⟩φ0(x),
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denoted by fφ (x), and then we successively add on contributions from each scale decom-
position (denoted by fψ,i for the addition of the i’th scale).
Further, in Figure 4.6, we plot the coefficients themselves (without the wavelet term)
from each individual scale (i.e. ⟨ψsi| f (x)⟩)) for each s. Note that these co-efficients are
not defined at every individual point, but for ranges of points, the width of which coincides
with the scale under analysis.
4.4.3 Three dimensional Multiresolution Analysis
In a three-dimensional Cartesian domain V , we must expand the behaviour along each
direction via a one dimensional multiresolution expansion (Jawerth and Sweldens (1994)).
By writing each function as a multiresolution expansion we will encounter eight types of
combinations (four in 2–D) for each scale s:
ψµslmn(x) =

φsl(x)φsm(y)φsn(z) if µ = 1,
ψsl(x)φsm(y)φsn(z) if µ = 2,
φsl(x)ψsm(y)φsn(z) if µ = 3,
φsl(x)φsm(y)ψsn(z) if µ = 4,
ψsl(x)φsm(y)ψsn(z) if µ = 5,
ψsl(x)ψsm(y)φsn(z) if µ = 6,
φsl(x)ψsm(y)ψsn(z) if µ = 7,
ψsl(x)ψsm(y)ψsn(z) if µ = 8.
(4.41)
µ = 1 measures the mean term within the volume, and is direction–free. Then, µ = 2, ...,7
measure the variation from one corner of the volume (assumed to be a cuboid) to every
other corner. The specific direction that each µ > 1 corresponds to is given by the order
of the ψ and φ terms, where the φ term acts only to localise and the ψ terms measure
variation along a given axis.
Writing the respective coefficients as
f µslmn =
∫
V
f (x)ψ∗ µslmn(x) d
3x, (4.42)
the ensuing multiresolution decomposition will be
f (x) = f 10ψ0(x)+
sm
∑
s=0
2s−1
∑
l=0
2s−1
∑
m=0
2s−1
∑
n=0
8
∑
µ=2
f µslmnψ
µ
slmn(x), (4.43)
see e.g. Farge et al. (1996).
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Fig. 4.5 Demonstrative example of the wavelet expansion as applied to a generic function
f (x) = 10cos(x)+ 5sin(x)+ x3/10.0+ cos(2x)+ 10sin(3x)(2− x)2/4.0. Each panel is
given by successive addition of scales.
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Fig. 4.6 Demonstrative example of the wavelet expansion as applied to a generic function
f (x)= 10cos(x)+5sin(x)+x3/10.0+cos(2x)+10sin(3x)(2−x)2/4.0. Each panel gives
the wavelet co–efficient at each scale and locality.
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Compacted notation
Unless otherwise specified, we will not be paying particular attention to the contributions
of individual µ terms, thus for each l,m,n we shall assume the µ summation has been
performed. We thus define an index k which, when summed over will be assumed to
indicate a sum over l, m and n (or just l and n in 2-D). We then write (4.43) as
f (x) =
sm
∑
s=0
2s−1
∑
k=0
fskψsk(x). (4.44)
Relative scale contributions
For a function f one can define the total (relative) contribution Qs(H) to the multiresolution
decomposition at a scale s as
Qs(H) =
2s−1
∑
k=0
fsk. (4.45)
Similarly we define the relative power Ps( f ) at scale s as:
Ps( f ) =
∑2
s−1
k=0 | fsk|
∑sms′=0∑
2s′−1
k=0 | fs′k|
. (4.46)
4.4.4 Helicity formulae
Using multiresolution expansions (4.44), we can write the correlation function C (or, in
the classical definition of magnetic helicity, A), and B, as
C =
sm
∑
s=0
2s−1
∑
k=0
Cskψsk(x). (4.47)
Note that, for the delta function δ (x−y),
δ (x−y)sk = ⟨ψsk(x)|δ (x−y)⟩= ψsk(y), (4.48)
such that
δ (x−y) =
sm
∑
s=0
2s−1
∑
k=0
ψsk(y)ψsk(x). (4.49)
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Using the delta function, our expression for magnetic helicity can be written as
H =
∫
V
C(x) ·B(x)dV
=
∫
Vx
C(x) ·
∫
Vy
B(y)δ (x−y)d3xd3y
=
∫
Vx
C(x) ·
∫
Vy
B(y)
sm
∑
s=0
2s−1
∑
k=0
ψsk(y)ψsk(x)d3xd3y
=
sm
∑
s=0
2s−1
∑
k=0
∫
Vx
C(x)ψsk(x)d3x ·
∫
Vy
B(y)ψsk(y)d3y, (4.50)
such that
H =
sm
∑
s=0
2s−1
∑
k=0
Csk ·Bsk =
sm
∑
s=0
2s−1
∑
k=0
Hsk. (4.51)
Hsk is then the helicity contribution at scale s at position k = lmn (summing over all direc-
tions µ). This decomposition is admittedly still not fully localised, since the correlation
integral C at a point (x,y,z) involves integration across planes of constant z of the domain.
Thus the coefficient
Csk =
∫
V
Cψsk dV, (4.52)
will include integration across all planes Sz containing the points (x,y,z) which have
compact support from ψsk. As such the quantity Csk ·Bsk represents the winding correlation
of the field in contained within the compact support of ψsk with the rest of the field in the
planes containing ψsk, as indicated in Figure 4.7.
4.4.5 Classical Helicity
We wish to stress that the above expression (4.51) is equally valid for the classical definition
of magnetic helicity:
H =
sm
∑
s=0
2s−1
∑
k=0
Ask ·Bsk =
sm
∑
s=0
2s−1
∑
k=0
Hsk. (4.53)
for a well–defined magnetic vector potential A. Similarly, we can define a decomposition
of relative helicity
HR =
sm
∑
s=0
2s−1
∑
k=0
(A+A0)sk · (B−B0)sk
=
sm
∑
s=0
2s−1
∑
k=0
HR,sk. (4.54)
The physical intuition of local winding is, however, only retained when using the winding
gauge AW .
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Fig. 4.7 The geometrical interpretation of the spatial contribution Csk ·Bsk of a spatial
(wavelet) decomposition of the helicity. The red box represents the spatial sub-domain
given by the triplet k = lmn. Each point in this red domain contributes a winding with
the rest of the field in the plane in which it is contained. Because Csk ·Bsk is a sum over
the whole red domain (by the form of C), the entirety of the planes containing the red
domain provide winding contributions to the sum, as indicated in the figure. This Figure
was created by Chris Prior, the co–author.
4.4.6 Absolute Toroidal–Poloidal Helicity
We can also perform a multiresolution analysis on absolute helicity (introduced in Section
4.2.2), which has a physical interpretation similar to that of C. The expression introduced
in Section 4.2.2 (equation (4.3)) was suitable for a series of infinite Cartesian planes (with
BS = 0), but practically the planes upon which our field lies are finite. In which case, we
must take account of boundary terms. This can be done by properly expanding the sum
HA =
∫
V
(AP+AT) · (BP+BT) d3x
=
∫
V
(AP ·BT+AP ·BP+AT ·BP) d3x, (4.55)
(AT ·BT = 0) and as such
HA =
sm
∑
s=0
2s−1
∑
k=0
[
AP,sk ·BT,sk +AP,sk ·BP,sk +AT,sk ·BP,sk
]
,
following our notation. These boundary terms would be removed if we were to decompose
along concentric shells, such as those making up a spherical geomtry, but we are currently
limited to wavelet expansions in Cartesian space.
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4.5 Multiresolution Analysis of Magnetic Helicity: Illus-
trative Examples
In this section we present examples which illustrate the benefits of the spatial decomposition
offered by a multiresolution analysis of magnetic helicity. Unless otherwise stated, all
quantities in this section have arbitrary units. Both examples are equally valid in either the
winding–weighted two–point correlation regime introduced here, or by using the classical
definition of helicity (with the winding gauge), as the magnetic field B is tangent at the
side boundaries. Throughout the rest of this chapter, the zeroth spatial scale, which is
unique (according to our use) in that it has contributions from both the scaling function
and wavelet, is taken to be a sum over these two contributions.
Unless otherwise stated, all wavelet decompositions were calculated using PyWavelets,
an open source module in Python (Lee et al., 2019). The numerical analysis and plotting
of the outputs were also performed in Python.
4.5.1 Oppositely Twisted Flux Tubes
The first of our illustrative examples is that of a pair of oppositely twisted flux tubes whose
vector field takes the form
B =
100
a
exp
[−((x+0.55)2+ y2)
a2
]
(−y,x,0)
− 100
a
exp
[−((x−0.55)2+ y2)
a2
]
(−y,x,0)+(0,0,10), (4.56)
where we have chosen a = 0.2. This field (independent of z) is visualised for the domain
[−1,1]× [−1,1], in Figure 4.8. Making an assumption of periodicity (which can be
interpreted as an infinite repeating pattern of the form shown here), Fourier analysis
indicates that that this magnetic field has zero overall helicity at every scale, even when
the sum over k = k is taken with absolute values, as shown in Figure 4.9.
In contrast, in Figure 4.10, we plot the Hsk values for the wavelet multiresolution
analysis of the magnetic helicity at spatial scales r = 0 → 6 (along with the associated
power Ps(H)). The plotting style is that of a "bubblegram": each sub-domain of helicity
given by the multiresolution analysis is allocated a three-dimensional sphere at its centre.
The radius of this sphere is dependent upon the absolute magnitude of the helicity of the
sub-domain, and its color, red or blue, indicates a positive/negative sign respectively, with
a gradient according to magnitude.
The bubblegrams indicate that the helicity is well localised in space in accordance with
Figure 4.8, presenting with the correct sign of twist. It can be seen that the total helicity
Qs(H) at each scale is zero. The absolute magnetic helicity power Ps(H) is well localised
in scale, as indicated in Figure 4.11. Peak magnetic helicity occurs at half the spatial scale
of the domain, which is in agreement with the distribution of the twist in the magnetic field
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Fig. 4.8 Magnetic field vector plot of equation (4.56) at z = 0, red indicates positive twist,
and blue indicates negative twist.
itself. Note that at the smallest spatial scales 2−5,6, the appearance of the bubblegram is
distorted graphically due the frequency of data points, but we retain them for completion.
4.5.2 Linked Rings
The magnetic helicity associated with two flux tubes, with linking numberL , identical
individual internal twists T and magnetic fluxes Φ is
HL = 2(L +T )Φ2, (4.57)
following Berger (1999). A simple example of such linked rings, R1 and R2 can be
parameterised as
R1(r,θ ,φ) = (Rcos(θ)+ r cos(θ)cos(φ),Rsin(θ)+ r sin(θ)cos(φ),r sin(φ)), (4.58)
and
R2(r,θ ,φ) = (Cx,Cy,Cz)
+(Rcos(θ)+ r cos(θ)cos(φ),−r sin(φ),Rsin(θ)+ r sin(θ)cos(φ)), (4.59)
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Fig. 4.9 Plot of fourier decomposition Hk of magnetic helicity of the vector field given in
(4.56).
for major radius R, minor radius r ∈ [0,rm], toroidal angle θ and poloidal angle φ . The
vector (Cx,Cy,Cz) defines the centre of R2. An example with rm = 0.3 and R = 1 is shown
in Figure 4.12. We define the magnetic fields BRi of each ring as the sum of toroidal BRit
and poloidal BRi p components, with
BR1,t(x,y,z) = B0
(
− y√
(x2+ y2)
,− x√
q1
,0
)
, (4.60)
BR1,p(x,y,z) =T B0
(
xz
rxy
,− yz
q1
,1− R√
q1
)
,
BR2,t(x,y,z) = B0
(
− z√
q2
,0,−x+1√
q2
)
,
BR2,p(x,y,z) =T B0
(
(x+1)y
q2
,−1+ R√
q2
,
yz
q2
)
,
where q1 = (x2+ y2) and q2 = ((x+1)2+ z2).
We choose R = 1 and Cx = 1, Cy =Cz = 0. Such an arrangement has an associated
linking number ofL = 1, and if we assign T =−5, B0 = 7 and rm = 0.3, there is a total
magnetic helicity
HL=1,T =−5 = (2−10)Φ2 =−31.3, (4.61)
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Fig. 4.10 Hsk for s = 0 → 6 associated with the magnetic field distribution in equation
(4.56). At the two smallest scales 2−5,6, the visual appearance of the bubblegram is
distorted by the frequency of data points.
where Φ= 1.98. In Figure 4.13, we plot the magnetic helicity coefficients H4k associated
with this magnetic field. The bubblegram indicates a distribution of magnetic helicity
in correspondence to the distribution of the magnetic fields themselves, which we can
attribute to the magnetic twist.
In Figure 4.14, we calculate the ratio of the multiresolution expansion of helicity with
that of the analytical result, for both twisted and un–twisted rings, for which we define the
measure
Ns(H) =
∑ss′=0 Qs(H)
HL
. (4.62)
Naturally, Ns → 1 as s → ∞, as this is exactly the magnetic helicity. The distinction
between the spatial scales at which this limit is approached is in agreement with the known
scale separation between linking (large scale) and twist (small scale). We see in Figure
4.15 the regions of compact support for the Haar wavelet’s at scales s= 1,2. The s= 1 and
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Fig. 4.11 Ps(H) for the multiresolution helicity expansion of the field (4.56) at all spatial
scales.
Fig. 4.12 Pictorial diagram of R1 (red) and R2 (green).
s = 2 scales tend to cover both tubes to some degree, whilst the scales s = 3 and higher
generally only cover one tube. This is reflected in Figure 4.14 where we see the T = 0
field is dominated by scales s = 1,2, as scales s = 3 and higher will reflect that on the
single tube interior scale there is no complex topology. By contrast the T =−5 case has a
more balanced distribution across the scales.
4.5.3 Directionality
Recall that, as defined in (4.43), three–dimensional wavelets are inherently directional, and
by summing over this variable we lose potentially useful information. This summation is
performed for the goal of avoiding information overload, but here we demonstrate that the
directional nature of wavelets can sometimes be easily interpreted.
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Fig. 4.13 H4k for linked tubes with T =−5.
We first define another analytical measure,
Dµ(H) =
∑sms=0∑
2s−1
k=0 |Hµsk|
∑µ ′∑
sm
s=0∑
2s−1
k=0 |Hµ
′
sk |
, (4.63)
which gives the absolute contribution from each direction over all scales. We will look
at the strengths of each directional contribution in the Arnold-Beltrami-Childress (ABC)
magnetic field/forcing, given by
BABC = (C cos(y)+Asin(z),Acos(z)+Bsin(x),Bcos(x)+C sin(y)), (4.64)
for constants A,B,C, and is such that BABC = AABC = ∇×BABC. For this field, the
directional variation of the magnetic field in each direction is uniquely defined by the
constants (B,C,A) (in that order for axes x,y,z).
In Figure 4.16, we present Dµ(H) for a pair of ABC fields with different co-efficients
for (B,C,A). The x–axis of this figure gives all possible directions, as previously estab-
lished, in terms of a set three letters. For example, f m f denotes the father wavelet (scaling
function) in the x and z directions, and the mother wavelet in the y direction, corresponding
to a measure of the helicity associated with variation in the y–direction alone. Conversely,
f mm would correspond to a measure of the helicity associated with variation in the y–z
direction.
In the first example (4.16(a)) we choose B= 0, C = A= 1, and as such D f f m =D f m f =
0.5. All other directional contributions are zero (as we would expect). In the second (b)
example, we take B = 2, C = A = 1, and as such (note that with BABC = AABC we have
H ∝ B2ABC) we find D f f m = D f m f = 1/6 and Dm f f = 4/6, again in line with expectations.
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Fig. 4.14 Ns(H) calculated for the two linked flux tubes, with either T = −5 (blue) or
without (T = 0) internal twist (red).
4.5.4 Wavelet and Fourier Spectra
A great number of results have been established using the spectrum of helicity (and other
quantities in general) obtained by taking the fourier transform. Recall that
Hk = ∑
|k|=k
A˜∗(k) · B˜(k) dΩk, (4.65)
for which we take k− ≤ |k| ≤ k+, where k± = |k| ± 0.5. This is already an inherent
departure from the structure of a wavelet spectrum. Also,
Qs(H) =
2s−1
∑
k=0
Hsk, (4.66)
(for which wavelet k = l,m,n). At scale s, every component Hsk is of scale (2−sL)3 (for
box length L) - i.e. every component in every direction is capturing variation at exactly one
scale. In comparison, for the fourier spectrum, k− ≤ |k| ≤ k+ represents a vector sphere
in k–space. Take, for example, |k| = 4. We could then have, say, (kx,ky,kz) = (0,0,4)
or (0,4,0) which correspond to drastically different scales of variation in the y and z
directions. This, in some sense, implies that the wavelet spectra for a given scale Qs versus
Hk is more meaningful than its fourier counterpart, given that it corresponds to the same
scale of variation in all directions.
We could circumvent this scale mixing by taking strictly k = (k,k,k), but this would
result in a loss of the additivity condition for the fourier spectrum.
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(a) Scale s = 1 (b) Scale s = 2 (c) Scale s = 3
Fig. 4.15 Pictorial figures indicating the contributing points of the density A ·B at various
scales for a Haar wavelet decomposition. (a) s = 1 and (b) s = 2 the overlap of the two
tubes in the region of compact support is clear. (c) scale = 3 the region of compact support
will generally only cover one tube. These figures were created by Chris Prior, the co-author.
(a) (B,C,A) = (0,1,1) (b) (B,C,A) = (2,1,1)
Fig. 4.16 Dµ(H) calculated for a pair of ABC fields.
In figures 4.17 and 4.18 we plot the wavelet and fourier spectra respectively for the
ABC field (B,C,A = (2,1,1), as in Figure 4.16(b)). There is no clear agreement between
the two, even if we attempt to equate k = 2π/L = 2π2−s (the latter of which represents
the wavelet length scale). Both spectra, however, correctly sum to the total helicity.
4.6 Helicity, Energy and Topology
The result I present in this section (up to and including subsection 4.6.1) was first posed in
a simplified form by the co-author, Chris Prior, as part of our collaboration. I was then
intrinsically involved in the development of the result and its proof, and the presentation of
the result as it is given here and within the aforementioned article.
The definition of localised helicity we have constructed in the previous subsections is
still not entirely localised, as C contains an integral over each plane before its inclusion in
the helicity volume integral. In this section we strive to overcome this barrier, and produce
a fully localised measure of helicity.
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Fig. 4.17 Wavelet Spectrum Qs for ABC field (B,C,A) = (2,1,1).
By inserting a full three-dimensional mutli–resolution decomposition of the field B
into the correlation function C (4.20) we obtain,
C(x,y,z) =
1
2π
∫
S′z
sm
∑
s′=0
2s−1
∑
k′=0
ψsk(x′,y′,z)Bs′k′×
r
r2
dx′ dy′,
=
1
2π
sm
∑
s′=0
2s−1
∑
k′=0
Bs′k′×
∫
S′z
r
r2
ψsk(x′,y′,z) dx′ dy′, (4.67)
r = (x− x′,y− y′,0), (4.68)
where we are able to place the summation in front of the integral given that each summation
is finite, and can thus remove the Bs′k′ term from within the integral as it is constant for each
pair (s′,k′). The parameter dependence of the wavelet function ψ indicates the integration
is over only the in-plane functions of the 3-D wavelets. When we dot this expression with
the magnetic field itself (H =
∫
V C ·B d3x), we will obtain products of the form Bs′k′ ·Bsk.
We will thus attempt to extract magnetic energy.
First, in order to compare the helicity to the energy we must take account of the fact
that magnetic helicity has an extra unit of length:
[H] = G2m4,
[E] = G2m3.
To account for this, note that if the planes Sz have x and y widths L and aL respectively
then we can write x = uL and y = avL (0 ≤ u,v ≤ 1) so that rL = L(u− u′,a(v− v′),0),
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Fig. 4.18 Fourier Spectrum Hk for ABC field (B,C,A) = (2,1,1).
then
C(x,y,z) =
L
2π
sm
∑
s′=0
2s−1
∑
k′=0
Bs′k′×
∫
U ′z
arL
||rL||2
ψsk(x(u′),y(v′),z) du′ dv′, (4.69)
where U ′z is the unit square. Inserting this into our expression for helicity (4.21) we obtain
the helicity as an expansion in terms of the multiresolution expansion of the field B alone,
H =
L
2π
sm
∑
s=0
2s−1
∑
k=0
sm
∑
s′=0
2s−1
∑
k′=0
Bsk ·
(
Bs′k′
×
∫ z1
z0
∫
Sz
∫
U ′z
arL
||rL||2
ψsk(x,y,z)ψs′k′(x(u′),y(v′),z)
)
dx dy dz du′ dv′, (4.70)
We first note that this expression can be represented in a quadratic form, but we first need
to introduce some notation. Given that we have assumed a Cartesian domain U ′z× [0,h],
with U ′z a unit plane at height z, then the quantity W s
′sk′k
i ,
W s
′sk′k
i =
L
2π
∫ h
0
∫
Sz
∫
U ′z
ariL
||rL||2
ψ∗
s′k′ (x(u
′),y(v′),z)
ψsk(x,y,z) du′ dv′ dx dy dz. (4.71)
is dependent only upon chosen wavelet and the length scale of the box, not the magnetic
field itself. The cross-product in (4.68) can then be represented using a skew-symmetric
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matrix Ms
′sk′k
i j which takes the form
Ms
′sk′k
i j =
 0 0 −W
s′sk′k
2
0 0 W s
′sk′k
1
W s
′sk′k
2 −W s
′sk′k
1 0
 , (4.72)
following the structure of the cross–product. Then, using the Einstein summation conven-
tion we have
H =
∫
V
Aw ·B dV = Mss′kk′i j B∗ js′k′Bisk. (4.73)
We note that in general the wavelet orthogonality relationships cannot be applied to (4.71)
as the in-plane integrals are over different copies of Uz. However, the z integration is over
the same domain so Wi will vanish if n′ ̸= n (z′ ̸= z).
4.6.1 Helicity as a skew symmetric operator
The helicity is now being represented as product of the field at differing positions and scales
through a skew-symmetric operator M. In this case we can use the decomposition Ms′sk′ki j =
LIs′sk′ki j +O
s′sk′k
i j , where I
s′sk′k
i j (the superscript labelling is for notational convenience) is the
identity matrix and
Os
′sk′k =
 −L 0 −W
s′sk′k
2
0 −L W s′sk′k1
W s
′sk′k
2 −W s
′sk′k
1 −L
 , (4.74)
so that
H = LIs
′sk′k
i j B
∗ j
s′k′B
i
sk +O
s′sk′k
i j B
∗ j
s′k′B
i
sk. (4.75)
Note that we have, in effect, simply added the identity and taken it away:
Os
′sk′k
i j = M
s′sk′k
i j −LIs
′sk′k
i j . (4.76)
The sum of contributions to the first term (LIs
′sk′k
i j ) for which (s
′,k′) = (s,k) give exactly
the energy of the field, which we will extract.
We can decompose the sum (4.75) as follows
H = LIs
′sk′k
i j B
∗ j
s′k′B
i
sk +O
s′sk′k
i j B
∗ j
s′k′B
i
sk
= LIsskki j B
∗ j
sk B
i
sk +LIi j(1−δ s
′sδ k
′k)B∗ js′k′B
i
sk +O
s′sk′k
i j B
∗ j
s′k′B
i
sk
= LIsskki j B
∗ j
sk B
i
sk +N, (4.77)
where δ s′s is the Kronecker delta function, Isskki j B
∗ j
sk B
i
sk is exactly the magnetic energy, and
N = LIi j(1−δ s′sδ k′k)B∗ js′k′Bisk +Os
′sk′k
i j B
∗ j
s′k′B
i
sk, (4.78)
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contains additional topological information which constitutes the helicity.
We can thus write
H(B) = LE(B)+N(B). (4.79)
where N is the multiresolution representation of a functional of the field which contains
the topological information through the quantities W s
′sk′k
i . Note that we have assumed the
expansion of magnetic energy using wavelets:
E =
1
2
∫
V
B ·B d3x
=
1
2
sm
∑
s=0
2s−1
∑
k=0
Bsk ·Bsk. (4.80)
4.6.2 Fieldline Helicity
Using (4.21) and (4.69), the fieldline helicity of a field line γ at scale s and position k = lm
can be written as
A (γ) =
L
2π
sm
∑
s′=0
2s−1
∑
k′=0
∫
γ
B
|B| · (Bs′k′(z))(s)
×
∫
U ′z
arL
||rL||2
ψs′k′(x(u′),y(v′),z) du′ dv′ dz (4.81)
where the summation over k implies a 2-D multiresolution decomposition, which is why
the coefficient Bs′k′(z) of the multiresolution expansion has z dependence. Crucially, Bs′k′
is decomposed on each plane Uz, rather than in 3-D, meaning that s′k′(z) denotes the
contribution from Uz at a certain scale, locality and height, rather than from the entirety
of V . The variable within the plane of interest (on which we plot our fieldline helicity
distribution) is then x0, not k′. This causes some confusion with our notation, which we
will correct in the next section. Under ideal evolutions A (γ) is preserved so the sum of
As(γ) must be preserved and changes in As(γ) must be balanced across the scales.
4.7 Fieldline Helicity Evolution
A particular class of fields of significant interest in the solar physics community are braided
fields for which Bz > 0∀ x ∈V . In these cases, all field lines pass through the domain from
the bottom to top boundary, and field lines γ can represented by the points x0 ∈ S0 where
they are rooted, such that Ask(γ)≡Ask(x0), where
Ask(x0) =
L
2π
∫
γ
B
|B| · (Bs′k′(z))(s)
×
∫
U ′z
arL
||rL||2
ψs′k′(x(u′),y(v′),z) du′ dv′ dz. (4.82)
4.7 Fieldline Helicity Evolution 121
(a) (b)
Fig. 4.19 Figures indicating the entangled geometry of the braided field (4.87). (a) indicates
a subset of the field lines in the region where the fields opposing twist units overlap. The
field line helicity of the green field line indicated would have contributions due to its own
complex geometry as well as its entanglement with the field. (b) the field line helicity
distribution of (4.88) with t = 0, there is significant small scale structure indicating he
field’s complex entanglement. Panel (a) was created by Chris Prior, the co–author
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As such (assuming Bz > 0∀ x ∈V ),
H(B) =
∫
S0
A(x0) d2x
=
sm
∑
s=0
2s−1
∑
k=0
∫
S0
Ask(x0) d2x. (4.83)
If the evolution is not ideal but such that the helicity is conserved (low plasma β relaxations)
the distribution of A (γ) changes but the summation (4.83) is approximately preserved. In
particular we have an alternative means of calculating the value of the operator N(B).
N(B) = H(B)−LE(B)
=
sm
∑
s=0
2s−1
∑
k=0
∫
S0
Ask(x0) d2x−LE. (4.84)
The advantage is that the field line helicity representation of N is additive in both s and
k so, for example, we can decompose the contributions to N as the difference H−LE at
each scale s, and this decomposition is orthogonal.
4.7.1 Reconnection of a Dundee Braid
Following the the resistive MHD based braiding experiments in Russell et al. (2015);
Wilmot-Smith et al. (2009, 2011), we define a field composed of exponential twist units
Bt(b0,k,a, l,xc,yc,zc) given by
Bt(b0,k,a, l,xc,yc,zc) =
2b0k
a
exp
(
− (x− xc)
2+(y− yc)2
a2
− (z− zc)
2
l2
)
R, (4.85)
where
R = (−(y− yc),x− xc,0). (4.86)
The parameter b0 determines the strength of the field, a the horizontal width of the twist
zones, l their vertical extent and k the handedness of the twist (k = 1 is right handed). The
centre of rotation is (xc,yc,zc). The braided field is then defined as a superposition of n
pairs of positive and negative twists and a uniform vertical background field
Bb(1,a, l,d,z0,sd,n) =
n
∑
i=1
[
Bt(1,1,a, l,−d,0,z0+ sd(i−1))
+Bt(1,−1,a, l,0,d,0,z0+ sd(i−1))
]
+ zˆ, (4.87)
where, d is the offset from the central axis, and sd is the vertical spacing between consecu-
tive twists (of the same sign) and z0 the height of the first twist unit. In the literature this
is sometimes referred to as a Dundee braid, which is a convention we shall follow. By
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altering the extent of the twist units (the parameters a and l) we can control the overlap the
twist units. The field lines in the region of overlap show significant entanglement (Figure
4.19(a)) a property very well captured by the field line helicity distribution A (γ) (Figure
4.19(b)). The helicity of this field is (with a suitable choice of parameters) essentially
zero owing to the balance of positive and negative twisting. It was found that under a
high Reynold’s number resistive MHD relaxation, for which the helicity is approximately
conserved (Russell et al., 2015; Wilmot-Smith et al., 2011), that the field was able to
simplify via localised reconnection into (roughly) a pair of oppositely twisted flux ropes.
This process is a case of Taylor relaxation, which is solely dependent upon conservation of
total magnetic helicity.
To keep matters simple in this first application of the multiresolution decomposition
Ask, we define a rough analytic approximation of this relaxation process with the following
parameterised magnetic field:
B = Bb(1,D1(t),D2(t),1,−20,8,3), (4.88)
where
D1(t) =
√
2(1− t), (4.89)
D2(t) = 2(1+2t). (4.90)
This field is considered in a domain x,y ∈ [−4,4], z ∈ [−24,24], these are the dimensions
(and parameters for t = 0) used in Russell et al. (2015); Wilmot-Smith et al. (2009, 2011).
As t increases the twisted units become more and more separated in the horizontal direction,
as shown in Figure 4.20. The twist units with the same sign also merge vertically to form
two non overlapping twisted flux tubes at t = 1. The decrease in overlap between the
oppositely twisted units tends also reduces the complex field entanglement (we shall
see this is not true for low t). It was checked numerically that the total helicity H(B, t)
(essentially) remains zero for all t, a property designed to approximate the numerically
observed conservation of helicity in the low plasma β MHD simulations. The Fourier
expansion of the magnetic helicity of this field is zero throughout (even when an absolute
magnitude sum is used).
In Figure 4.21, we present the field line distribution of the field line helicity decom-
position As(x0). As we described earlier, it is important to note that these figures are not
plots of 2-D k, but plots of x0. For a fieldline helicity the k variable denotes the spatial
component of the decomposition within each plane Uz. As such, by summing over k (with
the assumed z integration) for each individual fieldline we get a measure of the contribution
from each scale for each individual field line: As(x0). This is functionally equivalent to
Qs(As)(x0) for each x0, in the way that we have previously defined Qs, but here we will
instead use this notation for referring to the sum over all fieldlines γ ≡ x0. The evolution
of these distributions in time is shown at times t = 0,0.2,0.4,0.6,0.8,0.95.
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Fig. 4.20 Vector plot at four time steps t = 0,0.3,0.6,0.9 at z = 0 of the magnetic field
given by equation (4.88). Red (blue) denotes the positively (negatively) twisted regions.
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At t = 0 all scale contributions As(x0) show (to varying degrees) the complex mixing
pattern present in the full distribution. This is a result of the field line geometry (i.e.
the geometry of the green curve in Figure 4.19(a)). This pattern disappears as the field
lines reconnect and disentangle, which occurs at all scales. There is also a surrounding
distribution which is most clear at the scales s = 1,2, which persists through the evolution.
To quantify the entanglement variation, we define a mixing parameter M as
Fig. 4.21 Field line helicity As(x0) associated with time steps t = 0,0.2,0.4,0.6,0.8,0.95
of an analytical reconnection simulation, in a domain [−4,4]2 in x,y and [−24,24] in z,
with 400×400 field lines.
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M = |∇As|=
(∣∣∣∣∂As(x0)∂x
∣∣∣∣2+ ∣∣∣∣∂As(x0)∂y
∣∣∣∣2) 12 , (4.91)
which will highlight the regions in which we see a rapid change in sign between positive
and negative field line helicity As(x0). Admittedly this quantity will also capture simpler
radial decay, but such contributions should be sufficiently weaker. Such a measure could
be less meaningful in a system which is not as dichotomous as that which we have here
(in that we are largely interested only in the sign of the twist, be that positive or negative,
not its magnitude). The mixing associated with each scale, in the style of Figure 4.21, is
shown in Figure 4.22. We see that the mixing actually increases at first up to t = 0.4 then
it decays, and that the decay is more pronounced at larger length scales (smaller s).
In Figure 4.23 we plot the signed contribution Qs(A ) as a function of scale for various
t. Here we reinstate the use of Qs, now referring to an integral over the As(x0), which we
define as
Qs(A ) =
∫
S0
As(x0)d2x. (4.92)
Note that this quantity effectively refers to the magnetic helicity at a given scale, due to the
vertical field condition described earlier. This integral definition of Qs, as opposed to a
sum, is strictly for the use of fieldline helicity and its associated mixing parameter M.
There is always (approximately) as much negative as positive contribution, reflecting
the total helicity conservation of the field. These values are dominated by the lower scales
(20 → 2−2). Their relative magnitudes increase up to about t = 0.4 then decrease over time.
It is interesting that the balance of positive and negative values is always maintained by
the same scales (albeit with decreasing magnitudes). In Figure 4.24 we plot the absolute
power Ps(A ) associated with each spatial scale for time steps t = 0 to t = 0.95, defined
similarly to the new Qs:
Ps(A ) =
∫
S0 |As(x)|d2x
∑s′
∫
S0 |As′(x)|d2x
. (4.93)
For early times the the values (mostly) decrease with s. However, as the twisting units
separate and merge the scale s = 2 becomes more prevalent, reflecting the coherent
development of the twisted flux ropes.
In figures 4.25 and 4.26 we see the total power normalised power across all scales of
both the field line helicity A and the mixing M, respectively, as a function of time, given
by
PT (A ) =
∫
S0 |As,T (x,T )|d2x
maxT ′
∫
S0 |As,T ′(x,T ′)|d2x
. (4.94)
Qualitatively the plots are very similar, showing a peak around 0.35 and then a relatively
large drop as the twist units properly separate. The degree of mixing is determined by a
ratio of the z decay and the x− y overlap: if the z-decay is too weak, the two regions of
twist will cancel and reduce the degree of mixing (assuming the twist regions overlap).
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Fig. 4.22 Mixing M associated with time steps t = 0,0.2,0.4,0.6,0.8,0.95 of an analytical
reconnection field changing in time (4.88), in a domain [−4,4]2 in x,y and [−24,24] in z,
with 400×400 field lines.
We can also directly compare the evolution of the fieldline helicity with that of magnetic
energy, as shown in Figure 4.27, where we plot the absolute normalised magnetic energy
against that of fieldline helicity, normalised within each scale (PT (AS) versus PT (ES)).
Note that the multiresolution expansion of E was performed in all three dimensions
(k = lmn), but the quantities will still be directly comparable.
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Fig. 4.23 Fieldline helicity power
QS(A ) ≡ As attributed to each spatial
scale, over time periods t = 0 to t = 0.95
for analytical reconnection via Dundee
braids.
Fig. 4.24 Fieldline helicity absolute nor-
malised power PS(A ) attributed to each
spatial scale, over time periods t = 0 to
t = 0.95 for analytical reconnection via
Dundee braids.
Fig. 4.25 PT (A ) from t = 0 to t = 0.95. Fig. 4.26 PT (M) from t = 0 to t = 0.95.
The coefficient of correlation P between the two time series is seen to decrease as
the spatial scale decreases in size: P = [0.972,0.904,0.922,0.752,0.581,0.576,0.622] (in
order of decreasing spatial scale). Their relative decay is most strongly aligned at scales
20 → 2−2. Whilst the decay associated with fieldline helicity power is fairly consistent at
all scales, the decay of magnetic energy is opposite to that of field line helicity at scales
2−5 and 2−6. It is unsurprising that the scales s = 0,2 are the most aligned, as we see in
Figure 4.23 these are the dominant contributors to the field line helicity variations in the
field. As the magnitude of these peaks rise (up to t = 0.3) and fall (t > 0.3) (Figure 4.23)
so concurrently does the energy. This is a crucial observation: the variations in the the
multiresolution decomposition of the field line helicity Ask are intimately correlated with
the variations in energy in the field.
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Fig. 4.27 PT associated with the multiresolution analysis of fieldline helicity versus that
attributed to the full three-dimensional decomposition of magnetic energy, where normali-
sation is scale dependent.
Note that spatial scales 2−1,2−2 (in the x− y plane) corresponds to the distribution of
twisted regions, and as such we would expect it to contain a large portion of the power.
Scale 20 corresponds, for the fieldline helicity expansion, to the topological complexity
of the line integrals themselves along each fieldline as there is only one-coefficient of Bsk
filling each Uz (effectively the mean Bz). This relation between energy and topology was
determined analytically in Section 4.4.4 for the winding gauge, and as such we should also
hope to observe it in true resistive relaxation simulations.
4.8 Flux of Magnetic Helicity
Recall that the flux of magnetic helicity is defined by
dH
dt
=−2
∫
V
E ·B d3x+2
∫
S
(
(A0 ·v)B+(A0 ·B)v) · nˆ d2x, (4.95)
for the reference field A0 uniquely defined by the appropriate boundary conditions of
magnetic field B, and velocity field v. As is stated throughout this thesis, the second
expression can be interpreted as the sum of two individual fluxes: the effect of twisting
motions on the boundary, and secondly the movement of magnetic field through the
boundary. As usual, the first term representing dissipation is neglected.
Wavelet analysis allows us to define a fourth measure of helicity flux, giving an
indication of how helicity moves spatially within the volume. An intuitive example of
this could be a study of a coronal loop expanding through a simulated region, for which
the twist associated with the flux rope would be seen to move spatially. Multiresolution
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analysis measures helicity as a set of coefficients Hsk attributed to a given scale and spatial
domain (with compact support). We can then simply define
dHt,sk
dt
=
Ht,sk−Ht−δ t,sk
δ t
, (4.96)
in the form of a finite difference approximation, for the multiresolution analyses of two
adjacent time snapshots.
Further, we can (via a δ (x−y) separation) apply the standard wavelet decomposition
on each term of the analytical measure of flux. For instance,
dH
dt sk
= 2
∫
S
(A0 ·v)(x)ψsk(x)d2x ·
∫
S
Br(y)ψsk(y)d2y = 2
sm
∑
s=0
2s−1
∑
k=0
(A0 ·v)skBr,sk, (4.97)
where we note that the z-spatial co-ordinate has been dropped again (k = lm). This is a
multiresolution form of the helicity flux used in studies of the solar helicity flux through
the hemisphere (see, for example, Chapters 2 and 3). Using the surface flux transport
model simulations of Jiang et al. (2011) (J11 in Chapter 3), we calculate the helicity flux
associated with seven spatial scales in Figure 4.28. This data covers their simulations for
Solar Cycles 21 and 22, where time is counted from the beginning of cycle 21. As each
cycle develops, the helicity flux associated with the largest scale (2−1,−2 in (cos(θ),φ),
which equates to a hemispherical split), drops in line with an increase in helicity flux
associated with Br of a smaller scale. This can be interpreted as the decreasing relative
importance of polar (large scale) field relative to small-scale emerging active regions.
This behaviour is seen to repeat over the course of two solar cycles (the end of the figure
corresponds to the end of Cycle 22).
4.9 Summary and Conclusions
We have demonstrated how a multiresolution decomposition can be applied to the magnetic
helicity and field line helicity, crucial topological quantities in astrophysical applications
of the MHD equations. Our novel approach was compared to spectral (Fourier) helicity
decompositions, which demands periodic domains, the likes of which is rarely seen in
realistic observations and simulations. The method of multiresolution analysis has some
significant advantages over this purely spectral approach:
1. It requires no periodicity conditions on the domain thus has a far wider range of
potential applications.
2. It yields information on the spatial decomposition of helicity in the field, this is
particularly useful for fields with significant heterogeneity of their entanglement.
On the first point the we have circumnavigated any issues regarding gauge choice by instead
using a concrete geometrical definition of helicity which combines the results of Prior and
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Fig. 4.28 Helicity flux dH/dtsk of equation (4.97) for a portion of the simulations of Jiang
et al. (2011), scale 2−a,b refers to spatial scale 2−a2 in cos(θ) and 2−b2π in φ . Carrington
rotations are counted from the beginning of Solar Cycle 21.
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Yeates (2014) and Berger and Hornig (2018) to give a topologically meaningful definition
of the helicity which depends only on the magnetic field B and the physically–meaningful
winding between its fieldlines, represented as a two–point correlation vector C. It was also
shown that helicity can be written as the product of components of the multiresolution
expansions of C and the magnetic field B.
We have given an explicit geometrical interpretation of the coefficients Hsk (at scale
s and position vector k), whether one chooses to decompose B inside C or not. We
demonstrated this method on an intuitive example, with the mutliresolution analysis
correctly identifying the opposing twisting two flux tubes, where the Fourier decomposition
does not.
By using a purely geometrical definition of the helicity we were able to show that
helicity can be written as a linear sum:
H(B) = LE(B)+N(B), (4.98)
where the operator N is a sum over various contributions to the total winding (entanglement)
of the field from the various scales and spatial components of the multiresolution expansion
of the field B. The characteristic length scale L was required to balance units. This
decomposition not only places no requirement on the boundary conditions of the field but
gives information about the spatial distribution of contributions to this sum.
We further showed that the field line helicity A (γ), the average entanglement of the
field line γ with the rest of the field, can be composed into both spatial and scale components
using a multiresolution analysis (see equation (4.81)). Under an ideal evolution, when the
distribution of field line helicity is conserved, this decomposition could be used to provide
insight as to how the field’s topology redistributes both spatially and across scales i.e. flux
ropes kinking/expanding or buoyantly rising through the photosphere and out of the Sun.
As an illustrative example, we applied the field line helicity decomposition to an
analytic representation of a resistively relaxing magnetic braid whose total helicity is
conserved (mimicking well known numerical experiments of low plasma β resistive MHD
relaxation). In this case the spatially integrated sum of the field line helicity at each
scale, which is equal to the helicity in this case (and is hence conserved), indicated that
the conservation was maintained by a varying balance of entanglement on scales which
reflected the varying field line entanglement, and the twisted structure of the underlying
magnetic field. It was also seen that the variance in these contributions strongly correlated
with the variations in energy of the field during its relaxation. Further, we introduced
a simplistic quantitative definition of mixing which can be applied to any dichotomous
system. The mixing of the aforementioned system was also seen to vary in line with
fieldline helicity (as another measure of topological complexity).
Finally, we demonstrated how to apply this multiresolution decomposition to helicity
fluxes through a planar boundary. An example application of this to the helicity flux
associated with shear in a surface flux transport model over two solar cycles is used to
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indicate the analysis separates the varying contributions from the large-scale polar field
and the smaller scale active region contributions to the cycle variation.
If a vector potential definition of the helicity is used, then the winding gauge of Prior
and Yeates (2014) was recommended to be consistent with the rest of the results. The
helicity can still be written as a sum of the components of multiresolution expansions,
where the vector potential A replaces C. However, this methodology reintroduces the
gauge–defined boundary conditions. Other vector potential gauges, such as the Coulomb
gauge, do not have such a well–defined physical meaning. For open magnetic fields, when
using the classical gauge definition of helicity, we also demonstrated that the decomposition
can be applied to relative helicity.
There is enormous potential for the application of this work, in a range of simulated and
observation–driven MHD fields. It remains to be seen whether the two–point correlation
helicity measure will ever take precedent over the classical vector potential definition. Of
particular interest will be to apply these techniques to resistive MHD simulations akin to
our analytic example. Even outside of MHD, such as in the study of tornadoes, can the
vorticity at different scales be of potential interest.
One downside of this work is that we have chosen a preferred direction, z. Although
we can choose z arbitrarily, we cannot have it correspond to more than one direction
simultaneously. Thus, the natural choice for future extension is to generalise such that we
are averaging across all three possible choices of z. It would also be of interest to explore
how to decompose the two–point correlation captured within the toroidal–poloidal methods
introduced in Berger and Hornig (2018) as they are applicable to spherical domains. This
would also require a generalisation of wavelets to non–uniform grids.

Chapter 5
Localised Helicity contributions from
Asymmetric Volumes
5.1 Introduction
In Chapter 4 we introduced a novel method which separates magnetic helicity in terms of
its local contributions from variations within the magnetic field. Key to the novelty of that
methodology was the retention of additivity across the whole space, and a lack of boundary
assumptions. In the introduction to that method (Section 4.1), we discussed the concept
of absolute helicity, introduced by Berger and Hornig (2018), which is applicable to all
simply connected volumes (no holes). In this chapter, we will first investigate how the
toroidal–poloidal gauge is affected by the choice of geometry, and then secondly attempt to
define a localised helicity density. The choice of geometry in particular will be a consistent
theme throughout the chapter. Our localised helicity density will consist of a series of
absolute helicity values calculated by maximising the filling of the domain of interest with
geometries of differing shapes and scales. The definition of scale will closely follow that
established in the wavelet methodology, as shall be described.
The concept of calculating helicity within geometries which themselves fill the larger
domain is not entirely novel; in Longcope and Malanushenko (2008) the authors define
a relative helicity density within space-filling shapes. However, they require that each
subvolume is defined by a magnetic surface (B · nˆ = 0). In their work, subvolumes at the
outer edges of the domain also require special attention. As we will show, there are no
such constraints on our method.
In Section 5.2, we introduce the mathematical framework posed by Berger and Hornig
(2018) for a generalised toroidal–poloidal decomposition, with a particular interest in how
the asymmetry of the geometry affects the calculation of absolute helicity, as managed by
a shape field. This is followed by a description of how to solve the inverse curl problem
(previously described in chapters 2 and 3) for a surface geometry which is non–orthogonal
and curvilinear, in Section 5.3. Section 5.4 has us study how magnetic helicity presents
136 Localised Helicity contributions from Asymmetric Volumes
itself when the toroidal poloidal formalism has it be contained within the geometry itself,
rather than in the magnetic field.
We then move on to studying how to define a magnetic helicity density for a variety of
geometries. In particular, we will choose these geometries to be deformations of a sphere,
for which we define surface co–ordinates for a few geometries of interest in Section 5.5.
We then apply our methodologies to a constrained field as a test case in Section 5.6, and an
ABC field in 5.7. Finally, in Section 5.8 we perform a simple study of the strength of this
shape–field helicity for a number of simplistic shapes, and conclude in Section 5.9.
5.2 Methodology
We first review the mathematics behind the toroidal–poloidal decomposition, following
Berger and Hornig (2018) (BH18). We write the magnetic field B in terms of its poloidal
and toroidal components,
B = BT +BP, (5.1)
where BT and BP are the toroidal and poloidal components respectively. In the BH18
formalism, the magnetic field is decomposed in this way upon a series of concentric shells
(surfaces) which cumulatively make up the volume of interest. This space of shells is
fully described by a co-ordinate system (u,v,r), for which (u,v) describes the surface of
each shell, whilst r determines which shell is being considered. As such, r is taken to be
constant on each shell.
Upon each shell, the toroidal and poloidal components are then defined such that
BP(r) · nˆ(r) = Bn(r), (5.2)
BT (r) · nˆ(r) = 0, (5.3)
and
(∇×BP(r)) · nˆ(r) = 0, (5.4)
(∇×BT (r)) · nˆ(r) = Jn(r). (5.5)
Qualitatively, then, the poloidal field encompasses the entirety of the normal component
of the magnetic field (with respect to the concentric shell), whilst the toroidal field en-
compasses the normal current, Jn. We will often drop the (r) notation for brevity, but it is
assumed to be ubiquitous.
T and P, the poloidal and toroidal flux functions respectively, are solutions of a pair of
Poisson equations:
∆||P =−Bn, (5.6)
and
∆||T =−Jn, (5.7)
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where ∆|| is the two-dimensional surface Laplacian (∆||P =−∇2rˆP). On a cartesian plane
(x,y,z), the solution to (5.6) could then be written as
P(x,y) =
1
2π
∫ ∫
Bn(x′)ln|x−x′|d2x, (5.8)
(u = x,v = y) and similarly for (5.7). These expressions can also be written as
BP = ∇×D−1Bn (5.9)
BT =D−1Jn, (5.10)
where D is the normal curl operator:
DB = nˆ ·∇×B, (5.11)
such that D−1 is the inverse normal curl operator. The magnetic vector potentials are
defined similarly:
AP =D−1Bn, (5.12)
AT = T rˆ. (5.13)
It is known that the linking of the either the toroidal or poloidal field with themselves is
zero (H(BT ,BT ) = H(BP,BP) = 0)), such that the contribution to the absolute helicity (as
termed by BH18) upon each concentric domain, for either a sphere or an infinite Cartesian
plane, is given by
HA(r) = 2
∫
Sr
AP(x,r) ·BT (x,r)d2x. (5.14)
This expression applies equally well to open and closed magnetic fields: if we were to
calculate the magnetic helicity of some reference potential field (as to subtract its magnetic
helicity in the manner given by relative helicity), we would find it is always zero. This is
due to the fact that
B0,T = 0, (5.15)
as ∇×B0 = J0 = 0 for a potential field. The total absolute helicity contained within the
entire volume of shell-radius R (or some subdomain) for a spherical or planar (symmetric)
domain is then given by
HV =
∫ R
0
HA(r)dr. (5.16)
5.2.1 Asymmetric Geometries
The BH18 formalism of absolute helicity is designed to function not only for the standard
spherical and planar cases, but also for any simply connected domain. In such cases, the
boundary between a poloidal field and a toroidal field is not so clearly defined, as we shall
see.
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For example, imagine a tube resembling a incomplete figure of eight, such that it
doesn’t quite complete itself, as in Figure 5.1 (similar to that posed by Berger and Field
(1984)). We can easily consider these ends to be closed (either by a simple plane, or
hemispherical cap), and as such we ensure that there are no holes, and the tube is thus
simply connected.
Now, further imagine that there is a magnetic field threading through the entire geome-
try, emerging from one end and then re-entering the tube at the other end (such that the
magnetic field is itself a complete figure of eight). We can further define this magnetic
field to be always normal to the cross section of the tube. In this case, at every point along
the tube the magnetic field either has no toroidal component (at the two ends, where the
field can be treated as potential: Jn = 0), or no poloidal component (along the remainder of
the of the tube, where Bn = 0). By (5.14) and (5.16), this would indicate that the absolute
helicity is zero. However, such a magnetic field distribution clearly has helicity, due to its
Fig. 5.1 Pictorial example of an incomplete figure of eight.
writhe (self-crossing). This deeper subtlety was the focus of BH18, and it is prevalent (to
differing degrees) for all geometries which are radially asymmetric.
We must thus check that the two components (poloidal and toroidal) of the magnetic
field remain well-defined for any asymmetric domain. We can continue to define the
toroidal field as the inverse curl of the current, which is well-defined as all of the toroidal
field lines within each concentric shell must close.
For the poloidal field, however, BH18 found that if one attempts to define AP as in
equation (5.12), the resulting poloidal field (BP = ∇×AP) might not necessarily be a
two-gradient within the shell-surface (as is required to fulfil nˆ ·∇×BP = 0). In this case,
asymmetries associated with the shell’s structure have caused an additional, unwanted
toroidal field to appear:
JP,n = nˆ · (∇×∇×AP) =−nˆ ·∆AP, (5.17)
where ∆ is the standard Laplacian (for a given geometry). They thus conclude that an
additional term in the expansion of the magnetic field is required: the shape field, BS. We
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define
BP = B˜+BS, (5.18)
where B˜ = ∇×D−1Bn (for symmetric domains B˜ = BP), with A˜ =D−1Bn, such that the
shape field BS acts to negate the effects of asymmetry:
BS =D−1
(−ˆn ·∇× B˜). (5.19)
Qualitatively, then, the toroidal shape field is exactly opposite to that of the unwanted
toroidal component of B˜.
The absolute magnetic helicity associated with a series of concentric asymmetrical
shells within a volume containing a magnetic field is then given by the sum of the linking
of the toroidal field and the poloidal, plus the linkage of the poloidal field with the shape
field (acting to correct the first term of the sum):
HA = 2
∫ R
0
∫
Sr
A˜(r) ·BT (r)d2xdr+
∫ R
0
∫
Sr
A˜(r) ·BS(r)d2xdr. (5.20)
5.3 Solving the inverse curl problem
As in Chapter 3 (Section 3.2.1), the magnetic vector potentials associated with the toroidal-
poloidal decomposition are solutions of a Poisson equation. In some complex geometries
the solutions to this problem are not so trivial, and in this section we detail our numerical
methodology. In particular, the vector spaces for which this work is applicable are assumed
to be non–orthogonal and curvilinear, so we will not explicitly state the indexed equations
used, only describe them qualitatively.
We focus on the solution to the problem A˜ =D−1Bn, but the ideas naturally translate
to the solution for both the toroidal and shape field. The two conditions on A˜ are still that
it is solenoidal (∇ ·B = 0) and DA˜ = Bn, such that
∇ · A˜ = 0, (5.21)
and
(∇× A˜) · nˆ = Bn. (5.22)
We will choose our surface coordinate systems to resemble that of a sphere (u = θ ,v =
φ ). This has topological grounding: an asymmetrical simply connected surface is simply
the result of deformation applied to a sphere (which has constant curvature), where this
deformation is the root cause of the shape field associated with such asymmetrical surface.
Choosing a fixed co-ordinate system also maximises the generality of the numerical code.
Co-ordinate lines will then be representative of latitude and longitude lines. Given a
resolution in θ of nθ , and φ of nφ , which we index by l,m respectively, for every vertex
defined by a specific value of (l,m), we have a curl and divergence equation.
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As in the previous chapters (2 and 3), for nθ latitude lines and nφ longitude lines
forming vertices, each of which has two components (given by A˜θ and A˜φ along the vertex
lines), there are 2nθnφ unknowns. Further, at the polar points (θ = 0,π) we have two
co–ordinate singularities, such that r(θ ,φ) = r(0,φ) = r(0) (and similarly for θ = π). As
such, at these points we have
√
g = 0, where g is the determinant of the spatial metric,
and we cannot properly resolve the partial differential equations at this point. Instead, we
choose to start our co-ordinate system at δθ (where δθ = θ/n), and end at π−δθ (with
n′θ = nθ −2 latitude lines).
As in the earlier chapter of this thesis, to resolve the polar magnetic flux which we
have disregarded, recall that if at every vertex, bar one, we have fulfilled the divergence
equation (∇ ·B = 0), then we must have also fulfilled it at the final, unevaluated vertex.
The final divergence equation is then null, and we instead use it to properly resolve the
poles. This final divergence equation is taken as a line integral around the co–ordinate line
θ = δθ , such that it encloses the un–evaluated polar point, which (by Stokes’ theorem)
must equal the polar flux, and as such the polar flux is properly accounted for.
Finally, we check that the net flux out of each surface is zero (to again ensure divergence–
free fields) for our numerical approximations of a magnetic field. If this is not fulfilled, we
simply take the difference and spread it across every face as a function of the relative area
of that face.
Writing this system as a matrix, we can treat it as sparse for the sake of numerical
efficiency (as the majority of equations only refer to a small number of unknowns each).
To check, calculating the sparsity of our matrix, given by the ratio of co-efficients equal to
zero to the total number of co-efficients, gives a value of 0.992 (indicating an extremely
sparse matrix). The numerical codes used to solve, assess, and plot these systems were
written in both Python and Mathematica (with agreement between the two).
The vector derivatives of equations (5.21) and (5.22), in a geometry which is neither
assumed to be orthogonal nor linear, are given by
∇ ·A= 1√
g
∂
∂qi
(
√
gAi), (5.23)
(∇×A)k = ε
i jk
√
g
∂A j
∂qi
, (5.24)
respectively, where ε i jk is the fully three–dimensional Levi–Civita symbol, are heavily
dependent upon the metric tensor gi j (for which g = detgi j). We have chosen not to
expand the curl equation (5.24) using Stokes’ theorem due to the added complexity of a
non–orthogonal curvilinear co–ordinate system. Note that these expressions are dependent
upon both the contravariant (Ai) and covariant (A j) expansions of a vector and covector
respectively. The covariant vector is the more physical of the two, as it changes in–line
with the co-ordinate system (under, for example, a rotation), but both sets of expansion are
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necessary. The metric tensor (in three–dimensions) is most commonly written
gi j =
ei · ei ei · e j ei · eke j · ei e j · e j e j · ek
ek · ei ek · e j ek · ek
 ,
where
ei =
∂r
∂qi
, (5.25)
is the covariant basis vector defined on the co-ordinate system (θ ,φ ,r) = (q0,q1,q2), with
r = x(θ ,φ ,r)xˆ+ y(θ ,φ ,r)yˆ+ z(θ ,φ ,r)zˆ. (5.26)
The metric tensor defines both distance within a vector space, and the line element
ds2 = gi jdqidq j
= g00dθdθ +g11dφdφ +g22drdr+2g12dφdr+2g01dθdφ +2g02dθdr, (5.27)
for some infinitesimal change (dθ ,dφ ,dr). Note the use of Einstein summation notation.
The interchange between a contravariant and covariant expansion is facilitated by
lowering and raising of indices via the metric tensor,
A j = gi jAi. (5.28)
We must note that whilst there is no Ar component, as the poloidal vector potential is
in effect a toroidal vector field (the curl of a toroidal field is a poloidal vector field, and
vice–versa) , there could be an Ar component, given by
Ar = gθrAθ +gφrAφ , (5.29)
which is non–zero when the metric is non-diagonal due to a lack of orthogonality in our
co-ordinate system. The other two covariant components are given by
Aθ = gθθAθ +gφθAφ , (5.30)
Aφ = gθφAθ +gφφAφ . (5.31)
When calculating magnetic helicity, we must take the dot product of a vector potential
with a curled quantity, and as such need a properly generalised dot product. This is given
by
A ·B= gi jAiB j. (5.32)
Naturally
dl(θ1,φ1),(θ2,φ2) = (θ2−θ1,φ2−φ1,0), (5.33)
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is the vector (determined by the resolution) going from (θ1,φ1,r) to (θ2,φ2,r). Finally,
upon the surface of each individual shell making up our domain, the area element is given
by the first fundamental form:
dA =
∫ ∫ √
g00g11−g210dθdφ . (5.34)
Throughout this chapter, unless otherwise specified, we will perform our calculations
at the following resolution:
nθ = 82, (5.35)
nφ = 82, (5.36)
nr = 16. (5.37)
5.4 Where is the Writhe?
Before looking at how the BH18 formalism can be applied to produce a measure of helicity
density, we will first consider the illustrative motivator for the shape field given in Section
5.2.1, where we introduced an incomplete, but crucially closed, figure of eight. In this
section, we will model this geometry to see how the numerical result compares with the
theoretical hypothesis.
Fig. 5.2 Pictorial representation of the Frenet Serret frame, displaying each of the three
Frenet-Serret vectors.
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The tubular section of the figure of eight can be generated using a Frenet-Serret frame,
which is made up of three vectors; the tangent vector to the curve T, the normal to the
tangent, N, and the binormal BF . T follows the standard definition of a tangent vector,
pointing in the direction of traversal. N is the derivative of T, with respect to the arc length
parameter along the curve. Finally, BF , is formed by taking the cross product of T and N.
Specifically, BF is the normal to the plane defined by unit vectors T and N, within which
the curve lies at any given instant. All three vectors are shown pictorially in Figure 5.2 for
a generic example curve.
The expressions defining the frenet frame are given by
dT
ds
= κN,
dN
ds
=−κT+ τBF , (5.38)
dBF
ds
=−τN,
where s is the arc length parameter of the curve, τ is the torsion of the curve, given by
τ =−N · dBF
ds
, (5.39)
and κ is the curvature, given by
κ = ||dT
ds
||. (5.40)
In this framework, the tubular section can be parameterised as
rTube(θ ,φ) = T(θ)+ r cos(φ)N(θ)+ r sin(φ)BF(θ), (5.41)
where the original curve f8 is given by
f8(θ) =
(
cos(2.2θ),sin(4.4θ),
sin(2.2θ)
3
)
, (5.42)
for 0.1π ≤ θ ≤ 0.9π . We must also otherwise close the ends of the figure of eight, else
we would produce a geometry with holes. We choose to close the ends with hemispheres,
given by
rEnd1(θ ,φ) = r sin(5θ)cos(φ)xˆ+ r sin(5θ)sin(φ)yˆ+ r cos(5θ)zˆ, (5.43)
where rEnd1 denotes the θ = 0.1π end (0≤ θ ≤ 0.1π). rEnd2 is defined similarly.
The ends of the tubular section are not aligned with the standard cartesian co-ordinate
system (x,y,z), and as such we must align the hemispheric geometry with the co-ordinate
system (N, T, BF). This is done using the Euler angles (α,β ,γ): on a sphere these are
known as pitch, tilt and roll, and can be used relocate any one point on the sphere to any
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other point. In Figure 5.3, we show the three angles pictorially for translating from one
co-ordinate system (x,y,z) to another (X,Y,Z).
Fig. 5.3 Pictorial representation of the Euler angles for transforming to a frame (X,Y,Z)
from another frame (x,y,z).
To transform into the new coordinate system, one first rotates around the z unit vector
(of the original Cartesian co-ordinate system) by angle α , then around x by angle β , and
finally around z again by angle γ . We calculate these angles according to the formulae
α = arccos
( −Zy√
1−Z2z
)
, (5.44)
β = arccos(Zz), (5.45)
γ = arccos
(
Yz√
1−Z2z
)
, (5.46)
where Zy denotes the y component of the vector defining the new z unit vector, etc. The
transformation between frames can then be written
RF8 = Rz(γ)Rx(β )Rz(α), (5.47)
for the standard three-dimensional rotation matrices around the x and z Cartesian axes.
Taking RF8rEnd1 applied to each end, and taking account of the proper origin, we arrive at
the geometry as shown in Figure 5.4. Here, green denotes the tubular geometry whilst red
and blue are the two hemispheric caps.
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Fig. 5.4 Figure of Eight geometry as used in gauge calculations with hemispheric caps.
Green denotes the tubular portion of the geometry, whilst red and blue denote the change
in co-ordinate systems to the hemispheres.
In our original thought experiment, we envisaged a magnetic field which takes the form
of a complete figure of eight. By aligning this magnetic field with our incomplete figure
of eight geometry, then we should be able to measure the magnetic helicity associated
with its writhe (self-crossing). Given the nature of our incomplete figure of eight, the
magnetic field will emerge (Bn > 0) from one hemispherical cap, and then re–enter the
closed domain at the other cap (Bn < 0). We assume that the magnetic field is exactly
normal to these hemispherical caps, such that from the perspective of a toroidal–poloidal
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decomposition, it is a potential field at the caps. As such, we take
BF8 · rˆ =

1 ∀ 0≤ θ < 0.1π,
0 ∀ 0.1π ≤ θ < 0.9π,
−1 ∀ 0.9π ≤ θ < π,
with BF8 · θˆ = BF8 · φˆ = 0 on the caps. Thus, BF8,T = 0 and ∇×BF8 = JF8 = 0 on the caps,
accordingly. Elsewhere, along the tube, BF8 is exactly toroidal.
In the case of a magnetic flux tube of radius 0.3 and magnetic flux ΦF8 = 0.28 we
would expect (if it were embedded in a Cartesian volume) a magnetic helicity of HF8 =
LF8Φ2F8 = 0.079 (with LF8 = 1).
Comparatively, by applying our methodology to this problem, with the magnetic field
being largely enclosed by the incomplete figure of eight, we find that
HA = 2
∫ r
0
∫ π
0
∫ 2π
0
A˜ ·BT dφ dθ dr+
∫ r
0
∫ π
0
∫ 2π
0
A˜ ·BS dφ dθ dr
= 0+0.071,
which is accurate to within 90% of the theoretical result. We tested this for a variety
of magnetic field strengths, and found the results to be consistent (we believe a higher
resolution would improve the result). As such, we have demonstrated that the shape field
is exactly contributing to the overall helicity in specialised geometric cases. Additionally,
the helicity associated with linking has shown to be contained within the linking tubes
themselves, not arbitrarily between the two linked regions (otherwise our integration within
the tube would not capture it).
In Figure 5.5 we present a vector plot of the shape field associated with the above
calculation, the implications of which are not immediately obvious. The regions in which
we see circulation are clearly the points for which JP,n were most intense. These seem to
occur where the tube experiences the most curvature/torsion (as we would expect), which
presumably overall captures the total writhe of the geometry which corresponds to the
linking.
5.5 A Local Helicity Density
Now that we have established the theoretical underpinning of the toroidal–poloidal decom-
position, and in particular that of the shape field, we move to look at how it can be used
to define a space–filling magnetic helicity density within a given domain of interest. We
must also ensure that at no point do we double–count a portion of the magnetic field in our
calculations.
The Kepler Conjecture states that the tightest possible packing of spheres has a density
of 74.05%, using the most efficient lattice. This volume coverage will likely vary for
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Fig. 5.5 Vector (yellow) plot of the shape field associated with a Figure of Eight with a
potential field linking the two ends.
different geometries, such as cylinders, or even in the extreme case of non-overlapping
figures of eight. As such, we choose to follow the convention established by the wavelet
decomposition in the previous chapter: we will fill the domain of interest with a number
of non-overlapping shapes, such as cubes or spheres, at a range of scales. We will again
choose these scales to be factors of two, such that Ls = 2−sL, where L is the domain length
and Ls is the length of the largest concentric shell of a given domain at scale s. Note that
we do not refer to the radius of a given shell, as our formalism has the radius being constant
across the shell (when the Cartesian radius may in fact vary for, say, a cube).
As an example, consider a periodic magnetic field data cube, with xmin = ymin = zmin =
0 and xmax = ymax = zmax = 2π . Then, at scale s = 0, there will be exactly one value of
absolute helicity ‘density’ (it has no spatial variation) calculated from a series of, say, cubic
concentric shells centred at the midpoint of the domain, (π,π,π). When using concentric
shells that have a cubic surface, this value of absolute helicity should correspond to the
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total helicity of the data cube, but if were to employ spherical shell surfaces, then we would
naturally miss some of the volume (how this missing volume affects the calculations of an
absolute helicity density is considered in the following section). At scale s = 1 there will
be exactly eight values of absolute helicity, calculated from geometries of volume (L/2)3
centred at (π/2+dxπ,π/2+dyπ,π/2+dzπ), where dx,y,z = {0,1}. This pattern is held
consistently regardless of the surfaces being used.
By studying how the absolute helicity varies in space with decreasing spatial scale we
will be able to learn about the scales and localities of the helicity structures within the
magnetic field. Unlike the wavelet decomposition, this measure will not be additive, but it
has a more intuitive physical meaning as the ‘helicity in a box’, whereas wavelets could
tell us about the helicity associated with magnetic field that varies at a certain scale and
locality.
As specified earlier, we will perform the calculations of absolute helicity at the follow-
ing numerical resolution:
nθ = 82, (5.48)
nφ = 82, (5.49)
nr = 16, (5.50)
for the largest spatial scale (s = 0), but then each resolution parameter will be multiplied
by a factor of
1
5/2(s+1)
, (5.51)
for all subsequent scales. We found that altering each of the resolutions by up to ±20%
made no discernible difference.
To begin with, we detail the geometries with which we are interested, and show how to
represent them in a spherical-esque coordinate system.
5.5.1 Geometries
Sphere
A sphere of radius r is properly described by the spatial vector
r = r sin(θ)cos(φ)xˆ+ r sin(θ)sin(φ)yˆ+ r cos(θ)zˆ, (5.52)
with metric tensor
gi j =
r
2 0 0
0 r2 sin(θ) 0
0 0 1
 .
Although a sphere is mathematically symmetric in the radial direction, a numerical approx-
imations of a sphere will have an associated shape field due to restrictions in resolution.
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The shape field then quantifies how far (geometrically) our sphere of resolution n is from a
true sphere.
Spherical Cube
The vast majority of dynamo, and in general MHD, simulations (including those studied
in this article) are of a cuboid structure, with flat edges associated with either magnetic
surfaces and or free or periodic boundaries. Thus, outside of Fourier analysis, it has been
difficult to probe the distribution of helicity within these simulations. As we discussed
in the previous chapter, spectral methods can also be inherently misleading. One could
attempt to fill the simulation volume with spheres, and calculate the relative helicity of each
sphere, but (as we discussed earlier) these are inherently non-space filling nor additive.
A cube is an inherently complex shape; at the corners there is an nonfinite amount
of curvature contained in an infinitesimal space, or in other words a discontinuity. Our
co-ordinate system will therefore itself be discontinuous. We take the coordinate system,
modelled upon that of a distorted sphere:
r=

Θrxˆ+Θr tan(φ)yˆ+ f (θ ,r)zˆ ∀ 7π/4 < φ ≤ π/4,
Θr cot(φ)xˆ+Θryˆ+ f (θ ,r)zˆ ∀ π/4 < φ ≤ 3π/4,
−Θrxˆ−Θr tan(φ)yˆ+ f (θ ,r)zˆ ∀ 3π/4 < φ ≤ 5π/4,
−Θr cot(φ)xˆ−Θryˆ+ f (θ ,r)zˆ ∀ 5π/4 < φ ≤ 7π/4,
where
Θ=

4θπ ∀ 0≤ θ ≤ π/4,
1 ∀ π/4≤ θ ≤ 3π/4,
4π−θπ ∀ 3π/4≤ θ ≤ π,
and
f (θ ,r) =

r ∀ 0≤ θ ≤ π/4,
r(−4θπ +2) ∀ π/4≤ θ ≤ 3π/4,
−r ∀ 3π/4≤ θ ≤ π.
Figure 5.6 shows how this decomposition resembles a sphere.
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Fig. 5.6 Co-ordinate lines of a spherical co-ordinate representation of a cube.
Half Sphere
As we demonstrated in chapters 2 and 3, the helicity associated with a dynamo (in those
cases, the Sun) is best represented on a hemispherical basis. A closed hemisphere, in the
style of a sphere, can be written
r=
{
r sin(θ)cos(φ)xˆ+ r sin(θ)sin(φ)yˆ+ r cos(θ)zˆ ∀ 0≤ θ < π/2
r cos(φ)(−2Θ+2)xˆ+ r sin(φ)(−2Θ+2)yˆ ∀ π/2≤ θ < π,
where again Θ= θ/π . However, this geometry is not sufficiently three-dimensional in the
equatorial plane, as it can be approximated by polar co–ordinates due to the parallel nature
of r and Θ. This would result in √g = 0 due to the parallel nature of rˆ and θˆ . As such, we
choose
r=
{
r sin(θ)cos(φ)xˆ+ r sin(θ)sin(φ)yˆ+ r cos(θ)zˆ− r2 zˆ ∀ 0≤ θ < π/2
r cos(φ)(−2Θ+2)xˆ+ r sin(φ)(−2Θ+2)yˆ− r2 zˆ ∀ π/2≤ θ < π,
such that the centre of the hemisphere moves down at a rate half of that at which its volume
is expanding, ensuring the geometries are nested. This is a numerical ’trick’ to ensure
continuity of a three-dimensional metric - the field which we assume to act on the surface
of each substructure need not depend on the spatial variables.
Large scale magnetic fields, such as those describing the geomagnetic field of the
Earth, are often written in terms of a spherical harmonic expansion. A large number of
these functions Y ml have equatorial symmetry, such that the helicity associated with a
symmetric component of a magnetic field would sum to zero, despite the magnitude of
this contribution. By treating the hemisphere’s separately, we overcome this cancellation.
Further, by including the equatorial plane in the calculation of A˜, we can enhance our
estimate of helicity both contained in each hemisphere and how it is transferred between
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hemispheres. In such an example, we would calculate the normal field at each face
according to the original expression (i.e. without the −r/2 zˆ term).
5.6 A Constrained Field Example
In Smiet et al. (2015), the authors derive an analytical expression for a magnetic field given
by the evolved state of an initially knotted, but consistently well–constrained magnetic
field. This evolution is performed in a resistive MHD regime in a periodic box of length
2πl0, where l0 is some characteristic length parameter. Naturally, as their simulations
progress, the field simplifies (reducing magnetic energy). They find that the final form of
the magnetic field lies upon a set of nested toroidal magnetic surfaces, and can be described
by the following expression in Cartesian coordinates:
B(x,y,z,r0,a,ω1,ω2) =
4r40
√
a
π(r20 + r2)3
(
2(ω2r0y−ω1xz),
−2(ω2r0x+ω1yz),ω1(−r20 + x2+ y2− z2)
)T
. (5.53)
Here, r0 defines the radius of the smallest nested toroid, for which the field lines wind
around ω1 times in the poloidal direction (“the short way around") and ω2 times in the
toroidal direction (“the long way around") (note that these are not the same ’toroidal’ and
’poloidal’ which are the subject of this chapter), and a is a unit correction constant, which
will be set to one.
In Figure 5.7, we plot this field for r0 = 1.1, ω1 = 0.17, and ω2 = 0.19 (an example
given by the original article) using a simplistic Runge Kutta code. It is clear to see that
the field is well constrained within a short range of the origin (restricted by the r6 term
in the denominator), as well as being a well-twisted structure, indicating the presence of
magnetic helicity. These parameters will be used throughout this study unless otherwise
stated.
The work of the Smiet et al. (2015) paper is a particularly good test case as they have
calculated an expression for the magnetic helicity of the total field for any set of parameters,
given by
H =
∫ ∞
0
∫ π
0
∫ 2π
0
4ar70ω1ω2
π2(r20 + r3)3
r2 sin(θ) dφdθdr = ar40ω1ω2. (5.54)
Note that the integration over all space allows us to use the classical definition of helicity.
Further, their article states that the constants are strictly positive, meaning that we have
a strictly positive helicity. This does not however imply that the helicity is everywhere
positive. The distinction between helicity signs and magnitude at different scales is the
very purpose of this work.
In Figure 5.8 we plot the ratio of the absolute magnetic helicity contained within a
spherical geometry of spherical radius r with that of the analytical expectation above, as a
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Fig. 5.7 Runge Kutta plot of the field given by equation 5.53, with parameters r0 =
1.1, ω1 = 0.17, and ω2 = 0.19. Each coloured line indicates an individually seeded
field-line with a fixed step length (giving variable length).
secondary test case. Each individual line corresponds to a randomised set of parameters
r0,ω1,ω2. As we approach r≈ 2, these lines approach unity, as we would expect, indicating
again that the methodology of this work is correctly calculating magnetic helicity. The rate
at which unity is reached is naturally dependent upon the parameters themselves, as they
alter the inherent structure of the magnetic field. The value of runity ≈ 2 is predicted in
Figure 5.7, where (for r > 2), we see |B| approach zero.
In figures 5.9 and 5.10 we plot bubblegrams (as described for the wavelet methodology
in Chapter 4) of the absolute magnetic helicity as a function of space, for scales s =
0,1,2,3,4, using spherical and cuboid domains respectively, as described in Section 5.5.
As we have previously described, scale 20 (s = 0) should correspond to the total helicity of
the field, which corresponds to HK = 0.04729043 for this set of parameters. In this case,
the spherical domains have captured 98% of the theoretically expected helicity, whilst
the cuboid domain captured 90% of the total helicity, which is admittedly contrary to our
expectation. One likely explanation for this is linked to the necessity of a finite numerical
resolution: a cuboid will assign a greater weighting (relative to its total resolution) to the
field at the outer edges of the domain (which has been shown to be asymptotically zero).
A sphere will approach these boundaries more slowly (except for along the equator), and
as such a greater weighting is placed where the field is non–trivial. We will attempt to
demonstrate this below.
The two choices of domain (spherical and cuboid) are in agreement that the vast
majority of the magnetic helicity is on the scale of the domain. At scales 2−2 onwards, we
see that there is a an increasingly amount of small scale absolute magnetic helicity located
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Fig. 5.8 Value of the ratio between the magnetic helicity calculated within spheres centred
on the origin, and the analytical expression of (5.54), where each line was generated by a
set of randomised parameters for r0,ω1 and ω2.
in one corner of the knotted field. This is contrary to what one might expect having looked
at only the field line distribution, which implied that the helicity is entirely centred on the
origin at all scales. The amplitude of this helicity implies that is likely numerical noise,
however.
In Figure 5.11, we plot the ratio of the helicities at each locality, as a function of scale,
between the results obtained for a sphere and cuboid. This ratio is given by
|HA(x,y,z,s)[Sphere]|
|HA(x,y,z,s)[Cube]| (5.55)
where (x,y,z) is the centre of a given locality, which is held consistent for both the sphere
and cube, being dependent only upon the domain itself (as described in Section 5.5). The
locality index (LI) advances by one for each subsequent locality considered. Thus, LI = 0
corresponds to the single value of absolute helicity considered at s = 0. Then, 1≤ LI≤ 8
corresponds to the eight localities of volume (L/2)3 required to maximally fill the domain
at scale s = 1, etc. The colour coding within the figure indicates which portions of the LI
correspond to which spatial scale: there is no locality information in the index itself, it acts
only to compare the helicity at the same centrality, regardless of where that centrality is.
Although initially above one (see the discussion above), the ratio does settle well below
unity, at around 0.4. The pattern does appear cyclic, likely associated with how close the
locality associated with each index is to the origin (where the magnitude of the magnetic
field is most intense). At the smaller scales, the differences in relative weighting of the
field becomes less important, which are also the scales where we see the cube out-perform
the sphere (based on the positive–definite nature of magnetic helicity in this case).
154 Localised Helicity contributions from Asymmetric Volumes
Fig. 5.9 Helicity as a function of space at scale s= 0,1,2,3,4, calculated using the toroidal
poloidal density applied to spherical domains, for the knotted field described in equation
(5.53).
Finally, in Figure 5.12, we plot the relative contribution of the shape field helicity to
the total absolute helicity,
HS =
|∫ r0 ∫ π0 ∫ 2π0 A˜ ·BS dφ dθ dr|
|HA| , (5.56)
for both the cuboid (blue) and sphere (red) calculations. As we would expect, the shape
field associated with the spherical case, whilst non-zero, offers a much smaller contribution
than that in the cuboid case (with a maximum of 2% compared to 35%). The mean
relative contribution of the shape fields from the sphere and cuboids are 0.58% and 14.2%
respectively.
Again, the shape field contribution appears to demonstrate cyclic behaviour, for which
the two methods themselves are roughly in sync (although there appears to be a small
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Fig. 5.10 Helicity as a function of space at scale s = 0,1,2,3,4, calculated using the
toroidal poloidal density applied to cuboid domains, for the knotted field described in
equation (5.53).
deviation in the cuboid case during the maxima). This is likely associated the specific
magnetic field distribution at the given locality.
It is important to note that direct comparisons of shape field here would not be rigorous:
the differing structure of the two geometries means that the magnetic field through each
face (Bn(θ ,φ )) is different for both the sphere and cuboid, even assuming they are centred
at the same locality. We will test this more rigorously later in this chapter. In the next
section, we apply our methods to a forcing which is known to be able to produce a
magnetohydrodynamical dynamo.
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Fig. 5.11 Ratio of helicity contained within a sphere versus that of a cube at each locality
and scale. Colour indicates the scale which the index refers to.
Fig. 5.12 Ratio of magnitude of helicity contributed by the shape field to that of the linking
of the toroidal and poloidal fields, for both the sphere (red) and cuboid (blue) case.
5.7 ABC Field
The future impact of this work is the potential to be able to analyse the localised density
and scale of helicity within complex MHD simulations and observations, as both a function
of space and scale. Recall from the previous chapter, the Arnold-Beltrami-Childress (ABC)
magnetic field/forcing is given by
BABC = (C cos(y)+Asin(z),Acos(z)+Bsin(x),Bcos(x)+C sin(y)), (5.57)
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Fig. 5.13 Magnetic helicity associated cuboid (left) and spherical (right) domains with
decreasing scale (down), as applied to an ABC field with A = 3, B = 2.5, C = 4.5.
for constants A,B,C, and is such that BABC = AABC = ∇×BABC. In this section, I apply
our methodology to such a magnetic field.
The ABC field is of particular interest as it has a positive definite helicity “density", as
∇×B = B, such that A = B, and
A ·B = |B|2. (5.58)
Integrating over all space gives a total magnetic helicity
HABC(A,B,C) = 8π3(A2+B2+C2). (5.59)
Taking A = 3, B = 2.5, C = 4.5, we have HABC = 2802, we apply our methodology (from
both spheres and cubes side–by–side) in Figure 5.13, with cuboids on the left and spheres
on the right. Further, in Figure 5.14, we plot the ratio between the values of absolute
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Fig. 5.14 Ratio of magnetic helicity as captured by spherical and cuboid domains, as a
function of locality through all scales.
helicity associated with each locality (as in Figure 5.11). The results in this case are more
in line with expectations, lending credence to our theory regarding the resolution weighting
theory when considered alongside the unconstrained nature of the ABC field. The largest
spatial scale in the cube case captures basically the entire helicity structure (99.8%), whilst
the spherical example massively underperforms (55%). This value is in line with a basic
estimation of the ratio between a spherical and cubic volume of the same radii;
4/3πr3
(2π)3
= 0.52, (5.60)
(taking into account of the inhomogeneity of the ABC field). The structure of the ABC
field can be seen at scales 2−3 and 2−4 The ratios in Figure 5.14 show that the cube
consistently outperforms the sphere at all scales. Finally, in Figure 5.15, we plot the value
of the magnetic helicity from the shape field associated with each locality at each scale for
both the sphere and cube. We see no notable change from that of the previous example (a
constrained, knotted field).
5.8 Asymmetry Contributions
In sections 5.6 and 5.7 we have demonstrated that the shape field, on average, behaves as we
would expect when comparing its relative contribution to the absolute helicity associated
with cuboid and spherical domains. However, we noted that the comparisons were not
precisely rigorous, due to the disparities between the values of Bn on the faces (due to the
geometrical differences). We circumvent this problem by defining B as a function of (θ ,φ)
(referring to the general spherical-decomposition used throughout this chapter). Spherical
harmonics are a well known example of such functions, which we will make use of in this
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Fig. 5.15 Magnitude of shape field as a function of locality for both spheres and cubes, as
applied to the ABC field.
subsection. They are especially useful in this context as they fulfil∫
S
Y ml dθdφ = 0, (5.61)
the divergence free condition. As such, we choose
Bn(θ ,φ) = Y ml (θ ,φ), (5.62)
with Bθ = Bφ = 0. This admittedly does not resolve the disparity between the areas of
individual face-elements, but is otherwise an improvement to the previous comparisons.
In figures 5.16, 5.18 and 5.20 we plot B˜ associated with Bn = Y 25 (θ ,φ) alongside
their respective BS in figures 5.17, 5.19 and 5.21 for the spherical, cubic and cylindrical
geometries respectively. Note that in this case, we take nr = 3 (the minimum number
required to calculate a central-difference curl), but nθ and nφ remain unchanged. The
vectors associated with each vector field are given in yellow, with the magnetic field
indicated by blue/red (positive/negative), against a neutral green background. Further, in
Table 5.1, we give the values of ∫
S
B˜ · B˜dθdφ , (5.63)
and similarly for the shape field BS, and the ratio between the two for the spherical, cubic,
half sphere, figure of eight and cylindrical geometries.
Demonstrably, in all cases for which the shape field is non-zero (in a notable sense), it
is most intense around the regions for which the geometries experience the most intense
curvature. This is as we would expect, and in line with the results of Section 5.4. In
this ideal case, we find the shape field associated with the sphere to be extremely small
in magnitude (although not necessarily small in terms of its helicity contribution), as
160 Localised Helicity contributions from Asymmetric Volumes
Fig. 5.16 Vector potential B˜ on a sphere
for Bn = Y 25
Fig. 5.17 Shape field BS on a sphere for
Bn = Y 25
Fig. 5.18 Vector potential B˜ on a cube
for Bn = Y 25
Fig. 5.19 Shape field BS on a cube for
Bn = Y 25
Geometry B˜ Integral (×10−2) BS Integral (×10−2) Ratio
Sphere 1.13 3.74×10−7 3.29×10−7
Cube 3.32 0.461 0.138
Half Sphere 5.64 0.552 0.098
Figure of Eight 32.2 41.1 1.28
Cylinder 12.1 2.04 0.17
Table 5.1 Values of B˜ integral and BS integral according to a magnetic field Y 25 , which is
fixed in (θ ,φ ) rather than in (x,y,z).
compared to previous results for the constrained knotted field, and ABC field. The
magnitude of the shape field in the cube geometry is also lower, perhaps implying that
magnitude is not a perfect measure of relative importance of helicity contribution, in this
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Fig. 5.20 Vector potential B˜ on a cylinder
for Bn = Y 25 Fig. 5.21 Shape field BS on a cylinder for
Bn = Y 25
case. This is especially notable for the figure of eight, where the magnitude ratio is close
to one, whilst the relative contribution of the shape field is 100%.
We note in particular that the magnitude of the shape field for the cylinder is bigger
than that from the cube geometry, despite the cube geometry appearing to have additional
discontinuities. This, combined with the notable smallness of the shape field magnitude
for the half–sphere, illustrates the importance of radial symmetry when considering the
importance of the shape field, not just the degree of discontinuity. We then, in figures 5.22
and 5.23, plot the ratio between the absolute helicities contained within cylinders, and the
relative contribution to absolute helicity from the shape field for the cylinder, for the ABC
field, both as compared to the case when using cubic shells, as an additional data point.
The ratio of absolute helicity captured by cylinders, as compared to cubes, is extremely
close to the ratio of their volumes:
2π4
(2π)3
= 0.79. (5.64)
The relative contribution to the shape field in the case of the cylinder is, in this case, very
slightly lower than that of the cuboid.
5.9 Summary and Conclusions
We have computed numerically the theoretical concepts proposed in Berger and Hornig
(2018), in which a magnetic field within a generic magnetic is decomposed into its poloidal
(Br = 0) and toroidal (Jr = 0) components upon a series of concentric shells making up
said geometry. We have performed the first numerical calculations of the shape field
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Fig. 5.22 Ratio of magnetic helicity as captured by cylindrical and cuboid domains, as a
function of locality through all scales.
Fig. 5.23 Magnitude of shape field contribution to magnetic helicity as a function of locality
for both cylinders and cubes, as applied to the ABC field.
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associated with radial asymmetries within these shells, which we found indeed highlight
their asymmetries, and are seen to make notable contributions to the balancing of the
overall helicity. In particular, in the illustrative example of an incomplete figure of eight,
which is completed by a potential field, we found that the shape field alone captures the
writhe associated with its crossing. This showed that writhe is contained along fieldlines,
rather than (say) at some generic point between the two crossing fieldlines.
We also showed that the generalisability of the toroidal–poloidal decomposition allows
it to be used as a helicity density in a variety of circumstances. In particular, the geometries
used to define said density can offer information about the field, by comparing the helicity
densities calculated using differing geometries. This definition of density is not as rigor-
ously well–defined as that of proposed in Chapter 4, but the intuition as the ‘helicity in a
box’ could be useful for certain subsets of field. Further, it is unrestricted by the wavelet
requirement (at least in three–dimensions) to a cubic domain.
Finally, as a point of interest (and to some degree a numerical check) we calculated the
magnitude of the shape field associated with a small range of theoretically relevant geome-
tries for a fixed magnetic field which depended only on the co-ordinate decomposition, not
the locality (to ensure cross–comparison).

Chapter 6
Summary, Conclusions and Further
Work
The aim of this thesis was to first establish magnetic helicity as a meaningful quantity in
context of the solar dynamo and, with such a context as a motivator, develop theoretical
results which will enable further, more detailed study. In particular, we were motivated by
the concept of alpha quenching, which indicated that magnetic helicity is directly related
to both the function of the solar cycle, and the ability for the dynamo to transfer energy
between states.
In Chapter 2, we demonstrated that whilst the polar field was a good indicator of the
strength of the next solar cycle, being the field which is wrapped up by the omega effect,
large–scale magnetic helicity flux was in most cases statistically superior. Physically, this
is because the amount of magnetic field being wrapped up is the helicity flux, but also
because we must take account of magnetic field below the polar field cap.
In particular, we found that a hemispherical splitting of both magnetic helicity flux
and sunspot number offered the best statisical correlation. There is, however, a lack of
data available for such comparisons. To obtain a significant number of data points we
resorted to reconstructions of the magnetic field, but these were found to be too noisy and
unreliable.
In Chapter 3, we studied the helicity flux associated with shear motions on the Sun
in more detail using the output of a pair of surface flux transport models. They offered a
good comparison through the differences in the flux emergence term: one model employed
magnetogram–filtered emergence, whilst the latter used semi–synthetic sunspot number
data. The latter model allows a much longer simulation time.
Surface flux transport models offer a higher spatial resolution than that used in the
previous chapter. Helicity fluxes were also calculated for the shear effects of meridional
velocity and supergranular diffusion. However, these additional helicity fluxes proved
to be largely negligible outside of solar minima, as compared to that due to differential
rotation. The spatial resolution used within this chapter was shown to be unachievable by
the observational data used in Chapter 2.
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We found that even a hemispherical splitting may not be sufficient: magnetic helicity
flux is oppositely signed in the polar regions as compared to the active latitudes, and the
overall helicity flux as a function of time is a delicate balance between these two latitudes.
We also presented some analytical results on the overall balance of helicity flux associated
with differential (uniform) rotation and turbulent supergranular diffusion. The physicality
of the latter case is not immediately clear, and we believe this should be the focus for a
small exploratory project.
Finally, we showed that this high–resolution helicity was highly correlated with the
axial dipole moment for the semi–synthetic simulation of the solar magnetic field, over the
period 1700−2009. This is in agreement with the results obtained in Chapter 2.
In Chapter 4, the main result of this thesis, we demonstrated that the gauge and
boundary conditions can be circumvented using an appropriate two–point correlation
measure of winding, inspired by the winding gauge. Further, as a step beyond the scale
measures offered by the Fourier analysis, we showed that a wavelet decomposition offers
a physically meaningful spatial and scale localisation of helicity, whilst retaining the
crucial feature of additivity. In particular, the localising nature was shown to be physically
meaningful dependent upon the degree of decomposition which we apply to the magnetic
field.
By doubly decomposing the magnetic field within the two–point correlation measure,
we were able to analytically separate helicity into contributions from magnetic energy and
topology. This relationship was also demonstrated for an analytic duplication of magnetic
reconnection. In the future, it is extremely important that this relationship is tested for true
MHD simulations.
Comparisons were made with fourier methods, for which we concluded that the
latter offered a less well–specified measure of scale. A physically meaningful spatial
decomposition of helicity has important consequences for the study of the α effect in
solar dynamo theory, and of MHD turbulence in general. We believe that the wavelet
decomposition is more powerful and intuitive than the currently used fourier methods,
and as such there is a great deal of comparative work to be done, and further exploratory
analysis on existing simulation work. To do this comparative work, a more thorough
comparison of Fourier and Wavelet spectra must be performed.
Finally, in Chapter 5 we explored a more simplistic measure of localised helicity, in
terms the helicity contained with a series of non–overlapping geometries. These geometries
can be both curvilinear and non–orthogonal: asymmetries within the geometry were shown
to affect the value of helicity, and we calculated these contributions numerically for the first
time, as compared to the contribution from the magnetic field itself. We also demonstrated
that the writhe–helicity associated with a self–crossing flux tube is located at the points of
intense torsion.
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