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SIMULATION SOFTWARE AS A SERVICE AND SERVICE-ORIENTED SIMULATION EXPERIMENT 
by 
SONG GUO 
Under the Direction of Xiaolin Hu 
ABSTRACT 
Simulation software is being increasingly used in various domains for system analysis 
and/or behavior prediction. Traditionally, researchers and field experts need to have access to 
the computers that host the simulation software to do simulation experiments. With recent 
advances in cloud computing and Software as a Service (SaaS), a new paradigm is emerging 
where simulation software is used as services that are composed with others and dynamically 
influence each other for service-oriented simulation experiment on the Internet.  
The new service-oriented paradigm brings new research challenges in composing multiple 
simulation services in a meaningful and correct way for simulation experiments. To 
systematically support simulation software as a service (SimSaaS) and service-oriented 
simulation experiment, we propose a layered framework that includes five layers: an 
infrastructure layer, a simulation execution engine layer, a simulation service layer, a simulation 
experiment layer and finally a graphical user interface layer.  Within this layered framework, we 
provide a specification for both simulation experiment and the involved individual simulation 
services. Such a formal specification is useful in order to support systematic compositions of 
simulation services as well as automatic deployment of composed services for carrying out 
  
simulation experiments. Built on this specification, we identify the issue of mismatch of time 
granularity and event granularity in composing simulation services at the pragmatic level, and 
develop four types of granularity handling agents to be associated with the couplings between 
services. The ultimate goal is to achieve standard and automated approaches for simulation 
service composition in the emerging service-oriented computing environment. Finally, to 
achieve more efficient service-oriented simulation, we develop a profile-based partitioning 
method that exploits a system’s dynamic behavior and uses it as a profile to guide the spatial 
partitioning for more efficient parallel simulation. We develop the work in this dissertation 
within the application context of wildfire spread simulation, and demonstrate the effectiveness 
of our work based on this application.  
INDEX WORDS: Web service, SOA, Workflow, Model composability and interoperability, DEVS, 
Modeling and simulation, Wildfire simulation
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CHAPTER 1        INTRODUCTION 
1.1 Problem statement 
Simulation software, generally based on the process of imitating a real phenomenon with a 
set of mathematical formulas, is widely used in simulating wildfire spread process, weather 
conditions, electronic circuits, chemical reactions, and so on. Simulation software with real-time 
response has important industrial applications, especially for those where the penalty for 
improper operation is costly, such as wildfire fighting, nuclear power plant, airplane or chemical 
plant. Simulation software may manifest one or more of the following characteristics:  
1) dynamic or mathematical models as core 
2) real-time interactive 
3) long running time 
4) resource consuming 
5) stateful 
6) complicated inputs and/or outputs 
7) requirement for cooperation with other simulation software 
In the past, researchers and field experts had to either require the simulation software 
installed on their own machines or obtain the access to the machines that can host the simulation 
software to do their experiments or research. Sometimes, the experiments may be impeded by the 
fact that one simulation may depend on other simulations which may be not immediately 
available. 
With the advancement of the web technology, new computing paradigm such as cloud 
computing [1] and service-oriented architecture (SOA) [2] provides new computing 
environments and methodologies for software system development via the Internet. Cloud 
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computing is a technology that uses the internet and central remote servers to maintain data and 
applications. Cloud computing allows consumers and businesses to use applications without 
installation and access their personal files at any computer with internet access. This technology 
allows for much more efficient computing by centralizing storage, memory, processing and 
bandwidth. Cloud computing can be segmented into three categories application, platforms, and 
infrastructure, each one of which serves a different purpose and offers different products for its 
end user all over the world.  
1.2 Service-oriented architecture 
        SOA is a methodology with which a new application is created through integrating existing 
and independent business processes which are distributed over the networks. The business 
processes are called modules or services which communicate with each other, passing a message 
through the networks. This design concept requires interoperability between heterogeneous 
systems and languages and orchestration of services to meet the purpose of the creator. One of 
the implementations of the SOA concept is web service, which is a software system designed to 
support interoperable machine-to-machine interaction over a network. It has an interface 
described in a machine-processable format (specifically Web Services Description Language 
WSDL [3]). Other systems interact with the Web service in a manner prescribed by its 
description using SOAP (Simple Object Access Protocol) [4] messages, typically conveyed using 
HTTP with an XML serialization in conjunction with other Web-related standards. Publishing 
and discovering WSDLs is managed by Universal Description Discover and Integration (UDDI) 
[5], which is a platform-independent and XML style registry. Thus, three roles are classified in 
web service architecture: a service provider, a service discovery agency (UDDI), and a service 
requestor. The interaction of the roles involves publishing, finding, and binding operations. A 
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service provider defines a service description for a web service and publishes it to a service 
discovery agency. This operation publishes operations between the service provider and the 
service discovery agency. A service requestor uses a finding operation to retrieve a service 
description locally or from a discovery agency and uses the service description to bind it with a 
service provider and invoke or interact with the web service implementation. Figure 1.1 
illustrates the basic web service architecture describing three roles and operations with WSDL 
and SOAP.  
         
 
Figure 1.1 Web service architecture 
 
As the web service gains its popularity and the technologies that enhance web service 
progresses, the notion “everything as a service” sprouts fast during recent years. This is also 
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applied to cloud computing and results in three service forms: software-as-a-service (SaaS) [6], 
platform-as-a-service (PaaS) [7], and infrastructure-as-a-service (IaaS) [8]. SaaS sometimes 
referred to as "on-demand software," is a software delivery model in which software and its 
associated data are hosted centrally (typically in the (Internet) cloud) and are typically accessed 
by users using a thin client, normally using a web browser over the Internet. PaaS and IaaS have 
the similar concept with SaaS. PaaS delivers a computing platform and/or solution stack as a 
service. IaaS delivers computer infrastructure – typically a platform virtualization environment – 
as a service.  
A workflow [9] consists of a sequence of connected steps, which can model real work for 
further assessment, e.g., for describing a reliably repeatable sequence of operations. With the 
existence of web service technology, each operation in a workflow now can be represented by a 
web service. Designing a workflow can be viewed as making various web services to 
communicate and cooperate with each other in an organized fashion to achieve a certain purpose. 
In the business world, a business process, which can be viewed as a workflow, contains a set of 
interrelated tasks linked to an activity that spans functional boundaries. Business processes have 
starting points and ending points, and they are repeatable. Bearing the notion of “providing an 
environment where better business applications can be developed with less effort”, Business 
Process Execution Language for Web Service (BPEL4WS or BPEL) [10] is developed by 
combining the best of both WSFL [11] and XLANG [12] into one cohesive package. BPEL 
allows composition of web services and is thus the top-down approach to SOA – the process 
oriented approach to SOA. 
In scientific experiments, the overall process, containing multiple steps, tasks and data flow, 
can be described as a Directed Acyclic Graph (DAG). This DAG is referred to as a workflow, e.g. 
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Brain Imaging workflows. Compared to the business world, there are similar needs for the 
sharable, reusable and composable scientific computing services and the automation of the 
composition of these services into a workflow in the scientific and research world. Thus, it is 
desirable to have: 
(1) simplified process for scientists and researchers to publish and share their scientific 
computing services within the community 
(2) an easy-to-use environment for scientists and researchers to compose different 
services according to a certain context and design the experiments (basically a 
workflow) they want 
(3) interactive tools for scientists and researchers to execute their experiments and 
view their results in real-time 
1.3  Why simulation software as a service  
Software as a Service (SaaS) has gained momentum in the past few years and the business 
world has been increasingly moving to SaaS model for their IT solutions. In the academic world, 
there is also a such need to provide the computing resources such as infrastructure, platforms, 
and software for researchers and scientists in a service fashion. In this work, we are fulfilling this 
need in the world of modeling and simulation. The reason we propose simulation software as a 
service is that it is beneficial for simulation software to exploit the tremendous resources, such as 
large number of processors, all kinds of platforms, and huge amount of storage, that cloud 
computing is able to provide. Another attraction to bring the SaaS light to modeling and 
simulation world is the multi-tenant architecture (MTA) that structures the software in the cloud 
computing.  
However, bearing in mind the benefit brought by SaaS, this work focuses on some issues 
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that directly relate to modeling and simulation after it is led into this new paradigm. Although 
simulations can be wrapped into web services, there is still one intrinsic difference between 
regular software and simulation: the fundamental part of the simulation is a dynamic system 
where its elements change over time. Usually, this dynamic system is represented by a class of 
mathematical equations that are time-based with particular properties. Thus, the time factor is 
very crucial and critical to the correctness of the simulation in that the simulation must guarantee 
and maintain the correct temporal order of the events occurring in the simulation. One should 
note that the term “time” used here refers to the simulation time, not the actual time we live in. 
Another difference emerges when different simulations are composed together. Because of the 
temporal order, the interactions among simulations should be governed to retain the temporal 
order. This means that the requirement of composition of simulation services should incur extra 
work compared to that of composing regular web services which do not have such a tight 
coupling. Thus, this deserves effort to investigate. 
1.4  Main contributions 
A layered framework is proposed to support our research work as shown in Figure 1.2. 
There are five layers in the framework from the top to the bottom: graphical user interface layer, 
simulation experiment layer, simulation service layer, simulation execution engine layer and 
infrastructure layer.  
Graphical user interface (GUI) layer is the representation layer of the simulation experiment 
and simulation service. It provides intuitive ways for user to interact with simulation services, 
and design simulation experiments. For this layer, we designed and implemented web-based 
GUIs for the wildfire simulation service, simulation service composition and service-oriented 
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simulation experiment, which aims to provide researchers and scientists an easy-to-use interface 
and real-time experiments and simulation results rendering.  
At simulation experiment layer, simulation experiments are constructed by integrating 
simulation services, non simulation services and tools. In our case, simulation services include 
individual simulation services and composed simulation services. Non simulation services and 
tools are not simulation related and they have their own way of execution. The reason to include 
those non simulation services and tools is that they can provide some desirable features that will 
assist researchers and the scientists with their experiments. For this layer, we proposed a 
specification for the service-oriented simulation experiment. 
Simulation service layer contains individual simulation services and composed simulation 
services. The individual simulation services are created by exposing the functionalities of the 
simulation as web service operations. Composed simulation services are constructed by 
governing multiple individual simulation services and/or composed simulation services within a 
common temporal factor. An important issue arises when composing different simulation 
services. That is there could be mismatches in the couplings among different simulation services, 
and these mismatches may degrade and handicap the composability of the simulation services. 
Bearing this in mind, we first proposed a specification for both individual simulation service and 
composed simulation service at this layer. Particularly, we paid special attention to the 
composability of the simulation service composition. In our work, we adopted a maturity 
reference model for simulation service composability, identified four types of mismatch and 
proposed four simulation agents to solve the mismatches in order to improve the quality of the 
composability of the simulation services. 
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Simulation execution engine layer provides simulation engine for the simulation services. In 
our work, we employ DEVS [13] modeling and simulation framework. One problem existing at 
this layer is that the performance of certain simulation, for example wildfire simulation, is not 
ideal especially when the simulation scale becomes extremely large. To improve the 
performance of the wildfire simulation, we proposed two spatial partition algorithms for the 
parallel execution of the wildfire simulation. 
The infrastructure layer provides the executing environment for the simulation engine and 
other services and tools. Typically, cloud computing environment will be chosen as the 
underlying infrastructure for our work and we assume that everything such as multitenancy, 
management and security issues at this layer has been taken care of. 
 Figure 
 
1.4  The organization of the work
        Based on the SOA methodology,
the components, which will be explained later. Chapter 2 
1.2 The proposed layered framework 
 
 the work will construct the entire system consisting of all 
introduces the related 
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research work of 
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simulation software as a service, modeling and simulation framework, theories of integration of 
systems and models, and workflow tools and systems. Chapter 3 describes the framework we 
proposed. Chapter 4 focuses on the composability of the simulation service. In Chapter 5, the 
service-oriented simulation experiment is presented. We design different user interfaces for 
different parts of the proposed framework in Chapter 6. Also, two partitioning algorithms which 
aim to improve the wildfire simulation performance are presented in Chapter 7. Finally, Chapter 
8 gives conclusions and the future work.  
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CHAPTER 2        RELATED WORK 
2.1 Cloud computing and software as a service 
Cloud computing has drawn tremendous attentions with its ability to rapidly deliver 
computing resources, such as processing units, memory, storage etc, in a dynamic, scalable, and 
virtualized manner. As the cloud computing technology advances, there is a movement from 
computing as a product to computing as a service. The term “cloud computing” originates from 
computer network diagrams that represent the internet as a cloud. The US National Institute of 
Standards and Technology (NIST) has developed a working definition that covers that 
commonly agreed aspects of cloud computing: 
a model for enabling convenient, on-demand network access to a shared pool of 
configurable computing resources (e.g., networks, servers, storage, applications, and services) 
that can rapidly provisioned and released with minimal management effort or service provider 
interaction.[82] 
In the above definition, it describes five essential characteristics, four deployment models 
and three service models. The essential characteristics are: on-demand self-service, broad 
network access, resource pooling, rapid elasticity, and measured service. The four deployment 
models are: private cloud, public cloud, community cloud, and hybrid cloud. The three service 
models are software as a service (SaaS), platform as a service (PaaS), and infrastructure as a 
service (IaaS). 
Software as a service (SaaS), sometimes referred to as “on-demand software”, is a software 
delivery paradigm in which software and its associated data are hosted centrally in the cloud 
computing environment and are typically accessed by users using a thin client, normally using a 
web browser over the Internet. Software as a service gains success in business world due to its 
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multi-tenant architecture. Multitenancy refers to a principle in software architecture where a 
single instance of the software runs on a server, serving multiple users (tenants). It is regarded as 
one of the essential attributes of cloud computing. The work of [77] develops a multi-tenant 
placement model which decides the best server where a new tenant should be accommodated. 
The placement mainly considers the hardware resources including CPU and storage usage. In 
principle, a new tenant will be placed on the server with minimum remaining residual resource 
left that meets the resource requirement of the new tenant. In [78] authors found that the 
available multi-tenant database mapping techniques are not optimal. They proposed a novel 
customizable database design technique to create multi-tenant applications, by introducing an 
EET (Elastic Extension Tables) which consists of CTT (Common Tenant Tables) and VET 
(Virtual Extension Tables). EET enable tenants to create their own virtual database schema 
including: the required number of tables and columns, virtual database relationships with any of 
CTT or VET, and assigning a suitable data type and constraints of columns during multi-tenant 
application run-time execution. Oliver Schiller, al. et in [79] introduced the concept of a tenant 
context that logically assembles all information that describes the tenant’s view of the database 
and cleanly isolates tenants among another. They also presented a schema inheritance concept 
tailored to multi-tenancy, which offers different schema types for different challenges. Their 
approach eases the development of multi-tenant SaaS applications that rely on a RDBMS, as it 
prevents the implementation of a complex query rewriter on top of the RDBMS. It also facilitates 
the central maintenance of the application core schema and the individual maintenance of 
tenants’ schema. Configurability is one of the keystones to the success of any SaaS software.  
Configurability allows the single instance multiple tenant model which leads to many benefits 
both for the customers and the vendors which in turn has led to the acceptance and popularity of 
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SaaS. In [80], it addresses the issue of how to effectively and efficiently support configurability 
in SaaS software and proposes SaaS architecture to support configurability. The author aims to 
provide information on the nature of configurability in SaaS software, how it can be provided 
and what technologies should be employed in order to support it. He gave out a sample case of 
building SaaS application for University Grading Management System, analyzed in the 
configurable aspects of user interface, workflow, data, and access control, and then presented a 
SaaS enabled solution which supports those configurable aspects of SaaS software. There have 
also been studies on service performance issues in multi-tenant SaaS. Multi-tenancy’s intention 
is to satisfy requests from different tenants concurrently by a single service instance over shared 
hosting re-sources. However, extensive resource sharing easily causes inter-tenant performance 
interference. [81] proposes a Service Performance Isolation Infrastructure (SPIN) which allows 
extensive resource sharing on hosting systems. By a detection independent of any threshold, 
SPIN gives anomaly report in advance of the instability of service system. Resources, like CPU, 
consumed during service access are accounted on behalf of each tenant. The SPIN prototype 
developed demonstrated its isolation efficiency on the Trade6 benchmark which is revised to 
support multi-tenancy. SPIN is shown to fit industry practice for a performance overhead less 
than 5%. 
2.2 Simulation software as a service 
Cloud computing has received significant attention recently as it is a new computing 
infrastructure to enable rapid delivery of computing resources as a utility in a dynamic, scalable, 
and virtualized manner. By taking advantage of various resources including physical resources 
such as processors, cache and logical resources such as in-memory data stores, distributed file 
system, and SaaS infrastructure in the cloud, we can put simulations into the cloud. Thus 
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simulations can be transformed in a SaaS fashion.  Lanner group [83] examined the changing use 
of simulation as service to BPM (business process management) and developed a simulator for 
BPM systems in a cloud. T. Paviot [84] developed simulation CAD services in a cloud. W. Tsai 
et al [85] proposed SimSaaS framework that incorporates key elements of SaaS features, 
configuration, MTA (multi-tenancy architecture) and scalability, for simulation, designed a 
platform-independent configuration model to support MTA, and presented a simulation runtime 
infrastructure that supports MTA.  
Developing, running, and analyzing a simulation model can be a very time-consuming and 
error-prone process. It is very desirable to develop highly modular modeling and simulation 
environments. Component-based modeling and simulation aims to provide such feature with the 
reusability of different simulation components. In addition, with the help of modern graphical 
user interface technology, it is possible to achieve construct new models by dragging and 
dropping existing components in a modeling process, which significantly relieves the burden in 
system modeling and reduces development time. Based on the component-based technology, 
different simulation environments can interact through standard interfaces and function together 
in the architecture such as HLA [28], which emphasizes on component-based modeling and 
simulation from the architecture point of view. Other works such as JSIM [86], SIMKIT [87], 
Skil [88], and VSE [89] focus on the implementation of component-based modeling and 
simulation environments. Y. Son et al. [90] presented the results of a collaborative effort among 
NIST, Penn State University, and University of Arizona to build the necessary component 
models and a template for a simple, discrete event simulation, which models the flow of jobs 
through a small job shop based on a pre-provided schedule. They derived a database structure 
from these formal models and discuss the population of that database with the data entries for the 
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sample job shop. They also examine the translators we developed to go from the neutral 
representation of the components to the representation required by two commercial simulation 
packages. Based on these work, they built a prototype of a simple service and preliminary 
experiments were conducted to investigate the performance of this prototype service for users 
requesting multiple services in parallel. J. Sommer and W. Franz [91] presented a component-
based simulation model of a switched Ethernet network to evaluate enhancements to the Ethernet 
standards. In their work, they decomposed the network entities into a hierarchy of components 
interconnected in a plug-n-play manner. Those components form the basis of the simulation 
program. They also show the applicability of the simulation model and its implementation by 
using examples from the automotive domain. P. Cheung et al. [92] presented a novel approach to 
hardware/software co-simulation of component-based embedded systems. Their approach 
features a component model which unifies hardware and software component models with the 
concept of bridge component. Bridge components raise the level of abstraction for designing 
hardware/software interfaces. Their approach was applied to co-simulation of sensor system 
instances included in the TinyOS [93] distribution. 
Our work differentiates from the above works by focusing on the composability aspect of 
the simulation services in the cloud. On one hand, we build our work on top of the work in [85] 
in order to take the advantage of the cloud computing environment; on the other hand, we also 
aim to provide reusability of the modularized simulation services in the distributed environment 
to ease the development of new simulations and experiments. 
2.3 Modeling and simulation frameworks 
In the modeling and simulation (M&S) community, Zeigler defines a modeling and 
simulation framework as [13]: “a framework that defines entities and their relationships that are 
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central to the M&S enterprise. The basic entities of the framework are source system, model, 
simulator and experimental frame. The basic interrelationships among entities are the modeling 
and the simulation relationships.” With the widespread application of modeling and simulation 
techniques in military, education, aeronautics, astronautics, commerce, communication, 
manufacture, and other communities, many discipline-specific M&S frameworks have been built 
up. 
2.3.1        Discrete event system specification 
DEVS [13] abbreviating Discrete Event System Specification is a modular and hierarchical 
formalism based modeling and simulation framework for modeling and analyzing general 
systems that can be discrete event systems which might be described by state transition tables 
and continuous state systems which might be described by differential equations and hybrid 
continuous state and discrete event systems. DEVS is a timed event system. The basic atomic 
DEVS model is defined as a 7-tuple 
M = <X, Y, S, ta, δext, δint, λ> 
where 
 X is the set of input events, 
 Y is the set of output events, 
 S is the set of sequential states, 
 ta:   T∞ is the time advance function which is use to determine the lifespan of a state, 
 δext:     S is the external transition function which defines how an input event 
changes a state of the system, 
  	 
, |  ,   T  0,  is the set of total states, and te is the elapsed 
time since the last event, 
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 δint:    is the internal transition function which defines how a state of the system 
changes internally, 
 λ:    is the output function where  	   
 and    is a silent event or an 
unobserved event. 
 In DEVS, the atomic models can be coupled together to form a multi-component that is 
defined by the following structure: 
N = <X, Y, D, {Mi}, Cxx, Cyx, Cyy, Select> 
where 
 X is the set of input events, 
 Y is the set of output events, 
 D is the name set of sub-components, 
 {Mi} is the set of sub-components where for each i ∈ D, Mi can be either an atomic 
DEVS model or a coupled DEVS model, 
      !!"  is the set of external input couplings, 
 #    !     !!"!"  is the set of internal couplings, 
 ## $   !   
%
!"  is the external output coupling function, 
 &'&( $  2"   * is the tie-breaking function which defines how to select the event from 
the set of simultaneous events. 
        In the service-oriented architecture, several frameworks, which are built upon DEVS 
formalism, emerge and gain more and more attentions in recent years. Mittal, Risco-Martín and 
Zeigler in [14] proposed DEVS Modeling Language (DEVSML), which is built on XML and 
provides model interoperability among DEVS models located at remote locations. The DEVSML 
environment is built on client-server paradigm and the simulation is executed at the server’s end. 
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In their work, the proposed DEVS atomic and coupled DTDs are open to standardization from 
the community for successful model sharing and collaboration. The DEVSML framework not 
only provides the needed feature of run-time composability of coupled systems using the SOA 
framework, but also provides the capability to translate model to and from XML and JAVA 
programming language leading to model composability and validation. Mittal in [15] proposed 
DEVS Unified Process framework (DUNIP) for integrated development and testing of service-
oriented architectures. DUNIP uses an XML based DEVS Modeling Language (DEVSML) 
framework that provides the capability to compose models that may be expressed in a variety of 
DEVS implementation languages. The models are deployable for remote and distributed real-
time executing agents over the Service Oriented Architecture (SOA) middleware, which is 
developed as the infrastructure of DUNIP, called DEVS/SOA [16] DEVS/SOA depicted in 
Figure 3 was proposed as a simulation service platform to address simulator compatibility issues 
like DEVS/C++ [17], DEVSJAVA [18], DEVS/RMI [19] etc. The simulation processes are 
totally transparent to model execution over the net-centric infrastructure. Users can execute 
models over Internet by Web services and SOA protocols. The composition and execution of 
models conforms to System Entity Structure (SES), modular, hierarchical DEVS specification, 
and DEVS simulation protocols [13]. 
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Figure 2.1 DEVS/SOA architecture 
 
Because of the missing support for some basic SOA concepts in most M&S frameworks, 
there exist difficulties when modeling and simulating service-oriented computing systems. 
Hence, Sarjoughian et al. propose an SOA-compliant DEVS (SOAD) simulation framework [20] 
to address these issues. SOAD concerns the three roles in SOA, messaging patterns, primitive 
and composite service composition, and hardware model for router link. UNIP Web enables 
DEVS framework as service-oriented frameworks but the M&S objectives are not necessary 
service-oriented systems. While SOAD may not be service-orientation itself, however, the M&S 
objectives are service-oriented systems. Wainer et al. [21, 22] investigates the Web services 
based Cell-DEVS framework. Cell-DEVS is a DEVS-based formalism that defines spatial 
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models as cell spaces. Web enabling CD++, which is an M&S toolkit to execute Cell-DEVS 
models, can expose simulation functionalities as Web services to improve interoperability and 
reusability for users’ convenience. The architecture of Web services based distributed simulation 
framework D-CD++ is shown in [21]. The set of service interfaces in D-CD++ includes session 
management, configuration, simulation modeling and control, and retrieving data interfaces. The 
execution of D-CD++ conforms to parallel DEVS simulation protocols and adopts global 
conservative time management strategy. The master and slave coordinators are used to reduce 
the number of exchanged messages among simulation services. The experiments and 
performance analysis are performed for D-CD++ both over the Internet and dedicated fiber optic 
link. It shows that the overhead of SOAP messaging is the major bottleneck. 
2.3.2        Extensible modeling and simulation framework 
        XMSF [23, 24] is defined as a composable set of standards, profiles, and recommended 
practices for Web-based M&S. XMSF utilizes Web services and related techniques to build up a 
common M&S technique framework. The practice of XMSF includes the Web-Enabled RTI [25] 
and the project using XMSF to connect Navy Simulation System, Simkit, and CombatXXI for 
joint modeling and analysis sponsored by SAIC [26]. The Armed Forces of Korea also 
investigates the intelligent-XMSF approach base on autonomous Web Services [27]. The 
common technique framework of XMSF provides conceptual and technical support for service-
oriented simulation. The related profiles of XMSF also provide experience in practice and 
implementation. The limitation of XMSF is its lack of concrete standards and implementation for 
service description, composition, and integration. It also lacks the support of software/systems 
engineering. 
2.3.3        High level architecture 
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         A high-level architecture (HLA) is general purpose architecture for distributed computer 
simulation systems. The High Level Architecture (HLA) [28] provides the specification of a 
common technical architecture for use across all classes of simulations in the US Department of 
Defense. It provides the structural basis for simulation interoperability. The baseline definition of 
the HLA includes (1) the HLA Rules, (2) the HLA Interface Specification, and (3) the HLA 
Object Model Template (OMT). Computer simulations can interact, including data 
communication and actions synchronization, with other computer simulations regardless of the 
computing platforms when using HLA. The interaction between simulations is managed by a 
Run-Time Infrastructure (RTI). In HLA, a federate is an HLA compliant simulation entity, which 
can be connected via the RTI using a common OMT to form a federation. The collection of 
related data sent between simulations is called an object. Events sent between federates are 
called interactions.  
        In the service-oriented architecture, Service-oriented HLA (SOHLA) [29] refers to the 
architecture enabled by SOA and Web Services etc. techniques which supports distributed 
interoperating services. According to the layers of HLA, Web enabling HLA can be 
implemented at four layers: at the communication layer (such as Web-Enabled RTI [30, 31]), at 
the interface specification layer (e.g., HLA Evolved Web Service API [32] and Unified 
Architecture [33]), at the federate interface layer (such as HLA Connector [33]) and at the 
application layer (e.g., HLA Island [32]). In the Swedish “HLA and SOA integration” in support 
for the network-based defense, the prototypical architecture has been implemented and tested. 
This project integrates four federates using the native API, WS API and HLA Connector 
respectively, which shows the feasibility of those approaches. At present, HLA Evolved Web 
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Service API is the latest progress using SOA and Web services technique to extend the HLA at 
the interface specification.  
2.4        Theories of integration of systems and models 
Systems built from sub-systems have interesting behavior and characteristics stemming 
from diverse capabilities of individual sub-systems as well as interactions among them. Theories 
that support the integration of heterogeneous systems and models developed by different 
simulation frameworks includes two important aspects: composability and interoperability. In 
M&S theory, current literature distinguishes between Composability of Models and 
Interoperability of Simulation. The former addresses the model challenges on higher levels, 
while the latter deals with simulation implementation issues and Integratability with network 
questions. 
2.4.1        Interoperability of systems 
It is not trivial to create interoperability of systems in that there are various levels of 
interoperability between two systems ranging from no interoperability to full interoperability. 
However, it is not uniquely new to employ multiple different levels or layers to classify 
interoperability. Within the technical domain, various models of interoperability exist. One of the 
matured models in this context is the “Levels of Information Systems’ Interoperability (LISI)” 
model [34]. LISI has the following layers: 
Isolated Systems: No physical connection exists 
Connected Systems: Homogeneous product exchange is possible 
Distributed Systems: Heterogeneous product exchange is possible 
Integrated Systems: Shared applications and shared data 
Universal Systems: Enterprise wide shared systems 
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Within the context of the NATO C3 Technical Architecture (NC3TA) [35], NC3TA 
Reference Model for Interoperability (NMI) is used. NMI has the following degrees: 
No Data Exchange: No physical connection exists 
Unstructured Data Exchange: Exchange of human-interpretable, unstructured data 
Structured Data Exchange: Exchange of human-interpretable structured data 
Seamless Sharing of Data: Automated data sharing within systems based on a common 
exchange model 
Seamless Sharing of Information: Universal interpretation of information through 
cooperative data processing 
Although LISI models are used successfully to determine the degree of interoperability 
between information technology systems, they do not provide a systematic formulation of the 
underlying properties of information exchange.  To remedy this situation, Tolk and Muguira [36] 
proposed a model name Levels of Conceptual Interoperability Model (LCIM), which focuses on 
the data to be interchanged and the interface documentation. Table 1 lists the outline of LCIM. 
Table 2.1 Levels of Conceptual Interoperability 
Level of Conceptual 
Interoperability 
Characteristic Key Condition 
Conceptual The assumptions and 
constraints underlying the 
meaningful abstraction of 
reality are aligned. 
Requires that conceptual 
models be  
documented based on  
engineering methods  
enabling their 
interpretation and 
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evaluation by other 
engineers 
Dynamic Participants are able to 
comprehend changes in 
system state and 
assumptions and 
constraints that each is 
making over time, and are 
able to take advantage of 
those changes. 
Requires common  
understanding of system 
dynamics 
Pragmatic Participants are aware of 
the methods and 
procedures that each is 
employing. 
Requires that the use of the 
data – or the context of 
their application – is 
understood by the 
participating systems. 
Semantic The meaning of the data is 
share 
Requires a common 
information exchange 
reference mode. 
Syntactic Introduces a common 
structure to exchange 
information. 
Requires that a common 
data format is use. 
Technical Data can be exchanged 
between participants. 
Requires that a 
communication protocol 
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exists. 
Stand alone No interoperability  
 
2.4.2        Composability of systems 
Composition of models is considered essential in developing heterogeneous complex 
systems and in particular simulation models capable of expressing a system's structure and 
behavior. Generally, a modeling formalism can be defined to consist of two parts: model 
specification and execution algorithm [13]. Model specification is a mathematical theory that 
describes structures and behavior of the modeling targets. Execution algorithm specifies an 
algorithm to correctly execute any model that is described according to the model specification. 
In [37], a model A that can be specified in a modeling formalism + is denoted as ,-,
.. A 
model composed of a finite number of disparate models (e.g., A, B, …, K) specified in a finite 
number of distinct modeling formalisms (e.g., +, /, 0) is denoted as ,-,1,…3,
.,4,5. The author 
presented a classification of four model composability approaches, which are Mono Model 
Composability, Super Model Composabilty, Meta Model Composability and Ploy Model 
Composability. Formulation for each of the four model composability approaches is described in 
terms of modeling formalisms and simply illustrated using the following four figures in Figure 
2.2. 
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(a) mono composability approach 
 
 
 
 
 
 
 
(b) super composability approach 
 
 
 
 
 
 
 
(c) meta composability approach 
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 (d) ploy composability approach 
Figure 2.2 Four model composability approaches. 
 
2.5        Workflow tools and systems 
An atomic web service is a basic unit of operation in a Service-oriented Architecture 
(SOA). However, in general, an atomic web service is not able to satisfy the functional 
requirements of complex tasks. Therefore, it is desirable to logically connect several atomic web 
services to satisfy complex functional requirements, leveraging the loose coupling characteristics 
of SOA. In general, we would not expect to find an atomic web service that would take these 
exact inputs, produce the desired output, and satisfy any user constraints outlined in the task 
description. Therefore, we would need to take individual web services and put them together in a 
way that the goal of the landing plan is met. This requires decomposing an abstract specification 
into an abstract (composite) workflow composed of subtasks that eventually correspond to web 
services, with the subtasks connected through some process logic. There are several tools and 
systems that are designed and developed for this purpose 
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2.5.1  Business workflow technology 
        As workflow technology was first adopted by the business community, this has led to a 
space crowded with competing specifications, from opposing companies, some of which have 
risen to the top, superseding others. The Business Process Execution Language (BPEL) [38] is an 
executable business process modeling language and currently the current de-facto standard way 
of orchestrating web services. It has broad industrial support from companies such as IBM, 
Microsoft and Oracle. Industrial support brings concrete implementations, tools and training. 
Around BPEL, recent efforts from different sources have resulted in several BPEL designers 
with user-friendly GUI, such as BPEL Designer from Open Middleware Infrastructure Institute 
UK (OMII-UK) [39], eclipse BPEL Designer [40], ActiveBPEL Designer from active endpoints 
[41] and Oracle BPEL Process Manager [42]. Yet Another Workflow Language (YAWL) [43] is 
based on the rigorous analysis of workflow patterns, a particular type of design pattern. YAWL 
aims to support all (or most) of the workflow patterns and has a formal underpinning based on 
Petri-nets. The language is supported by an Open Source implementation and has some industrial 
support. XML Process Definition Language (XPDL) [44] is a format standardized by the 
Workflow Management Coalition (WfMC) to interchange Business Process definitions between 
different workflow products like modeling tools and workflow engines. WfMOpen [45] is an 
open-source J2EE based implementation of a workflow engine as proposed by the Workflow 
Management Coalition (WfMC) and the Object Management Group (OMG), WfMOpen uses 
XPDL as input.  
2.5.2        Scientific workflow technology 
The concepts of workflow have recently been applied to automating large-scale science (or 
e-Science), coining the term scientific workflow [46]. A scientific workflow attempts to capture 
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a series of analytical steps, which describe the design process of computational experiments. 
Scientific workflow systems provide an environment to aid the scientific discovery process 
through the combination of scientific data management, analysis, simulation, and visualization. 
Taverna [47] is an open-source, Grid-aware workflow management system; it provides a set 
of transparent, loosely-coupled, semantically-enabled middle-ware to support scientists that 
perform data-intensive in-silico [48] experiments on distributed resources. Taverna is 
implemented as a service-oriented architecture, based on Web service standards. Provenance [49] 
plays an integral part in Taverna, allowing users to capture and inspect details such as who 
conducted the experiment, what services were used, and what the results of services provided. 
Taverna uses a proprietary language, the Simple Conceptual Unified Flow Language or SCUFL 
[50] for short. The SCUFL language is a high level XML-based conceptual language allowing a 
user to define workflow through groups of local or remote services which are connected with 
data links (providing data flow) and control links (allowing coordination of services not 
connected through data flow). The Taverna workbench depends on the FreeFluo engine [48]. 
Kepler [51] is an open-source scientific workflow engine with contributors from a range of 
application-oriented research projects. Kepler is built upon the Ptolemy II system [52] based at 
the University of California at Berkeley, which is a mature dataflow-oriented workflow 
architecture. In Kepler, the focus is on actor-oriented design. Actors are re-usable independent 
blocks of computation, such as: web services, database calls etc. They consume data from a set 
of inports and write data to a set of outports. A group of actors can then be wired together by 
introducing a mapping from outports to inports. A novel feature in Kepler allows the actor 
communication (dataflow) concerns to be separated from the overall workflow coordination, 
which is defined in a separate component called a director. This separation allows a workflow 
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model to be run with different execution semantics, such as synchronous dataflow and process 
networks. Kepler provides a large variety of computational models inherited from the Ptolemy II 
system and uses the proprietary Modeling Markup Language.  
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CHAPTER 3       SPECIFICATION FOR SIMULATION SERVICE AND 
SERVICE-ORIENTED SIMULATION EXPERIMENT 
3.1 Stateful vs. stateless 
Simulation service is different from a regular web service in that a simulation model 
is a dynamic model where the concepts of time and state are essential. The model of a 
simulation can be abstracted as a timed Finite State Machine (FSM), which goes through 
many state transitions, from the initial state to the final state in a temporal order. Thus, 
we differentiate simulation service from regular web service and view simulation service 
as stateful service, which treats each service request as a series of dependent transaction 
that is related to the previous requests and the model’s current state. In the example of 
wildfire spread simulation, the wildfire simulation service receives a message that adds a 
new ignition to the instantiated simulation, and the service should “know” which 
simulation instance this message corresponds to. Once this message is “routed” to the 
simulation instance in question, that simulation instance will be responsible for this 
message and makes response based on the content of the message and its current state. To 
achieve this, the factory pattern can be used, as described in [53]. Whenever the user 
wants to use the simulation service, an instance of the simulation this simulation service 
represents should be created and a session-ID-like key is returned for the future 
interaction with that simulation instance within the simulation service. When the 
simulation finishes, the instance should be destroyed and resources should be released. 
3.3 A specification for simulation software as a service and service-oriented 
simulation experiment 
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        When the scientists and researchers search for the simulation services they need, 
they expect the services have some unified interfaces which are easy to use. From system 
composition point of view, this is also desired. However, different simulation services 
may come from different communities and the interfaces of different services may vary 
greatly. This poses an important issue when they are coupled together. To solve this 
problem, we propose a specification for simulation software as a service and service-
oriented simulation experiment to provide unified interface. 
3.3.1        Specification for simulation software as a service 
        As for a simulation, it can be perceived as a black box, which is shown in Figure 
3.1, associated with its inputs, outputs, initial state, resource data, control and 
configurable model parameters. To make a simulation as a service, these six aspects 
should be well defined and modeled in order to be used by the service consumers.  
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Figure 3.1 The meta-model of a simulation service 
 
A single simulation service is a ten-tuple:  
SimSaaS=<NameSpace, ID, [I], [O], initialS, [RD], Control, [CMP], [Operation], 
[Query]>,  
where  
NameSpace is the identifier that uniquely distinguishes one simulation service from 
another. 
ID is the instance identifier of the simulation service. It is used to distinguish 
multiple instances of the same simulation services.  
[I] represents a set of inputs associated with the simulation service. For example, the 
ignition point location is an input of the wildfire simulation service.   
[O] represents a set of outputs associated with the simulation service. For example, 
the burned area and perimeter of the fire at certain simulation timestamp are two outputs 
of the wildfire simulation service.  
initialS represents the simulation initial state. It is the starting state of a simulation 
instance. In wildfire simulation, the initial state is the initial fire shape.   
[RD] represents a set of the resource data, which are used by the simulation as 
resources. For example, fuel data, aspect data, and slope data are the resource data that 
are used in wildfire simulation. These three data lay the ground where the fire propagates.   
Control represents Start, Stop, Pause, Continue commands.  
[CMP] represents a set of the configurable model parameters, which are used to 
configure the simulation model. For example, the burning threshold is a model parameter 
in the wildfire simulation that determines at what level a model can be ignited. 
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[Operation] represents a set of simulation related operations. These operations will 
be used by the coordinator service when composed with other simulation services. 
[Query] represents a set of interfaces that can be used by the user to obtain model 
related outputs.  
Sometimes, some simulation services need to be composed together in order to 
achieve accuracy or these simulation services depend on each other to work properly. 
Thus, a specification for composed simulation service is also needed, which can be 
represented by an eleven-tuple: 
Composed SimSaaS=<[SimSaaS], Coordinator Service, [Composition Coupling], [I], 
[O], [initialS], [RD], Control, [CMP], [Operation], [Query]>,  
where 
[SimSaaS] represents a set of simulation services used for composition. 
[Composition Coupling] represents a set of connections that define the data flow 
among the simulation services. The composition coupling can be represented as 
Composition Coupling=<SimSaaSi.NameSpace, SimSaaSi.ID, SimSaaSi.O, 
SimSaaSj.NameSpace, SimSaaSj.ID, SimSaaSj.I, [Property]>. It specifies one output of 
SimSaaSi should be fed to one input of SimSaaSj in the composed simulation service. 
[Property] is a set of properties that associates with this coupling. It defines pragmatic 
level interoperability between two simulation services, which will be detailed in the next 
section. 
[I] represents a set of inputs associated with this composed simulation service. It 
contains a union set or a subset of the union set of all the inputs of all the simulation 
services employed in this composed simulation service. 
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[O] represents a set of outputs associated with this composed simulation service. It 
contains a union set or a subset of the union set of all the outputs of all the simulation 
services employed in this composed simulation service. 
[initialS] represents a set of initial states for each simulation service employed in 
this composed simulation service. 
[RD] represents a set of the resource data associated with this composed simulation 
service. It contains a union set of all the resource data of all the simulation services 
employed in this composed simulation service.  
Control is represented by the Control of Coordinator Service. In other words, a 
composed simulation service is controlled via its Coordinator Service.  
[CMP] represents a set of the configurable model parameters associated with this 
composed simulation service. It contains a union set of all the configurable model 
parameters of all the simulation services employed in this composed simulation service. 
[Operation] represents a set of simulation related operations, which will be used 
during the execution of the composed simulation service. It is provided by the [Operation] 
of Coordinator Service, in order to be composed in a larger context with other simulation 
services. 
[Query] represents a set of interfaces that can be used by the user to get model 
related outputs. It contains a union set of the [Query] of all the simulation services 
employed in this composed simulation service. 
Coordinator Service is a special service that acts as the “glue” that actually connects 
different simulation services, coordinates communications among simulation services and 
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controls the execution phase of the composed simulation service. It is represented by a 
five-tuple: 
Coordinator Service=<NameSpace, ID, Execution Protocol, [Operations], Control>,  
where 
NameSpace is the identifier that uniquely distinguishes one coordinator service from 
another.  
ID is the identifier that of the coordinator service. It is used to distinguish multiple 
instances of the same coordinator services. 
Execution Protocol specifies how the simulation services in a composed simulation 
service should be executed. It guarantees the temporal order of the events occur in each 
participant simulation service in order to assure the correctness of the composed 
simulation service. 
[Operations] represents a set of operations employed during the execution of the 
composed simulation service. 
Control represents Start, Stop, Pause, Continue commands.  
A composed simulation service is still a simulation service, and it can be further 
composed with other simulation services. Figure 3.2 shows an example of composed 
simulation services. The solid line with arrow illustrates the actual data flow and the 
dashed line with arrow represents the composed coupling. From the figure we can see 
that a composed simulation service retain the same interface as an individual simulation 
service, which means that it can be further composed in a larger context with other 
simulation services. 
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Figure 3.2 An example of composed simulation service 
 
3.3.2        Specification for service-oriented simulation experiment 
Usually, scientists and researchers want to do experiments which require several 
simulation components to work together to achieve a certain goal with the minimal 
human supervision. In the past, it requires scientists and researchers to have all the 
simulations on one machine. Extra programming duty on making different simulations 
working together is needed in order to design an experiment. Under the service-oriented 
environment, we define the experiment in SOA as follows. 
Experiment=<[SimSaaS], [Composed SimSaaS], [Other Serivce&Tool],  Experiment 
Workflow, Experiment Control>,  
where  
[SimSaaS] is a set of simulation services that are involved in the experiment. 
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[Composed SimSaaS] is a set of composed simulation services that are involved in 
the experiment. 
[Other Serivce&Tool] represents non simulation services and tools that are 
integrated into the experiment. 
Experiment Workflow=<[Workflow Coupling], [Input Trajectory], [Output], 
Workflow Specification>. It defines the body of the experiment. [Workflow Coupling] is a 
set of couplings describing how the simulation services and/or composed simulation 
services are coupled in an experiment workflow. For a workflow coupling, it does not 
need a coordinator service since there is a workflow engine which will do the 
orchestration. [Input trajectory] is a set of input trajectories that are fed to the experiment; 
[Output] is a set of outputs that produced by the simulation services; Workflow 
Specification is the execution logic of the experiment. For example, Business Process 
Execution Language (BPEL), which is an OASIS standard executable language for 
specifying actions within business processes with web services, can be employed.   
Experiment Control represents Start, Stop, Pause, Continue commands. It defines a 
group of commands that control the experiment. Start enables the experiment to begin; 
Stop enables the experiment to be terminated; Pause enables the experiment to be frozen; 
Continue enables the experiment to be resumed. 
3.4 Service-oriented simulation experiment results collection 
Experiment results collection is an important part in simulation software as a service 
(SimSaaS) and service-oriented simulation experiment (SOSE). Usually, experiment 
results are collected at certain phases of the experiment. The following lists three typical 
phases that an experiment results collection may be needed: 
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 Report all the results at the end of the entire experiment. 
 Report results on a periodical basis. 
 Report results if certain events happen. 
Obtaining all the results at the end of the experiment is normal. However, there are 
times when the intermediate results need to be obtained as the experiment proceeds. If 
there are intermediate results produced or need to be collected, it is possible but 
inconvenient for the users to pause the simulation or the experiment and manually make 
the query. If the intermediate results are produced when certain events occur, it is 
impossible for the users to detect and make the query. To support both these two 
situations, we propose to implement an agent service which is responsible for the 
collection of the intermediate results based on different requirements. The detail of the 
agent service will be introduced in the next chapter. 
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CHPATER 4       COMPOSABILITY OF SIMUALTION SERVICES 
To compose multiple simulation services is to make them work together and 
function as a single simulation service, which is called composed simulation service. The 
composed simulation services basically function with no difference as that of other single 
simulation services. The single simulation services being composed will communicate 
with each other in the realm of the software implementation of the models they represent, 
which is attributed to the issues of the interoperability; and behave in a composable way 
in the realm of the models themselves, which is attributed to the issues of composability. 
Although work has been done in both of these two aspects, there are still issues and 
challenges which are discussed in this chapter.  
4.1        Interaction patterns 
        In a distributed computing environment, interactions are achieved via messages 
exchanges. In this section, some typical interaction patterns are summarized. 
4.1.1        Request-response 
The request-response pattern, illustrated in Figure 4.1, is the most common 
interaction pattern between two entities in the distributed computing environment. In this 
pattern, a requester sends a request message to a replier system which receives and 
processes the request, and returns the requestor a message in response. This pattern can 
be implemented either in a synchronous fashion, where the connection is held open until 
either the response is delivered or the timeout period expires; or in an asynchronous 
fashion, where the response will be returned at some unknown timer later.  
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Figure 4.1 Request-response 
 
4.1.2        Publish-subscribe 
In this pattern as illustrated in Figure 4.2, the senders of the messages, called 
publisher, do not make the messages sent directly to any specific receivers, called 
subscribers. Published messages are categorized into topics (or classes). Publishers have 
no knowledge of what, if any, subscribers there may be. Subscribers attach their interests 
in one or more topics, and only receive messages that are of interest. Subscribers have no 
knowledge of what, if any, publishers there may be either. 
 
 
 
 
 
 
 
Figure 4.2 Publish-subscribe 
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4.1.3        Periodical synchronization 
In this pattern illustrated in Figure 4.3, all of the participants need to be 
synchronized by exchanging outputs before proceeding to the next step of computation at 
a predefined time period, for example every 300 seconds.  
 
 
 
 
 
 
 
 
 
Figure 4.3 Periodical Synchronization 
 
4.2        Coordinator service in simulation service composition 
        Simulation service is a dynamic system that evolves based on the time factor. 
Different simulation services in a composed simulation service need to conform to a 
common time system to guarantee the causality and correctness of the composed 
simulation service. That is events emerged in different simulation services in a composed 
simulation service should be prioritized and processed based on the temporal order. 
Another issue existing in composing simulation services is the complex interactions 
required by different simulation services to work together. Suppose we have two 
simulation services, each model of which has impact on the other. To achieve the 
output data 
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composition of these two simulation services and realize the mutual impact effect means 
that each of the participant simulation services needs to pass on certain produced data to 
the other simulation service from time to time as the simulation proceeds; and each 
simulation service will continue to execute based on the data received. However, it is 
unknown that when the data will be produced by each simulation service until runtime.  
Thus, to achieve simulation service composition, it is important and necessary to satisfy 
the temporal order requirement as well as to provide the ability to handle different 
interaction demands. From this point of view, none of the interaction patterns in section 
4.1 can provide such properties and be naively employed to compose simulation services.  
In section 3.3.1, a coordinator service is proposed in the composed simulation 
service specification in order to fulfill the above requirement on the temporal order in the 
distributed computing environment and the ability to handle different interaction 
demands. Based on the execution protocol, the coordinator service governs the time 
advancement of the all the involved simulation services on one hand; and on the other 
hand it routes the inside messages originated from the simulation services in this 
composed simulation service and the outside messages destined to this composed 
simulation service it is in charge of to the participant simulation services that construct 
this composed simulation service. Next, DEVS simulation protocol [54] is provided as an 
example coordinator execution protocol. The coordinator service would synchronize the 
activities of the simulation services to guide them through a cycle of method applications 
as follows: 
1. simulation_services.tellAll(“setSimulationService”, simulation_services); 
2. simulation_services.tellAll(“initialize”); 
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3. N = Min(simulation_services.AskALL(“nextTN”); 
4. while((tN < INFINITY)){ 
5. simulation_services.tellAll(“computeInputOutput”, tN); 
6. simulation_services.tellAll(“sendMessages”); 
7. simulation_services.tellAll(“applyDeltFunc”, tN); 
8. tN = Min(simulation_serivces.AskAll(“nextTN”); 
} 
Each line is given the following explanation: 
1. the coordinator service tells each of the simulation services in the collection the 
others’ addresses. 
2. the coordinator service asks each simulation service to perform the initialization 
function. 
3. the coordinator service requests that each simulation service sends its time of 
next event and takes the minimum of the returned values to obtain the global 
time of next event. 
4. the coordinator service enters the following cycle until activity ceases: 
5. each of the simulation services applies its computeInputOutput method to 
produce an output that consists of a collection of contents(port/value) pairs – for 
DEVS simulation services this is a composite message computed according to 
the DEVS formalism based on its model’s current state. 
6. each of the simulation services partitions its output into messages intended for 
recipient simulation services and sends these messages to these recipient 
simulation services – for DEVS simulation services these recipients are 
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determined from the output ports in the message and the coupling information 
that will have previously been received from the coordinator service. 
7. each of the simulators executes its ApplyDeltFunc method which computes the 
combined effect of the received messages and internal scheduling on its state, a 
side effect of which is produce of time of next event, tN – for DEVS simulators 
this state change is computed according to the DEVS formalism and the tN is 
updated using its model’s time advance. 
8. the coordinator obtains the next global time of next event and the cycle repeats. 
 
 
 
Figure 4.4 Federation of DEVS with Non-DEVS Simulation Service 
 
4.3        Maturity reference model for simulation service composability 
Simulation service composition should be considered one step further, beyond 
connections among different simulation services to just make them work together.  
Simulation service composability is about the degree of how simulation services can be 
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composed and how well they function as a whole to serve a common purpose. In other 
words, the composability should represent the maturity of the composed simulation 
services working together. In this paper, we adopt a maturity reference model for the 
simulation service composition that is adapted from the work in [5], [7], [59] and [61]. 
Zero composability:  this level means the involved two simulation services cannot 
be composed at all. At this level, one can physically compose these two simulation 
services. However, the composition can crash the involved simulation services or run-
time errors are reported.   
Syntactic composability:  this  level  means  the involved  two  simulation  services  
can  be  composed under  the  governing  of common  rules and  simulation services  can  
exchange common structured data. For example, the data that the weather simulation 
service produces contains two numbers: one is wind speed, and the other is wind 
direction. On the other hand, the wildfire simulation service needs data that consists of 
two numbers as its weather update input data.  
Semantic composability: this level means that the involved two simulation services 
can be composed in a way that each party knows the meaning of the exchanged data. For 
example, the composition should guarantee that the exchanged data for the wildfire 
simulation service are two numbers which represent the value of wind speed and the 
value of wind direction in the correct order with correct range.  
Pragmatic composablity: this level means that the involved two simulation services 
can be composed in a way that each party behaves in a shared context. In other words, 
each party behaves the way as others expect. Building upon the previous level, this level 
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emphasizes on the rationality of the composition and the context of the simulation service 
behavior.  
While there are research issues at each level, this section focuses on the issue of 
mismatch of time/event granularity at the pragmatic composability level. 
4.4        Time granularity and event granularity in simulation service composition 
Like building a complex system from multiple sub-systems, it is common practice to 
build a simulation experiment from multiple disparate individual simulations or 
simulation software. As the service-oriented architecture gains its broad acceptance and is 
made as a standard, the simulation experiment can now be built by employing a wide 
range of the available simulation services. When composing heterogeneous simulation 
services, issues arise such as whether the two simulation services can be composed 
together, or whether the composition is addressed in a meaningful and rational way. It is 
pointed in [55] that some composite models involve components that are naturally 
expressed in very different representations and formalisms because the phenomena are 
different in character. For example, missile trajectories are best represented by 
continuous differential equations, whereas force-on-force ground battles lend themselves 
well to discrete-event simulation or time-stepped simulation with large time steps. There 
are also differences in granularity, i.e., differences in number and kinds of aspects. This 
need for heterogeneity is not merely an artifact of the mathematics or programming. In 
[55], the authors also demonstrated several examples which indicate that the 
heterogeneity among the composites is a universal issue which poses great impacts on the 
compositions. Another obstacle standing in the way of composition of simulation services 
is that the  simulation  services  themselves  are  not  created  and owned by the users in 
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the service-oriented architecture, which  makes it  impossible  for  the  users  to modify  
the simulation services according to their specific needs. As Splash (the Smarter Planet 
Platform for Analysis and Simulation of Health) from IBM [56] states: “experts in 
different organizations drawing on knowledge and techniques of such complex systems. 
It is a significant challenge to pull these sorts of models together into an integrated 
picture.” Thus, the compositions of the simulation services can be handicapped by the 
above facts. Authors in [57] and [58] proposed frameworks that employ agents as 
mediators, brokers and matchmakers between disparate composites, to tackle the 
heterogeneity existing in the compositions. 
In a service-oriented computing environment, there is a need to compose several 
simulation services in a way that the multiple simulation services are coupled together 
and dynamically influence each other. While simulation service composition shares many 
common properties of general web service composition, it has some unique features due 
to the fact that simulation services rely on dynamic models where time is important. This 
means individual simulation services in the composition must behave according to a 
common time base in order to ensure the correct temporal order of events. Research of 
simulation composition has often been studied together with the topic of modeling and 
simulation interoperability. In particular, to help studying different issues arising in 
simulation interoperability, the Levels of Conceptual Interoperability Model (LCIM) 
were introduced, which identified seven levels of interoperability among participating 
systems [5]. A reformulation of LCIM was presented in [59, 7], which summarizes three 
linguistic levels of interoperability: Syntactic level, Semantic level, and Pragmatic level. 
In this chapter, a maturity reference model is adapted for simulation service composition 
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based on [59, 7], and focus on the pragmatic level which emphasizes on the rationality of 
the composition and the context of the simulation service behavior. 
At the pragmatic level, an important issue that hinders the composition of simulation 
services is the mismatch of granularity when coupling two services together. In this 
chapter, two types of granularity, named as time granularity and event granularity are 
differentiated.  The issue of time granularity occurs when there is mismatch between the 
sender and receiver regarding how often the information is generated and consumed. For 
example, a weather simulation model may generate weather information in hourly or 
daily basis. A climate simulation model, however, typically consumes weather change 
information in seasonal or yearly basis. This mismatch of time granularity makes it 
ineffective to directly couple the wildfire simulation with the climate simulation. The 
issue of event granularity occurs when there is mismatch between the sender and receiver 
regarding the significance of events contained in the output/input message. For example, 
while a factory simulation may send out a message whenever a new product item is 
finished, a supply chain management simulation may be only interested in situations 
when the product quantity changes significantly (e.g., increase or decrease by  hundreds). 
This type of mismatch of event granularity makes it ineffective to directly couple the two 
simulations together. It is noted that the issues of time granularity and event granularity 
are independent of the simulation mechanisms (i.e., discrete time simulation or discrete 
event simulation) of the simulation services. 
This  section  focuses  on  time  granularity  and  event granularity  in  composing  
simulation  services  at  the pragmatic  level.  The  goal  is  to develop  a  systematic way  
to  support  simulation  service  composition  with mismatch  of  time/event  granularity.  
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To achieve this goal, the semantics of couplings between simulation services are 
enhanced with the capability of handling time/event granularity. Formal models for 
handling time/event granularity are defined and associated with the couplings in 
simulation service composition. From the operational point of view, this work is similar 
to previous work on agent-based framework for supporting model composition [57, 58]. 
However, this work focuses on the specific issue of time/event granularity and “agents” 
with well-defined behavior for handling time/event granularity are developed. The 
developed agents can be reused by others in a “plug-and-play” fashion based on users’ 
needs. This work is considered as an important step towards achieving standard and 
automated approaches for simulation service composition in the emerging service-
oriented computing environment. Note that in this work, we make the assumption that all 
the involved simulations services are created and owned by different parties, and it is 
difficult or inconvenient to make direct changes to the simulation service themselves. 
This work is motivated by our research on coupled weather-wildfire simulation,  
where  a  weather simulation  and  a  wildfire  simulation  are  coupled together  in  order  
to  achieve  more  accurate  wildfire spread  simulation  results.  The wildfire simulation 
service needs weather data, such as wind speed and wind direction, as one of its inputs, 
and it produces heat as one of its outputs. The weather simulation service produces 
weather data such as wind speed and wind direction, to be fed into the wildfire simulation, 
and it takes heat generated from the fire simulation as an input. Figure 4.5 illustrates the 
composition. 
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Figure 4.5 Composition of the wildfire simulation service and the weather simulation 
service 
 
The composition as shown in Figure 1 works well at the syntactic level and semantic 
level, that is, the data format of the exchanged data is commonly supported and the 
meaning of the exchanged data is understood by both simulation services. However, at 
the pragmatic level there is mismatch of time/event granularity. Specifically, in our 
research the weather model is the Advanced Regional Predication System (ARPS) model 
[60, 61], which is a three-dimensional, nonhydrostatic numerical weather prediction 
model.  The ARPS model generates weather output typically at the time scale of second. 
Such  frequent  weather  updates,  however, do not  make  much  sense  for  the wildfire 
model  (the DEVS-FIRE  model  [62]), which typically works with weather data at time 
scale of tens of minutes  (e.g., 10 minutes, 30 minutes),  due to the nature of the wildfire 
spread behavior. The DEVS-FIRE model will be introduced in the later chapter. 
4.4.1        Time granularity 
Simulation services are supported by simulation systems which are dynamic systems 
whose evolvement is based on the time which has units also called granularities. Both the 
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outputs and the inputs of the dynamic system relate to the time. The system may generate 
outputs at certain time steps; and in turn the system may be given inputs feed at certain 
time steps. The term time granularity is not new and has been studied in [63] and [64] in 
that system support and reasoning different granularities has been recognized to be an 
import issue. The time granularity of the dynamic system can either be fixed or it can be 
driven by events, where a time step exists when something interesting occurs. For 
example, the weather simulation service is a dynamic system and it generates wind speed 
and wind direction outputs every 10 seconds. Then the time granularity for the wind 
speed and wind direction output of the weather simulation service is 10 seconds. When 
two disparate systems from different backgrounds are composed together by connecting 
the outputs of one system to the inputs of the other system, the  issue of  time  granularity  
may  occur  when  there  is mismatch  between  the  sender  and  receiver  regarding how  
often the information is generated and consumed. The mismatch can happen in both 
directions, including from the output in a coarse-time-granularity to an input requiring a 
fine-time-granularity, and from the output in a fine-time-granularity to an input requiring 
a coarse-time-granularity. For example, the wildfire simulation service needs wind speed 
and wind direction as one of its input every 200 seconds. If we couple the previous 
weather simulation service with this wildfire simulation service, a mismatch from fine-
time-granularity to coarse-time-granularity occurs. 
To enable the compositions that involve simulation services with different time 
granularities, a time granularity handling agent is proposed to be added to act as a 
mediator between the two services. The time granularity agents will adjust the time 
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granularity from the source simulation services and generate outputs to satisfy the input 
time granularity requirement of the destination simulation services. 
4.4.2        Event granularity 
Compared with time granularity which deals with time, event granularity deals with 
the effect of the events, which can be represented by the degree of the changes in the 
observed subjects. In the composition of simulation services, the issue of event 
granularity may occur when there is mismatch between the sender and receiver regarding 
the significance of events contained in the output/input message. Similar as in time 
granularity, the mismatch can happen in two directions, including from coarse-event-
granularity to fine-event-granularity and from fine-event-granularity to coarse-event-
granularity. In the factory-supply chain example mentioned above, the coupling from the 
factory simulation service to the product item yield input of the supply chain simulation 
service is an example of fine-event-granularity to coarse-event-granularity mismatch. For 
the other situation, from coarse-event-granularity to fine-event-granularity, it might have 
the potential to cause problems if the event is directly conveyed. However, that is the best 
we can do in the scope of this work. 
To enable compositions that involve simulation services with different event 
granularities, an event granularity handling agent is proposed to be added to act as a 
mediator between the two services. The proposed event granularity handling agents 
employ quantization, which is an approach in which attribute updates are sent only when 
threshold boundaries are crossed, rather than continuously as they are generated [65]. 
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4.4.3        Value message and delta message in granularity handling 
The introduction of granularity handling agents in simulation service composition 
makes it necessary to differentiate two types messages passed between services. In this 
paper, we differentiate two types of messages: delta message and value message. A delta 
message means the data contained in the message represents a change; a value message 
means the data contained in the message represents an “absolute” value. The  reason  that  
we need to differentiate two types of messages is because after adding the granularity 
handling agents, multiple input messages may need to be combined by the agent and  sent  
out as a single output message  (in  the fine granularity to coarse granularity case), or a 
previous input  message needs  to be  reused  by  the  agent  to  process  the  messages  in  
a correct way, there is a need to look  at the types of the data contained in the messages 
and act accordingly.  
The granularity handling agents will act in different ways when processing the two 
types of the messages. In general, when handling delta messages, the agent needs to add 
up all the input messages and sends out the sum as the output. This is because each input 
message represents a change from the previous value, and thus multiple inputs need to be 
summed together to represent the total change. If there is no input message received, the 
output message should contain the value of 0. When handling value message, the agent 
needs to send out the most recent input message as the output. This is because the most 
recent input message contains the most “current” value. When there is no recent input, 
the output message should contain the input received before. For example, a simulation 
service A produces an output in delta message, and another simulation service B accepts 
A’s output as input. A produces the output every 10 seconds, and B requires to receive 
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the input every 100 seconds. We can add a time granularity agent in the composition of 
the two simulation services with time granularity set to 100s. Thus, the output from A 
will be given to the time granularity agent first and only when the simulation time is the 
multiple of the time granularity 100s, such as 100s, 200s, 300s…, can A’s the output be 
fed to B through the time granularity agent. To ensure  the correctness after we add the 
time granularity handling agent, all the data received from A within each time granularity  
duration  (in  this example 100 seconds) should be summed by the agent before fed to B, 
since the data in the delta message are the change part of the value. If the messages 
exchanged between A and B are value messages, the granularity handling agent behaves 
differently: the latest data contained in the value message received from A within each 
time granularity duration should be used to feed B. The problems described above also 
happen where an event granularity handling agent is needed.  In order to process the 
messages in correct ways, the agents will need to behave differently for the four cases, 
which will be explained further in the next section. 
4.4.4        Granularity handling agents 
Based on the above discussions, we identify and develop four granularity handling 
agents to solve the mismatch problem in the output-input coupling pair. They are time 
granularity agent for value message, time granularity agent for delta message, event 
granularity agent for value message, and event granularity agent for delta message.  
Time granularity agent for value message will update its current value to the data 
value contained in the message each time it receives. When it is time for this agent to 
generate outputs at the time steps T, 2T, 3T,…, nT (T  represents  time  granularity), the  
current value will be sent out. Figure 4.6 displays the state chart diagram of this agent. 
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Figure 4.6 The state chart diagram for time granularity agent for value message 
 
Time granularity agent for delta message will initially set its current value to zero. It 
accumulates the received data value to its current value. When it is time for this agent to 
generate output at the time steps T, 2T, 3T,…, nT (T represents time granularity),  the  
current value will be sent out and then the current value will be set  to  zero  again.  
Figure 4.7 displays the state chart diagram of this agent. 
 
 
 
Figure 4.7 The state chart diagram for time granularity agent for delta message 
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Event granularity agent for value message will compare the difference of the 
received data value and the current value with a threshold. If the difference is equal or 
larger than the threshold, the current value is set to the received value and the current 
value is used as the output. Figure 4.8 displays the state chart diagram of this agent. 
 
 
 
Figure 4.8 The state chart diagram for event granularity agent for value message 
 
Event granularity agent for delta message will initially set its current value to zero. It 
accumulates the received data value to its current value. Once the current value is equal 
or larger than the threshold, the current value is sent out and then set to zero. Figure 4.9 
displays the state chart diagram of this agent. 
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Figure 4.9 The state chart diagram for event granularity agent for delta message 
 
4.4.5        Granularity-enhanced coupling in simulation service composition 
To achieve systematic handling of time/event granularity, we enhance the semantics of 
couplings between simulation services with the capability of handling time/event 
granularity. If needed, a coupling (an output-input pair) can be associated with an agent 
based on user’s need (no agent will be associated with the coupling if the mismatch does 
not exist). Different couplings can have different agents. We note that the agent is 
associated with the couplings, thus multiple can be used if there are multiple couplings 
between two agents. This is different from [57, 58] where typically a single agent is used 
between two simulation services. With the proposed granularity handling agents, the 
composition of the simulation service can be enhanced by using these agents in the 
output-input pair couplings in a “plug-and-play” style. It is noted that some couplings 
require these agents to work better, while others do not, as illustrated in Figure 4.10. 
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Figure 4.10 Granularity handling agents in the couplings of the composition 
 
4.4.6        Experiment results 
In our coupled weather-wildfire simulation research, the weather model is the ARPS 
model and the wildfire model is DEVS-FIRE model. However, we use a simplified 
“artificial” weather model developed for illustrating the developed methods. The artificial 
weather model is not based on any real knowledge in atmospheric dynamics and is not 
validated. We assume that the wind speed and wind direction are affected by the 
generated heat following the equations below. In our experiment, the weather simulation 
service generates weather condition, wind speed and wind direction, in instant value form 
every second, and the wildfire simulation service produces heat in delta value type every 
one hundred seconds. 
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In the experiment, we use a time granularity agent for value message between the 
weather condition output-input coupling pair from the weather simulation service to the 
wildfire simulation service; and an event granularity agent for delta message between the 
heat output-input coupling pair from the wildfire simulation service to the weather 
simulation service. We set the initial wind speed to 10 mile/second, and wind direction to 
90 degree. α is set to 2.0. The output of the time granularity agent in this experiment uses 
the most-recently-received data. Figure 4.11 displays the experiment compositions 
without configuring the proposed properties and its corresponding experiment results. 
Figure 4.12 displays the experiment compositions with time granularity set to 50 seconds 
and threshold set to 1000 and its corresponding experiment results. To make the 
comparison easy, the Gaussian Noise is fixed. 
 
             
 
 (a) The result fire shape at 3000 seconds in simulation time 
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(b) Heat outputs from the wildfire simulation service 
 
 
(c) Wind speed and wind direction from the weather simulation service 
Figure 4.11 Simulation results of composition of the wildfire simulation service and the 
weather simulation service not using granularity handling agents. 
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(a) The result fire shape at 3000 seconds in simulation time 
 
 
 
(b) Heat outputs from the wildfire simulation service 
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 (c) Wind speed and wind direction from the weather simulation service 
 
Figure 4.12 Simulation results of composition of the wildfire simulation service and the 
weather simulation service using granularity handling agents. 
  
By setting the properties, Figure 4.12 (b) and (c) illustrate that the proposed 
pragmatic simulation composability is achieved. The cost/benefit analysis between 
reduced data exchanges and increased error was discussed in [65]. Although the fire 
shape after adding the time granularity handling agent and the event granularity handling 
agent is different from the one without agents, the fire spread trend still follows the 
original track. If the error is acceptable, it seems there is no harm using the granularity 
handling agents. 
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CHAPTER 5        SERVICE-ORIENTED SIMULATION EXPERIMENT 
5.1        Existing workflow systems 
Workflow is a depiction of a sequence of operations. A workflow management 
system is a computer system that manages and defines a series of tasks within an 
organization to produce a final outcome or outcomes [94]. For different types of jobs or 
processes, the workflow management system allows the user to define different 
workflows. In the organization of the workflow, each individual unit is responsible for a 
specific task. Once the task is complete, the workflow system ensures that the individual 
units responsible for the next task are notified and receive the data they need to execute 
their phase of the process. Workflow management systems also automate redundant tasks 
and ensure that uncompleted tasks are followed up.  
A scientific workflow system is a specialized form of workflow management system 
designed specifically to compose and execute a series of computational or data 
manipulation steps, or a workflow [95].  In Figure 5.1, it illustrates two scientific 
workflow systems: Kepler scientific workflow system and Taverna workbench.   
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(a) Kepler scientific workflow system 
 
 Figure 5.1 Major 
In the business world, BPEL (Business Process Execution Language) is an OASIS 
[96] standard executable language for specifying actions within business processes 
web services [10]. By using this language together with the execution engine, the user 
can organize a batch of tasks in a workflow fashion. Figure 5.2 displays two BPEL 
development environments: eclipse BPEL designer and 
(b) Taverna workbench 
scientific workflow systems 
 
oracle BPEL process manager
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.  
 (b) Oracle BPEL designer in JDeveloper
Figure 5.
(a) Eclipse BPEL designer 
 
2 BPEL development environments. 
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From Figure 5.1 and Figure 5.2 we can see that all those workflow systems are 
equipped with a lot of components, which make them powerful but complex at the same 
time. Usually, scientists and researchers are technical limited and it would be a waste of 
time for them to learn those new complex technology tools just to carry out their 
experiments. To use these workflow systems to design a workflow, scientists and 
researchers not only need to learn how to use different components, but also need to 
understand the meaning of each activity, population of the parameters and configuration 
of each binding. Another disadvantage of these workflow systems is that they are 
desktop-based, and users need to obtain a copy of the software which may require 
complicated installation and configuration. This cannot catch up with the notion “thin 
client” in the cloud computing environment. In order to alleviate the burden of learning 
complex and unnecessary tools from scientists and researchers, we propose to develop a 
web-based easy-to-use light-weight service-oriented simulation experiment environment.   
5.2        The Proposed Service-Oriented Simulation Experiment 
5.2.1        Composed simulation service and simulation experiment 
With the advent of cloud computing and service-oriented architecture, it is highly 
desirable that the simulation experiment can be carried out by taking advantages of those 
two aspects. A simulation experiment can be viewed as a workflow, and it consists of one 
or multiple organized components, which in our case are single simulation services, 
composed simulation services and/or other tool services, in a sequence of connected steps. 
Firstly, we need to differentiate the connections (one’s output fed to the other’s input) in 
the composed simulation service from the connections in the simulation service 
experiment. In a composed simulation service, when coupling two simulation services, it 
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means that the involved two simulation services are governed by a coordinator whose job 
is to schedule all the events in the services governed in the correct temporal order to 
avoid any causality. The composed simulation services can be integrated into the 
experiment with no difference compared to other simulation services and non-simulation 
services. In a simulation experiment, there is no such coherent relation between 
connected simulation services and/or non-simulation services, which are organized in a 
workflow and invoked based on the execution logic of the workflow. For example, the 
wildfire simulation service and the weather simulation service work closely in a 
composed simulation service in that these two simulations have mutual influence on a 
common temporal order basis, which requires to be governed by a coordinator service. 
However, the wildfire simulation service and the optimization service in a simulation 
experiment work in a sequential workflow order. That is only when the wildfire 
simulation service finishes and produces a result, the result is passed no to the 
optimization service, and the optimization service will start to execute based on the result 
from the wildfire simulation service.  
In the service-oriented architecture, simulation services and non-simulation services 
are hosted completely distributed. From section 5.1 we can conclude that two elements 
are needed in order to design and execute a workflow: the representation of the workflow 
and the execution engine of the workflow. The representation of the workflow provides a 
formal way to describe the structure of the workflow. The execution engine of the 
workflow executes the workflow based on the structure. In the above example, Kepler 
and Taverna each has its own representation to describe the workflow in its own system. 
Their representations will be translated into executable instructions by their execution 
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engine respectively. On the other hand, BPEL is a formal orchestration language which 
provides a standardized programming model, by following which different execution 
engine can be achieved. In this work, we propose to provide a centralized web-based 
simulation experiment system for the users to design and execute their simulation 
experiments. For different users, we employ two approaches in our service-oriented 
simulation experiment system: web browser-based workflow execution and BPEL-based 
execution. 
5.2.2        Web browser-based execution approach for service-oriented simulation 
experiment 
The goal of this approach is to provide a simple way for the users to design their 
simulation experiments. In this approach, we provide a small set of work units, which 
represent different semantics, and a browser-based execution engine that executes the 
workflow constructed by employing and structuring multiple work units. To design a 
simulation experiment, the user can create a task, add work units to the task and organize 
those work units in a logical order based on the semantic of each work unit. In this work, 
we achieve this approach using javascript, which can be executed in a web browser, to 
implement the work units, task and a small execution engine that can run an experiment 
designed by the provided work units. Figure 5.3 illustrates the architecture of this 
approach. 
 
 
  
Figure 5.3 Architecture of the web browser
 
Next, some terms along with the provided set of 
A task is a group of 
represents an experiment. All the work units within the task will be executed sequentially 
based on the created order. 
workflow 
execution 
engine 
client 
                              
 
 
 
 
 
-based execution approach
work units are introduced.
work units organized together to form a process, which 
server 
client 
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client 
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A work unit is an atomic unit that carries out a specified action based on its semantic. 
In this work, we propose to provide four work units: start work unit, end work unit, 
assign work unit, invoke work unit, while work unit, wait work unit, and if-else work unit. 
A start work unit implements the action of being the start point of the whole task. It 
stands as a dummy indicator of the beginning of the whole task and does nothing else. 
An end work unit implements the action of being the end point of the whole task. It 
stands as a dummy indicator of the end of the whole task and does nothing else. 
An assign work unit implements the action of assign a value to a variable within the 
experiment workflow. There are three fields to configure an assign work unit: variable 
name, variable type, and variable value. If the variable doesn’t exist, it will be created 
using variable name and its value will be variable value. If the variable already exists, its 
value will be updated by variable value. In this work, we support three variable types: 
number, string and bool.  
An invoke work unit implements the action of invoking an operation provided by a 
simulation service with specified input parameter(s). The result from the invocation of 
the operation, if there is any, will be stored by this invoke work unit. Figure 5.4 illustrates 
the semantic of this work unit. 
 
 
 
 
Figure 5.4 Invoke work unit 
 
Invoke Work Unit 
 
Service 
Service URL, Operation and Parameters 
Result 
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A while work unit implements the action of a while loop. This work unit evaluates 
the provided expression to a boolean value. When the process of the experiment 
encounters at this work unit, it will not go any further until the expression is evaluated as 
false and the included work units of this while work unit will be executed at each 
iteration of the loop. Figure 5.5 illustrates the semantic of this work unit. 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.5 While work unit 
A wait work unit implements the action of suspending or pausing the process of the 
experiment for specified time period, whose unit is second. Figure 5.6 illustrates the 
semantic of this work unit. 
 
 
 
While Work Unit 
work unit 
work unit 
work unit 
…
…
. 
while (expression) 
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Figure 5.6 Wait work unit 
An if-else work unit implements the action of conditionally branching of the process. 
It evaluates the provided expression to a boolean value. If the expression is evaluated as 
true, the process will continue to execute in one branch; otherwise it will continue to 
execute in the other specified branch. Figure 5.7 illustrates the semantic of this work unit. 
 
 
 
 
 
 
 
 
 
Figure 5.7 if-else work unit 
 
The advantage of this approach is that the user does not have to install any extra 
software except the web browser, which makes it light weight. The downside of this 
approach is that it is not that powerful since only a limited set of semantic work units is 
Wait Work Unit 
suspend for n seconds 
If expression 
true 
work unit 
work unit 
work unit 
…
…
 
false 
work unit 
work unit 
work unit 
…
…
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provided. In the next section, we will provide an example of this proposed approach by 
using the wildfire simulation service and the optimization service. 
5.2.3        BPEL-based execution approach for service-oriented simulation 
experiment 
If the user has advanced knowledge of workflow and BPEL, we propose to let the 
user to submit their BPEL script to our system and run the simulation experiment 
represented by the BPEL script on our server. In this approach, the workflow execution 
engine is moved from the web browser to the server, which means the uploaded BPEL 
script will be deployed on our server. When the experiment (represented by the BPEL 
workflow) finishes, the result is returned to the user. Figure 5.8 illustrates the architecture 
of this approach.  
 
 
 
 
 
 
 
 
 
 
  
Figure 5.8 Architecture of the BPEL
There are plenty of BPEL execution engines such as Apache ODE [
Oracle BPEL Process Manager
our BPEL execution engine since it supports BPEL 2.0 and it is free.
workflow 
execution 
engine 
client 
                              
 
 
 
 
 
-based execution approach
 
97], 
 [99], and so on. In this work, we choose Apache ODE as 
  
server 
client 
88 
 
jBPM [98], 
client 
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The advantage of this approach is that BPEL provides a full set of support for more 
complicated simulation experiment design and the server can provide more powerful 
execution when the complexity of the experiment increases. On the other hand, it does 
require the user to have the BPEL knowledge to design the simulation experiment. 
5. 3        Experiments scenarios using the wildfire simulation service and the 
optimization service 
In this section, we design several experiment scenarios using the wildfire simulation 
service and the optimization service to demonstrate the web-browser based approach.  
1 Invoke work unit  
        Suppose you want to design an experiment to optimize the burned area. The steps 
you need to do by using the wildfire simulation service and the optimization service are: 
(1) create a simulation instance in the wildfire simulation service; 
(2) set the fuel data map for the created wildfire simulation instance; 
(3) set the aspect data map for the created wildfire simulation instance; 
(4) set the slope data map for the created wildfire simulation instance; 
(5) set the ignition for the created wildfire simulation instance; 
(6) set the total simulation time for the created wildfire simulation instance and start 
to run; 
(7) query the burned area from the created wildfire simulation instance; 
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(8) use the returned burned area value as the input of the optimization service. 
It is a sequential waterfall process and Figure 5.9 illustrates the organized 
experiment workflow using the invoke work units. In the next chapter, we will display 
this example in the implemented GUI. 
 
 
 
 
 
 
 
 
 
 
Figure 5.9 Experiment workflow scenario uses the invoke work unit 
2 Assign work unit and while work unit 
Suppose you need to do the previous experiment several times. You can first 
define a variable to represent the total times you want to do the previous experiment 
Task 1 
start 
end 
Invoke Work Unit 
create wildfire 
simulation instance 
Invoke Work Unit 
set fuel data map 
Invoke Work Unit 
set aspect data map 
Invoke Work Unit 
set slope data map 
Invoke Work Unit 
set ignitions 
Invoke Work Unit 
set total simulation 
time and run 
Invoke Work Unit 
query burned area 
Invoke Work Unit 
optimize the burned 
area 
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using the assign work unit, and then put it into a while work unit as illustrated in Figure 
5.10. 
 
 
 
 
 
 
 
 
Figure 5.10 Experiment workflow scenario uses the assign work unit and the while work 
unit 
 
3 If-else work unit 
Suppose you want to do something based on the optimized burned area. For example, if 
the burned area exceeds certain threshold, you process it in one way; otherwise you 
process it in another way. This can be achieved using the if-else work unit, which is 
illustrated in Figure 5.11. 
 
Assign Work Unit 
$loop = 5; 
While Work Unit 
while ($loop-- > 0) 
 
Task 1 
…… 
…… 
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Figure 5.11 Experiment workflow scenario uses the if-else work unit 
 
4 Wait work unit  
Suppose you want to wait for some time before carrying out the next step. At this 
time, you can use the wait work unit. Figure 5.12 illustrates an experiment scenario. 
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If $optimization_return < threshold 
Task 1 
….. 
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Figure 5.12 Experiment workflow scenario using the wait work unit 
 
 
 
 
 
 
 
 
 
 
 
Wait Work Unit 
Suspend for 30 seconds 
Invoke Work Unit 
Invoke Work Unit 
 CHAPTER 6       GRAPHICAL USER 
In this chapter, we demonstrate the graphical user interface
We developed GUIs for wildfire simulation service, simulation service composition 
environment, and service-oriented simulation experiment 
assume that the provider of the simulation service is responsible for his/her own 
representation layer (GUI) of the simulation service.
6.1        Graphical user interface for 
Wildfire simulation service is based on DEVS
wildfire simulation service at
provide a web-based GUI for its end users in the front end.
and researchers can: 
 create a simulation service instance;
 reset the simulation service;
 destroy a simulation 
 choose a project to do the simulation
 set ignitions or fire lines
 set suppressions or suppression lines
 start the simulation; 
 pause the simulation;
 stop the simulation;
INTERFACE OF THE PROPOSED WORK
s of our proposed work.
environment. In this work, we 
 
wildfire simulation service 
-FIRE [62, 69]. We implement the 
 the back end on the server by wrapping DEVS
 Through the GUI, scientists 
 
 
service instance; 
;  
; 
; 
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-FIRE, and 
  replay the simulation process;
 view fuel map;
 view aspect map
 view slope map;
 zoom in map; 
 zoom out map; 
 accelerate the replay
 slow down the replay
Figure 6.1 illustrates a scenario using the GUI. 
Figure 6.1 (a) will be displayed. Each time a simulation is conducted, a corresponding 
simulation instance will be created and a corresponding simulation instance ID will be 
assigned. In this case, the simulation instance I
wildfire, the user needs to choose a project, which basically determines the fuel, 
and slope data of the target area. After the user finishes choosing the project, the target 
area loaded with different m
when the project finishes loading. 
clicking button and 
ignitions need to be setup on the maps. The
current mouse click or drag event effect to setup an ignition or a fire line for the initial 
fire state. To setup an ignition, the user needs to left click 
the user needs to drag the mouse on the map with left button pressed, as shown in
 
 
; 
 
 of the simulation; 
 of the simulation.  
When a user first opens the GUI, 
D is 61322. To start to plan a simulation of 
aps will be displayed. By default, the fuel map is displayed 
The user can select to see aspect map and slope map by 
button. To start a wildfire simulation, 
 user can click  button first to adjust the 
on the map. To draw a fire line, 
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aspect, 
 Figure 
 6.1 (c). The next step is to setup a total simulat
total simulation time is set to 2000 seconds. To start the 
click  button; then the simulation runs and the fire starts to spread as shown in Figure 
6.1 (d) with fuel map, (e) with aspect map and (f) with slope map.
ion time, as shown in Figure 6.1 (d
simulation, the user needs to 
  
(a) Initial web page 
 
(b) A project is loaded 
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) whose 
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(c) Fire line is set 
 
 
(d) Wildfire shape at the end of the simulation in fuel map 
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(e) Wildfire shape at the end of the simulaiton in aspect map 
 
 
(f) Wildfire shape at the end of the simulation in slope map 
Figure 6.1 GUI for wildfire simulation service.  
 
6.2        Graphical user interface for simulation service composition 
To ease the process of composing simulation services, we developed an intuitive 
web-based interface. Next, we walk through an example to introduce the simulation 
service composition environment. When entering the interface, a root coordinator service 
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is created by default, as shown in Figure 6.2 (a). Users can add individual simulation 
services and coordinator service by clicking “+”. After clicking “+”, a prompt window 
asks users to choose simulation services, as shown in Figure 6.2 (b). If users do not want 
a simulation service, he or she can delete it by clicking the “X” on the top right corner of 
the box that represents that simulation service. Each simulation service has its own 
specific parameters which are listed in its “box”. Users can configure the simulation 
service by changing those parameters explicitly. After choosing the simulation service, 
one can set up couplings between simulation services by dragging the output port 
(displayed as red end) of one simulation service and dropping it to the input port 
(displayed as blue end) of the other simulation service, as shown in Figure 6.2 (c). After 
making the coupling, the output represented by the red end from the source simulation 
service will be fed to the input represented by the blue end of the destination simulation 
service. Note, each simulation service may have multiple input ports and output ports; 
and it is the user who decides how to make the couplings among input ports and output 
ports. After a coupling is made, users can delete a coupling by clicking the “X” on that 
coupling. To add a simulation granularity handling agent, users can double click on that 
coupling, and a prompt will pop up waiting for users to choose the agents and set up the 
value for that agent, as displayed in Figure 6.2 (e). To start the composed simulation 
service, the user needs to setup a total simulation time and click “simulate” button to run 
the composed simulation service governed by the coordinator service. To view the 
simulaiton animation or the simulation result provided by that individual simulation 
service, the user can click “View Simulation Animation” and a new window will be 
opened to show the corresponding simulaiton animation or simlation result. 
 (b) A prompt showing available simulation services
(a) A default coordinator service 
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 (c) Dragging the output to make a a coupling 
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(d) Two coupling are made 
 
(e) Chooseing granularity handling agents 
 (f) Simulation composition enhanced with granularity handling agents
Figure 6.2 
6.3        Graphical user interface for 
In this section, the GUI for service
We employ the wildfire simulation service and 
experiment to illustrate this environment. In this demo
the burned area of the wildfire by the optimization service
environment, a “Task” is created by default, as shown
a series of work that are organized in a sequence order. Initially there is no work between 
the “start” and the “end” dummy work unit. If the user wants to add work, he or she can 
click “+” and a dialog box shows up
to use, as shown in Figure 6.3 (b).
GUI for simulation service composition. 
service-oriented simulation experiment
-oriented simulation experiment is introduced. 
the optimization service to construc
 experiment, we want to optimize 
. When entering the experiment 
 in Figure 6.3 (a). A task represents 
 for the user to choose the work unit he or she wants 
 When finished, a box which represents the work unit 
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t an 
is 
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added between “start” and “end” dummy work units, as shown in Figure 6.3 (c). To 
configure this work unit, the user can click “+” in the box that represents this work unit 
and a dialog box will be prompted. Then, the user can enter the service URL that he or 
she wants to use and then select the operation this work unit (in this case the work unit is 
a invoke unit) will invoke provided by that service. This is shown in Figure 6.3 (d). After 
choosing the operation, the user can configure the parameters for this operation if there is 
any. If the user wants to use some return value of some unit, he or she can configure the 
parameter field by typing “$”; and then a list of the return values will show up for the 
user to choose. For example, “${InvokeUnit1_return}” represents the return value of the 
invoke unit 1. This is illustrated by Figure 6.3 (e) and (f). To obtain the burned area of the 
wildfire simulation service, we need to create a simulation service instance, set the fuel 
data, set the aspect data, set the slope data, add ignition, start the simulation and query the 
burned area. Then, we feed the burned area to the optimization service. Thus, we need 
eight invoke units, each of which will invoke the operation provided by the wildfire 
simulation service and the optimization service, as displayed in Figure 6.3 (g). After we 
configure all eight invoke units, we can click the “run” button in the task box to start the 
experiment and each work unit will execute one after another. When the experiment is 
done, the experiment result can be looked up by checking the return value of the 
corresponding work unit as shown in Figure 6.3 (h).  
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(a) The default task 
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(b) Choosing work unit type 
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(c) An invoke unit is added 
 
(d) Configure invoke unit 
 (e) 
(f) Configure operation with input parameters
The operation with no input parameter 
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 (g) Eight invoke units for the wildfire
Figure 6.3 GUI for service
 
 
 
 
-optimization simulation experiment
(h) Experiment result 
-oriented simulation experiment.  
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CHAPTER 7       SPATIAL PARTITIONING ALGORITHMS FOR PARALLEL 
WILDFIRE SIMULATION 
In previous chapters, we proposed a framework for simulation software as a service 
and service-oriented simulation experiment. As for an individual simulation service, its 
performance might be influential to the performance of the composed simulation service 
and the whole experiment, especially when the scale of the simulation becomes 
extremely large.  
Recent years have witnessed an increasing number of wildfires with increased 
burned areas as well as damages to the environment. Understanding the behavior of 
wildfires and predicting the fire intensity, rate of spread, and spread direction can support 
better management and control of wildfires. Towards this goal, several wildfire spread 
simulation models have been developed, including FARSITE [66], BehavePlus [67], 
Hfire [68], and DEVS-FIRE [62, 69]. Simulating large-scale wildfires is a computation-
challenging task because of the complexity of the fire spread model and the large size and 
long duration of the simulations. To improve the performance of wildfire simulations, 
parallel simulation techniques are needed.  
To support parallel simulations we need to divide the simulation tasks and assign 
them to multiple processing units (PUs). This step of task partitioning is critical and can 
have significant impact on the performance of a parallel simulation. Wildfire simulation 
models are characterized by their dynamic behavior in both space and time. Due to the 
spatial–temporal behavior, spatial partitioning is commonly employed for parallel 
simulations of wildfires. In spatial partitioning, the space is divided into multiple regions, 
which are distributed to multiple PUs. When a fire spreads to a new region, it triggers the 
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computation of the PU in charge of that region. This paper considers spatial partitioning 
for parallel simulation of wildfire spread using the DEVS-FIRE model. DEVS-FIRE is a 
discrete event wildfire spread and suppression model based on the DEVS formalism [13]. 
It employs a two dimensional cellular space model composed from multiple individual 
cells to represent the wildfire area. When simulating large-scale wildfires modeled by a 
large number of cells, there is a need to improve the simulation performance using 
parallel simulation techniques.  
In this chapter, we employ the complex wildfire simulation as an example and 
provide two partition algorithms aiming to improve the performance of large scale 
wildfire simulation.  
7.1        DEVS-FIRE Overview 
7.1.1        System architecture of DEVS-FIRE 
DEVS-FIRE is based on the discrete event system specification (DEVS) and uses a 
cellular space model for simulating wildfire spread and agent models for simulating wild 
fire containment DEVS. The overall structure of DEVS-FIRE is shown in Figure 7.1. 
When a cell is ignited, Rothermel’s model (the Behave model) [70] is used to compute 
the speed and direction of fire spread. Built on the fire spread model, DEVS-FIRE also 
supports fire containment simulation by connecting to the fire fighting model. Our 
overview focuses on the aspect that is related to the profile-based method presented in 
this paper. Other aspects and more details of the DEVS-FIRE model can be found in [62]. 
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Figure 7.1 Overall system architecture of DEVS- FIRE 
 
DEVS-FIRE is an integrated simulation environment for surface wildfire spread and 
containment simulation based on the DEVS formalism. It employs a two dimensional cell 
space to model the field where the fire occurs. The cells in the cell space are rectangular, 
whose sizes depend on the resolution of the GIS data (fuel, slope and aspect) [70]. The 
cell space contains individual forest cells each of which contains the GIS data and 
weather conditions assumed to be uniform within the cell. Each cell in the cell space is 
represented as a DEVS atomic model in the simulation and is coupled with its eight 
neighbor cells located at the N, NW, W, SW, S, SE, E, and NE directions respectively, as 
shown in Fig. 1. Consequently, the forest cell space is a coupled model composed of a 
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number of coupled forest cell models. Fire spreads from one cell to another is enabled via 
message passing between the two cells. As a result, the fire spreading is modeled as a 
propagation process where burning cells ignite their unburned neighbor cells. Figure 7.2 
shows two cell space models at different spatial resolutions for the same forest area. Fig. 
1a shows a 9×9 cell space model and Fig. 1b shows a 3×3 cell space model, where each 
cell corresponds to 3×3 cells in Figure 7.2(a). The arrows in Figure 7.2 represent the 
output couplings from the center cell to its eight neighbors. 
 
 
(a) 9×9 high resolution cell space with smaller cells 
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(b) 3×3 low resolution cell space with larger cells 
Figure 7.2 Examples of 2D cell space.  
 
In DEVS-FIRE, all cells are initially set to the unburned (passive) state. If a cell 
receives an ignition message and its fire line intensity is larger than its burning threshold, 
its state changes to burning. A cell, once ignited, calculates its rate of spread and spread 
direction using Rothermel’s fire behavior model based on its fuel, slope, aspect, and 
weather data. The rate (and direction) of spread is then decomposed into eight directions 
corresponding to its eight neighbor cells (see [62, 71] for more details). Based on these 
spread rates and the center-to-center distances between the cell and its neighbors, the cell 
schedules to ignite its neighbors (through message passing) according to the 
corresponding time delays. Finally, a burning cell changes to the burned state after it is 
burned out. Next, two spatial partitioning algorithms are presented. 
7.2        Spatial uniform partition for parallel simulation of DEVS-FIRE 
 As illustrated above, an intuitive method to 
uniform partition. The basic idea of this approach is to divide the two
cellular space of DEVS-FIRE into multiple smaller size
allocate each partition to a PU for parallel simulation. 
achieve this: 
1. Horizontal spatial uniform partition
2. Vertical spatial uniform partition
3. If we have certain number of Pus (processing units), we can combine vertical 
spatial uniform partition and horizontal 
spatial uniform partit
Figure xx illustrates three examples
spatial uniform partition and hybrid spati
 
(a) Horizontal spatial uniform partition
partition the cellular space is 
-equivalent cellular spaces and 
There are three appro
, which is shown in Figure 7.3(a)
, which is shown in Figure 7.3(b); 
spatial uniform partition into a hybrid 
ion, which is shown in Figure 7.3(c).  
 for horizontal spatial uniform partition, vertical 
al uniform partition respectively. 
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(b) Vertical spatial uniform partition 
 
(c) Hybrid spatial uniform partition 
Figure 7.3 Three simple approaches to partition the cellular space.  
 
Simple as it is, this partition method suffers two defects. One defect is that the 
number and the locations of the ignition points can significantly influence the 
performance of parallel simulation. For example, if we have a 400×400 cellular space and  
4 processing  units, we can partition  this cellular space into 4 200×200 cellular spaces. 
However, if there is only one ignition point, the performance will vary a lot as the 
location of the ignition point moves from corner to the partition boundary (Guo et al. 
2009). The utilization of each PU also varies as the ignition point moves. If the ignition 
point locates far away from the partition boundary, only one processing unit is working 
while the other three are doing nothing but waiting for the burning messages. The other 
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defect is that the number of PUs involved in the parallel simulation is somehow restricted 
by how the space is divided. Generally, it is better to use square number (such as 4, 9, 
16, …, N2, where N is an integer) of PUs under  uniform  partition  method. The reason is 
that we can result a hybrid partitioning rather than a partitioning in horizontal or vertical 
fashion. We note that it is still possible to produce a partitioning in a horizontal fashion or 
in a vertical fashion (see Figure 1 as an example) using square number of PUs. However, 
the result is either unbalanced or has poor parallelism. The advantage of hybrid 
partitioning is that each partition has more neighbor partitions (at least 3 neighbor 
partitions and 8 at most) than in horizontal or vertical partitioning (at most 2). Figure 1 
shows a horizontal partitioning and a hybrid partitioning of a cell space using 9 PUs. In 
this example, if the fire is ignited at the top right corner of the partition0, the PUs in 
horizontal partitioning will be poorly utilized during the run time of the parallel 
simulation because  the PUs  work  nearly sequentially. However, in hybrid partitioning, 
fire can spread from partition0 to partition1, partition3 and partition4, thus achieving 
more parallelism than in horizontal partitioning. In order to improve these two defects, 
we proposed another spatial partition algorithm called profile-based spatial partition. 
7.3        Profile-based spatial partition for parallel simulation of DEVS-FIRE 
From the simulation point of view, a cell is active when it is in the burning state. 
When a cell is active, the simulation needs to compute the cell’s fire spread speed and 
direction, and to schedule ignition events for this cell to ignite its neighbors. On the other 
hand, if a cell has not been ignited or it is burned out, there is no computation needed for 
the cell. Figure 7.4 displays a simulation scenario, where the unburned, burning, and 
burned out areas are marked. As illustrated in Figure 7.4, in wildfire spread simulations 
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all the burning cells form one or multiple spatially active areas, where intensive 
computation occurs. If we can concentrate all the computing power only on these active 
areas, it will accelerate the performance of large scale simulations. This motivates us to 
develop the profile-based partitioning method for parallel simulations of DEVS-FIRE. 
 
 
Figure 7.4 A simulation scenario in DEVS-FIRE 
 
7.3.1        Architecture 
Based on the active area concept described above, we propose a profile-based spatial 
partitioning method for parallel simulation of large scale wildfire using DEVS-FIRE. The 
basic idea is to employ the result from a low resolution simulation as a profile of the fire 
spreading behavior to guide the partitioning process of the cell space among available 
PUs. The profile is an ignition sequence of the low resolution cells in the low resolution 
simulation. Although not as precise as the high resolution simulation, it contains 
 knowledge regarding how the active area evolves in the high s
this profile, we partition the cells among participating PUs so that all PUs are devoted to 
the predicted active area at an early stage of the
architecture of the profile-based spatial partitioning method. The architecture includes
four parts that represent four major steps of the profile
(1) producing low resolution GIS
(2) producing profile,  
(3) profile-based partitioning, 
(4) parallel simulation of DEVS
Below we describe these four components in detail.
 
Figure 7.5 Architecture of the profile
 
7.3.2        Producing low resolution GIS 
imulation. Once we have 
 parallel simulation. Figure 7.5
-based spatial partitioning method: 
 data,  
 
-FIRE based on the partitioning.  
 
 
-based spatial partition method
data 
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In order to obtain the profile from the low resolution simulation, we need a way to 
generate low resolution GIS data. Different resolution GIS data can be generated using 
dedicated software from the source files, e.g., satellite images. However this approach 
needs to have access to the source files and to use dedicated software. In our work, we 
produce low resolution GIS data from the original GIS data that already exist. We define 
R as the resolution factor from the original GIS data to the low resolution GIS data. This 
resolution factor specifies how many cells (in both horizontal and vertical dimensions) in 
the original GIS data are converted into one cell in the low resolution GIS data. For 
example, when R=3, every 3×3 cells in the original GIS data are converted into one cell 
in the low resolution GIS data (see Figure 1 for an illustration).  
There are three types of GIS data used in DEVS-FIRE: fuel, aspect and slope. 
Different types of GIS data require different rules to transfer from high resolution to low 
resolution. In this paper, we follow the idea “dominant fuel, averaged aspect and slope” 
to generate the low resolution GIS data. We note that although these rules are arbitrary 
defined, they serve the purpose in our work to enable low resolution simulation for 
generating a profile of fire spreading behavior. 
The idea of “dominant fuel” is to select the fuel type that has the maximum number 
of occurrence within an R×R partition in the high resolution cell space as the fuel type of 
the corresponding cell in the low resolution cell space, where R is the resolution factor. 
When there are several fuel types that have the equal maximum occurrence within the 
partition, we randomly choose one of them as the fuel type of the corresponding cell in 
the low resolution cell space. The idea of “averaged aspect and slope” is to use the 
average value of all the aspect/slope within the R×R partition as the slope or aspect of the 
 corresponding cell in the low resolution cell space.
rule with R=4. In Figure 7.6 
Figure 7.6 (a), there are nine occurrences of fuel type 7 in the 4
7 is chosen to be the fuel type in the corresponding cell of the low resolution GIS data. 
On the right, each fuel type has 4 occurrences so a randomly chosen fuel type, in this case 
fuel type 9, is used as the fuel type in the corresponding cell of the low resolution GIS 
data. In Figure 7.6 (b), the numbers on the left represent slope data and the numbers on 
the right represent aspects. On the left of Figure 
So the average slope 6.25 is calculated to be the slope of the corresponding cell in the low 
resolution GIS data. The aspect is calculated in a similar manner. 
 
 Figure 4 illustrates an example of this 
(a), the numbers represent the fuel types. On the left of 
×4 sub cell space.
7.6 (b), the slope sum of 16
 
(a) “dominant fuel” 
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 So fuel 
 cells is 100. 
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(b) “averaged aspect and slope” 
Figure 7.6 Examples of “dominant fuel, averaged slope and aspect” rule.  
 
Figure 7.7 shows an example of producing low resolution GIS data (with resolution 
factor R=4) and the simulation results using the high resolution and low resolution GIS 
data. The low resolution GIS data are displayed in Figure 7.7 (b), which are generated 
from a set of high resolution GIS data displayed in Figure 7.7 (a). In Figure 7.7 (a), the 
size of the cell space is 200×200 and the size of each cell is 2.5m×2.5m. In Figure 7.7 (b), 
the size of the cell space is 50×50 and the size of each cell is 10m×10m. From the figures 
we can see that the “dominant fuel, averaged aspect and slope” rule is effective in that the 
low resolution GIS data conforms to the high resolution GIS data in all three different 
types. We conducted two simulations using these two sets of GIS data. The ignition point 
of the low resolution simulation locates at (24, 24) and the ignition point of the high 
resolution simulation locates at (99, 99). Both simulations use the same wind speed and 
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wind direction (from south to north). The simulation results on both resolutions at time = 
7200 seconds are displayed on the right in Figure 7.7 (a) and Figure 7.7 (b) respectively. 
The simulation results show that the fire shape of low resolution simulation is similar to 
that of high resolution simulation at the given virtual time. This means the low resolution 
simulation is able to provide a good profile about the fire spread behavior (in a much 
faster execution time) of the high resolution simulation. However, it is important to note 
that the low resolution simulation cannot replace the high resolution simulation because it 
trades the simulation accuracy for speed. 
 
                      
 
                     
124 
 
(a) High resolution GIS data and simulation result at time 7200s 
 
                    
 
                    
(b) Low resolution GIS data and simulation result at time 7200s 
Figure 7.7 An example using our “dominant fuel, averaged slope and aspect” algorithm  
 
7.3.3        Produce profile queue 
The second step of the profile-based spatial partitioning method is to produce a 
profile using the generated low resolution GIS data. To produce the profile, we use the 
low resolution GIS data to run a low resolution simulation via DEVS-FIRE on a single 
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machine. The low resolution simulation uses the same weather data as that in the high 
resolution simulation. The ignition point in the low resolution simulation is converted 
from that in the high resolution simulation based on the following formula, where xLR and 
yLR denote the x and y coordinates of the ignition point in the low resolution simulation, 
xHR and yHR denote the x and y coordinates of the ignition point in the high resolution 
simulation, and R is the resolution factor.  
xLR = xHR/R; yLR = yHR/R 
In the low resolution simulation, once a cell is ignited, we record a virtual ignited 
time (VIT) that indicates when this cell is ignited. If a cell cannot be ignited, its VIT is 
infinity. After the simulation is finished, we sort the VIT of all cells from small to large 
and use the sequence of sorted cells to represent the fire spread behavior. In our work, a 
queue is used to store the profile. Each item in the queue contains the x and y coordinates 
of the cell as well as its corresponding VIT. We name this queue as the profile queue 
(denoted as PQ). The profile queue includes two types of information: 1) the ignition 
sequence of the cells, and 2) the time of ignition of the cells. The profile queue is defined 
as follows, 
PQ = {(xLR, yLR, VIT)i|0≤xLR<LLR, 0≤yLR<WLR, 0≤VITi≤VITj, 0≤i<j<LLRWLR} 
where the subscript i denotes the order of the cell in the queue, xLR and yLR are the 
coordinates of the cell, LLR is the length of the low resolution cell space and WLR is the 
width of the low resolution cell space. Figure 7.8 shows an example of how to produce 
the profile and PQ. The top part of the figure shows the cells in the cell space (on the left) 
and their ignition sequence (on the right) in the low resolution simulation. The bottom 
 part of the figure shows the profile queue based on the low resolution simulation. For 
simplicity, all cells’ virtual ignition time are denoted as 
 
Figure 7.8 Producing profile using low resolution GIS data: the sequence in the 
represents the order this cell is ignited
 
7.3.4        Profile-based partition with 
To support parallel simulation, the cellular space needs to be divided among 
multiple PUs. In the profile
according to the profile queue (
allocate the items in PQ sequentially to the PUs. Note that each item in 
block of cells (specified by the resolution factor R) in the high resolution cell space. 
Allocating the items individually 
VIT in the figure. 
 
 
 
spatial granularity 
-based spatial partitioning, the cellular space is divided 
PQ) generated in the previous step. The basic idea is to 
PQ
can effectively support load balance among the PUs. 
126 
 
 
PQ 
 represents a 
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However, it may not achieve optimal result because each item is a relatively small block 
(especially when the resolution factor R is small). Dividing the space according to these 
small blocks will result in frequent message passing among the PUs and thus lead to high 
communication cost and cause more rollbacks in the time warp algorithm. To increase the 
block size, we introduce a spatial granularity factor (denoted as g) that allows the user to 
specify the granularity of partitioning. 
 With the granularity g, the partitioning method allocates a g×g sub cell space to a 
PU each time according to the profile queue. Figure 7 illustrates examples of partitioning 
with different granularities. Figure 7.9 (a) shows the ignition sequence of the cells in a 
6×6 cell space. If the granularity g equals to 1, the partitioning process of the cells strictly 
follows the profile: the first ignited cell is allocated to PU1, the second ignited cell is 
allocated to PU2, …, the nth ignited cell will be allocated to PUN (where N is the total 
number of PUs), and the (n+1)th ignited cell will be allocated to PU1 again, and so on. 
Figure 7.9 (b) illustrates the partitioning process when the granularity g equals to 2. In 
this case, the ignition order of each 2×2 sub cell space is decided by the next earliest 
ignited cell it contains. For example, the 2×2 sub cell space with “1st” on it contains the 
first ignited cell; thus this sub cell space will be allocated to PU1. After that, since the 
second and the third ignited cells have already been assigned to PU1, the 4th ignited cell 
will be the next earliest ignited cell. Thus, the 2×2 sub cell containing this cell is marked 
as “2nd” and is allocated to PU2. This continues until the whole cell space is finished. 
Figure 7.9 (c) illustrates the partitioning sequence when the granularity g is 3 and Figure 
7.9 (d) illustrates the partitioning sequence when the granularity g is 4. 
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(a) g=1                                                                (b) g=2 
 
 
(c) g=3                                                              (d) g=4 
Figure 7.9 Examples of partitioning with different granularities 
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We define the profile queue with granularity (denoted as PQG) as the adjusted 
profile queue according to the granularity described above. Given a PQ and the 
granularity g, the algorithm of producing PQG is given below. 
 
 Algorithm (Producing PQG) 
 
Input: profile queue PQ; granularity g; dimension of the low resolution cell space WLR 
and LLR; number of participating PUs N. 
Output: profile queue with granularity PQG. 
 
n ← 0; 
for each item in PQ, do 
if item is not allocated, do 
h_start ← (item.x / g) * g 
h_end ← h_start + g 
if h_end > LLR-1, do 
h_end ← LLR-1 
end if 
v_start ← (item.y / g) * g 
 v_end ← v_start + g 
 if v_end > WLR-1, do 
 v_end ← WLR-1 
 end if 
 for each item in PQ, do 
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if h_start <= item.x < h_end and v_start <= item.y < v_end, do 
  PQ.remove(item); 
        PQG.push_back(item, n) 
end if 
end for 
n ← (n+1) % N 
end if 
end for 
return PQG 
 
 
After partitioning PQG, each PU obtains a sub set of PQG. Since each item in the 
PQG represents a block of cells in the high resolution cell space, the sub sets of PQG are 
then converted to the corresponding high resolution cells. These are the spatial partition 
for the PUs.  
7.3.5        Parallel simulation based on the profile-based spatial partition 
After the spatial partitioning, we run parallel simulation using the time warp 
algorithm for DEVS models [72]. Under a single PU environment, when an event that 
represents the fire spreading from one cell to another is scheduled by the simulator in 
DEVS-FIRE, an ignition message will be sent from the burning cell to the unburned cell. 
This is achieved by inserting the ignition message into the recipient’s input message list 
in time stamp order. When the simulation is initiated under a parallel environment, an 
ignition message can be destined to a cell that is not located on the same PU. Thus, we 
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divide the ignition messages into two categories: inter-messages and intra-messages. For 
a cell, intra-messages are sent from its neighbor cells that locate on the same PU. Since 
both the source and destination are on the same PU, intra-messages are directly inserted 
into the target cell’s input messages list. Inter-messages are needed when the source cell 
and destination cell are not on the same PU. When an inter-message is initiated, it is sent 
out from the source cell to the destination cell and it is up to the destination cell to 
process this inter-message. When an inter-message is received, it will first be stored in a 
message queue (MQ) which holds all the inter-messages a PU receives. The MQ keeps all 
its messages in ascending order based on their timestamps (TSs). That is the message that 
is at the head of the MQ has the smallest TS and the message that is at the tail of the MQ 
has the largest TS.  
Since we are using time warp algorithm, rollbacks will be produced. To reduce the 
rollbacks, we propose a mechanism called watch dog in this paper. The basic idea of the 
watch dog is to exploit the VIT in the profile as a “watch dog” to screen the incoming 
inter-messages (sent from other PUs). The goal is to use the VIT to distinguish “out-of-
order” ignition messages, that is, the messages that will cause rollbacks, and postpone 
processing them. This is based on the assumption that the VIT obtained in the low 
resolution simulation holds some “truth” about the high resolution simulation and thus 
can be utilized. Below we describe how the watch dog works. Because a cell in the low 
resolution simulation represents a block of cells (R×R cells) in the high resolution 
simulation, in our method the VIT obtained in the low resolution simulation is shared by 
all the cells in the R×R block. This time is denoted as Twatch_dog. The watch dog 
mechanism is checked only when receiving an inter-message sent from other PUs. 
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Specifically, when a cell receives an inter-message, it checks if any cell within its R×R 
block is already ignited. If yes, the message is processed. This is because an ignited block 
has already processed inter-messages before and thus there is no need to hold follow-on 
inter-messages. However, if this block has not been ignited, the TS associated with the 
incoming message is compared with Twatch_dog. If TS > Twatch_dog, this means other inter-
messages (from other PUs) that contain a timestamp smaller than TS are likely to be 
received later (because the low resolution simulation indicates the block should be ignited 
earlier). If we process this message to ignite the block, it may cause rollbacks when those 
messages with smaller TSs are received. Thus the watch dog mechanism holds this 
message without processing it. We note it is possible that the Twatch_dog obtained from the 
low resolution simulation is inaccurate. Thus to ensure the correctness of the parallel 
simulation, the held messages are not discarded and are stored in the MQ for later 
processing. As the simulation proceeds, when the local simulation time of the PU reaches 
a held message’s ignition time, the held message will be re-processed. Therefore, even if 
the Twatch_dog obtained from the low resolution simulation is not precise, the watch dog 
mechanism will not cause errors in the parallel simulation. In the extreme case, all of the 
real ignition messages may have the TSs all greater than the Twatch_dog of the 
corresponding block, which may cause the simulation to be stalled. At this situation, we 
compare the smallest TS with the Global Virtual Time (GVT). If this TS is equal to the 
GVT, we will accept this message because it is time to process it. To update the GVT, we 
followed the algorithm in [73]. When an inter-message is sent or received, we update 
local Message Matrix (MM) and Table of Forcing Vectors (TFV) according to the steps 
in “Update on Send” or “Update on Receive” specified in [73]. If it is time to calculate 
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GVT, the minimum of all the lvts and the ts in all the forcings in the TFV is selected as 
the GVT. To focus on the watch dog, we omit the detail of GVT update part in the 
description of the algorithm. Next, we provide the algorithm of the simulation with the 
watch dog mechanism. In the algorithm, WATCHDOG[lx][ly] represents the virtual 
ignition time Twatch_dog obtained from the profile for partition block at (lx, ly), message.TS 
are the time stamps associated with the message. More information about the time warp 
algorithm for DEVS models can be found in [72]. 
 
 
 Algorithm (watch dog mechanism) 
 
Input: MQ; dimension of the low resolution cell space WLR and LLR; resolution factor R; 
 
while terminating condition is not met, do 
// process messages in the message queue MQ. Note that the MQ contains not only new 
received messages, but also previously received “out-of-order” messages that might 
be screened out by the watchdog mechanism. 
 for each message in MQ, do 
 if message has not been used for GVT, update TFV and  MM according to [73]; 
lx ← message.x/R; 
 ly ← message.y/R; 
 if partition block at (lx, ly) is ignited or message.type is ROLLBACK, do 
remove message from MQ and insert message into the local target cell(message.x, 
message.y)’s input messages list; 
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 else if partition block at (lx, ly) is not ignited, do 
 if message.TS == GVT or message.TS <= WATCHDOG[lx][ly] or message.TS <= 
LVT, do  
remove message from MQ and insert message into the local target cell(message.x, 
message.y)’s input messages list; 
   else 
     put message back into the MQ; 
   end if 
 end if 
 end for 
 get all the imminents; 
  for each imminent imm, do 
     run the simulation using the time warp algorithm for DEVS models [72] on each imm. 
Specially, when sending out a message, it includes sending intra-messages to 
the cells on the same PU, inter-messages to the cells not on this PU. When 
sending messages to another PU, MM and TFV are updated and then piggy-
backed in the inter-messages according to [73]. If this cell is ignited, the 
partition block that contains this cell is marked as ignited. When a collision 
between the external transition function and the internal transition function 
happens to the imm, the confluent function occurs, in which the internal 
transition function executes first and then the external transition function 
executes. 
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  // When imminents execute output functions, the output messages are transferred to be 
the input messages of some models. These models may be in imminent or may not. 
The models that are not in imminent are called influenced models. 
  get all the influenced models; 
  for each influenced model, do 
     run the simulation using the time warp algorithm for DEVS models [72] on the 
influenced model. 
 Reschedule the imminents and schedule the influenced models; 
update LVT by using the smallest lvt of all the scheduled models; 
update this PU’s lvt in TFV using LVT  
if it is time to update GVT, do the calculation specified in [73];  
end while 
 
 
In the above algorithm, we note that although multiple blocks may be partitioned 
together based on the granularity factor g, in the algorithm each block still uses its own 
Twatch_dog. In other words, the granularity factor g acts as a partitioning factor only. It does 
not mean the different blocks in the same partition will use the same Twatch_dog. We also 
note that the watch dog mechanism can only alleviate the problem of rollback to some 
extent. There are other (important) situations that the watch dog cannot prevent rollbacks.  
7.4        Experiment results 
In this section, several experiments based on different measurements are developed 
to test performance of the parallel simulation using both the uniform spatial partitioning 
method and the profile-based spatial partitioning method. Based on the section 5, we 
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consider several factors in our experiments: including number of PUs, granularity g and 
the initial locations of ignition points. We choose the values of these factors in order to 
demonstrate the advantages and limitations of the profile-based partitioning method. For 
example, we vary the ignition point location and the granularity factor g in different 
experiments to show how they affect the performance results. The experiment 
environment is on Cheetah, a Linux cluster with five nodes and four GPUs, 18.0G 
memory and CentOS release 5.4 (Final). The software employed in the experiments are 
mvapich2/gnu [74] and adevs-2.1 [75]. We implemented the time warp algorithm for 
DEVS models specified in [72] on top of adevs-2.1 by using MPI as our parallel 
mechanism. We also implemented our own version of [73] to update GVT on top of the 
time warp algorithm [72]. All the parallel simulations are conducted on a 1000×1000 cell 
space. In all of our experiments, the wind speed is constant and the wind direction is from 
south to north. The simulations stop when all the burnable cells in the 1000×1000 cell 
space are burned out. Each simulation is conducted five times, and the average of the 
experiment results is calculated. In all the experiments using the profile-based spatial 
partitioning method, the resolution factor is set to 10, which allows us to generate a 
reasonably meaningful profile in a fast time compared to the high resolution simulation. 
This means the low resolution simulation for producing the profile is based on a cell 
space with dimension 100×100. The GVT is updated every ten seconds. The execution 
time results for the profile-based partitioning also includes the time spent on the low 
resolution simulation.  
7.4.1        Simulations with different ignition locations and multiple ignitions points 
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This section shows how the fire spread behavior can influence the simulation 
performance for the two spatial partitioning methods. To produce different fire spread 
behavior we vary the location and the number of the ignition points in the wildfire spread 
simulations. For the profile-based spatial partitioning method, granularity g is set to 10. 
Together with the resolution factor of 10, this means each partitioning block for the 
spatial partitioning method corresponds to 100 x 100 cells in the high resolution 
simulation. Four PUs are used for both the uniform spatial partitioning method and the 
profile-based spatial partitioning method.  
The first set of simulations (shown in Figure 7.10) tests the impact of the ignition 
location on the simulation performance when there is only one ignition point. In this set 
of simulations, the locations of the only ignition points are set at (0, 0), (249, 249) and 
(499, 499) respectively. Figure 7.10 (a) illustrates the ignition points in the cell space 
under the uniform spatial partitioning method. When the ignition point locates at (0, 0), it 
is far away from the partitioning boundary. When the ignition point locates at (499, 499), 
it is right at the partitioning boundary. When the ignition point locates at (249, 249), it is 
at the center of the partition on PU0. Figure 7.10 (b) shows the ignition point in the cell 
space under the profile-based spatial partitioning method. Compared to the uniform 
spatial partitioning, there are more partitions and each partition is much smaller. When 
the ignition point locates at (0, 0), it is much closer to the partitioning boundary in Figure 
7.10 (b) than that in Figure 7.10 (a). When the ignition point locates at (249, 249) or (499, 
499), they are right at the partitioning boundary.  
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         (a) Uniform partitioning                      (b) Profile-based partitioning 
 
Figure 7.10 Different locations of the ignition point in the cell space. (a) (b)  
 
Figure 7.11 shows the execution time (Figure 7.11 (a)) and the number of rollbacks 
(Figure 7.11 (b)) for both the profile-based spatial partitioning method and the uniform 
spatial partitioning method. For the profile-based spatial partitioning, the time spent on 
producing the profile and the partitioning process is also included in Figure 7.11 (a), 
which is only a small portion of the execution time as shown in the figure. To show the 
effect of the parallel simulations Figure 7.11 (a) also displays the simulation execution 
time when using a single-processor (denoted as 1PU in Figure 7.11 (a)). From the figure, 
we can see that when using the uniform spatial partitioning the execution time decreases 
as the ignition point moves towards the center of the space. This is expected because the 
center of the space is right to the partitioning boundary. The closer the ignition point 
locates to the partitioning boundary, the faster the fire spreads onto other partitions on 
other PUs. Different from that in the uniform spatial partitioning, the execution time of 
the profile-based partitioning is more stable when the ignition location changes. The 
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execution time for location (0, 0) is a little bit higher than those for the other two 
locations. This is because the other locations are right at the partitioning boundary thus it 
takes less time for the fire to spreads to all four PUs. Figure 13(a) also shows when the 
ignition point locates at (0, 0) and (249, 249), the profile-based spatial partitioning has 
better performance (less execution time) than the uniform spatial partitioning. This is 
because both these two locations are far away from the partitioning boundary (see Figure 
12(a)) for the uniform spatial partitioning. Thus the computation load is unbalanced in the 
first stage of the simulation for the uniform spatial partitioning because the fire exists in 
only one PU. When the ignition point is at (499, 499), the uniform spatial partitioning 
produces better performance result. This is mainly due to the number of rollbacks as 
explained below. 
Figure 7.11 (b) shows the total number of rollbacks of all PUs for the two 
partitioning methods. The result confirms our analysis in Section 5 that the profile-based 
spatial partitioning produces more rollbacks than the uniform spatial partitioning does. 
When the ignition point locates at (0, 0) and (249, 249), the profile-based method 
produces about 80,000 more rollbacks in total than that of the uniform partitioning 
method. When the ignition point locates at (499, 499), the profile-based partitioning 
method produces about 120,000 more rollbacks than that of the uniform partitioning 
method. In this case, both partitioning methods lead to balanced work load among the 
PUs (see Figure 7.12 later). However, the less number of rollbacks make the uniform 
spatial partitioning has better performance. Table 7.1 lists speedup of both partitioning 
methods compared to the single-processor simulation for the different ignition locations. 
The speedup of the profile-based partitioning is stable for different ignition locations, 
 while the speedup of the uniform spatial partitioning varies as the ignition location 
changes. 
 
 
 
 
 
 
 
(a) Execution time
 
 
Table 7.1 The speed up of both partitioning methods
Ignition locations
Profile-based spatial 
partitioning 
Uniform spatial partitioning
 
To better examine the execution time 
Figure 7.12 shows the work load of the two methods. The horizontal axis represents 
execution time and the vertical axis represents 
number of simulation iterations)
confirms that for the profile
computation from the very beginning and lasted to the end of the simulation. However, 
for the uniform spatial partitioning, the PUs have balanced work load only f
location (499, 499). In the two other cases, different PUs started and ended their 
computations at different time points. For example, in Figure 
                       (b) Total number of rollbacks of all PUs
Figure 7.11 Experiment result  
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amount of computation (calculated as
 during every time interval of 10 seconds. 
-based partitioning, all four PUs participated in the 
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7.12 (a), in the first 40 
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 seconds only PU0 was active and then from time 170s, only PU3 was acti
other PUs were idle. The profile
spatial partitioning method in temporally balanced workload as shown in Figure 
thus leads to better performance results.
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-based partitioning method is superior to the uniform 
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Figure 7.12 Work load diagrams. (a) uniform partitioning and ignition point at (0,0) (b) 
uniform partitioning and ignition point at (249,249) (c) uniform partitioning and ignition 
point at (499,499) (d) profile-based partitioning and ignition point at (0,0) (e) profile-
based partitioning and ignition point at (249,249) (f) profile-based partitioning and 
ignition point at (499,499) 
 
To further examine how fire spread behavior can influence the simulation 
performance, our second set of simulations use multiple ignition points. We keep all the 
other configurations same as before, except that the number of the ignition points is 
increased. The locations of the ignition points in this set of simulations are randomly 
generated. Table 7.2 shows the number and locations of the ignition points. In random 
4(a) and random 4(b), four ignition points with random locations are used. In random 20, 
twenty ignition points with random locations are used. If the uniform spatial partitioning 
method is used, there is one ignition point on each PU for the situation random 4(a). For 
the situation random 4(b), the four ignition points locate on one PU. For the situation 
random 20, there is at least on ignition point on each PU. If the profile-based partitioning 
method is used, each PU will obtain at least one ignition point in all three situations in 
Table 7.2. Figure 7.13 shows the experiment results of all three situations using both 
partitioning methods. 
 
Table 7.2 Locations of the ignitions 
Name Ignition Locations 
random 4(a) (388, 595), (148, 102), (993, 870), 
(997, 463) 
random 4(b) (18, 26), (487, 17), (19, 387), (492, 
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267) 
random 20 (419, 30), (431, 114), (127, 125), (798, 
860), (133, 174), (311, 513), 
(979,592), (155, 701),  (691,810), 
(779,277), (531, 289), (186, 879),  
(342, 210), (946, 521), (207, 853), 
(261, 626) ,  
(236, 44), (92, 715), (521, 890), (576, 
654)  
 
From Figure 7.13, one can see that the uniform spatial partitioning method has 
slightly better performance when there is at least one ignition point on each PU as shown 
in random 4(a) and random 20. This is because in these cases all PUs can start the 
simulation at the very beginning and achieve high parallelism. For the case random 4(b) 
where all four ignition points locate in one partition, the execution time of the uniform 
spatial partitioning increases and is larger than that of the profile-based partitioning. This 
is due to the poor parallelism as explained before. On the contrary, the performance of 
the profile-based partitioning is stable as the ignition points vary. This set of experiments 
confirms with the previous experiments that the profile-based partitioning was able to 
achieve good parallelism independent of the fire spread behavior.   
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(a) Execution time 
 
 
(b) Total number of rollbacks of all PUs 
Figure 7.13 Experiment results 
7.4.2        Simulations with different granularities 
This experiment varies the granularity g and shows the impact of this factor on the 
performance of the profile-based spatial partitioning method. Similar as before, we use 
four PUs to run the parallel simulations. The granularity g is set to 1, 5, 10, and 25 
respectively. We use only one ignition point and its location is set at (0, 0) in the first 
case and (149, 149) in the second case. Figure 16 shows the execution time and the 
number of rollbacks as the granularity g increases. 
For the first case where the ignition point locates at (0, 0), Figure 16(a) shows that 
the execution time is reduced when g increases from 1 to 5. The total number of rollbacks 
is also reduced as g increases from 1 to 5. When g=1, each partition block is a 10×10 
(R*g=10) sub cell space. When g=5, each partition block is a 50×50 (R*g = 50) sub cell 
space. Since the fire is ignited at (0,0), it takes more time for the fire to spread out of a 
50×50 cell space (thus to ignite other partitions in other PUs) than that of a 10×10 cell 
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space. However, as analyzed the number of rollbacks will be reduced when the 
granularity g increases. Figure 7.14 (b) shows that the number of rollbacks decreases 
about 50,000 when g increases from 1 to 5. Thus, even though it takes more time for the 
fire to spreads out of a 50x50 cell space, the decrement of rollbacks dominates the time 
difference and makes the execution time reduced when g increases from 1 to 5. When g 
further increases to 10, the size of each partition block increases to 100×100 (R*g=100) 
while the number of rollbacks only slightly drops a little. In this case, the time spent on 
spreading out of the 100×100 sub cell space dominates. Therefore, the execution time 
increases as g increases from 5 to 10. When g is 25, the size of each partition block is 
250×250 (R*g=250). The number of rollbacks drops about 100,000. However, it takes 
longer time for the fire to spread out of the partition block and this time dominates. As a 
result, the execution time increases too.  
For the second case where the ignition point locates at (149, 149), the result curves 
are similar to those in the first case but with less execution time. This is because when g 
is 1 and 5, ignition point (149, 149) locates at the partitioning boundary. The fire will 
immediately spread onto other partitions on other PUs. When g is 10 and 25, the ignition 
point (149, 149) locates much closer to the partitioning boundary than in the first case. 
Thus, it takes less time for the fire originating from the ignition point (149, 149) to reach 
the partitioning boundary, which leads to less execution time as shown in Figure 7.14 (a).  
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(a) Execution time 
 
(b) Total number of rollbacks of all PUs 
Figure 7.14 Experiment results  
 
This experiment shows that the granularity g can have impact on the simulation 
performance. Different g leads to different partitioning results. In general, as g increases, 
the size of the partition block increases. This means it takes longer time for a fire to 
spread to other partition blocks. Thus it increases the simulation execution time due to 
unbalanced work load, e.g., one PU is active while others are waiting for the fire to 
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spread to their partitions. On the other hand, when g increases, the number of rollbacks 
reduces because the number of message passing among PUs is reduced. 
7.4.3        Simulations with different number of PUs 
This experiment varies the number of participating PUs to test the scalability of the 
profile-based spatial partitioning method. In these simulations, the resolution R is 10 and 
granularity g is 10. Thus, the 1000×1000 cell space is divided into one hundred 100×100 
blocks. The ignition point is set to (0, 0). The number of participating PUs varies from 4 
to 8. As a result, each PU will obtain the same amount of cells when the number of 
participating PUs is 4 and 5. When the number of participating PUs is 6, 7 and 8, the load 
is a little unbalanced on each PU. The load difference is 10,000 (one 100×100 block) 
cells. In this experiment, we only consider the profile based method. This is because the 
uniform spatial partitioning method works best when the number of PUs is k2 (k is an 
integer) [76] or there are ignitions in each partition after the uniformly spatial partitioning 
(see section 5). When there is only one ignition point, the execution is nearly linear: PU 
containing the ignition point will run first and all other PUs will wait until an ignition 
message is received. Figure 7.15 show the experiment results, from which we can see that 
the execution time decreases as the number of participating PUs increases. Table 3 lists 
the speedup of the parallel simulations compared to a single-processor simulation. 
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(a) Execution time 
 
(b) Total number of rollbacks of all PUs 
 
Figure 7.15 Experiment results 
 
Table 7.3 Speedup of different number of PUs 
 4 5 6 7 8 
speedup 2.41 2.86 3.19 3.49 3.70 
 
Although the execution time decreases as the number of PUs increases, the curve of 
decreasing becomes less steep as shown in Figure 7.15 (a). This is partially due to the 
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nature of wildfire spread behavior and how the profile-based partitioning method works. 
Based on the profile-based spatial partitioning method, some PUs will obtain their first 
partitions that are close to the ignition points; while other PUs will obtain their first 
partitions having a distance from the ignition point. As the number of PU increases, the 
distance between the ignition point and the first partitions of some PUs will increases as 
well. Together with the nature of fire spread behavior (a partition has no computation 
until it is ignited); some PUs will have to wait until the fire ignites their first partitions to 
start their simulations. The larger the number of PUs, the more PUs will wait and the 
longer time they will wait. To the extreme case when the number of PUs is equal to the 
number of partitions, the execution of the simulation is nearly sequential. This is no better 
than running on a single machine. 
7.4.4        Simulations with “watch dog” mechanism 
In this section we examine the “watch dog” mechanism described in section 4.4 for 
reducing rollbacks. In this experiment, we employ two ignition points as shown in Figure 
7.16: one at (249,249) and the other at (999,999). Four PUs are used. For the profile-
based spatial partition, the resolution R is set to 10 and granularity g is set to 5. In our 
experiment, LIMIT is set to 20. We carry out the experiments using simulations with the 
watch dog mechanism and simulations without the watch dog mechanism and compare 
their experiment results. 
 
 Figure 7.16 Experiment scenario 
 
Since the wind direction is from south to north, the burning area originating from 
ignition point (249,249) should be larger than 
(999,999) (because the fire is spreading to north). However, in a parallel 
environment, the burning area originating from 
than the burning area originating from ignition point (249, 249) if ignition point (999, 999) 
is assigned to a faster PU and ignition point (249, 249) is assigned to a slow
is the case, when the burning area 
encounters the burning area originating from ignition point (999, 999), rollbacks will be 
triggered to ensure the correctness of the parallel simulation
“burnt” originating from ignition point (999, 999) which otherwise should be burnt 
originating from ignition point (249, 249), the more rollbacks will be triggered later on 
when the two burning areas encounter. When the watch dog
each partition block can check the ignition time of the incoming ignition message and 
compare it with the watch dog time 
simulation to screen out the potential 
for “watch dog” mechanism 
that originating from ignition point 
ignition point (999, 999) can be larger 
originating from ignition point (249, 249) eventually 
. The more area 
 mechanism is implemented, 
VITwatch_dog obtained from the low resolution 
“out of order” incoming ignition messages. To 
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simulation 
er PU. If that 
mistakenly 
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better demonstrate this effect of the watch dog mechanism, we make the PU containing 
ignition point (999, 999) faster than other PUs by adding a delay to all other PUs. The 
delay is achieved by the sleep system call and it is varied from 0s (which means no delay) 
to 0.02s. We measure the performance difference between the one using watch dog and 
the one without watch dog to see the effects of watch dog when there is difference in 
computing speed among participating PUs. Figure 7.17 shows the experiment results. 
 
      
(a) Execution time 
  
(b) Total number of rollbacks of all PUs 
Figure 7.17 Experiment results  
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From Figure 7.17 we can see that the simulation performance is improved by using 
the watch dog mechanism. When the delay is zero, the watch dog nearly has little effect. 
This is because all the PUs have the same processing speed so that the fire originating 
from ignition point (999, 999) does not burn too much area. As the delay increases, more 
area is burnt by the fire originating from ignition point (999, 999). Thus, the number of 
rollbacks increases as well. After the watch dog is used, both the number of rollbacks and 
the execution time are reduced. The gaps between the two curves in both figures become 
larger when the delay increases. This indicates the watch dog screens out more “out of 
order” ignition messages. From this experiment we can see that the effect of the watch 
dog becomes more obvious when the PUs’ processing speeds vary largely. 
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CHAPTER 8       CONCLUSIONS AND FUTURE WORK 
8.1        Conclusions 
Modeling and simulation is an abstraction of our complex physical world, which is a 
powerful tool for scientists and researchers to study the reality. During past decades, 
many modeling and simulation theories, formalisms, frameworks and tools have been 
proposed and developed. In the past, not only do those simulation systems and tools have 
to be physically delivered to scientists and researchers, but also it requires scientists and 
researchers to learn how to install, configure and use these simulation systems and tools. 
This extra work may cause distractions and unnecessary burdens to scientists and 
researchers since this is not their focus and should not stand in their way. 
As technology advances, new computing paradigms such as service-oriented 
architecture and cloud computing bring new avenue to software distribution methodology. 
Infrastructure as a Service, Platform as a Service and Software as a Service are three 
musketeers that ease the way we do our computation and free us from the burden of 
managing infrastructure, platform and software ourselves. This also enlightens the realm 
of modeling and simulation. In this work, a layered framework to support simulation 
software as a service and service oriented simulation experiment is designed. Each layer 
utilizes the service provided by the layer below. Particularly, our work focuses on the 
experiment layer, the model layer and the engine layer. For the experiment layer and the 
model layer, specifications are proposed and designed, which provides general standards 
within this framework. At the model layer, we pay the attention to the composability 
issues when coupling multiple simulation services to construct a composed simulation 
service. Due to the fact that the simulation is complex dynamic system in which time 
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plays an important role, a coordinator service is developed for the composition of the 
simulation services to guarantee the correct temporal order of the events occurred in the 
composed simulation service. To achieve better composition of the simulation services, 
several similar simulation composablity models are adopted. In particular, the mismatch 
of the time granularity and the event granularity issue existing in pragmatic level of the 
simulation service composablity is investigated. To solve the mismatch and enhance the 
composition of the composed simulation service, four simulation agents are developed fix 
the mismatch of the time granularity and the event granularity. From the experiment 
results, we can see those simulation agents can improve the composition of simulation 
services and improve the simulation performance only by sacrificing certain accuracy of 
the simulation which is bounded. 
For the simulation engine layer, we proposed two spatial partition algorithms can 
improve the performance of an individual simulation, wildfire simulation, by taking 
advantage of parallel computing methodology. Both of these two proposed spatial 
partition algorithms have their advantages and disadvantages.  
8.2        Future work 
Future work should include improving the specifications of simulation software as a 
service and service-oriented architecture, which could better serve as the framework 
foundation. To better integrate into the cloud computing environment, simulation engines 
and simulation services need to be transferred to the platform that supports cloud 
computing. Another very important aspect that requires further research work is the 
composability of the simulation service at different levels. We believe that there are 
different types of mismatches and inconveniences when composing varied simulation 
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services, where require more simulation agents to enhance the compositions. It should be 
a big challenge to find a general way to develop those agents to balance the composed 
simulation accuracy and performance. 
For the implementation part, we are going to improve the GUI for simulation service 
composition and service-oriented simulation experiment to make it have more powerful 
functionalities. One direction for the service-oriented simulation service GUI is to 
develop web browser-based BPEL designer in javascript, the equivalent to the eclipse 
BPLE designer plugin, to enable the user to design the experiment directly in the web 
browser. When deploying the experiment, the front end designed experiment will be 
translated into its BPEL equivalent, which will be deployed on the Apache ODE server 
for execution. 
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