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Abstract. We study k-positive maps on operators. Proofs are given to different
positivity criteria. Special attention is on positive maps arising in the study of quantum
information science. Results of other researchers are extended and improved. New
classes of positive maps are constructed. Some open questions are answered.
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1. Introduction
Denote by B(H,K) the set of bounded linear operators from the Hilbert space H to the
Hilbert spaceK, and write B(H,K) = B(H) ifH = K. Let B(H)+ be the set of positive
semidefinite operators in B(H). If H and K have dimensions n and m respectively, we
identify B(H,K) with the set Mm,n of m × n matrices, and write Mn,n = Mn, and
B(H)+ = M+n .
A linear map L : B(H)→ B(K) is positive if L(B(H)+) ⊆ B(K)+. For a positive
integer k, the map L is k-positive if the map Ik ⊗ L : Mk(B(H)) → Mk(B(K)) is
positive, where (Ik ⊗ L)(A) = (L(Aij)) for any A = (Aij)1≤i,j≤k with Aij ∈ B(H).
A map is completely positive if it is k-positive for every positive integer k. The
study of positive maps has been the central theme for many pure and applied topics;
for example, see [5, 17, 20, 23, 24]. In particular, the study has attracted a lot
of attention of physicists working in quantum information science in recent decades,
because positive linear maps can be used to distinguish entanglement of quantum
states (see [14]). There is considerable interest in finding positive maps that are
not completely positive, which can be applied to detect entangled states (see, for
example, [1, 3, 4, 7, 8, 9, 10, 12, 16, 18, 19, 21, 26, 27, 28] and the references therein).
Completely positive linear maps have been studied extensively by researchers. However,
the structure of positive linear maps is still unclear even for the finite dimensional case
([6, 11, 17, 25]).
In this paper, we give a brief summary of some frequently used criteria of k-
positive maps on operators for convenient reference. New proofs are given to these
different positivity criteria. Special attention is on positive maps arising in the study of
quantum information science. Furthermore, some of the existing results are extended
and improved and some open problems are answered.
The paper is organized as follows. Sections 2 and 3 summarize some basic known
criteria for the different types of k-positive maps and several new criteria for elementary
operators by using k-numerical range of operators are presented (Propositions 2.1-2.2
and 3.1-3.2). In Section 4, we refine the results of Chrus´cin´ski and Kossakowski in [7] (see
Propositions 4.3 - 4.2) by the tools introduced in Section 3. In Section 5, we discuss a
family of positive maps, called D-type positive maps, which is a generalization of Choi’s
maps and was often used in quantum information theory. We give a necessary and
sufficient condition for such maps to be k-positive (Proposition 5.1 and Corollary 5.2).
Section 6 is devoted to illustrate the application of results in Section 5 to constructing
new positive D-type linear maps (Examples 6.1, 6.6 and 6.7, Propositions 6.2 and 6.3).
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In Section 7, we consider the decomposability of positive linear maps, propose a new
class of decomposable positive maps, and answer an open problem (Proposition 7.2).
Section 8 is a short conclusion.
2. Basic criteria
In this section, we reviewed several equivalent conditions of k-positivity that will be
used in the subsequent discussion. Some of these conditions are known; see for example
[5, 12, 21, 30]. Self-contained proofs are given here for completeness. In the following, a
vector of H will be denoted by |x〉 and 〈x| is defined to be the dual vector of the vector
|x〉 in the dual space of H .
Proposition 2.1 Suppose L : B(H)→ B(K) is a linear map continuous under strong
operator topology. The following are equivalent.
(a) L is k-positive, i.e., Ik ⊗ L is positive.
(b) (Ik ⊗ L)(P ) is positive semi-definite for any rank one orthogonal projection P ∈
Mk(B(H)).
(c) For any (orthonormal) subset X = {|x1〉, . . . , |xk〉} ⊆ H, the operator matrix
defined by LX = (L(|xi〉〈xj |) )1≤i,j≤k is positive semi-definite.
Proof. The implications (a) ⇐⇒ (b) =⇒ (c) are clear because the set of finite rank
positive operator is strongly dense in B(H)+ and L is strongly continuous. To prove (c)
⇒ (b), one only needs to check the condition for orthonormal set {|x1〉, . . . , |xk〉} ⊆ H .
For every |z〉 ∈ H⊕k, write |z〉 = ∑ki=1 |ei〉 ⊗ |zi〉 where |zi〉 ∈ H and {|ei〉}ki=1 is the
canonical basis of Ck, and define the finite rank operator Z =
∑k
i=1 |zi〉〈ei|. Consider
the singular value decomposition (a.k.a. the Schmidt decomposition in the context of
quantum information science) of Z =
∑k
i=1 |yi〉〈xi|, one can get a decomposition |z〉 =∑k
j=1 |yj〉 ⊗ |xj〉, where {|y1〉, . . . , |yk〉} is an orthogonal set in Ck, and {|x1〉, . . . , |xk〉}
is an orthonormal set in H . Let Y =
(∑k
i=1 |yi〉〈ei|
)
⊗ IH . Then
(Ik ⊗ L)(|z〉〈z|) = (Ik ⊗ L)
((
k∑
j=1
|yj〉|xj〉
)(
k∑
j=1
〈xj |〈yj|
))
= Y LXY
†
is positive semi-definite by assumption. 
Suppose L : Mn → B(K) is a linear map. Let {E11, E12, . . . , Enn} be the standard
basis forMn. The Choi matrix C(L) is the operator matrix with (L(Eij))1≤i,j≤n. Clearly,
there is a one-one correspondence between a linear map L and the Choi matrix C(L).
One can use the Choi matrix to determine whether the map L is k-positive.
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Proposition 2.2 Let L : Mn → B(K) and 1 ≤ k ≤ n. The following are equivalent.
(a) L is k-positive.
(b) 〈x|C(L)|x〉 ≥ 0 for all |x〉 =∑kp=1 |yp〉 ⊗ |zp〉 with |yp〉 ⊗ |zp〉 ∈ Cn ⊗K.
(c) (In⊗P )C(L)(In⊗P ) is positive semi-definite for any rank-k orthogonal projection
P ∈ B(K).
Proof. (a) ⇔ (b) : First consider the case k = 1. Let {|ei〉 : 1 ≤ i ≤ n} be the
canonical basis for Cn. Then C(L) =
∑n
i,j=1 |ei〉〈ej | ⊗ L(|ei〉〈ej |). We have
L ≥ 0
⇔ L(|y〉〈y|) ≥ 0 for all |y〉 ∈ Cn
⇔ (〈y| ⊗ IK)C(L)(|y〉 ⊗ IK) ≥ 0 for all |y〉 ∈ Cn
⇔ 〈z| ( (〈y ⊗ IK)C(L)(|y〉 ⊗ IK) ) |z〉 ≥ 0 for all |y〉 ∈ Cn, |z〉 ∈ K
⇔ (〈y|〈z|)C(L)(|y〉|z〉) ≥ 0 for all |y〉 ∈ Cn, |z〉 ∈ K
⇔ 〈x|C(L)|x〉 ≥ 0 for all |x〉 = |y〉|z〉 with |y〉 ∈ Cn, |z〉 ∈ K.
For general k > 1, let {|fp〉 : 1 ≤ p ≤ k} be the canonical basis for Ck. Then
C(Ik ⊗ L) =
k∑
p,q=1
n∑
i,j=1
(|fp〉〈fq| ⊗ |ei〉〈ej |)⊗ (|fp〉〈fq| ⊗ L(|ei〉〈ej|)) . (1)
Note that every |y˜〉 ∈ Ck ⊗Cn (respectively, |z˜〉 ∈ Ck ⊗K) has the form
|y˜〉 =
k∑
r=1
|fr〉 ⊗ |yr〉
(
respectively, |z˜〉 =
k∑
s=1
|fs〉 ⊗ |zs〉
)
, (2)
where |yr〉 ∈ Cn, |zs〉 ∈ K, 1 ≤ r, s ≤ k. Now, applying the above result to
Ik ⊗ L : Mk ⊗Mn →Mk ⊗B(K), by (1) and (2), we have
Ik ⊗ L ≥ 0
⇔ (〈y˜| ⊗ 〈z˜|)C(Ik ⊗ L)(|y˜〉 ⊗ |z˜〉) ≥ 0 for all |y˜〉 ∈ Ck ⊗Cn and |z˜〉 ∈ Ck ⊗K
⇔
(
k∑
r,s=1
〈fr|〈yr|〈fs|〈zs|
)(
k∑
p,q=1
n∑
i,j=1
|fp〉〈fq| ⊗ |ei〉〈ej | ⊗ |fp〉〈fq| ⊗ L(|ei〉〈ej |
)
(
k∑
r′,s′=1
|fr′〉|yr′〉|fs′〉|zs′〉
)
≥ 0 for all |yr〉 ∈ Cn and |zs〉 ∈ K, 1 ≤ r, s ≤ k
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⇔
(
k∑
p=1
〈yp|〈zp|
)(
n∑
i,j=1
|ei〉〈ej| ⊗ L(|ei〉〈ej|)
)(
k∑
q=1
|yq〉|zq〉
)
≥ 0
for all |yp〉 ∈ Cn and |zp〉 ∈ K, 1 ≤ p ≤ k
⇔ 〈x|C(L)|x〉 ≥ 0 for all |x〉 =
k∑
p=1
|yp〉|zp〉 with |yp〉|zp〉 ∈ Cn ⊗K.
(b) ⇔ (c) : Suppose (c) holds. Given |x〉 =∑kp=1 |yp〉⊗ |zp〉, where |yp〉 ∈ Cn and
|zp〉 ∈ K, 1 ≤ p ≤ k, let P be the orthogonal projection to the subspace spanned by
{|zp〉 : 1 ≤ p ≤ k}. Then (Ik ⊗ P )|x〉 = |x〉. Therefore,
〈x|C(L)|x〉 = (〈x|(Ik ⊗ P ))C(L)((Ik ⊗ P )|x〉) = 〈x| ((Ik ⊗ P )C(L)(Ik ⊗ P )) |x〉 ≥ 0.
Conversely, suppose (b) holds. Let P be an orthogonal projection in K with rank k
and {|zp〉 : 1 ≤ p ≤ k} be an orthonormal basis of the range space of P . For every
|w〉 ∈ Cn⊗K, there exist |yp〉 ∈ Cn, 1 ≤ p ≤ k such that (In⊗P )|w〉 =
∑k
p=1 |yp〉⊗|zp〉.
We have
〈w|(In ⊗ P )C(L)(In ⊗ P )|w〉 =
(
k∑
p=1
〈yp|〈zp|
)
C(L)
(
k∑
p=1
|yp〉|zp〉
)
≥ 0.
Hence, (In ⊗ P )C(L)(In ⊗ P ) ≥ 0. 
3. Elementary operators
A linear map L : B(H)→ B(K) is called an elementary operator if it has the form
L(X) =
k∑
j=1
AjXB
†
j
for some A1, . . . , Ak, B1, . . . , Bk ∈ B(H,K) [17]. If H and K are finite dimensional,
then every linear map is elementary. Since we are interested in positive linear map, we
focus on linear maps which map self-adjoint operators to self-adjoint operators. Thus,
for any self-adjoint X ,
k∑
j=1
AjXB
†
j = L(X) = L(X)
† =
k∑
j=1
BjXA
†
j .
As a result, for any self-adjoint X , we get
2L(X) =
k∑
j=1
(AjXB
†
j +BjXA
†
j) =
k∑
j=1
(Aj +Bj)X(Aj +Bj)
† −
k∑
j=1
(AjXA
†
j +BjXB
†
j ).
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By linearity, the above equation is true for all X ∈ B(H). Thus we will focus on
elementary operators of the form
L(X) =
p∑
j=1
CjXC
†
j −
q∑
j=1
DjXD
†
j .
Hou [17] gave a condition for an elementary operator in the above form to be k-positive.
In this section, we will extend those results by Proposition 2.1 in the following.
Proposition 3.1 Suppose L : B(H)→ B(K) has the form
X 7→
p∑
r=1
CrXC
†
r −
q∑
s=1
DsXD
†
s (3)
with C1, . . . , Cp, D1, . . . , Dq ∈ B(H,K). Then
(Ik ⊗ L)(X) =
p∑
r=1
(Ik ⊗ Cr)X(Ik ⊗ C†r)−
q∑
s=1
(Ik ⊗Ds)X(Ik ⊗D†s).
Moreover, the following are equivalent.
(a) L is k-positive, i.e., Ik ⊗ L is positive.
(b)
∑p
r=1(Ik ⊗Cr)X(Ik ⊗C†r)−
∑q
s=1(Ik ⊗Ds)X(Ik ⊗D†s) ∈ Mk(B(K))+ for any rank
one orthogonal projection X ∈Mk(B(H)).
(c) For any (orthonormal) subset {|x1〉, . . . , |xk〉} ⊆ H,
∑k
i,j=1Eij ⊗ L(|xi〉〈xj |) is
positive semi-definite, equivalently,
p∑
r=1
k∑
i,j=1
Eij ⊗ Cr|xi〉〈xj |C†r ≥
q∑
s=1
k∑
i,j=1
Eij ⊗Ds|xi〉〈xj |D†s.
(d) For any |x〉 ∈ Ck ⊗ H, there is an q × p matrix Tx with operator norm ‖Tx‖ ≤ 1
such that 

Ik ⊗D1
Ik ⊗D2
...
Ik ⊗Dq

 |x〉 = (Tx ⊗ IK)


Ik ⊗ C1
Ik ⊗ C2
...
Ik ⊗ Cp

 |x〉.
Proof. The equivalence of (b) and (c) follows from Proposition 2.1 and the special
form of L. For the equivalence of (a), (b) and (d), see [17]. 
Recall that, for a linear operator A ∈ B(H) and a positive integer k ≤ dimH , the
k-numerical range of A is defined by
Wk(A) =
{
k∑
j=1
〈xj |A|xj〉 : {|x1〉, . . . , |xk〉} is an orthonormal set in H
}
.
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If dimH = n <∞, and A is Hermitian with eigenvalues a1 ≥ · · · ≥ an, then
Wk(A) =
[
k∑
j=1
an−j+1,
k∑
j=1
aj
]
.
For the details of k-numerical ranges, see [2].
The following proposition gives the relation between k-numerical ranges and k-
positivity of elementary operators.
Proposition 3.2 Suppose L :Mn → B(K) has the form (3).
(a) If L is k-positive, then Wk
(∑p
r=1C
†
rCr −
∑q
s=1D
†
sDs
) ⊆ [0,∞).
(b) If for any unit vectors |u〉 = (u1, . . . , up)t ∈ Cp and |v〉 = (v1, . . . , vq)t ∈ Cq,
minWk
(
(
∑
r
urCr)
†(
∑
r
urCr)
)
≥ maxWk
(
(
∑
s
vsDs)
†(
∑
s
vsDs)
)
, (4)
then L is k-positive.
Here, minS and maxS denote the minimum and maximum value of a subset S of real
number.
Proof. Denote by Γn,k the set of vectors |x〉 =

 |x1〉...
|xk〉

 such that {|x1〉, . . . , |xk〉} ⊆
Cn is an orthonormal set.
If L is k-positive, then (Ik⊗L)(|x〉〈x|) is positive semi-definite for every |x〉 ∈ Γn,k.
Taking trace, we see that
0 ≤
k∑
j=1
tr
(∑
r
Cr|xj〉〈xj |C†r −
∑
s
Ds|xj〉〈xj |D†s
)
=
k∑
j=1
〈xj |
(∑
r
C†rCr −
∑
s
D†sDs
)
|xj〉.
The result (a) follows.
For (b), suppose (4) holds for any unit vectors |u〉 = (u1, . . . , up)t ∈ Cp and
|v〉 = (v1, . . . , vq)t ∈ Cq. For |x〉 ∈ Γn,k, let
C˜
x
=

C1|x1〉 · · · Cp|x1〉... . . . ...
C1|xk〉 · · · Cp|xk〉

 and D˜
x
=

D1|x1〉 · · · Dq|x1〉... . . . ...
D1|xk〉 · · · Dq|xk〉

 .
We will show that C˜
x
C˜†
x
− D˜
x
D˜†
x
is positive semi-definite, or equivalently, for any unit
vector |y〉 ∈ Ckp,
‖〈y|C˜
x
‖2 ≥ ‖〈y|D˜
x
‖2.
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Denote by σ1(A) ≥ σ2(A) ≥ · · · ≥ σmin{m,n}(A) be the singular values of A ∈Mm,n.
Note that there is |x˜〉 ∈ Γn,k so that C˜x˜ has the smallest p-th singular value σp(C˜x˜)
among all choices of |x〉 ∈ Γn,k.
‖〈y|C˜
x
‖ ≥ σp(C˜x) ≥ σp(C˜x˜).
Moreover, there is a unit vector |u˜〉 = (u˜1, . . . , u˜p)t ∈ Cp such that
(σ(C˜
x˜
))2 = ‖C˜
x˜
|u˜〉‖2 =
∥∥∥∥∥∥

 (
∑
r u˜rCr)|x˜1〉
...
(
∑
r u˜rCr)|x˜k〉


∥∥∥∥∥∥
2
=
k∑
j=1
〈x˜j |(
∑
r
u˜rCr)
†(
∑
r
u˜rCr)|x˜j〉
≥ minWk
(
(
∑
r
u˜rCr)
†(
∑
r
u˜rCr)
)
.
Similarly, we can choose |xˆ〉 ∈ Γn,k so that D˜xˆ has the largest maximum singular value
σ1(D˜xˆ) among all choice of |x〉 ∈ Γn,k. Then
‖〈y|D˜
x
‖ ≤ σ1(D˜x) ≤ σˆ1(D˜xˆ).
Moreover, there is a unit vector |vˆ〉 = (vˆ1, . . . , vˆq)t ∈ Cq such that
maxWk
(
(
∑
s
vsDs)
†(
∑
s
vsDs)
)
≥
k∑
j=1
〈xˆj |(
∑
s
vˆsDs)
†(
∑
s
vˆsDs)|xˆj〉
=
∥∥∥∥∥∥

 (
∑
s vˆsDs)|xˆ1〉
...
(
∑
s vˆsDs)|xˆk〉


∥∥∥∥∥∥
2
= ‖D˜
xˆ
|vˆ〉‖2 = (σ1(D˜xˆ))2.
By our assumption, we have σp(C˜x˜) ≥ σ1(D˜xˆ), and hence
‖〈y|C˜
x
‖ ≥ σp(C˜x˜) ≥ σ1(D˜xˆ) ≥ ‖〈y|D˜x‖.
The desired conclusion follows. 
Remark Note that in the above proof, if there is |x〉 ∈ Γn,k such that C˜x = 0, then
min
{
Wk
(
(
∑
r
urCr)
†(
∑
r
urCr)
)
: |u〉 = (u1, . . . , up)t ∈ Cp, 〈u|u〉 = 1
}
= 0.
On the other hand, if
min
{
Wk
(
(
∑
r
urCr)
†(
∑
r
urCr)
)
: |u〉 = (u1, . . . , up)t ∈ Cp, 〈u|u〉 = 1
}
> 0,
then C˜
x
has rank kp for all |x〉 ∈ Γn,k.
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4. Clarification and improvement of some results of Chrus´cin´ski and
Kossakowski
In this section, we give a numerical range criterion for k-positivity of maps φ : Mn →Mm
defined by
L(X) = L1(X)− L2(X)
with
L1(X) =
p∑
j=1
γjFjXF
†
j and L2(X) =
mn∑
j=p+1
γjFjXF
†
j , γ1, . . . , γmn ≥ 0,
where F1, . . . , Fmn ∈Mm,n satisfy the following:
(C1) {Fj}mnj=1 ⊆Mm,n is an orthonormal set using the inner product (X, Y ) = tr (XY †).
The positivity of such maps were also considered in [7, 8] using the norm
‖X‖k =
{
k∑
j=1
σj(X)
2
}1/2
,
where σ1(X) ≥ σ2(X) ≥ · · · ≥ σmin{m,n}(X) are the singular values of X ∈ Mm,n. The
norm ‖X‖k is known as the (2, k)-spectral norm; see [22]. The authors of [7] mistakenly
referred this as the Ky Fan k-norm |X|k =
∑k
j=1 σj(X) of the matrix X ; see [13, p.445].
Consider the following condition on {Fj}mnj=1 ⊆Mmn.
(C2) For any orthonormal basis {|x1〉, |x2〉, . . . , |xn〉} of Cn,{
Pk =
n∑
i,j=1
|xi〉〈xj | ⊗ Fk|xi〉〈xj |F †k : 1 ≤ k ≤ mn
}
is a set of mutually orthogonal set of rank one matrices.
In [7], the authors showed that under the assumption (C2), if 1 >
∑mn
j=p+1 ‖Fj‖2k and
n∑
i,j=1
Eij ⊗ L1(Eij) ≥
∑mn
j=p+1 γj‖Fj‖2k
1−∑mnj=p+1 ‖Fj‖2k
(
In ⊗ Im −
mn∑
j=p+1
Pj
)
,
then φ is k-positive.
In [8], the authors stated the result using the assumption (C1) instead of (C2)
without explaining their relations. In addition, there are some typos in the papers that
further obscured the results.
In the following, we use results in the previous sections to refine and improve the
results in [7, 8]. We first show that condition (C1) and (C2) are equivalent. Note that
the special case for m = n was treated in [29, Lemma 1].
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Proposition 4.1 Suppose {F1, . . . , Fmn} ⊆ Mm,n. The following two conditions are
equivalent.
(a) {F1, . . . , Fmn} is an orthonormal set, i.e. tr (F †rFs) = δr s for r, s = 1, . . .mn.
(b) For any orthonormal basis {|x1〉, . . . , |xn〉} of Cn,{
n∑
i,j=1
|xi〉〈xj | ⊗ Fr|xi〉〈xj|F †r : 1 ≤ r ≤ mn
}
is a set of mutually orthogonal rank one projections in Mmn.
Furthermore, if (a) or (b) holds, then we have∑
j
FjF
†
j = nIm and
∑
j
F †j Fj = mIn .
Proof. Suppose F1, . . . , Fmn ∈Mm,n and {|x1〉, . . . , |xn〉} is an orthonormal basis in
Cn. Define
Pr =
n∑
i,j=1
|xi〉〈xj | ⊗ Fr|xi〉〈xj |F †r for r = 1, . . . , mn.
Then for any r, s = 1, . . . , mn, we have
PrPs =
(
n∑
i,j=1
|xi〉〈xj | ⊗ Fr|xi〉〈xj |F †r
)(
n∑
k,ℓ=1
|xk〉〈xℓ| ⊗ Fs|xk〉〈xℓ|F †s
)
=
n∑
i,j,k,ℓ=1
|xi〉〈xj |xk〉〈xℓ| ⊗ Fr|xi〉〈xj |F †rFs|xk〉〈xℓ|F †s
=
(
n∑
j,k=1
〈xj |xk〉 · 〈xj |F †rFs|xk〉
)(
n∑
i,ℓ=1
|xi〉〈xℓ| ⊗ Fr|xi〉〈xℓ|F †s
)
=
(
n∑
j=1
〈xj |F †rFs|xj〉
)(
n∑
i,ℓ=1
|xi〉〈xℓ| ⊗ Fr|xi〉〈xℓ|F †s
)
= tr (F †rFs)
(
n∑
i,ℓ=1
|xi〉〈xℓ| ⊗ Fr|xi〉〈xℓ|F †s
)
.
Therefore, the implication (a) ⇒ (b) holds. Now by taking the trace on both sides of
the equation,
tr (PrPs) = tr (F
†
rFs) · tr
(
n∑
i,ℓ=1
|xi〉〈xℓ| ⊗ Fr|xi〉〈xℓ|F †s
)
= tr (F †rFs) ·
(
n∑
i,ℓ=1
〈xℓ|xi〉 · 〈xℓ|F †sFr|xi〉
)
Criteria and new classes of k-positive maps 11
= tr (F †rFs) ·
(
n∑
i=1
〈xi|F †sFr|xi〉
)
= tr (F †rFs) · tr (F †sFr) = |tr (F †rFs)|2.
Hence, (b) ⇒ (a) followed by the above equlity.
Finally suppose (a) holds. We have
tr (FiF
†
j ) = tr (F
†
j Fi) = δij , for all 1 ≤ j ≤ mn.
For 1 ≤ j ≤ mn and 1 ≤ r ≤ m, let f rj be the rth row of Fj . From trFiF †j = δij , we
can form a unitary matrix U ∈Mmn with jth row uj =
[
f 1j | · · · | fmj
]
. Since U †U = Imn,
for 1 ≤ r, s ≤ m, we have ∑mnj=1(f sj )†f rj = δrsIn. Consider R =∑mnj=1 FjF †j ∈ Mm. The
(r, s)-th entry of R is equal to
mn∑
j=1
f rj (f
s
j )
† = tr
(
mn∑
j=1
f rj (f
s
j )
†
)
= tr
(
mn∑
j=1
(f sj )
†f rj
)
= tr (δrsIn) = nδrs .
Therefore,
∑
j FjF
†
j = nIm. Similarly, by replacing Fj with F
†
j ,
∑
j F
†
j Fj = mIn follows
from the fact that trF †j Fi = δij for all 1 ≤ i, j ≤ mn. 
Using the concept of the k-numerical range, we have the following.
Proposition 4.2 Suppose that {Fj : 1 ≤ j ≤ mn} is an orthonormal basis of Mm,n and
L : Mn →Mm has the form
L(X) =
p∑
j=1
γjFjXF
†
j −
mn∑
j=p+1
γjFjXF
†
j , γ1, . . . , γmn ≥ 0.
Assume that 1 ≤ k ≤ min{m,n} and ξk = 1−maxWk(
∑mn
j=p+1 F
†
j Fj) > 0.
(a) If
γi ≥ ξ−1k maxWk
(
mn∑
j=p+1
γjF
†
j Fj
)
, i = 1, . . . , p,
then L is k-positive.
(b) If p = mn− 1 and
γi < ξ
−1
k γmnmaxWk
(
F †mnFmn
)
= γmn‖Fmn‖2k for all i = 1, . . . , mn− 1,
then L is not k-positive.
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Proof. (a) Let wk = maxWk
(∑mn
r=p+1 γrF
†
rFr
)
. Suppose γi ≥ ξ−1k wk for each
i = 1, . . . , p. Denote by Γn,k the set of vectors |x〉 such that |x〉 =

 |x1〉...
|xk〉

 where
{|x1〉, . . . , |xk〉} is an orthonormal set in Cn. We show that Ik ⊗ L(|x〉〈x|) is positive
semidefinite for any |x〉 ∈ Γn,k. The conclusion will then follow from Proposition 3.1.
We may extend |x〉 ∈ Γn,k to |x˜〉 ∈ Γn,n with |x˜〉 =

 |x1〉...
|xn〉

 such that
{|x1〉, . . . , |xn〉} is an orthonormal basis for Cn. By Proposition 4.1(b),
mn∑
r=1
(Fr|xi〉〈xj |F †r )1≤i,j≤n = Imn.
Focusing on the leading mk ×mk principal submatrix, we have
p∑
r=1
(Fr|xi〉〈xj |F †r )1≤i,j≤k = Imk −
mn∑
r=p+1
(Fr|xi〉〈xj |F †r )1≤i,j≤k. (5)
Note that
tr
(
mn∑
r=p+1
γr(Fr|xi〉〈xj |F †r )1≤i,j≤k
)
=
k∑
j=1
〈xj |
(
mn∑
r=p+1
γrF
†
rFr
)
|xj〉 ≤ wk.
Thus,
mn∑
r=p+1
γr(Fr|xi〉〈xj |F †r )1≤i,j≤k ≤ wkImk. (6)
Applying this argument to the special case when γp+1 = · · · = γmn, we see that
mn∑
r=p+1
(Fr|xi〉〈xj |F †r )1≤i,j≤k ≤ maxWk
(
mn∑
j=p+1
F ∗j Fj
)
Imk.
By (5) and the fact that ξk = 1−maxWk
(∑mn
j=p+1 F
∗
j Fj
)
, we have
ξkImk ≤
p∑
r=1
(Fr|xi〉〈xj |F †r )1≤i,j≤k.
Because γξ−1k ≤ γi for each i = 1, . . . , p, we have
wkImk ≤ wkξ−1k
p∑
r=1
(Fr|xi〉〈xj |F †r )1≤i,j≤k ≤
p∑
r=1
γr(Fr|xi〉〈xj |F †r )1≤i,j≤k. (7)
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By (6) and (7), we have the desired operator inequality
mn∑
r=p+1
γr(Fr|xi〉〈xj |F †r )1≤i,j≤k ≤
p∑
r=1
γr(Fr|xi〉〈xj |F †r )1≤i,j≤k.
(b) Suppose that the hypothesis of (b) holds. We can choose |x1〉, . . . , |xk〉 in Cn
so that
tr (Fmn|xi〉〈xj |F †mn)1≤i,j≤k = maxW
(
F †mnFmn
)
= ‖Fmn‖2k,
i.e., the rank one matrix γmn(Fmn|xi〉〈xj |F †mn)1≤i,j≤k has a nonzero eigenvalue
γmn‖Fmn‖2k. Now,
mn−1∑
r=1
γr(Fr|xi〉〈xj |F †r )1≤i,j≤k < ξ−1k γmn
(
mn−1∑
r=1
(Fr|xi〉〈xj |F †r )1≤i,j≤k
)
≤ γmnImk.
Thus, the matrix
mn−1∑
r=1
γr(Fr|xi〉〈xj |F †r )1≤i,j≤k − γmn(Fmn|xi〉〈xj |F †mn)1≤i,j≤k
has a negative eigenvalue. The result follows from Proposition 3.1. 
Part (b) of the Proposition 4.2 was proved in [7, 8]. Using the fact that
maxWk
(
mn∑
r=p+1
γrF
†
rFr
)
≤
mn∑
r=p+1
γr‖Fr‖2k
for any nonnegative numbers γp+1, . . . , γmn, we can deduce the main result in [7, 8].
Corollary 4.3 Suppose {Fj : 1 ≤ j ≤ mn} is an orthonormal basis of Mm,n and
L : Mn →Mm has the form
L(X) =
p∑
j=1
γjFjXF
†
j −
mn∑
j=p+1
γjFjXF
†
j , γ1, . . . , γmn ≥ 0.
Assume that 1 ≤ k ≤ min{m,n} and ξ˜k = 1−
∑mn
j=p+1 ‖Fj‖2k > 0. If
γi ≥ ξ˜−1k
(
mn∑
j=p+1
γj‖Fj‖2k
)
for all i = 1, . . . , p,
then L is k-positive.
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In [8], the authors mistakenly claimed that if
∑mn
j=p+1 ‖Fj‖2k+1 < 1 and
γi < ξ˜
−1
k+1
(
mn∑
j=p+1
γj‖Fj‖2k+1
)
for all i = 1, . . . , p,
then L is not (k+1)-positive, see [8, Theorem 1]. The case when p = mn = 1 was proved
in [7, Theorem 1] and also Proposition 4.2. However, the following example shows that
the claim in general does not hold when p < mn− 1. Also, this example demonstrates
that Proposition 4.2 is stronger than Corollary 4.3 (the result in [7, 8]).
Example 4.4 Let m = n = 8. Suppose {F1, . . . , F64} is an orthonormal basis for M8
such that
F63 =
1
4
I4 ⊗
(
1 1
1 1
)
and F64 =
1
4
I4 ⊗
(
1 −1
−1 1
)
.
Define L : M8 → M8 by
L(X) =
62∑
j=1
γjFjXF
†
j −
64∑
j=63
FjXF
†
j .
Then ‖F63‖22 + |F64‖22 = 1/2 + 1/2 = 1 and W2
(∑64
j=63 F
†
j Fj
)
=W2(I8/4) = {1/2}. So,
Corollary 4.3 is not applicable. By Proposition 4.2, the map L is 2-positive if γi ≥ 1 for
i = 1, . . . , 62.
5. Criteria for k-positivity of D-type linear maps
In this section, we consider linear maps L :Mn →Mn of the form
A = (aij) 7→ diag
(
n∑
k=1
akkdk1, . . . ,
n∑
k=1
akkdkn
)
− A (8)
for an n × n nonnegative matrix D = (dij). This type of maps will be called D-type
linear maps. The question of when a D-type map is positive was studied intensively
by many authors and applied in quantum information theory to detect entangled states
and construct entanglement witnesses. For example, if D = (n − 1)In + E12 + · · · +
En−1,n + En,1, we get a positive map which is not completely positive. This can be
viewed as a generalization of the Choi map in [5].
In the following, we present a necessary and sufficient criteria of D-type linear map
to be k-positive.
Proposition 5.1 Suppose L :Mn → Mn is a D-type map (8) for an n×n nonnegative
matrix D = (dij). The following conditions are equivalent.
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(a) L is k-positive.
(b) djj > 0 for all j = 1, . . . , n, and for any k×n matrix U with columns |u1〉, . . . , |un〉 ∈
Ck satisfying tr (U †U) = 1, we have
n∑
j=1
〈uj| (Udiag (d1j, . . . , dnj)U †)[−1] |uj〉 ≤ 1,
where X [−1] is the Moore-Penrose generalized inverse of X.
Proof. For any k × n matrix U with column |u1〉, . . . , |un〉 ∈ Ck satisfying
tr (U †U) = 1, consider the unit vector
|u〉 =
n∑
j=1
|uj〉 ⊗ |eˆj〉 ∈ Cnk,
which can also be expressed as
|u〉 =
k∑
j=1
|ej〉 ⊗ |uˆj〉,
where {|e1〉, . . . , |ek〉} and {|eˆ1〉, . . . , |eˆn〉} are the standard basis of Ck and Cn,
respectively, and |uˆj〉 is the transpose of the j-th row of U . Let
Fij = L(|uˆi〉〈uˆj|) + |uˆi〉〈uˆj|,
which is a diagonal matrix with the ℓ-th diagonal entry equal to 〈uˆj|diag (d1ℓ, . . . , dnℓ)|uˆi〉.
By Proposition 2.1, L is k-positive if and only if the nk × nk matrix
(Ik ⊗ L)(|u〉〈u|) =
k∑
i,j=1
|ei〉〈ej | ⊗ (Fij − |uˆi〉〈uˆj|) =
(
k∑
i,j=1
|ei〉〈ej| ⊗ Fij
)
− |u〉〈u|
is positive semi-definite. Notice that the above matrix is permutationally similar to
k∑
i,j=1
(Fij − |uˆi〉〈uˆj|)⊗ |ei〉〈ej | =
(
k∑
i,j=1
Fij ⊗ |ei〉〈ej |
)
− |uˆ〉〈uˆ|,
where |uˆ〉 =∑nj=1 |eˆj〉 ⊗ |uj〉. Direct computation shows that
k∑
i,j=1
Fij ⊗ Eij = D1 ⊕ · · · ⊕Dn,
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where Dj = U diag (d1j , . . . , dnj)U
† for j = 1, . . . , n. Therefore, the condition is
equivalent to:
(c) |uˆ〉 lies in the range of D1 ⊕ · · · ⊕Dn and ‖(D1 ⊕ · · · ⊕Dn)1/2)[−1]|uˆ〉‖ ≤ 1.
Note that for any choice of U satisfying tr (U †U) = 1 the corresponding |uˆj〉 always lies
in the range of Dj for j = 1, . . . , n if and only if djj > 0 for all j = 1, . . . , n; the norm
inequality in (c) is the same as the inequality stated in (b). Therefore, condition (a) is
equivalent to condition (c), which is equivalent to condition (b). 
Proposition 5.1 is particularly useful when k = 1.
Corollary 5.2 Let L : Mn →Mm be a D-type map of the form (8) with D = (dij). For
u = (u1, u2, . . . , un)
t ∈ Cn, let fj(u) =
∑n
i=1 dij |ui|2. Then, L is positive if and only if
any one of the following equivalent conditions hold
(1) dii > 0 for all i = 1, . . . , n and
∑
uj 6=0
|uj |
2
fj(u)
≤ 1 for every unit vector |u〉 =
(u1, u2, . . . , un)
t ∈ Cn.
(2) dii > 0 for all i = 1, . . . , n and
∑n
j=1
|uj |
2
fj(u)
≤ 1 for every vector |u〉 =
(u1, u2, . . . , un)
t ∈ Cn with ui 6= 0 for all i = 1, . . . , n.
Proof. For k = 1, (1) is equivalent to condition (b) in Proposition 5.1. (2) is equivalent
to (1) because
|uj |
2
fj(u)
is continuous and homogeneous in u. 
6. Constructing D-type positive maps
In this section, we discuss how to construct D-type positive linear maps using the results
in previous sections.
The following example is well-known. Here we give a different proof by applying
Proposition 2.1. Notice that the map is a D-type map with all entries of D being γ.
Example 6.1 For γ ≥ 0, define Lγ : Mn →Mn by
Lγ(A) = γ(trA)In − A.
Then for any k ∈ {1, . . . , n}, Lγ is k-positive if and only if γ ≥ k.
Proof. For any |x〉 = ∑kj=1 |ej〉 ⊗ |xj〉 ∈ Cnk with an orthonormal set {|xj〉 : 1 ≤
j ≤ k} in Cn,
k∑
i,j=1
Eij ⊗ Lγ(|xi〉〈xj |) =
k∑
i,j=1
Eij ⊗ (γ(tr |xi〉〈xj |)In − |xi〉〈xj |)
=
k∑
i,j=1
Eij ⊗ (γ(tr 〈xj |xi〉)In − |xi〉〈xj |) = γIkn − |x〉〈x|.
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Since |x〉〈x| is a rank one hermitian matrix with trace k, by Proposition 2.1, Lγ is
k-positive if and only if γ ≥ k. 
Recall that a permutation π of (i1, . . . , iℓ) is an ℓ-cycle if π(ij) = ij+1 for
j = 1, . . . , ℓ − 1 and π(iℓ) = i1. Note that every permutation π of (1, . . . , n) has a
disjoint cycle decomposition π = (π1)(π2) · · · (πr), that is, there exists a set {Fs}rs=1 of
disjoint cycles of π with ∪rs=1Fs = {1, 2, . . . , n} such that πs = π|Fs and π(i) = πs(i)
whenever i ∈ Fs. We have the following.
Proposition 6.2 Suppose π is a permutation of (1, 2, . . . , n) with disjoint cycle
decomposition (π1) · · · (πr) such that the maximum length of πi is equal to ℓ > 1 and
Pπ =
(
δiπ(j)
)
is the permutation matrix associated with π. For t ≥ 0, let Φt,π :Mn → Mn
be the D-type map of the form (8) with D = (n − t)In + tPπ. Then Φt,π is positive if
and only if t ≤ n
ℓ
.
Proof. It is easily checked that for 0 ≤ t ≤ 1, the function
g(r1, r2, . . . , rs) =
s∑
i=1
1
s− t+ tri ≤ 1 for all ri > 0 and r1r2 · · · rs = 1, (9)
and the function g attains the maximum 1 when r1 = · · · = rs = 1.
Suppose 0 ≤ t ≤ n
ℓ
. We are going to use condition (2) in Corollary 5.2 to show
that Φt,π is positive. For any vector |u〉 = (u1, u2, . . . , un)t ∈ Cn, with ui 6= 0 for all
i = 1, . . . , n, we have fi(u) = (n− t)|ui|2+ t|uπ(i)|2. So, by Corollary 5.2, Φt,π is positive
if
f(u1, u2, . . . , un) =
n∑
i=1
|ui|2
(n− t)|ui|2 + t|uπ(i)|2 ≤ 1 (10)
for all vector |u〉 = (u1, u2, . . . , un)t with nonzero entries.
Suppose π is a product of r disjoint cycles, that is, π = (π1)(π2) · · · (πr). Let Fj be
the set of indices corresponding to the cycle πj and ℓj denote the number of elements
in Fj for j = 1, . . . , r. Then ℓ = max{ℓ1, . . . , ℓr} and
∑
j ℓj = n. For any vector
|u〉 = (u1, u2, . . . , un)t ∈ Cn, with ui 6= 0 for all i = 1, . . . , n, we have
∏
i∈Fj
|uπj (i)|
2
|ui|2
= 1.
It follows that
f(u1, u2, . . . , un) =
n∑
i=1
|ui|2
(n− t)|ui|2 + t|uπ(i)|2
=
r∑
j=1
∑
i∈Fj
|ui|2
(n− t)|ui|2 + t|uπj(i)|2
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=
r∑
j=1
ℓj
n
∑
i∈Fj
1
ℓj − ℓjn t+ ℓjn t
|uπj (i)|
2
|ui|2
≤
r∑
j=1
ℓj
n
· 1 = 1,
whenever 0 ≤ ℓj
n
t ≤ 1 for all 1 ≤ j ≤ r by (9), or equivalently, 0 ≤ t ≤ n
ℓj
≤ n
ℓ
.
Therefore, (10) holds.
Conversely, suppose t > n
ℓ
. Let π = (π1)(π2) · · · (πr) be a decomposition of π into
disjoint cycles. Without loss of generality, we may assume that ℓ1 = ℓ ≥ ℓj for all
j = 2, . . . , r, and π1 is a cycle on (1, 2, . . . , ℓ). Let ui = ǫ
i
2 , where 0 < ǫ < 1 − n
ℓt
for
i = 1, . . . , ℓ and ui = 1 for ℓ+ 1 ≤ i ≤ n. Then we have
f(u1, u2, . . . , un) =
ℓ−1∑
i=1
1
(n− t) + tǫ +
1
(n− t) + t
ǫℓ−1
+
n∑
i=ℓ+1
1
(n− t) + t
≥ ℓ− 1
(n− t) + tǫ +
n− ℓ
n
>
ℓ− 1
(n− t) + t (1− n
ℓt
) + n− ℓ
n
=
ℓ− 1
n− n
ℓ
+
n− ℓ
n
=
ℓ
n
+
n− ℓ
n
= 1,
which implies Φt,π is not positive. 
Next, we consider a general map ΛD of the form (8).
Proposition 6.3 Let ΛD : Mn → Mn have the form (8) for a nonnegative matrix
D = (dij) with all row sum and column sum equal to n. Then ΛD is positive if
dii ≥ (n− 1) for all i = 1, . . . , n. Moreover, the following conditions are equivalent.
(a) ΛD is completely positive. (b) ΛD is 2-positive. (c) D = nIn.
Proof. Suppose dii ≥ n−1 for all i = 1, . . . , n. Then D = (n−1)I +S for a doubly
stochastic matrix S, which is a convex combination of permutation matrices (e.g., see
[13, Theorem 8.7.1, pp. 527]). We may represent S as
S =
m∑
i=1
piPπi
for some permutations π1, π2, . . . , πm of {1, 2, . . . , n} and positive scalars pi with∑m
i=1 pi = 1. Let Si = (n − 1)In + Pπi and ΛSi be the linear map of the form as in
Criteria and new classes of k-positive maps 19
(8). By Proposition 6.2, ΛSi is a positive map. Thus, ΛD is a convex combination of
positive maps, and is therefore positive.
Next, we prove the three equivalent conditions. The implication. (a)⇒ (b) is clear.
For (c) ⇒ (a), it is well known and easy to check, say, by considering the Choi matrix,
that ΛD is completely positive if D = nIn.
It remains to prove (b)⇒ (c). Suppose D 6= nIn. Then dii < n for some i. Without
loss of generality, we assume that i = 1. Let
U = ( |u1〉 · · · |un〉 ) = 1√
n
(
1 0 · · · 0
0 1 · · · 1
)
∈M2,n.
Then
Dj := Udiag (d1j , d2j)U
† =
1
n
(
d1j 0
0 n− d1j
)
, j = 1, . . . , n.
As n > d11,
〈uˆ1|D[−1]1 |uˆ1〉 =
1
d11
>
1
n
and 〈uˆj|D[−1]j |uˆj〉 =
1
n− d1j ≥
1
n
for j = 2, . . . , n.
Hence,
n∑
j=1
〈uˆj|D[−1]j |uˆj〉 > 1,
and ΛD is not 2-positive by Proposition 5.1. 
In [26], the positive map ΛD with D = (n− 1)In + P for a permutation matrix P
was considered, and the special case when P is a length n-cycle was discussed in details.
By Propositions 6.2 and 6.3, we have the following corollary.
Corollary 6.4 Let ΛD : Mn → Mn be a D-type map of the form (8) with D =
(n−1)In+P for a permutation matrix P . Then ΛD is positive. Moreover, the following
are equivalent.
(a) ΛD is completely positive. (b) ΛD is 2-positive. (c) D = nIn.
The condition dii ≥ n − 1 for each i is not necessary for ΛD in Proposition 6.3 to
be positive as seen below.
Example 6.5 Let D =


1.35 1 0.65
0.65 1.35 1
1 0.65 1.35

. Here, dii < 2 = 3 − 1. Direct
computation shows that
∑3
j=1
|uj |2
fj(u)
≤ 1 for all (u1, u2, u3) ∈ C3. Therefore, ΛD is
positive by Corollary 5.2.
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Example 6.6 In Proposition 6.2, let 0 ≤ t ≤ 1 and D = (dij) = (n− t)In + tS, where
S =


s1 s2 · · · sn
sn s1 · · · sn−1
...
...
. . .
...
s2 s3 · · · s1

 with si ≥ 0 (i = 1, 2, . . . , n) and ∑ni=1 si = 1. Define
ΛD : Mn →Mn by
ΛD((aij)) =


f1 −a12 · · · −a1n
−a21 f2 · · · −a2n
...
...
. . .
...
−an1 −an2 · · · fn

 ,
where
f1 = (n− t− 1 + ts1)a11 + tsna22 + tsn−1a33 + · · ·+ ts2ann,
f2 = ts2a11 + (n− t− 1 + ts1)a22 + tsna33 + · · ·+ ts3ann,
...
fn = tsna11 + tsn−1a22 + tsn−2a33 + · · ·+ (n− t− 1 + ts1)ann.
By Proposition 6.2, the map ΛD is positive.
Finally, we give an example which illustrates how to apply Proposition 6.2 to
construct positive elementary operators for any dimension.
Example 6.7 Let H and K be Hilbert spaces of dimension at least n, and let {|ei〉}ni=1
and {|eˆj〉}nj=1 be any orthonormal sets of H and K, respectively. For any permutation
π 6= id of {1, 2, . . . , n}, let l(π) = l ≤ n. Let Φt,π : B(H)→ B(K) be defined by
Φt,π(A) = (n−t)
n∑
i=1
EiiAE
†
ii+t
n∑
i=1
Ei,π(i)AE
†
i,π(i)−(
n∑
i=1
Eii)A(
n∑
i=1
Eii)
† for all A ∈ B(H),
where Eji = |eˆj〉〈ei|. Then Φt,π is positive if and only if 0 ≤ t ≤ nl .
In fact, for the case dimH = dimK = n, Φt,π is a D-type map of the form (8) with
D = (n− t)I + tPπ as discussed in Proposition 6.2.
7. Decomposable D-type positive maps
Decomposability of positive linear maps is a topic of particular importance in quantum
information theory since it is related to the PPT states (that is, the states with positive
partial transpose). In this section, we will give a new class of decomposable positive
linear maps.
The following result is well known (see [15]).
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Proposition 7.1 Suppose L : Mn → Mm has the form (8). Then L is decomposable if
and only if the Choi matrix C(L) is a sum of two matrices C1 and C2 such that C1 and
the partial transpose of C2 are positive semi-definite.
In [26], it was shown that the linear maps Φ(k) = Φ1,π with π(i) = i+ k (mod n) in
Proposition 6.2 are indecomposable whenever either n is odd or k 6= n
2
. It was asked in
[26] that whether or not Φ(
n
2
) is decomposable when n is even. In this section, we will
answer this question by showing that Φ(
n
2
) is decomposable. In fact, this is a special
case of the following proposition as (π)2 = id.
Proposition 7.2 Let π be a permutation of {1, 2, . . . , n}. If π2 = id, then the positive
linear map Φ1,π in Proposition 6.2 is decomposable.
Proof. For simplicity, denote Φ = Φ1,π. Let F be the set of fixed points of π. Since
Φ(Eii) = (n− 2)Eii + Eπ(i),π(i) and Φ(Eij) = −Eij , the Choi matrix of Φ is
C(Φ) =
n∑
i=1
(n− 2)Eii ⊗ Eii +
n∑
i=1
Eπ(i),π(i) ⊗ Eii −
∑
i 6=j
Eij ⊗Eij
=
∑
i∈F
(n− 1)Eii ⊗ Eii +
∑
i 6∈F
(n− 2)Eii ⊗ Eii
−
∑
i 6=j;π(i)6=j
Eij ⊗ Eij +
∑
i 6∈F
Eπ(i),π(i) ⊗ Eii −
∑
i 6∈F
Ei,π(i) ⊗Ei,π(i).
Let
C1 =
∑
i∈F
(n− 1)Eii ⊗ Eii +
∑
i 6∈F
(n− 2)Eii ⊗Eii −
∑
i 6=j;π(i)6=j
Eij ⊗ Eij
and
C2 =
∑
i 6∈F
Eπ(i),π(i) ⊗ Eii −
∑
i 6∈F
Ei,π(i) ⊗ Ei,π(i).
Since π2 = id, the cardinal number of F c must be even. Thus we have
C2 =
∑
i<π(i)
(Eπ(i),π(i) ⊗Eii + Eii ⊗Eπ(i),π(i) − Ei,π(i) ⊗Ei,π(i) − Eπ(i),i ⊗Eπ(i),i).
As
CT22 =
∑
i<π(i)
(Eπ(i),π(i) ⊗Eii + Eii ⊗ Eπ(i),π(i) −Ei,π(i) ⊗ Eπ(i),i − Eπ(i),i ⊗Ei,π(i)) ≥ 0,
we see that C2 is PPT.
Observe that C1 ∼= A⊕ 0, where A = (aij) ∈ Mn is a Hermitian matrix satisfying
aii = n−2 or n−1, aij = 0 or −1 so that
∑n
j=1 aij = 0. It is easily seen from the strictly
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diagonal dominance theorem (Ref. [13, Theorem 6.1.10, pp. 349]) that A is positive
semi-definite. So C1 ≥ 0, and by Proposition 7.1, Φ is decomposable. 
8. Conclusion
Because k-positive linear maps are important in theory as well as applications, many
researchers have been working on problems such as finding efficient criteria to determine
k-positive maps and constructing k-positive maps with simple structure. In this paper,
we present some existing and new criteria for k-positive maps. Using these criteria, we
are able to improve the results of other researchers. Moreover, new classes of k-positive
maps are introduced, and the decomposability of the maps are discussed. These lead
the answers of some open problems.
There are other interesting topics on positive maps relative to information science
such as indecomposability, atomic, optimality, etc.. These questions for D-type positive
maps constructed from a permutation as in Proposition 6.2 are studied by Hou and Qi
in other papers.
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