Abstract. Suppose F is a field of prime characteristic p and E is a finite subgroup of the additive group (F, +). Then E is an elementary abelian p-group. We consider two such subgroups, say E and E ′ , to be equivalent if there is an α ∈ F × := F \ {0} such that E = αE ′ . In this paper we show that rational functions can be used to distinguish equivalence classes of subgroups and, for subgroups of prime rank or rank less than twelve, we give explicit finite sets of separating invariants.
Introduction
We are interested in parameterising modular representations of elementary abelian p-groups with a view to computing the associated rings of invariants in a systematic way; this programme was initiated in [3] and continued in [6] . We note that, with a few rare exceptions, the modular representation theory of an elementary abelian p-group is wild; see, for example, [1] . However, for fixed dimension, it is possible to parameterise the representations. In Section 2 of [3] , the authors compute the rings of invariants for the two dimensional modular representations of elementary abelian p-groups. Every such representation is determined, up to group automorphism, by a finite subgroup of the field and two such representations are equivalent if and only if the corresponding subgroups are in the same orbit under the action of the multiplicative group. More precisely, suppose F is a field of prime characteristic p and E is a finite subgroup of the additive group (F, +). Then E is an elementary abelian p-group. We consider two such subgroups, say E and E ′ , to be equivalent if there is an α ∈ F × := F \ {0} such that E = αE ′ . We will show that rational functions can be used to distinguish equivalence classes of subgroups and, for subgroups of prime rank or rank less than twelve, we give explicit finite sets of separating invariants. of rank r subgroups correspond to points in the orbit space GL r (F p )\F r /F × with d r,r (c) = 0. We think of this variety as essentially a moduli space for the faithful two dimensional representations of a rank r elementary abelian p-group. However, since we only detect representations up to group automorphism, it may be more appropriate to think of the variety as parameterising the associated rings of invariants.
In Section 2, we review motivation and notation. We observe that rational functions in the Dickson invariants can be used to separate those orbits with d r,r = 0. A careful analysis of the rank two case suggests that there are special orbits with additional structure; Section 3 is devoted to an investigation of this structure, including the assignment of a partition to each orbit.
In Section 4, we assume F is algebraically closed and construct explicit finite sets of separating invariants for the orbits for groups of prime rank or of rank less than twelve. These separating invariants are monomials in In Section 5, we consider groups of rank three. We give a generating set for the ring of invariants F[d 1, 3 , d 2,3 , d −1
3,3 ]
F × and use these invariants to determine the partition associated to each orbit. Section 6 contains the analogous analysis for groups of rank four.
In Section 7, we construct a generating set for F × . This involves finding the primitive non-negative integer solutions to the equation
In Section 8, we make some progress towards determining the partitions associated to the orbits of rank five subgroups and conclude with some conjectures on this problem.
Preliminaries
We start with a review of Section 2 of [3] . Define a group homomorphism
The restriction of ρ to a finite subgroup E gives a two dimensional representation of E. If E and E ′ are finite subgroups of (F, +), then ρ(E) and ρ(E ′ ) are conjugate if and only if there exists α ∈ F × with E = αE ′ .
There is a left action of GL 2 (F) on the polynomial ring F[x, y] defined by taking x = [0 1] and y = [1 0]. For a finite subgroup E ⊂ F, define
If the rank of E is r, then using the graded reverse lexicographic order with y > x, the leading term of N E (x, y) is y p r . Thus {x, N E (x, y)} is a homogeneous system of parameters for F [x, y] E with deg(x) deg(N E (x, y)) = |E|. Hence applying [4, 3.7.5] 
Thus F E (t) is the monic polynomial in t whose roots are the elements of E.
It is well-known that D r (t) = t p r + r−1 i=0 d r−i,r t p i , where the d j,r are the Dickson invariants, and
(see, for example, [7] ). Using the inclusion F p ⊂ F, we can interpret elements of
GLr(Fp) , the result is independent of the choice of basis for E and so it makes sense to define d i,r (E) := d i,r (c 1 , . . . , c r ). Since evaluating the coefficients of D r (t) at a basis for E gives F E (t), we have the following. Our goal is to use rational functions to distinguish equivalence classes of finite subgroups. A point (c 1 , . . . , c r ) ∈ F r determines a finite subgroup E = Span Fp {c 1 , . . . , c r }. The rank of E is r if and only if d r,r (E) = 0. Two points determine the same subgroup if they lie in a common GL r (F p )-orbit. Thus equivalence classes of rank r subgroups correspond to points in the orbit space GL r (F p )\F r /F × with d r,r (c 1 , . . . , c r ) = 0. Rather than working with the Zariski open set d r,r = 0, it is convenient to introduce a formal inverse for d r,r , say t, and study the resulting Zariski closed set d r,r t = 1. Since . Therefore the ring of invariants is finitely generated and the invariants separate closed orbits. For an F × -action, if an orbit is not closed then the closure includes one additional point. This point must be a closed orbit and hence a fixed point. For the given action, the only fixed point is the the zero vector. Thus the invariants separate the orbits satisfying d r,r t = 1. Since the action is diagonal, the invariants are generated by a set of monomials. Note that the weight of d i,r for i = 1, . . . , r is positive. Thus every monomial of positive degree and weight zero involves a positive power of t. Definition 2.3. For a finite subgroup of rank r, the following F × -invariant rational functions are well-defined:
for j ∈ {2, . . . , r − 1}. 
The groups of rank 2 correspond to orbits with d 2,2 t = 1 and the orbits of rank 2 subgroups are separated by the rational function
is a rational function of x, y and v 1 (a, b) is defined whenever {a, b} is linearly independent over F p . If V is a rank 2 subgroup of F then we will write
In 1911, Dickson [5] showed that d 1,2 (x, y) = − (a,b)∈Ω ax 2 +bxy +y 2 where the product is over all a, b ∈ F p such that z 2 +bz +a is an irreducible quadratic in 
In other words, the F × -orbit determined by v 1 (V ) = 0 consists of the dilations of F p 2 ⊂ F. This example suggests that some finite subgroups possess additional structure.
The Structure of a Subgroup
For a finite subgroup E ⊂ (F, +), define the stabiliser
Proposition 3.1. Suppose E a is a finite subgroup of F of rank r. Then
Proof. Clearly Stab F × (E) is closed under multiplication and contains 1. Define
Thus L is a subfield of F.
Further suppose that E is a finite subgroup of F of rank r = ms for some integer m. Then E is a vector space over F q if and only if d i,r (E) = 0 for all i not congruent to zero modulo s.
Proof. Denote hom
The coefficients of D m,q (t) are the Dickson invariants over the field
Suppose E is a vector space over F q with basis {b 1 , . . . , b m }. Then evaluating the coefficients of D m,q (t) at (b 1 , . . . , b m ) gives a monic polynomial in F[t] whose roots are the elements of E, in other words, we recover F E (t). We can also construct F E (t) by evaluating the coefficients of D r (t). By comparing these constructions, we see that d r−ℓ,r (E) = 0 unless ℓ = js.
Suppose d i,r (E) = 0 for all i not congruent to zero modulo s. We will show that F p s ⊆ Stab F × (E) and, therefore, using Proposition 3.1, E is a vector space over
for all i, then E and αE are in the same GL r (F p )-orbit, i.e., if {u 1 , ..., u r } is a basis for E, then {αu 1 , ..., αu r } is also a basis for E.
Among the subgroups of (F, +), we distinguish the dilations of finite fields: V α,r := α · F p r where α ∈ F × and r is a positive integer. Any finite subgroup V ⊆ (F, +) decomposes as a direct sum
For each decomposition we define the sequence λ = (λ 1 , λ 2 , . . . , λ s ). The sequence is a partition of the integer dim Fp (V ). If we order the sequences lexicographically from the left, then for each V there is a unique maximal sequence with λ 1 ≥ λ 2 ≥ · · · ≥ λ s . We will denote this sequence by λ(V ) and call the sequence the partition of V , i.e., the partition of V is the largest, with respect to lex order, of the sequences which correspond to decompositions of V . If V has rank 2, then λ(V ) is either (2) or (1, 1) and
Then ω s is F p -linear and the kernel of ω s is F p s . Furthermore, ω s (a) = ω s (b) if and only if a − b ∈ F p s . Therefore, if V has rank r and V ∩ F p s = {0} then ω s (V ) is a finite subgroup of rank r. In the following, we use the convention that d 0,r = 1 and that
Theorem 3.3. If V is a finite subgroup of rank r and V = F p s ⊕ W , where W is a finite subgroup of rank ℓ = r − s, then
Furthermore, since the elements of F p s are the roots of t p s − t, we have
Using the decomposition of V , we get
Since
Theorem 3.4. Suppose V is a finite subgroup of rank s + 1 with s > 1. Then the partition of V is (s, 1) if and only if d i,s+1 (V ) = 0 for 1 < i < s and
. We will show that if f (V ) = 0 and d i,s+1 (V ) = 0 for 1 < i < s, then V contains a subgroup equivalent to F p s .
Suppose V has basis {c 1 , . . . , c s+1 }. Using Theorem 3.2, if d i,s (c 1 , . . . , c s ) = 0 for 0 < i < s, then Span Fp {c 1 , . . . , c s } is equivalent to F p s . Thus, to show that the partition of V is (s, 1), it is sufficient to find a g ∈ GL s+1 (F p ) such
.
Note that H is non-zero and homogeneous of degree p s−1 (p s+1 − 1). We will show that d 1,s divides H and, therefore, H is non-zero scalar multiple of Π s . Since H(V ) = 0, we then conclude that Π s (V ) = 0 and, therefore, d 1,s (gV ) = 0 for some g. Hence the partition of V is (s, 1).
We work modulo the ideal n := d 1,s . We will use induction on i to prove that
for i ∈ {0, . . . , s − 2}. For i = s − 2, the left side of this equivalence is H and the right is congruent to zero.
For convenience, we use h to denote D p−1 s (x s+1 ). Thus
which is the i = 0 case.
Assume the result is true for i and take the p th power:
Substituting this into the right side of the equivalence and bringing one of the resulting terms to the left gives
, as required.
Theorem
Proof. As in the proof of Theorem 3.4, we use the equations
Choose a basis {c 1 , . . . , c r } for V . Note that 
Separating Invariants
It follows from Proposition 2.2 that, for F algebraically closed, the orbits of finite subgroups of rank r are separated by the rational functions
In the following, whenever we consider separating invariants, we assume F is algebraically closed. The non-negative integer solutions to Equation 4.1 form a monoid. This monoid inherits a partial order from the integer lattice Z r . We will refer to a non-zero element of the monoid as primitive if it can not be written as a sum of two smaller elements. We will refer to a monomial with a primitive exponent sequence as a primitive invariant. It is clear that the set of primitive elements in the monoid give the exponents of a generating set for the ring of invariants. We will often abuse notation by using the same symbol to denote the sequence (a 1 , . . . , a r ) and the monomial d r,r }, we consider the equation
Since r and i are even, p 2 −1 divides both p r −1 and p i −1. Hence p 2 −1 divides a j p r−j (p j −1). We will show that p+1 divides a j . Since j is odd, dividing p j −1 by p + 1 gives remainder p − 1. Therefore gcd(p
Since 2 is the greatest common divisor of r and i, there exist positive integers a andb with p 
Proof. The proof is similar to the proof of Theorem 4.2. Using Lemma 4.1, the listed invariants exist. We then "eliminate" variables in the following order: 1, 3, 5, 7, 2, 6, 4.
Theorem 4.7. The orbits of finite subgroups of rank 9 are separated by
Proof. The proof is similar to the proof of Theorem 4.2. Using Lemma 4.1, the listed invariants exist. We then "eliminate" variables in the following order: 1, 2, 4, 5, 7, 8, 3, 6.
Theorem 4.8. The orbits of finite subgroups of rank 10 are separated by
Proof. The proof is similar to the proof of Theorem 4.2. Using Lemmas 4.1 and 4.4, the listed invariants exist. We then "eliminate" variables in the following order: 1, 3, 7, 9, 2, 4, 6, 8, 5.
Groups of Rank 3
In this section we consider finite subgroups of rank 3. It follows from Theorem 4.2 that the orbits of rank 3 subgroups are separated by v 1 , v 2 and v 12 . To construct a generating set for the invariants we add the intersection of the integer lattice with the line segment joining v 2 and v 12
F × is generated by v 1 , v 12 , v 2 and
Proof. In this case Equation 4.1 becomes
. We will work with exponent sequences so
and
From this it is not hard to see that the primitive solutions of height one are precisely v 2 , v 12 and f i for i = 1, . . . , p − 1. Note that v 1 has height p + 1. We will show that there are no additional primitive solutions. Suppose Q = (a 1 , a 2 , a 3 ) is an additional primitive solution. If a 1 = 0, then Q is a multiple of v 2 , and if a 2 = 0, then Q is a multiple v 1 . Thus we may assume a 1 ≥ 1 and a 2 ≥ 1. If a 1 ≥ p, then Q − v 12 is a non-negative solution, so we may assume p > a 1 ≥ 1. We may also assume that the height of Q is at least two.
Since p divides a 3 , we can write a 3 = p a 3 with a 3 a positive integer. Hence the equation becomes
Write a 1 = p − i for i ∈ {1, . . . , p − 1}. We will show that Q − f i is nonnegative, contradicting the assumption that Q was an additional primitive solution. Observe that a 3 ≡ i + 1 (mod p + 1). Since i + 1 ∈ {2, . . . , p} and a 3 is positive, this means a 3 ≥ i + 1 and a 3 ≥ p(i + 1). Since the height is at least two,
Hence Q − f i is non-negative, as required.
If V is a subgroup of rank 3, then λ(V ) = (3), or λ(V ) = (2, 1) or λ(V ) = (1, 1, 1). Applying Theorems 3.2 and 3.4 gives the following. 
Groups of Rank 4
In this section we consider finite subgroups of rank 4. It follows from Theorem 4.3 that the orbits of rank 4 subgroups are separated by v 1 , v 2 , v 3 , v 12 , v 13 and v 32 . To extend this to a generating set, we need to identify the primitive solutions to the equation
Using Lemma 4.4, one additional solution is given by u 23 . It will be convenient to work with the exponent sequences:
To generate the ring of invariants, we need the following additional solutions:
(i) lattice points on the line segment joining v 2 to v 12 :
(ii) lattice points in the triangle with vertices v 13 , v 3 and u 23 :
Note that
and v 32 is given by taking i = 0 and j = 1. 
Proof. We prove the theorem by identifying the primitive solutions to Equation 6.1. Suppose, by way of contradiction Q = (a 1 , a 2 , a 3 , a 4 ) is a primitive solution not included in the above list.
We start by considering solutions with a 3 = 0. In this case p 2 divides a 4 and p + 1 divides a 1 . Writing a 4 =ā 4 p 2 and a 1 =ā 1 (p + 1), Equation 6.1
is non-negative. Thus we may assumeā 1 < p. It is then easy to see that Q − u is non-negative for some u ∈ L. Similarly, it is clear that each of the solutions u ∈ L is primitive.
In the following, we assume a 3 = 0. It is clear that p divides a 4 ; writing a 4 = p a 4 , Equation 6.1 becomes
Thus p divides a 3 − a 4 ; writing a 3 − a 4 = p a 3 , gives
Hence p divides a 2 + a 3 ; writing a 2 + a 3 = p a 2 , gives
Finally, writing a 1 + a 2 = p a 1 , gives
Note that a 1 is in fact the height of the solution. In this new basis, the constraints a 1 ≥ 0, a 2 ≥ 0, a 3 > 0 and a 4 > 0 become
Substituting and simplifying gives a 1 + a 3 = (p + 1)( a 1 + a 3 ). Since we are assuming a 3 > 0, we have a 1 + a 3 > 0. Suppose Q has height one, in other words a 1 = 1. Then a 3 ≥ 0. Since p a 1 ≥ a 2 and p a 2 ≥ a 3 , we conclude a 2 ∈ {0, . . . , p} and a 3 ∈ {0, . . . , p a 2 }. The (i, j) solution from the family ∆ gives a solution with a 2 = p − i and a 3 = p 2 − pi − j. Thus ∆ is precisely the set of primitive solutions with height one and a 3 > 0. In particular, being of height 1, each solution in ∆ is primitive.
Suppose a 1 > 1 and a 3 > 0. If a 1 ≥ p, then Q − v 13 is non-negative, so we may assume a 1 < p. 
The polynomial
is a non-zero homogeneous GL 4 (F p )-invariant of degree p(p 2 + 1)(p 3 − 1). We will show that d 1,2 divides H and, therefore, H is, up to multiplication by a non-zero scalar, the GL 4 (F p )-orbit product of d 1,2 . Hence H(E) = 0 if and only if E contains a dilation of F p 2 .
We first show that d 1,2 divides d 
We set h = D 
as required. Then the generating set is the set The remainder of this section is dedicated to the proof of Theorem 7.1 Thus the t ij are precisely the lattice points lying in the triangle with vertices v 23 , v 312 , v 32 . Thus each t ij ∈ ∆ 1 .
Lemma 7.5. There are no primitive solutions with a 1 > 1 and a 4 ≥ 0.
Proof. Suppose, by way of contradiction, that Q = (a 1 , a 2 , a 3 , a 4 , a 5 ) is a primitive solution with a 1 > 1 and a 4 ≥ 0. Suppose a 4 ≥ p 3 . Then, using the basic constraints, a 3 ≥ p 2 and a 2 ≥ p. Thus Q − v 4 is non-negative. Thus we may assume a 3 < p 3 . Similarly, using w 34 , we may assume a 3 < p 2 and using w 24 we may assume a 2 < p. Consider the primitive solutions u ijk defined in the proof of Lemma 7.2. Taking i = p − a 2 , j = p 2 − ip − a 3 and k = p 3 − p 2 i − pj − a 4 , gives a primitive solution with Q − u ijk non-negative.
with i = 1, j = p and k = −1. Then v = (p − 1, 0, p 2 + 1, 1, p 2 + p) and Q − v is non-negative, giving the required contradiction.
Partitioning Rank 5 Subgroups
Applying Theorems 3.2 and 3.4, gives the following.
