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Abstract
We present an approach to the Kronecker equivalence of quadruples of matrices (A, B,
C, D) based on a natural equivalence relation between pairs of linear mappings. We apply
this approach to smooth families of quadruples of constant Kronecker type, obtaining smooth
families of transformation matrices that pointwise reduce each quadruple to its Kronecker
canonical form. © 2002 Elsevier Science Inc. All rights reserved.
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0. Introduction
Given a time-invariant multivariable system{
x˙ = Ax + Bu,
y = Cx + Du,
we consider the equivalence relation defined by base changes in the state-space, in-
put-space and output-space and state feedback and output injection (see Definition
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1.1 for a precise definition). As it is known, each equivalence class is characterized
by a canonical representant, uniquely described by a complete family of numerical
invariants.
In fact, as Kalman pointed out (see [6]), these invariants can be obtained by spe-
cializing to the pencil(
A− Iz B
C D
)
the invariants introduced by Kronecker for general singular pencils M + Nz with
regard to the strict equivalence relation. This is why we refer to them as “Kronecker
invariants” of the system.
However, from the linear system point of view, it is interesting to obtain this
complete set of invariants in terms of the system itself. This has been accomplished
by Morse [9] under the non-essential restriction D = 0, and by Molinari [8]. We also
refer to [6,7,10] for the computation of these invariants and to [4] where this problem
is treated from the point of view of the (P,Q)-blocks.
Here we present an approach focused on the geometry of the transformation
matrices that transform the quadruple (A,B,C,D) to a canonical form. To be more
precise, we translate the above equivalence relation to an equivalence relation be-
tween pairs of linear mappings f, g : Cn+m → Cn+p (see Definition 1.4) so that
the mentioned transfromation matrices can be identified with canonical bases for
the pair (f, g) (see Definition 1.5). These canonical bases are obtained from nat-
ural subspaces associated to the pair (f, g) generalizing the classical construction
of Jordan bases and Brunovsky bases (see [2]). Then, an application of the results
of [1] on smooth families of subspaces to this approach allows us to extend that
construction to smooth families of quadruples (A(u), B(u), C(u),D(u)) depend-
ing on a parameter u (Section 3). There is a large literature concerning
parametrized families of linear systems. See for example [7,12]. As Sontag points
out in [12] results attempt to establish in essence if pointwise solvability implies
the existence of nicely parametrized solution. In particular, in [3] the problem of
obtaining global reduction to the Brunovsky canonical form in the general
case of a smooth family of pairs (A(u), B(u)) has been solved. In Section 3,
we generalize this result for a smooth family of quadruples (A(u), B(u),
C(u),D(u)).
In what follows, Mm,n (Mn if m = n) denotes the set of m× n matrices with
complex entries. If A ∈Mm,n, we also denote A the linear mapping from Cn to
Cm defined in a natural way from the matrix A. As usual, Gln is the linear group
of n× n invertible matrices. We denote by I the identity mapping and by In the
identity n-matrix. If X is a vector space and F ⊂ G are vector subspaces of X,G\F
means the set of vectors belonging to G but not to F. If v1, . . . , vs are vectors of X,
then [v1, . . . , vs] will denote the subspace spanned by them. By a smooth manifold
we mean a Cr -manifold with 0  r ∞. We denote by Grk(E) the Grassmann
manifold of k-dimensional subspaces of the vector space E.
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1. Preliminaries
Given a quadruple of matrices (A,B,C,D),A ∈Mn, B ∈Mn,m, C ∈Mp,n,
D ∈Mp,m, we consider the following equivalence relation (see [8]).
Definition 1.1.
(A,B,C,D) ∼ (A′, B ′, C′,D′)
if (
A′ B ′
C′ D′
)
=
(
S−1 W
O P
)(
A B
C D
)(
S O
U R
)
,
where S,R and P are nonsingular.
It is well known that a canonical form exists for the above equivalence relation.
We can precise this with the following theorem.
Theorem 1.2. Given a quadruple (A,B,C,D) as above, there exist matrices (S, U,
W,R, P ) ∈ Gln ×Mm,n ×Mn,p × Glm × Glp such that(
S−1 W
O P
)(
A B
C D
)(
S O
U R
)
has the form

N H 0 0
E 0 0 0
0 0 Il1 0
0 0 0 0


with
N =


N̂ 0 0 0
0 N 0 0
0 0 N 0
0 0 0 J

 , E =
(
Ê 0 0 0
0 E 0 0
)
, H =


Ĥ 0
0 0
0 H
0 0


being J a Jordan matrix and
N̂ = diag{Ns−1, ls. . . , Ns−1, . . . , N1, l2. . . , N1},
Ê = diag{Es−1, ls. . . , Es−1, . . . , E1, l2. . . , E1},
Ĥ = diag{Hs−1, ls. . . , Hs−1, . . . , H1, l2. . . , H1},
N = diag{Nr−1, kr−1. . . , Nr−1, . . . , N1, k1. . . , N1},
E = diag{Er−1, kr−1. . . , Er−1, . . . , E1, k1. . . , E1},
N = diag{Ns−1, ds. . . , Ns−1, . . . , N1, d2. . . , N1},
H = diag{Hs−1, ds. . . , Hs−1, . . . , H1, d2. . . , H1}
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with
Ni =


0 0 · · · 0 0
1 0 · · · 0 0
· · · · · · · · · · · · · · ·
0 0 · · · 1 0

 ∈Mi ,
Ei =
(
0 0 · · · 0 1) ∈M1,i ,
Hi =


1
0
...
0

 ∈Mi,1.
We call the above canonical form the Kronecker canonical form of the quadruple
(A,B,C,D).
Definition 1.3. We say that two quadruples have the same Kronecker type if they
have the same discrete invariants, that is to say, if their respective Kronecker canon-
ical forms differ possibly on the eigenvalues of their respective Jordan blocks.
In Section 3, we show that if a smooth family of quadruples have the same Kro-
necker type, then there exists a smooth family of matrices S,U,W,R and P trans-
forming the quadruples of the family to their Kronecker canonical form. To this end
we make the following approach of the above equivalence relation.
We associate to the quadruple (A,B,C,D) the pair of linear mappings (f, g)
from Cn × Cm to Cn × Cp defined by f (x, y) = (Ax + By,Cx + Dy) and g(x, y) =
x. It is easy to check that two quadruples (A,B,C,D) and (A′, B ′, C′,D′) are
equivalent if and only if the corresponding pairs of linear mappings are related by
g′ = ψgφ and f ′ = ψfφ for some pair of automorphisms φ of Cn+m andψ of Cn+p
(notice the particular case where the quadruple reduces to a single matrix A, then,
f = A, g is the identity mapping and the above relations reduce to f ′ = φ−1f φ).
This motivates the following definition.
Definition 1.4. Let Z and X be n+ p and n+m-dimensional vector spaces over
C, respectively, and (f, g) a pair of linear mappings g, f : Z → X. We say that
(f, g) is equivalent to a pair (f ′, g′) and we write (f, g) ∼ (f ′, g′) if there exist
isomorphisms φ : Z → Z′ and ψ : X → X′, so that f ′ = ψfφ and g′ = ψgφ.
Given a pair (f, g) as in the previous definition, taking a basis of Z of the form
(u, v), where v is a basis of ker g, and any basis of X of the form (g(u),w), the
matrices of g and f have the form(
In 0
0 0
)
and
(
A B
C D
)
,
X. Puerta et al. / Linear Algebra and its Applications 346 (2002) 27–45 31
respectively. If we proceed analogously for (f ′, g′) we have that (f, g) ∼ (f ′, g′)
if and only if rank g = rank g′ and (A,B,C,D) ∼ (A′, B ′, C′,D′). In fact, the last
theorem states that there exist bases of Z and X as before such that, with regard
to them, the matrix of f is in the Kronecker canonical form, and this motivates the
following definition.
Definition 1.5. Given a pair of linear mappings (f, g) from an n+ p-dimensional
vector space Z to an n+m-dimensional vector space X, we call a Kronecker bases
of Z and X a basis of Z of the form (u, v), where v is a basis of ker g, and a basis
of X of the form (g(u),w) so that the matrix of f with regard to them is in the
Kronecker canonical form.
The goal of the following section is to show how we can obtain Kronecker bases
for a pair (f, g) from chains of subspaces associated in a natural way to (f, g). The
main motivation for this construction is that it can be extended to families of pairs
(Section 3).
2. The geometry of Kronecker bases
Definition 2.1. Let f, g : Z → X be a pair of linear mapping and λ ∈ C. Then, we
define the following finite chains of subspaces:
1. Z = Z0 ⊃ Z1 ⊃ · · · ⊃ Zr−1 ⊇ Zr = Zr+1, where Zi = f−1(g(Zi−1)),
2. X = X0 ⊃ X1 ⊃ · · · ⊃ Xr−1 ⊃ Xr = Xr+1, where Xi = g(f−1(Xi−1)),
3. 0 = Z0 ⊂ Z1 ⊂ · · · ⊂ Zs−1 ⊂ Zs = Zs+1, where Zi = g−1(f (Zi−1)),
4. 0 = X0 ⊂ X1 ⊂ · · · ⊂ Xs−1 ⊆ Xs = Xs+1, where Xi = f (g−1(Xi−1)),
5. 0 = Zλ0 ⊂ Zλ1 ⊂ · · · ⊂ Zλs(λ) = Zλs(λ)+1, where Zλi = (f − λg)−1(g(Zλi−1)),
6. 0 = Xλ0 ⊂ Xλ1 ⊂ · · · ⊂ Xλs(λ)⊆Xλs(λ)=Xλs(λ)+1,whereXλi =g(f− λg)−1(Xλi−1).
This definition also includes the definition of the integers r, s and s(λ): they are
the first ones stabilizing the chains (2), (3) and (5).
Notice that Z1 = ker g,Z01 = ker f,X1 = Im g,Zi ⊃ ker f and Zλ1 = ker(f −
λg) for every i  0 and λ ∈ C.
The properties included in the following lemma are used in most of the proofs of
the following results. The proof can immediately be derived from the definitions.
Lemma 2.2. For all i  0 and λ ∈ C,
1. g(Zi) = Xi+1,
2. f (Zi) ⊂ Xi,
3. f (Zi) = Xi,
4. g(Zi+1) ⊂ Xi,
5. f−1(Xi) = Zi,
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6. g−1(Xi+1) ⊃ Zi,
7. g−1(Xi) = Zi+1,
8. f−1(Xi) ⊃ Zi,
9. Zλi = (f − λg)−1(Xλi−1),
10. Xλi = g(Zλi ).
We will also use the following lemma, which is a consequence of the previous
one.
Lemma 2.3. With the above notation and for every λ ∈ C, the following relations
hold:
1. f (Zi ∩ Zj ) = Xi ∩Xj , i, j  0.
2. g(Zi ∩ Zj ) = Xi−1 ∩Xj+1, i, j  0. In particular, g(Zs ∩ Zr) = Xs ∩Xr .
3. f (Zi + Zj ) ⊂ Xi +Xj , i, j  0. In particular, f (Zi + Zr) = Xi +Xr .
4. g(Zi + Zj ) ⊂ Xi−1 +Xj+1, i, j  0. In particular, g(Zs + Zi) = Xs +Xi+1.
5. Zi ∩ Zj ⊂ (f − λg)−1(Xi ∩Xj) ⊂ Zi ∩ Zj + (f − λg)−1(Xi−1 ∩Xj+1). In
particular, Zs ∩ Zj ⊂ (f − λg)−1g(Zs ∩ Zj−1) = (f − λg)−1(Xs−1 ∩Xj)
and Zi ∩ Zr ⊂ (f − λg)−1(Xi ∩Xr) ⊂ Zi ∩ Zr + Zλ1 .
Proof. The proof follows immediately from the relations of the previous Lem-
ma 2.2. We prove here, for example, (5): for the first inclusion, z ∈ Zi ∩ Zj im-
plies g(z) = f (z′) for some z′ ∈ Zi−1 ∩ Zj+1. Hence, (f − λg)(z) = f (z− λz′) ∈
f (Zi ∩ Zj ) = Xi ∩Xj . For the second inclusion, let z be such that (f − λg)z ∈
Xi ∩Xj = f (Zi ∩ Zj ). Then, there exists z′ ∈ Zi ∩ Zj such that (f − λg)(z) =
f (z′). Finally, (f − λg)(z− z′) = λg(z′) ∈ g(Zi ∩ Zj ) = Xi−1 ∩Xj+1. The rest
of equalities follows from the definition of s and the fact that Zλ1 = ker(f − λg).

We now consider the decomposition of Z and X given by the following natural
isomorphisms:
Z ∼= Zs ∩ Zr × Z
r
Zs ∩ Zr ×
Zs + Zr
Zr
× Z
Zs + Zr ,
X ∼= Xs ∩Xr × X
r
Xs ∩Xr ×
Xs +Xr
Xr
× X
Xs +Xr .
(1)
Taking into account the previous lemma, the mappings f and g induce in a natu-
ral way the following pairs of linear mappings between the factors of the above
decomposition:
f , g : Zs ∩ Zr −→ Xs ∩Xr,
f˜ , g˜ : Z
r
Zs ∩ Zr −→
Xr
Xs ∩Xr ,
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f̂ , ĝ : Zs + Z
r
Zr
−→ Xs +X
r
Xr
,
f , g : Z
Zs + Zr −→
X
Xs +Xr .
The following lemma is easily proved from Lemmas 2.2 and 2.3.
Lemma 2.4. g is an epimorphism, g˜ and f̂ are isomorphisms and g is a monomor-
phism.
Remark 2.5. One can check that the Kronecker bases of (f, g) define (considering
the corresponding classes of their elements) bases of the vector spaces of (1) and,
with regard to them, the matrices of the pairs (f , g), (f˜ , g˜), (f̂ , ĝ), (f , g) are
(
(N E), (I 0)
)
, (J, I ),
((
N̂ Ê
Ê 0
)
,
(
I 0
0 0
))
,
((
N
E
)
,
(
I
0
))
,
respectively.
Remark 2.6. If we have supplementary subspaces U1, U2, U3, V1, V2, V3 with
Zr = U1 ⊕ Zs ∩ Zr,
Zs + Zr = U2 ⊕ Zr,
Z = U3 ⊕ (Zs + Zr),
Xr = V1 ⊕Xs ∩Xr,
Xs +Xr = V2 ⊕Xr,
X = V3 ⊕ (Xs +Xr),
such that f (U1), g(U1) ⊂ V1, f (U2), g(U2) ⊂ V2 and f (U3), g(U3) ⊂ V3, one can
reduce the obtention of the Kronecker bases and the corresponding canonical form
to the case of pairs of matrices (Brunovsky) and endomorphisms (Jordan). Never-
theless, the existence of such supplementaries is not trivial and it is related to the
filtration introduced in Definition 2.10 and the former construction of Kronecker
bases.
Remark 2.7. It can be seen that the Kronecker class of the pairs (f˜ , g˜) and (f̂ , ĝ)
is uniquely defined by the Jordan class of the endomorphisms g˜−1f˜ and f̂−1ĝ, re-
spectively. In fact, if there exist isomorphisms φ andψ such that g˜′ = ψg˜φ and f˜ ′ =
ψf˜ φ, then g˜′−1f˜ ′ = φ−1g˜−1f˜ φ. The reasoning for the pair (f̂ , ĝ) is analogous.
It can be easily seen that f̂−1ĝ is nilpotent. For the other endomorphism ĝ −1f̂ ,
we have the following lemma characterizing its eigenvalues, which are the only con-
tinuous invariants of (f, g).
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Lemma 2.8. For every λ ∈ C, we have
1. Zλi ⊂ Zr and Xλi ⊂ Xr for all i  0.
2. There exists 0  i  s such that Zs ∪ Zr ⊂ Zλi .
3. For every λ ∈ C
ker(g˜−1f˜ − λI)i = Z
λ
i + Zs ∩ Zr
Zs ∩ Zr .
In particular, λ is an eigenvalue of g˜−1f˜ if and only if Zλ1 /⊂ Zs .
Proof. (1) For i = 0, it is evident. Suppose now that Zλi ⊂ Zr and Xλi ⊂ Xr . We
will show that Zλi+1 ⊂ Zr and Xλi+1 ⊂ Xr .
Take z ∈ (f − λg)−1(Xλi ). Then f (z)− λg(z) ∈ Xλi ⊂ Xr by hypothesis, and
we can write f (z) = λg(z)+ x1, where x1 ∈ Xr = Xr+1 = g(Zr).
Finally, notice that z ∈ f−1g(z+ Zr) implies z ∈ Zr (apply step by step that, if
z ∈ Zi , then z ∈ f−1g(Zi + Zr) = f−1g(Zi) = Zi+1).
(2) It will be sufficient to prove that Zs ∩ Zr ⊂ Zλi + Zs−i ∩ Zr for all i  0.
We proceed by induction. For i = 0, it is obvious. Let us assume that the relation is
verified for i, and let us prove it for i + 1.
Now applying Lemma 2.3(5) and the induction hypothesis, we have
Zs ∩ Zr
= Zs ∩ Zr+1 ⊂ (f − λg)−1g(Zs ∩ Zr) ⊂ (f − λg)−1g(Zλi + Zs−i ∩ Zr)
= (f − λg)−1g(Zλi )+ (f − λg)−1g(Zs−i ∩ Zr) ⊂ Zλi+1
+ (f − λg)−1(Xs−i−1 ∩Xr) ⊂ Zλi+1 + Zs−i−1 ∩ Zr + Zλ1
= Zλi+1 + Zs−i−1 ∩ Zr.
(3) Induction on i. For i = 1 we have to see that
ker(g˜−1f˜ − λI) = Z
λ
1 + Zs ∩ Zr
Zs ∩ Zr .
Taking into account that g˜ is bijective, one has ker(g˜−1f˜ − λI) = ker(f˜ − λg˜)
so that the inclusion ⊃ is obvious. The opposed one follows from Lemma 2.3,
relation 5.
Suppose now that the proposition is true for i  1 and let us see that it is also
true for i + 1. Let z ∈ Zλi+1. Then f (z)− λg(z) = g(z′), z′ ∈ Zλi , according to the
definition of this subspace. If we represent by z, the class of z, we have, taking into
account that g˜ is bijective,
(g˜−1f˜ − λI)(z) ∈ Z
λ
i + Zr ∩ Zs
Zr ∩ Zs = ker(g˜
−1f˜ − λI)i
by the induction hypothesis. So the inclusion ⊃ is proved. On the other hand,
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(f − λg)−1g(Zλi + Zs ∩ Zr)
= (f − λg)−1g(Zλi )+ (f − λg)−1g(Zs ∩ Zr)
= Zλi+1 + (f − λg)−1(Xs ∩Xr) ⊂ Zλi+1 + Zs ∩ Zr + Zλ1
= Zλi+1 + Zs ∩ Zr. 
Remark 2.9. Notice that if λ1, . . . , λh are the eigenvalues of of g˜−1f˜ ,
Zr
Zs ∩ Zr =
h⊕
i=1
Z
λi
s
Zs ∩ Zr .
Next, we consider the chains of subspaces given in the following definition.
Definition 2.10. We call the following families of subspaces the basic filtrations
of Z and X. We denote the corresponding restrictions of f and g with the same
letters.
{0} ⊂ Z1 ∩ Zr ⊂ · · · ⊂ Zs ∩ Zr ⊂
(a) g ↙ f ↓ g ↙ g ↙ f ↓
{0} ⊂ X1 ∩Xr ⊂ · · · ⊂ Xs ∩Xr ⊂
⊂ Zs ∩ Zr ⊂ Zλ1 + Zs ∩ Zr ⊂ · · · ⊂ Zλri ⊂Zr
(b) g ↓ f− λg↙ g ↓ f− λg↙ f− λg ↙ g ↓
⊂ Xs ∩Xr ⊂ Xλ1 +Xs ∩Xr ⊂ · · · ⊂ Xλri ⊂Xr
For every eigenvalue λ and g˜−1f˜ ,
⊂ Zr ⊂ Z1 + Zr ⊂ · · · ⊂ Zs−1 + Zr ⊂ Zs + Zr ⊂
(c) f ↓ g ↙ f ↓ g ↙ g ↙ f ↓ g ↙ f ↓
⊂ Xr ⊂ X1 +Xr ⊂ . . . ⊂ Xs−1 +Xr ⊂ Xs +Xr ⊂
⊂ Zs + Zr ⊂ Zs + Zr−1 ⊂ · · · ⊂ Zs + Z1 ⊂ Z
(d) f ↓ g ↙ f ↓ g ↙ g ↙ f ↓ g ↙ f ↓
⊂ Xs +Xr ⊂ Xs +Xr−1 ⊂ . . . ⊂ Xs +X1 ⊂ X
The key point for having introduced the above subspaces is the following lemma.
Lemma 2.11. f and g induce the following families of linear mappings for i  1:
1. f i :
Zi ∩ Zr
Zi−1 ∩ Zr −→
Xi ∩Xr
Xi−1 ∩Xr epimorphism,
gi :
Zi ∩ Zr
Zi−1 ∩ Zr −→
Xi−1 ∩Xr
Xi−2 ∩Xr isomorphism.
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2. f˜ i − λg˜i : Z
λ
i + Zs ∩ Zr
Zλi−1 + Zs ∩ Zr
−→ X
λ
i−1 +Xs ∩Xr
Xλi−2 +Xs ∩Xr
, monomorphism if i /= 1,
g˜i : Z
λ
i + Zs ∩ Zr
Zλi−1 + Zs ∩ Zr
−→ X
λ
i +Xs ∩Xr
Xλi−1 +Xs ∩Xr
, isomorphism.
3. f̂i : Zi + Z
r
Zi−1 + Zr −→
Xi +Xr
Xi−1 +Xr isomorphism,
ĝi : Zi + Z
r
Zi−1 + Zr −→
Xi−1 +Xr
Xi−2 +Xr monomorphism if i /= 1.
4. f
i
: Zs + Z
i
Zs + Zi+1 −→
Xs +Xi
Xs +Xi+1 monomorphism,
g
i
: Zs + Z
i
Zs + Zi+1 −→
Xs +Xi+1
Xs +Xi+2 isomorphism.
Proof. (1) By Lemma 2.3, f i and gi are well defined and are surjective. Besides,
g−1(Xi−2 ∩Xr) ∩ Zi ∩ Zr = g−1(Xi−2) ∩ g−1(Xr) ∩ Zi ∩ Zr
= Zi−1 ∩ Zr
(see Lemma 2.3), so that gi is injective. This proves condition 1.
Since g(Zλi + Zs ∩ Zr) = Xλi +Xs ∩Xr , we have that gi is well defined and
surjective. Take now
z ∈ g−1(Xλi−1 +Xs ∩Xr) ∩ (Zλi + Zs ∩ Zr)
⊂ g−1(Xλi−1 +Xs ∩Xr) ∩ Zr.
Then, g(z) ∈ Xλi+1 +Xs ∩Xr = g(Zλi−1 + Zs ∩ Zr), so that g(z) = g(z′)with z′ ∈
Zλi−1 + Zs ∩ Zr . Hence, z ∈ Zλi−1 + Zs ∩ Zr + ker g ∩ Zr ⊂ Zλi−1 + Zs ∩ Zr and
we conclude that g˜i is injective.
With regard to f˜i − λg˜i , we know that
Z
λj
i + Zs ∩ Zr
Z
λj
i−1 + Zs ∩ Zr
 ker(g˜
−1f˜ − λI)i
ker(g˜−1f˜ − λI)i−1 .
Hence, g˜−1f˜ − λI induces an injective mapping
Zλi + Zs ∩ Zr
Zλi−1 + Zs ∩ Zr
−→ Z
λ
i−1 + Zs ∩ Zr
Zλi−2 + Zs ∩ Zr
.
Since f˜i − λg˜i is the composition of this mapping with g˜i , the proof of condition 2
is completed.
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(3) Again, by Lemma 2.3 and the definitions of r, f̂i and ĝi are well defined and
f̂i is surjective. Besides,
f−1(Xi−1 +Xr) ∩ (Zi + Zr)= f−1(f (Zi−1)+Xr) ∩ (Zi + Zr)
= (Zi−1 + f−1(Xr)) ∩ (Zi + Zr)
= Zi−1 + Zr
so that f̂i is injective. Analogously,
g−1(Xi−2 +Xr) ∩ (Zi + Zr)
= g−1(Xi−2 + g(Zr)) ∩ (Zi + Zr) (def. of r)
= (g−1(Xi−2)+ Zr) ∩ (Zi + Zr)
= Zi−1 + Zr
and ĝi is injective.
(4) The proof of condition 4 is quite similar; it is left to the reader. 
2.1. Kronecker bases
One can use the above lemma in order to obtain chains of vectors (denoted by
∗ · · · ∗) belonging to the subspaces of the corresponding basic filtrations in Definition
2.10 as we illustrate below:
∗ · · · ∗
(a) g ↙ f ↓ g ↙ g ↙ f ↓
0 ∗ · · · 0
∗ · · · ∗
(b) f − λg ↙ g ↓ f − λg ↙ f − λg ↙ ↓ g
0 ∗ · · · ∈ Im(f − λg)
∗ · · · ∗
(c) g ↙ f ↓ g ↙ g ↙ ↓ f
0 ∗ · · · ∈ Im g
∗ · · · ∗
(d) g ↙ f ↓ g ↙ g ↙ ↓ f
∈ Im f ∗ · · · ∈ Im g
Kronecker bases are bases of Z and X formed by chains of vectors of the above
type, arranged in a convenient way. For example, we illustrate the obtention of the
group of vectors corresponding to the chains of types (a) and (c). For notational
convenience, when we take generators of a subspace we implicitly assume that they
are linearly independent.
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(a) We find bases of Zs ∩ Zr and Xs ∩Xr complementing, step by step the fil-
tration (a) of Definition 2.10. Since f (Zs−1 ∩ Zr) = f (Zs ∩ Zr) (Lemma 2.3), it
follows that for every z ∈ Zs ∩ Zr there exists z′ ∈ Zs−1 ∩ Zr such that f (z) =
f (z′). Hence, Zs ∩ Zr = ker f + Zs+1 ∩ Zr and we can choose Us so that Us ⊂
ker f and Zs ∩ Zr = Us ⊕ Zs−1 ∩ Zr . Let Us = [us1, . . . , usds ].
We now proceed recurrently. Suppose Uj = [uj1, . . . , ujds+···+dj ] such that
Zj ∩ Zr = Uj ⊕ Zj−1 ∩ Zr
and define vj−1i = g(uji ), 1  i  ds + · · · + dj . Then, by the bijectivity of gj
(Lemma 2.11) V j−1 = [vj−11 , . . . , vj−1ds+···+dj ] is such that
Xj−1 ∩Xr = V j−1 ⊕Xj−2 ∩Xr.
By the surjectivity of f j−1 (Lemma 2.11), there exists uj−1 ∈ Zj−1 ∩ Zr with
v
j−1
i = f (uj−1i ), 1  i  ds + · · · + dj
such that
Zj−1 ∩ Zr =
[
u
j−1
1 , . . . , u
j−1
ds+···+dj
]
⊕ (Zj−1 ∩ ker f + Zj−2 ∩ Zr).
Then, let
U
0
j−1 =
[
u
j−1
ds+···+dj+1, . . . , u
j−1
ds+···+dj+dj+1
]
be such that Zj−1 ∩ ker f = U0j−1 ⊕ Zj−2 ∩ ker f . We define
Uj−1 =
[
u
j−1
1 , . . . , u
j−1
ds+···+dj−1
]
,
and we have
Zj−1 ∩ Zr = Uj−1 ⊕ Zj−2 ∩ Zr.
This process ends when we obtain U1 ⊂ Z1 (= ker g).
(c) We find complementary subspaces Û and V̂ such that Zr = (Zs + Zr)⊕
Û , Xr = (Xs +Xr)⊕ V̂ and f (Û) ⊂ V̂ , g(Û) ⊂ V̂ . These subspaces are direct
sums Û =⊕si=1 Ûi , V̂ =⊕si=1 V̂i , where each Ûi and V̂i are obtained comple-
menting, step by step, the subspaces of filtration (c) of Definition 2.10. We make
use of the following lemma.
Lemma 2.12. Let X be a vector space and E,F and G, subspaces of X such that
F ⊂ E. Then for every subspace V the following equivalence holds, E = V ⊕ (E ∩
G+ F) if and only if E +G = V ⊕ (F +G) and V ⊂ E.
First, we notice that Xs ∩X1 ⊂ Xs−1. In fact, since X1 = Im g(z) ∈ Xs . Then
z ∈ g−1(Xs) = Zs+1 = Zs and g(Z) ∈ Xs−1.
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Now, let V̂s = [̂vs1, . . . , v̂s2s ] be such thatXs = V̂s ⊕Xs−1. BecauseXs ∩Xr ⊂ Xs ∩
X1 ⊂ Xs−1, we have by the above lemma that
Xs +Xr = V̂s ⊕ (Xs−1 +Xr).
Inductively, take V̂j = [̂vj1 , . . . , v̂j2s+···+2j ] so that Xj = V̂j ⊕ (Zj ∩Xr +Xj−1).
Lemma 2.12 implies again that Xj +Xr = V̂j ⊕ (Xj−1 +Xr).
Since f (Zj ) = Xj , there exists ûji ∈ Zj such that
f (̂u
j
i ) = v̂ji , 1  i  2s + · · · + 2j
and we define
Ûj =
[
û
j
1, . . . , û
j
2s+···+2j
]
.
Then, the vectors ûji are linearly independent, and taking into account Lemmas 2.11
and 2.12
Zj + Zr = Ûj ⊕ (Zj−1 + Zr).
Again, Lemma 2.12 gives that Zj = Ûj ⊕ (Zj ∩ Zr + Zj−1).
We now define v̂j−1i = g(̂uji ), 1  i  2s + · · · + 2j . Let us see that
Xj−1 ∩X1 +Xj−2 =
[̂
v
j−1
1 , . . . , v̂
j−1
2s+···+2j
]
⊕ (Xj−1 ∩Xr +Xj−2).
The inclusion ⊃ is obvious. So, take x ∈ Xj−1 ∩X1; then x = g(z) and z ∈ g−1
(Xj−1) = Zj ; because of the above equality, z = u+ z′ with u ∈ Ûj , z′ ∈ Zj ∩
Zr + Zj−1, which implies that g(z) = g(u)+ g(z′)with g(u)∈[̂vj−1i , . . . , v̂j−12s ,...,2j ]
and g(z′) ∈ Xj−1 ∩Xr +Xj−2, as we claimed.
Then, let V̂ 0j−1 be such that Xj−1 = V̂ 0j−1 ⊕ (Xj−1 ∩X1 +Xj−2),
V̂ 0j−1 =
[̂
v
j−1
2s+···+2j+1, . . . , v̂
j−1
2s+···+2j+2j−1
]
.
If we define
V̂j−1 =
[̂
v
j−1
1 , . . . , v̂
j−1
2s+···+2j−1
]
,
we have that Xj−1 = V̂j−1 ⊕ (Xj−1 ∩Xr +Xj−2).
The process ends when Û1 ⊂ Z1(= ker g).
In a similar way we obtain the group of vectors (b) and (d) of the Kronecker bases.
We refer to [11] for the complete algorithm for obtaining these bases. We reorder and
index these bases in order that the matrix of f with regard to them is in the Kronecker
canonical form (see Theorem 1.2).
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Basis of Z
= (̂u21, . . . , ûs1, . . . , û2ls , . . . , ûsls , . . . , û2ls+···+l3+1, . . . , û2ls+···+l2 ,
ur−21 , . . . , u
0
1, . . . , u
r−2
kr−1 , . . . , u
0
kr−1 , . . . , u
0
kr−1+···+k2+1, . . . , u
0
kr−1+···+k1 ,
u21, . . . , u
s
1, . . . , u
2
ds
, . . . , usds , . . . , u
2
ds+···+d3+1, . . . , u
2
ds+···+d2 ,
u˜11,λ1 , . . . , u˜
r1
1,λ1 , . . . ;
û11, . . . , û
1
ls
, û1ls+···+l3+1, . . . , û
1
ls+···+l2 , û
1
ls+···+l2+1, . . . , û
1
ls+···+l1 ,
u11, . . . , u
1
ds
, u1ds+···+d3+1, . . . , u
1
ds+···+d2 , u
1
ds+···+d2+1, . . . , u
1
ds+···+d1
)
.
Basis of X
= (̂v11, . . . , v̂s−11 , . . . , v̂1ls , . . . , v̂s−1ls , . . . , v̂1ls+···+l3+1, . . . , v̂1ls+···+l2 ,
vr−11 , . . . , v11, . . . , v
r−1
kr−1 , . . . , v
1
kr−1 , . . . , v
1
kr−1+···+k2+1, . . . , v
1
kr−1+···+k1 ,
v11, . . . , v
s−1
1 , . . . , v
1
ds
, . . . , vs−1ds , . . . , v
1
ds+···+d3+1, . . . , v
1
ds+···+d2 ,
v˜11,λ1 , . . . , v˜
r1
1,λ1 , . . . ;
v̂s1, . . . , v̂
s
ls
, v̂2ls+···+l3+1, . . . , v̂
2
ls+···+l2 , v̂
1
ls+···+l2+1, . . . , v̂
1
ls+···+l1 ,
v01, . . . , v
0
kr−1 , v
0
kr−1+···+k2+1, . . . , v
0
kr−1+···+k1 , v
0
kr−1+···+k1+1, . . . ,
v0kr−1+···+k0
)
,
where
(a) f (̂u
j
1) = v̂j1 , 1  j  s, g(̂uj1) = v̂j−11 , 1  j  s, g(̂u11) = 0, . . .
(b) f (uj1) = vj1, g(uj1) = vj+11 , r − 2  j  0, . . .
(c) f (u
j
1) = vj1, 1  j  s − 1, g(uj1) = vj−11 , 1  j  s, f (us1) = 0,
g(u11) = 0, . . .
(d) (f − λ1g)(u˜i1,λ1) = v˜i−11,λ1 , 1  i  r1, g(u˜i1,λ1) = v˜i1,λ1 , 2  i  r1,
(f − λ1g)(u˜11,λ1) = 0, . . .
Remark 2.13. The number of chains of the type (a), (c) and (d) of length i is the
number of nilpotent blocks of size i of N, N̂ and N , respectively. Hence, the invari-
ants 2i, ki and di of the Kronecker matrix of f are
2i = dim Xi +X
r
Xi−1 +Xr − dim
Xi+1 +Xr
Xi +Xr
= dimXi − dim(Xi ∩X1 +Xi−1)
= dim(Xi +X1)− dim(Xi−1 +X1), 1  i  s,
ki = dim Xs +X
i
Xs +Xi+1 − dim
Xs +Xi
Xs +Xi+1
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= dimXi − dim(Xi ∩ Im f +Xi+1)
= dim(Xi + Im f )− dim(Xi+1 + Im f ), 0  i  r − 1,
di = dim Zi ∩ Z
r
Zi−1 ∩ Zr − dim
Zi ∩ Zr
Zi−1 ∩ Zr
= dim(Zi ∩ kerf )− dim(Zi−1 ∩ ker f ).
3. Families of quadruples
Let W be a smooth manifold and A,B,C,D smooth mappings from W to
Mn,Mn,m,Mp,m and Mp, respectively. We prove the following theorem.
Theorem 3.1. If W is a contractible manifold and
(A,B,C,D) ∈ Cp(W,Mn ×Mn,m ×Mp,m ×Mp)
is a smooth family of quadruples of matrices having the same Kronecker type for all
u ∈W, then there exist smooth families of matrices (S, U,W,R, P ) ∈ Cp(W,Gln
×Mm,n ×Mn,p × Glm × Glp) such that(
S(u)−1 W(u)
0 P(u)
)(
A(u) B(u)
C(u) D(u)
)(
S(u) 0
U(u) R(u)
)
are in the Kronecker canonical form all u ∈W.
The proof of this theorem is constructive. Let Z and X denote Cn+m and Cn+p,
respectively, and let g and fu denote the linear mappings from Z to X defined (with
regard to the usual bases) by the matrices(
In 0
0 0
)
and
(
A(u) B(u)
C(u) D(u)
)
,
respectively. For each u ∈W there exist Kronecker bases for (fu, g), that is to say,
bases of Z and X such that the matrix of g is the same as before and the matrix of fu is
in the Kronecker canonical form. The proof of this theorem consists in proving that
we can obtain these bases in such a way that they depend smoothly on u. Then, the
matrices S(u), U(u),W(u), R(u) and P(u) can be obtained from the coefficients of
the vectors of these bases.
We make use of the following lemmas. We refer to [1] for the proof of the two
first ones.
Lemma 3.2. LetW be a contractible manifold andU ∈ Cp(W,Grq(Cn)) a smooth
family of q-dimensional subspace of Cn. Then there exist q smooth functions ui ∈
Cp(W,Cn) such that (u1(u), . . . , uq(u)) is a basis of U(u) for all u ∈W.
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Lemma 3.3. Let W be a contractible manifold, U ∈ Cp(W,Grq(Cn)), V ∈ Cp
(W,Grk(Cn)) andW ∈ Cp(W,Grm(Cn)) smooth families of subspaces of Cn with
0 < q + k < m < n, U(u) ⊂ W(u), V (u) ⊂ W(u) and U(u) ∩ V (u) = {0}. Then
there exists a family of subspaces X ∈ Cp(W,Grm−q(Cn)) such that V (u) ⊂ X(u)
and X(u) ∩ U(u) = {0}.
Lemma 3.4. Let W be a contractible manifold and M ∈ Cp(W,Mm,n) a smooth
family of linear mappings from Cn to Cm of constant rank. Then:
1. If U ∈ Cp(W,Grq(Cn)) is a smooth family of q-dimensional subspaces of Cn
and dimM(u)(U(u)) = e is constant for all u ∈W, the family M(U) defined by
M(U)(u) = M(u)(U(u)) is smooth; that is to say, M(U) ∈ Cp(W,Gre(Cm)).
2. If V ∈ Cp(W,Grd(Cn)) is a smooth family of d-dimensional subspaces of Cm
and dimM(u)−1(V (u)) = r is a constant for all u ∈W, the family M−1(V )
defined by M−1(V )(u) = M(u)−1(V (u)) is smooth; that is to say, M−1(V ) ∈
Cp(W,Grr (Cn)).
Proof. Assertion 1 follows easily from [1, (IV-1-2)]. With regard to assertion 2, it
is known from linear algebra that(
M(u)−1(V (u))
)⊥ = M(u)∗(V (u)⊥).
(The inclusion ⊃ is easy to check and then it is sufficient to show that the dimension
of both subspaces is the same.) Then, assertion 2 follows from 1 and [1, (IV.1.5)].

In order to globalize the Kronecker bases, we apply the above lemmas to the
family of subspaces of the basic filtrations (Definition 2.10) defined by (fu, g). The
following lemma ensures that the dimensions of the subspaces of these filtrations do
not depend on u.
Lemma 3.5. If the Kronecker type of (fu, g) is constant, then:
1. The following families have constant dimension for all u ∈W : Zi(u) ∩ Zr(u),
(Zi(u)+ Zr(u)), Zi(u), 1  i  s, (Zj (u)+ Zs(u)), Zr(u), 1  j  r, and
analogously for (Xi(u) ∩Xr(u)), etc.
2. There exist a finite number of smooth functions λj ∈ Cp(W,C), 0  j  h, such
that
dim(Zλj (u)1 (u)+ Zs(u)) > dimZs(u)
for all u ∈W and dim(Zλ1 (u)+ Zs(u)) = dimZs(u) for λ /= λj (u) for all j .
Proof. (1) Since
dim(Zi ∩ Zr)(u)=
i∑
j=1
dim
Zj ∩ Zr
Zj−1 ∩ Zr (u)
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=
i∑
j=1
(ds + · · · + dj ) (see Remark 2.13),
one has that dimZi ∩ Zr)(u) is constant for 1  i  s. On the other hand, since
dimZr(u)/Zs(u) ∩ Zr(u) is constant, we have that dimZr(u) is constant. Now,
since
dim(Zi + Zr)(u)=
i∑
j=1
dim
Zj + Zr
Zj−1 + Zr (u)+ dimZ
r(u)
=
i∑
j=1
(2s + · · · + 2j )+ dimZr(u),
we conclude that dim(Zi + Zr)(u) is constant and therefore Zi(u) is also constant.
We proceed in a similar way for (Zi(u)+ Zs(u)). For the families (Xi(u) ∩Xr(u)),
etc. we apply Lemma 2.3.
(2) From [1, (IV-2-5)], there exists a smooth family of vectors z1(u), . . . , zα(u)
linearly independent such that
Zr(u) = [z1(u), . . . , zα(u)]⊕ (Zs(u) ∩ Zr(u)).
So, the matrix A˜(u) of g˜−1f˜u with respect to this basis depends differentiably on u.
Then, it is well known that there exists a family λ1, . . . , λh ∈ Cp(W,C) such that
λj (u), 1  j  h are the eigenvalues of A˜(u) for every u ∈W.
Then, taking into account the characterization of the eigenvalues of g˜−1f˜u given
in Lemma 2.8, assertion 2 follows. 
3.1. Families of Kronecker bases
The construction of a family of Kronecker bases for (fu, g) is based on the pre-
vious lemmas and Lemma 2.11. For example, let us detail the construction of the
group of vectors corresponding to the chains of type (a).
Since Zs−1(u) ∩ Zr(u) and Zs(u) ∩ Zr(u) have constant dimensions (Lemma
3.5), applying Lemmas 3.2 and 3.3 there exists a smooth family of vectors us1(u), . . . ,
usds (u) such that
Zs(u) ∩ Zr(u) =
[
us1(u), . . . , u
s
ds
(u)
]⊕ Zs−1(u) ∩ Zr(u).
We now proceed recurrently. Suppose
Uj(u) =
[
u
j
1(u), . . . , u
j
ds+···+dj (u)
]
with uji smooth functions such that
Zj (u) ∩ Zr(u) = Uj(u)⊕ Zj−1(u) ∩ Zr(u).
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We define vj−1i (u) = g(uji (u)), 1  i  ds + · · · + dj . Then, by the bijectivity of
gj (Lemma 2.11) we have that V j−1(u) = [vj−11 (u), . . . , vj−1ds+···+dj (u)] is such
that
Xj−1(u) ∩Xr(u) = V j−1(u)⊕Xj−2(u) ∩Xr(u).
By the surjectivity of f u,j−1 (Lemma 2.11), applying Lemma 3.4 there exist smooth
functions uj−1i with u
j−1
i (u) ∈ Zj−1(u) ∩ Zr(u) and
v
j−1
i (u) = fu(uj−1i (u)), 1  i  ds + · · · + dj
such that
Zj−1(u) ∩ Zr(u)=
[
u
j−1
1 (u), . . . , u
j−1
ds+···+dj−1(u)
]
⊕(Zj−1(u) ∩ ker fu + Zj−2(u) ∩ Zr(u)).
Then, by the constancy of dimensions of Zi(u) ∩ Zr(u) (Lemma 3.5) applying Lem-
ma 3.3 we conclude that there exist smooth functions uj−1ds+···+dj+1, . . . , u
j−1
ds+···+dj+dj+1
such that
Zj−1(u) ∩ Zr(u) =
[
u
j−1
1 (u), . . . , u
j−1
ds+···+dj−1(u)
]
⊕ Zj−2(u) ∩ Zr(u).
This process ends when we obtain a family of bases of Zs(u)∩Zr(u) and Xs(u) ∩
Xr(u).
In a similar way we obtain the group of families of vectors corresponding to
chains of type (b), (c) and (d) of a smooth family of Kronecker bases completing the
proof of Theorem 3.1.
Remark 3.6. If the manifoldW is not contractible, the above theorem holds locally.
4. Conclusions
In this paper we present an approach to the Kronecker canonical form general-
izing that of [2]. In few words consists in finding bases of certain chains of sub-
spaces associated in a natural way to the quadruple (A,B,C,D) whose dimensions
depend on the Kronecker invariants of (A,B,C,D). Since we prove that these sub-
spaces depend smoothly on the coefficients of (A,B,C,D) (if the Kronecker type
of the quadruple is constant) this approach can be extended to families. Then, the
methodology used in [1,3] can be applied.
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