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Abstract
When geometric quantization is applied to a manifold using a real
polarization which is “nice enough”, a result of S´niatycki says that the
quantization can be found by counting certain objects, called Bohr-
Sommerfeld leaves. Subsequently, several authors have taken this as mo-
tivation for counting Bohr-Sommerfeld leaves when studying the quan-
tization of manifolds which are less “nice”.
In this paper, we examine the quantization of compact symplectic
manifolds that can locally be modelled by a toric manifold, using a real
polarization modelled on fibres of the moment map. We compute the
results directly, and obtain a theorem similar to S´niatycki’s, which gives
the quantization in terms of counting Bohr-Sommerfeld leaves. However,
the count does not include the Bohr-Sommerfeld leaves which are sin-
gular. Thus the quantization obtained is different from the quantization
obtained using a Ka¨hler polarization.
1 Introduction
Broadly speaking, quantization is a procedure which associates to a sym-
plectic manifold M a Hilbert space Q(M). There are numerous methods of
quantization; in this paper we consider geometric quantization. The ingredi-
ents for geometric quantization are: a symplectic manifold (M,ω), a complex
line bundle L over M , and a connection ∇ on L whose curvature is ω. The
Hilbert spaces are constructed from sections of L, or, more generally, higher
cohomology groups associated with L.
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2One additional piece of structure is required, called a polarization. This
is a method for restricting which sections of L are considered; it is necessary
because the space of all sections is usually “too big.” One example is a Ka¨hler
polarization, which is given by a complex structure on M ; the quantization
is then determined in terms of holomorphic sections of L. Another example
is a real polarization, which is defined more fully below. It is then a natu-
ral question to ask, if we have different polarizations on a manifold M , do
we obtain the same quantizations from them? This question can be called
“independence of polarization.”
A real polarization is given by a foliation of M into Lagrangian subman-
ifolds. The sections of interest are those which are leafwise flat: covariant
constant (with respect to ∇) in the directions tangent to the leaves of the
foliation. If J is the sheaf of leafwise flat sections, then the quantization is
constructed from the cohomology groups Hk(M ;J ).
If the leaf space Bn is a Hausdorff manifold and the map π : M2n → Bn
is a fibration with compact fibres, a theorem of S´niatycki [S1] says that the
above cohomology groups are zero except in dimension n; furthermore, Hn
can be expressed in terms of Bohr-Sommerfeld leaves. A Bohr-Sommerfeld
leaf is one on which is defined a global section which is flat along the leaf.
The set of Bohr-Sommerfeld leaves is discrete, and S´niatycki’s theorem says
that the dimension of Hn is equal to the number of Bohr-Sommerfeld leaves.
(A similar result holds if the fibres are not compact, except the nonzero group
occurs in a different dimension, equal to the rank of the fundamental group
of the fibres.)
Quantization using real polarizations, and the relation to the Bohr-Sommerfeld
leaves, has also been studied by Andersen [A]. He uses a different approach
than we do in this paper, looking at the index theory of a “leafwise com-
plex.” He generalizes S´niatycki’s theorem to regular polarizations which are
not necessarily real or Ka¨hler, but something in between.
In many examples of interest, however, what seems like a real polariza-
tion is not quite a fibration, but can be viewed as a real polarization with
singularities. Several authors, motivated by S´niatycki’s theorem, have de-
fined the quantization in such cases to be that obtained by simply counting
Bohr-Sommerfeld leaves. The characterization of Bohr-Sommerfeld leaves of-
ten includes fibres which are singular; common practice has been to include
the singular fibres in the count, since in many cases this gives a result which
agrees with the quantization obtained using a Ka¨hler polarization. (Two ex-
amples are Guillemin-Sternberg studying the Gelfand-Cetlin system in [GS1],
and Jeffrey-Weitsman studying the moduli space of flat SU(2) connections on
a 2-manifold in [JW].)
3One example of a “singular real polarization” is the level sets of the mo-
ment map on a toric manifold. In this paper, we calculate directly the sheaf
cohomology of a toric manifold, or more generally a manifold equipped with
a Lagrangian fibration with elliptic singularities, with respect to this singu-
lar polarization. The result we obtain is similar to S´niatycki’s theorem: all
cohomology groups are zero except in one dimension, and the nonzero group
can be computed by counting Bohr-Sommerfeld fibres. However, the singular
Bohr-Sommerfeld fibres are not included in this count.
Main Theorem (8.10). LetM be a compact symplectic 2n-manifold equipped
with a locally toric singular Lagrangian fibration, with prequantization line
bundle (L,∇). Let J be the sheaf of leafwise flat sections of L. Then the
cohomology groups Hk(M ;J ) are zero for all k 6= n, and
Hn(M ;J ) ∼=
⊕
b∈BS
C
where the sum is taken over all nonsingular Bohr-Sommerfeld fibres.
This is a surprising result, and is contrary to expectations. It implies
that this quantization is different from that computed using a Ka¨hler po-
larization. For a toric manifold foliated by fibres of the moment map, the
Bohr-Sommerfeld leaves correspond to the integer lattice points in the mo-
ment polytope. The quantization coming from a Ka¨hler polarization has
dimension equal to the number of lattice points in the polytope, including the
ones on the boundary. The quantization computed using the methods of this
paper has dimension equal to the number of lattice points in the interior of
the polytope, i.e. excluding the ones on the boundary.
The key point in the calculations where this difference appears is Theo-
rem 4.6, where we calculate the sheaf cohomology of a small neighbourhood
of a singularity and find that it is zero. Thus, the singular leaf does not make
a contribution to the cohomology, even though it is in some sense a Bohr-
Sommerfeld leaf. This calculation relies on the observation in Proposition 4.3
that there are no nonzero leafwise flat sections defined on a neighbourhood
of the origin. The underlying reason for this lack of contribution, however, is
unclear.
1.1 Methods
The method of proof we use is to compare the manifold to a standard model
space. We prove results for the model space by hand, and then apply them
locally to the manifold. The types of spaces we consider are compact manifolds
4which, roughly, locally look like toric manifolds foliated by leaves of a moment
map. (See Definition 2.8 for the precise, if technical, statement.) These
include not only toric manifolds, but also integrable systems with elliptic
singularities. We consider two types of model spaces: the cylinder R × S1,
and the complex plane C.
We equip each model space with a standard prequantization line bundle,
and calculate the sheaf cohomology of each by hand (in sections 3 and 4). We
show how our methods apply to a simple example, that of S2 acted on by the
circle, in section 5. After defining the model space for higher dimensions in
section 6, in section 7 we use a sheaf theoretic argument to patch together
the lower-dimensional results. The hypothesis that our manifold possesses a
Lagrangian fibration with elliptic singularities guarantees that a neighbour-
hood of a Bohr-Sommerfeld leaf “looks like” an open set in this model space,
in a way that is compatible with the calculation of sheaf cohomology. In this
way, we apply (in section 8) the results obtained for the model space to obtain
the results for the general manifold. Finally, we return to the specific case
of toric manifolds in section 9 to discuss the comparison between real and
Ka¨hler polarizations.
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2 Background
2.1 Connections
Let V be a vector bundle over a manifold M , Γ(V ) be the space of smooth1
sections of V , and Ωk(M) the space of (smooth) differential k-forms on M .
Definition. Formally, a connection on a vector bundle V is a map∇ : Γ(V )→
Ω1(M)⊗ Γ(V ) which satisfies the following properties:
1. ∇(σ1 + σ2) = ∇σ1 +∇σ2
1 In this paper, we always take sections, functions, and differential forms to be smooth.
52. ∇(fσ1) = (df)⊗ σ1 + f∇σ1
for all sections σ1 and σ2 and functions f . We typically write ∇Xσ for ∇σ
applied to the vector (field) X. This is also called the covariant derivative of
σ in the direction X.
In order to express a connection in terms which are useful for calculations,
we work locally. The following description, taken from [W] (Appendix A.3),
only applies to (complex) line bundles, but that is all we require for this paper.
Let L be a complex line bundle over some manifold M , with s the unit
section in some local trivialization over U ⊂ M . Fix a connection ∇ on L.
Define the potential one-form Θ of the connection, which is a one-form2 on
U , by
∇Xs = −iΘ(X) s. (2.1)
The form Θ gives a complete description of the connection, as follows: any
other section σ can be written as σ = fs for some complex-valued function
f , and so then using (2.1), we obtain
∇Xσ = df(X)s − fiΘ(X)s. (2.2)
Usually, the trivializing section will be implicit, and we will blur the distinc-
tion between a section and the complex function representing it.
Note: This description of a connection is only valid over an open set over
which the bundle L is trivializable.
Definition. The curvature of the connection is the 2-form Ω on M defined
by Ω = dΘ. This is well-defined, independently of the choice of trivializing
section (see Prop. 2.2). A connection is flat if its curvature is zero.
The description of a connection in terms of its potential one-form depends
on the choice of trivialization. In the following, we compute the effect that
changing the trivialization has on the potential one-form.
Proposition 2.1. Let L be a line bundle with connection ∇ overM . Suppose
we have two local trivializations of L over some open set, with unit sections
s and s′, respectively, which are related by s = ψs′. (Here ψ will be a
nonvanishing C-valued function.3) If Θ and Θ′ are the potential one-forms
with respect to these trivializations, then
Θ′ = Θ− i 1
ψ
dψ. (2.3)
2If L is a Hermitian line bundle, and if ∇ and s respect the Hermitian structure, then Θ
will in fact be real-valued.
3 If the bundles are Hermitian, and the trivializations respect the Hermitian structure,
ψ takes values in S1.
6Proof. Let X be a vector. Then, by eq. (2.1),
∇Xs = −iΘ(X)ψs
′;
also, we have
∇Xψs
′ = dψ(X)s′ − iΘ′(X)ψs′.
Equating these and solving gives
−iΘ(X)ψs′ = dψ(X)s′ − iΘ′(X)ψs′;
cancelling common factors (including s′) and dividing by ψ (which is never
zero) gives
Θ′ = Θ− i 1
ψ
dψ (2.4)
as one-forms.4
Proposition 2.2. The curvature form Ω of a connection is independent of
the trivialization used to compute the potential one-form.
Proof. This is a straightforward calculation. If we have two different trivial-
izations, the potential one-forms are related by
Θ′ = Θ− i 1
ψ
dψ.
Thus
Ω′ = dΘ′ = d
(
Θ− i 1
ψ
dψ
)
= dΘ− i d
(
1
ψ
)
∧ dψ + i 1
ψ
d dψ
= dΘ+ i 1
ψ2
dψ ∧ dψ
= dΘ.
(2.5)
This also implies that Ω is defined on all of M .
4 If we are in the Hermitian case, as in the previous footnotes, then i 1
ψ
dψ will be real-
valued: since ψ is S1-valued, it can be written locally as eif for some real-valued function
f , so
dψ = eif idf.
Then
i 1
ψ
dψ = −df
is real-valued.
72.1.1 Holonomy
Suppose we have a line bundle with connection (L,∇).
Let γ be a curve on M , with tangent vector γ˙, and suppose σ is a section
of L defined at least on γ. Let γ˜ be the lifting of γ to L via σ, i.e., γ˜ = σ ◦ γ.
Then the lifting γ˜ is horizontal if
∇γ˙σ = 0 (2.6)
for all points along the curve.
Given a curve γ in M and a point x in the fibre over γ(0), the curve γ˜
is uniquely determined by the condition that it is a horizontal lift of γ with
γ˜(0) = x. Taking x to γ˜(1) gives a map from Lγ(0) to Lγ(1), called parallel
transport along γ. If γ is a loop, this gives an automorphism of Lγ(0), called
the holonomy around γ.
If L is Hermitian and the connection respects the Hermitian structure, we
can view holonomy as a map from {loops on M} to S1. This map is given by
hol : γ 7→ exp
(
i
∫
γ
Θ
)
. (2.7)
If the connection is flat, then homotopic loops have the same holonomy (the
proof is basically Stokes’ theorem) and the holonomy can be viewed as a map
from π1(M) to the automorphisms of the fibre.
2.2 Sheaves and cohomology
We review the definition of sheaves and the construction of Cˇech cohomology,
as they will be used extensively in this paper. The material in this section is
standard, and so we do not prove our assertions. See, for example, [GH], pp.
38–40.
Roughly speaking, a sheaf is a collection of functions on open sets, often
satisfying some further conditions (holomorphic, etc.). The precise definition
is as follows:
Definition. Let X be a topological space. A presheaf (of abelian groups)
F on X assigns to every open set U of X an abelian group F(U), usually
referred to as the set of sections of F over U . It also assigns restriction maps:
to any V ⊂ U , the presheaf assigns a map F(U)→ F(V ), “restriction to V ”,
such that if W ⊂ V ⊂ U and σ ∈ F(U), then
σ
∣∣
W
= (σ
∣∣
V
)
∣∣
W
,
and if V = U then “restriction” is just the identity map.
8Definition. A presheaf S is a sheaf if the following properties hold:
1. For any pair of open sets U , V , and sections σ ∈ S(U) and τ ∈ S(V )
which agree on the intersection U∩V , there exists a section ρ ∈ S(U∪V )
which restricts to σ on U and τ on V .
2. If σ and τ in S(U ∪ V ) have equal restrictions to U and V , then they
are equal on U ∪ V .
Definition 2.3. For a sheaf S over M , the stalk of S over x ∈M is
Sx = lim−→
S(U)
where the limit is taken over all open sets U containing x.
The Cˇech cohomology of M with coefficients in the sheaf S (or just “the
sheaf cohomology of M”)5 is defined as follows.
Fix an open cover A = {Aα} of M .
A Cˇech k-cochain assigns, to each (k + 1)-fold intersection of elements
from the cover A, a section of S. We write Aα0···αk for Aα0 ∩ · · ·Aαk , where
the αj are distinct. Then a k-cochain is an assignment fα0···αk ∈ S(Aα0···αk)
for each (k+1)-fold intersection in the cover A. Denote the set of k-cochains
by CkA(M ;S), or just C
k
A when the manifold and sheaf are understood.
Next, we define a coboundary operator δ to make C∗A into a cochain com-
plex. For f = {fα0···αk−1} a (k − 1)-cochain, δf will be a k-cochain; thus, we
need to give a section corresponding to each (k+1)-fold intersection. This is
done as follows:
(δf)α0···αk =
k∑
j=0
(−1)jfα0···αˆj ···αk
∣∣
Aα0······αk
(2.8)
where theˆdenotes that the index is omitted. Thus, for instance, (δf)123 =
f23 − f13 + f12, all restricted to A123.
A (straightforward, but tedious) calculation shows that δ ◦ δ = 0, and so
C∗A is a cochain complex. The sheaf cohomology with respect to the cover A
is the cohomology of this complex,
HkA(M ;S) =
ker δk
im δk−1
5 The “sheaf cohomology of M” is actually defined in a more abstract way using reso-
lutions of the sheaf S . However, for manifolds, the result obtained is the same as the Cˇech
cohomology, and the latter is more convenient for our calculations.
9(where by δk we mean the map δ on CkA).
Another cover B is a refinement of A, and we write B ≤ A, if every
element of B is a subset of some element of A. From this we define a map
φ : CkA(U,S)→ C
k
B(U,S), induced by the restriction maps in the sheaf: simply
restrict each element of a cochain, defined on some intersection of sets in A,
to the intersection of the corresponding sets in B. More formally, a refinement
gives a map ρ : B → A, where B ⊂ ρ(B) for all B ∈ B. Then, if η ∈ CkA is a
cochain, φη is defined by
(φη)B0B1···Bk = (η)(ρB0)(ρB1)···(ρBk)
∣∣
B0B1···Bk
.
Since this map is essentially just restriction, it commutes with δ, and so
it induces a map on cohomology H∗A → H
∗
B. Two different choices of maps ρ
for the same refinement induce chain homotopic maps on cochains, and thus
induce the same map on cohomology. These maps turn the collection of H∗A
for all open covers of M into a directed system.
Finally, the honest-to-goodness sheaf cohomology of M is defined as the
limit of this directed system:
H∗(M ;S) = lim
−→
H∗A(M ;S).
Lemma 2.4. Suppose B is a collection of covers B of M such that any
open cover A of M has a refinement B ∈ B. Suppose furthermore that all
H∗B(M ;S) are isomorphic, for each B ∈ B. Then the sheaf cohomology of M
is isomorphic to the cohomology computed using one of the covers B.
Proof. This follows easily from the construction of the direct limit. The set
B is cofinal in the set of all covers if every cover has a refinement from B.
2.2.1 Naturality of Direct Limits and Cohomology
The following results will be used in Section 3.4.
Lemma 2.5 ([G], p. 10). The direct limit of exact sequences is exact. More
precisely, suppose we have:
• three directed systems of modules L′i, Li, and L
′′
i (indexed by the same
directed set I), with direct limits L′, L, and L′′ respectively, and
• for each i, an exact sequence L′i → Li → L
′′
i .
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Suppose further that, for each i ≥ j, the diagram
L′i −−−−→ Li −−−−→ L
′′
iy y y
L′j −−−−→ Lj −−−−→ L
′′
j
where the vertical arrows denote the maps in the directed system, is commu-
tative.
Then the sequence L′ → L→ L′′ is exact.
Lemma 2.6 ([MacL], Prop. 4.2). Given a transformation of short exact se-
quences of cochain complexes
0 −−−−→ A∗ −−−−→ B∗ −−−−→ C∗ −−−−→ 0y y y
0 −−−−→ D∗ −−−−→ E∗ −−−−→ F ∗ −−−−→ 0
this induces a map between the long exact sequences of cohomology
· · · −−−−→ H∗(A) −−−−→ H∗(B) −−−−→ H∗(C) −−−−→ · · ·y y y
· · · −−−−→ H∗(D) −−−−→ H∗(E) −−−−→ H∗(F ) −−−−→ · · ·
2.3 Toric manifolds
We briefly review the definition of, and a few facts about, toric manifolds,
referring the reader to [CdS1] for a more detailed introduction.
Definition. A toric manifold is a compact symplectic manifold M of dimen-
sion 2n equipped with an effective Hamiltonian action of the torus T n = (S1)n.
Recall that if a symplectic manifold M2n has an effective Hamiltonian
action of a torus T k, then k ≤ n. ThusM is toric if T has maximal dimension.
The “Hamiltonian” in the definition means that a toric manfold is equipped
with a T -invariant moment map µ : M → Rn ∼= t∗, which satisfies the follow-
ing condition: For ξ ∈ t, let ξM be the generating vector field for the action
on M , and let µξ : M → R be the “component of µ in the ξ direction,” that
is,
〈µ(x), ξ〉 = µξ(x)
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for all x ∈M , where 〈 , 〉 denotes the pairing between t and t∗. Then
ıξMω = dµ
ξ, (2.9)
that is, ξM is the Hamiltonian vector field of µ
ξ. We do not use this definition
directly, but some facts about toric manifolds.
First, fibres of the moment map are orbits of the torus action. Second, a
theorem of Atiyah and Guillemin-Sternberg says that the image of the moment
map is a convex polytope ∆ in t∗ ∼= Rn. If x ∈ ∆ lies on a face of codimension
k, then the stabilizer of a point in µ−1(x) is a torus of dimension k, and
µ−1(x) is a torus of dimension n−k. (This is Lemma 2.2 in [D].) For x in the
interior of ∆, the fibres are n-dimensional tori; the moment map condition
implies they are Lagrangian.
The following lemma, known as the Local Normal Form, gives a descrip-
tion of the neighbourhood of an orbit.
Lemma 2.7 (Local Normal Form, Lemma 2.5 in [D]). LetM be a symplectic
toric manifold with moment polytope ∆ and moment map µ. Let F be a face
of ∆ of dimension m; V a convex, open, relatively compact subset of F ; x
a point in V ; and D a ball around 0 in C2(n−m). Let ω0 be the following
symplectic form on (S1)m × V ×D:
ω0 =
∑
1≤j≤m
dαj ∧ daj +
∑
m+1≤j≤n
dxj ∧ dyj
where α are coordinates on S1, a are coordinates on V , and z = x + iy are
coordinates on D.
Then there is a symplectic isomorphism from a neighbourhood of µ−1(V )
onto (S1)m × V ×D taking the action of T to the action of (S1)n defined by
(θ1, . . . , θn) · (α1, . . . , αm, a1, . . . , am, zm+1, . . . , zn) =
(α1 + θ1, . . . , αm + θm, a1, . . . , am, e
iθm+1zm+1, . . . , e
iθnzn)
(2.10)
with moment map
µ = p+ (a1, . . . , am, |zm+1|
2, . . . , |zn|
2).
2.4 Geometric quantization and polarizations
Let (M,ω) be a compact symplectic manifold of dimension 2n.
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2.4.1 Quantization
The theory of geometric quantization was initiated by Kostant and Souriau
in the 1970s, and remains an active area of research today, with applications
to both physics and representation theory. We do not attempt to give a com-
prehensive introduction here. For a nice, brief overview of the ideas behind
it, see [GGK], section 6.1, or [GS2], chapter 34. For a more thorough intro-
duction, see [P]. Two classic references, albeit somewhat technical, are [S2]
and [W].
The basic idea of quantization is to associate to a symplectic manifold
(M,ω) a Hilbert space (or a vector space) Q(M). (The terminology “quanti-
zation” comes from physics, where we think ofM as a classical mechanical sys-
tem, and Q(M) as the space of wave functions of the corresponding quantum
system.) Much of the motivation for geometric quantization in mathematics
comes from representation theory.
In geometric quantization, the quantum space is constructed from the
sections of a complex line bundle or, more generally, from higher-dimensional
cohomology groups associated with the line bundle.
Definition. A prequantization line bundle over M is a Hermitian line bundle
L over M , with a connection ∇ whose curvature is ω. M is prequantizable
if it possesses a prequantization line bundle. (This will be the case iff the
symplectic form satisfies the integrality condition that 12π [ω] ∈ H
2(m,Z).
See, for example, [W], section 8.3.6)
We would like Q(M) to be the space of sections of L. However, this space
is generally “too big.” As noted in the Introduction, the solution is to use
a “polarization” to choose a subspace of the space of sections; the quantum
space is then constructed from only “polarized” sections.
Our main interest in this paper is in real polarizations.7 The usual def-
inition of a real polarization on M is a sub-bundle P ⊂ TM which is La-
grangian and integrable. In our case, we allow ‘singular polarizations’, where
the leaves are not all of the same dimension. We define a locally toric singular
Lagrangian fibration to be a structure which locally looks like the (singular)
fibration of a toric manifold by the moment map, using the local structure
given by Lemma 2.7.
6 The exact form of the integrality condition depends on the conventions used, and one
may see instead 1
~
[ω], 1
2π~
[ω], or just [ω] required to be integral. We take ~ = 1, and use
coordinates on S1 running from 0 to 2pi, which gives the integrality condition stated here.
7 Thus in particular we do not give the general theory of polarizations, but refer the
reader to [S2], pages 8–11, or [W] sections 4.5 and 5.4. We will also have occasion to
mention Ka¨hler polarizations, which we define below.
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Definition 2.8. A locally toric singular Lagrangian fibration on a symplectic
2n-manifold M is a map π : M → B to a topological space B such that for
every point in B, there exist:
• a nonnegative integer k
• a neighbourhood U ⊂ B of the point
• an open subset Ω ⊂ Rn−k × Rk+
• a homeomorphism ψ : U ∼= Ω
• a symplectomorphism ψ˜ : π−1(U) ∼= π−10 (Ω)
such that the following diagram commutes:
π−1(U)
eψ
−−−−→ (S1 × R)n−k × Ck
π
y π0y
U
ψ
−−−−→ Rn−k × Rk+
(2.11)
where π0 : (S
1 ×R)n−k ×Ck → Rn−k ×Rk+ is the projection to R on the first
n−k factors, and the projection (x, y) 7→ 12 (x
2+ y2) in the last k factors, and
where we take the standard symplectic structure on C and S1 × R ∼= T ∗S1.
Remark. This implies that on an open subset of B, the preimages of points
are Lagrangian manifolds. The level sets of π form a singular Lagrangian
fibration. The singular fibres are those with k > 0. Note, however, that the
fibres are only “singular” in terms of the fibration. They are still smooth
manifolds.
Definition. A locally toric singular real polarization onM is the distribution
P ⊂ TM associated to a locally toric singular Lagrangian fibration (i.e., Px
is the set of directions tangent to the leaf through x).
This definition includes toric manifolds, by the Local Normal Form. In
this case the map π is the moment map, and B can be taken to be the moment
polytope.
It also includes more general integrable systems with certain kinds of sin-
gularities. Eliasson in [E1] and [E2] and Miranda in [Mr] established the local
symplectic classification of non-degenerate singularities of integrable Hamilto-
nian systems: such singularities are isomorphic to the product of singularities
of three basic types, called elliptic, hyperbolic, and focus-focus. Definition 2.8
14
includes integrable systems which have only elliptic singularities, by the fol-
lowing theorem (due to Dufour and Molino and Eliasson, here taken from
Zung [Z]):
Theorem 2.9 (3.9 in [Z]). Let N be an elliptic singular leaf of codimension k
in an integrable system with moment map F : M2n → Rn. Then on a tubular
neighbourhood ofN , there exist symplectic coordinates (x1, . . . , xn, y1, . . . , yn)
so that:
• y1, . . . , yn−k are mod 1
• ω =
∑
dxj ∧ dyj
• N = {x1 = · · · = xn = yn−k+1 = · · · = yn = 0}, i.e. N is a n− k-torus,
with coordinates y1, . . . , yn−k
• F is a smooth function of x1, . . . , xn−k, and x
2
j + y
2
j for n− k < j ≤ n.
(The relation of the notation in this theorem to that used in this paper
is as follows: k represents the same thing. What we call tj , θj in Section 3
correspond to xj , yj (except for factors of 2π) for j ≤ n− k. What we call sj
in Section 6 is 12(x
2
i + y
2
i ) in the coordinates in this theorem, for 1 ≤ j ≤ k,
i = (n− k) + j.)
Kogan in [Kg] gives a description of the structure of these spaces.
Definition 2.10. Given a manifold M with prequantization line bundle L
and (possibly singular) real polarization P , a section σ of L over U ⊂ M is
flat along the leaves, or leafwise flat, if ∇Xσ = 0 for all X ∈ P , at every point
of U .
We denote the sheaf of leafwise flat sections on M by JM (or just J ).
Definition. The quantization of M is the sum of the cohomology groups of
M with coefficients in the sheaf of leafwise flat sections:
Q(M) :=
⊕
q
Hq(M ;J ) (2.12)
Thus, in this paper the central items of interest are the sheaf cohomology
spaces Hq(M ;J ).
Remark. Various authors define the quantization in terms of sheaf cohomol-
ogy, either as the direct sum as in (2.12) (e.g. in [JW]), or as the alternating
sum of cohomology (e.g. in [GGK]). In [GS1] the authors call the groups
Hq(M ;J ) “the basic quantum data associated with M . . . ,” without defining
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the quantization as either sum. However, in all of these cases, as well as in
this paper, all but one of the groups turn out to be zero, and so whether one
takes the direct or the alternating sum doesn’t matter in the end. We use the
convention of (2.12), and call the resulting object “the quantization of M .”
2.4.2 Bohr-Sommerfeld leaves and S´niatycki’s theorem
Let M be a prequantizable compact symplectic manifold of dimension 2n, as
in the previous section.
Definition. A leaf ℓ of the polarization P is a Bohr-Sommerfeld leaf if there
exists a globally defined nonzero section of L along ℓ, whose covariant deriva-
tive (with respect to ∇) is zero in directions tangent to P . (Here “globally
defined” means defined on all of ℓ, not all of M .)
The Bohr-Sommerfeld set is the set of points in B whose preimages are
Bohr-Sommerfeld leaves.
In [S1], S´niatycki proves that, in the case where the projection map
π : M → B is a fibration, the cohomology groups Hq(M ;J ) appearing in
(2.12) are all zero except in dimension n. Furthermore, Hn can be computed
by counting Bohr-Sommerfeld leaves. More precisely, we have the following
result:
Theorem (S´niatycki, 1975 [S1]). LetM be a 2n-dimensional symplectic man-
ifold, with a prequantization line bundle L as above. Let P be a real polar-
ization such that the projection map π : M → B is a fibration with compact
fibres. Then Hq(M ;J ) = 0 for all q 6= n.
Furthermore, let ΓBS(L) be the space of smooth sections of L along the
union of Bohr-Sommerfeld leaves, and C∞P (M) be the ring of functions on M
constant on leaves of π. Then provided P satisfies an orientability condition,
Hn(M ;J ) is isomorphic to ΓBS(L), as modules over C
∞
P (M).
More generally, if the leaves are not compact, then similar results are true
with n replaced by the rank of the fundamental group of a typical integral
manifold of P .
As a vector space, Hn(M ;J ) is isomorphic to the direct sum of copies of
C, with one copy for each Bohr-Sommerfeld leaf.
2.5 Examples
Example. A simple example of a compact space to which S´niatycki’s results
apply is T 4 fibred over T 2. If T 4 has coordinates (x1, x2, y1, y2), all mod 2π,
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and standard symplectic form, then projecting to T 2 via
(x1, x2, y1, y2) 7→ (x1, x2)
is a Lagrangian fibration.
Example. A less trivial example is Thurston’s example [Th] of a symplectic
manifold MΘ which is not Ka¨hler (and therefore not toric). Cannas da Silva
in [CdS2] gives the following description of MΘ:
Let Γ be the discrete group generated by the following symplectomor-
phisms of R4:
γ1 = (x1, x2, y1, y2) 7→ (x1, x2 + 1, y1, y2)
γ2 = (x1, x2, y1, y2) 7→ (x1, x2, y1, y2 + 1)
γ3 = (x1, x2, y1, y2) 7→ (x1 + 1, x2, y1, y2)
γ4 = (x1, x2, y1, y2) 7→ (x1, x2 + y2, y1 + 1, y2)
Then MΘ = R
4/Γ, with symplectic form ω = dx1 ∧ dy1 + dx2 ∧ dy2.
If we map MΘ to the 2-torus T
2 by
(x1, x2, y1, y2) 7→ (y1, y2)
(all coordinates taken mod 1) then the fibres are tori in the (x1, x2) coordi-
nates, which are thus in fact Lagrangian submanifolds, so MΘ is a 2-torus
bundle over the 2-torus. This fibration is a non-singular Lagrangian foliation,
and so MΘ is a compact manifold that satisfies the hypotheses of S´niatycki’s
theorem.
Example. We can use Thurston’s manifold to construct further (admittedly
somewhat artificial) examples of manifolds which satisfy Definition 2.8 but
are not toric: simply take the productMT ×MΘ of Thurston’s manifold with
any compact toric manifold MT . These do not have a global torus action of
maximal dimension, because of the MΘ factor, but they are still locally toric,
and so our results apply. S´niatycki’s theorem does not apply, however, since
the foliation is singular.
2.6 Aside: Rigidity of Bohr-Sommerfeld leaves
Definition. We say that M satisfies Bohr-Sommerfeld rigidity if the Bohr-
Sommerfeld leaves of M are independent of the choice of prequantum connec-
tion on L.
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Proposition 2.11. Let i : ℓ →֒M be the inclusion of a leaf of the polarization.
If the induced map i∗ : H1(ℓ,Z) → H1(M,Z) is zero for all leaves ℓ, then M
satisfies Bohr-Sommerfeld rigidity.
Proof. If i∗ is zero, this means that any loop γ on ℓ is homotopic to a point
in M .
Let Σ be a surface spanning γ. For definiteness, assume that the prequan-
tization connection has a potential one-form Θ defined on all of Σ. Then from
(2.7), the holonomy around γ is given by
holγ = exp
(
i
∫
γ
Θ
)
which equals
exp
(
i
∫
Σ
ω
)
(2.13)
by Stokes’ theorem. (If there is no Θ defined on all of Σ, break Σ up into
little surfaces over which Θ exists, apply Stokes’ on each one, and piece back
together.)
Now ℓ is a Bohr-Sommerfeld leaf if and only if holγ = 1 for all loops γ on
ℓ. By (2.13), this will be true if and only if
exp
(
i
∫
Σ
ω
)
is 1 for all Σ which span a loop on ℓ. This depends only on ω and ℓ, not on
the connection form.
Corollary 2.12. A compact symplectic toric manifold has rigid Bohr-Sommerfeld
leaves.
Proof. All odd-degree homology groups of a compact symplectic toric mani-
fold are zero. (See, for example, Theorem I.3.6 in [CdS1].) Thus the image of
H1(ℓ,Z) in H1(M,Z) is certainly zero, and so M satisfies Bohr-Sommerfeld
rigidity.
Remark. Note that R × S1, considered in the next section, does not sat-
isfy rigidity: if we change the connection by adding a (non-integer) constant
multiple of dθ to it, this changes the Bohr-Sommerfeld leaves.
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3 The cylinder
The first model space we consider is the cylinder R × S1. In this section
we compute its sheaf cohomology by hand. For this section, let M denote
R×S1, with coordinates (t, θ), where θ is taken mod 2π, and symplectic form
ω = dt ∧ dθ.
In 3.1, we give the basic definition and set-up of the manifold, describe
the sheaf of sections flat along the leaves, and calculate the Bohr-Sommerfeld
leaves. In the next several sections, we find the sheaf cohomology of a simple
type of subset: a “band” around the cylinder. Our strategy will be to find the
cohomology of simple “bands” directly, and then piece them together using a
Mayer-Vietoris sequence.
We start by computing the cohomology with respect to simple kinds of
covers (in 3.2 and 3.3). Next, in 3.4, we derive a Mayer-Vietoris sequence
for our particular sheaf. Finally, in 3.5, we take the limit over finer and finer
covers to find the actual sheaf cohomology. (Cf. section 2.2.)
3.1 Flat sections and Bohr-Sommerfeld leaves
M is equipped with a real polarization, given by vectors tangent to the S1
directions. The leaves of the polarization are the fibres of the projection
M → R.
Let L =M×C be the trivial bundle overM . Let σ be a section of L, which
we can view as a complex-valued function. Since ω = dt ∧ dθ = d(t dθ), a
connection with potential one-form t dθ has curvature ω. Thus the connection
given by
∇Xσ = X(σ)− σit dθ(X) (3.1)
makes L into a prequantization line bundle over M . (Note that, in this case,
the potential one-form is defined on the entire manifold.)
In order to calculate the sheaf cohomology, we need to know which sections
of L are flat along the leaves (see Definition 2.10; as there, we denote the sheaf
of such sections by J ).
Proposition 3.1. Let U ⊂ M , and let a section of L over U be given by a
map σ : U → C. Then σ is flat along the leaves if and only if it locally has
the form
σ = a(t)eitθ (3.2)
for some smooth function a(t).
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Proof. This result follows directly from the description of the connection given
above in (3.1). The section σ is flat along the leaves if
0 = ∇Xσ = X(σ) − σ it dθ(X) ∀X ∈ P.
The polarization P is the span of ∂
∂θ
, so this condition is equivalent to
0 = ∇ ∂
∂θ
σ =
∂σ
∂θ
− σit,
i.e.
∂σ
∂θ
= itσ.
This is a differential equation for σ(t, θ), which is easily solved, giving (3.2).
Recall from Section 2.4.2 that a leaf ℓ satisfies the Bohr-Sommerfeld con-
dition if it possesses a global covariant constant section (other than zero), i.e.
a section defined on the whole leaf which is flat along the leaf.
Lemma 3.2. The Bohr-Sommerfeld set is Z ⊂ R, and the Bohr-Sommerfeld
leaves are {m} × S1, m ∈ Z.
Proof. Fix a leaf ℓ0 = {t0}×S
1. By (3.2), a flat section σ over ℓ0 is of the form
ceit0θ for some constant c. It will always exist on a small neighbourhood in
the leaf, but will only be defined on the whole leaf if its values are compatible
as it wraps around the leaf. That is, values of σ must agree for values of θ that
differ by 2π. This requires eit0θ = eit0(θ+2π), i.e. e2πit0 = 1, i.e. t0 ∈ Z.
Note that the space of global covariant constant sections over one leaf is
one-dimensional: {σ = ceit0θ | c ∈ C}.
Let I ⊂ R be an open interval, and let U = I × S1 ⊂ M . By S´niatycki’s
theorem,
H1(U,J ) ∼=
⊕
m∈Z∩I
C; Hk(U,J ) = 0, k 6= 1.
In the following sections we compute the sheaf cohomology of U directly,
and show that it agrees with S´niatycki’s theorem.
3.2 Sheaf cohomology
In this section we compute the Cˇech cohomology, with coefficients in J , of a
band in M , with respect to a particular cover. As a warm-up, in this section
we use the simplest possible cover; however, as we will see laer, this case
already shows all the important features of the calculation.
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Definition. A band is a subset of M of the form I × S1, with I ⊂ R a
bounded open interval.
Let U be a band around the cylinder that contains at most one Bohr-
Sommerfeld leaf. Partition U into three rectangles E, F , and G by partition-
ing S1 into three intervals. (See Figure 1, where the heavy line indicates an
overlap.) We will calculate the cohomology of U with respect to the cover
E3 = {E,F,G}.
E
F
G
Figure 1: The cover E3
3.2.1 H0
We can see directly that H0(U ;J ) = 0, since H0(U ;J ) is just the space of
global sections of J over U , which we know from the argument in the proof
of Lemma 3.2 is {0}. However, we will calculate it directly to begin seeing
how the Cˇech approach works in this situation.
A Cˇech 0-cochain η is an assignment, to each of the sets E, F , and G, of
a flat section over that set. Such a section will have the form a(t)eitθ. Index
the section by the set, so the piece of η on E is aE(t)e
itθ, etc.
On each set, the coordinate θ can be defined, even though can not be
defined on all of S1. Fix a branch of θ on each open set W , and denote it by
θW . Choose these branches so that θF = θE on E ∩ F , θG = θF on F ∩ G,
and θG = θE + 2π on G ∩ E.
The coboundary of η is the collection
(δη)V W = ηW − ηV = aW (t) e
itθW − aV (t) e
itθV ,
and so η will be a cocycle if each of these are zero. Applying this to each of
the three sets, we have that η is a cocycle iff
0 = aF (t) e
itθF − aE(t) e
itθE on E ∩ F
0 = aG(t) e
itθG − aF (t) e
itθF on F ∩G
0 = aE(t) e
itθE − aG(t) e
itθG on G ∩E
(3.3)
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In the first two of these equations, the θ coordinates are equal on the inter-
sections, and so we can cancel the exponential factors; this implies
aE(t) = aF (t) and aF (t) = aG(t). (3.4)
However, θE and θG differ by 2π on the intersection, and so the third equation
becomes
0 = aE(t) e
itθE − aG(t) e
itθE+2πit,
which implies
aE(t) = e
2πitaG(t). (3.5)
Conditions (3.4) and (3.5) together require that e2πit = 1, which cannot hap-
pen on an interval of t-values. Thus there are no 0-cocycles, and H0 = 0.
3.2.2 H1
The one-dimensional case is more interesting. A 1-cochain η is an assignment
of a flat section ηVW to each intersection V ∩W ; thus a 1-cochain is given by
a triple of functions
{aEF (t)e
itθ, aFG(t)e
itθ , aGE(t)e
itθ}.
Since there are no triple intersections in this cover, there are no 2-cochains,
and thus every 1-cochain is a cocycle.
Note that, since η is determined by the a’s, and each a is a smooth function
of t on I, the space of cocycles is isomorphic to C∞(I)3.
We now consider when a 1-cochain is a coboundary, namely, when there
exists a 0-cochain β = {bEe
itθE , bF e
itθF , bGe
itθG} with δβ = η. This requires
that
ηVW = βW − βV on V ∩W, (3.6)
for each pair of V and W .
Notation: We will write EF for E ∩ F , and so on. The order in which
intersections are written matters in Cˇech cohomology, for bookkeeping, and
so we need to be consistent. We will write intersections in the order EF , FG,
GE. Furthermore, we will use the convention that, on any intersection VW ,
we use the θ coordinate from V .
Applying these conventions to the possible equations (3.6), and using the
formulas for η and β, we obtain that δβ = η iff
aEF (t)e
itθE = bF (t)e
itθF − bE(t)e
itθE on EF (3.7a)
aFG(t)e
itθF = bG(t)e
itθG − bF (t)e
itθF on FG (3.7b)
aGE(t)e
itθG = bE(t)e
itθE − bG(t)e
itθG on GE (3.7c)
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In each of these equations, all the θ coordinates are equal on the relevant set,
except in (3.7c), where they differ by a factor of 2π. Applying this fact, and
cancelling common factors of eitθ, we obtain the following system of three
equations
aEF = bF − bE
aFG = bG − bF
aGE = e
−2πitbE − bG
(3.8)
in the three unknown functions bE, bF , and bG on I. They must be true for
each value of t in I. The matrix of this system is −1 1 00 −1 1
e−2πit 0 −1
 (3.9)
which is invertible precisely when e−2πit 6= 1. Thus, by elementary linear
algebra, the system (3.8) has a solution, for any collection of the aVW , if
e−2πit is never 1 on U . In this case, every cocycle is a coboundary, and U has
trivial cohomology.
The other possibility is if e2πit = 1 somewhere in I, which only occurs if
I contains an integer m. In this case, by further linear algebra, the system
(3.8) only has a solution if η satisfies the condition
aEF (m) + aFG(m) + aGE(m) = 0. (3.10)
Thus η is a coboundary precisely when (3.10) holds, and so the cohomology
of U is
H1 = C∞(I)3/{aEF (m) + aFG(m) + aGE(m) = 0}. (3.11)
Lemma 3.3. The quotient (3.11) is isomorphic to C.
Proof. Map C∞(I)3 → C by φ(f, g, h) = f(m) + g(m) + h(m), where m is
the (unique) integer in I. This surjective homomorphism gives the desired
isomorphism.
Finally, note that the condition e2πit = 1 occurs precisely at the Bohr-
Sommerfeld leaves. Therefore, we have proved the first part of the following
result. The second statement follows since for k > 1, there are no (k+1)-fold
intersections in this cover.
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Proposition 3.4. Let U be a band around the cylinder. Then the sheaf
cohomology of U with respect to the cover E3 = {E,F,G} is trivial if U does
not contain a Bohr-Sommerfeld leaf. If U contains one Bohr-Sommerfeld leaf,
its cohomology is
HkE3(U ;J )
∼=
{
C k = 1
0 k 6= 1
This is precisely what we expect from S´niatycki’s results.
Lemma 3.5. Let Ek be a cover of the band similar to E3, but with k sets
instead of 3. Then the cohomology calculated with respect to Ek is the same
as that calculated with respect to E3.
Proof. In this case, the same argument as for the cover E3 applies; the only
difference is that we have k equations instead of 3 in (3.3) and (3.7), and the
matrix (3.9) is a k × k matrix. Its determinant is the same, however, (up to
sign) and we obtain the same conclusion as in Proposition 3.4 for cohomology
with respect to the cover Ek.
3.3 Brick wall covers
Eventually (see 3.5 below), we will find the cohomology of a band U by
breaking it up into “sub-bands,” finding the cohomology of each one by hand,
and then piecing them together using Mayer-Vietoris. If each band has a
cover of the form Ek, the cover induced on their intersection will be similar
to Ek but with two “layers,” and thus the calculation of section 3.2 is not
sufficient. In this section, we define a type of covering we call a “brick wall,”
which looks like Ek but with more layers, and compute the cohomology of a
band with this type of cover.
Later (in 3.5), we will take the direct limit over all covers of U (see 2.2) to
find the actual sheaf cohomology. We will use Lemma 2.4 and show that the
set of brick wall covers is cofinal in the set of all covers of U (see Lemma 3.14
below), and so it will be sufficient for all our purposes to consider only brick
wall covers.
It will be enough to consider covers with only two layers of bricks, since
the cohomology of covers with more layers of bricks can be found by piecing
together two layers at a time, using Mayer-Vietoris.
Definition. A brick wall cover of a band in the cylinder (or, more generally, of
any rectangle) is a finite covering by open t-θ rectangles (“bricks”), satisfying
the following properties:
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• The rectangles can be partitioned into sets (“layers”) so that all rect-
angles in one set cover the same interval of t values (“All bricks in the
same layer have the same height”);
• Each brick contains points that are not in any other brick; and
• There are no worse than triple intersections, i.e., the intersection of two
bricks in one layer does not meet the intersection of two bricks in either
of the two adjoining layers.
Figure 2: A brick wall cover, and one which is not
Note that we do not require that the number of bricks be the same in each
layer, nor that the layers have the same height, nor that the bricks within one
layer have the same width. See Figure 2, where we have “unrolled” the band,
and where thick lines indicate intersections. Later we will allow brick walls
with countably many layers, although the number of bricks in each layer will
still be finite.
Let U = I ×S1 be a band around the cylinder, which we cover by a brick
wall of two layers. Let the top layer have m bricks A1 through Am, and the
bottom layer have n bricks B1 through Bn. (We choose our numbering of
the A’s and B’s so that B1 meets both A1 and Am.) Denote this covering
by Bmn . Let IA and IB denote the intervals of t values which are covered by
the A and B layers respectively. We also assume that U contains at most one
Bohr-Sommerfeld leaf, and that this leaf is not contained in the intersection
between the two layers. (It is possible to perform the calculation without this
assumption. However, this case is sufficient for our purposes—since eventually
we’ll be taking finer and finer covers, we can always arrange that the Bohr-
Sommerfeld leaves avoid the intersections between brick layers—and avoids
some complications in the argument.) The most challenging part of this
calculation is the bookkeeping, so we will set out our notational conventions
at the outset.
A 0-cochain is given by a leafwise flat section on each brick in the cover,
which as we showed in 3.1 is of the form f(t)eitθ for some smooth function f .
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We will denote the functions corresponding to the set Aj and Bk by aj and
bk, respectively, so that for example ak(t)e
itθ is the element of the cochain
defined on Ak.
A 1-cochain is given by a section on each intersection of two bricks. The
functions corresponding to the intersections Ai ∩ Aj and Bk ∩ Bl will be
denoted by aij and bkl respectively. The function corresponding to the set
Aj ∩ Bk will be denoted by cjk. Thus, the aij’s and bkl’s give the parts of
the 1-cochain defined on the intersections within one layer of the brick wall,
while the cjk’s are on the intersections between the layers. In particular, the
a’s are functions of t defined on IA, the b’s are defined on IB , and the c’s are
defined on IAB = IA ∩ IB .
As we noted before, the order in which sets are written in intersections is
important in Cˇech cohomology—it doesn’t matter how we do it, as long as
we’re consistent—and so we set out our conventions here. We will write sets
with smaller index before those with larger index (wrapping around, so that
n is considered “less” than 1), and sets on the A layers will be written before
sets in the B layer. (Thus, we would write A2A3, AmA1, and AmA1B1.) Also,
on an intersection, we will use the θ coordinate from the set written first in
the intersection by these conventions. Finally, the “branches” of θ will be
chosen so that θAm = θA1 +2π on AmA1, θBn = θB1 +2π on BnB1, θB1 = θA1
on A1B1, and the θ coordinates on all other double intersections agree.
As in section 3.2, H0 = 0 because there are no global sections, and Hj =
0 for j ≥ 3 because this cover has at most triple intersections. We start
with H1—as with the simpler cover, this is where all the interesting things
happen—and deal with H2 later.
Suppose we’re given a 1-cocycle. This is a collection of aij(t), bkl(t), and
cjk(t), for all possible intersections of the A’s and B’s,
8 satisfying certain
conditions, which we’ll deal with in a moment. We seek aj, bk defined on each
Aj and Bk which make up a 0-cochain whose coboundary is our {aij , bkl, cjk}.
Just looking at the bricks within one layer, the situation is identical to the
cover Ek considered in the previous section, and we get a system of equations
like (3.7). For the A layer, we get m equations in the m unknown functions
a1, . . . , am defined on IA, which, after applying the relationships between
8 Note that the aij and bkl will actually be
ai(i+1) and bk(k+1), 1 ≤ i ≤ m− 1, 1 ≤ k ≤ n− 1,
plus am1 and bn1. The cjk, on the other hand, will be defined for all pairs (j, k) for which
Aj and Bk intersect; it is not possible a priori to say which pairs exist, but as discussed in
a moment, there will be m+ n of the cjk.
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the various θ coordinates and cancelling common factors of eitθ, give the m
equations
a12 = a2 − a1
a23 = a3 − a2
...
am1 = am − e
2πita1
(3.12)
as functions of t defined on IA. Provided these equations are consistent,
they uniquely determine a1, . . . , am from the aij (by the same linear algebra
argument as for the cover Ek in Lemma 3.5). As in in that case, these equations
will be consistent provided e2πit 6= 1 on IA.
A similar set of n equations:
b12 = b2 − b1
...
bn1 = bn − e
2πitb1
(3.13)
holds for the n functions bk on IB , which, again provided e
2πit 6= 1 (on IB),
uniquely determine the bk from the bkl.
Thus, all of the functions making up our 0-cochain are already determined
just from the elements of the 1-cocycle which only exist within one layer.
However, we also have a number of equations coming from the intersections
between the layers, which need to be taken into account.
First of all, note that there are n + m double intersections between the
layers. This can be seen easily from Figure 3, which shows the view of the
middle of a typical two-layer brick wall cover. Start at one point and go
around the cylinder, counting double intersections. A new one will be added
to the count every time we pass one of the vertical lines, i.e. the intersection
between two bricks in the same layer. Since there are m bricks in one layer
and n in the other, there are a total of m+ n vertical lines, and thus m+ n
double intersections between bricks in different layers. (A similar argument
shows that there are m+ n triple intersections in this cover.)
On each such double intersection, there is a cjk which must satisfy
cjk = bk − aj (3.14)
as functions of t on IAB , and so we have m+n cjk’s and m+n such equations.
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Figure 3: The intersection of two brick layers
We also have relations among the aij, bij , and cjk, coming from the fact
that they make up a cocycle. These equations come from the triple intersec-
tions of sets in the cover. Since there are m+ n triple intersections, we have
m+ n equations, which are of the form
c(i+1) k − cik + ai (i+1) = 0 from AiAi+1Bk
or
bk (k+1) − cik + ci (k+1) = 0 from AiBkBk+1
(3.15)
depending on whether the intersection has two A’s or two B’s. (This is
ignoring, for the moment, when there are factors of e2πit to worry about,
which only happens near A1 and B1.) These are the cocycle conditions,
which are again equalities of functions of t defined on IAB .
Essentially, we have m+n extra equations that the ai and bj must satisfy,
but we have m+n conditions that the extra equations satisfy, which is enough
to cancel each other out. In what follows we show more detail, but this is the
essential idea.
Re-write equations (3.15) as
c(i+1) k − cik = −ai (i+1) (3.16a)
cik − ci (k+1) = bk (k+1) (3.16b)
Think of the aij and bkl as being given, and these m+n equations as defining
the cjk in terms of them. Since there are m+n unknowns (the cjk), provided
they are consistent and not underdetermined, they define the cjk uniquely.
This will be the case provided the determinant of the matrix of coefficients of
the system is not zero.
Order the cjk by just going around the central part of the band. From Fig-
ure 3, we can see that each double intersection meets two triple intersections;
thus, each cjk appears in two (successive) equations in (3.16): once with its
predecessor, and once with its successor. If we write all of the equations in
the form given in (3.16), then a given cjk has a positive sign when it appears
with its predecessor, and a negative sign when it appears with its successor,
and these are its only appearances. Thus the coefficient matrix for the system
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(3.16) will have mostly zeros, except each row will have one −1 and one +1
in adjacent entries.
Finally, there are two places where we need to take into account the change
in θ coordinates, which happens between Am and A1 and between Bn and
B1. The two corresponding cocycle equations are
c11e
itθA1 − cm1e
itθAm + am1e
itθAm = 0 on AmA1B1 (3.17a)
bn1e
itθBn − ck1e
itθAk + ckne
itθAk = 0 on AkBnB1 (3.17b)
(where Ak is the brick in the A layer that straddles the intersection of B1 and
Bn).
Using the fact that θA1 = θAm − 2π, we rewrite (3.17a) as
c11e
itθAm−2πit − cm1e
itθAm + am1e
itθAm = 0 on AmA1B1
which yields
c11e
−2πit − cm1 = −am1. (3.18)
As for (3.17b), since θBn = θAk , we can cancel the e
itθ terms immediately to
get
ckn − ck1 = bn1. (3.19)
Therefore, the coefficient matrix for the system (3.16) can be put in the
form: 
−1 1 0 · · · 0 0
0 −1 1 · · · 0 0
...
. . .
0 0 0 · · · −1 1
e−2πit 0 0 · · · 0 −1
 (3.20)
By expanding along the bottom row, we can see that this matrix has deter-
minant e−2πit − 1, and thus the equations (3.15) have a unique solution for
the cjk provided, as usual, that e
2πit 6= 1 on IAB—which is precisely what we
are assuming.
Finally, it is straightforward to check that cjk = bk−aj, where the aj and
bk are the ones found already, gives a solution to (3.15).
The upshot of all of this is that the ai and bk are determined entirely by
the parts of the cocycle defined on the intersections within one layer, namely
the aij and the bkl. The parts of the cocycle defined on the intersections
between the layers (the cjk) don’t have any effect on the ai and bk, because of
the cocycle conditions. Thus, given a 1-cocycle, provided that e2πit is never
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1 on the band, it is the coboundary of a 0-cochain, and so the first Cˇech
cohomology is zero.
Now consider the case when e2πit = 1 somewhere on the band. If e2πit0 =
1 for some t0 ∈ IA, then by an elementary linear algebra argument, the
equations (3.12) are only consistent if
a12(t0) + a23(t0) + · · ·+ am1(t0) = 0.
In this case, there is a unique solution for {b1, . . . , bn} on IB , but there is
only a solution for {a1, . . . , am} if a1(t0) + · · · + am(t0) = 0. Since m /∈ IAB ,
the system (3.16) still has a unique solution, which is compatible with the
solutions for the a’s and b’s by the cocycle conditions. Thus, in this case, H1
will be given by
H1 = Z1/{a1(t0) + · · · + am(t0) = 0} (3.21)
where Z1 is the space of 1-cocycles.
Lemma 3.6. The set of 1-cocycles Z1 is isomorphic to
C∞(IA)
m ⊕ C∞(IB)
n,
provided there is no integer in IAB .
Proof. As discussed above, if we think of the {aij} and {bkl} as being given,
we can view the equations (3.15) as defining the functions {cjk} in terms
of the a’s and b’s; as noted above, this system will have a unique solution
if e2πit 6= 1 on IAB . Thus, specifying a 1-cocycle amounts to giving the m
functions {a12, a23, . . . , am1} on IA and the n functions {b12, b23, . . . , bn1} on
IB . Thus Z
1 ∼= C∞(IA)
m ⊕ C∞(IB)
n.
Lemma 3.7. The quotient (3.21) is isomorphic to C.
Proof. Map Z1 ∼= C∞(IA)
m ⊕ C∞(IB)
n → C via
(f1, . . . fm+n) 7→ f1(t0) + f2(t0) + · · · fm(t0).
As in the argument in Lemma 3.3 (Section 3.2), this is a surjective homomor-
phism, and gives the desired quotient.
On the other hand, if e2πit = 1 on IB, the same argument applies to the
bkl and gives the same result for the cohomology.
To sum up, we have shown the k = 0 and k = 1 cases of the following:
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Lemma 3.8. Let U be a band around the cylinder containing at most one
Bohr-Sommerfeld leaf, with a brick wall cover Bmn of two layers. Assume that
the Bohr-Sommerfeld leaf is contained in at most one layer of bricks. The
the sheaf cohomology of U with respect to the cover Bmn is 0 if U contains no
Bohr-Sommerfeld leaf, and
HkBmn (U ;J )
∼=
{
C k = 1
0 k 6= 1
(3.22)
if it contains one Bohr-Sommerfeld leaf.
Proof of H≥2. Unlike the simpler cover of section 3.2, we do have triple in-
tersections in this cover, and so it is not immediate that H2 = 0. However, it
will not take long to dispose of this calculation.
A 2-cochain is one section for each triple intersection, which again can
be represented by a smooth function of t on the appropriate interval. Since
all the triple intersections lie along the intersection of the two layers, these
functions will be defined on IAB. Denote these functions by f ’s, and call them
fj (j+1) k for the intersections AjAj+1Bk and fjk (k+1) for AjBkBk+1.
Since there are no quadruple intersections, there are no 3-cochains, and
so every 2-cochain is a cocycle. Thus, to show that H2 is trivial, we need to
show that every 2-cochain is a coboundary. So suppose we are given the f ’s
making up a 2-cochain.
There are m+ n triple intersections, as noted above, and thus m+ n f ’s.
On each intersection we have an equation of the form
c(j+1) k − cjk + aj (j+1) = fj (j+1) k (3.23)
or
bk (k+1) − cjk + cj (k+1) = fj k (k+1) (3.24)
This gives m + n equations in the 2(m + n) unknowns (the a’s, b’s, and
c’s) and so has infinitely many solutions. (The equations are clearly linearly
independent and so consistent.) Thus every 2-cocycle is a coboundary, and
H2 = 0.
Finally, Hk = 0 for k ≥ 3 since there are no k + 1-fold intersections.
3.4 Mayer-Vietoris
In this section we apply a Mayer-Vietoris type argument to find the cohomol-
ogy of the union of two open sets. The argument follows that given in [BT],
Section I.2.
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Let U = S1 × IU and V = S
1 × IV be bands around M , where IU and IV
are intervals. Fix a covering A = {Aα} of M . This induces coverings on U ,
V , and U ∩V (which we will still denote by A). In what follows, we compute
sheaf cohomology always with respect to these covers.
Consider the sequence of Cˇech cochain complexes
0→ C∗A(U ∪ V,J )
q
→ C∗A(U,J )⊕ C
∗
A(V,J )
r
→ C∗A(U ∩ V,J )→ 0 (3.25)
For ease of notation, use α for α0 · · ·αk, so that Aα = Aα0···αk . The map
q restricts a component of a cochain fα on Aα to U ∩ Aα and V ∩ Aα,
respectively. The map r is defined as follows:(
r(f, g)
)
α
= fα− gα on U ∩ V ∩Aα.
Proposition 3.9. The sequence (3.25) is exact.
Proof. By construction rq = 0, so we wish to show ker r ⊂ im q. Suppose
(f, g)
r
7→ 0. This means that for each α, fα = gα on Aα∩U ∩ V . By the first
axiom of sheaves (see 2.2), there exists a function hα on Aα ∩ (U ∪ V ) which
restricts to fα and gα on the appropriate sets. The collection of hα for each
α gives a cochain h with q(h) = (h
∣∣
U
, h
∣∣
V
) = (f, g). This shows exactness at
the middle.
Exactness at the left end merely requires that q be injective, namely that
if f
∣∣
U∩Aα
= g
∣∣
U∩Aα
and f
∣∣
V ∩Aα
= g
∣∣
V ∩Aα
, then f = g on (U ∪ V ) ∩ Aα.
This is the second axiom of sheaves.
Exactness at the right end requries that r be surjective. This is the most
interesting part, as we don’t have any sheaf axioms left; the argument in [BT]
uses partitions of unity, which do not exist for all sheaves. In our case, we
have partitions of unity in the t directions, which is sufficient.
Explicitly, let A be an element from the cover A. An element of J looks
like h = a(t)eitθ ; suppose such an element is given on A ∩ U ∩ V . Let
ρU (t), ρV (t) be two functions on R supported on IU and IV respectively, with
ρU + ρV ≡ 1. Then ρV h is a section over U , and −ρUh is a section over V ,
both of which are in J , since they are of the form (smooth function)× eitθ.
Furthermore, ρV h− (−ρUh) = h on U ∩ V ∩A. Thus ρV h⊕ (−ρUh) maps to
h under r.
Therefore r is surjective, and the sequence (3.25) is exact.
Proposition 3.10 (Band Sheaf Mayer-Vietoris). Let U and V be bands in
M . There is a long exact sequence of sheaf cohomology
· · · → Hk(U ∪ V,J )→ Hk(U,J )⊕H1(V,J )→
→ Hk(U ∩ V,J )→ Hk+1(U ∪ V,J )→ · · · (3.26)
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This sequence holds both for actual sheaf cohomology, and also for cohomol-
ogy computed with respect to a particular cover.
Proof. For each covering A of M , there is a short exact sequence of cochain
complexes (3.25), computed with respect to A. Each induces a long exact
sequence in cohomology, as usual, which is (3.26) with respect to the cover
A, and so the cover-specific result is shown.
Next, the sheaf cohomology of M is the direct limit, over the set of open
covers of M , of the cohomology with respect to each cover. The maps in
the directed system of open covers are just the restriction of sheaf elements to
smaller sets in a finer cover (see 2.2). Since the maps in the directed system of
open covers are just restrictions, which commute with the coboundary maps
in the cochain complexes, they induce transformations of cochain complexes.
By Lemma 2.6, this induces a map between the corresponding long exact
sequences of cohomology, namely, the Mayer-Vietoris sequences of cohomology
with respect to the particular covers. Thus we have, in essence, a directed
system of long exact sequences of the form (3.26), with respect to the particular
covers.
The maps in this directed system, which are restrictions, commute with
the maps in the long exact sequences, which are also restrictions or subtrac-
tions (defined following (3.25)). Hence, by Lemma 2.5, the exactness passes
to the direct limit, and thus we have the sequence (3.26) in actual cohomol-
ogy.
Corollary 3.11. Let U and V be bands in M , such that U ∩ V does not
contain a Bohr-Sommerfeld leaf. Let B be a brick wall cover of U ∪ V , which
restricts to a brick wall cover on U ∩ V with only two layers. Then
HkB(U ∪ V,J )
∼= HkB(U,J )⊕H
k
B(V,J ). (3.27)
(The case we’re most concerned with is k = 1. It is true for other values of k
as well, though in this case both sides are 0.)
Proof. We have the sequence (3.26) with respect to the cover B. NowHk−1B (U∩
V,J ) and HkB(U ∩ V,J ) are both zero for all values of k, by the results in
Section 3.3: if k 6= 1 then HkB(U ∩ V,J ) = 0 automatically, and if k = 1 then
it follows from the assumption that U ∩V contains no Bohr-Sommerfeld leaf.
Therefore, the map in (3.26)
HkB(U ∪ V,J )→ H
k
B(U,J )⊕H
k
B(V,J )
is an isomorphism.
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3.5 Refinements and covers: scaling the brick wall
In this section we show that the cohomology computed in the preceding sec-
tions is the actual sheaf cohomology of U .
Theorem 3.12. Let U be a band in the cylinder M . Then
Hk(U ;J ) ∼=
{
C
ν k = 1
0 k 6= 1
(3.28)
where ν is the number of Bohr-Sommerfeld leaves contained in U , and where
the cohomology is the actual sheaf cohomology.
The proof of this theorem uses a couple of technical lemmas.
Lemma 3.13. The cohomology of a band which contains no Bohr-Sommerfeld
leaf, with respect to a brick wall cover, is trivial, even if the brick wall has
countably many layers.
Proof. Suppose a brick wall covering B is given.
We first show that H1 = 0. This requires that, given a 1-cocycle η, we
can find a 0-cochain β whose coboundary is η.
Index the layers by some appropriate set of integers, and denote the kth
layer by Rk, made up of mk bricks. Then η is a collection of mk functions
defined on the intersections between bricks in each layer Rk, plus a number of
functions defined on the intersections between adjacent layers. The 0-cochain
β, on the other hand, is a collection of mk functions β
k
1 , . . . , β
k
mk
on each of
the bricks Bk1 , . . . B
k
mk
in Rk, for all k.
As we saw in section 3.3, however, the functions βk1 , . . . , β
k
mk
are uniquely
determined from the intersections within the layer Bk. We also saw that
the cocycle conditions guarantee that these solutions are consistent with the
requirements that come from the parts of η defined on the intersections be-
tween bricks in different layers. More briefly, the βkj ’s are defined entirely by
the parts of η living on the kth layer, and the layers above and below don’t
interfere.
Thus, given η, β is uniquely determined on each brick, and thus uniquely
determined as a cochain. Thus η is a coboundary, and H1 is zero.
The argument for the cohomology in other dimensions is similar.
The following is a standard result (for example, [Dg], Theorem XI.4.5):
Lemma (Lebesgue’s Number Lemma). Given a covering of a compact metric
space X, there is a number δ such that any subspace of X of diameter less
than δ is contained in one of the sets of the cover.
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Lemma 3.14. Any open cover A of a band U has a refinement which is
a brick wall cover (with possibly countably many layers of bricks). (Recall
that one cover B is a refinement of another cover A if every element of B is
contained in some element of A.)
Proof. Assume a cover A of U = I × S1 is given.
Divide U up into a countable union of closed bands {Rk}∞k=−∞, by dividing
I up into a union of closed intervals, with the properties
• each Rk overlaps its two neighbours Rk−1 and Rk+1 by some positive
amount (i.e. their interiors overlap);
• Rk does not intersect any Rj other than its two neighbours; and
• the union of the Rk equals U .
The covering A induces a covering of each layer Rk.
Starting with R0 and proceeding inductively in both directions, choose a
covering {Bk1 , . . . , B
k
nk
} of Rk, with each Bkj a closed rectangle, so that
• each Bkj is contained in some element of A (which, if the B
k
j are chosen
small enough, is possible by Lebesgue’s number lemma—if necessary,
divide Rk into more layers),
• the collection Bk = {B˚
k
1 , . . . , B˚
k
nk
} form a layer of bricks (in terms of
their overlaps), where˚denotes interior, and
• the coverings B−k, . . .Bk form a brick wall (mostly, this amounts to
choosing the overlaps between bricks in one layer to avoid the overlaps
between bricks in the neighbouring layers).
Then the cover B :=
⋃∞
k=−∞ Bk is a brick wall covering of U which is a
refinement of A. (The fact that the partial cover is a brick wall at each stage
ensures that the entire cover is a brick wall; the condition that the interiors
of the Rk’s overlap ensures that there are no “gaps” in the cover, and the fact
that the Rk’s cover U guarantees that the B˚kj ’s cover all of U .)
Proof of Theorem 3.12. Let B be a brick wall covering of U , with possibly
countably many layers, such that no Bohr-Sommerfeld leaf lies in more than
one layer of bricks.
Denote by Bn the layer containing the n
th Bohr-Sommerfeld leaf (i.e.
the one corresponding to the integer n), and let Vn be the union of all
35
layers of bricks between (but not including) Bn and Bn+1. Note that Bn
and Vn are bands, and Vn contains no Bohr-Sommerfeld leaf. Then by
Lemma 3.13, H∗B(Vn;J ) = 0, while from the calculations in sections 3.2 and
3.3, H∗B(Bn;J )
∼= C for each n appearing.
Since U is a finite union of Bn’s and Vn’s, H
∗
B(U ;J ) is the finite sum of
the cohomologies of Bn and Vn, by the cover-specific Mayer-Vietoris. Thus
we have
HkB(U ;J )
∼=
{
C
ν k = 1
0 k 6= 1
(3.29)
for any brick wall covering B.
However, by Lemma 3.14, any covering of U has a refinement which is a
brick wall. In the language of direct limits, the set of brick wall coverings is
cofinal in the directed system of coverings used to calculate sheaf cohomology.
(See Lemma 2.4.) Since the cohomology computed using any brick wall cover
is the same, cofinality means that the actual sheaf cohomology is the one
computed with these covers, and thus we have (3.28).
Corollary 3.15. Let U and V be bands in M , such that U ∩ V does not
contain a Bohr-Sommerfeld leaf. Then
Hk(U ∪ V,J ) ∼= Hk(U,J )⊕Hk(V,J ). (3.30)
in actual sheaf cohomology.
Proof. This is just Corollary 3.11, without the dependence on the cover. Since
we now know thatHk−1(U∩V,J ) andHk(U∩V,J ) are both zero for all values
of k, without the cover dependence, the same argument as in Corollary 3.11
shows that
Hk(U ∪ V,J ) ∼= Hk(U,J )⊕Hk(V,J ).
4 The complex plane
The second model space we consider is the complex plane C. In this section we
describe the set-up of the model space, and compute the the sheaf cohomology
of C by hand. The result we obtain is a little surprising, in that the count
over Bohr-Sommerfeld leaves excludes the origin. The heart of the surprising
result is Propositions 4.3 and 4.6.
The coordinates we use on C are (s, φ), where (r, φ) are standard polar
coordinates and s = 12r
2. In these coordinates, the standard symplectic form
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has the expression ω = ds ∧ dφ. (Note that dφ is not defined at s = 0, but
this form extends smoothly there.)
The plane is equipped with a singular real polarization given by the dis-
tribution P = span{ ∂
∂φ
}, which is integrable. Its integral manifolds are the
circles of constant s. Note that this is not quite a foliation, because the man-
ifold with s = 0 is a point, while the others are circles, but it is a singular
foliation, as in 2.4.
4.1 The sheaf of sections flat along the leaves
Let L be the trivial line bundle C × C. The symplectic form ω is exact(
ω = d(s dφ)
)
, and so the connection defined in the canonical trivialization of
L by
∇Xσ = dσ(X) − σis dφ(X)
(where σ : C→ C) is a prequantization connection.
As before, we denote by J the sheaf of sections flat along the leaves.
Proposition 4.1. The sections which are flat along the leaves are of the form
a(s)eisφ, for arbitrary smooth functions a.
Proof. The argument is very similar to the argument in section 3.1, with t
replaced by s. A section of L over U is given by a map σ : U → C. It will be
flat along the leaves if
0 = ∇Xσ = X(σ) − σ is dφ(X) ∀X ∈ P.
Since P is the span of ∂
∂φ
, this is the same as
0 = ∇ ∂
∂φ
σ =
∂σ
∂φ
− σis,
i.e.
∂σ
∂φ
= isσ.
Thus, the sections flat along the leaves are those of the form
σ = a(s)eisφ (4.1)
for a some smooth function of s.
This calculation applies anywhere but at the origin (s = 0), as ∂
∂θ
is not
defined there. However, as we will see (Prop 4.3), this is enough to determine
the value of σ at 0.
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Lemma 4.2. The Bohr-Sommerfeld leaves on C are precisely the circles {s =
k}k∈N. In other words, if s is not an integer, there is no (nonzero) flat section
defined over all of ℓs.
Proof. This is exactly the same argument as in Section 3: in order for eisφ to
be defined on an entire leaf, that is, the entire range of φ from 0 to 2π, it is
necessary for s to be an integer.
Proposition 4.3. If U is a small open disc centered at 0, then J (U) = 0.
Proof. By Lemma 4.2, a leaf only possesses a global flat section if its s value
is an integer. Since U is a disc, it is made up of the union of leaves. On
every leaf which has a non-integer s value, and in particular, all those near
the origin, a flat section must be zero. Since a section is continuous, it must
be zero everywhere. Thus there are no flat sections over U other than the
zero section.
Another way of stating this is: Any section must be 0 on any open disc
around the origin on which it is defined. This implies that the stalk of J over
0 is zero, but it is actually a stronger condition.
4.2 Cohomology
In this section we calculate Hk(U,J ) for certain open sets U ⊂ C by a similar
procedure as in section 3.
First of all, suppose U is an annulus centered at the origin, {(s, φ) | r0 <
s < r1, r0 > 0}. This set is analogous to the band considered in section 3,
and we have the same result for it:
Proposition 4.4. If U is an annulus centered at the origin which contains
at most one Bohr-Sommerfeld leaf, its sheaf cohomology is
H1(U,J ) =
{
C if U contains a Bohr-Sommerfeld leaf
0 if not
(4.2)
and Hk(U,J ) = 0 for k 6= 1.
Proof. This is the same proof as for Prop 3.4. The set U and the elements
of the sheaf have the same form here as there, with t replaced by s, and the
same argument goes through word for word.
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E
F
G
A
Figure 4: The cover A
Next, consider the open set A which is a disc centred at the origin, sur-
rounded by three sets E,F,G in a ring, none of which intersects a Bohr-
Sommerfeld orbit. (See Figure 4.) Let A denote the cover {A,E,F,G}, and
U = A ∪ E ∪ F ∪G. We will calculate HkA(U ;J ), beginning with H
1.
As before, we set out our bookkeeping conventions at the outset. We will
use the same conventions as in 3.2, namely, that intersections will be written
in the order EF , FG, GE. For intersections involving A, the A will always
come first: AEF , etc. On an intersection, we will always use the φ coordinate
from the set written first in these conventions, unless that set is A, in which
case we use the second set (since there is no φ coordinate defined on all of
A). We choose the φ coordinates so that φG = φE + 2π on GE while the φ
coordinates agree on the other intersections. Finally, let IA denote the range
of s-intervals covered by A, IO (for “outer”) denote the range of s-intervals
covered by E, F , and G, and IAO = IA ∩ IO.
Let α = {αVW }V,W=A,E,F,G be a 1-cochain. The coboundary of α is given
by
(δα)V WX = αWX − αV X + αVW .
Thus if α is a cocycle, δα = 0 and we have the following equations:
hEF e
isφE − hAF e
isφF + hAEe
isφE = 0 on AEF
hFGe
isφF − hAGe
isφG + hAF e
isφF = 0 on AFG
hGEe
isφG − hAEe
isφE + hAGe
isφG = 0 on AGE
(4.3)
where the h’s are smooth functions of s defined on the appropriate interval.
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Cancelling the factors of eisφ, we get
hEF − hAF + hAE = 0 (4.4a)
hFG − hAG + hAF = 0 (4.4b)
hGE − e
−2πishAE + hAG = 0 (4.4c)
as functions of s, on IAO.
Next, to see if α is a coboundary, we ask if there exists a 1-cochain β
such that δβ = α. Unravelling the definitions, given hVW (s) satisfying equa-
tions (4.4), we seek elements of J {gV e
isφV }V=A,E,F,G, each defined on the
corresponding set, such that
gW e
isφW − gV e
isφV = hVW e
isφ on V ∩W (4.5)
for all choices of V,W .
First, on AE, (4.5) would give
gEe
isφE − gAe
isφA = hAEe
isφE on AE, (4.6)
but by Prop. 4.3, there are no nonzero sections on A. So the term involving
gA is zero, and we get gE = hAE on IAO. Similarly, gF = hAF and gG = hAG
(on IAO). This determines β on all intersections with A.
For the definition of β outside of A, we need to define the gs on the rest
of IO.
Lemma 4.5. The functions gE , gF , and gG extend to functions on all of IO.
Proof. The functions hEF , hFG, and hGE are defined on IO; the functions
hAE , hAF , and hAG are defined on IAO. At present, we have defined gE , gF ,
and gG only on IAO.
Adding up the three equations (4.4a), (4.4b), and (4.4c) and rearranging,
we obtain
(1 − e−2πis)hAE(s) = −
(
hEF (s) + hFG(s) + hGE(s)
)
(4.7)
which is true on IAO. But the functions on the right side are defined on all of
IO. Provided e
−2πis 6= 1 (which is true by our assumption that none of these
sets contain a Bohr-Sommerfeld leaf), this gives that hAE(s) on IAO is equal
to a function that is defined on all of IO. We can use this to define gE on the
rest of IO.
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Similarly, by adding e−2πis·(4.4a), (4.4b), and (4.4c), we get a similar
result for gF ; the case for gG is similar. For reference, we collect here the
equations defining the g’s:
(1− e−2πis)gE = −
(
hEF + hFG + hGE
)
(4.8a)
(1− e−2πis)gF = −
(
e−2πishEF + hFG + hGE
)
(4.8b)
(1− e−2πis)gG = −
(
e−2πishEF + e
−2πishFG + hGE
)
(4.8c)
These extensions define β on the rest of the sets E, F , and G.
Finally, there are additional conditions that β must satisfy, which arise
from the intersections around the outside of the ‘ring,’ namely EF , FG, and
GE. If we apply (4.5) to these intersections, we get the following conditions,
which are required for δβ = α:
hEF e
isφE = gF e
isφF − gEe
isφE on EF
hFGe
isφF = gGe
isφG − gF e
isφF on FG
hGEe
isφG = gEe
isφE − gGe
isφG on GE
(4.9)
Using the convention that φG = φE + 2π and cancelling factors of e
isφ as
before, we obtain
hEF = gF − gE
hFG = gG − gF
hGE = e
−2πisgE − gG
(4.10)
on IAO. However, the gs given by (4.8), satisfy these equations with no further
restrictions (still assuming e2πis 6= 1). For example, using (4.8b) and (4.8a),
gF − gE = −
1
(1−e−2πis)
(
e−2πishEF + hFG + hGE
)
+ 1
1−e−2πis
(
hEF + hGE + hFG
)
=
1
1− e−2πis
(
(1− e2πis)hEF
)
= hEF
as required.
(In fact, the required conditions (4.10) are the same as the cocycle con-
ditions (4.4), except that the latter only apply on the intersections with A,
while the above calculation applies on the entire domain of β. This is remi-
niscent of what we saw in 3.3 (around equations (3.15) and (3.16)), where the
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conditions for compatibility of two sets of solutions were precisely the cocycle
conditions.)
Therefore, given any cocycle α ∈ C1, there exists a β ∈ C0 such that
δβ = α, and hence every 1-cocycle is a coboundary. Thus, we have proved
the following:
Theorem 4.6. For U ∈ C an open disc centred at 0, and A the cover given
in Figure 4, H1A(U ;J ) = 0.
The cohomology in all other dimensions is trivial:
Proposition 4.7. HkA(U ;J ) = 0 for k 6= 1 as well.
Proof. First consider k = 0. As noted in section 3.2, H0(U ;J ) is the space
of global sections of J over U . Since there are no such sections, H0 is zero.
Next, consider H2.
A 2-cochain α is a collection {aAEF e
isφE , aAFGe
isφF , aAGEe
isφG}, and is
automatically a cocycle.
A 1-cochain β is a collection {bVW e
isφU }U,V=E,F,G,A. Now α will be δβ if
bEF e
isφE − bAF e
isφF + bAEe
isφE = aAEF e
isφE on AEF
bFGe
isφF − bAGe
isφG + bAF e
isφF = aAFGe
isφF on AFG
bGEe
isφG − bAEe
isφE + bAGe
isφG = aAGEe
isφG on AGE
(4.11)
Using the convention that φG = φE + 2π on GE, and cancelling factors of
eisφ, we obtain:
aAEF = bEF − bAF + bAE
aAFG = bFG − bAG + bAF
aAGE = bGE − e
−2πisbAE + bAG
(4.12)
on IAO. This is a system of 3 equations in 6 unknowns, and thus has many
solutions. (It is easy to check that it is consistent.) There is the question
of extendability: for example, aAGE is only defined for s ∈ IAO, while bEF
needs to be defined for s ∈ IO. However, if we set bEF , bFG, and bGE to zero,
the resulting system in bAE , bAF , and bAG is the same system as (3.8), which
has a solution provided that e2πis 6= 1. Since there are no Bohr-Sommerfeld
leaves in any of the sets we are considering, this condition holds, and so the
sytem (4.12) always has a solution. Thus, any cocycle is a coboundary, and
the second cohomology is trivial.
Finally, for k ≥ 3, there are no (k + 1)-fold intersections, and so there is
no cohomology.
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Proposition 4.8. The cohomology calculated with respect to this particular
cover is the actual sheaf cohomology.
Proof. This is essentially the same argument as in Section 3.5. The only
modification that we need is in the form of the cover, as a brick wall doesn’t
immediately apply to the complex plane. The types of covers we use are
as follows: a brick wall covering (a brick wall in s, φ coordinates) of the set
{s 6= 0}, plus a disc centred at zero. It is clear that any cover has a refinement
of this form: away from the origin the same argument applies as with the brick
wall, and around the origin we need only take a small enough disc.
4.3 Mayer-Vietoris
Proposition 4.9. If each of U, V ⊂ C is either an open annulus or an open
disc, centered at the origin, then the sequence
· · · → H1(U ∪ V,J )→ H1(U,J )⊕H1(V,J )→
→ H1(U ∩ V,J )→ H2(U ∪ V,J )→ · · · (4.13)
as in Prop. 3.10, is exact.
Proof. Away from 0, the exact same argument as in section 3.4 applies, with
t replaced by s. Near 0, we need another argument.
Assume U is a disc centered at 0, and V is an annulus centered at 0 which
overlaps with U and whose closure does not contain 0. Consider the sequence
of Cˇech cochain complexes computed with respect to some cover B (which
here may be any cover):
0→ C∗B(U ∪ V,J )
q
→ C∗B(U,J )⊕ C
∗
B(V,J )
r
→ C∗B(U ∩ V,J )→ 0 (4.14)
which is (3.25) from section 3.4 (where the definition of the maps r and q
is given). Exactness at the left and the centre only relies on properties of
sheaves, as described in the proof of Prop 3.9, and thus still hold in this
case. Exactness on the right requires r to be surjective, namely, given some
h ∈ J (B ∩ U ∩ V ), we need f ∈ J (U) and g ∈ J (V ) whose difference on
B ∩ U ∩ V is h. As in the proof of Prop 3.9, we take a partition of unity
(ρU (s), ρV (s)) over the s-intervals covered by U and V , and let f = ρV h on
U ∩ B, g = ρUh on V ∩ B. The only possible concern is that, if B contains
the origin, f must be zero on any disc centred at 0 contained in B ∩U . Since
V does not contain 0, this means there is a disc around zero outside V ; and
since ρV is zero outside V , f must therefore be zero on this disc, and therefore
on any disc in B ∩ U .
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By repeated applications of Mayer-Vietoris, we obtain:
Theorem 4.10. Let U ⊂ C be either an annulus or a disc, centred at the
origin. Then
H1(U,J ) ∼= Cm
where m is the number of Bohr-Sommerfeld leaves, excluding the origin, con-
tained in U .
5 Example: S2
The simplest example of a toric manifold, which is ubiquitous9 in textbooks
on symplectic geometry, is S2 with an action of S1 by rotations about the
z-axis. In this case the moment map is simply the height function. (See
Figure 5.) This example serves as a good illustration of the results of this
paper: despite its simplicity, it contains the essential idea of our method.
Figure 5: The moment map on the 2-sphere
In fact, once we draw the picture in Figure 6, further explanation is almost
unnecessary. The orbits of the circle action are circles of constant height,
plus the two singular orbits at the north and south poles. A neighbourhood
of a circle orbit looks like a neighbourhood of a circle in the cylinder, and a
neighborhood of one of the poles looks like a neighbourhood of the origin in
9 This is probably because it is the only toric manifold of dimension less than 4 (by
Delzant’s classification, see [CdS1]), and so it’s the only one that can be drawn on a page.
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R
2, as illustrated in Figure 6. We have determined the cohomology of each
of these neighbourhoods in the preceding two sections, and we transfer these
results over to the sphere.
Figure 6: Neighbourhoods of orbits on the 2-sphere
More formally, let M = S2, and ω1 be the standard symplectic (area)
form, normalized so that the total area of the sphere is 2π. Let L1 be the
complex line bundle with Chern class 1, which is a prequantum line bundle
for S2. Let Lk = L
⊗k
1 , which will then be a prequantum line bundle for S
2
with symplectic form ωk := k ω1, by the additivity of the Chern class.
As mentioned above, the height function µ is a moment map for the circle
action, normalized so the total height of the sphere is 1; similarly, if we take
the same circle action but use the symplectic form ωk, then its moment map
is k times the height function, which we denote by µk : S
2 → R. The fibres
give a singular Lagrangian fibration.
The Bohr-Sommerfeld leaves in this example are the leaves on which the
moment map has an integer value, which we can see as follows. As in sec-
tion 2.1.1, Bohr-Sommerfeld fibres are those with trivial holonomy, i.e. those
leaves ℓ such that
exp
(
i
∫
ℓ
Θk
)
= 1
where Θk is a potential 1-form for the connection on the prequantum line
bundle Lk. This will be true iff∫
ℓ
Θk =
∫
Σ
ωk ∈ 2πZ
where Σ is a surface whose boundary is ℓ. Taking Σ to be the “bottom cap,”
the set of points with height less than ℓ, then ℓ will be Bohr-Sommerfeld iff k
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times the area of Σ is an integer multiple of 2π— that is, iff µk(ℓ) is an integer.
(See Figure 5, where k = 4. It is true in general that the Bohr-Sommerfeld
points are integer points of the moment map — see Proposition 9.1.) Since
the image of µk will be the interval [0, k], there will be k+1 integer points in
this interval, including the endpoints.
Cover R by a sequence of pairwise overlapping intervals. This induces a
covering of S2 by sets Uj which are the equivalent in S
2 of bands in the model
spaces. In fact, we have a symplectomorphism from such a set to a band in
the cylinder, or a disc in C. By the results in Section 8, the cohomology of
Uj is isomorphic to the cohomology of the corresponding band or disc in the
model space. This cohomology is trivial in all dimensions other than 1, as
we have seen, and even in dimension 1 is only non-trivial if Uj contains a
non-singular Bohr-Sommerfeld leaf. Adding up the results from all of the Uj
by Mayer-Vietoris (Proposition 6.4 below), we have:
Theorem 5.1. The sheaf cohomology Hq(S2,J ) is zero if q 6= 1, and has
dimension equal to the number of non-singular Bohr-Sommerfeld leaves if
q = 1.
Thus, when the prequantum line bundle is Lk, the quantization has di-
mension (k − 1).
6 The multidimensional case
For the case of higher dimensions, the model space we use is (R×S1)n−k×Ck,
where k will be determined by the dimension of the leaf. In this section we
describe the basic set-up of the model space, as well as prove some results
about piecing together in the multidimensional case. Computation of the
cohomology of the model space is postponed until the following section.
6.1 The model space
LetM0 = (R×S
1)m×Ck (where for the moment we write m for n−k, simply
for ease of notation), with coordinates
(t1, θ1, . . . , tm, θm, s1, φ1, . . . , sk, φk)
using the same conventions as in sections 3 and 4. In these coordinates, the
standard symplectic form is given by
ω = dt1 ∧ dθ1 + · · ·+ dtm ∧ dθm + ds1 ∧ dφ1 + · · · dsk ∧ dφk,
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which is equal to
d(t1 dθ1 + · · ·+ sk dφk). (6.1)
The calculations, at least in the beginning, are exactly the same as in the
one-dimensional case, except with more indices.
The polarization is P = span{ ∂
∂θi
, ∂
∂φj
} whose leaves are surfaces of con-
stant t and s. If we map M0 to R
m+k by projecting onto the t and s coordi-
nates, the polarization is given by the level sets of this map. Let L0 be the
trivial bundle M0 × C, which we make a prequantum line bundle by giving
it a connection whose potential 1-form is Θ = t1 dθ1 + · · · + sk dφk, so that
dΘ = ω.
Definition 6.1. A band in (R × S1)m is a set of the form I × (S1)m where
I is an open rectangle, i.e. the product of intervals, in Rm. More generally, a
band in (R × S1)n−k × Ck is a band in the preceding sense in (R × S1)n−k,
times the product of discs centred at 0 in Ck. Even more generally, a band in
a manifold M is a set symplectomorphic to a band (in the preceding sense)
in (R × S1)n−k × Ck.
6.2 The flat sections
Proposition 6.2. A section of L0 which is flat along the leaves locally has
the form
σ = a(t1, t2, . . . , sk)e
i(t1θ1+t2θ2+···+skφk), (6.2)
which we may write as
a(t, s) ei〈t,θ〉ei〈s,φ〉
where a is a smooth function.
Proof. Let σ : U → C be a section of L0, which we view as a C-valued function
using the canonical trivialization. Then σ is flat along the leaves if ∇Xσ = 0
for all X ∈ P ; this will be true iff
∇ ∂
∂θj
σ = 0
∇ ∂
∂φl
σ = 0
(6.3)
for all appropriate values of j and l, since the connection is linear in X.
Applying the argument from the proof of Proposition 3.1 to each θ and φ
component in turn (note that the connection potential 1-form has the same
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form in each component here as it did in the proposition), we obtain the
differential equations
0 =
∂σ
∂θj
− σitj 0 =
∂σ
∂φj
− σisj (6.4)
for all θ and φ coordinates. Together, these equations imply the desired
result.
As before, we have
Proposition 6.3. The Bohr-Sommerfeld set of M0 is Z
m × Nk ⊂ Rm+k.
Proof. The Bohr-Sommerfeld points are those with integer t values, and pos-
itive integral s values, by exactly the same argument as in the cases of the
cylinder and the complex plane.
6.3 Multidimensional Mayer-Vietoris
Proposition 6.4. Let U and V be subsets of M which are each the union of
leaves of the polarization. Then the sequence
· · · → H1(U ∪ V,J )→ H1(U,J )⊕H1(V,J )
→ H1(U ∩ V,J )→ H2(U ∪ V,J )→ · · · (6.5)
of sheaf cohomology is exact.
Proof. Let A be a cover of U ∪ V , which induces a cover of U , V , and U ∩ V
as in section 3.4. Consider the sequence
0→ C∗A(U ∪ V,J )
q
→ C∗A(U,J )⊕ C
∗
A(V,J )
r
→ C∗A(U ∩ V,J )→ 0 (6.6)
of Cˇech cochain complexes computed with respect to the cover A. We claim
this sequence is exact.
The argument to show this is very similar to the proof of Proposition 3.9,
which is the same result in the case of the cylinder. Exactness at the left and
the middle follows from properties of sheaves, exactly as in that proof.
Exactness at the right is less straightforward. To show exactness, we
need surjectivity of r; so let A be a set in the cover A and h an element of
J (A ∩ U ∩ V ). We require a flat section f on U ∩ A and g on V ∩ A whose
difference on U ∩ V ∩A is h.
Since U and V are unions of leaves, they can be written as π−1(BU ) and
π−1(BV ) for some subsets BU and BV of B. Since B is a manifold with
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corners, we can find a partition of unity on BU , BV . By composing with the
projection π : M → B, we obtain a partition of unity ρU , ρV for U and V .
(We take supp(ρU) ⊂ U .)
Now let f = ρV h and g = −ρUh. Then f is a section over U , which is flat
along the leaves because h is flat along the leaves and ρV is constant on the
leaves. Similarly, g is a leafwise flat section defined over V . It is clear that
f − g = h on U ∩ V ∩A.
Therefore r is surjective, and the sequence (6.6) is exact.
The short exact sequence (6.6) gives a long exact sequence in cohomology,
as usual, which is the sequence (6.4) with respect to the cover A. Doing this
for each A yields such a sequence for every cover. By the same argument as
in (3.10), the exactness passes to the limit, and we have (6.4).
Remark. The existence of the exact sequence (6.4) seems to be true for
cohomology using arbitary sheaves—see [Iv], III.5.10. However, it is instruc-
tive to see how the particular properties of our sheaf allow a direct proof of
Mayer-Vietoris.
7 A better way to calculate cohomology
He that goeth forth and weepeth, bearing precious seed, shall doubtless
come again with rejoicing, bringing his sheaves with him.
— Psalm 126:6
For the higher dimensional model spaces, the challenge with trying to
compute the cohomology of a cover directly, as we did in sections 3 and 4,
is that in order to adequately cover a set of higher dimensions, the covers,
and thus the bookkeeping, become more and more complicated. Instead, we
use a sheaf theoretic argument to obtain the cohomology. I am grateful to
Ruxandra Moraru for suggesting this approach, and for explaining much of
the sheaf theory to me.
The structure of this section is as follows. First, in 7.1, we discuss the
theoretical tools we will use. Then, in section 7.2, we apply them to the
2-dimensional case (which we have already calculated), for practice. After
outlining the upcoming calculations in 7.3, in section 7.4 and 7.5 we apply
our tools to the higher-dimensional case.
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7.1 Theory
7.1.1 Spectral sequences
We will not attempt to describe the theory of spectral sequences in detail
here, but refer the reader to [BT]. We will briefly review some of the facts
about spectral sequences that will be necessary for our calculations, which we
will not attempt to state in full generality, but just enough to suffice for our
purposes.
Figure 7: A spectral sequence
Recall that a spectral sequence is a collection {(Er, dr)}, where the Er are
vector spaces, the dr : Er → Er are differentials (i.e. dr ◦ dr = 0), and each
group is the cohomology of the previous one, with respect to its differential:
Er+1 = H(Er, dr). Usually, Er comes with a bigrading, and dr shifts the
bidegree, mapping Ep,qr to E
p+r,q−r+1
r .
A spectral sequence is often drawn in a chart, as in Figure 8, where each
group Ep,q is put in the appropriate square, and where we can think of each
different r sitting on a different “page” in the diagram. The maps dr go
between the groups as shown; as r increases, the target of dr for a fixed
source moves down the diagonal.
If, for some r, all of the differentials are zero, then Er+1 = Er, since ker dr
is everything and im dr is zero. If there is some s such that all dr are zero for
r > s, then all of the Er’s for r > s are the same, and we say the spectral
sequence stabilizes or converges. We denote the common value of Er for r > s
by E∞.
In many applications, a bigraded spectral sequence is used to obtain some
singly-graded object. The grading on a spectral sequence is obtained from
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✲
✻
0 1 2 3 4
p→
0
1
2
3
↑
q
✲
✻
0 1 2 3 4
p→
0
1
2
3
↑
q
✲
d1
❍
❍
❍
❍
❍❥d2
◗
◗
◗
◗
◗
◗
◗◗s
d3
Figure 8: The diagram of a spectral sequence, and its differentials
the bigrading by summing along the diagonal:
Ekr =
⊕
p+q=k
Ep,qr
If we say a spectral sequence converges to some singly-graded object, we mean
it in this sense.
We observe that if, for some r ≥ 2, the diagram of a spectral sequence has
only one non-zero row, then the spectral sequence stabilizes at that value of
r. More precisely:
Proposition 7.1. Let (Ep,qr , dr) be a spectral sequence. Suppose that there
is some number m such that, for some s ≥ 2,
Ep,qs = 0 for all q 6= m.
Then the spectral sequence stabilizes for r = s, i.e. E∞ = Es.
Proof. Since ds maps from E
p,q
s to E
p+s,q−s+1
s , if s ≥ 2, ds maps to a group
with a different value of q. If there is only one value of q for which the
groups are non-zero, this implies that all the differentials must be zero. (See
Figure 9, where all the blank boxes are zero, and a ∗ represents something
possibly nonzero.) Thus the spectral sequence stabilizes.
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✲
✻
0 1 2 3 4
p→
0
1
2
3
↑
q
∗ ∗ ∗ ∗ ∗
❍
❍
❍
❍❍❥
❍
❍
❍
❍❍❥
Figure 9: The differentials are all zero.
7.1.2 Leray spectral sequence
The spectral sequence we will be using is the following.
Theorem 7.2 ([G], Theorem 4.17.1). Let f : M → B be a continuous map,
and let S be a sheaf over M . Then there is a spectral sequence (called the
Leray spectral sequence), whose E2 term is given by
Ep,q2 = H
p(B;Rqf∗S) (7.1)
(whereRqf∗S are the direct image sheaves defined below) and which converges
to Hp+q(M,S).
Definition 7.3 ([GH], p. 463). Let f : X → Y , and let S be a sheaf on X.
The qth direct image sheaf Rqf∗S is the sheaf arising from the presheaf
U 7→ Hq
(
f−1(U),S
)
. (7.2)
In the case q = 0, the sheaf is denoted simply by f∗S and called the pushfor-
ward sheaf of S by f .
In the cases we consider, rather than find the higher direct image sheaves
directly by using the above definition, we will find the stalks of the sheaves.
The following result will be very useful in these calculations.
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Theorem 7.4 (“Sheaf Theorist’s Trick”). Let f : X → Y be a proper map
between locally compact spaces, and let S be a sheaf on X. For y ∈ Y and
q ∈ N the restriction map
(Rqf∗S)y → H
q
(
f−1(y);S
∣∣
f−1(y)
)
(7.3)
(where (Rqf∗S)y denotes the stalk of the sheaf R
qf∗S at y, as in Definition 2.3)
is an isomorphism.
Proof. This is Theorem III.6.2 from [Iv]. See also [G], Remarque 4.17.1.
In the cases we consider, the differentials will be trivial, and so usually
Hm(M,S) =
⊕
p+q=m
Hp(B,Rqπ∗S). (7.4)
We will use the Leray spectral sequence twice in the course of this calculation:
once with the map (R× S1)n → Rn, and once with (S1)n → (S1)n−1.
Notation. We generally use J to denote the sheaf of sections flat along the
leaves. In what follows, use Jn to denote this sheaf over (R× S
1)n, when we
need to be specific about the dimension. We will often need to consider one
component of (R× S1)n at a time, with other components fixed. We will use
the notation t to mean (t1, . . . , tn) as usual, but we will also use t
n−1 to mean
(t1, . . . , tn−1), to emphasize that we are not dealing with the coordinate tn.
We will use a similar notation θn−1.
7.1.3 Skyscraper sheaves
Definition. A skyscraper sheaf supported at a point p is a sheaf S whose
every stalk is zero except the stalk at p. More precisely, let A be some abelian
group. Then S(U) = A if p ∈ U , and S(U) = 0 otherwise. The group A is
called the tower of the sheaf.
More generally, we allow a skyscraper sheaf to be supported at more than
one point, provided the set of such points is discrete. Thus, for us, a skyscraper
sheaf is one whose every stalk is zero outside of some discrete set.
Lemma 7.5 (Cohomology of a skyscraper sheaf). Suppose S is a skyscraper
sheaf supported on the discrete set I ⊂ X, with towers Ai respectively. Then
the cohomology of S is
H0(X,S) =
⊕
i∈I
Ai
Hq(X,S) = 0 q > 0
(7.5)
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Proof. This is a standard result. Since H0 is just the global sections of the
sheaf, the result for q = 0 is immediate from the definition; the result for
q > 0 is, for example, Proposition IX.4.3 in [M].
7.2 The case of one dimension
Consider the map R × S1
π
→ R. Recall that elements of the sheaf J locally
have the form a(t)eitθ .
Let I ⊂ R be an open interval. By Definition 7.3, the pushforward sheaf
π∗J is given by
π∗J (I) ∼= H
0(I × S1,J ).
This is just the set of global sections of J over I × S1; as we argued in
Section 3.2, this is 0 for all intervals I.
Similarly, the higher direct image sheaves are given by
(Rqπ∗J )(I) = H
q(I × S1,J ).
The cohomology of I×S1 was computed in Section 3.2. From Proposition 3.28,
we have that it is zero for all q, except when the interval I contains an integer,
in which case H1 ∼= Cm, where m is the number of integers in I (and all other
Hq are still zero). Thus:
Lemma 7.6. The qth direct image sheaf Rqπ∗J1 is 0 in the case q 6= 1, and
a skyscraper sheaf supported on Z, with all towers C, if q = 1.
Proof. The case q 6= 1 is a restatement of the preceding paragraph. From the
same discussion, supposing I is small,
R1π∗J1(I) =
{
C if I contains an integer
0 if I contains no integer
(7.6)
This is just the definition of a skyscraper sheaf. Its support is the set of
integers.
7.3 The structure of the coming calculation
In the following section, we will calculate Hm(U ;J ) for U ⊂ (R× S1)n. The
calculation is somewhat complicated, and so we outline it here.
1. Let π : (R × S1)n → Rn be the obvious projection, and let π(U) = V .
The Leray spectral sequence gives Hm(U ;J ) in terms ofHp(V ;Rqπ∗J ),
so we need Rqπ∗J .
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2. The sheaf theorist’s trick gives a stalk of Rqπ∗J as H
q(π−1(t);J ′),
where t ∈ Rn. Since π−1(t) = {t} × T n, this amounts to finding
Hq(T n;J ′).
3. Let ρ : T n → T n−1 be projection onto the first (n− 1) coordinates. The
Leray spectral sequence applied to ρ gives us Hm(T n;J ′) in terms of
Hp(T n−1;Rqρ∗J
′).
4. The sheaf theorist’s trick gives a stalk of Rqρ∗J
′ as Hq(ρ−1(x);J ′),
where x ∈ T n−1.
5. Finally, ρ−1(x) = {x} × S1, and so the calculation of Hq(ρ−1(x)) is
reduced to the calculation of Hq(S1), which is essentially the same cal-
culation as the one in section 3.2.
We fill in the details in the following section, in reverse order: The calcu-
lation in item 5 is carried out in Lemma 7.7, to find the sheaves in item 4.
Item 3 is done in Lemma 7.8, where we use the Leray spectral sequence to find
Hm(T n;J ′) by an induction argument. We apply this to find a description
of the sheaf Rqπ∗J in Corollary 7.9. In Lemma 7.10, we apply the previous
result to find Hp(V ;Rqπ∗J ), as in 1. And finally, in Theorem 7.11 we use
this to find the sheaf cohomology of a band in (R × S1)n.
In section 7.5, we carry out the same calculation in the case where the
leaf is partially singular. The idea is the same, but the calculation is simpler,
and we only use the Leray spectral sequence once, applied to the map that
projects out one of the singular components.
We remark that this outline shows the purpose of considering the stalks
of the higher direct image sheaves, rather than trying to compute the sheaves
themselves from Definition 7.3. If we were to follow through this calculation
considering the sheaf over a small open set at each stage instead of the stalk,
we would in step 5 be computing not Hq({pt} × S1;J ′) but Hq(W × S1;J ),
where W is some small neighbourhood in T n−1 × Rn. To do this directly by
a method similar to section 3, we would have to use a cover of a (2n − 1)-
dimensional set, which becomes combinatorially unmanageable. The sheaf
theorist’s trick permits us to use induction in step 5 instead.
7.4 The case of several dimensions: non-singular
As noted above, let Jn be the sheaf of leafwise flat sections over (R × S
1)n.
Let J ′n denote the restriction of Jn to {t}× (S
1)n. (The sheaf J ′n will depend
on the value of t, though this is not made explicit in our notation.) Elements
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of J ′n will have the local form
a′(t1, . . . , tn)e
i(t1θ1+···+tnθn), (7.7)
where t1, . . . tn are constant, and a
′ is the germ of a smooth function of the t
variables. We will be very careful in the following to note what sheaf we are
working with. Let
π : (R× S1)n → Rn
be the projection to the R factors, and let
ρ : T n → T n−1
be projection to the first n− 1 factors.
Lemma 7.7. The higher direct images of J ′n are
Rqρ∗J
′
n
∼=
{
J ′n−1 if tn ∈ Z and q = 1
0 otherwise
(7.8)
Proof. First, the case q = 0 is easy to see directly: Let U be a small open
neighbourhood in T n−1. The preimage π−1(U) is U×S1, and (ρ∗J
′
n)(U) is just
the set of elements of J ′n over U×S
1. As noted above in (7.7), elements of J ′n
can be written locally as a′ei(t1θ1+···+tn−1θn−1)eitnθn , where (θ1, . . . , θn−1) ∈ U
and θn ranges from 0 to 2π.
In order for such a creature to be defined on the whole set, it must have
the same value for θn = 0 as for θn = 2π, as germs of functions of the t
variables. This is impossible, even if tn ∈ Z—for example, e
itθ and eitθ+2πit
are different as germs, even if their values are the same for t ∈ Z. Thus there
are no elements of J ′n defined on all of U × S
1, and so π∗J
′
n = 0.
Next, consider the case q = 1.
Recall that
(R1ρ∗J
′
n)θ
∼= H1(ρ−1(θ),J ′n) = H
1(θ × S1,J ′n) (7.9)
View J ′n as a sheaf over S
1. This calculation is very similar to the one in
section 3.2; the difference is that we will be dealing with germs in the t
variables, instead of functions of t.
Cover S1 with three sets E, F , and G, as in section 3.2. An element of
J ′n over S
1 looks like
a′ei(t1θ1+···+tn−1θn−1)eitnθn
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where θ1, . . . , θn−1 are fixed, and θn ranges over all values from 0 to 2π, and
all the t variables are fixed. This element is determined by a′, which is the
germ of a smooth function of (t1, . . . , tn).
A Cˇech 1-cochain is a collection of three elements of J ′n, one for each
intersection of E, F , and G. Thus such a cochain is determined by three
germs {a′EF , a
′
FG, a
′
GE}. All 1-cochains are cocycles.
The calculation of this cohomology is more or less the same as in sec-
tion 3.2. In order for the cochain {a′EF , a
′
FG, a
′
GE} to be a coboundary, we
need a 1-cochain {bE , bF , bG} which is a primitive.
This condition leads us to a set of equations like (3.7), except with some
extra factors:
aEF e
itnθEei〈t,θ〉 = bF e
itnθF ei〈t,θ〉 − bEe
itnθEei〈t,θ〉 on E ∩ F (7.10a)
aFGe
itnθF ei〈t,θ〉 = bGe
itnθGei〈t,θ〉 − bF e
itnθF ei〈t,θ〉 on F ∩G (7.10b)
aGEe
itnθGei〈t,θ〉 = bEe
itnθEei〈t,θ〉 − bGe
itnθGei〈t,θ〉 on G ∩ E (7.10c)
Here each of the a’s and b’s are germs in t1, . . . tn.
The argument following (3.7) in section 3.2 goes through unchanged, work-
ing with germs rather than functions. (The extra factor of ei〈t,θ〉, since it is
nonzero, can be cancelled from each equation. It is also worth noting that
the role of t in section 3.2 is played here by tn.) We get the same matrix
(3.9) for the system, and the same condition that the system has a solution
if e−2πitn 6= 1. We can think of tn as a parameter of the sheaf, and if it is not
an integer, then the cohomology in (7.9) is zero.
If e−2πitn = 1, then by the same linear algebra argument, the system has
a solution only if
aEF
∣∣
tn
+ aFG
∣∣
tn
+ aGE
∣∣
tn
= 0. (7.11)
Thus the cohomology (7.9) is given by
H1(θ × S1,J ′n)
∼= {germs in t1, . . . tn}/{aEF
∣∣
tn
+ aFG
∣∣
tn
+ aGE
∣∣
tn
= 0}.
(7.12)
Define a map from 1-cochains to J ′n−1 by
{a′EF , a
′
FG, a
′
GE} 7→ (a
′
EF + a
′
FG + a
′
GE)e
i(t1θ1+···+tn−1θn−1).
Its kernel is cocycles which have
(
a′EF +a
′
FG+a
′
GE
)∣∣
tn
= 0, i.e. coboundaries.
Therefore,
J ′n−1(U)
∼= {cocycles}/{coboundaries} ∼= H1(U ;J ′n),
which equals R1ρ∗J
′
n.
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Finally, a similar technique works for the higher direct images—the argu-
ment of Section 3.2, with germs instead of functions, shows that Rqρ∗J
′
n = 0
for q ≥ 2.
Lemma 7.8. Assume t ∈ Zn. Then
Hm({t} × T n;J ′n)
∼=
{
0 if m 6= n
C if m = n.
(7.13)
If t /∈ Zn, then Hm({t} × T n;J ′n) = 0.
Proof. Assume first that all coordinates of t are integers. We proceed by
induction on n.
First, the case of n = 1 is just Lemma 7.6: H1 ∼= C, Hother = 0.
Consider the Leray spectral sequence for the map ρ. It will have E2 term
given by
Ep,q2 = H
p(T n−1;Rqρ∗J
′
n).
By Lemma 7.7, all of the Rqρ∗J
′
n are zero except R
1. Therefore, only one
row of the spectral sequence is non-zero, and thus, as discussed in Proposi-
tion 7.1, the spectral sequence immediately stabilizes and E∞ = E2. Thus
Hm(T n;J ′n) = E
m
∞
∼=
⊕
p+q=m
Hp(T n−1;Rqρ∗Jn)
∼= Hm−1(T n−1;R1ρ∗J
′
n)
(7.14)
where the last line is true because all Rq are zero except R1. Also by
Lemma 7.7, R1ρ∗J
′
n
∼= J ′n−1. Thus
Hm(T n;J ′n)
∼= Hm−1(T n−1;J ′n−1).
The induction is complete.
Now, suppose that t /∈ Zn. Without loss of generality, suppose tn /∈ Z.
Then by Lemma 7.7, all the sheaves Rqρ∗J
′
n are zero, and so all summands
in (7.14) are zero.
Corollary 7.9. The sheaf Rqπ∗Jn over R
n is 0 for q 6= n. When q = n, it is
a skyscraper sheaf supported on Zn, with each tower isomorphic to C.
Proof. Assume first that t ∈ Zn.
By the sheaf theorist’s trick, a stalk of Rqπ∗Jn has the form
(Rqπ∗Jn)t ∼= H
q
(
π−1(t),J ′n
)
∼= Hq
(
T n,J ′n
)
.
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In Lemma 7.8, we just showed that this is isomorphic to C, if q = n, and 0
otherwise. Therefore, the sheaf R1π∗Jn has stalk C when t ∈ Z
n, and zero
otherwise.
Lemma 7.10. For V ⊂ Rn,
Hp(V,Rqπ∗J ) =

0 if q 6= n
C
ν if p = 0 and q = n
0 if p ≥ 1
(7.15)
Here ν is the number of points in the intersection V ∩ Zn.
Proof. This all follows from Corollary 7.9.
The first case follows since Rqπ∗J = 0 if q 6= n, and so the cohomology is
zero (the cohomology of a zero sheaf is zero).
The second case follows since the sheaf is a skyscraper. As given in
Lemma 7.5, the 0th cohomology of a skyscraper sheaf is the direct sum of
the towers. Since Rnπ∗J has tower C over each point of Z
n, the result for
p = 0, q = n follows.
The third case follows because the higher cohomology of a skyscraper sheaf
is zero.
Theorem 7.11. For U ⊂ (R × S1)n a band, Hn(U,J ) ∼= Cν , where ν is the
number of Bohr-Sommerfeld orbits contained in U . For all other values of m,
Hm(U,J ) = 0.
Proof. Let ν be the number of Bohr-Sommerfeld leaves contained in U , and
let V = π(U) ⊂ Rn. Since the Bohr-Sommerfeld leaves are precisely the fibres
of π over the points in Zn, ν is the number of points in the intersection V ∩Zn.
At last, we will apply the Leray spectral sequence to the map π : (R ×
S1)n → Rn. The E2 term of the sequence is
Ep,q2 = H
p(V ;Rqπ∗J ). (7.16)
According to Lemma 7.10, this is only non-zero if (p, q) = (0, n). Thus the
spectral sequence has only one non-zero entry (never mind one non-zero row),
and so by Proposition 7.1, the spectral sequence stabilizes immediately and
Hm(U,J ) =
⊕
p+q=m
Hp(V,Rqπ∗J ). (7.17)
The only non-zero summand is the (0, n) one, which again by Lemma 7.10 is
isomorphic to Cν .
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7.5 The partially singular case
We now deal with the case where the Bohr-Sommerfeld leaf is singular. This
means that the model space is (R × S1)n−k × Ck, for some k > 0. In this
case, a simple neighbourhood of the leaf is a more general band: the product
of bands around the cylinder components, and a product of discs in the C
components (see Definition 6.1).
Theorem 7.12. If U ⊂ (R × S1)n−k × Ck is a band, and k > 0, then
Hm(U ;J ) = 0 for all values of m.
Proof. Assume, for definiteness, that k = 1, so U ⊂ (R× S1)n−1 × C.
Let
p : U → Y = (R× S1)n−1
be projection onto the first n−1 coordinates. The Leray spectral sequence for
the map p gives Hm(U ;J ) in terms of Hr(Y ;Rqp∗Jn). By the sheaf theorist’s
trick (Theorem 7.4), the sheaf Hr(Y ;Rqp∗Jn) is given by
(Rqp∗J )x ∼= H
q(p−1(x);J ′n), (7.18)
where J ′n is the sheaf Jn restricted to p
−1(x) = {x} ×D2.
Elements of the sheaf J , recall, have the local form a(t, s)ei〈t,θ〉ei〈s,φ〉.
Since we are assuming for the moment that k = 1, elements of J ′ locally have
the form a′(t, s)ei〈t,θ〉eisφ, where a′ is the germ of a smooth function of all the
(n − 1) t variables, and a smooth function of s. In D2, the φ and s variables
can change; the t and θ variables are fixed by x (in fact x = (t,θ)). Call such
a creature a “semigerm”. Thus we wish to calculate
Hq({x} ×D2;J ′n)
where J ′n is the sheaf of semigerms.
This calculation is almost identical to the one in Section 4, except that
the elements of the sheaf are of the form a′(t, s)ei〈t,θ〉eisφ instead of a(s)eisφ.
The same calculation as the one following Proposition 4.4 goes through in
this case, except that the coefficients hEF , etc., are semigerms instead of just
functions of s, and there is an extra factor of ei〈t,θ〉 multiplying everything.
For example, equation (4.3) becomes
hEF e
〈t,θ〉eisφE − hAF e
〈t,θ〉eisφF + hAEe
〈t,θ〉eisφE = 0 on AEF
hFGe
〈t,θ〉eisφF − hAGe
〈t,θ〉eisφG + hAF e
〈t,θ〉eisφF = 0 on AFG
hGEe
〈t,θ〉eisφG − hAEe
〈t,θ〉eisφE + hAGe
〈t,θ〉eisφG = 0 on AGE
(7.19)
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where each hUV (t, s) is a germ in the t variables and a smooth function of s.
Regardless of the (fixed) values of t and θ, e〈t,θ〉 will be nonzero, and so
it can be cancelled from each of the equations. Also, as in section 4.2, we can
cancel the factors of eisφ, keeping track of the conventions on the φ coordinates
(given in 4.2 just before equation (4.4)). This gives a set of equations identical
to (4.4), this time for the semigerms hEF , hFG, etc., and the calculation
proceeds exactly the same, and gives the same result for {x} × D2 as in
Theorem 4.6, that the degree 1 cohomology is zero.
Similarly, the argument in the proof of Proposition 4.7 goes through un-
changed, with semigerms and the extra factor of e〈t,θ〉, and tells us that the
cohomology in all other degrees is trivial.
Finally, we return to the calculation of Hm(U ;J ). By what we have just
shown, Rqp∗J is zero for all q ≥ 0. Thus H
r(Y ;Rqp∗J ) = 0 for any choice of
r and q, and so the Leray spectral sequence for the map p not only stabilizes,
it has all E2 terms equal to zero. Therefore H
m(U ;J ) = 0 for all m.
Note we have assumed for simplicity that k = 1, but the same argument
will hold if k > 1 as well; there will just be more s and φ coordinates. Thus
Hm(U ;J ) = 0 for all m (7.20)
whenever the leaf is at all singular.
8 Piecing and glueing
The conditions in Definitions 2.8 guarantee that our spaces of interest have
neighbourhoods which look like open sets in the model spaces. We will use
the results on the cohomology of the model spaces to obtain results about the
cohomology of these spaces. In this section we develop the theory necessary
to transfer results about sheaf cohomology from one manifold to another.
The fact that our spaces are locally symplectomorphic to (R × S1)n−k ×
C
k is a part of the definition. In section 8.2 we also obtain, with no extra
hypotheses, a stronger condition on the symplectomorphism, which will enable
us to compare sheaf cohomology. Finally, in 8.3, we put everything together
to prove our main theorem about the cohomology of thse spaces.
First, though, we need some theory.
8.1 Necessary sheaf theory
Lemma 8.1. Let S and T be sheaves over manifolds M and N , respectively,
and f : M → N a smooth map. Suppose that, for every open set V ⊆ N , we
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have a group homomorphism10
f ♯ : T (V )→ S
(
f−1(V )
)
which is compatible with both f and the restriction maps in the sheaves, in
the sense that
(f ♯α)
∣∣
f−1(V )
= f ♯(α
∣∣
V
) for all V and α ∈ T (V ). (8.1)
Then, for any open V ⊆ N , f ♯ induces a map
f∗ : H∗
(
f−1(V ),T
)
→ H∗(V,S).
Furthermore, this process is ‘functorial,’ in the sense that the composition of
induced maps is the map induced by the composition.11
Proof. In brief, the map f ♯ induces a cochain map which is compatible with
the coboundary, and thus induces a map on cohomology. The details are
straightforward, and are left to the reader.
8.2 The induced map on cohomology
Theorem 8.2. Let N be a compact symplectic manifold with prequantiza-
tion line bundle (LN ,∇
N ), equipped with a locally toric singular Lagrangian
fibration. Let V be a neighbourhood of a leaf ℓN symplectomorphic to a
neighbourhood U of a leaf ℓ0 in a model space M0 = (R × S
1)n−k × Ck (the
existence of V and U is guaranteed by Definition 2.8). Then there exists an
invertible map f ♯ : JM0
∣∣
U
→ JN
∣∣
V
.
The proof of Theorem 8.2 proceeds by a series of lemmas. Definition 2.8
guarantees the existence of a symplectomorphism f : U → V . We first find
a trivialization of L0, with respect to which its connection has potential one-
form f∗ΘN (where ΘN is the potential one-form of ∇
N ). Then we use this
trivialization to define f ♯ in such a way that it takes flat sections to flat
sections, proved in Lemma 8.6.
10In our applications, f ♯ will be induced by f , hence the notation.
11 In more detail: Suppose we have maps
M
f
→ N
g
→ P,
and maps on sheaves
Q
g♯
→ T
f♯
→ S .
Suppose further that h = g◦f , h♯ = f ♯◦g♯, and all the requisite compatibilities are satisfied.
Then h∗ = f∗g∗ as maps on sheaf cohomology.
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Lemma 8.3. We may choose ℓ0 so that the holonomies of ℓ0 and ℓN are
equal.
Proof. As noted above, we already have a symplectomorphism f : U → V .
Changing t (the coordinate on Rn−k) by a constant doesn’t change the sym-
plectic form onM0, and so we are free to choose t0, the value of t corresponding
to ℓ0 = f
−1(ℓN ).
Each leaf of the singular fibration is homeomorphic to T n−k for some k—
this is another consequence of the definition. Write m = n− k, as before. Let
β1, . . . , βm be the set of fundamental cycles in T
m given by loops around each
θ coordinate. These are then mapped by f to a set of fundamental cycles for
ℓN , which we denote γ1, . . . , γm.
The holonomy around γj is
exp
(
i
∫
γj
ΘN
)
(see section 2.1.1), while the holonomy around βj is
exp
(
i
∫
βj
Θ0
)
= exp
(
i
∫
βj
∑(
ta dθa + sb dφb
))
= e2πitj .
Thus, if we choose the jth coordinate of t0 to be
1
2π
∫
γj
ΘN
for each j = 1, . . . ,m, then the holonomies of ℓN and ℓ0 will be equal.
Lemma 8.4. The bundle LN is trivializable over V ⊂ N .
Proof. The hypotheses on our spaces guarantee that we can choose V to be
of the form Im × Tm × (D2)k, with the leaf ℓN being identified with the
central torus ℓN ∼= {t
m} × Tm × {0}. A transverse neighbourhood is just
Im ×D2k, which is contractible; therefore LN is trivializable over it. There
is a free Tm action on V (just act on the Tm coordinate), which “sweeps
out” the transverse disc over the neighbourhood V . This action gives us a
trivialization over the whole neighbourhood.
Lemma 8.5. Choose a local trivialization of LN over V , and say ΘN is the
potential one-form of ∇N with respect to this trivialization. Then there is a
trivialization of L0 over U with respect to which ∇
0 has potential one-form
f∗ΘN .
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Proof. Let Θ1 = f
∗ΘN be the pullback of the potential one-form. We wish to
show that there is a trivialization of L0 with respect to which the connection
on M0 has potential one-form Θ1.
Since the curvature of each connection is the symplectic form on the re-
spective manifold, and f is a symplectomorphism, dΘ0 = f
∗dΘN = dΘ1.
Therefore Θ1 −Θ0 is closed.
Recall from the proof of Lemma 8.3 that we have chosen t0 so that∫
γj
ΘN =
∫
βj
Θ0
for all j. Pushing the left side forward by f−1, we obtain that∫
βj
Θ1 =
∫
βj
Θ0
for all j. Therefore Θ1 − Θ0 is closed and has integral 0 around all loops in
T k, and thus in ℓ0, and thus in U . Therefore, it is exact. (Note that the (s, φ)
coordinates do not enter into this consideration, since U is a disc in those
coordinates, and so there are no nontrivial loops in the (s, φ) coordinates.)
Write Θ1 = Θ0 + dG with G : U → R.
Now, suppose we change the trivialization of L0 by multiplying the fibres
by some (nonzero) function ψ : U → S1; i.e., we take (p, z) 7→ (p, ψ(p)z). By
Eq (2.4), this changes the potential one-form of a connection by subtracting
i 1
ψ
dψ from it. Thus, we require a function ψ such that
i 1
ψ
dψ = −dG.
Such a function is
ψ = eiG.
Thus, multiplying the canonical trivialization of L0 by e
iG gives a new triv-
ialization, with respect to which the connection ∇0 has potential one-form
Θ1.
Definition. Given N , M0, etc. as above, define the map f
♯ : Γ(V,LN ) →
Γ(U,LM ) as follows. Let sV be the unit section of LN in some trivialization
over V , and ΘN the corresponding potential one-form of ∇
N . By Lemma 8.5
there is a trivializing section sU of L0 over U , with respect to which ∇
0 has
potential one-form f∗ΘN . If σ is a section of LN , then σ = φ sV for a function
φ. Then f ♯σ is the section (φ ◦ f) sU .
Note that f ♯ is invertible, since f is invertible: map φ sU to (φ ◦ f
−1) sV .
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Lemma 8.6. If σ is flat along the leaves of N , then f ♯σ is flat along the
leaves of M0.
Proof. Since f is a diffeomorphism which carries leaves to leaves, it will suffice
to prove that ∇MX f
♯σ = 0 whenever ∇Nf∗Xσ = 0. This follows from chasing
the definitions, using a couple of facts about pullbacks and the chain rule.
Corollary 8.7. The map f ♯ defined above is a sheaf map from JM0
∣∣
U
to
JN
∣∣
V
.
Proof. Clearly f ♯ is compatible with the restriction maps, and thus it is a sheaf
map. Since it takes flat sections to flat sections, it maps JM0 to JN .
Given N , we have constructed an invertible map from JM0 to JN . Thus
the proof of Theorem 8.2 is complete.
Corollary 8.8. Under the conditions of Theorem 8.2,
H∗(U,JM ) ∼= H
∗(V,JN ).
Proof. By Theorem 8.2, f ♯ satisfies the conditions of Lemma 8.1, and thus
induces a homomorphism f∗ on cohomology. Note that f ♯ is invertible, and its
inverse g♯ satisfies the functoriality conditions in the footnote to Lemma 8.1.
Therefore, f∗ is an isomorphism, by the following standard argument: The
maps induced on cohomology by f ♯ and g♯ satisfy
f∗g∗ = id; g∗f∗ = id
by functoriality, and so they must be isomorphisms.
8.3 Patching together
Finally, we are in a position to state and prove our main theorem. First a
small lemma.
Lemma 8.9. LetM be a compact 2n-dimensional symplectic manifold, equipped
with a locally toric singular Lagrangian fibration. Then M can be covered by
finitely many open bands, such that any Bohr-Sommerfeld leaf is contained
in only one band.
Proof. Recall first the definition of our spaces of interest, Definition 2.8.
Cover the base B by sets U which are homeomorphic to open rectangles
in Rn−k × Rk+. By shrinking them, if necessary, we may assume that no
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Bohr-Sommerfeld point lies in more than one of them. Then the inverse
images of the U ’s in M will be symplectomorphic to the inverse images of the
rectanges in Rn−k × Rk+, which is precisely the definition of a band in this
context (Definition 6.1), and no Bohr-Sommerfeld leaf will lie in more than
one of them. Finally, finitely many of them will suffice to cover M since M
is compact.
Theorem 8.10 (Main Theorem). Let M be a compact 2n-dimensional sym-
plectic manifold, with a prequantization line bundle L, and with a (singular)
real polarization given by a locally toric singular Lagrangian fibration. Let
J be the sheaf of leafwise flat sections of L. Then the cohomology groups
Hq(M ;J ) are zero for all q 6= n, and
Hn(M ;J ) ∼=
⊕
b∈BS
C (8.2)
where the sum is taken over all non-singular Bohr-Sommerfeld fibres.
Proof. First, cover M by sets U as in Lemma 8.9. As each U is equivalent to a
band in (R×S1)n−k×Ck, via a symplectomorphism satisfying the conditions
of Theorem 8.2, it has the same cohomology as such a generalized band. By
the results in section 7, a band has sheaf cohomology Hq = 0 for all q 6= n, and
its nth cohomology has one copy of C for each non-singular Bohr-Sommerfeld
leaf it contains. By Mayer-Vietoris (Prop 6.4), the cohomology of M is the
sum of the cohomology of each of these generalized bands in the cover (since
we are assuming no Bohr-Sommerfeld leaf lies in the intersection of any two
sets in the cover), which gives us (8.2).
9 Real and Ka¨hler polarizations compared
As noted in section 2.4, the (singular) foliation of a toric manifold by the
fibres of the moment map is a singular Lagrangian fibration, and thus is a
singular real polarization. Thus, by the above theorem, the quantization of
a toric manifold has dimension equal to the number of nonsingular Bohr-
Sommerfeld leaves.
Proposition 9.1. For M a toric manifold with moment map µ : M → ∆ ⊂
R
n, the Bohr-Sommerfeld set is the set of integer lattice points in the mo-
ment polytope ∆. The singular Bohr-Sommerfeld points are the ones on the
boundary of the polytope.
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(This is a well-known result, but we include a proof here for the sake of
completeness.)
Proof. Guillemin and Sternberg discuss the connection between Bohr-Sommerfeld
points and action-angle variables in section 2 of [GS1]. Given a Lagrangian
fibration π : M → B with compact fibres, they construct action coordinates as
follows: Assume that p ∈ B is a regular value of π. Choose a neighbourhood
V ⊂ B of p such that ω is exact on π−1(V ), with β a primitive for ω. The
fibres of π for points in V are tori; choose a homology basis γ1(q), . . . , γn(q)
for the fibre over q ∈ V which depends continuously on q. Define the action
coordinates aj : V → R by
aj(q) =
1
2π
∫
γj(q)
β.
The {aj} are defined up to addition of a constant (which comes from changing
β) and multiplication by an element of GL(n,Z) (from changing the homology
basis {γj}).
The holonomy around γj(p) and γj(q) differ by exp i
(
aj(p)−aj(q)
)
. There-
fore, if the action coordinates are normalized so that aj(p) = 0 at some Bohr-
Sommerfeld point p, then another point q is a Bohr-Sommerfeld point iff all
aj(q) are integers.
For a toric manifold, the coordinate system consisting of coordinates on
∆ ⊂ Rn together with coordinates on the torus fibre give action-angle coordi-
nates, more or less by definition. Furthermore, because ∆ is a polytope and
thus simply-connected, these action-angle coordinates can be defined on all
of the interior of the polytope. The discussion in [GS1] is for the case of a
fibration, which here only applies to the regular values of µ, but it is not hard
to extend the result to the singular values, as follows.
Assume that p0 is a fixed point of the action; the case for a more general
singular point is similar. By the Local Normal Form, we have a system of
coordinates (sj , φj) on a nieghbourhood of the origin in C
n, as in the local
model space in section 6. Points with all sj nonzero are regular points of µ,
and the curves γj consisting of circles with fixed sj in the (sj , φj) plane form
a homology basis for the regular fibres. Thus the sj are action coordinates on
the regular fibres, which extend continuously to the fixed point.
Assume that there is a Bohr-Sommerfeld point p in the neighbourhood
on which these (s, φ) coordinates are defined. By the same argument as in
section 4, all the sj(p) must be integers. The action coordinates tj are also
defined at p, since they are defined on the entire interior of ∆, and have integer
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values at p. Therefore (as in (Eq 2.5) in [GS1]),
tj =
∑
aij(si + ci)
for some c ∈ Zn and A = (aij) ∈ GL(n,Z). The above formula is valid when
sj 6= 0 for all j, but extends continuously to where sj = 0, and so extends
the definition of the action coordinates to all of M . Also, since c ∈ Zn
and A = (aij) ∈ GL(n,Z), all the sj are integers iff all the tj are integers.
Therefore the Bohr-Sommerfeld points in ∆ are the integer lattice points.
Note that this gives another illustration of the fact (mentioned for example
in Example 6.10 in [GGK]) that if M is quantizable, the fixed points are
mapped to integer lattice points in Rn.
Finally, as noted in section 2.3, if x ∈ ∆ lies on a face of codimension k,
then µ−1(x) is an orbit of dimension n − k; thus, singular orbits correspond
to points on the boundary of the polytope.
A toric manifold also has a natural complex structure, coming from its
construction as a toric variety, and thus a natural Ka¨hler polarization. If the
manifold is quantized using this polarization, the dimension of the quantiza-
tion is equal to the number of integer lattice points in the moment polytope,
including points on the boundary. (This is a well-known result; see [H] for a
more complete discussion.)
Thus the quantizations coming from Ka¨hler and real polarizations are dif-
ferent, the difference being the number of lattice points lying on the boundary
of the moment polytope (which is always non-zero, since fixed points map to
lattice points).
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