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Enhanced algorithms for Local Search
Yves F. Verhoeven∗
Abstract
Let G = (V,E) be a finite graph, and f : V → N be any function. The Local Search problem
consists in finding a local minimum of the function f on G, that is a vertex v such that f(v) is not
larger than the value of f on the neighbors of v in G. In this note, we first prove a separation theorem
slightly stronger than the one of Gilbert, Hutchinson and Tarjan for graphs of constant genus. This
result allows us to enhance a previously known deterministic algorithm for Local Search with query
complexity O(log n) · d + O(√g) · √n, so that we obtain a deterministic query complexity of d +
O(
√
g) · √n, where n is the size of G, d is its maximum degree, and g is its genus. We also give a
quantum version of our algorithm, whose query complexity is of O(
√
d) + O( 4
√
g) · 4√n log log n. Our
deterministic and quantum algorithms have query complexities respectively smaller than the algorithm
Randomized Steepest Descent of Aldous and Quantum Steepest Descent of Aaronson for large
classes of graphs, including graphs of bounded genus and planar graphs. Independently from this work,
Zhang has recently given a quantum algorithm which finds a local minimum on the planar grid over
{1, . . . ,√n}2 using O( 4√n(log logn)2) queries. Our quantum algorithm can be viewed as a strongly
generalized, and slightly enhanced version of this algorithm.
1 Introduction
The Local Search problem consists in finding a local
minimum of the function f on G, that is a vertex v
such that f(v) is not larger than the value of f on the
neighbors of v in G. Obviously, such a vertex always
exists, as a global minimum satisfies this constraint.
Another easy argument shows how to find such a ver-
tex : make a walk over vertices such that at each step
the next vertex is the neighbor of the current vertex
which has the smallest value; the walk will stop in
a local minimum. Such a walk is called a steepest
descent. Steepest descents are the basis of several
approaches to efficiently find a local minimum.
The Local Search problem has been previously
studied and there is already a large literature on
its complexity. Its structural complexity, where the
function and the graph are given as an input to a Tur-
ing machine, was studied in [7, 10], and its query
complexity, where the graph is known but the values
of f are accessed through an oracle, was investigated
in [9, 8, 2, 1, 11, 12]. We focus on the query com-
plexity, which complexity is obviously at most the
size of the graph. Our query model is the standard
one; see Section 3.2 for precise definitions.
The deterministic query complexity of Local
Search on a graph G of size n, maximum degree d
and genus g (for a definition of the genus, see for
instance [4]), is intimately connected to the size of
separators of G:
Definition 1. A separator for G is a subset of V
whose removal leaves no connected component with
more than 2n/3 vertices.
In [9], a deterministic query algorithm was ex-
hibited, which works using a sub-linear number of
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queries for large classes of graphs: a local minimum
can be found on the graph G using O(log n) · d +
O(g) · √n queries. It is based on the recursive use
of separators for smaller and smaller subgraphs of G,
and their complexity analysis relies on the following
result:
Theorem 1 (Gilbert, Hutchinson, Tarjan [6]). The
graph G has a separator of size at most 6√gn +
2
√
2n+ 1.
In the randomized and quantum query models,
the situation is quite different, as the size of separa-
tors of G. Also, the only known sub-linear query
algorithm for general graphs is a randomized al-
gorithm, that we call Randomized Steepest De-
scent, was exhibited by Aldous [2], and has a query
complexity Θ(
√
nd). The idea of this algorithm is to
choose
√
nd vertices at random, query their values,
start a steepest descent from the vertex with smallest
value for at most
√
nd steps, and to return the last
visited vertex. This idea was later refined by Aaron-
son [1] to give a sub-linear quantum query algorithm
for general graphs, that we call Quantum Steepest
Descent, using Θ(n1/3d1/6) queries.
On the side of lower-bounds, it follows from [9]
that the size of a smallest separator is a lower-bound
on the deterministic complexity of Local Search.
Also, from [1], we know that d is a lower-bound on
the deterministic query complexity, Ω(d) a lower-
bound for the randomized query complexity, and
Ω(
√
d) a lower-bound for the quantum query com-
plexity.
2 Results
In this note, we first improve Theorem 1 in Sec-
tion 4.1, to obtain the following slightly stronger sep-
aration theorem:
Theorem 2 (strong separation for graphs of genus
g). Assume n ≥ 3. There exists a separator C for
G such that C contains no more than (6 + 2
√
2 −
12/n+6
√
g+4g/n+1/
√
n) ·√n vertices, and the
subgraph induced on G by V \C has maximal degree
at most
√
n.
As a result it allows us to enhance, in Section 5,
the deterministic algorithm of Llewellyn, Tovey and
Trick [9] whose complexity is of O(log n) · d +
O(
√
g) · √n. We also derive a quantum algorithm
from it. More precisely, we obtain the following re-
sult:
Theorem 3. There exists a deterministic and a quan-
tum query algorithms that find a local minimum of
f on G using respectively d + O(√g) · √n and
O(
√
d) +O( 4
√
g) · 4√n log log n queries.
Our deterministic and quantum algorithms have
smaller query complexities than the respective al-
gorithms Randomized Steepest Descent of Al-
dous [2] and of Quantum Steepest Descent of
Aaronson [1] for large classes of graphs, including
graphs of bounded genus and planar graphs. We an-
alyze this in detail in Section 6.
Independently from this work, Zhang [12] has re-
cently given an algorithm which finds a local min-
imum on the planar grid over {1, . . . ,√n}2 using
O( 4
√
n(log log n)2) queries. Our quantum algorithm
can be viewed as a strongly generalized, and slightly
enhanced version of this algorithm.
3 Preliminaries
3.1 Notations
We denote by log n the natural logarithm of n, and
for every positive real number b we denote by logb n
the logarithm of n in base b. If G is a graph and v
is any vertex of G, we denote by ∂G(v) the set of
neighbors of v in G.
3.2 Query complexity
In the query model of computation we count only
queries made by the algorithm, but all other com-
putations are free. The state of the computation
is represented by three registers, the query register
i ∈ {1, . . . , n}, the answer register a ∈ Σ, and the
work register z ∈ W , where Σ and W are finite
sets. The computation takes place in the vector space
spanned by all basis states |i〉|a〉|z〉. In the quantum
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query model introduced by Beals, Buhrman, Cleve,
Mosca and de Wolf [3] the state of the computation is
a complex combination of all basis states which has
unit length for the norm ℓ2, and the allowed opera-
tions on the state of the computation are all isometric
operators for the ℓ2 norm acting over the computa-
tion space. In the randomized model, the state of the
computation is a non-negative real combination of all
basis states of unit length for the norm ℓ1, and the al-
lowed operations on the state of the computation are
all isometric operators for the norm ℓ1 acting over
the computation space. In the deterministic model,
the state of the computation is always one of the ba-
sis states, and the allowed operations are all operators
mapping a basis state to another basis state.
Assume that x ∈ Σn is the input of the prob-
lem which can be accessed only through the ora-
cle. The query operation Ox is the permutation
which maps the basis state |i〉|a〉|z〉 into the state
|i〉|(a+xi) mod |Σ|〉|z〉 (here we identify Σ with the
residue classes mod|Σ|). Non-query operations are
independent of x. A k-query algorithm is a sequence
of (k + 1) operations (U0, U1, . . . , Uk) where Ui is
an allowed operation in the chosen model of compu-
tation. Initially the state of the computation is set to
some fixed value |0〉|0〉|0〉, and then the sequence of
operations U0,Ox, U1,Ox, . . . , Uk−1,Ox, Uk is ap-
plied. The final state is denoted by Φ.
The output in the quantum model is an element
z ∈ W that appears with probability equal to the
square of the ℓ2 norm of the orthogonal projection of
Φ over the vector space V spanned by {|i〉|a〉|z〉 | i ∈
{1, . . . , n}, a ∈ Σ}. The output in the randomized
model is an element z ∈W that appears with proba-
bility equal to the ℓ1 norm of the orthogonal projec-
tion of Φ over the vector space V . The output in the
deterministic model is the element z ∈ W such that
there exist i and a with Φ = |i〉|a〉|z〉.
Assume that R ⊆ Σn×W is a total relation (i.e.
for every x ∈ Σn there exists z ∈ W such that
(x, z) ∈ R) that we want to compute. A quantum
or randomized algorithm computes (with two-sided
error) R if its output yield some z ∈ W such that
(x, z) ∈ R with probability at least 2/3. A determin-
istic algorithm computes R if its output yield some
z ∈W such that (x, z) ∈ R.
Then the query complexity of a relation R in
a model of computation (deterministic, randomized
or quantum) is the smallest k for which there exists
a k-query algorithm, in that model of computation,
which computes R.
4 Tools
In this section, we recall and prove the results that we
need in order to design the algorithms of Section 5.
4.1 Separation in graphs of higher genus
We first recall the following well-known theorem for
graphs of higher genus (see for instance [4]) :
Theorem 4. Any n-vertex graph of genus g with
n ≥ 3 contains no more than 3n − 6 + 2g edges.
This result, together with Theorem 1, allows us
to prove Theorem 2.
Proof of Theorem 2. Theorem 1 shows that it is pos-
sible to find a separator C ′ for G such that C ′ has
size at most 6√gn + 2√2n + 1. Let B be the set of
all vertices of degree greater than
√
n. Using Theo-
rem 4, we have
|B| · √n ≤
∑
v∈V
d(v) = 2 · |E| ≤ 6n − 12 + 4g.
The set C = C ′ ∪ B being a superset of a separator
of G is also a separator of G. From the definition of
B, the subgraph induced on G by V \ C obviously
has maximal degree at most
√
n.
The genus of a graph being in O(n2), the asymp-
totic inequality g/n = O(√g) holds and therefore
Theorem 2 can be interpreted as stating the existence
of a particular O(√g) · √n separator G.
4.2 Minimum-finding algorithms
In this paragraph, we recall results about the query
complexity of finding the minimum value of a func-
tion on a set.
3
Let n be a positive integer, S be a set of cardinal-
ity n, g : S → N be a function and Og be an oracle
for g.
Definition 2. Let ε < 1 be any positive real num-
ber. If A is a randomized algorithm that outputs
the minimum value of the function g on S with
probability at least 1 − ε > 0, then we denote by
argminA{g(s) | s ∈ S} the random variable equal to
its output.
It is obvious that, for every deterministic algo-
rithm A, computing argminA{g(s) | s ∈ S} re-
quires querying all n values of g to Og. It is natu-
ral that, for every randomized algorithm A, comput-
ing argminA{g(s) | s ∈ S} requires querying Ω(n)
values of g to Og . It is more surprising that much
less queries are needed when quantum queries are
allowed:
Theorem 5 (Du¨rr, Høyer [5]). There exists a quan-
tum algorithm which finds the minimum value of g
with probability at least 1/2, using O(
√
n) quantum
queries to Og.
Amplification of the probability of success of the
algorithm of Du¨rr and Høyer can be obtained by run-
ning the algorithm several times, and then taking the
minimum value of all the values that have been re-
turned by each repetition of the algorithm. After k
repetitions, the probability of having found the min-
imum is at least 1 − 2−k. In particular, for every
positive real number ε < 1, there exists a quantum
algorithm A computing argminA{g(s) | s ∈ S}with
probability at least 1−ε using O(√n log(1/ε)) quan-
tum queries.
5 Enhanced algorithms for Local
Search
In this paragraph, we prove Theorem 3. The proof
will be in two steps: in Theorem 6 we will prove the
correction of our algorithms, and in Theorem 7 we
will prove their complexity.
The basic procedure of our algorithms follows
the lines of the algorithms of Llewellyn, Tovey and
Trick of [9] and Santha and Szegedy [11]. It is given
in Algorithm 1. The main idea is to adopt a divide-
and-conquer approach: the graph is split into con-
nected components of small size by removing a sep-
arator; then, querying the values of the vertices in
and close to that separator make it possible to find
one of these connected components in which there is
a local minimum of f on G.
Notice that neither the way the separators are
chosen, or how the minimum-finding algorithms Ai
work for integers i ≥ 1, are specified in Algorithm 1.
Our algorithms consist in using the procedure de-
scribed in Algorithm 1 with the following specific
choices:
• a separator C of a graph G′ will be chosen ac-
cording to Theorem 2 if G′ has more than two
vertices, and C contains all vertices of G′ oth-
erwise,
• the minimum-finding algorithm Ai will be-
have as follows when requested to minimize
the function f over a set S ⊆ V of vertices:
in the deterministic case, the local minimum
of f is always found by exhaustive search1. In
the quantum cases, if the set S has size at most
3, then the minimum value of f on S is also
found using exhaustive search. Otherwise, the
output is the one found by the last measure-
ment at the end of the quantum procedure de-
scribed in paragraph 4.2; moreover, we request
that the minimum-finding algorithm A1 has er-
ror probability 1/12 using O(
√|S|) queries,
and Ai has error probability 1/12 log3/2 n us-
ing O(
√|S| log log n) queries, for i 6= 1.
1One should observe that it is important at this point that f takes distinct values on distinct vertices. This can be assumed, as
one could for instance put a total order ≺ on V , and minimize the function g : v 7→ (f(v), v) according to the lexicographic order
induced on N× V by < and ≺, instead of minimizing f . The function g takes distinct values on distinct vertices.
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Algorithm 1 Procedure for finding a local minimum of a function F : V → N on a graph G = (V,E),
using separators.
i := 0, G(0) := G, v(0) := any vertex of G, output := ∅.
while output = ∅ do
i := i+ 1.
Create a separator C(i) for G(i−1).
m(i) := argminAi{f(v) | v ∈ C(i)}.
z(i) := argminAi{f(v) | v ∈ ∂G(i−1)(m(i))}.
v(i) := argminAi{f(v) | v ∈ {v(i−1),m(i), z(i)}}.
if v(i) = m(i) then
output := {v(i)}.
else
V (i) := the connected component of V (i−1) \ C(i) that contains v(i).
G(i) := G[V (i)].
end if
end while
Return output.
Theorem 6. With our choice of minimum-finding al-
gorithm, Algorithm 1 always returns a local mini-
mum in the deterministic case, and returns a local
minimum with probability at least 2/3 in the quan-
tum case.
Proof. Let j be the largest value of the variable i
for a run of the algorithm. First, an easy inductions
shows that for every iteration i ≤ j of the main loop,
and every v ∈ V (i) we have
∂G(v) ⊆ ∂G(i)(v) ∪ C(1) ∪ C(2) ∪ · · · ∪C(i).
So, to prove that f is minimized on v(j), one
must only prove that f(v(j)) is not larger than
min{f(v) | v ∈ ∂G(j)(v)∪C(1)∪C(2)∪ · · ·∪C(j)}.
If, during the run of the algorithm, the calls
to the algorithms Ai, for 1 ≤ i ≤ j, have
always successfully returned elements minimizing
f , then for every positive integer i ≤ j we
have f(v(i)) ≤ min{f(v(i−1)), f(m(i)), f(z(i))}.
Therefore, an easy induction shows that f(v(i)) ≤
min{f(v) | v ∈ C(k)}, for every positive integers
k ≤ i ≤ j. Moreover, the equality v(j) = m(j)
implies f(v(j)) ≤ min{f(v) | v ∈ ∂G(j)(v(j))}. So,
if Ai never failed to find a minimizing element, then
the criterion given in the previous paragraph shows
that v(j) is a local minimum.
In the deterministic case, the algorithms Ai, for
1 ≤ i ≤ j, always return an element minimizing
f , and therefore Algorithm 1 always returns a local
minimum.
In the quantum case, a call to Ai returns an el-
ement minimizing f with error probability at most
1/12 for i = 1, and at most 1 − 1/4 log3/2 n
for 1 < i ≤ j. The set C(i) being a separa-
tor of G(i−1) for every positive integer i ≤ j, we
have |V (i)| ≤ 2|V (i−1)|/3. This implies that j ≤
log3/2 n, and the probability that Ai did not return
an element minimizing f at some point is at most
2 · 1/12 + 2 · log3/2 n/(12 log3/2 n) = 1/3. So, in
the quantum case, Algorithm 1 returns a local mini-
mum with probability at least 2/3.
Theorem 7. With our choices of separators, Algo-
rithm 1 has a deterministic query complexity at most
d+O(
√
g) ·√n, and a quantum query complexity at
most O(
√
d) +O( 4
√
g) · 4√n log log n.
Proof. Again, let j be the largest value of the vari-
able i for a run of the algorithm. Let us denote by
CAi(s) the number of queries made by the minimum-
finding algorithm Ai on a set of size s, and by
Li(n, d) the number of queries that are made in the
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i-th iteration of the main loop of our algorithm on a
graph G′ that has n vertices and is of maximum de-
gree d. We denote also by di the maximum degree
of |G(i)|, for a non-negative integer i ≤ j. Analy-
sis of the main loop of Algorithm 1 gives, for every
positive integer i ≤ j,
Li(n, d) ≤ CAi(|C(i)|) + CAi(di−1) + 3.
Let us denote by T iγ(α, β) the number of queries
made by our algorithm in the main loop between its
i-th iteration and the end of the algorithm if i < j
and 0 if i ≥ j, on an input graph which has α
vertices, is of maximum degree β and has genus at
most γ. Theorem 2 ensures that for every positive
integer i ≤ j we have |V (i)| ≤ 2|V (i−1)|/3, and
di ≤
√
|V (i−1)|. Moreover, the genus of be G(i) is
not larger than the genus of G(i−1). So, by induction
we have |V (i)| ≤ (2/3)in, and the genus of |G(i)| is
at most g. Therefore, for every integer 1 ≤ i ≤ j
we have |C(i)| ≤ O(√g) ·
√
(2/3)i−1n, d0 = d and
di ≤
√
(2/3)i−1n. This leads to the following equa-
tions:
T 1g (n, d)
≤ L1(n, d) + T 2g (n, d)
≤ CA1(O(
√
g) · √n) + CA1(d) + 3 + T 2g (n, d),
and for every i ∈ {2, . . . , ⌊log3/2 n⌋ − 1},
T ig(n, d)
≤ Li(n, d) + T i+1g (n, d)
≤ CAi
(
O(
√
g) ·
√
(2/3)i−1n
)
+
CAi
(√
(2/3)i−2n
)
+ 3 + T i+1g (n, d).
In the deterministic case we have CAi(k) = k for
all positive integers k and i, and in the quantum case
we have, for all positive integer k, CAi(k) = O(
√
k)
when i = 1, and CAi(k) = O(
√
k log log n) when
i 6= 1. So, in the deterministic case, summing all the
previous inequalities gives
T 1g (n, d) ≤ O(
√
g) · √n ·
∞∑
i=0
√
2/3
i
+ d+
√
n ·
∞∑
i=0
√
2/3
i
+ 3 log3/2 n+
T
⌊log3/2 n⌋
g (n, d),
which shows T 1g (n, d) = d + O(
√
g) · √n, as
T
⌊log3/2 n⌋
g (n, d) = O(1), and the query complex-
ity of our deterministic algorithm is T 1g (n, d) =
d+O(
√
g) · √n. In the quantum case, it gives
T 1g (n, d) ≤ O( 4
√
g) · 4√n log log n ·
∞∑
i=0
4
√
2/3
i
+
O(
√
d) +O( 4
√
n log log n) ·
∞∑
i=0
4
√
2/3
i
+
3 log3/2 n+ T
⌊log3/2 n⌋
g (n, d),
leading to a quantum query complexity T 1g (n, d) =
O(
√
d) +O( 4
√
g) · 4√n log log n.
6 Comparison with generic algo-
rithms
Let us first compare the query complexity of our
deterministic algorithm with the query complexity
of the algorithm Randomized Steepest Descent
of Aldous [2]. The complexity of our algorithm is
d+O(
√
g)·√n, and the complexity of Randomized
Steepest Descent is Θ(
√
nd). As d ≤ n, our algo-
rithm performs as well as Randomized Steepest
Descent (up to a constant speedup factor) as soon
as g = O(d), and performs asymptotically better
when g = o(d). In particular, our deterministic al-
gorithm has lower query complexity than Random-
ized Steepest Descent on classes of graphs with
bounded genus, which includes the class of planar
graphs.
Let us now compare the query complexity of
our quantum algorithm with the query complexity
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of the algorithm Quantum Steepest Descent of
Aaronson [1]. The complexity of our algorithm is
O(
√
d) + O( 4
√
g) · 4√n log log n, and the complex-
ity of Quantum Steepest Descent is Θ(n1/3d1/6).
As d ≤ n, we have √d ≤ n1/3d1/6, and our al-
gorithm performs as well as Quantum Steepest
Descent (up to a constant speedup factor) as soon
as g1/2 · n1/4 log log n = O(n1/3d1/6), that is to
say g = O(n1/6d1/3/(log log n)2). This holds if
g = O(
√
d/(log log n)2). Also, our quantum al-
gorithm performs asymptotically better when g =
o(n1/6d1/3/(log log n)2), and therefore when g =
o(
√
d/(log log n)2). In particular, our quantum al-
gorithm has lower query complexity than Quan-
tum Steepest Descent on classes of graphs with
bounded genus, which includes the class of planar
graphs.
In conclusion, the algorithms we have designed
perform better than the known generic algorithms for
some classes of graphs, in particular planar graphs
and graphs of constant genus, both for classical (de-
terministic and randomized) computation, and for
quantum computation.
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