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VAO vertex array object objekt polja ogliˇscˇ
VBO vertex buffer object objekt medpomnilnika ogliˇscˇ
BVH bounding volume hierarchy hierarhija ocˇrtanih teles












CPE central processing unit centralna procesna enota
GPE graphics processing unit graficˇna procesna enota




AABB axis aligned bounding box z osmi poravnan kvader
SAH surface area heuristic hevristika povrsˇine

Povzetek
Naslov: Strojno pospesˇeno sledenje poti za upodabljanje v realnem cˇasu
Avtor: Lana Besˇevicˇ
V tem delu predstavimo tehnologijo RTX, ki omogocˇa strojno pospesˇeno
upodabljanje s sledenjem zˇarkov v realnem cˇasu. Tehnologija RTX za po-
spesˇevanje sledenja zˇarkov uporablja namenska jedra na graficˇni kartici, na-
predne pospesˇevalne strukture in nov graficˇni cevovod.
V sklopu te naloge smo implementirali algoritem sledenja poti, ki je nad-
gradnja algoritma sledenja zˇarkov, na centralni procesni enoti, graficˇni pro-
cesni enoti in z uporabo tehnologije RTX. Pri slednjih dveh implementacijah
smo uporabili aplikacijski programski vmesnik Vulkan. Ker RTX za po-
spesˇevanje sledenja zˇarkov uporablja pospesˇevalne strukture, smo tudi v dru-
gih dveh implementacijah uporabili pospesˇevalne strukture, ki jih omogocˇa
knjizˇnica LogiSceneGraph.
Za analizo smo pripravili dve sceni, s katerima smo primerjali hitrost al-
goritma sledenja poti in hitrost grajenja pospesˇevalnih struktur na vseh treh
implementacijah. Kot pricˇakovano je nasˇa implementacija na GPE obcˇutno
hitrejˇsa od implementacije na CPE, implementacija z RTX pa sˇe hitrejˇsa od
implementacije na GPE, in sicer priblizˇno sˇestkrat.
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In this work, we present the RTX technology that enables hardware-accelera-
ted rendering with real-time ray tracing. The RTX technology uses dedicated
graphic card cores, advanced acceleration structures and a new rendering
pipeline to accelerate ray tracing.
As part of this thesis, we implemented the path tracing algorithm, an
advanced form of ray tracing, on central processing unit, graphics processing
unit and using the RTX technology. With the former two implementations,
we used Vulkan API. Since RTX uses acceleration structures to accelerate
ray tracing, we also used acceleration structures, provided by the LogiScene-
Graph library, in our other two implementations.
For analysis, we created two scenes that we used to compare the speed of
the path tracing algorithm and the speed of building the acceleration struc-
tures in all three implementations. As expected, our GPU implementation
is significantly faster than our CPU implementation, and our RTX imple-
mentation is even faster than the GPU implementation, approximately six
times.




Sledenje zˇarkov velja za najbolj razsˇirjeno metodo upodabljanja, ki omogocˇa
vizualizacijo fotorealisticˇnih slik. To zagotavlja s sledenjem svetlobi po na-
videzni sceni, tako kot se svetloba obnasˇa v naravi.
Sledenje zˇarkov je bilo do sedaj rezervirano za neinteraktivne graficˇne
aplikacije, saj se na racˇun bolj realisticˇnega upodabljanja tipicˇno povecˇa
racˇunska zahtevnost uporabljenega algoritma. V interaktivnih graficˇnih apli-
kacijah se za upodabljanje vecˇinoma uporablja rasterizacija, ki dandanes za-
gotavlja zˇe zelo dobre rezultate, vendar pa jo sledenje zˇarkov pri scenah z
realisticˇno osvetlitvijo prekasˇa. S prihodom Nvidiine tehnologije RTX [6] za
strojno pospesˇevanje sledenja zˇarkov je mogocˇe sledenje zˇarkov v kombinaciji
s filtriranjem sˇuma izvajati tudi v realnem cˇasu.
V nasˇem delu implementiramo algoritem sledenje poti kot posplosˇitev
algoritma sledenja zˇarkov, ki poleg zrcalnih odbojev svetlobe uposˇteva tudi
difuzne odboje, zato lahko z njo dosezˇemo bolj pravilno globalno osvetlitev
scene.
Delo je razdeljeno na pet poglavij. Uvodu sledi pregled podrocˇja v 2. po-
glavju, kjer predstavimo graficˇni cevovod, sledenje zˇarkov, sledenje poti, Nvi-
dia RTX in Vulkan. V 3. poglavju opiˇsemo uporabljeno implementacijo grafa
scene in pospesˇevalnih struktur ter nasˇe implementacije sledenja poti na cen-
tralni procesni enoti, graficˇni procesni enoti ter s tehnologijo RTX. V 4. po-
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glavju podamo analizo nasˇih implementacij sledenja poti, ki jih primerjamo
glede na hitrost sledenja poti in glede na hitrost gradnje pospesˇevalnih struk-
tur. Koncˇamo z zakljucˇkom v 5. poglavju.
Poglavje 2
Pregled podrocˇja
Dolga leta je bila rasterizacija najsodobnejˇsa tehnologija za interaktivne oz.
realno cˇasovne graficˇne aplikacije. Sledenje zˇarkov v primerjavi z rasterizacijo
zagotavlja bolj realisticˇno osvetlitev scene na racˇun viˇsje racˇunske zahtevno-
sti, zaradi cˇesar se je uporabljalo v aplikacijah, kjer cˇas upodabljanja ni
kriticˇen, ni pa bilo primerno za interaktivne aplikacije. Z razvojem tehnolo-
gije RTX lahko sledenje zˇarkov izvajamo tudi v realnem cˇasu.
V tem poglavju bomo najprej predstavili graficˇni cevovod in opisali vse
njegove faze. Predstavili bomo sledenje zˇarkov in sledenje poti, metodi upo-
dabljanja, ki zagotavljata realisticˇno osvetlitev 3D scene. Predstavili bomo
tehnologijo RTX ter opisali, kako pospesˇujemo sledenje zˇarkov s strojno
opremo in kako delujejo aplikacijski programski vmesniki, ki omogocˇajo upo-
rabo tehnologije RTX. Predstavili bomo tudi aplikacijski programski vmesnik
Vulkan, ki ga uporabljamo v nasˇih implementacijah sledenja zˇarkov.
2.1 Graficˇni cevovod
Graficˇni cevovod pretvori 3D sceno iz racˇunalniˇskega zapisa v bitno sliko.
Obicˇajno je implementiran na graficˇni kartici. Dolocˇene faze so lahko im-
plementirane strojno, druge programsko. Primer graficˇnega cevovoda je
OpenGL-ov cevovod [8], opisan v nadaljevanju.
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Slika 2.1: Faze graficˇnega cevovoda. Z oranzˇno so obarvane faze, ki so im-
plementirane strojno, z modro pa faze, ki so implementirane programsko. S
cˇrtkano cˇrto so oznacˇene faze, ki niso obvezne.
Specifikacija ogliˇscˇ: Aplikacija pripravi urejen seznam ogliˇscˇ, ki definirajo
meje primitivov. Primitivi so osnovni graficˇni elementi, kot so trikotniki, cˇrte
in tocˇke. V fazi specifikacije ogliˇscˇ definiramo podatke in njihovo obliko, pri
tem pa uporabimo dve vrsti objektov, objekte polja ogliˇscˇ (angl. vertex array
objects - VAO) in objekte medpomnilnika ogliˇscˇ (angl. vertex buffer objects
- VBO). Prvi definirajo podatke, ki jih ima vsako ogliˇscˇe, drugi pa hranijo
dejanske podatke o ogliˇscˇih. Ti podatki so serije atributov, vsak atribut pa je
zbirka podatkov, nad katero bo naslednja faza delala izracˇune. Ko so podatki
o ogliˇscˇih pravilno specificirani, se pricˇne z izrisom posameznih primitivov.
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Sencˇilnik ogliˇscˇ (angl. vertex shader): Sencˇilnik ogliˇscˇ izvede osnovne
operacije nad vsakim posameznim ogliˇscˇem. Sencˇilnik ogliˇscˇ prejme atribute
iz prejˇsnje faze in pretvori vhodna ogliˇscˇa na podlagi programa, ki ga definira
uporabnik. Tu se tipicˇno racˇunajo transformacije ogliˇscˇ in normal. Ogliˇscˇa
le spreminja, ne dodaja novih in ne briˇse obstojecˇih.
Teselacija: Primitive lahko razdelimo na vecˇ manjˇsih s pomocˇjo dveh sen-
cˇilnikov, ki jih definira uporabnik. Tessellation Control Shader (TCS) de-
finira stopnjo deljenja, Tessellation Evaluation Shader (TES) pa interpolira
lastnosti ogliˇscˇ. Teselacija ni obvezna, cˇe jo zˇelimo uporabiti, moramo defi-
nirati TES. TCS ni obvezen, vendar ga lahko uporabimo, cˇe uporabimo tudi
TES.
Sencˇilnik geometrije (angl. geometry shader): Sencˇilniki geometrije
procesirajo vsak vstopni primitiv in vracˇajo nicˇ ali vecˇ izstopnih primitivov.
Primitive lahko spreminjajo, podobno kot sencˇilniki ogliˇscˇ, lahko pa tudi
dodajajo nove in briˇsejo obstojecˇe. Sencˇilniki geometrije niso obvezni.
Postprocesiranje ogliˇscˇ:
• Transform feedback
Ogliˇscˇa lahko shranimo nazaj v VBO-je. To omogocˇa uporabniku, da
pretvori podatke s sencˇilniki ogliˇscˇ in sencˇilniki geometrije ter jih shrani
za kasnejˇso uporabo.
• Rezanje
Odstranimo vse ploskve, ki niso v vidnem delu, tiste, ki so delno v
vidnem delu, pa porezˇemo. To pomeni, da jih razdelimo na vecˇ primi-
tivov, tako da je cel primitiv v vidnem delu. Rezanje je bolj enostavno,
cˇe vidno polje pretvorimo v homogene koordinate rezanja.
• Perspektivno deljenje
Iz koordinat rezanja s perspektivnim deljenjem pretvorimo v normalizi-
rane koordinate naprave (angl. normalized device coordinates - NDC).
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• Transformacija v koordinate zaslona
Iz NDC pretvorimo v koordinate zaslona (angl. viewport coordinates).
Koordinate zaslona ustrezajo locˇljivosti zaslona. Pretvorba je torej le
ustrezno skaliranje.
Sestava primitivov: Zaporedje ogliˇscˇ se pretvori v zaporedje primitivov.
Cˇe sta aktivirana teselacija ali sencˇilnik geometrije, se del sestave primitivov
izvede zˇe pred tema fazama, da se lahko takrat uporabi posamezne primitive
namesto zaporedja ogliˇscˇ.
Del sestave primitivov je izlocˇanje ploskev (angl. face culling). Izlocˇiti
zˇelimo predmete oz. poligone, ki v upodobitvi ne bodo vidni. Pri izlocˇanju
zadnjih ploskev (angl. backface culling) odstranimo poligone, katerih zadnja
stran gleda proti kameri. To je uporabno npr. pri zaprtih predmetih. Pri
izlocˇanju zakritih ploskev (angl. occlusion culling) odstranimo poligone, ki
so zakriti z drugimi poligoni.
Rasterizacija: Primitivi se pretvorijo v zaporedje fragmentov. Fragment
predstavlja podatke, potrebne za izracˇunanje vrednosti enega piksla.
Sencˇilnik fragmentov (angl. fragment shader): Sencˇilnik fragmentov
za vsak fragment iz prejˇsnje faze izracˇuna barvo, globino in sˇablono.
Obdelava vzorcev: Nad vsakim fragmentom izvedemo potrebne procese,
da lahko izriˇsemo koncˇno sliko.
• Test sˇkarij (angl. scissor test) - Odstrani fragmente, ki lezˇijo izven
specificiranega sˇtirikotnika.
• Glajenje robov (angl. anti-aliasing) - Ker so piksli kvadratni, lahko
pride pri posˇevnih cˇrtah in okroglih oblikah do nazobcˇanih robov. Pri
mehcˇanju robov povprecˇimo barvo pikslov na robovih poligonov.
• Test sˇablone (angl. stencil test) - Odstrani fragment, cˇe se vrednost
sˇablone fragmenta razlikuje od vrednosti v medpomnilniku sˇablone.
Diplomska naloga 7
• Test globin: (angl. depth test) - Odstrani fragment, cˇe je vrednost
globine fragmenta vecˇja od vrednosti v medpomnilniku globine.
• Zlivanje (angl. blending) - Za vsako barvo fragmenta je dolocˇena ope-
racija zlivanja med barvo fragmenta in barvo slike.
• Zapisovanje vrednosti - Cˇe je fragment izrisan, se vrednosti zapiˇsejo
v koncˇne medpomnilnike (sliko, medpomnilnik globine, medpomnilnik
sˇablone).
2.2 Sledenje zˇarkov
Sledenje zˇarkov (angl. ray tracing) je metoda upodabljanja, ki simulira fizi-
kalno osnovano osvetljevanje in tako zagotavlja realisticˇno osvetlitev scene,
vendar na racˇun vecˇje racˇunske zahtevnosti.
V naravi svetlobni viri oddajajo zˇarke, ki potujejo in se odbijajo od
povrsˇin predmetov. Vidimo tiste predmete, od katerih se svetloba odbije
naravnost v nasˇe oko. Pri sledenju zˇarkov situacijo obrnemo: zˇarkom sle-
dimo od ocˇesa (kamere) preko pikslov v sliki in gledamo, kam se zaletijo
(slika 2.2).
Sledenje zˇarkov torej izracˇuna barvo pikslov na sliki, tako da sledi zˇarku
od kamere v virtualno 3D sceno. Ko zˇarek potuje po sceni, se lahko odbija
od enega predmeta do drugega (nastanejo odsevi), lahko ga predmeti bloki-
rajo (nastanejo sence) ali pa potuje skozi prosojne ali polprosojne predmete
(nastane lom svetlobe). Z vsemi temi interakcijami dobimo koncˇno barvo
piksla, ki je nato prikazana na ekranu.
Prvi del algoritma sledenja zˇarkov je metanje zˇarka [10]. Skozi vsak pi-
ksel v sliki posˇljemo en zˇarek iz kamere do presecˇiˇscˇa s prvim predmetom.
Tam izracˇunamo barvo piksla z osvetlitvenim modelom. Cˇe zˇarek ne seka
nobenega predmeta, je piksel cˇrn oz. se vzorcˇi okolje, ki je podano z okoljsko
teksturo (angl. environment map).
Za vsak piksel moramo najprej izracˇunati smer zˇarka. Parametricˇna
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Slika 2.2: Sledenje zˇarkov. Vir: Nvidia1.
enacˇba zˇarka je r(t) = e + t~d, kjer je e izvor zˇarka, ~d pa je smer zˇarka.
S pomocˇjo enacˇbe zˇarka nato izracˇunamo tocˇko t, kjer zˇarek preseka prvi
predmet na svoji poti. Iskanje presecˇiˇscˇ je najbolj zahteven del metode sle-
denja zˇarkov.
Iskanje presecˇiˇscˇ lahko pohitrimo z uporabo pospesˇevalnih struktur, npr.
hierarhije ocˇrtanih teles (angl. bounding volume hierarchy - BVH). Ocˇrtana
telesa, ki vsebujejo razlicˇne kolicˇine predmetov oz. primitivov, hierarhicˇno
postavimo v drevo. V korenu je ocˇrtana celotna scena, vsako vozliˇscˇe dre-
vesa je ocˇrtano telo poddrevesa, listi pa vsebujejo geometrijo. Ko iˇscˇemo
presecˇiˇscˇa, zacˇnemo pri korenu drevesa (celotna scena) in nadaljujemo proti
predmetom v listih. Preden lahko zacˇnemo upodabljati sceno moramo zgra-
diti BVH strukturo. Za vsako naslednjo sliko je potrebna gradnja nove BVH
strukture ali pa prilagoditev stare, glede na spremembe v sceni.
Nato izracˇunamo osvetlitev v tocˇki presecˇiˇscˇa glede na osvetlitveni model.
V vsakem presecˇiˇscˇu posˇljemo tudi sencˇni zˇarek proti vsaki lucˇi. Cˇe je na
poti do lucˇi kak predmet, je tocˇka v senci.
Pri sledenju zˇarkov pa zˇarku sledimo sˇe naprej iz presecˇiˇscˇa s prvim pred-
metom, in sicer v dve smeri. Prva smer je popolni odboj za materiale, ki
1https://developer.nvidia.com/discover/ray-tracing
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imajo zrcalno komponento, v primeru prozornega ali polprozornega pa tudi
v smeri prepusˇcˇenega zˇarka (slika 2.3).
Slika 2.3: Popolni odboj (levo) in lom svetlobe (desno).
Celoten postopek sledenja nato rekurzivno ponovimo pri obeh zˇarkih.
V vsaki tocˇki presecˇiˇscˇa izracˇunamo osvetlitev kot pri metanju zˇarka, le da
priˇstejemo sˇe delezˇe svetlobe odbitega in prepusˇcˇenega zˇarka. Rekurzijo usta-
vimo, ko zˇarek zadane lucˇ (dobi barvo lucˇi), ko zˇarek ne zadane nicˇesar (dobi
barvo okolja) ali ko zˇarek zadane predmet brez zrcalne in prosojne kompo-
nente. Hkrati moramo omejiti globino rekurzije, saj z globino raste tudi
kompleksnost, tako da moramo slediti vse vecˇ zˇarkom in racˇunati vse vecˇ
presecˇiˇscˇ.
2.3 Sledenje poti
Nadgradnja sledenja zˇarkov, ki jo uporabljamo tudi v nasˇem programu, je
sledenje poti (angl. path tracing) [2]. Sledenje poti je metoda upodabljanja,
ki uporablja Monte Carlo integracijo [9], da dosezˇe fizikalno pristno upodo-
bitev 3D scene. Pri sledenju zˇarkov uposˇtevamo le zrcalne odboje svetlobe,
pri sledenju poti pa tudi difuzne odboje svetlobe. Algoritem sledenja poti
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uposˇteva prispevke osvetlitve izbrane tocˇke na povrsˇini predmeta tako, da
sesˇteje prispevke iz vseh smeri na sferi z integracijo prispevkov. Integracijo
ponovimo za vsak piksel na sliki.
Sledenje poti zˇe v osnovi simulira mnogo efektov, ki jih je potrebno pri
sledenju zˇarkov posebej izracˇunati, kot so mehke sence, globinska ostrina,
kavstika in ambientno zastiranje (angl. ambient occlusion).
Sledenje poti iˇscˇe numericˇno resˇitev integrala razprsˇitvene enacˇbe 2.1, ki
temelji na upodobitveni enacˇbi (angl. rendering equation) [2].
Lo(x, ωo) = Le(x, ωo) +
∫
S2
fr(x, ωi, ωo)Li(x, ωi)(ωi · n)dωi, (2.1)
kjer velja:
• Lo(x, ωo) je izhodna svetloba iz tocˇke x v smeri ωo.
• Le(x, ωo) je izsevana svetloba iz tocˇke x v smeri ωo.
• ∫
S2
...dωi je integral po sferi S
2.
• fr(x, ωi, ωo) je dvosmerna funkcija porazdelitve odbojnosti (angl. bi-
directional reflectance distribution function - BRDF), ki pove, koliko
svetlobe gre iz tocˇke x v smeri od ωi do ωo.
• Li(x, ωi) je vhodna svetloba v tocˇko x iz smeri ωi.
• ωi · n je faktor, ki zmanjˇsuje kolicˇino vhodne svetlobe, glede na kot,
pod katerim svetloba prihaja v tocˇko x.
Sledenje poti se zacˇne tako kot sledenje zˇarkov, z generacijo zˇarka in iska-
njem prvega presecˇiˇscˇa s predmetom. Skozi algoritem simuliramo pojemanje
svetlobe s pomocˇjo maske, ki jo posodobimo ob vsakem presecˇiˇscˇu s sceno.
Tipicˇno jo posodobimo tako, da jo pomnozˇimo z barvo tocˇke v presecˇiˇscˇu.
Cˇe zˇarek ne zadane nobenega predmeta, se pot zˇarka koncˇa. V primeru da
se zˇarek seka s sceno, v presecˇiˇscˇu preverimo, kaksˇen je material predmeta,
ki ga je zˇarek zadel. Cˇe je zadel lucˇ, se barva piksla nastavi na barvo lucˇi,
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Slika 2.4: Upodobitvena enacˇba opisuje kolicˇino svetlobe, oddano iz tocˇke x
v smeri ωo. Vir: Wikipedia
3.
pomnozˇeno z masko in mocˇjo lucˇi. Cˇe je zˇarek zadel predmet, ki ni lucˇ, po-
mnozˇimo masko z barvo predmeta in kosinusom kota, pod katerim svetloba
pada v tocˇko presecˇiˇscˇa. Dolocˇimo tudi nov zˇarek, ki se odbija iz presecˇiˇscˇa.
Pri materialih z zrcalno komponento se zˇarek odbije v smeri popolnega od-
boja. Pri materialih z difuzno komponento pa se zˇarek odbije v nakljucˇni
smeri na polsferi okoli normale. Celoten postopek sledenja poti ponovimo na
tem zˇarku. Rekurzijo ponavljamo dokler ne dosezˇemo omejitve globine ali
dokler zˇarek ne zadane nicˇesar.
2.4 Nvidia RTX
Nvidia RTX je platforma za graficˇno upodabljanje, primarno namenjena re-
alno cˇasovnemu sledenju zˇarkov. Zaradi visoke racˇunske kompleksnosti se je
sledenje zˇarkov do sedaj uporabljalo le v neinteraktivnih graficˇnih aplikacijah
(npr. graficˇne animacije), za interaktivne graficˇne aplikacije (npr. video igre)
pa se je uporabljala rasterizacija. S tehnologijo RTX lahko sledenje zˇarkov
implementiramo tako, da se izvaja v realnem cˇasu.
Graficˇne procesne enote (GPE), ki podpirajo tehnologijo RTX, vsebu-
jejo namensko strojno opremo za pospesˇevanje sledenja zˇarkov, poleg tega




RTX deluje na Nvidiinih Volta4 in Turing5 GPE arhitekturah, ki vsebu-
jejo jedra Tensor. Volta lahko upodablja realisticˇne scene s sledenjem zˇarkov,
vendar ne v realnem cˇasu na eni sami GPE. Turing pa vsebuje tudi jedra RT,
ki so posebej namenjena pospesˇevanju sledenja zˇarkov, zato lahko upodablja
scene s sledenjem zˇarkov v realnem cˇasu. Jedra RT pospesˇujejo prehod hi-
erarhije ocˇrtanih teles (BVH) in testiranje presecˇiˇscˇ med zˇarki in trikotniki.
Prehod BVH opravljajo avtonomno in tako razbremenijo graficˇna jedra (angl.
streaming multiprocessor), ta pa lahko med tem opravljajo drugo delo.
Jedra RT vsebujejo dve specializirani enoti. Prva testira presecˇiˇscˇa med
zˇarkom in ocˇrtanimi telesi (prehod BVH), druga pa testira presecˇiˇscˇa med
zˇarkom in trikotniki. Nato sporocˇita graficˇnim jedrom, ali je bilo najdeno
presecˇiˇscˇe. Jedra RT delujejo skupaj z aplikacijskimi programskimi vmesniki,
zdruzˇljivimi z RTX. To so vmesniki Nvidia OptiX, Microsoft DirectX in
Vulkan. V tem delu se bomo primarno osredotocˇili na vmesnik Vulkan, ki je
bolje predstavljen v poglavju 2.5.
Vulkanu je bila dodana razsˇiritev za sledenje zˇarkov, preko katere lahko
razvijalci dostopajo do RTX. To razsˇiritev sestavljajo nove komponente:
• Cevovod sledenja zˇarkov
• Pospesˇevalne strukture
• Tabele sencˇilnikov
Tradicionalni graficˇni cevovod definira razlicˇne vrste sencˇilnikov: sencˇilnik
ogliˇscˇ, sencˇilnik geometrije, sencˇilnik fragmentov. Podobno cevovod sledenja
zˇarkov vsebuje pet novih tipov sencˇilnikov (slika 2.5):
Sencˇilnik za generiranje zˇarkov (angl. ray generation shader) je po-
doben geometrijskemu sencˇilniku, z dodano zmozˇnostjo generiranja zˇarka.




Slika 2.5: Cevovod sledenja zˇarkov. Vir: Nvidia6.
Sencˇilnik za presecˇiˇscˇe in sencˇilnik za vsak zadetek (angl. intersec-
tion shader, any hit shader) se sprozˇita, ko zˇarek najde potencialno presecˇiˇscˇe
s sceno. Sencˇilnik za presecˇiˇscˇe ugotovi, ali zˇarek seka individualen primitiv.
Sencˇilnik za vsak zadetek se izvede za vsako najdeno prosojno presecˇiˇscˇe med
zˇarkom in sceno. Na podlagi podatkov presecˇiˇscˇa se odlocˇi, ali bo presecˇiˇscˇe
zavrgel ali sprejel.
Sencˇilnik za najblizˇji zadetek in sencˇilnik za zgresˇitev (angl. closest
hit shader, miss shader) se sprozˇita, ko se iskanje presecˇiˇscˇ koncˇa. Kateri
se sprozˇi je odvisno od rezultata iskanja. Sencˇilnik za najblizˇji zadetek se
sprozˇi, ko je najdeno presecˇiˇscˇe, ki je najblizˇje izvoru zˇarka. V njem se pona-
vadi izvede vecˇina sencˇilnih operacij. Sencˇilnik za zgresˇitev se sprozˇi, kadar
ni najdeno nobeno presecˇiˇscˇe. Obicˇajno vzorcˇi okolje ali vracˇa vnaprej defi-
nirano barvo. Sencˇilnika za najblizˇji zadetek in za zgresˇitev lahko ustvarita
nove zˇarke in jih rekurzivno posˇljeta v sceno.
6https://devblogs.nvidia.com/vulkan-raytracing/
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Razlicˇni sencˇilniki med sabo komunicirajo s pomocˇjo strukture, v kateri se
hranijo vsi podatki zˇarka (angl. ray payload). Strukturo inicializira sencˇilnik
za generiranje zˇarkov, ostali sencˇilniki pa lahko iz nje berejo in vanjo piˇsejo
poljubne podatke, zbrane na poti zˇarka.
Sledenje zˇarkov potrebuje pospesˇevalne podatkovne strukture za prostor-
sko iskanje, da lahko ucˇinkovito racˇuna presecˇiˇscˇa zˇarkov s sceno. RTX vse-
buje optimizirane algoritme, ki lahko pospesˇevalne strukture gradijo in po-
sodabljajo v realnem cˇasu. Vsa geometrija v sceni je predstavljena z dvema
nivojema pospesˇevalnih struktur. Spodnji nivo gradijo primitivi, kot so tri-
kotniki. Primitivi so specificirani s pomocˇjo geometrijskih deskriptorjev, ki
vsebujejo medpomnilnik ogliˇscˇ in medpomnilnik indeksov. Zgornji nivo je
zgrajen iz referenc spodnjega nivoja, ki jim pravimo deskriptorji instanc.
Deskriptorji instanc vsebujejo transformacijske matrike, ki jih postavijo v
sceno, in odmik v tabeli sencˇilnikov, kjer najdemo informacijo o materialu
(slika 2.6).




Tabela sencˇilnikov je podatkovna struktura, ki povezuje pospesˇevalne
strukture s pripadajocˇimi sencˇilniki, hkrati pa hrani informacije o podatkih,
do katerih dostopajo sencˇilniki, kot so teksture, medpomnilniki in konstante.
Je seznam enako velikih vnosov, od katerih je vsak sestavljen iz identifikatorja
sencˇilnika in mnozˇice podatkov, ki mu pripada. Ko najdemo presecˇiˇscˇe med
zˇarkom in sceno, dobimo iz zgornjega nivoja pospesˇevalne strukture odmik
v tabeli sencˇilnikov in tako najdemo sencˇilnik, ki se mora takrat izvesti.
Ko ustvarimo cevovod sledenja zˇarkov, pospesˇevalne strukture in tabelo
sencˇilnikov, lahko zacˇnemo s sledenjem zˇarkov.
2.5 Vulkan
Vulkan [14] je aplikacijski programski vmesnik (angl. application program-
ming interface - API) za graficˇne in racˇunske naprave. Je logicˇni naslednik
vmesnika OpenGL [7]. Oba omogocˇata standardiziran dostop do graficˇne
strojne opreme, vendar pa je Vulkan precej bolj nizko-nivojski kot OpenGL.
To pomeni, da mora razvijalec poskrbeti za mnogo stvari, kot sta na primer
rokovanje s pomnilnikom in sinhronizacija, za katere je prej skrbel OpenGL
gonilnik.
OpenGL je bil ustvarjen v cˇasu, ko so imeli procesorji, namenjeni po-
trosˇnikom, le eno jedro, zato ne ponuja podpore vecˇ nitim. Vulkan pa je bil
zˇe v zacˇetku ustvarjen z mozˇnostjo uporabe vecˇ niti. Ukazi v Vulkanu se ne
izvrsˇijo neposredno, tako kot se pri OpenGL, ampak se najprej zapiˇsejo v
medpomnilnike ukazov. Prednost tega je, da lahko ukaze vzporedno zapisu-
jemo v vecˇ medpomnilnikov. Ker obdelava podatkov, ki jih potrebujemo za
definicijo ukazov, in zapisovanje ukazov v medpomnilnik ponavadi racˇunsko
precej kompleksno, lahko z vzporednim zapisovanjem veliko pridobimo na
hitrosti izvajanja.
V Vulkanu mora namesto gonilnika s pomnilnikom upravljati razvijalec.
Tako so aplikacije bolj kompleksne, vendar tudi bolj ucˇinkovite. Pomnilnik
se deli na dva dela, pomnilnik naprave (angl. device memory) in pomnilnik
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procesorja (angl. host memory). Pomnilnik procesorja je potreben za hra-
njenje podatkov, ki napravi niso vidni. Pomnilnik naprave je ves pomnilnik,
ki je napravi viden. Vsaka naprava ponuja vecˇ pomnilniˇskih kopic, iz kate-
rih lahko dodelimo dolocˇeno kolicˇino pomnilnika. Kopice vsebujejo razlicˇne
vrste pomnilnika z razlicˇnimi lastnostmi. Razvijalec mora preveriti, katere
vrste pomnilnika so zdruzˇljive s podatki, ki jim zˇeli dodeliti pomnilnik.
Vulkan samodejno zagotavlja le minimalno preverjanje napak. Za to je
uporabniku na voljo sistem validacijskih plasti, ki so neobvezna komponenta
Vulkana in omogocˇajo validacijo funkcijskih klicev. Cilj je, da se med raz-
vijanjem aplikacije uporablja cˇim vecˇ validacijskih plasti za zagotavljanje
pravilnosti programa, v koncˇni verziji pa se jih onemogocˇi zaradi izboljˇsanja
ucˇinkovitosti aplikacije.
Vulkan ponuja mnogo mozˇnosti za pospesˇitev upodabljanja in povecˇanje
ucˇinkovitosti aplikacij, ki lahko podpirajo tudi vecˇ razlicˇnih platform.
Poglavje 3
Implementacija
V tem poglavju bomo predstavili nasˇe implementacije sledenja poti na cen-
tralni procesni enoti, na graficˇni procesni enoti in na graficˇni procesni enoti
s tehnologijo RTX. S tehnologijo RTX lahko upodabljamo mnogo razlicˇnih
tipov podatkov, na primer voksle in implicite, najbolj uporabna pa je za
upodabljanje trikotnikov, na kar se osredotocˇamo tudi v nasˇi implementaciji.
RTX za pospesˇitev sledenja zˇarkov uporablja pospesˇevalne strukture, zato
smo tudi v implementacijah na CPE in GPE uporabili vrsto pospesˇevalnih
struktur in graf scene.
Predstavili bomo uporabljeno implementacijo grafa scene, kako definira
vozliˇscˇa grafa, kako ga zgradi in katere materiale uporablja. Predstavili bomo
tudi pospesˇevalne strukture, natancˇneje hierarhije ocˇrtanih teles, ki so imple-
mentirane v grafu scene. Opisali bomo, kako se jih zgradi in kako z njihovo
pomocˇjo iˇscˇemo presecˇiˇscˇa med zˇarkom in sceno.
Nadaljevali bomo s predstavitvijo nasˇih implementacij sledenja poti na
centralni procesni enoti, na graficˇni procesni enoti in z uporabo tehnologije
RTX. Predstavili bomo, kako uporabimo dvosmerno funkcijo porazdelitve
razprsˇenosti, da izracˇunamo smer, v katero se odbije zˇarek iz presecˇiˇscˇa. Pri
implementaciji na GPE bomo natancˇno predstavili vse korake, ki jih moramo
izvesti za sledenje poti. Pri implementaciji z RTX pa bomo predstavili, kaj




V nasˇih implementacijah na CPE in GPE smo uporabili odprtokodno imple-
mentacijo grafa scene LogiSceneGraph1, ki je bila razvita v sklopu dela [4].
Graf scene definira objekte, ki predstavljajo vozliˇscˇa grafa. Objekti imajo
komponente, ki jim dodajajo neko funkcionalnost. To so lahko transforma-
cija, mrezˇna geometrija, perspektivna ali ortografska kamera. Transformacija
dolocˇa postavitev objekta v prostoru. Cˇe ima objekt mrezˇno geometrijo, se
mu doda to komponento. Cˇe je objekt kamera, se mu doda komponento per-
spektivna ali ortografska kamera glede na njeno vrsto. Primer grafa scene je
na sliki 3.1.
Slika 3.1: Primer grafa scene.
LogiSceneGraph podpira nalaganje datotek tipa glTF [1]. Najprej nalozˇi
model iz datoteke s pomocˇjo knjizˇnice Tiny glTF2. Iz modela zgradi posame-




Nato objekte povezˇe v hierarhijo oz. graf. To stori tako, da jim doda otroke
in priredi starsˇe. Na koncu ustvari sˇe sceno in vanjo nalozˇi objekte kot njene
otroke.
Za materiale uporablja glTF-jev metallic-roughness model. Vsak mate-
rial ima dolocˇeno osnovno barvo in transparentnost (RGBA barvni prostor),
kovinskost in hrapavost. Material ima lahko tudi emisivni faktor, cˇe oddaja
svetlobo, in prepustnost, cˇe prepusˇcˇa svetlobo. Podpira tudi uporabo teks-
tur za barvo, kovinskost in hrapavost, emisivnost, prepustnost ter teksture
normal.
3.1.1 Hierarhija ocˇrtanih teles
LogiSceneGraph vkljucˇuje tudi gradnjo hierarhije ocˇrtanih teles [3] (BVH), s
pomocˇjo katere pohitrimo iskanje presecˇiˇscˇ med zˇarkom in sceno pri sledenju
poti. Ocˇrtana telesa, ki jih uporablja, so z osmi poravnani kvadri (angl.
axis aligned bounding box - AABB). Primer strukture BVH z AABB-ji je na
sliki 3.2.




Metode za gradnjo BVH delimo v tri kategorije: metode od zgoraj nav-
zdol (angl. top-down methods), metode od spodaj navzgor (angl. bottom-up
methods) ali metode vstavljanja (angl. insertion methods). LogiSceneGraph
gradi BVH z metodo od zgoraj navzdol. Gradnjo zacˇne s korenskim vo-
zliˇscˇem, ki je sestavljeno iz vseh primitivov, in nadaljuje z rekurzivno de-
litvijo na manjˇsa vozliˇscˇa dokler ne dosezˇe ustavitvenega pogoja, takrat iz
vozliˇscˇa ustvari list.
Cilj je razdeliti primitive tako, da je prekrivanje ocˇrtanih teles cˇim manjˇse.
Delitev primitivov temelji na hevristiki povrsˇine [5] (angl. surface area he-
uristic - SAH), ki ocenjuje ceno iskanja presekov med zˇarkom in dolocˇeno
delitvijo primitivov. Navadni BVH izvaja delitev na osnovi celih primitivov,
tako da se lahko AABB-ji sosednjih primitivov precej prekrivajo. LogiScene-
Graph zato vkljucˇuje tudi deljenje prostora [11] (angl. spatial splitting), ki
primitive razdeli v N kosˇev.
S pomocˇjo SAH najde najcenejˇso delitev primitivov in najcenejˇso delitev
primitivov z deljenjem prostora ter ju primerja in izbere cenejˇso. Vozliˇscˇe
nato razdeli glede na izbrano delitev, cˇe je ta cenejˇsa kot ustvarjanje lista iz
vseh primitivov v vozliˇscˇu, sicer ustvari list.
Iskanje presecˇiˇscˇ
LogiSceneGraph implementira tudi iskanje presecˇiˇscˇ med zˇarkom in sceno
pri sledenju zˇarka. Cilj je najti presecˇiˇscˇe, ki je izhodiˇscˇu zˇarka najblizˇje.
Isˇcˇe vozliˇscˇe BVH, s katerim se zˇarek seka, pri tem pa si pomaga s skladom,
kamor na zacˇetku nalozˇi korensko vozliˇscˇe. Nato ustvari seznam potencialnih
presecˇiˇscˇ in v zanki ponavlja sledecˇe: s sklada vzame najviˇsje vozliˇscˇe in
preveri, ali se AABB v vozliˇscˇu seka z zˇarkom. Cˇe se zˇarek in AABB sekata
ter je vozliˇscˇe list, shrani primitive v vozliˇscˇu v seznam potencialnih presecˇiˇscˇ.
Cˇe se zˇarek in AABB sekata ter vozliˇscˇe ni list, da na sklad otroke vozliˇscˇa.
Cˇe se zˇarek in AABB ne sekata, nadaljuje z naslednjo iteracijo zanke, dokler
ne zmanjka vozliˇscˇ na skladu. Nato za vsako potencialno presecˇiˇscˇe preveri,
ali se zˇarek z njim res seka in ali je presecˇiˇscˇe najblizˇje izhodiˇscˇu zˇarka.
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3.2 Implementacija na centralni procesni
enoti
Sledenje poti na CPE4 zacˇnemo z ustvarjanjem okna, nalaganjem scene in
gradnjo grafa scene. Zatem ustvarimo upodabljalnik, objekt razreda Ren-
derer, znotraj tega pa sledilnik poti in iskalnik presecˇiˇscˇ z zˇarki, objekta
razredov PathTracer in RayIntersector. Razredna struktura je predstavljena
na sliki 3.4. Nato zgradimo BVH-je objektov in scene po postopku, opisanem
v 3.1.1.
Najprej s pomocˇjo vzorcˇevalnika slik, objekta razreda ImageSampler, za
vsak piksel na koncˇni sliki generiramo nakljucˇni vzorec, ki pove, skozi katero
tocˇko na sliki gre zˇarek. S pomocˇjo te tocˇke in polozˇaja kamere izracˇunamo
smer zˇarka. Nato zacˇnemo z iskanjem presecˇiˇscˇ med zˇarkom in sceno, kjer
si pomagamo z BVH. Najti zˇelimo presecˇiˇscˇe, ki je najblizˇje izhodiˇscˇu zˇarka.
Postopek iskanja presecˇiˇscˇ je opisan v poglavju 3.1.1.
Ko najdemo najblizˇje presecˇiˇscˇe, ovrednotimo in vzorcˇimo dvosmerno
funkcijo porazdelitve razprsˇenosti [12] (angl. bidirectional scattering distribu-
tion function - BSDF), kjer zdruzˇujemo difuzno in zrcalno dvosmerno funkcijo
porazdelitve odbojnosti (angl. bidirectional reflectance distribution function
- BRDF) ter dvosmerno funkcijo porazdelitve prepustnosti (angl. bidirec-
tional transmittance distribution function - BTDF). Glede na vzorec BSDF
posˇljemo v sceno naslednji zˇarek iz tocˇke presecˇiˇscˇa. Med celotno potjo zˇarka
zbiramo barvo piksla s pomocˇjo maske, ki predstavlja pojemanje svetlobe v
presecˇiˇscˇu.
Pri materialih z difuzno komponento se zˇarek odbije v nakljucˇni smeri
na polsferi okoli normale, maska pa se pomnozˇi z barvo v presecˇiˇscˇu in ko-
sinusom kota, pod katerim svetloba pada v presecˇiˇscˇe. Pri materialih z zr-
calno komponento se zˇarek odbije v smeri popolnega odboja, maska pa se
pomnozˇi z barvo v presecˇiˇscˇu. Pri materialih z refrakcijsko komponento se
glede na Fresnelovo reflektivnost nekateri zˇarki odbijejo od povrsˇine pred-
4https://github.com/PrimozLavric/CPUPathTracer
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meta v smeri popolnega odboja, nekateri pa se na povrsˇini predmeta glede
na lomni kolicˇnik materialov lomijo in potujejo skozi predmet, maska pa se
pomnozˇi z barvo v presecˇiˇscˇu in prepustnostjo. Cˇe zˇarek zadane lucˇ, se barva
piksla nastavi na barvo lucˇi, pomnozˇeno z masko in mocˇjo lucˇi.
Postopek ponavljamo dokler zˇarek ne zadane nicˇesar ali dokler ne dosezˇe
omejitve globine. Pot zˇarka lahko zgodaj prekinemo tudi z rusko ruleto, pri
cˇemer za vsako iteracijo dolocˇimo verjetnost prekinitve poti glede na vrednost
maske. Manjˇsa kot je vrednost maske, vecˇja je verjetnost prekinitve poti
zˇarka. Cˇe pot zˇarka nadaljujemo, masko ustrezno povecˇamo, da nadomestimo
prispevek poti, ki jih zgodaj prekinemo.
Ko izracˇunamo barvo vzorcev vseh pikslov, lahko sliko izriˇsemo.
3.3 Implementacija na graficˇni procesni enoti
Pri implementaciji na GPE5 uporabljamo Vulkan API. Zacˇnemo s kreiranjem
okna in upodabljalnika, v katerem inicializiramo vse potrebno za uporabo
Vulkana:
1. Ustvarimo instanco, s cˇimer inicializiramo Vulkan. V instanci je shra-
njeno stanje aplikacije in predstavlja povezavo med aplikacijo in Vul-
kanovo knjizˇnico.
2. Ustvarimo povrsˇino (angl. surface), ki predstavlja platno za risanje. To
platno uporabljamo za izrisovanje slike, proizvedene s sledenjem poti.
3. Izberemo fizicˇno napravo (GPE), pri cˇemer dajemo prednost diskre-
tnim GPE pred integriranimi. Vsaka fizicˇna naprava podpira razlicˇne
druzˇine vrst (angl. queue family), te imajo eno ali vecˇ vrst, v katere
dodamo medpomnilnike ukazov, ko jih zˇelimo izvrsˇiti. Vsaka druzˇina
vrst omogocˇa le dolocˇene ukaze, ki jih podpirajo vse vrste v isti druzˇini.
5https://github.com/PrimozLavric/LogiPathTracer
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4. Ustvarimo logicˇno napravo, ki predstavlja povezavo med aplikacijo in
fizicˇno napravo. Pri ustvarjanju logicˇne naprave moramo specificirati,
katere vrste zˇelimo ustvariti, glede na druzˇine vrst, ki jih podpira iz-
brana fizicˇna naprava. V nasˇi aplikaciji zˇelimo izvajati ukaze za risanje
in racˇunanje, zato potrebujemo druzˇino vrst, ki podpira graficˇne in
racˇunske operacije.
5. Inicializiramo izmenjevalno verigo pomnilnikov (angl. swapchain), ki
omogocˇa predstavitev rezultatov upodabljanja na povrsˇino.
6. Ustvarimo sinhronizacijske objekte, to so ograje in semaforji. Ograje
so namenjene sinhronizaciji aplikacije z operacijami upodabljanja, torej
sinhronizirata CPE in GPE, semaforji pa sinhronizirajo operacije zno-
traj medpomnilnikov ukazov na GPE. Potrebujemo dva semaforja, eden
signalizira, da je bila slika prejeta in je pripravljena za upodabljanje,
drugi pa signalizira, da je upodabljanje koncˇano in je slika pripravljena
na predstavitev. Potrebujemo tudi ograjo, ki CPE-ju signalizira, da je
slika na GPE koncˇana.
7. Ustvarimo bazene ukazov (angl. command pool) in medpomnilnike uka-
zov (angl. command buffers), v katere posnamemo ukaze, preden jih
lahko izvrsˇimo. Bazeni ukazov upravljajo s pomnilnikom, v katerem
so shranjeni medpomnilniki ukazov. Vsak bazen ukazov lahko alocira
medpomnilnike ukazov, ki spadajo v isti tip vrst, v nasˇem primeru je
to graficˇna druzˇina vrst.
8. Ustvarimo alokator pomnilnika iz knjizˇnice VMA [13], ki poenostavlja
alokacijo pomnilnika. Vkljucˇuje funkcije za pravilno in optimalno izbiro
vrste pomnilnika.
9. Ustvarimo upodobitveni prehod (angl. render pass) in slikovne medpo-
mnilnike (angl. framebuffer). Upodobitveni prehod predstavlja zbirko
priponk, podprehodov (angl. subpass) in odvisnosti med podprehodi
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ter opisuje uporabo priponk tekom izvajanja podprehodov, ki lahko be-
rejo in piˇsejo v priponke. Slikovni medpomnilniki predstavljajo zbirko
specificˇnih priponk, ki jih uporablja upodobitveni prehod.
10. Nalozˇimo sencˇilnik ogliˇscˇ, sencˇilnik fragmentov in racˇunski sencˇilnik ter
ustvarimo graficˇni in racˇunski cevovod. Za inicializacijo graficˇnega ce-
vovoda (podrobneje opisan v poglavju 2.1) moramo definirati podatke
sencˇilnikov (sencˇilnika ogliˇscˇ in fragmentov), podatke fiksnih funkcij,
nacˇrt cevovoda (angl. pipeline layout), upodobitveni prehod, kjer bo ce-
vovod uporabljen, in indeks podprehoda v upodobitvenem prehodu. Za
inicializacijo racˇunskega cevovoda pa potrebujemo podatke racˇunskega
sencˇilnika in nacˇrt cevovoda.
11. Inicializiramo akumulacijsko teksturo, kamor algoritem sledenja poti
zapisuje izracˇunane vrednosti.
12. Inicializiramo mnozˇice deskriptorjev. S pomocˇjo deskriptorjev sencˇilni-
ki dostopajo do virov, kot so npr. medpomnilniki. Za nasˇo aplikacijo
potrebujemo deskriptor za medpomnilnik uniform (angl. uniform bu-
ffer), deskriptor za shranjevalni medpomnilnik (angl. storage buffer),
deskriptor za shranjevalno sliko (angl. storage image) in deskriptor
za vzorcˇeno sliko, kombinirano z vzorcˇnimi parametri (angl. combined
image sampler).
13. Inicializiramo medpomnilnike uniform (uniform buffer object - UBO),
ki hrani konstantne podatke, ki so sencˇilnikom na voljo le za branje.
Upodabljalnik, v katerem inicializiramo Vulkan, je objekt razreda Rende-
rerPT, ki razsˇirja razred RendererCore. Ko je inicializacija Vulkana koncˇana,
v aplikacijo nalozˇimo sceno s pomocˇjo pretvornika scene, objekta razreda PT-
SceneConverter, ter zgradimo graf scene in BVH. Inicializiramo in povezˇemo
medpomnilnik scene ter posnamemo ukaze iz racˇunskega sencˇilnika v med-
pomnilnike ukazov. Razredna struktura je predstavljena na sliki 3.4.
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V racˇunskem sencˇilniku je implementiran algoritem sledenja poti na po-
doben nacˇin kot v nasˇi implementaciji na CPE (3.2). Najprej za vsak piksel
na koncˇni sliki ustvarimo svojo nit, v kateri bomo racˇunali barvo piksla.
V vsaki niti generiramo nakljucˇni vzorec, da dobimo tocˇko, skozi katero gre
zˇarek. Nadaljujemo kot pri implementaciji na CPE, tako da izracˇunamo smer
zˇarka, iˇscˇemo presecˇiˇscˇe med zˇarkom in sceno s pomocˇjo BVH, vrednotimo in
vzorcˇimo BSDF ter celoten postopek ponavljamo dokler ne dosezˇemo enega
od ustavitvenih pogojev, opisanih v 3.2.
Algoritem pozˇenemo tako, da zacˇnemo z izvajanjem ukazov iz medpo-
mnilnika ukazov. Ko je nova slika pripravljena, jo lahko izriˇsemo s pomocˇjo
izmenjevalne verige pomnilnikov.
Diagram celotnega poteka implementacije sledenja poti na GPE je pred-
stavljen na sliki 3.3.
3.4 Implementacija na GPE z RTX
Implementacija sledenja poti na GPE z RTX6 se zacˇne tako kot implemen-
tacija na GPE brez RTX (3.3). Kreiramo okno in upodabljalnik, objekt
razreda RendererRTX, ki razsˇirja razred RendererCore, tako kot razred Ren-
dererPT pri implementaciji brez RTX. Razredna struktura je predstavljena
na sliki 3.4.
V upodabljalniku inicializiramo vse potrebno za uporabo Vulkana: ustva-
rimo instanco in povrsˇino, izberemo fizicˇno napravo in ustvarimo logicˇno
napravo, izmenjevalno verigo pomnilnikov, sinhronizacijske objekte, bazene
ukazov, medpomnilnike ukazov, alokator pomnilnika, upodobitveni prehod,
slikovne medpomnilnike, nalozˇimo sencˇilnike in ustvarimo cevovode ter ini-
cializiramo akumulacijsko teksturo, mnozˇice deskriptorjev in medpomnilnik
uniform.
Sencˇilnika ogliˇscˇ in fragmentov, s katerima ustvarimo graficˇni cevovod, sta
enaka kot pri implementaciji brez RTX. Namesto racˇunskega sencˇilnika pa
6https://github.com/PrimozLavric/LogiPathTracer
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Slika 3.3: Diagram poteka implementacije sledenja poti na GPE.
uporabljamo sencˇilnik za generacijo zˇarkov, sencˇilnik za zgresˇitev in sencˇilnik
za najblizˇji zadetek ter z njimi ustvarimo racˇunski cevovod. V sencˇilniku za
generacijo zˇarkov ustvarimo zˇarek in izracˇunamo njegovo smer. V sencˇilniku
za najblizˇji zadetek vrednotimo in vzorcˇimo BSDF, tako kot pri prvih dveh
implementacijah, ter posˇljemo nov zˇarek v sceno, cˇe sˇe nismo dosegli nobe-
nega od ustavitvenih pogojev. V sencˇilniku za zgresˇitev prekinemo sledenje
poti, saj zˇarek ni zadel nicˇesar.
Nadaljujemo z nalaganjem scene s pomocˇjo pretvornika scene, objekta
razreda RTXSceneConverter, in ustvarimo RTX-ove vgrajene pospesˇevalne
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strukture, opisane v 2.4. Gradimo jih lahko na enega od petih nacˇinov, ki
jih lahko tudi kombiniramo:
• ePreferFastTrace, ki daje prednost hitrosti sledenja pred hitrostjo gra-
dnje pospesˇevalne strukture,
• ePreferFastBuild, ki daje prednost hitrosti gradnje pospesˇevalne struk-
ture pred hitrostjo sledenja,
• eAllowUpdate, ki omogocˇa posodabljanje pospesˇevalne strukture,
• eAllowCompaction, ki omogocˇa stiskanje pospesˇevalne strukture,
• eLowMemory, ki daje prednost zmanjˇsanju velikosti pospesˇevalne
strukture v pomnilniku pred hitrostjo sledenja in gradnje.
Tako kot pri implementaciji brez RTX inicializiramo in povezˇemo medpo-
mnilnik scene ter posnamemo ukaze iz sencˇilnikov v medpomnilnike ukazov.
Nato zacˇnemo z izvajanjem ukazov in izriˇsemo sliko, ko je ta pripravljena.
Diagram celotnega poteka implementacije sledenja poti z RTX je pred-
stavljen na sliki 3.5.
Slika 3.4: UML diagram razredne strukture nasˇih implementacij. Na levi je
struktura implementacije na CPE, na desni pa je struktura implementacije
na GPE brez in z RTX.
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Slika 3.5: Diagram poteka implementacije sledenja poti z RTX.
Poglavje 4
Performancˇna analiza
V tem poglavju bomo analizirali razlike v hitrosti implementacij na CPE,
GPE in GPE z RTX. Primerjali bomo hitrost sledenja poti in hitrost gradnje
pospesˇevalnih struktur. Za analizo smo pripravili dve sceni, t. i. Cornellovo
sˇkatlo (slika 4.1) in model atrija palacˇe Sponza (slika 4.2).
Slika 4.1: Scena s Cornellovo sˇkatlo.
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Slika 4.2: Scena s Sponzo.
Specifikacije sistema, na katerem smo testirali, so naslednje:
• CPE: 2 × Intel Xeon E5-2620 (Base clock - 2,00 GHz, Turbo - 2,5GHz)
• RAM: 32 GB
• GPE: Nvidia GeForce RTX 2080 Ti
4.1 Analiza hitrosti sledenja poti
Hitrost sledenja poti primerjamo glede na sˇtevilo upodobljenih vzorcev na
piksel na sekundo. Testirali smo pri resoluciji 1920× 1080, vsako implemen-
tacijo pa smo pognali trikrat in izracˇunali povprecˇje meritev. Rezultati so
predstavljeni v tabeli 4.1.
Pri sceni s Cornellovo sˇkatlo je sledenje poti na GPE 887,1-krat hitrejˇse
od sledenja poti na CPE, pri sceni z modelom Sponze pa 466,8-krat. Razliko
med pohitritvama lahko pripiˇsemo daljˇsim potem zˇarkov pri modelu Sponze.
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Na CPE imajo daljˇse poti manjˇsi vpliv kot na GPE zaradi manjˇse kolicˇine
predpomnilnika v jedru GPE v primerjavi s CPE.
Pri sceni s Cornellovo sˇkatlo je sledenje poti na GPE z RTX najhi-
trejˇse pri nacˇinu gradnje pospesˇevalnih struktur z omogocˇanjem posodobi-
tev, najpocˇasnejˇse pa pri nacˇinu gradnje, ki daje prednost hitrejˇsi gradnji
pospesˇevalnih struktur. Slednje je pocˇasnejˇse za 3,22 %. Najhitrejˇsa imple-
mentacija z RTX je od implementacije na GPE brez RTX hitrejˇsa 4,7-krat,
najpocˇasnejˇsa pa 4,55-krat.
Pri sceni z modelom Sponze je sledenje poti na GPE z RTX najhitrejˇse pri
nacˇinu gradnje pospesˇevalnih struktur, ki daje prednost zmanjˇsanju velikosti
pospesˇevalne strukture v pomnilniku, najpocˇasnejˇse pa prav tako pri nacˇinu
gradnje, ki daje prednost hitrejˇsi gradnji pospesˇevalnih struktur. Slednje je
pocˇasnejˇse za 4,46 %. Najhitrejˇsa implementacija z RTX je od implementa-
cije na GPE brez RTX hitrejˇsa 7,74-krat, najpocˇasnejˇsa pa 7,4-krat.
Rezultati so nas presenetili, saj smo pricˇakovali, da bo sledenje poti naj-
hitrejˇse pri nacˇinu gradnje pospesˇevalnih struktur, ki daje prednost hitrosti
sledenja poti. Tocˇnega razloga za to ne moremo podati, saj je implementacija
RTX zaprtokodna. Kot smo pricˇakovali pa je sledenje poti najpocˇasnejˇse pri
nacˇinu gradnje, ki daje prednost hitrosti gradnje pospesˇevalnih struktur.
4.2 Analiza hitrosti gradnje pospesˇevalnih
struktur
Hitrost gradnje pospesˇevalnih struktur primerjamo glede na celoten cˇas gra-
dnje v sekundah. Tudi tu smo vsako implementacijo pognali trikrat ter
izracˇunali povprecˇje meritev. Rezultati so predstavljeni v tabeli 4.2. Po-
spesˇevalne strukture gradimo na CPE in GPE z istim algoritmom, tako da
so rezultati enaki.
Pri sceni s Cornellovo sˇkatlo je gradnja pospesˇevalnih struktur na GPE z
RTX najhitrejˇsa pri nacˇinu gradnje, ki daje prednost hitrejˇsi gradnji, najpo-
cˇasnejˇsa pa pri omogocˇanju stiskanja pospesˇevalnih struktur. Slednja je
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Cornellova sˇkatla Sponza
Meritve Povpr. Meritve Povpr.
CPE 0,062 0,018
GPE 55 55 55 55 8,4 8,39 8,4 8,40
RTX
Fast trace 256 252 255 254,33 64,8 64,7 64,8 64,77
Fast build 250 251 250 250,33 62,3 62 62,1 62,13
Allow update 261 260 255 258,67 64 64 63,6 63,87
Allow compaction 253 256 252 253,67 64,8 64,7 64,6 64,70
Low memory 254 254 260 256,00 65,2 65,1 64,8 65,03
Tabela 4.1: Rezultati testiranja hitrosti sledenja poti na CPE, GPE in GPE
z RTX. Enota je sˇtevilo upodobljenih vzorcev na piksel na sekundo.
pocˇasnejˇsa za 39,29 %. Najhitrejˇsa gradnja pri implementaciji z RTX je
od gradnje pri implementaciji na CPE in GPE brez RTX hitrejˇsa 2547-krat,
najpocˇasnejˇsa pa 1828-krat.
Pri sceni z modelom Sponze je gradnja pospesˇevalnih struktur na GPE
z RTX prav tako najhitrejˇsa pri nacˇinu gradnje, ki daje prednost hitrejˇsi
gradnji, najpocˇasnejˇsa pa pri nacˇinu gradnje, ki daje prednost hitrejˇsemu
sledenju poti. Slednja je pocˇasnejˇsa za 16,8 %. Najhitrejˇsa gradnja pri
implementaciji z RTX je od gradnje pri implementaciji na CPE in GPE brez
RTX hitrejˇsa 1487-krat, najpocˇasnejˇsa pa 1273-krat.
Rezultati se skladajo z nasˇimi pricˇakovanji, saj je gradnja pospesˇevalnih





CPE in GPE 35,76 35,569 35,661 35,663
RTX
Fast trace 0,0141 0,0134 0,0206 0,0160
Fast build 0,0117 0,0141 0,0163 0,0140
Allow update 0,0129 0,013 0,0179 0,0146
Allow compaction 0,0238 0,015 0,0197 0,0195
Low memory 0,0253 0,0145 0,017 0,0189
Sponza
Meritve Povpr.
CPE in GPE 126,947 127,821 127,689 127,486
RTX
Fast trace 0,1006 0,1018 0,0979 0,1001
Fast build 0,0859 0,0874 0,0838 0,0857
Allow update 0,0885 0,0955 0,0938 0,0926
Allow compaction 0,0893 0,0972 0,1001 0,0955
Low memory 0,0888 0,0868 0,0871 0,0876
Tabela 4.2: Rezultati testiranja hitrosti gradnje pospesˇevalnih struktur na




V diplomskem delu smo predstavili tehnologijo RTX, ki omogocˇa strojno
pospesˇeno upodabljanje s sledenjem zˇarkov. Predstavili smo nasˇe implemen-
tacije algoritma sledenja poti na centralni procesni enoti, graficˇni procesni
enoti in z uporabo tehnologije RTX.
Opisali smo tudi knjizˇnico LogiSceneGraph, ki smo jo uporabili za gra-
dnjo grafa scene in pospesˇevalnih struktur, ter kako z implementiranimi po-
spesˇevalnimi strukturami iˇscˇemo presecˇiˇscˇa med zˇarki in sceno. Glede na
lastnosti materiala predmeta v presecˇiˇscˇu dolocˇimo smer, v katero se zˇarek
odbije, in med potjo zˇarka zbiramo barvo piksla. Opisali smo, kako upora-
bljamo Vulkan API pri implementaciji sledenja poti na GPE brez RTX in z
RTX, pri cˇemer smo poudarili podobnosti in razlike.
Nasˇe implementacije sledenja poti smo primerjali glede na hitrost algo-
ritma sledenja poti in glede na hitrost gradnje pospesˇevalnih struktur. Im-
plementacije z RTX smo primerjali tudi glede na razlicˇne nacˇine gradnje
pospesˇevalnih struktur.
RTX je relativno nova tehnologija, ki sˇe ni dozˇivela sˇirokega sprejetja.
To pripisujemo visokim cenam RTX graficˇnih kartic in nizkemu sˇtevilu apli-
kacij, ki podpirajo RTX. Vendar pa pricˇakujemo, da se bo sˇtevilo aplikacij
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