Abstract. An apriori bound for the condition number associated to each of the following problems is given: general linear equation solving, minimum squares, nonsymmetric eigenvalue problems, solving univariate polynomials, solving systems of multivariate polynomials. It is assumed that the input has integer coe cients and is not on the degenerate locus of the respective problem (i.e. the condition number is nite). Then condition numbers are bounded in terms of the dimension and of the bit-size of the input.
Introduction
In most of the numerical analysis literature, complexity and stability of numerical algorithms are usually estimated in terms of the problem instance dimension and of a`condition number'.
For instance, the complexity of solving an n n linear system Ax = b is usually estimated in terms of the dimension n (actually the input size is n(n + 1)) and of the condition number (A) = k A k 2 k A ?1 k 2 .
There is a set of problems instances with (A) = 1, and in most cases it makes no sense to attempt solving those problem instances. There are also problem instances (in our case, matrices) close to the locus of degenerate problem instances. Those will have a large condition number, and will be said to be ill-conditioned. It is usually accepted that ill-conditioned problem instances are hard to solve. Thus, for complexity purposes a problem instance with a large condition number should be considered`large'. Therefore, when considering problems de ned for real inputs, a reasonable measure for the input size would be (in our example): n 2 log 2 (A). (Compare to 13] Formula 2.1 and paragraph below. See also the discussion in 1], Chapter 3, Section 1).
Another tradition, derived from classical complexity theory and pervasive in several branches of literature (such as linear programming), is to consider the subset of 1 problems instances with integer coe cients. Hence the input size is the number of coe cients times the bit-size of the largest coe cient (in absolute value).
In this paper, the following classical problems of numerical analysis are considered: 1. Solving a general n n system of linear equations. 2. Minimal squares problem for a full-rank matrix.
3. Non-symmetric eigenvalue problem. 4 . Solution of one univariate polynomial. 5 . Solution of a non-degenerate system of n polynomial equations in n variables. All those problems share the feature mentioned above: there is a degenerate locus, and problem instances with real coe cients can be as close to the degenerate locus as wished. This implies that they can be arbitrarily ill-conditioned.
However, in Theorems 1 to 5 below, we provide bounds for the condition number of problems instances with integer coe cients and not in the degenerate locus. Those bounds depend on the dimension (size) of the problem instance and on the bit-size of its coe cients.
In the analysis of iterative algorithms, one further considers a certain quantity that can be used to bound the speed of convergence and hence the number of iterations to obtain a given approximation. For instance, for power methods (or QR iteration without shift) in the symmetric eigenvalue problem, one can bound the number of steps in terms of the desired accuracy and of the ratio between di erent eigenvalues. The farther this number is from 1, the faster is the convergence.
Once again, if input has real coe cients, this quantity can be arbitrarily close to 1. However, explicit bounds for that quantity will be given for inputs with integer coe cients for 6. QR iteration without shift for the Symmetric Eigenvalue Problem. 7. Grae e iteration for solving univariate polynomials.
The reader should be warned that the results herein are worst case estimates, and are overly pessimistic for application purposes. The main motivation for those results is to convert numerical analysis estimates into`polynomial time' estimates, not the opposite.
Statement of main results
Notation. k : k 2 stands for the 2-norm: if x 2 R n or C n , then
If A is a matrix, then Let f = (f 1 ; ; f n ) be a system of polynomials in variables x 1 ; ; x n . We homogenize the system by multiplying each coe cient f iJ x J = f iJ x J 1 1 x J 2 2 x Jn n of f i by x J 0 0 , where we choose J 0 = deg f i ? (J 1 + J n ). We obtain a system of homogeneous polynomials in n + 1 variables, that we call F = (F 1 ; ; F n ). The natural space for the roots of F is projective space P n , de ned as the space of all rays' (x 0 : : x n ) = f( x 0 ; ; x n ) : 2 C g . where x 0 , : : : , x n are not all equal to 0.
Every nite root (x 1 ; ; x n ) of f corresponds to the projective root of F given by (1 : x 1 : : x n ), and projective roots of F correspond either to a nite root of f or to a root`at in nity'.
Suppose that the coe cients of f (hence of F) are made to depend upon a parameter t. The condition number bounds the absolute speed of the roots of F (in projective space) with respect to the absolute speed of the coe cients of F. Recall that the roots of F are in projective space, so their speed vector _ belongs to the tangent space T P n .
The condition number of F at a root turns out to be: 
With these de nitions, the number (F; ) is invariant under scalings of F, , and under the action of the unitary group U(n + 1), where an element Q 2 SU(n + 1) acts by Q : (F; ) 7 ! (F Q; Q ).
In order to de ne the condition number of a system of n equations in n variables, we set:
where ranges over the roots of F. (Another possibility is to restrict to the nondegenerate roots of F. This would make no di erence in this paper). The following theorem is true if one restricts to any subset of the roots of F.
Theorem 5. Let f be a system of n polynomial equations in n variables, with integer coe cients. We write H(f) for the maximum of the absolute value of the coe cients of f, S(f) for the number of non-zero coe cients of f and D for max d i . Assume that (f) is nite. Then (f) ((n + 1)SH(f)) D cn where c is an universal constant.
2.6. Symmetric eigenvalue problem. Let A be an n n real positive symmetric matrix, and let 1 2 n 0 be its eigenvalues. Unlike the non-symmetric eigenvalue problem, the symmetric eigenvalue problem has absolute condition number always equal to 1 (See 3] Theorem 5.1. See also citePARLETT Fact 1.11 p.16).
However, when using an iterative algorithm, the ratio of eigenvalues The Grae e operator maps the polynomial f(
In 10, 11], it is explained how to recover the actual roots of f after a certain number of Grae e iterations, with a good approximation. The number of required iterations depends on the ratio: (f) = max j j j>j i j j j j j i j . Unlike in Section 2.6, we do not require here that the roots have di erent absolute value. We consider also the auxiliary quantity By the above de nitions, the`condition number' (f) ?1 is always nite. In order to recover the roots within relative precision , the number of Grae e iterations to perform is O(log (f) ?1 + log d + log log ?1 ) . For clarity of exposition, we will show that bound under a special hypothesis: all the roots should be di erent positive real numbers. For the general case, see 8] and 9]. Also, all estimates here are`up to the rst order', and quadratic error terms will be discarded.
After k steps of Grae e iteration one obtains the polynomial
with (g) = (f) 2 k . This says that Grae e iteration is`polynomial time', in the sense that we can obtain relative accuracy of the roots after O(d log max jf i j + log log ?1 ) steps.
Background material
The proof of Theorems 3 to 7 will make use of the absolute multiplicative height function H to bound inequalities involving algebraic numbers.
The construction of the height function H is quite standard in number theory and we refer the reader to 6] Chapter II or to 12] pages 205{214. For applications to complexity theory, see 2] Chapter 7 and 7] .
The height function is naturally de ned in the projectivization P n (Q a ) of the algebraic numbers Q a . It returns a real number 1. We can also extend it to complex projective space P n by setting H(P) = 1 when P 6 2 P n (Q a ). We will adopt this convention in order to simplify the notation of domains and ranges. Also, if x = (x 1 ; ; x n ) 2 C n , we can de ne its height as H(x) = H(x 1 : : x n : 1).
We can also de ne the height of matrices, polynomials and systems of polynomials as the height of the vector of all the coe cients.
The following properties of heights will be used in the sequel. First of all, we can explicitly write the height of a vector with integer coe cients as: Then V has at most d n isolated points, and their height veri es: log 2 H(P) 2 d O(n) (log 2 r + log 2 ) .
Proof of Theorems
Notation. If A is a real (resp. complex) matrix, then A is the real (resp. complex) transpose of A, (A ) ij = A ji . The same convention will be used for vectors.
The vectors of the canonical basis will be denoted by e 1 = 1; 0; 0; ] , e 2 = 0; 1; 0; ] , etc... Proof of Lemma 2. Apply Proposition 2 to the polynomial p(t) from Lemma 1. 5. Further comments As mentioned before, a reasonable de nition for the`real complexity' input size is the number of coe cients of a given problem instance, times the logarithm of its condition number.
Theorems 1 to 4 show that the`real complexity' input size is no worse than a polynomial of the`classical complexity' input size, for problem instances with integer coe cients. Theorem 5 also, if one considers D n as part of the input size. It may be possible to replace D n by the B ezout number Q d i , that is the number of solutions of a generic system of polynomials.
Since the`real complexity' of the problems considered can be bound by common numerical analysis techniques, those Theorems provide a scheme to convert`real complexity' bounds into`classical complexity' bounds.
The same idea is behind Theorems 6 and 7. In the case of the iterative algorithms considered, the number of iterations for obtaining a certain approximation can also be bounded in terms of a`condition number'. In the case of problem instances with integer coe cients, the`condition number' is also polynomially bounded in terms of the input size.
Those Theorems have many features in common, and this is not a coincidence. A more general approach is to interpret the condition number as the inverse of the distance to the degenerate locus. This can be bounded in terms of the height of the problem instance, and in terms of the degenerate locus (degree, dimension, height). However, bound obtained this way will be no sharper and possibly worse than the direct bounds obtained by using the exact expression for the condition number.
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