In this paper we relate the geometry of extremal points to properties of mixtures of distributions. For a mixture model in R J we consider as a prior the mixing density given by a uniform draw of n points from the unit (J − 1)-simplex, with J ≤ n. We relate the extrema of these n points to a mixture model with m ≤ n mixture components. We first show that the extrema of the points can recover any mixture density in the convex hull of the the n points via the Choquet measure.
Introduction
Finite mixture models go back to Pearson [23, 24] and have served as a workhorse in stochastic modeling [8, 16, 22] . Applications include clustering [20] , hierarchical or latent space models [17] , and semiparametric models [21] where a mixture of simple distributions is used to model data that is putatively generated from a complex distribution. In finite mixture models, the mixing distribution is over a finite number of components. There are also many examples of infinite mixture models in the Bayesian non-parametrics literature [3, 14, 31] .
In general, the probability density function (pdf) or probability mass function (pmf) of a finite mixture distribution of m components for a J-dimensional random vector Y is given by:
where the weights p j 's are nonnegative and sum to 1, and the f j 's are the component densities. Often times the component densities are known up to a vector θ j of parameters; in this case, we write f j (y, θ j ). Typically, in applied works the component densities f j (y, θ j ) are assumed to belong to the same parametric family, e.g. the multivariate normal.
The geometry of finite mixture models has primarily been studied in two contexts: differential geometry and convex geometry. The former was pioneered by [2] and further inspected by [30] ; these authors define a finite mixture model as an element belonging to the mixture family, a subset of the space S of statistical models. Then, after introducing statistical α-connections, a concept that represents the intrinsic properties of the family of probability distributions, they point out that the (−1)-connection manifests the criterion that mixture families should be understood as straight models; that is, a mixture family can be regarded as a straight line connecting two distributions. They also introduce more concepts, such as α-families and α-curvature that, once applied to the case of mixture families (as before, when α = −1), convey the information that finite mixture models can be represented as a flat smooth manifold.
The convex geometry approach is mainly due to [16] . In his work, he especially focuses on multinomial and exponential family mixtures, with many examples on the family of binomial mixtures. He is the first to point out that a mixture model can be seen as an element of the unit simplex in some Euclidean space R J , a very deep insight which will prove fundamental for the present work. His main concerns are the identifiability of the weights of the mixture of multinomials and of distributions in the exponential family; he also gives a Carathéodory representation theorem for multinomial mixtures, which in a sense resembles the Choquet theorem we use in this paper. He addresses also the problem of reducing the dimensionality of a mixture, the asymptotic multinomial geometry linked to the likelihood ratio of the first type, and the asymptotic mixture geometry.
An important work by [18] tries to build a bridge between these approaches. He applies a restriction to the general mixture family to obtain a more tractable geometric form, which simplifies inference problems. The restriction he introduces is that of local analysis, which is natural in statistics. In particular, he assumes that the mixing distribution has only local support in the parameter space, so localizing is done at the mixture distribution level. He treats three examples in particular, namely normal families, random effect models, and measurement error models.
The present work fits in the convex geometry approach, and stems out from realizing that an element in the convex hull of n points X 1 , . . . , X n drawn according to a uniform distribution on the unit simplex of R J can be seen to represent an m-dimensional mixture model of component densities defined on R J , with J ≤ m ≤ n. 1 After showing that any element in the convex hull can be retrieved via a unique probability measure -the Choquet measure -on the extrema (using the celebrated Choquet Theorem), our work proceeds in two main directions; we first investigate the behavior of the extrema, especially what happens in the limit as their number grows to infinity. The other route is more 1 m is given by the number of extrema of the convex hull. probabilistic in nature: we use [1] 's version of de Finetti's theorem to approximate the distribution of our random points X 1 , . . . , X n . We also show how a Pólya tree can approximate the Choquet measure.
Our approach is somehow similar to that in [13] . In his work, he presents a method for estimating probability measures constrained to lie in a convex set. In particular, he uses the Choquet theorem to point out that inference over a convex set of measures can be made via unconstrained inference over the set of extreme measures. The main difference with respect to our paper is that the convex hull he works with is a convex hull of probability measures, while the one we work with is a convex hull of points in a Euclidean unit simplex.
The rest of the paper is organized as follows. Section 2 gives the properties of a finite mixture model: we find that there exists a unique measure on the extreme points that allows to represent any point inside the convex hull, which we call the Choquet measure. We also give an approximation of the distribution of the sequence of points X 1 , . . . , X n we initially drew using [1] 's functional analysis version of de Finetti's theorem. Section 3 presents the behavior of the extreme points: we show that as the number of extrema grows to infinity, our convex hull approaches a smooth convex body; we also discover that the expected number of extrema scales at rate (log n) J−1 . 2 This rate is of great interest for the nonparametric and semiparametric literature as it provides the rate at which the number of components of a finite mixture model scales. We also provide a Central Limit Theorem for the number of extreme points, and we prove that the sequence of empirical probability measure with support on the extrema converges strongly to the Choquet measure. Section 4 inspects how to approximate the Choquet measure using a Pólya tree prior; we show that the Pólya tree posterior is weakly consistent for the Choquet measure, and that the rate of convergence of the Pólya tree posterior is given by log n n α 2α+1 , for a properly defined α. Section 5 provides an application in the field of genomics: we generalize the model from [27] . Section 6 concludes our work. There is an Appendix where the proofs to the results are given.
Properties of a finite mixture model
In this section, we are going to explore some properties of a finite mixture model. We first argue that a finite mixture model can be represented by a point in the convex hull of a finite sequence of points drawn uniformly from the unit simplex of a Euclidean space. Then, we provide what we call "Choquet properties" of the geometric representation of a finite mixture model. Finally, we give a way of approximating the distribution of the sequence we drew in the first place to build our convex hull.
Geometric representation of finite mixture models
Our interest for the geometric properties of finite mixture models stems from the fact that a finite mixture of densities on R J can be represented by an element of a convex hull in the unit simplex of R J . To see this, draw n points uniformly from the unit simplex: 3
and construct the convex hull C := Conv(X 1 , . . . , X n ) of these random points. It is going to be a polytope with m extreme points, J ≤ m ≤ n. Then, any point inside the convex hull represents a finite mixture distribution, that is, it represents f = m j=1 p j f j , where f j is the density of the j th mixture component, p j ∈ (0, 1) for all j, m j=1 p j = 1, and m is the number of components in the finite mixture model. Let us give an example.
Suppose we are in R J , for some J ∈ N, and suppose we have:
for some well defined µ 1 , µ 2 , µ 3 , Σ 1 , Σ 2 , and Σ 3 . Then, suppose we want to compute f (x), for some
x ∈ R J . If we compute f 1 (x), f 2 (x), and f 3 (x), rescale their values so that they belong to the unit simplex, and compute Conv f 1 (x),f 2 (x),f 3 (x) (where we used the tilde to indicate that the values are scaled), we have thatf (x) belongs to the convex hull.
In this setting, we may run into an identifiability problem when the number of extrema of C is greater than J; if that happens, we are not able to identify the weights of our mixture starting from a point inside a convex hull in the unit simplex (as mentioned in [16] ). However, this is not an issue in this work. We simply point out how any point inside a convex hull in the unit simplex can be seen to represent a finite mixture distribution on R J . A similar approach to the geometry of mixture models is given in [16] .
Choquet properties of C
Our first goal is to learn about the distribution of the extrema of C , E := exC . An example of a trapezoid-shaped convex hull in the unit 2-simplex in R 3 is given in Figure 1 . We first notice that E can be informally thought of as a basis for C , which means that we can retrieve any point in C by a combination of elements in E ; this comes from the Choquet theorem. 3 Recall that the unit simplex is defined as ∆ Let V be a Banach space, and consider a compact convex subset C ⊆ V . Then, for all c ∈ C there exists a probability measure µ such that supp(µ) = exC, and for all affine functions f on C we have:
We will call such a µ an extreme measure.
In our case, V = ∆ J−1 ⊂ R J , which is complete with respect to the Euclidean norm, and C = C , which is compact by Heine-Borel; indeed, it is closed (its complement is open) and bounded (it is contained in ∆ J−1 , and so also in the (J − 1)-unit ball).
A natural question to ask is whether in our case the extreme measure is unique. The answer turns out to be positive, thanks to another fundamental result by Choquet. Before stating it, we have to point out that our convex hull C is a simplex (as defined in [25] ), not to confuse with the unit simplex we introduced above.
Definition 2.2. A convex subset K of a locally convex space E is said to be a simplex provided the cone generated by K × {1} in the space E × R is a lattice in the partial ordering which it induces on
In our case, we know that E = ∆ J−1 ⊂ R J is finite dimensional, and K = C is compact, so this abstract definition is equivalent to the assertion that C is a simplex if it is the convex hull of a finite and affinely independent set of points, which is exactly our case. Now we can state Choquet's result that ensures the uniqueness of the extreme measure.
Suppose that X is a closed convex metrizable subset of a locally convex space. Then X is a simplex if and only if for every x in X, there exists a unique measure ν which represents x and is supported by the extreme points of X.
We call this measure Choquet measure. We can then formulate the following proposition.
Proposition 2.4. Every x ∈ C can be represented by the unique Choquet measure ν on E .
Distribution of our sequence of random points
We inspect how to approximate our sequence {X 1 , . . . , X n } using de Finetti's theorem and a result by Diaconis and Freedman.
As [1] points out, we can state de Finetti's result from a functional analytic viewpoint as follows.
Consider a "nice" space S (for us, it is going to be ∆ J−1 ⊂ R J ), and recall that a sequence of random variables is exchangeable if:
for any finite permutation π, where d = denotes equality in distribution. Notice that the points we have drawn uniformly from the simplex form a finite exchangeable sequence.
Let P(S) be the set of probability measures on S, and P (P(S)) be the set of random measures.
When we define an infinite exchangeable sequence of S-valued random variables, we are actually defining an exchangeable measure, say Θ, on P(S ∞ ), where Θ is the distribution of the sequence.
Theorem 2.5. (de Finetti)
Consider the set M := {µ ∞ := µ × µ × · · · s.t. µ ∈ P(S)} ⊆ P(S ∞ ), that is the set of extrema of the convex set of exchangeable elements of P(S ∞ ). We have:
Hence, we have a bijection between Λ ∈ P (P(S)) and Θ ∈ P(S). 4
As we pointed out before, our sequence {X 1 , . . . , X n } is a finite exchangeable sequence. Suppose, without loss of generality, that it is part of a much longer sequence {X 1 , . . . , X n−1 , X n , X n+1 , . . . , X m }.
Then, we can use Theorem 13 in [7] to compute an approximation of Θ n , the distribution of our finite sequence. In particular, let:
let also β(m, n) be such that:
Remark 2.6. Notice that, in the scenario we depicted, we have that n has to be greater than J. 5 If that is not the case, we can still have a convex hull, but it will be a proper subset of a smaller dimensional
Euclidean space, and we are not interested in this eventuality.
Remark 2.7. The number of random points we draw, n, is related to the cardinality of E , which we
will denote as f 0 (C ). In particular, for any n ∈ N,
Also, letẽ be the number of extrema of the convex hull (polytope) in our unit simplex with the least amount of vertices. Then,ẽ = J.
3 Behavior of the extrema of C
In this section, we are going to examine the behavior of the extrema of C . We first show that as the number of extrema goes to infinity, C approaches a smooth convex body; we also give the rate at which the expected number of extrema grow to infinity. We then derive a Central Limit Theorem for the number of extrema, and we conclude by showing that the sequence of empirical probability measures on the extrema converges strongly to the Choquet measure.
Limiting shape of C
As Theorems 2.1 and 2.3 make clear, studying the extreme points of C is crucial to understand its properties. We want first to understand what happens to C as the number of its extreme points, which
we denote as f 0 (C ) as in Remark 2.7, approaches infinity; this is interesting in its own, and it will prove crucial in future studies concerning the geometrical properties of infinite mixture models.
, be a convex polytope, and K n be a convex hull of n i.i.d. uniform random variables on K. Call E n the set of extrema of K n , and f 0 (K n ) the cardinality of E n . Then, if f 0 (K n ) grows to infinity, K n tends to a smooth convex body.
Theorem 3.1 immediately applies to our case: C approaches a smooth convex body as the number of its extreme points goes to infinity. A visual representation of this result is given in Figure 2 . We now present a result by [28] concerning the rate at which the expected number of -faces of a convex hull in a convex polytope grows to infinity. We let f (K n ) ∼ F f , a distribution function with finite first and second moments. A corollary to this result gives us the rate we were looking for. We let f 0 (K n ) ∼ F f 0 , a distribution function with finite first and second moments. By Lemma 3.2, F f 0 is equal to F f , up to a scale factor. Corollary 3.3.1. Let K ⊂ R d be a convex polytope, and K n be a convex hull of n i.i.d. uniform random variables on K. Then,
This last result allows us to say that the expected number of extrema for our set C scale at rate (log n) J−1 , where J − 1 is given by the dimension of our simplex, ∆ J−1 .
Central Limit Theorem for the number of extrema of C
We can also give a result on the asymptotic distribution of the number of our extreme points; in particular, we provide a Central Limit Theorem (CLT) for f 0 (K n ), which is a corollary to the CLT for f (K n ) given in [4] . Let K ⊂ R d , d ≥ 2, be a convex polytope, and K n be a convex hull of n i.i.d. uniform random variables
where Φ(t) denotes the cdf of a Standard Normal evaluated at t. Corollary 3.4.1. In the same setup of the previous theorem, we have:
The corollary says that as n tends to infinity, the cumulative distribution function (cdf) of the number of extreme points of C approaches that of a Standard Normal distribution. [5] also provide a CLT for the number of -faces of K λ , where K λ := Conv(P λ ∩ K), and P λ is a Poisson point process with intensity λ. This result, together with Lemma 3.2, can be used to claim that the cdf of the number of extreme points of K λ tends to that of a Standard Normal distribution as n approaches infinity.
Probability measure on the extrema
We now show that the sequence of empirical probability measures on E converges strongly to the Choquet measure.
Proposition 3.5. Let {µ n } be the sequence of probability measures on E generated as follows: as the number of data points sampled uniformly from C goes to infinity, the probability measure is updated in order to be able to represent such data points. Then, µ n S − → ν.
The sequence of empirical probability measures on E is built as follows. We first sample X 1 , . . . , X n i.i.d. ∼ U(∆ J−1 ); then, we compute C := Conv(X 1 , . . . , X n ), and we let E be the set of extrema of C . After that, we consider µ 0 on E such that any point in (X 1 . . . , X n ) is represented by µ 0 . Then, we sample X k 1 1 , . . . , X k 1n uniformly from C , and we let µ 1 be the measure on E that represents any point in (X 1 . . . , X n ) ∪ (X k 1 1 , . . . , X k 1n ). Similarly, we sample X k 2 1 , . . . , X k 2n uniformly from C , and we let µ 2 be the measure on E that represents any point in (X 1 . . . , X n ) ∪ (X k 1 1 , . . . , X k 1n ) ∪ (X k 2 1 , . . . , X k 2n ).
By iterating this process, we build our sequence {µ n }.
Remark 3.6. Let us be more precise about Proposition 3.5. The result holds only if the data points we observe in order to perform the updating belong to C . If that was not the case, then we could observe a point in ∆ J−1 \C . That would imply that such a point is a new extreme point, and therefore we would have to change the support of our probability measures. We can overcome this problem by letting supp(µ n ) = ex∆ J−1 , for all n; in this case, for the newly defined µ n 's we have that µ n S − →ν, the Choquet measure on ex∆ J−1 .
Approximating the Choquet measure
A topic of great interest in semiparametric and nonparametric inference is the rate at which the number of components of a mixture model scale. In Section 3.2, we showed that for a finite mixture model, such rate is given by (log n) J−1 . We are now going to use a nonparametric technique, namely the Pólya tree, to approximate the Choquet measure.
We show that such a Pólya tree on the distributions on the extrema of C exists, and that its posterior is weakly consistent for the Choquet measure. We also give the rate of convergence of the Pólya tree posterior to the Choquet measure.
Pólya tree priors were introduced by [9] as a special case of tail free processes, and further developed using de Finetti's theorem in [19] , and [14] and [15] . As [12] points out, Pólya tree processes are a large class of priors that includes the Dirichlet processes, and provide a flexible framework for Bayesian analysis of nonparametric problems. They form a conjugate class with a tractable expression for the posterior; also, they are determined by a great number of parameters, so that they allow to incorporate a wide range of beliefs. Most importantly, by appropriately choosing the parameters, Pólya tree priors can be specified so as to give nonzero probability to continuous (also absolutely continuous)
distributions. This is a great improvement with respect to the Dirichlet process prior, which "selects" almost surely discrete distributions.
Consistency of Pólya trees
To use a Pólya tree for our goal, we need to be sure that such a Pólya tree exists. α 000 α 000 + α 001 · · · = 0 and α 10 α 10 + α 11 α 110 α 110 + α 111 · · · = 0.
[6] shows that the parametrization of the Pólya tree we are going to use satisfies the existence condition we just stated.
We now give a fundamental result due to [11] concerning the consistency of a Pólya tree prior.
We apply it to find Corollary 4.2.1, which ensures that a Pólya tree posterior on the distributions on E is weakly consistent for the Choquet measure ν. We also apply it to find Let Π be a Pólya tree with parameter α, and let µ be distributed as Π. Let also X 1 , . . . , X n | µ
Then, for any µ 0 , we have that: 
Rate of convergence of Pólya trees
We now provide a very interesting result by [6] that allows us to upper bound the rate of convergence of our Pólya tree posterior to the Choquet measure.
Let E := ∪ l≥0 {0, 1} l ∪ {∅} be the set of finite binary sequences, and write | | = l if ∈ {0, 1} l , and |∅| = 0. Let C α [0, 1], α ∈ (0, 1], denote the Hölder functions on the interval [0, 1], that is:
Finally, let * n,α := log n n α 2α+1 , the minimax rate for estimating a density function in a ball of α-Hölder functions, when the (essential) supremum norm • ∞ is considered as a loss. 7 
Then, as n → ∞, for any M n → ∞, we have that:
For the considered prior, most of the mass of the posterior distribution concentrates in a supremum norm ball around f 0 of radius * n,α , the minimax rate of convergence, as stated in [6] . This implies the rates for all L q norms, q ∈ [1, ∞), that are minimax optimal up to a logarithmic factor.
We now state the following corollary, that gives us an upper bound to the rate of convergence of a Pólya tree posterior to the Choquet measure. Let f ν ∈ C α [0, 1] for some α ∈ (0, 1], and suppose f ν is bounded away from 0 on [0, 1]. Let Π be the prior on densities on E generated by a Pólya tree random measure with respect to the canonical dyadic partition of [0, 1] with parameters A = {α : ∈ E} chosen as α = a | | ∨ 8, for any ∈ E, with:
This result tells us that the rate of convergence of the Pólya tree posterior to the Choquet measure is log n n α 2α+1 . Proposition 1 in [6] shows that, if we let a l = l2 2lδ , l ≥ 0, and δ ∈ (0, 1] possibly different from the Hölder regularity α of f 0 , then the rate of convergence becomes * n,α,δ := log n n α∧δ 2δ+1 .
We can transfer this result immediately to our case. In addition, we can state a corollary similar to 4.3.1, but for the Choquet measure on ex∆ J−1 , viz.ν. 
Then, as n → ∞, for anyM n → ∞, we have that:
This result tells us that the rate of convergence of the Pólya tree posterior to the Choquet measure on the extrema of the unit simplex is log n n α 2α+1 , which is the same we had for the convergence of the Pólya tree posterior to the Choquet measure on the extrema of the convex hull.
An application
In this section, we are going to provide an application to the field of genomics. In particular, we are going to extend the model presented in [27] using the framework we developed so far.
The authors use a Bayesian clustering approach to identify the subpopulations and to probabilistically assign individuals to the populations on the basis of their genotype, while simultaneously estimating population allele frequencies. Interestingly, they also allow for admixed individuals.
Let us be faithful to their notation and write x 
where J l is the number of distinct alleles observed at locus l, and these alleles are labeled as 1 through J l . It is also assumed that λ 1 = · · · = λ J l = 1 to have a uniform distribution on the allele frequencies.
A Dirichlet distribution with the unit vector as parameter corresponds to the uniform distribution on the simplex, so that p kl· ∼ U(∆ J l −1 ), where ∆ J l −1 is the unit simplex of R J l (see [10] ).
We move from this framework and add uncertainty about the distributions of q (i) and p kl· ; this is interesting since it allows the model to be more flexible. We write q ∼ U(∆ J l −1 ), for K as in (2) and J l as in (3), such that Conv(X 1 , . . . , X n ) represents the finite mixture distribution that approximates φ, and Conv(Y 1 , . . . , Y j ) represents the finite mixture distribution that approximates ϕ.
We have K ≤ M ≤ n, and J l ≤ S ≤ k.
At this point, we can use Theorem 2.5, and Theorem 13 in [7] to compute Θ µn , an approximation of the distribution of {X 1 , . . . , X n }, and Θ µj , an approximation of the distribution of {Y 1 , . . . , Y j }. These, together with the techniques we developed to approximate the Choquet measures on the extrema of the convex hulls, will ultimately lead us to approximate φ and ϕ.
This application is extremely important: not only do we take into account admixed individuals, but also uncertainty in their proportion and in the probability of sets of allele frequencies. The classical tradeoff between model flexibility and computational efficiency applies to this case too: our extension allows the researcher to be more flexible, at the cost of a higher computation time. We believe this extension to [27] 's model can be of great importance in the field of genomics.
We first established how the mixture of m distributions on R J , for some J ∈ N, is represented by the convex hull of n points drawn from a uniform on the (J − 1)-dimensional simplex, J ≤ m ≤ n.
We then saw how, using the Choquet theorem, a unique measure on the extrema -that we call the Choquet measure -represents any point inside of the convex hull.
Then, we studied how the sequence of points {X 1 , . . . , X n } we drew is distributed. We provided an approximation of its distribution using [1] 's version of de Finetti's theorem, together with a result from [7] .
We then turned our attention to the behavior of the number of extrema of the convex hull. We showed that our convex hull, which is a convex polytope, converges to a smooth convex body as the number of extrema approaches infinity; we also saw that the expected value of the number of extrema scales at rate (log n) J−1 , and we provided a Central Limit Theorem for the number of extrema.
After this, we showed that the sequence of empirical probability measures on the extrema converges to the Choquet measure.
Finally, we proved that an appropriately defined Pólya tree is weakly consistent for the Choquet measure; the Pólya tree posterior converges to the Choquet measure at rate log n n α 2α+1 , for a properly specified α.
To conclude our work, we provided an application to genomics. [27] was generalized, using the apparatus developed throughout the paper.
In this work, we approached finite mixture models from an innovative perspective: we used many concepts developed in other literatures, making them relevant in the study of finite mixture models.
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Proof of Theorem 2.5
See [1] and [29] .
Proof of Remark 2.7
Suppose, for the sake of contradiction, that there exists n * ∈ N such that n * = k * · f 0 (C ), where k * < 1. This implies that the number of random points drawn is smaller than the number of extrema of the convex hull they form, a contradiction.
To see thatẽ = J it is enough to notice that in ∆ 1 , the convex hull (polytope) with the least amount of vertices is a line segment (also called dion), in ∆ 2 it is a triangle, in ∆ 3 it is a tetrahedron, and in ∆ 4 it is a 5-cell. Then, an induction argument proves the claim.
Proof of Theorem 3.1
Let f 0 (K n ) → ∞, and callẼ = ∅ the set that E n tends to in the Hausdorff metric, as its cardinality approaches infinity. 9 Call thenK the convex hull ofẼ .
Step 1 We first show thatẼ is a set of extreme points, and thatK is well defined.
Notice that E n is a set of extreme points for all n, and that the limit operator is continuous. This implies thatẼ is a set of extreme points too. Also,K is well defined, as we can always construct the convex hull of any given (sub)set of a vector space.
Step 2 Now, we show thatK is a smooth body.
Suppose for the sake of contradiction thatK is not smooth. Then, it has a finite number offaces, for some , which, by Lemma 3.2, implies a finite number of vertices. But this contradicts our assumption that the number of extreme points has approached infinity.
Step 3 We are left to show thatK is convex, but this is immediate fromẼ being a set of extreme points, and fromK being the convex hull ofẼ .
Step 4K is the limit of K n since the set of extrema of the former is the limit of the set of extrema of the latter. The result follows then from the Choquet theorem (Theorem 2.1). 9 Recall that the Hausdorff distance between En andẼ is defined as dH (En,Ẽ ) := max sup x∈En inf y∈Ẽ d(x, y) , inf x∈En sup y∈Ẽ d(x, y) , where d denotes the usual Euclidean distance.
Proof of Lemma 3.2
Suppose, for the sake of contradiction, that there is a Euclidean space for which there is k( ) = k < 0 such that f (C ) = kf 0 (C ), ∈ {1, . . . , d − 1}. Then, this means that in that Euclidean space, there exists a convex polytope with a negative number of -faces, a contradiction.
