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ESSENTIAL DIMENSION OF DOUBLE COVERS OF SYMMETRIC
AND ALTERNATING GROUPS
ZINOVY REICHSTEIN AND ABHISHEK KUMAR SHUKLA
Abstract. I. Schur studied double covers S˜
±
n and A˜n of symmetric groups Sn and
alternating groups An, respectively. Representations of these groups are closely related
to projective representations of Sn and An; there is also a close relationship between these
groups and spinor groups. We study the essential dimension ed(S˜
±
n ) and ed(A˜n). We
show that over a base field of characteristic 6= 2, ed(S˜±n ) and ed(A˜n) grow exponentially
with n, similar to ed(Spinn). On the other case, in characteristic 2, they grow sublinearly,
similar to ed(Sn) and ed(An). We give an application of our result in good characteristic
to the theory of trace forms.
1. Introduction
I. Schur [Sch04] studied central extensions
(1) 1 // Z/2Z // S˜±n
φ± // Sn // 1
of the symmetric group Sn. Representations of these groups are closely related to pro-
jective representations of Sn: over an algebraically closed field of characteristic zero, ev-
ery projective representation ρ : Sn → PGL(V ) lifts to linear representations ρ+ : S˜
+
n →
GL(V ) and ρ− : S˜
−
n → GL(V ); see [HH92, Theorem 1.3]. That is, the diagram
S˜
±
n
φ±

ρ± // GL(V )
Sn
ρ // PGL(V )
commutes. Moreover, the groups S˜
±
n are minimal central extensions of Sn with this prop-
erty. They are called representation groups of Sn. In terms of generators and relations,
S˜
+
n =
〈
z, s1, s2, . . . , sn−1 | z2 = s2i = 1, [z, si] = 1, (sisj)2 = z if |i− j| > 1, (sisi+1)3 = 1
〉
and
S˜
−
n =
〈
z, t1, t2, . . . , tn−1 | z2 = 1, t2i = z, (titj)2 = z if |i− j| > 1, (titi+1)3 = z
〉
.
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Here z is a central element of order 2 in S˜
+
n (respectively, S˜
−
n ) generating Ker(φ
+) (respec-
tively, Ker(φ−)), and φ+(si) = φ
−(ti) is the transposition (i, i+1) in Sn. The preimage of
An under φ
+ in S˜
+
n is isomorphic to the preimage of An under φ
− in S˜
−
n ; see [Ser08, Section
9.1.3]. We will denote this group by A˜n; it is a representation group of An. For modern
expositions of Schur’s theory, see [HH92] or [Ste89].
The purpose of this paper is to study the essential dimension of the covering groups S˜
±
n
and A˜n. We will assume that n > 4 throughout. As usual, we will denote the essential
dimension of a linear algebraic group G by ed(G) and the essential dimension of G at a
prime p by ed(G; p). These numbers depend on the base field k; we will sometimes write
edk(G) and edk(G; p) in place of ed(G) and ed(G; p) to emphasize this dependence. We
refer the reader to Section 2 for the definition of essential dimension, some of its properties
and further references.
Our interest in the covering groups S˜
±
n , A˜n was motivated by their close connection
to two families of groups whose essential dimension was previously found to behave in
interesting ways, namely permutation groups and spinor groups. The connection with
spinor groups is summarized in the following diagram. Here the base field k is assumed to
be of characteristic 6= 2 and to contain a primitive 8th root of unity, On is the orthogonal
group associated to the quadratic form x21+· · ·+x2n, Sn → On is the natural n-dimensional
representation, Γn is the Clifford group, and S˜
±
n , A˜n are the preimages of Sn and An
under the double covers Pin±n → On. The groups Pin±n are defined as the kernels of the
homomorphisms N± : Γn → Gm given by N+(x) = x.xT and N−(x) = x.γ(xT ), where
(x1⊗x2⊗ . . .⊗xn)T = xn⊗ . . .⊗x2⊗x1 and γ is the automorphism of the Clifford algebra
which acts on degree 1 component by −1. Both appear in literature as Pin groups (Pin+
in [Ser84] and Pin− in [ABS64], see also [GG86]).
On
Γn
Gm
Pin+n On
Z/2Z Pin−n
S˜
+
n Sn
Z/2Z S˜
−
n
An
A˜n
Z/2Z
3The essential dimension of Sn and An is known to be sublinear in n: in particular,
n > 5, we have
ed(An) 6 ed(Sn) 6 n− 3;
see [BR97a, Theorem 6.5(c)]. On the other hand, the essential dimension of Spinn in-
creases exponentially with n. If we write n = 2am, where m is odd, then
ed(Spinn) = ed(Spinn; 2) =

2(n−1)/2 − n(n− 1)
2
, if a = 0,
2(n−2)/2 − n(n− 1)
2
, if a = 1,
2(n−2)/2 + 2a − n(n− 1)
2
, if a > 2;
see [BRV10], [CM14] and [Tot19].
Question 1.1. What is the asymptotic behavior of ed(S˜
±
n ), ed(A˜n), ed(S˜
±
n ; 2) and ed(A˜n; 2)
as n −→ ∞? Do these numbers grow sublinearly, like ed(Sn), or exponentially, like
ed(Spinn)?
Note that for odd primes p, S˜
+
n , S˜
−
n and Sn have isomorphic Sylow p-subgroups, and
thus ed(S˜
±
n ; p) = ed(Sn; p); see Lemma 2.2. Moreover, these numbers are known (see, e.g.,
[RS19, Remark 6.3] and the references there), and similarly for An. For this reason we
are only interested in ed(S˜
±
n ; p) and ed(A˜n; p) when p = 2.
In this paper we answer Question 1.1 as follows: ed(S˜
±
n ), ed(A˜n), ed(S˜
±
n ; 2) grow expo-
nentially if char(k) 6= 2 and sublinearly if char(k) = 2. This follows from Theorems 1.2
and 1.4 below.
Theorem 1.2. Assume that the base field k is of characteristic 6= 2 and contains a
primitive 8th root of unity, and let n > 4 be an integer. Write n = 2a1 + . . .+ 2as, where
a1 > a2 > . . . > as > 0 and let S˜n be either S˜
+
n or S˜
−
n . Then
(a) ed(A˜n) 6 ed(S˜n) 6 2
⌊(n−1)/2⌋.
(b) ed(S˜n; 2) = 2
⌊(n−s)/2⌋,
(c) ed(A˜n; 2) = 2
⌊(n−s−1)/2⌋.
(d) 2⌊(n−s)/2⌋ 6 ed(S˜n) 6 ed(Sn) + 2
⌊(n−s)/2⌋
(e) 2⌊(n−s−1)/2⌋ 6 ed(A˜n) 6 ed(An) + 2
⌊(n−s−1)/2⌋.
For s = 1 and 2, upper and lower bounds of Theorem 1.2 meet, and we obtain the
following exact values.
Corollary 1.3. Assume that the base field k contains a primitive 8th root of unity.
(a) If n = 2a, where a > 2, then ed(S˜n) = ed(S˜n; 2) = ed(A˜n) = ed(A˜n; 2) = 2
n−2
2 .
(b) If n = 2a1 + 2a2 , where a1 > a2 > 1, then ed(S˜n) = ed(S˜n; 2) = 2
n−2
2 .
Note that exact values of ed(Sn) or ed(An) are only known for n 6 7; see [Mer13, Section
3i] for a summary. One may thus say that we know more about ed(S˜n) and ed(A˜n) than
we do about ed(Sn) and ed(An).
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Theorem 1.4. Let S˜n be either S˜
+
n or S˜
−
n . Assume char k = 2. Then
(a) ed(Sn) 6 ed(S˜n) 6 ed(Sn) + 1.
(b) ed(An) 6 ed(A˜n) 6 ed(An) + 1.
(c) ed(S˜n; 2) = ed(A˜n; 2) = 1.
Our proof shows that, more generally, central extensions by Z/pZ make little difference
to the essential dimension of a group over a field of characteristic p; see Lemma 4.1.
One possible explanation for the slow growth of ed(S˜n) and ed(A˜n) in characteristic 2 is
that the connection between S˜
±
n (respectively, A˜n) and Pin
±
n (respectively, Spinn) outlined
above breaks down in this setting; see Remark 4.2.
Some values of ed(An), ed(A˜n) and ed(A˜n; 2) over the field C of complex numbers are
shown in Table 1 below. Here an entry of the form x-y means that the integer in question
lies in the interval [x, y], and the exact value is unknown.
Table 1.
n 4 5 6 7 8 9 10 11 12 13 14 15 16
edC(An) 2 2 3 4 4-5 4-6 5-7 6-8 6-9 6-10 7-11 8-12 8-13
edC(A˜n; 2) 2 2 2 2 8 8 8 8 16 16 32 32 128
edC(A˜n) 2 2 4 4 8 8-14 8-15 8-16 16-25 16-26 32-43 32-44 128
As an application of Theorem 1.2, we will prove the following result in quadratic form
theory. As usual, we will denote the non-degenerate diagonal form q(x1, . . . , xn) = a1x
2
1+
· · ·+anx2n defined over a field F of characteristic 6= 2 by 〈a1, . . . , an〉. Here a1, . . . , an ∈ F ∗.
We will abbreviate 〈a, . . . , a〉 (m times) as m〈a〉. Recall that the Hasse invariant w2(q) of
q = 〈a1, . . . , an〉 (otherwise known as the second Stiefel-Whitney class of q) is given by
w2(q) = Σ16i<j6n(ai, aj) in H
2(F,Z/2Z) = Br2(F ),
where (a, b) is the class of the quaternion algebra F{x, y}/(x2 = a, y2 = b, xy + yx = 0)
in H2(F,Z/2Z); see [Lam05, Section V.3].
Let E/F be an n-dimensional e´tale algebra. The trace form qE/F is the n-dimensional
non-degenerate quadratic form given by x 7→ TrE/F (x2). Trace forms have been much
studied; for an overview of this research area, see [BF94]. An important basic (but still
largely open) problem is: Which n-dimensional quadratic forms over F are trace forms?
A classification of trace forms of dimension 6 7, due to J.-P. Serre, can be found
in [Ser03, Chapter IX]. Note that by a theorem of M. Epkenhans and K. Kru¨skem-
per [EK94], for a Hilbertian field F of characteristic 0 it suffices to consider only field
extensions E/F . That is, the trace form of any n-dimensional e´tale algebra E/F will
occur as the trace form of some field extension E ′/F of degree n. We shall not use this
result in the sequel.
Now suppose F contains a primitive 8th root of unity, and n = 2a1+ · · ·+2as is a dyadic
expansion of n, where a1 > · · · > as > 0 (as in Theorem 1.2). Then every n-dimensional
trace form q contains s〈1〉 as a subform; see, e.g., [Ser84, Proposition 4]. This necessary
5condition for an n-dimensional quadratic form to be a trace form is not sufficient; see
Remark 5.4. Nevertheless, Theorem 1.5 below, tells us that in some ways a general n-
dimensional trace forms behaves like a general n-dimensional quadratic form that contain
s〈1〉 as a subform.
Theorem 1.5. Let k be a field containing a primitive 8th root of unity, n > 4 be an
integer, and n = 2a1 + · · · + 2as be the dyadic expansion of n, where a1 > · · · > as > 0.
Then
(a) max
F, q
ind(w2(q)) = max
F, t
ind(w2(t)) = 2
⌊(n−s)/2⌋,
(b) max
F, q1
ind (w2(q1)) = max
F, t1
ind(w2(t1)) = 2
⌊(n−s−1)/2⌋.
Here the maxima are taken as
• F ranges over all fields containing k,
• q ranges over n-dimensional non-degenerate quadratic forms over F containing
s 〈1〉,
• q1 ranges over n-dimensional quadratic forms of discriminant 1 over F containing
s 〈1〉,
• t ranges over n-dimensional trace forms over F , and
• t1 ranges over n-dimensional trace forms of discriminant 1 over F ,
Note that if q = r ⊕ s〈1〉, then q and r have the same discriminant and the same
Hasse invariant. Thus in the statement of Theorem (a) we could replace ind(w2(q)) by
ind(w2(r)), where r ranges over the (n− s)-dimensional non-degenerate quadratic forms
over F , and similarly in part (b).
The remainder of this paper is structured as follows. Section 2 gives a summary of
known results which will be needed later on. Theorem 1.2 is proved in Section 3, Theo-
rem 1.4 in Section 4 and Theorem 1.5 in Section 5. In Section 6 we compare the essential
dimensions of S˜
+
n and S˜
−
n , and in Section 7 we explain the entries in Table 1.
2. Preliminaries
2.1. Essential dimension. Recall that the essential dimension of a linear algebraic group
G is defined as follows. Let V be a generically free linear representation of G and let X
be a G-variety, i.e., an algebraic variety with an action of G. Here G, V , X and the
G-actions on V and X are assumed to be defined over the base field k. We will say that
X is generically free if the G-action on X is generically free. The essential dimension
ed(G) of G is the minimal value of dim(X)−dim(G), where X ranges over all generically
free G-varieties admitting a G-equivariant dominant rational map V 99K X . This number
depends only on G and k and not on the choice of the generically free representation V .
We will sometimes write edk(G) instead of ed(G) to emphasize the dependence on k.
We will also be interested in the related notion of essential dimension ed(G; p) of G at
a prime integer p. The essential dimension of G at p is defined in the same way as ed(G),
as the minimal value of dim(X)−dim(G), where X is a generically free G-variety, except
that instead of requiring that X admits a G-equivariant dominant rational map V 99K X ,
we only require that it admits a G-equivariant dominant correspondence V  X whose
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degree is prime to p. Here by a dominant correspondence V  X of degree d we mean a
diagram of dominant G-equivariant rational maps,
V ′
d:1
✤
✤
✤
''◆
◆
◆
◆
◆
◆
◆
V X.
We will now recall the properties of essential dimension that will be needed in the sequel.
For a detailed discussion of essential dimension and its variants, we refer the reader to
the surveys [Mer13] and [Rei10].
Lemma 2.1. Let G →֒ GL(V ) be a generically free representation. Then
ed(G) 6 dim(V )− dim(G).
Proof. See [Rei10, (2.3)] or [Mer13, Proposition 2.13]. 
Lemma 2.2. Let H be a closed subgroup of an algebraic group G. If the index [G : H ] is
finite and prime to p, then ed(G; p) = ed(H ; p).
Proof. See [MR09, Lemma 4.1]. 
Lemma 2.3. Let G1 → G2 be a homomorphism of algebraic groups. If the induced map
H1(K,G1)→ H1(K,G2)
is surjective for all field extensions K of k, then ed(G1) > ed(G2) and ed(G1; p) >
ed(G2; p) for every prime p.
Proof. See [Rei10, (1.1)] or [Mer13, Proposition 2.3]. 
Lemma 2.4. Suppose H is a subgroup of G. Then
(a) ed(G) > ed(H)− dim(G) + dim(H),
(b) ed(G; p) > ed(H ; p)− dim(G) + dim(H).
Proof. See [BRV10, Lemma 2.2]. 
2.2. The index of a central extension. Assume char(k) 6= p. Let G be a finite group
and
1 // Z/pZ // G // G // 1
be a central exact sequence. This exact sequence gives rise to a connecting morphism
δK : H
1(K,G)→ H2(K,Z/pZ)
for every fieldK containing k. IfK contains a primitive pth root of unity, thenH2(K,Z/pZ)
can be identified with the p-torsion subgroup Brp(K) of the Brauer group Br(K). In partic-
ular, we can talk about the index ind(δK(α)) for any α ∈ H2(K,Z/pZ). Let ind(G,Z/pZ)
denote the maximal value of ind(δK(t)), as K ranges over all field extensions of k and t
ranges over the elements of H1(K,G).
7Lemma 2.5. Assume that the base field k contains a primitive pth root of unity.
(a) If Gp is a Sylow p-subgroup of G, then ind(G,Z/pZ) = ind(Gp,Z/pZ).
(b) Suppose the center Z(Gp) is cyclic. Then ind(Gp,Z/pZ) = ed(Gp) = ed(Gp; p).
(c) ed(G) 6 ed(G) + ind(G,Z/pZ).
Proof. (a) The diagram
1 // Z/pZ // G // G // 1
1 // Z/pZ //
≃
OO
Gp //
OO
Gp //
OO
1,
where the rows are central exact sequences and the vertical maps are natural inclusions
gives rise to a commutative diagram
(2) H1(K,G)
δK // H2(K,Z/pZ)
H1(K,Gp)
νK //
i∗
OO
H2(K,Z/pZ)
≃
OO
of Galois cohomology sets for any field K/k. Here δ and ν denote connecting morphisms.
It is clear from (2) that ind(Gp,Z/pZ) 6 ind(G,Z/pZ). To prove the opposite inequality,
choose a field extension K/k and an element t ∈ H1(K,G) such that δK(t) has the
maximal possible index in H2(K,Z/pZ); that is,
ind(δK(t)) = ind(G,Z/pZ).
Since [G : Gp] = [G : Gp] is prime to p, after passing to a suitable finite extension
L/K of degree prime to p, we may assume that tL ∈ H1(L,G) is the image of some
s ∈ H1(L,Gp). Here as usual, tL denotes the image of t ∈ H1(K,G) under the restriction
map H1(K,G)→ H1(L,G). Since [L : K] is prime to p, we have
ind(G,Z/pZ) = ind(δK(t)) = ind(δL(tL)) = ind(δK(t)L) = ind(νL(s)) 6 ind(Gp,Z/pZ) ,
as desired.
(b) is a variant of a theorem of N. Karpenko and A. Merkurjev: the equality
ind(Gp,Z/pZ) = ed(Gp)
is a special case of [KM08, Theorem 4.4], and the equality ed(Gp) = ed(Gp; p) is a part
of the statement of [KM06, Theorem 4.1].
(c) See [Mer13, Corollaries 5.8 and 5.12]; cf. also [CR15, Proposition 2.1]. 
2.3. Sylow 2-subgroups of A˜n.
Lemma 2.6. Let H˜n be a Sylow 2-subgroup of A˜n.
(a) If n = 4 or 5, then H˜n is isomorphic to the quaternion group
Q8 =
〈
x, y, c | x2 = y2 = c, c2 = 1, cx = xc, cy = yc, xy = cyx 〉 .
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(b) If n = 6 or 7, then H˜n is isomorphic to the generalized quaternion group
Q16 =
〈
x, y | x8 = y4 = 1, y2 = x4, yxy−1 = x−1 〉 .
Proof. We will view A˜n (and thus H˜n) as a subgroup of S˜
+
n and use the generators and
relations for S˜
+
n given in the Introduction.
(a) For n = 4 or 5, we can take H˜n to be the group of order 8 generated by σ = (s1s2s3)
2
and τ = s1s3. These elements project to (1 3)(2 4) and (1 2)(3 4) in An, respectively.
One readily checks that σ2 = τ 2 = z and στ = zτσ. An isomorphism Q8 → H˜n can now
be defined by
x 7→ σ, y 7→ τ, c 7→ z.
(b) For n = 6 or 7, we can take H˜n to be the group of order 16 generated by σ = s1s2s3s5
and τ = s1s3. These elements project to (1 2 3 4)(5 6) and (1 2)(3 4) in An, respectively.
An isomorphism Q16 → H˜n can now be given by x 7→ σ and y 7→ τ . 
Proposition 2.7. Let n > 4 be an integer, S˜n be either S˜
+
n or S˜
−
n , and P˜n, H˜n be Sylow
2-subgroups of S˜n, A˜n, respectively. Denote the centers of P˜n and H˜n by Z(P˜n) and
Z(H˜n), respectively. Then Z(P˜n) = Z(H˜n) = 〈z〉 is a cyclic group of order 2.
Proof. By [Wag77, Lemma 3.2] that Z(P˜n) = 〈z〉 for every n > 4 and Z(H˜n) = 〈z〉 for
every n > 8.
It remains to show that Z(H˜n) = 〈z〉 for 4 6 n 6 7. Clearly z ∈ Z(H˜n), so we only
need to show that Z(H˜n) is of order 2. We will use the description of the groups H˜n from
Lemma 2.6. If n = 4 and 5, then H˜n is isomorphic to the quaternion group Q8, and the
center of Q8 is clearly of order 2. If n = 6 or 7, then H˜n ≃ Q16, and the center of Q16 is
readily seen to be the cyclic group 〈x4〉 of order 2. 
3. Proof of Theorem 1.2
(a) The first inequality follows from the fact that A˜n is contained in S˜n; see Lemma 2.4.
For the second inequality, apply Lemma 2.1 to the so-called basic spin representation of
S˜n. This representation is obtained by restricting a representation of the Clifford algebra
Cn−1 into Mat
2⌊
n−1
2
⌋(k); see [Ste89, Section 3] for details. (Note that [Ste89] assumes
k = C but the same morphism works over any field containing square root of −1).
(b) Let Pn be a Sylow 2-subgroups of Sn. The preimage P˜n of Pn is a Sylow 2-subgroup
of S˜n. By Lemma 2.2, ed(S˜n; 2) = ed(P˜n; 2). Moreover, by the Karpenko-Merkurjev
theorem [KM08, Theorem 4.1],
ed(P˜n) = ed(P˜n; 2) = dim(V ),
where V is a faithful linear representations of P˜n of minimal dimension.
By Proposition 2.7, the center of Z(P˜n) = 〈z〉 is of order 2. Consequently, a faithful
representation V of minimal dimension is automatically irreducible; see [MR10, Theorem
1.2]. On the other hand, an irreducible representation ρ of P˜n is faithful if and only if
ρ(z) 6= 1; see, e.g., [Wag77, Lemma 4.1]. We will now consider several cases.
9Case 1: Suppose k = C is the field of complex numbers. By [Wag77, Lemma 4.2] every
irreducible representation ρ : P˜n → GL(V ) with ρ(z) 6= 1 is of dimension 2⌊(n−s)/2⌋. This
proves part (b) for k = C.
Case 2: Assume k is a field of characteristic 0 containing a primitive root of unity ζ2d of
degree 2d, where 2d is the exponent of P˜n. By a theorem of R. Brauer [Ser77, 12.3.24], every
irreducible complex representation of P˜n is, in fact, defined over k. Thus the dimension of
the minimal faithful irreducible representation over k is the same as over C, i.e., 2⌊(n−s)/2⌋,
and part (b) holds over k.
Case 3: Now suppose that k is a field of characteristic 0 containing ζ8 (but possibly
not ζ2d). Set l = k(ζ2d). Then
edk(P˜n) > edl(P˜n) = 2
⌊(n−s)/2⌋.
To prove the opposite inequality, let V be a faithful irreducible representation of P˜n
dimension 2⌊(n−s)/2⌋ defined over Q(ζ2d). Such a representation exists by Case 2. We
claim that V is, in fact, defined over Q(ζ8). In particular, V is defined over k and thus
edk(P˜n) 6 2
⌊(n−s)/2⌋,
as desired. We will prove the claim in two steps.
First we will show that the character χ : P˜n → Q(ζ2d) of V takes all of its values in
Q(ζ8). By [Wag77, Lemma 4.2], there are either one or two faithful irreducible characters
of P˜n of dimension 2
⌊(n−s)/2⌋. The Galois group G = Gal(Q(ζ2d)/Q) ≃ Z/2Z × Z/2d−2Z
acts on this set of characters. Thus for any σ ∈ P˜n, the G-orbit of χ(σ) has either one
or two elements. Consequently, [Q(χ(σ)) : Q] = 1 or 2. Note that G has exactly three
subgroups of index 2. Under the Galois correspondence these subgroups correspond to
the subfields Q(
√−1), Q(√2) and Q(√−2) of Q(ζ2d). Thus χ(σ) lies in one of these three
fields; in particular, χ(σ) ∈ Q(√−1,√2) = Q(ζ8) for every σ ∈ G. In other words, χ
takes all of its values in Q(ζ8), as desired.
Now observe that since P˜n is a 2-group, the Schur index of χ over Q(ζ8) is 1; see [Yam74,
Corollary 9.6]. Since the character χ of V is defined over Q(ζ8) and the Schur index of χ
is 1, we conclude that V itself is defined over k. This completes the proof of part (b) in
Case 3 (i.e., in characteristic 0).
Case 4: Now assume that k is a perfect field of characteristic p > 2 containing ζ8. Let
A = W (k) be the Witt ring of k. Recall that A is a complete discrete valuation ring of
characteristic zero, whose residue field is k. By Hensel’s Lemma, ζ8 lifts to a primitive
8th root of unity in A. Denote the fraction field of A by K and the maximal ideal by M .
Since P˜n is a 2-group and char(k) = p is an odd prime, every d-dimensional k[P˜n]-module
W lifts to a unique A[P˜n]-moduleWA, which is free of rank n over A. Moreover, the lifting
operation V 7→ VK := VA⊗K and the “reduction modM” operation give rise to mutually
inverse bijections between k[P˜n]-modules and K[P˜n]-modules; see [Ser77, Section 15.5].
These bijections preserve dimension and faithfulness of modules. Since K is a field of
characteristic 0 containing a primitive 8th root of unity, Case 3 tells us that the minimal
dimension of a faithful K[P˜n]-module is 2
⌊(n−s)/2⌋. Hence, the minimal dimension of a
faithful k[P˜n]-module is also 2
⌊(n−s)/2⌋. This proves part (b) in Case 4.
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Case 5: Now assume that k is an arbitrary field of characteristic p > 2 containing ζ8.
Denote the prime field of k by Fp. Then k can be sandwiched between two perfect fields,
k1 ⊂ k ⊂ k2, where k1 = Fp(ζ8) is a finite field, and k2 is the algebraic closure of k. Then
edk1(P˜n) > edk(P˜n) > edk2(P˜n).
By Case 4, edk1(P˜n) = edk2(P˜n) = 2
⌊(n−s)/2⌋. We conclude that edk(P˜n) = 2
⌊(n−s)/2⌋. The
proof of part (b) is now complete.
(c) Let Hn be the Sylow 2-subgroups of An. Its preimage H˜n is a Sylow 2-subgroup of
A˜n. By the Karpenko-Merkurjev theorem [KM08, Theorem 4.1], ed(H˜n) = ed(H˜n; 2) =
dim(W ), where W is a faithful linear representation of H˜n of minimal dimension.
The rest of the argument in part (b) goes through with only minor changes. Once
again, by Proposition 2.7, the center of Z(H˜n) = 〈z〉 is of order 2. Thus W is irreducible.
Moreover, an irreducible representation ρ of H˜n is faithful if and only if ρ(z) 6= 1.
If k = C is the field of complex numbers, it is shown in [Wag77, Lemma 4.3] that every
irreducible representation ρ of H˜n with ρ(z) 6= 1 is of dimension 2⌊(n−s−1)/2⌋. This proves
part (c) for k = C. Moreover, depending on the parity of n − s, there are either one or
two such representations. For other base fields k containing a primitive 8th root of unity
(in Cases 2-5) the arguments of part (b) go through unchanged.
(d) Since ed(S˜n) > ed(S˜n; 2), the lower bound of part (d) follows immediately from part
(b). To prove the upper bound, we apply Lemma 2.5 to the exact sequence (1). Here
p = 2, and Z/2Z = 〈z〉 is the center of Gp = P˜n by Proposition 2.7.
(e) The lower bound follows from part (c) and the inequality ed(A˜n) > ed(A˜n; 2). The
upper bound is obtained by applying Lemma 2.5 to the exact sequence
1 // 〈z〉 // A˜n // An // 1,
in the same way as in part (d).
Remark 3.1. If n − s is even, then S˜n has only one faithful irreducible complex repre-
sentation of dimension 2⌊(n−s)/2⌋; see [Wag77, Lemma 4.2]. In this case we can relax the
assumption on k in part (b) a little bit: our proof goes through for any base field k contain-
ing ζ4 =
√−1. (Similarly for part (c) in the case where n− s is odd; see [Wag77, Lemma
4.3].)
However, in general part (b) fails if we do not assume that ζ8 ∈ k. For example, in
the case, where s = 1 (i.e., n > 4 is a power of 2), the inequality ed(S˜n; 2) 6 2
⌊(n−s)/2⌋ =
2(n−2)/2 is equivalent to the existence of a faithful irreducible representation V of P˜n of
degree 2(n−2)/2 defined over k. There are two such representations, and [HH92, Theorem
8.7] shows that some of their character values are not contained in Q(ζ4).
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4. Proof of Theorem 1.4
Part (c) follows directly from [RV18, Theorem 1], which says that if G be a finite group
and k is a field of characteristic p > 0, then
edk(G; p) =
{
1, if the order of G is divisible by p, and
edk(G; p) = 0, otherwise.
In particular, edk(S˜n; 2) = edk(A˜n; 2) = 1 for any field k of characteristic 2.
Parts (a) and (b) are consequences of the following lemma. In the case, where G is a
finite p-group, this lemma is due to A. Ledet; see [Led04, Theorem 1].
Lemma 4.1. Let k be a field of characteristic p, G be a linear algebraic group defined
over k and
1 // Z/pZ // G // G // 1
be a central exact sequence. Then edk(G) 6 edk(G) 6 edk(G) + 1.
Proof. (a) Consider the induced exact sequence
H1(K,G) // H1(K,G)
δK // H2(K,Z/pZ)
in Galois cohomology (or flat cohomology, if G is not smooth), where δK denotes the
boundary map. Here K/k is an arbitrary field extension K/k. Since K is a field
of characteristic p, its cohomological p-dimension is 6 1 and thus H2(K,Z/pZ) = 1;
see [Ser02, Proposition II.2.2.3]. In other words, the map H1(K,G) → H1(K,G) is sur-
jective for any field K containing k. By Lemma 2.3, this implies
edk(G) > edk(G).
On the other hand, since Z/pZ is unipotent in characteristic p, [TV13, Lemma 3.4] tells
us that
edk(G) 6 edk(G) + edk(Z/pZ) = edk(G) + 1;
see also [Lo¨t13, Corollary 3.5]. 
Remark 4.2. Note that in characteristic 2 the group A˜n is no longer isomorphic to the
preimage of An ⊂ SOn in Spinn. The scheme-theoretic preimage of An in Spinn is an
extension of a constant group scheme An by an infinitesimal group scheme µ2. Any such
extension is split over a perfect base field; see, e.g., [Mil17, Proposition 15.22]. Thus, over
a perfect field k, the preimage of An ⊂ SOn in Spinn is the direct product An×µ2.
Remark 4.3. As we mentioned in the Introduction, the exact values of ed(Sn) and ed(An)
in characteristic 0 are not known for any n > 8 . In characteristic 2, even less is known.
The upper bound,
edk(An) 6 edk(Sn) 6 n− 3 for any n > 5,
is valid over an arbitrary field k. It is also known that if G is a finite group and G
does not have a non-trivial normal 2-subgroup, then edk(G) 6 edC(G) for any field k of
characteristic 2 containing the algebraic closure of F2; see [BRV18, Corollary 3.4(b)]. In
particular, this applies to G = Sn or An for any n > 5.
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In characteristic 0, ed(Sn) > ⌊n/2⌋ for any n > 1 and ed(Sn) > ⌊(n + 1)/2⌋ for any
n > 7. It is not known if these inequalities remain true in characteristic 2. On the other
hand, since An contains (Z/3Z)
r, where r = ⌊n/3⌋, it is easy to see that the weaker
inequality
ed(Sn) > ed(An) > ⌊n/3⌋
remains valid in characteristic 2. For general n, this is the best lower bound we know.
Example 4.4. Assume that the base field k is infinite of characteristic 2. We claim that
edk(S4) = 2.
Let P4 be a Sylow 2-subgroup of S4. Recall that P4 is isomorphic to the dihedral group
of order 8. By [Led07, Proposition 7], edk(P4) > 2 and thus edk(S4) > 2. To prove the
opposite inequality, consider the faithful 3-dimensional representation of S4 given by
V = {(x1, x2, x3, x4) | x1 + x2 + x3 + x4 = 0}.
Here S4 acts on V by permuting x1, . . . , x4. The natural compression V 99K P(V ) shows
that edk(S4) 6 2. This proves the claim. By Theorem 1.4 we conclude that
2 6 edk(S˜4) 6 3.
We do not know whether edk(S˜4) = 2 or 3. Note however, that by a conjecture of
Ledet [Led04, p. 4], edk(Z/2
nZ) = n for every integer n > 1. Since S˜4 contains an element
of order 8 (the preimage of a 4-cycle in S4), Ledet’s conjecture implies that edk(S˜4) = 3.
Note also that by Corollary 1.3, edl(S˜4) = 2 for any base field l of characteristic 6= 2
containing a primitive 8th root of unity.
5. Proof of Theorem 1.5
Let q = 〈a1, . . . , an〉 be a non-degenerate n-dimensional quadratic form over a field F .
Recall from the Introduction that the Hasse invariant w2(q) is given by
w2(q) = Σ16i<j6n(ai, aj) in H
2(F,Z/2Z) = Br2(F ),
where (a, b) = (a) ∪ (b) is the class of the quaternion algebra
F{x, y}/(x2 = a, y2 = b, xy + yx = 0).
It is immediate from this definition that
(3) w2(〈1〉 ⊕ q) = w2(q).
Our proof of Theorem 1.5 will be based on the following elementary lemma.
Lemma 5.1. Let F be a field of characteristic 6= 2 containing a primitive 4th root of
unity. Let q be an n-dimensional non-degenerate quadratic form over F . Then
(a) ind(w2(q)) 6 2
⌊n/2⌋.
(b) If q is of discriminant 1 over F , then ind(w2(q)) 6 2
⌊(n−1)/2⌋.
13
Proof. Let q = 〈a1, a2, . . . , an−1, an〉 for some a1, . . . , an ∈ F ∗.
(a) We will consider the cases where n is odd and even separately. If n = 2m even,
then S = F
(√
−a1
a2
, . . . ,
√
−a2m−1
a2m
)
splits q. That is qS ≃ n〈1〉. Hence, S also splits
w2(q). Since the index of an element α ∈ H2(F,Z/2Z) is the minimal degree [K : F ] of a
splitting field K/F , we conclude that ind(w2(q)) 6 [S : F ] = 2
m, as desired.
Now suppose that n = 2m + 1 is odd. Set S = F
(√
−a1
a2
, . . . ,
√
−a2m−1
a2m
)
, as before.
Over S,
qS ≃ 2m〈1〉 ⊕ 〈a2m+1〉.
It now follows from (3) that w2(qS) = 0 in H
2(S,Z/2Z). Hence, w2(q) splits over S and
consequently, ind(w2(q)) 6 [S : F ] = 2
m = 2
n−1
2 , as desired.
(b) Since q = 〈a1, . . . , an〉 has discriminant 1, we may assume without loss of generality
that a1 · . . . · an = 1 in F . Let r = 〈a2, . . . , an〉. Since K contains
√−1, the quaternion
algebra (a1, a1) is split. Thus
w2(q) = (a1, a1) + w2(q) = (a1, a1 · . . . · an) + w2(r)
= (a1, 1) + w2(r) = w2(r).
By part (a), ind(w2(r)) 6 2
⌊(n−1)/2⌋, and part (b) follows. 
We are now ready to proceed with the proof of Theorem 1.5.
(a) As we pointed out in the Introduction, every n-dimensional trace form contains s〈1〉
as a subform; see [Ser84, Proposition 4]. Thus
(4) max
F, t
ind(w2(t)) 6 max
F, q
ind(w2(q)).
On the other hand, by our assumption, q = s 〈1〉⊕r, where r is a form of dimension n−s.
By (3), w2(q) = w2(r) and by Lemma 5.1(a), ind(w2(r)) 6 2
⌊(n−s)/2⌋. Thus
(5) max
F, q
ind(w2(q)) 6 2
⌊(n−s)/2⌋.
In view of the inequalities (4) and (5), it suffices to show that
(6) max
F, t
ind(w2(t)) = 2
⌊(n−s)/2⌋.
Recall that elements of H1(F, Sn) are in a natural bijective correspondence with iso-
morphism classes of n-dimensional e´tale algebras E/F . Denote the class of E/F by
[E/F ] ∈ H1(F, Sn) and the trace form of E/F by t. By [Ser84, The´ore`me 1],
δ([E/F ]) = w2(t);
cf. also [Ser08, Section 9.2]. Thus the largest value of the index of w2(t), as F ranges
over all field extensions of k and E/F ranges over all n-dimensional e´tale F -algebras, is
precisely the integer ind(S˜n,Z/2Z) defined in Section 2.2. Let P˜n be a Sylow subgroup of
S˜n. By Proposition 2.7, the center Z(P˜n) is cyclic. Thus by Lemma 2.5,
ind(S˜n;Z/2Z) = ed(P˜n) = ed(P˜n; 2).
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On the other hand, ed(P˜n; 2) = ed(S˜n; 2) by Lemma 2.2 and ed(S˜n; 2) = 2
⌊(n−s)/2⌋ by
Theorem 1.2(b). This completes the proof of (6) and thus of part (a) of Theorem 1.5.
The proof of part (b) is similar. Once again, since t1 contains s〈1〉 as a subform,
max
F, t1
ind(w2(t1)) 6 max
F, q1
ind(w2(q1)). On the other hand, max
F, q1
ind(w2(q1)) 6 2
⌊(n−s−1)/2⌋
by Lemma 5.1(b). It thus remains to show that
(7) max{ind(w2(t1))} 6 2⌊(n−s−1)/2⌋.
Consider the diagram
1 // Z/2Z // S˜n // Sn // 1
1 // Z/2Z // A˜n //
?
OO
An //
?
i
OO
1
where S˜n can be either S˜
+
n or S˜
−
n . Since the rows are exact, the connecting morphisms fit
into a commutative diagram
H1(F, Sn)
w2 // H2(F,Z/2Z)
H1(F,An)
∂F //
i∗
OO
H2(F,Z/2Z)
Once again, elements of H1(F, Sn) are in a natural bijective correspondence with n-
dimensional etale algebrasE/F . The image of the vertical map i∗ : H
1(F,An)→ H1(F, Sn)
is readily seen to consist of etale algebras E/F of discriminant 1. Consequently,
max{ind(w2(t1))} = ind(A˜n,Z/2Z).
Let H˜n be a Sylow subgroup of A˜n. By Proposition 2.7, the center Z(H˜n) is cyclic. Thus
by Lemma 2.5,
ind(A˜n;Z/2Z) = ed(H˜n) = ed(H˜n; 2).
On the other hand, ed(H˜n; 2) = ed(A˜n; 2) by Lemma 2.2 and ed(A˜n; 2) = 2
⌊(n−s−1)/2⌋ by
Theorem 1.2(c). This completes the proof of (7). 
Remark 5.2. One can use the inequalities (4) and (5) to give an alternative proof of
the upper bound ed(S˜n) 6 2
⌊(n−s)/2⌋ of Theorem 1.2(b). Similarly for the upper bound
ed(A˜n) 6 2
⌊(n−s−1)/2⌋ in the proof of Theorem 1.2(c). On the other hand, we do not
know how to prove the lower bounds ed(S˜n) > 2
⌊(n−s)/2⌋ and ed(A˜n) > 2
⌊(n−s−1)/2⌋ entirely
within the framework of quadratic form theory, without the representation-theoretic input
from [Wag77].
Remark 5.3. Let F be a field of characteristic 6= 2 containing a primitive 8th root of unity,
and q be an n-dimensional non-degenerate quadratic form over F . As we pointed out in
the Introduction, a necessary condition for q to be a trace form is that it should contain
s〈1〉 as a subform. Theorem 1.5 suggests that this condition might be sufficient. The
following example shows that, in fact, this condition is not sufficient. In this example,
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n = 4 = 22 and thus s = 1. Let k be an arbitrary base field of characteristic 6= 2, a, b, c be
independent variables, F = k(a, b, c), and q = 〈1, a, b, c〉 be a 4-dimensional non-singular
quadratic form over F . Clearly q contains s〈1〉 = 〈1〉 as a subform. On the other hand,
q is not isomorphic to the trace form t of any 4-dimensional etale algebra E/F . Indeed,
edk(t) 6 edk(E/F ) 6 edk(S4) = 2 (see [BR97b, Theorem 6.5(a)]), whereas edk(q) = 3
(see [CS06, Proposition 6]).
Remark 5.4. Recall that by a theorem of Merkurjev [Mer81], w2 gives rise to an isomor-
phism between I2(K)/I3(K) and H2(K,Z/2Z); cf. [Lam05, p. 115]. This is a special case
of Milnor’s conjecture, which asserts the existence of an isomorphism
er : I
r(F )/Ir+1(F )→ Hr(F,Z/2Z)
for any r > 0, with the property that er takes the r-fold Pfister form 〈1, a1〉⊗ · · ·⊗ 〈1, ar〉
to the cup product (a1)∪ (a2)∪ · · · ∪ (ar); see [Pfi95, p. 33]. Milnor’s conjecture has been
proved by V. Voevodsky; see [Kah97] for an overview. It is natural to ask if the following
variant of Theorem 1.5 remains valid for every r > 1.
Let k be a base field containing a primitive 8th root of unity, and n = 2a1 + · · ·+ 2as
be an even positive integer, where a1 > · · · > as > 1. Is it true that
(8) max
F, q
ind(er(q)) = max
F, t
ind(er(t)) ?
Here the maximum is taken as F ranges over all fields containing k, q ranges over all
n-dimensional forms in Ir(F ) containing s 〈1〉1 and t ranges over all n-dimensional trace
forms in Ir(F ). The index of a class α ∈ Hr(F,Z/2Z) is the greatest common divisor of
the degrees [E : F ], where E/F ranges over splitting fields for α with [E : F ] <∞.
For r = 1, it is easy to see that (8) holds. In this case the Milnor map e1 : I
1(F )/I2(F )→
H1(F,Z/2Z) is the discriminant, the index of an element of α = H1(F,Z/2Z) = F ∗/(F ∗)2
is 1 or 2, depending on whether α = 0 or not, and the question boils down to the existence
of an n-dimensional e´tale algebra E/F with non-trivial discriminant. In the case where
r = 2, the equality (8) is given by Theorem 1.5(b) (where n is taken to be even).
6. Comparison of essential dimensions of S˜
+
n and S˜
−
n
We believe that S˜
+
n and S˜
−
n should have the same essential dimension, but are only able
to establish the following slightly weaker assertion.
Proposition 6.1. Let k be a field of characteristic 6= 2 containing √−1. Then
| edk(S˜+n )− edk(S˜
−
n )| 6 1.
Proof. Let V be the spin representation of S˜
+
n , Sn → PGL(V ) be the associated projective
representation of Sn, and Γ ⊂ GL(V ) be the preimage of G under the natural projection
1If s is even, and q = r ⊕ s〈1〉, then q and r are Witt equivalent over F . Thus maxF, q ind(er(q)) can
be replaced by maxF, r ind(er(r)), as r ranges over all (n − s)-dimensional forms in Ir(F ). The same is
true if s is odd: here r ranges over the (n− s)-dimensional forms in Ir(F ) such that r ⊕ 〈1〉 is in Ir(F ).
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π : GL(V )→ PGL(V ). Note that Γ is a 1-dimensional group, and S˜±n are finite subgroups
of Γ. By Lemma 2.4(a),
(9) edk(Γ) > edk(S˜n)− 1,
where S˜n denotes S˜
+
n or S˜
−
n . On the other hand, since Γ is generated by S˜n and Gm, and
Gm is central in Γ, we see that S˜n is normal in Γ. The exact sequence
1 // S˜n // Γ
pi // Gm // 1
induces an exact sequence
H1(K, S˜n) // H
1(K,Γ)
pi // H1(K,Gm) = 1
of Galois cohomology sets. Here K is an arbitrary field containing k, and H1(K,Gm) = 1
by Hilbert’s Theorem 90. Thus the map H1(K, S˜n)→ H1(K,Γ) is surjective for every K.
By Lemma 2.3,
(10) edk(S˜n) > edk(Γ).
Combining the inequalities (9) and (10), we see that each of the integers edk(S˜
+
n ) and
edk(S˜
−
n ) equals either edk(Γ) or edk(Γ)+ 1. Hence, edk(S˜
+
n ) and edk(S˜
−
n ) differ by at most
1, as claimed. 
Remark 6.2. The inequality | edk(S˜
+
n ) − edk(S˜
−
n )| 6 1 of Lemma 6.1 remains valid if
char(k) = 2; see Theorem 1.4(a).
7. Explanation of the entries in Table 1
Throughout this section we will assume that the base field k = C is the field of complex
numbers. For the first row of the table, we used the following results:
• ed(A4) = ed(A5) = 2, see [BR97a, Theorem 6.7(b)],
• ed(A6) = 3, see [Ser10, Proposition 3.6],
• ed(A7) = 4, see [Dun10, Theorem 1],
• ed(An+4) > ed(An) + 2 for any n > 4, see [BR97a, Theorem 6.7(a)],
• ed(An) 6 ed(Sn) 6 n − 3 for any n > 5; see Lemma 2.4 and [BR97a, Theorem
6.5(c)].
The values of ed(A˜n; 2) in the second row of Table 1 are given by Theorem 1.2(c).
In the third row,
• ed(A˜4) = 2 by Corollary 1.3(a).
• To show that ed(A˜5) = 2, combine the inequalities ed(A˜5) > ed(A˜5; 2) > 2 of
Theorem 1.2(c) and ed(A˜5) 6 2 of Theorem 1.2(a). Alternatively, see [Pro17,
Lemma 2.5].
• ed(A˜6) = 4 by [Pro17, Proposition 2.7].
• To show that ed(A˜7) = 4, note that ed(A˜7) > 4 because A˜7 contains A˜6 and
ed(A˜7) 6 4 because A˜7 has a faithful 4-dimensional representation; see [Pro17,
Corollary 2.1.4].
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• The values of ed(A˜8) = 8 and ed(A˜16) = 128 are taken from Corollary 1.3(a).
• When 9 6 n 6 15 the range of values for ed(A˜n) is given by the inequality
ed(A˜n) 6 ed(A˜n) + ed(An) 6 ed(A˜n) + n− 3;
see Theorem 1.2(e).
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