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Resumo
Dados um ideal fechado I de uma C∗-a´lgebra A, um ideal J (na˜o necessariamente
fechado) de I, um *-homomorfismo α : A→ M(I), que chamamos de endomorfismo par-
cial, e uma func¸a˜o L : J → A com algumas propriedades, que sera˜o descritas no primeiro
cap´ıtulo, baseado em [12] e [7] constru´ımos uma a´lgebra que chamaremos de Produto
Cruzado por Endomorfismo Parcial e a denotaremos por O(A,α, L). Considerando a ac¸a˜o
de gauge de S1 nesta a´lgebra obtemos a esperanc¸a condicional E e a a´lgebra dos pontos
fixos K desta ac¸a˜o. Mostramos ainda no primeiro cap´ıtulo que todo ideal gauge invariante
na˜o nulo de O(A,α, L) tem intersecc¸a˜o na˜o nula com K.
No segundo cap´ıtulo introduzimos o Produto Cruzado por Endomorfismo Parcial, de-
notado por O(X,α, L), induzido por um homeomorfismo local σ : U → X onde X e´
um espac¸o compacto e Hausdorff e U e´ um subconjunto aberto de X. Na segunda sec¸a˜o
deste cap´ıtulo descrevemos alguns resultados ba´sicos sobre a estrutura de O(X,α, L) e o
resultado mais importante desta sec¸a˜o e´ de que todo ideal na˜o nulo gauge invariante de
O(X,α, L) tem intersecc¸a˜o na˜o nula com C(X). Na u´ltima sec¸a˜o mostraremos o exemplo
de produto cruzado por endomorfismo parcial que motivou este trabalho, que e´ a a´lgebra
de Cuntz-Krieger para matrizes infinitas (ver [3]).
O terceiro cap´ıtulo trata de uma bijec¸a˜o entre os ideais gauge invariantes da a´lgebra
O(X,α, L) e os conjuntos abertos de X que sa˜o σ, σ−1-invariantes.
O u´ltimo cap´ıtulo e´ dedicado ao estudo de O(X,α, L) no caso em que o par (X, σ) tem
uma propriedade extra, que chamamos de topologicamente livre. Mostramos que neste
caso qualquer ideal na˜o nulo de O(X,α, L) tem intersecc¸a˜o na˜o nula com C(X). Se ale´m
disso (X, σ) tiver a propriedade de que (X ′, σ|X′ ) e´ topologicamente livre para qualquer
subconjunto fechado σ, σ−1-invariante X ′ de X enta˜o obtemos uma bijec¸a˜o entre todos
os ideais de O(X,α, L) e os conjuntos abertos σ, σ−1-invariantes de X. Finalizamos este
cap´ıtulo mostrando um crite´rio de simplicidade para as a´lgebras de Cuntz-Krieger para
matrizes infinitas.
No apeˆndice mostramos que o Produto Cruzado por Endomorfismo definido em [4] em
alguns casos pode ser visto como um Produto Cruzado por Endomorfismo Parcial.
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Abstract
Given a closed ideal I in a C∗-algebra A, an ideal J (not necessarily closed) in I, a
*-homomorphism α : A → M(I) and a map L : J → A with some properties, based on
[12] and [7] we define a C∗-algebra O(A,α, L) which we call the Crossed Product by a
Partial Endomorphism and we denote it by O(A,α, L). Considering the gauge action from
S1 in this algebra we obtain the conditional expectation E and the fixed point algebra K
of this action. We show also in the first chapter that every nonzero gauge invariant ideal
of O(A,α, L) has nonzero intersection with K.
In the second chapter we introduce the Crossed Product by a Partial Endomorphism
O(X,α, L) induced by a local homeomorphism σ : U → X whereX is a compact Hausdorff
space and U is an open subset of X. In the second section of this chapter we describe
some basic results about the structure of O(X,α, L) and the main result of this section
is that every nonzero gauge invariant ideal of O(X,α, L) has nonzero intersection with
C(X). We present the example which motivated this work, the Cuntz-Krieger algebra for
infinite matrices (see [3]).
We show in the third chapter a bijection between the gauge invariant ideals ofO(X,α, L)
and the σ, σ−1-invariant open subsets of X.
The last chapter is dedicated to the study of O(X,α, L) in the case where the pair
(X, σ) has an extra property, wich we call topological freeness. We prove that in this
case every nonzero ideal of O(X,α, L) has nonzero intersection with C(X). If moreover
(X, σ) has the property that (X ′, σ|X′ ) is topologically free for each closed σ, σ
−1-invariant
subset X ′ of X then we obtain a bijection between the ideals of O(X,α, L) and the open
σ, σ−1-invariant subsets of X. We conclude this section by showing a simplicity criteria
for the Cuntz-Krieger algebras for infinite matrices.
In the Appendix we show that the Crossed Product by an Endomorphism defined in
[4] in some cases may be seen as a Crossed Product by a Partial Endomorphism.
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Introduc¸a˜o
O conceito de Produto Cruzado por Endomorfismo foi introduzido por diversos autores,
entre eles J. Cuntz em [1], P. J. Stacey em [13] e G. J. Murphy em [10]. Estas construc¸o˜es
sa˜o feitas a partir de uma C*-a´lgebra unita´ria A e de um *-endomorfismo α : A→ A.
Em [4] foi introduzido por R. Exel o conceito de produto cruzado por endomorfismo,
baseado num C∗-sistema dinaˆmico (A,α, L). Nesta construc¸a˜o, ale´m de um endomorfismo
α : A → A, supo˜e-se dado um operador de transfereˆncia L : A → A, isto e´, L e´ linear,
cont´ınua e positiva e L(α(a)b) = aL(b) para cada a, b ∈ A. Neste artigo foi mostrado
que a a´lgebra de Cuntz-Krieger e´ um exemplo de produto cruzado por endomorfismo. O
C∗-sistema dinaˆmico associado a este exemplo e´ induzido pelo subshift de Markov (ΩA, σ),
ou seja, o endomorfismo α e´ dado por
α : C(ΩA) → C(ΩA)
f 7→ f ◦ σ
e L : C(ΩA)→ C(ΩA) e´ dado por L(f)(x) = 1#σ−1(x)
∑
y∈σ−1(x)
f(y) para cada x ∈ X e para
cada f ∈ C(ΩA).
Em [3] foi definida por R. Exel e M. Laca a a´lgebra de Cuntz-Krieger para matrizes
infinitas. Foi associada a esta a´lgebra um espac¸o topolo´gico compacto e Hausdorff Ω˜A ,
como pode ser visto em [3:4-7]. A diferenc¸a deste caso para o anterior e´ de que o shift σ
na˜o pode ser definido em todo o espac¸o Ω˜A , mas apenas num subconjunto aberto U de
Ω˜A . Enta˜o o homeomorfismo local
σ : U → Ω˜A
induz o endomorfismo parcial
α : C(Ω˜A ) → Cb(U) ('M(C0(U)))
f 7→ f ◦ σ .
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Ale´m disso, como #σ−1(x) pode ser infinito para algum x ∈ Ω˜A a convergeˆncia de∑
y∈σ−1(x)
f(y) na˜o pode ser garantida e portanto na˜o podemos definir L(f) para cada x ∈ X
por L(f)(x) =
∑
y∈σ−1(x)
f(y) para cada f ∈ C(Ω˜A ). Pore´m, mostraremos que se f ∈ Cc(U)
enta˜o podemos definir L(f)(x) =
∑
y∈σ−1(x)
f(y) para cada x ∈ Ω˜A e assim L(f) e´ um
elemento de C(Ω˜A ). Desta forma obtemos uma func¸a˜o
L : Cc(U)→ C(Ω˜A ).
Pelos fatos de que α na˜o e´ um endomorfismo em C(Ω˜A ) e o domı´nio de L na˜o e´ toda
a a´lgebra C(Ω˜A ), a tripla (A,α, L) (que tambe´m chamaremos de C
∗-sistema dinaˆmico)
na˜o e´ um C∗-sistema dinaˆmico como em [4] e portanto aqui na˜o se aplica a construc¸a˜o de
produto cruzado por endomorfismo feita em [4].
Neste trabalho definiremos, usando partes das construc¸o˜es de T. Katsura ([7]) e M.
Pimsner ([12]), o produto cruzado por endomorfismo parcial. Mostraremos que esta con-
struc¸a˜o se aplica a` situac¸a˜o descrita no para´grafo anterior. Estudaremos especialmente o
caso em que o produto cruzado por endomorfismo parcial, que denotaremos porO(X,α, L),
prove´m de um homeomorfismo local
σ : U → X,
onde U e´ um subconjunto aberto de um espac¸o topolo´gico compacto Hausdorff X. Mais
especificamente, mostraremos que existe uma bijec¸a˜o entre os ideais gauge invariantes de
O(X,α, L) e os abertos σ, σ−1 invariantes de X. Ale´m disso, se (X, σ) tiver a propriedade
adicional de que todo subconjunto fechado σ, σ−1-invariante de X ′ e´ tal que (X ′, σ|X′ ) e´
topologicamente livre enta˜o existe uma bijec¸a˜o entre todos os ideais de O(X,α, L) e todos
os abertos σ, σ−1-invariantes de X. Finalmente daremos um crite´rio de simplicidade para
as a´lgebras de Cuntz-Krieger para matrizes infinitas.
No apeˆndice mostraremos que algumas a´lgebras que sa˜o produtos cruzados por endo-
morfismo como definido em [4] podem ser vistas como produtos cruzados por endomorfismo
parcial, como definido no primeiro cap´ıtulo deste trabalho.
A escolha do nome produto cruzado por endomorfismo parcial para a a´lgebra que
constru´ımos neste trabalho foi motivada pelo homeomorfismo local σ : U → X onde U e´
um subconjunto aberto de X.
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Chapter 1
O Produto Cruzado por
Endomorfismo Parcial
Definiremos neste cap´ıtulo o Produto Cruzado por Endomorfismo Parcial e apresentare-
mos alguns resultados sobre a estrutura deste. Tambe´m tratamos aqui da ac¸a˜o de gauge
neste produto cruzado e de ideais gauge invariantes.
1.1 Definic¸o˜es e resultados ba´sicos
Seja A uma C∗-a´lgebra, I um ideal bilateral fechado de A.
Definic¸a˜o 1.1 Um endomorfismo parcial e´ um *-homomorfismo α : A → M(I) onde
M(I) e´ a C*-a´lgebra dos multiplicadores de I.
Seja J um ideal bilateral idempotente auto-adjunto (na˜o necessariamente fechado) de
I. Suponha dadas func¸o˜es
α : A→M(I)
e
L : J → A.
Esta situac¸a˜o sera´ denotada por (A,α, L).
Definic¸a˜o 1.2 Dizemos que (A,α, L) e´ um C∗-sistema dinaˆmico se:
 α e´ um endomorfismo parcial,
 L e´ linear, positiva e preserva a involuc¸a˜o *,
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 L(α(a)x) = aL(x) para cada a em A e x em J .
A definic¸a˜o acima requer alguns esclarecimentos. A func¸a˜o L e´ positiva no sentido de
L(x∗x) e´ um elemento positivo de A para cada x ∈ J . Ale´m disso estamos identificando
os elementos x ∈ J com os elementos T (x) ∈ T (I) atrave´s do *-homomorfismo injetor
T : I → M(I)
x 7→ (Lx, Rx)
onde Lx, Rx : I → I sa˜o dadas por Lx(y) = xy e Rx(y) = yx para cada y ∈ I. Desta forma
α(a)x e´ uma notac¸a˜o para o elemento T−1(α(a)T (x)). Dados a ∈ A, α(a) = (L′, R′), e
x, y ∈ J , segue que L′(x) ∈ I e portanto L′(x)y ∈ J . Como
α(a)T (x)T (y) = (L′, R′)(Lx, Rx)(Ly, Ry) = (LL′(x)y, RL′(x)y),
segue de fato que α(a)xy = L′(x)y ∈ J . Como J e´ idempotente temos que em geral,
dados a ∈ A e x ∈ J , α(a)x ∈ J . Portanto α(a)x esta´ no domı´nio de L. Da mesma
forma, denotando T−1(T (x)α(a)) por xα(a) temos que xα(a) ∈ J . O elemento α(a)x tem
a propriedade de que (α(a)x)∗ = x∗α(a∗). De fato,
(α(a)x)∗ = T−1(α(a)T (x))∗ = T−1(T (x∗)α(a∗)) = x∗α(a∗).
Da mesma forma vale que (xα(a))∗ = α(a∗)x∗.
Proposic¸a˜o 1.3 Se (A,α, L) e´ um C∗-sistema dinaˆmico enta˜o L(xα(a)) = L(x)a para
cada a ∈ A e x ∈ J .
Demonstrac¸a˜o.
Dados a ∈ A e x ∈ J , como a∗ ∈ A e x∗ ∈ J temos que L(α(a∗)x∗) = a∗L(x∗). Portanto
L(xα(a)) = L((xα(a))∗)∗ = L(α(a∗)x∗)∗ = (a∗L(x∗))∗ = L(x)a.

O objetivo pro´ximo e´ definir um A-bi-mo´dulo a partir do C∗-sistema dinaˆmico (A,α, L)
com estrutura de mo´dulo de Hilbert a` direita de A. Para tanto, definindo a operac¸a˜o
. : J × A → J
(x, a) 7→ xα(a)
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temos que:
Proposic¸a˜o 1.4 A operac¸a˜o e´ bilinear e associativa.
Demonstrac¸a˜o.
Sejam x, y ∈ J e a, b ∈ A. A linearidade na primeira varia´vel segue de
(x+ y).a = T−1(T (x+ y)α(a)) = T−1(T (x)α(a) + T (y)α(a)) =
= T−1(T (x)α(a)) + T−1(T (y)α(a)) = x.a+ y.a.
A linearidade na segunda varia´vel segue de forma ana´loga. Para ver que e´ associativa note
que
(x.a).b = (xα(a)).b = (xα(a))α(b) =
= T−1[T (xα(a))α(b)] = T−1[T (T−1[T (x)α(a)])α(b)] =
= T−1(T (x)α(a)α(b)) = T−1(T (x)α(ab)) = x.(ab).

Desta forma J e´ um A-mo´dulo a` direita. Definindo
〈, 〉 : J × J → A
(x, y) 7→ L(x∗y)
temos:
Proposic¸a˜o 1.5 〈, 〉 e´ um produto interno, possivelmente degenerado.
Demonstrac¸a˜o.
Dados x, y ∈ J e a ∈ A, segue que
〈x, y.a〉 = 〈x, yα(a)〉 = L(x∗yα(a)) = L(x∗y)a = 〈x, y〉a.
As outras propriedades de produto interno seguem do fato de L ser linear, positiva e
preservar *.

Tomando o quociente de J pelo sub mo´dulo N0 = {x ∈ J : 〈x, x〉 = 0} e denotando
os elementos x de J em J/N0 por x˜ obtemos um produto interno de J/N0 em A definido
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por 〈x˜ , y˜ 〉 = 〈x, y〉. Desta forma a func¸a˜o
‖ ‖ : J/N0 → R+
x˜ 7→ √‖〈x˜ , x˜ 〉‖
define uma norma em J/N0. Denotamos porM o completamento de J/N0 por esta norma
que e´ um modulo de Hilbert a` direita de A.
Teremos duas notac¸o˜es para os elementos x de J em M . Uma delas, que ja´ foi usada
no para´grafo acima, e´ x˜ . A outra notac¸a˜o e´ (x)f.
Definiremos uma estrutura de A-modulo a` esquerda para M . Dados a ∈ A e x ∈ J ,
como J e´ ideal de A (segue do fato de J ser ideal idempotente de I e I ser ideal de A) temos
que x∗a∗ax, ‖a‖2x∗x ∈ J . Como o elemento ‖a‖2x∗x − x∗a∗ax = x∗(‖a‖∗ − a∗a)x pode
ser escrito na forma (bx)∗(bx) com bx ∈ J segue que L(‖a‖2x∗x− x∗a∗ax) ≥ 0 e portanto
L(x∗a∗ax) ≤ ‖a‖2L(x∗x) donde ‖L(x∗a∗ax)‖ ≤ ‖a‖2‖L(x∗x)‖. Portanto, considerando o
elemento ax de J ,
‖a˜x ‖2 = ‖〈a˜x , a˜x 〉‖ = ‖L(x∗a∗ax)‖ ≤
≤ ‖a‖2‖L(x∗x)‖ = ‖a‖2‖〈x˜ , x˜ 〉‖ = ‖a‖2‖x˜ ‖2,
ou seja, ‖a˜x ‖ ≤ ‖a‖‖x˜ ‖. Com isso podemos definir a operac¸a˜o
. : A×M → M
(a,m) 7→ a.m
tal que a.x˜ = a˜x para cada x ∈ J , que e´ bilinear e associativa, e com esta M torna-se um
A-mo´dulo a` esquerda. Esta operac¸a˜o origina um homomorfismo de C∗-a´lgebras de A em
L(M), a a´lgebra dos operadores adjunta´veis de M . De fato, definindo
ϕ : A → L(M)
a 7→ ϕ(a)
por ϕ(a)m = am temos:
Proposic¸a˜o 1.6 ϕ e´ um *-homomorfismo.
Demonstrac¸a˜o.
Para cada a ∈ A,
ϕ(a) : M → M
m 7→ am
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e´ uma func¸a˜o linear cont´ınua. Ale´m disso, dados x, y ∈ J ,
〈ϕ(a)x˜ , y˜ 〉 = 〈a˜x , y˜ 〉 = L((ax)∗y) = L(x∗a∗y) = 〈x˜ , a˜∗y 〉 = 〈x˜ , ϕ(a∗)y˜ 〉,
e como J/N0 e´ denso em M segue que 〈ϕ(a)m,n〉 = 〈m,ϕ(a∗)n〉 para cada m,n ∈ M .
Isto prova que ϕ(a) e´ adjunta´vel e ϕ(a)∗ = ϕ(a∗). Ale´m disso, ϕ e´ claramente linear e
multiplicativa.

Definic¸a˜o 1.7 A a´lgebra de Toeplitz T (A,α, L) associada ao C∗-sistema dinaˆmico (A,α, L)
e´ a a´lgebra universal gerada por A∪M , onde M e´ o mo´dulo de Hilbert constru´ıdo a partir
do C*-sistema dinaˆmico (A,α, L), com as relac¸o˜es de A, de M , os produtos de bi-mo´dulo
e m∗n = 〈m,n〉 para cada m,n ∈M .
Note que de fato podemos falar da C∗-a´lgebra universal, pelo fato de as relac¸o˜es serem
admiss´ıveis.
Denotamos por K̂1 a sub a´lgebra fechada de T (A,α, L) gerada por elementos da forma
mn∗, para m,n ∈M .
Definic¸a˜o 1.8 Uma redundaˆncia em T (A,α, L) e´ um par (a, k) onde a ∈ A, k ∈ K̂1 e
am = km para cada m ∈M .
Considerando o *-homomorfismo ϕ : A→ L(M), o conjunto
ker(ϕ)⊥ = {a ∈ A : ab = 0 = ba ∀ b ∈ ker(ϕ)}
e´ um ideal de A. Como K(M), que e´ o conjunto dos operadores compactos de L(M), e´
um ideal de L(M), segue que ϕ−1(K(M)) e´ ideal de A. Denotamos por I0 o ideal
I0 = ker(ϕ)
⊥ ∩ ϕ−1(K(M)).
Definic¸a˜o 1.9 O Produto Cruzado por Endomorfismo Parcial associado ao C∗-sistema
dinaˆmico (A,α, L) e´ o quociente de T (A,α, L) pelo ideal gerado pelos elementos da forma
a− k para todas as redundaˆncias (a, k) tal que a ∈ I0 e sera´ denotado por O(A,α, L).
Em [7] foi mostrado que A 3 a → a ∈ O(A,α, L) e´ injetor. Apresentaremos algumas
consequ¨eˆncias deste fato na proposic¸a˜o a seguir. Denotaremos provisoriamente por â e m̂
os elementos de A e M em T (A,α, L). Defina
K̂n = span{m̂1 · · · m̂nl̂1
∗ · · · l̂n
∗
: mi, li ∈M}
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eq : T (A,α, L)→ O(A,α, L)
o homomorfismo quociente.
Proposic¸a˜o 1.10 a) A 3 a 7→ q(â) ∈ O(A,α, L) e´ um homomorfismo injetor.
b) A 3 a 7→ â ∈ T (A,α, L) e´ um *-homomorfismo injetor e q| bA e´ injetor.
c) M 3 m 7→ m̂ ∈ T (A,α, L) e´ uma isometria.
d) q|cM e´ isometria.
e) M 3 m 7→ q(m̂) ∈ O(A,α, L) e´ uma isometria.
f) q|dKn e´ um *-homomorfismo injetor.
Demonstrac¸a˜o.
a) E´ suficiente apresentar uma representac¸a˜o de A em O(A,α, L) que seja injetiva. Esta
representac¸a˜o pode ser vista em [9] e e´ feita usando espac¸os de Fock. A injetividade desta
representac¸ao segue de [9 : 2.21].
b) Segue de a).
c) Dado m ∈M , temos que
‖m̂‖2T (A,α,L) = ‖m̂∗m̂‖T (A,α,L) = ‖〈̂m,m〉‖T (A,α,L).
Como 〈m,m〉 ∈ A, por b) segue que ‖〈̂m,m〉‖T (A,α,L) = ‖〈m,m〉‖A. Ale´m disso temos que
‖m‖2M = ‖〈m,m〉‖A. Enta˜o
‖m̂‖2T (A,α,L) = ‖〈m,m〉‖A = ‖m‖2M ,
provando c).
d) Dado m̂ ∈ M̂ segue que m̂∗m̂ ∈ Â. Pela parte a), q| bA e´ injetora e portanto isometria.
Enta˜o
‖q(m̂)‖2 = ‖q(m̂∗m̂)‖ = ‖m̂∗m̂‖ = ‖m̂‖2.
e) Segue de c) e d).
f) Seja k ∈ K̂n. Suponha q(k) = 0. Enta˜o q((M̂∗)nkM̂n) = 0. Como (M̂∗)nkM̂n ⊆ Â
seque por b) que (M̂∗)nkM̂n = 0. Enta˜o K̂nkK̂n = 0 donde k = 0.

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Denotamos definitivamente os elementos a de A por a em T (A,α, L) e tambe´m por
a em O(A,α, L). Esta notac¸a˜o na˜o devera´ causar confusa˜o por a) e b) da proposic¸a˜o
anterior. Da mesma maneira, justificado por c) e e) denotaremos por m os elementos de
M tanto em T (A,α, L) quanto em O(A,α, L). Com estas notac¸o˜es, para n ≥ 1 temos
K̂n = span{m1 · · ·mnl∗1 · · · l∗n : mi, li ∈M} ⊆ T (A,α, L).
Defina
Kn = span{m1 · · ·mnl∗1 · · · l∗n : mi, li ∈M} ⊆ O(A,α, L)
e note que q(K̂n) = Kn. Se (a, k) ∈ A × K̂1 e´ redundaˆncia e a ∈ I0 enta˜o q(a) = q(k).
Como estamos identificando a com q(a) segue que a = q(k), em O(A,α, L).
Os espac¸os Kn e K̂n sa˜o claramente fechados pela soma e sa˜o auto-adjuntos. Na
verdade sa˜o sub C∗-a´lgebras. O fato de serem fechados pelo produto segue da seguinte
proposic¸a˜o:
Proposic¸a˜o 1.11 a) K̂nK̂m ⊆ ̂Kmax{n,m} e tambe´m KnKm ⊆ Kmax{n,m}.
b) AK̂n ⊆ K̂n, K̂nA ⊆ K̂n e tambe´m AKn ⊆ Kn e KnA ⊆ Kn.
Demonstrac¸a˜o.
Como Kn = q(K̂n) e´ suficiente mostrar o resultado no n´ıvel da a´lgebra T (A,α, L).
a) Suponha n ≤ m. Dados elementos l1...lnt∗1...t∗n ∈ K̂n e p1...pmq∗1...q∗m ∈ K̂m, como
a = t∗1...t
∗
np1...pn ∈ A segue que lna ∈M . Portanto
l1...lnt
∗
1...t
∗
np1...pmq
∗
1...q
∗
m = l1...lnapn+1...pmq
∗
1...q
∗
m ∈ K̂m.
Isto e´ o suficiente pois tais elementos geram os K̂n. Se n > m, pelo que fizemos acima,
K̂mK̂n ⊆ ̂Kmax{n,m} e como ̂Kmax{n,m} e´ uma sub-C*-a´lgebra, e portanto auto-adjunta,
segue que K̂nK̂m = (K̂mK̂n)
∗ ⊆ ̂Kmax{n,m}.
b) Segue do fato de que am ∈M para cada a ∈ A e m ∈M .

Denotamos por m ⊗ n o elemento de K(M) dado por m ⊗ n(ξ) = m〈n, ξ〉 para cada
ξ ∈M .
Proposic¸a˜o 1.12 Existe um *-isomorfismo
S : K̂1 → K(M)
mn∗ 7→ m⊗ n .
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Demonstrac¸a˜o.
Dado k ∈ K̂1 e m ∈ M segue que km ∈ M , pelo fato de M ser fechado em T (A,α, L)
pela proposic¸a˜o 1.10 c). Como km, k∗m ∈M para cada m ∈M segue que em T (A,α, L)
〈km, n〉 = (km)∗n = m∗(k∗n) = 〈m, k∗n〉.
Assim 〈km, n〉 = 〈m, k∗n〉 em T (A,α, L) e por 1.10 b), 〈km, n〉 = 〈m, k∗n〉 em A. Defina
S(k) : M → M
m 7→ km .
Enta˜o para cada k ∈ K̂1, 〈S(k)(m), n〉 = 〈m,S(k∗)n〉, o que mostra que S(k) e´ adjunta´vel
e tambe´m que S(k)∗ = S(k∗). Defina
S : K̂1 → L(M)
k 7→ S(k)
que e´ linear e multiplicativa, e juntamente com o fato de que S(k∗) = S(k)∗ segue que S e´
um *-homomorfismo. E´ fa´cil ver que S(mn∗) = m⊗n, e portanto S(k) ∈ K(M) para cada
k ∈ K̂1. Ale´m disso S(K̂1) e´ um sub conjunto denso de K(M) e assim S(K̂1) = K(M).
Para ver que S e´ injetor, suponha que S(k) = 0, o que significa que kM = 0 donde
kMM∗ = 0 e portanto kK̂1 = 0. Como k ∈ K̂1 segue que k = 0.

Proposic¸a˜o 1.13 Se (a, k) e´ redundaˆncia de T (A,α, L) enta˜o a ∈ ϕ−1(K(M)).
Demonstrac¸a˜o.
Se (a, k) e´ redundaˆncia enta˜o am = km para cada m ∈ M , donde ϕ(a)(m) = S(k)(m)
para cada m ∈M . Como S(k) ∈ K(M), segue o resultado.

Por esta proposic¸a˜o, a a´lgebra O(A,α, L) coincide com o quociente de T (A,α, L) pelo
ideal gerado pelos elementos (a− k) onde (a, k) e´ redundaˆncia e a ∈ ker(ϕ)⊥.
Dado um C∗-sistema dinaˆmico (A,α, L) e um ideal fechado N de A tal que J ⊆ N ⊆ I,
podemos considerar um novo C∗-sistema dinaˆmico (A, β, L) onde o endomorfismo parcial
β : A → M(N) e´ dado por β(a) = (La|N , Ra|N ), considerando que α(a) = (La, Ra). Como
xβ(a) = xα(a) para cada x ∈ J e a ∈ A segue que O(A,α, L) = O(A, β, L). Por este
motivo podemos supor que J e´ um ideal denso de I. Esta situac¸a˜o ocorre no segundo
cap´ıtulo.
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1.2 A ac¸a˜o de gauge
O objetivo desta sec¸a˜o e´ mostrar que todo ideal gauge invariante de O(A,α, L) tem
intersecc¸a˜o na˜o nula com a a´lgebra dos pontos fixos da ac¸a˜o de gauge nesta a´lgebra.
Da propriedade universal de T (A,α, L) segue que para cada λ ∈ S1 existe um *-
homomorfismo
θλ : T (A,α, L) → T (A,α, L)
a 7→ a
m 7→ λm
.
Se (a, k) e´ redundaˆncia, como θλ(a) = a e θλ(k) = k segue que (θλ(a), θλ(k)) tambe´m e´
redundaˆncia, e portanto podemos considerar
θλ : O(A,α, L)→ O(A,α, L).
Note que θλ1θλ2 = θλ1λ2 donde segue que θλ na verdade e´ um automorfismo, com inverso
θλ. Ale´m disso, dado r ∈ O(A,α, L) a func¸a˜o
S1 3 λ 7→ θλ(r) ∈ O(A,α, L)
e´ continua. Podemos enta˜o considerar
E : O(A,α, L) → O(A,α, L)
r 7→ ∫
S1
θλ(r)dλ
.
Proposic¸a˜o 1.14 A a´lgebra dos pontos fixos da ac¸a˜o θ e´ K = span{A,Kn;n ∈ N} e E e´
uma esperanc¸a condicional fiel sobre K, isto e´, E e´ uma func¸a˜o linear, positiva, unita´ria
tal que E(rE(s)) = E(r)E(s), para cada r, s ∈ O(A,α, L) e E(r∗r) = 0 se e somente se
r = 0.
Demonstrac¸a˜o.
Na˜o e´ dif´ıcil mostrar que E e´ esperanc¸a condicional fiel sobre a a´lgebra dos pontos fixos.
Portanto basta provar que Im(E) = K. Para tanto note que
E(am1 · · ·mkn∗1 · · ·n∗l b) =
{
am1 · · ·mkn∗1 · · ·n∗l b se k = l
0 se k 6= l
onde mi, ni ∈M e a, b ∈ A. Por construc¸a˜o de O(A,α, L) o espac¸o gerado pelos elementos
da forma am1 · · ·min∗1 · · ·m∗jb e´ denso em O(A,α, L), e portanto Im(E) ⊆ K. Para cada
r ∈ span{A,Kn : n ∈ N} vale que E(r) = r e portanto E(r) = r para cada r ∈ K. Isto
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mostra que K ⊆ Im(E). Segue que Im(E) = K.

Definic¸a˜o 1.15 Um ideal IEO(A,α, L) e´ gauge invariante se θλ(I) ⊆ I para cada λ ∈ S1.
Se I e´ gauge invariante, a ac¸a˜o de gauge em O(A,α, L)/I e´ dada por
βλ : O(A,α, L)/I → O(A,α, L)/I
pi(r) 7→ pi(θλ(r))
,
onde pi e´ a projec¸a˜o no quociente. Neste caso pi e´ covariante pelas ac¸o˜es de gauge das
a´lgebras O(A,α, L) e O(A,α, L)/I, ou seja, pi(θλ(r)) = βλ(pi(r)) para cada elemento
r ∈ O(A,α, L) e para cada λ ∈ S1. Ale´m disso a a´lgebra dos pontos fixos de β e´ pi(K).
De fato, denotando por F a esperanc¸a condicional em O(A,α, L)/I induzida por β temos
que para cada pi(r) ∈ O(A,α, L)/I,
F (pi(r)) =
∫
S1
βλ(pi(r))dλ =
∫
S1
pi(θλ(r))dλ = pi
∫
S1
θλ(r)dλ
 = pi(E(r)).
A a´lgebra dos pontos fixos de β e´ Im(F ) e note que
Im(F ) = Im(pi ◦ E) = pi (Im(E)) = pi(K).
Proposic¸a˜o 1.16 Se 0 6= I EO(A,α, L) e´ gauge invariante enta˜o I ∩K 6= 0.
Demonstrac¸a˜o.
Como θλ(I) ⊆ I para cada λ ∈ S1 segue que
E(r) =
∫
S1
θλ(r)dλ ∈ I
para cada r ∈ I. Tome 0 6= r ∈ I. Como r∗r ∈ I segue que E(r∗r) ∈ I e pelo fato de L
ser fiel segue que E(r∗r) 6= 0. Portanto 0 6= E(r∗r) ∈ I ∩K.

Definindo L0 = A e Ln = A+K1 + · · ·+Kn para n ≥ 1 segue que
L0 ⊆ L1 ⊆ L2 ⊆ · · ·
12
eK =
⋃
n∈N
Ln.
Note que para cada n, Ln e´ fechado pela soma, e tambe´m e´ auto-adjunto. Ale´m disso,
pela proposic¸a˜o 1.11 Ln e´ fechado pelo produto. Portanto, para cada n, Ln na verdade e´
uma sub a´lgebra com involuc¸a˜o. Esta forma de ver a a´lgebra K e´ muito u´til em algumas
situac¸o˜es que se apresentam no decorrer deste trabalho. Em algumas desta situac¸o˜es
usaremos o fato, dado pela proposic¸a˜o seguinte, de que as a´lgebras Ln sa˜o fechadas para
cada n ∈ N , e portanto sa˜o sub C∗-a´lgebras.
Proposic¸a˜o 1.17 Para cada n ∈ N as a´lgebras Ln sa˜o fechadas.
Demonstrac¸a˜o.
O caso L0 segue da proposic¸a˜o 1.10 a). Por induc¸a˜o suponha Ln fechado. Note que
Kn+1 E Ln+1 e que Ln e´ sub a´lgebra fechada de Ln+1. Por [11: 1.5.8] Ln +Kn+1 e´ uma
sub a´lgebra fechada de Ln+1. Portanto
Ln+1 = Ln +Kn+1 = Ln +Kn+1 = Ln+1.

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Chapter 2
O Produto Cruzado por
Endomorfismo Parcial induzido por
um homeomorfismo local
Dados um espac¸o topolo´gico compacto e Hausdorff X e um homeomorfismo local em
X, σ : X → X, fica definido um C∗-sistema dinaˆmico pondo-se
α : C(X) → C(X)
f 7→ f ◦ σ
e
L : C(X)→ C(X)
onde L(f)(x) =
∑
y∈σ−1(x)
f(y) para cada x ∈ X e f ∈ C(X). Esta situac¸a˜o ocorre na
a´lgebra de Cuntz-Krieger, e pode ser vista em [4]. Uma situac¸a˜o mais geral consiste em
considerar um conjunto aberto U ⊆ X e σ : U → X um homeomorfismo local. Neste caso,
α deixa de ser um endomorfismo em C(X). De fato, definindo α como acima segue que
para cada f ∈ C(X), α(f) e´ um elemento de Cb(U), onde Cb(U) e´ o conjunto das func¸o˜es
cont´ınuas e limitadas em U . Como Cb(U) e M(C0(U)) sa˜o C
∗-a´lgebras isomorfas obtemos
um endomorfismo parcial α˜ : C(X) → M(C0(U)). Pelo fato de que #σ−1(x) pode na˜o
ser finita para algum x ∈ X na˜o podemos definir L como acima. Contudo, tomando
uma func¸a˜o f ∈ Cc(U), isto e´, f ∈ C(X) tal que supp(f) = {x ∈ X : f(x) 6= 0} ⊆ U ,
mostraremos que para cada x ∈ X, ∑
y∈σ−1(x)
f(y) envolve apenas uma quantidade finita
de termos na˜o nulos. Mostraremos tambe´m que, para cada f ∈ Cc(U), L(f) definido
por L(f)(x) =
∑
y∈σ−1(x)
f(y) e´ um elemento de C(X), e assim podemos definir a func¸a˜o
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L : Cc(U)→ C(X).
Na primeira sec¸a˜o mostraremos que (C(X), α˜, L) e´ um C∗-sistema dinaˆmico, que nos
fornecera´ o produto cruzado O(X,α, L).
A segunda sec¸a˜o trata de alguns resultados ba´sicos sobre a estrutura de O(X,α, L), e o
resultado mais importante desta sec¸a˜o e´ que todo ideal de O(X,α, L) que tem intersecc¸a˜o
na˜o nula com K (a a´lgebra dos pontos fixos da ac¸a˜o de gauge) tem intersecc¸a˜o na˜o nula
com C(X).
Na u´ltima sec¸a˜o mostraremos que a a´lgebra de Cuntz-Krieger para matrizes infini-
tas (ver [3]) e´ um produto cruzado por endomorfismo parcial. Este exemplo motivou o
trabalho.
A escolha do nome produto cruzado por endomorfismo parcial para a a´lgebraO(A,α, L)
foi motivada pelo homeomorfismo local σ.
2.1 A a´lgebra O(X,α, L)
Seja X um espac¸o topolo´gico compacto e Hausdorf, U ⊆ X um subconjunto aberto e
σ : U → X um homeomorfismo local. Defina
α : C(X)→ Cb(U)
f 7→ f ◦ σ
que e´ um *-homomorfismo. Para cada f ∈ Cc(U) defina para cada x ∈ X
L(f)(x) =

∑
y∈U
σ(y)=x
f(y) se σ−1(x) 6= ∅
0 caso contra´rio
Obs.: Se K ⊆ U e´ compacto, tomando uma cobertura aberta U1, · · · , Un de K em U
tal que σ|Ui e´ homeomorfismo, para cada x ∈ X existe no ma´ximo um elemento xi em
cada σ−1(x) ∩ Ui. Portanto existem no ma´ximo n elementos em σ−1(x) ∩K. Segue enta˜o
que a soma que define L(f)(x) envolve uma quantidade finita de termos para cada x ∈ X,
e portanto L(f)(x) de fato pode ser definido como acima.
Lema 2.1 Para cada f ∈ Cc(U), L(f) e´ um elemento de C(X)
Demonstrac¸a˜o.
Seja f ∈ Cc(U) e K = supp(f). Mostraremos que L(f) ∈ C(X). Dado x ∈ X \ σ(K),
como X \σ(K) e´ aberto e L(f)(y) = 0 para cada y ∈ X \σ(K), segue que L(f) e´ cont´ınua
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em x. Falta mostrar que L(f) e´ cont´ınua nos pontos de σ(K). Seja x um elemento
de σ(K), {x1, · · · , xk} = σ−1(x) ∩ K, e Uj vizinhanc¸as disjuntas de xj tais que σ|Uj e´
homeomorfismo. Estes Uj podem ser tomados tais que σ(Uj) e´ aberto, pelo fato de σ ser
homeomorfismo local.
Afirmac¸a˜o: Existe um aberto V 3 x tal que σ−1(V ) ∩
(
K\
(
k⋃
j=1
Uj
))
= ∅.
Suponha que σ−1(V ) ∩
(
K\
(
k⋃
j=1
Uj
))
6= ∅ para cada aberto V que conte´m x. Para
cada aberto W 3 x defina
FW = σ
−1(W ) ∩
(
K\
(
k⋃
j=1
Uj
))
.
Como σ−1(W ) e´ fechado em U e K\
(
k⋃
j=1
Uj
)
⊆ U e´ compacto, segue que FW e´ compacto,
e portanto fechado em X. Ale´m disso FW e´ na˜o vazio pois
∅ 6= σ−1(W ) ∩
(
K\
(
k⋃
j=1
Uj
))
⊆ FW .
Dadas W1, ...,Wm vizinhanc¸as de x, temos que F mT
j=1
Wj
⊆ FWj para cada j donde
F mT
j=1
Wj
⊆
m⋂
j=1
FWj ,
e portanto
m⋂
j=1
FWj 6= ∅ para cada colec¸a˜o finita de vizinhanc¸as W1, ...,Wm de x. Como X
e´ compacto segue que existe y ∈ X tal que
y ∈
⋂
Wviz. de x
FW .
Como ⋂
Wviz. de x
FW ⊆ K\
(
k⋃
j=1
Uj
)
segue que σ(y) 6= x. Tome um abertoWx 3 x tal que σ(y) /∈ Wx. Enta˜o y /∈ FWx , absurdo.
Isso prova a afirmac¸a˜o.
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Seja V0 3 x um aberto conforme a afirmac¸a˜o acima e defina
V = V0
⋂( k⋂
j=1
σ(Uj)
)
.
Seja (yi)i um net tal que yi → x. Podemos supor que (yi)i ⊆ V , e portanto
σ−1(yi) = {y1,i, ..., yk,i}
onde yj,i ∈ Uj. Como σ|Uj e´ homeomorfismo segue que yj,i
i→∞−→ xj para cada j, e portanto
L(f)(yi) =
∑
z∈U
σ(z)=yi
f(z) =
k∑
j=1
f(yj,i)
i→∞−→
k∑
j=1
f(xj) =
∑
y∈U
σ(y)=x
f(y) = L(f)(x).
Isto mostra que L(f) e´ cont´ınua nos pontos de σ(K), concluindo o lema.

Estamos na situac¸a˜o em que Cc(U) e´ um ideal idempotente auto-adjunto de C0(U),
que e´ um ideal de C(X), e pelo lema acima L : Cc(U)→ C(X) e´ uma func¸a˜o. Ale´m disso,
compondo α com o isomorfismo
Cb(U) 3 g 7→ (Lg, Rg) ∈M(C0(U))
obtemos o endomorfismo parcial α˜ : C(X)→M(C0(U)).
Proposic¸a˜o 2.2 (C(X), α˜, L) e´ um C∗-sistema dinaˆmico.
Demonstrac¸a˜o.
Claramente L e´ linear, positiva e preserva *. Falta mostrar que L(α˜(f)g) = fL(g) para
cada f ∈ C(X) e g ∈ Cc(U). Note que
α˜(f)g = T−1(α˜(f)T (g)) = T−1((Lα(f), Rα(f))(Lg, Rg)) =
= T−1(Lα(f)g, Rα(f)g) = α(f)g.
Enta˜o para cada x ∈ X
L(α˜(f)g)(x) = L(α(f)g)(x) =
∑
y∈σ−1(x)
(α(f)g)(y) =
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=
∑
y∈σ−1(x)
f(σ(y))g(y) = f(x)
∑
y∈σ−1(x)
g(y) = (fL(g))(x).
Portanto L(α˜(f)g) = fL(g).

Fica enta˜o definido a a´lgebra de Toeplitz T (C(X), α˜, L) e o produto cruzado por
endomorfismo parcial O(C(X), α˜, L). Como α˜ e´ dado essencialmente por α denotaremos
o C∗-sistema dinaˆmico (C(X), α˜, L) por (C(X), α, L). Ale´m disso como gα˜(f) = gα(f)
para cada g ∈ Cc(U) e f ∈ C(X), na˜o faremos mais nenhuma refereˆncia a α˜. Para
simplificar a notac¸a˜o denotaremos a a´lgebra de Toeplitz T (C(X), α˜, L) por T (X,α, L) e
o produto cruzado O(C(X), α˜, L) por O(X,α, L).
2.2 Resultados ba´sicos
Nesta sec¸a˜o veremos alguns resultados ba´sicos sobre o produto cruzado por endomor-
fismo parcial em questa˜o.
Lema 2.3 Dada f ∈ Cc(U), temos que:
a)f˜ = 0 se e somente se f = 0.
b)se σ|supp(f) e´ homeomorfismo enta˜o ‖f‖∞ = ‖f˜ ‖.
Demonstrac¸a˜o.
a) Dada f ∈ Cc(U) e x ∈ U tal que f(x) 6= 0 enta˜o
L(f ∗f)(σ(x)) =
∑
σ(y)=σ(x)
f ∗(y)f(y) = |f(x)|2 +
∑
y 6=x
σ(y)=σ(x)
|f(y)|2 > 0.
Isto mostra que L e´ fiel, e portanto f˜ = 0 se e somente se f = 0.
b) Como ‖f˜ ‖2 = ‖L(f ∗f)‖∞ basta mostrar que ‖L(f ∗f)‖∞ = ‖f‖2∞. Para tanto note que
L(f ∗f)(x) =
{
|f(σ−1(x))|2 se x ∈ σ(supp(f))
0 caso contra´rio
.
Da´ı segue que ‖L(f ∗f)‖∞ ≤ ‖f‖2∞. Por outro lado, tome x ∈ U tal que |f(x)| = ‖f‖∞, e
note que
L(f ∗f)(σ(x)) = (f ∗f)(x),
o que prova que ‖L(f ∗f)‖∞ ≥ ‖f‖2∞.

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Considere o homomorfismo dado pelo produto a` esquerda de A por M
ϕ : C(X) → L(M)
f 7→ ϕ(f)|m = fm
.
Note que f ∈ ker(ϕ) se e somente se fm = 0 para cada m ∈ M , o que ocorre se e
somente se f˜g = fg˜ = 0 para cada g ∈ Cc(U). Pela parte a) do lema anterior f˜g = 0 se
e somente se fg = 0. Portanto f ∈ ker(ϕ) se e somente se fg = 0 para cada g ∈ Cc(U),
ou seja, fg = 0 para cada g ∈ C0(U). Assim, dada g ∈ C0(U) temos que fg = 0 para
cada f ∈ ker(ϕ). Isto significa que C0(U) ⊆ ker(ϕ)⊥.
Lema 2.4 a) Se f, g ∈ Cc(U) e σ|supp(f)∪supp(g) e´ homeomorfismo enta˜o (fg∗, f˜ g˜ ∗) e´ re-
dundaˆncia de T (X,α, L) e fg∗ = f˜ g˜ ∗ em O(X,α, L).
b) C0(U) ⊆ ϕ−1(K(M)).
c) C0(U) ⊆ I0 (= ker(ϕ)⊥ ∩ ϕ−1(K(M))).
d) C0(U) ⊆ K1.
Demonstrac¸a˜o.
a) Sejam f, g ∈ Cc(U) tal que σ|supp(f)∪supp(g) e´ homeomorfismo e h ∈ Cc(U). Note que
f˜ g˜ ∗h˜ = (fα(L(g∗h)))f. Para cada x ∈ supp(f),
fα(L(g∗h))(x) = f(x)L(g∗h)(σ(x)) = f(x)
∑
y∈U
σ(y)=σ(x)
(g∗h)(y) = ...
...pelo fato de σ|supp(f)∪supp(g) ser homeomorfismo...
... = f(x)g∗(x)h(x) = (fg∗h)(x).
Se x /∈ supp(f) enta˜o (fα(L(g∗h)))(x) = 0 = (fg∗h)(x). Enta˜o fα(L(g∗h)) = fg∗h e
portanto
f˜ g˜ ∗h˜ = (fα(L(g∗h)))f = f˜g∗h = fg∗h˜
para cada h ∈ Cc(U), donde f˜ g˜ ∗m = fg∗m para cada m ∈ M . Segue que (fg∗, f˜ g˜ ∗) e´
redundaˆncia. Como fg∗ ∈ C0(U) ⊆ ker(ϕ)⊥ segue que fg∗ = f˜ g˜ ∗ em O(X,α, L).
b) E´ suficiente mostrar que Cc(U) ⊆ ϕ−1(K(M)). Dada f ∈ Cc(U), tome cobertura
V1, · · · , Vn de supp(f) tal que σ|Vi e´ homeomorfismo. Seja ξ′′i partic¸a˜o da unidade sub-
ordinada a esta cobertura. Defina ξi = f
√
ξ′′i e ξ
′
i =
√
ξ′′i . Enta˜o f =
∑n
i=1 ξiξ
′∗
i . Pela
parte a), (ξiξ
′∗
i , ξ˜i ξ˜
′
i
∗
) e´ redundaˆncia donde (f, k) e´ redundaˆncia onde k =
n∑
i=1
ξ˜i ξ˜′i
∗
. Assim
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fm = km para cada m ∈M e portanto
ϕ(f)(m) = fm = km = S(k)(m)
para cada m ∈ M , onde S e´ o *-isomorfismo da proposic¸a˜o 1.12. Enta˜o ϕ(f) = S(k), e
assim f ∈ ϕ−1(K(M)). Portanto Cc(U) ⊆ ϕ−1(K(M)).
c) Segue de b) e do fato de que C0(U) ⊆ ker(ϕ)⊥.
d) Dada f ∈ Cc(U), pela parte b) segue que (f, k) e´ redundaˆncia para algum k ∈ K̂1.
Como f ∈ C0(U) ⊆ I0 segue que f = q(f) = q(k) ∈ K1. Portanto Cc(U) ⊆ K1 donde
C0(U) ⊆ K1.

O lema seguinte sera´ usado va´rias vezes no decorrer deste trabalho.
Lema 2.5 Se (k0, k1, · · · , kn) ∈ C(X) × K1 × · · · × Kn tal que g
n∑
i=0
ki = 0 para cada
g ∈ C0(U) enta˜o:
a) k0|∂(U) = 0, k0 = f1 + f2 onde f1 ∈ C0(U) e f2 ∈ C0(X \ U).
b)
n∑
i=0
ki = f2.
Demonstrac¸a˜o.
Fixe ε > 0. Para cada 1 ≤ i ≤ n tome
k′i =
Ni∑
j=1
mij,1 · · ·mij,i(lij,1)∗ · · · (lij,i)∗ ∈ Ki
tal que mij,k = f˜
i
j,k com f
i
j,k ∈ Cc(U) e
‖ki − k′i‖ ≤
ε
n
.
Defina
kε = k
′
1 + · · ·+ k′n
e
Kε =
⋃
i,j,k
supp(f ij,k) ⊆ U
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que e´ compacto. Dado x ∈ U \ Kε tome fx ∈ C0(U) tal que fx(x) = 1, 0 ≤ f ≤ 1 e
fx|Kε = 0. Enta˜o fxkε = 0 pela escolha de fx e fxk0 = −fx
n∑
i=1
ki por hipo´tese. Segue que
‖fxk0‖ = ‖ − fx
n∑
i=1
ki + fxkε‖ = ‖fx(−
n∑
i=1
ki + kε)‖ = ‖fx
n∑
i=1
(k′i − ki)‖ ≤ ε
donde |k0(x)| ≤ ε. Desta forma mostra-se que |k0(x)| ≤ ε para cada x ∈ U \ Kε. Dado
y ∈ ∂(U), tome um net (xl)l ⊆ U tal que xl → y. Como y /∈ Kε e U \Kε e´ aberto podemos
supor (xl)l ⊆ U \Kε donde |k0(xl)| ≤ ε para cada l. Pela continuidade de k0, |k0(y)| ≤ ε.
Isso mostra (tomando-se ε suficientemente pequeno) que k0|∂(U) = 0. Definindo f1 = k01U
e f2 = k01Uc , obtemos a parte a).
Provaremos a parte b). Para cada ε > 0 tome gε ∈ C0(U) tal que 0 ≤ gε ≤ 1 e gε|Kε = 1.
Defina hε = gεk0. Assim obtemos uma sequ¨eˆncia de func¸o˜es (hε)ε ⊆ C0(U).
Afirmac¸a˜o: lim
ε→0
hε = f1
Para cada ε, dado x ∈ X,
|(hε − f1)(x)| = |(gε − 1U)(x)k0(x)| =
{
|gε(x)− 1||k0(x)| se x ∈ U \Kε
0 x ∈ Kε ∪ U c
Se x ∈ U \ Kε enta˜o |k0(x)| ≤ ε e portanto para tais x, |gε(x) − 1||k0(x)| ≤ 2ε. Assim
‖hε − f1‖ ≤ 2ε. Isto prova a afirmac¸a˜o.
Ale´m disso gεkε = kε e
hε + (k1 + · · ·+ kn) = hε + kε − kε + (k1 + · · ·+ kn) = ...
...usando o fato de que hε = gεk0 = −gε(k1 + · · ·+ kn) pois gε ∈ C0(U)...
... = −gε(k1 + · · ·+ kn) + kε − kε + (k1 + · · ·+ kn) =
= −gε(k1 + · · ·+ kn − kε)− kε + (k1 + · · ·+ kn).
Enta˜o
‖hε + (k1 + · · ·+ kn)‖ = ‖gε(−(k1 + · · ·+ kn) + kε) + ((k1 + · · ·+ kn)− kε)‖ ≤
≤ ‖gε(−(k1 + · · ·+ kn) + kε)‖+ ‖(k1 + · · ·+ kn)− kε‖ ≤ 2ε.
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Isto prova que lim
ε→0
hε = −(k1 + · · ·+ kn). Pela afirmac¸a˜o temos que lim
ε→0
hε = f1, portanto
f1 = −(k1 + · · ·+ kn), ou seja, f1 + k1 + . . .+ kn = 0. Desta forma
n∑
i=0
ki = f1 + f2 + k1 + · · ·+ kn = f2,
provando b).

Corola´rio 2.6 K1 ∩ C(X) = C0(U)
Demonstrac¸a˜o.
Seja r ∈ K1 ∩ C(X). Enta˜o r = f = k1 para f ∈ C(X) e k1 ∈ K1. Enta˜o f − k1 = 0
e em particular g(f − k1) = 0 para cada g ∈ C0(U), e pelo lema 2.5, f = f1 + f2 com
f1 ∈ C0(U), f2 ∈ C0(X \ U) e f − k1 = f2. Como f − k1 = 0 segue que f2 = 0. Portanto
f = f1, o que prova que r = f1 ∈ C0(U). Desta forma K1 ∩ C(X) ⊆ C0(U). A outra
inclusa˜o segue de 2.4 d).

Na construc¸a˜o do Produto Cruzado por Endomorfismo Parcial O(X,α, L) foi consid-
erado o ideal I0 = ϕ
−1(K(M)) ∩ ker(ϕ)⊥. O corola´rio acima nos permite identificar este
ideal.
Corola´rio 2.7 I0 = C0(U)
Demonstrac¸a˜o.
Dada f ∈ I0 enta˜o ϕ(f) = k ∈ K(M). Tome k′ ∈ K̂1 tal que S(k′) = k onde S e´ o
isomorfismo da proposic¸a˜o 1.12. Enta˜o
fm = ϕ(f)(m) = k(m) = S(k′)(m) = k′m
para cada m ∈ M . Portanto (f, k′) e´ redundaˆncia de T (X,α, L). Como f ∈ I0 segue
que f = q(k′) ∈ K1 em O(X,α, L). Segue pelo corola´rio acima que f ∈ C0(U). Portanto
I0 ⊆ C0(U). A outra inclusa˜o e´ o lema 2.4 c).

Lembramos que K e´ a a´lgebra dos pontos fixos da ac¸a˜o de gauge, e que
K =
⋃
n∈N
Ln
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onde Ln = C(X) +K1 + · · ·+Kn para n ≥ 1 e L0 = C(X).
Proposic¸a˜o 2.8 Todo ideal de O(X,α, L) que tem intersecc¸a˜o na˜o nula com K tem in-
tersecc¸a˜o na˜o nula com C(X).
Demonstrac¸a˜o.
Seja I ideal deO(X,α, L) tal que I∩K 6= 0. Por [2: III.4.1] existe n ∈ N tal que I∩Ln 6= 0.
Seja n0 = min{n ∈ N : I ∩ Ln 6= 0} e tome 0 6= k ∈ I ∩ Ln0 . Suponha n0 6= 0. Supondo
que m∗kk∗l = 0 para cada m, l ∈ M teremos que m∗k = 0 para cada m ∈ M . Assim
K1k = 0 e como C0(U) ⊆ K1 segue que fk = 0 para cada f ∈ C0(U). Pelo lema 2.5,
k ∈ C(X) = L0, o que e´ absurdo pois estamos supondo n0 6= 0. Portanto existe m, l ∈M
tal que m∗kk∗l 6= 0. Note que m∗kk∗l ∈ I ∩Ln0−1 o que novamente nos leva a um absurdo
pois n0 = min{n ∈ N : I ∩ Ln 6= 0}. Portanto n0 = 0, ou seja, k ∈ L0 = C(X).

Desta proposic¸a˜o e da proposic¸a˜o 1.16 segue o corola´rio:
Corola´rio 2.9 Todo ideal gauge invariante na˜o nulo de O(X,α, L) tem intersecc¸a˜o na˜o
nula com C(X).
2.3 A a´lgebra de Cuntz-Krieger para Matrizes Infini-
tas
Nesta sec¸a˜o mostraremos que a a´lgebra de Cuntz-Krieger para matrizes infinitas, intro-
duzida em [3], e´ um exemplo de Produto Cruzado por Endomorfismo Parcial. Iniciaremos
esta sec¸a˜o fazendo um resumo da construc¸a˜o desta a´lgebra.
Seja G um conjunto e A = A(i, j)i,j∈G uma matriz onde A(i, j) ∈ {0, 1}. A partir
da matriz A define-se a C∗-a´lgebra universal O˜A gerada por uma familia de isometrias
parciais {Sx}x∈G com as seguintes relac¸o˜es:
1. S∗i Si e S
∗
jSj comutam,
2. S∗i Sj = 0 para cada i 6= j,
3. S∗i SiSj = A(i, j)Sj,
4.
∏
x∈X
S∗xSx
∏
y∈Y
(1 − S∗ySy) =
∑
j∈G
A(X, Y, j)SjS
∗
j , sempre que X,Y ⊆ G sa˜o finitos tais
que A(X, Y, j) :=
∏
x∈X
A(x, j)(
∏
y∈Y
1−A(y, j)) 6= 0 apenas para uma quantidade finita
de j ∈ G.
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A a´lgebra de Cuntz-Krieger para matrizes infinitas foi definida em [3] como a suba´lgebra
OA de O˜A gerada pelos Sx.
Seja F o grupo livre gerado por G e seja {0, 1}F o espac¸o topolo´gico (com a topologia
produto), tambe´m visto como o conjunto dos subconjuntos de F. Em {0, 1}F onsidere
o conjunto Ωe = {ξ ⊆ F; e ∈ ξ}. Para cada t ∈ F defina ∆′t = {ξ ∈ Ωe; t ∈ ξ} que e´
um subconjunto aberto e fechado de Ωe. Denotando por 1t a func¸a˜o caracter´ıstica de ∆
′
t
considere o conjunto RA ⊆ C(Ωe) formado pelas seguintes func¸o˜es:
1. 1x1y para cada x 6= y, x, y ∈ G,
2. 1x−11y − A(x, y)1y para cada x, y ∈ G,
3. 1ts1t − 1ts para t, s ∈ F tal que |ts| = |t|+ |s| (onde |r| e´ o nu´mero de geradores da
representac¸a˜o reduzida de r),
4.
∏
x∈X
1x−1
∏
y∈Y
(1−1y−1)−
∑
j∈G
A(X, Y, j)1j onde X, Y sa˜o subconjuntos finitos de G tais
que A(X, Y, j) 6= 0 apenas para um numero finito de j ∈ G.
Em Ωe considere o conjunto fechado
Ω˜A = {ξ ∈ Ωe; f(t−1ξ) = 0 ∀ t ∈ ξ, f ∈ RA}.
Em [3:7.3] foi mostrado que Ω˜A e´ o fecho em Ω
T
A dos elementos cujo tronco (ver [3:5.5]) e´
infinito, onde
ΩTA =

ξ ∈ Ωe : e ∈ ξ, ξ e´ convexo
se t ∈ ξ existe no ma´ximo um y ∈ G tal que ty ∈ ξ
se t ∈ ξ, y ∈ G e ty ∈ ξ enta˜o tx−1 ∈ ξ ⇔ A(x, y) = 1

Os homeomorfismos
ht : ∆
′
t−1 → ∆′t
ξ 7→ tξ
induzem uma ac¸a˜o parcial ({Dt}t∈F, {θt}) de F em C(Ω˜A ) (ver [5] e [8]) onde Dt e´ definido
por Dt = C(∆t), ∆t = ∆
′
t ∩ Ω˜A e
θt : Dt−1 → Dt
f 7→ fht−1
,
e portanto fica definido o produto cruzado parcial C(Ω˜A )oθ F (ver [5] e [8]).
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Foi mostrado em [3:7.10] que existe um *-isomorfismo
Φ : O˜A → C(Ω˜A )oθ F
tal que Φ(Sx) = 1xδx.
Baseado nestas informac¸o˜es daremos um exemplo de produto cruzado por endomor-
fismo.
Seja U ⊆ Ω˜A , U =
⋃
x∈G
∆x. Como cada ∆x e´ aberto segue que U e´ aberto. Ale´m disso,
U e´ denso em Ω˜A , pois U conte´m todas os elementos de Ω
T
A cujo tronco e´ infinito, e estes
elementos formam um conjunto denso em Ω˜A . Como cada elemento ξ ∈ U conte´m um
u´nico x ∈ G, podemos definir a func¸a˜o cont´ınua
σ : U → Ω˜A
dado por σ(ξ) = x−1ξ onde x e´ o u´nico elemento de G que esta´ em ξ. Esta func¸a˜o e´ um
homeomorfismo local (de fato, σ|∆x : ∆x → ∆x−1 e´ homeomorfismo). Definindo
α : C(Ω˜A ) → Cb(U)
f 7→ f ◦ σ
e
L : Cc(U)→ C(Ω˜A )
por L(f)(ξ) =
∑
η∈U
σ(η)=ξ
f(η), pela proposic¸a˜o 2.2 (e pelo para´grafo posterior a esta proposi-
c¸a˜o) segue que (C(Ω˜A ), α, L) e´ um C
∗-sistema dinaˆmico, e portanto fica definida a a´lgebra
O(Ω˜A , α, L).
Concentremos os esforc¸os no sentido de mostrar que O(Ω˜A , α, L) e O˜A sa˜o C*-a´lgebras
isomorfas.
Lema 2.10 a) L(1x) = 1x−1 para cada x ∈ G
b)f1xαL(1xg) = 1xfg para cada x ∈ G e f, g ∈ C(Ω˜A ).
Demonstrac¸a˜o.
Note que σ−1(ξ) = {xξ : x−1 ∈ ξ}. De fato, se x−1 ∈ ξ enta˜o xξ ∈ U e σ(xξ) = ξ. Por
outro lado, se ν ∈ σ−1(ξ) enta˜o y−1ν = σ(ν) = ξ. Como e ∈ ν enta˜o y−1 ∈ ξ, e e´ claro
que ν = yξ.
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a) Para cada ξ ∈ Ω˜A
L(1x)(ξ) =
∑
ν∈σ−1(ξ)
1x(ν) =
∑
y∈G:
y−1∈ξ
1x(yξ) =
{
1 x−1 ∈ ξ
0 caso contra´rio
= 1x−1(ξ).
b) Se x /∈ ξ enta˜o (1xfαL(1xg))(ξ) = 0 = (1xfg)(ξ). Se x ∈ ξ,
(1xfαL(1xg))(ξ) = f(ξ)L(1xg)σ(ξ) = f(ξ)g(ξ) = (1xfg)(ξ).

Proposic¸a˜o 2.11 Existe um *-homomorfismo unita´rio
ψ : O˜A → O(Ω˜A , α, L)
Sx 7→ 1˜x
.
Demonstrac¸a˜o.
Mostraremos que ψ preserva as relac¸o˜es 1-4 que definem O˜A . A primeira relac¸a˜o segue
do fato de que ψ(Sx)
∗ψ(Sx) = 1˜x
∗
1˜x ∈ C(Ω˜ A). Para verificar a segunda relac¸a˜o note que
1x1y = 0 para x, y ∈ G e x 6= y, donde segue que
ψ(Sx)
∗ψ(Sy) = 1˜x
∗
1˜y = L(1x1y) = 0.
A terceira relac¸a˜o segue do lema 2.10 a) e do fato de que 1x−11y = A(x, y)1y em Ω˜A . De
fato,
ψ(Sx)
∗ψ(Sx)ψ(Sy) = 1˜x
∗
1˜x 1˜y = L(1x)1˜y = 1x−1 1˜y =
= 1˜x−11y = A(x, y)1˜y = A(x, y)ψ(Sy).
Verificaremos a quarta relac¸a˜o. Por 2.4 a), 1x = 1˜x 1˜x
∗
emO(Ω˜A , α, L). Portanto, tambe´m
n∑
i=1
1xi =
n∑
i=1
1˜xi 1˜xi
∗
em O(Ω˜A , α, L). Sejam X,Y ⊆ G finitos tais que A(X, Y, xi) 6= 0
apenas para i = 1, · · · , n. Enta˜o
∏
x∈X
1−1x
∏
y∈Y
(1− 1−1y ) =
n∑
i=1
1xi
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em Ω˜ A. Pela parte a) do lema 2.10, ψ(Sx)
∗ψ(Sx) = 1x−1 , e assim
∏
x∈X
ψ(Sx)
∗ψ(Sx)
∏
y∈Y
(1− ψ(Sy)∗ψ(Sy)) =
∏
x∈X
1−1x
∏
y∈Y
(1− 1−1y ) =
n∑
i=1
1xi = ...
...pelo fato de
n∑
i=1
1xi =
n∑
i=1
1˜xi 1˜xi
∗
em O(Ω˜A , α, L)...
... =
n∑
i=1
1˜xi 1˜xi
∗
=
n∑
i=1
ψ(Sxi)ψ(Sxi)
∗ =
∑
x∈G
A(X, Y, x)ψ(Sx)ψ(Sx)
∗.

Queremos mostrar que o *-homomorfismo definido nesta proposic¸a˜o e´ um *-isomor-
fismo. O seguinte lema sera´ u´til para mostrar a sobrejetividade deste homomorfismo.
Lema 2.12 A a´lgebra fechada B gerada pelos 1˜x : x ∈ G em O(Ω˜A , α, L) conte´m todos
os elementos de C(Ω˜A ) da forma 1r : e 6= r ∈ F e ale´m disso B coincide com a a´lgebra
gerada por M .
Demonstrac¸a˜o.
Pela proposic¸a˜o 2.10 a), 1˜x
∗
1˜x = 1x−1 . Dado b = x
−1
n · · ·x−11 ∈ F com xi ∈ G, por induc¸a˜o
1˜xn
∗ · · · 1˜x1
∗
1˜x1 · · · 1˜xn = 1˜xn
∗
1x−1n−1···x−11 1˜xn = L(1xn1x−1n−1···x−11 ) = 1x−1n ···x−11 = 1b.
Se b = yr−1 com r = x1 · · ·xn e xi, y ∈ G enta˜o
1˜y 1˜xn
∗ · · · 1˜x1
∗
1˜x1 · · · 1˜xn 1˜y
∗
= 1˜y 1r−1 1˜y
∗
= (1yα(1r−1))
f1˜y ∗ = ...
...pelo lema 2.4 a)...
... = 1yα(1r−1).
Ale´m disso, 1yα(1r−1) = 1yr−1 . Portanto 1yr−1 ∈ B para cada y ∈ G e r = x1 · · ·xn com
xi ∈ G. O caso em que β = sr−1, onde s = x1 · · ·xn, r = y1 · · · ym e xi, yi ∈ G segue por
induc¸a˜o. Se t ∈ F e t na˜o e´ da forma β = sr−1 como acima, enta˜o 1t = 0 em Ω˜A por [3:5.8].
Assim 1t ∈ B para cada e 6= t ∈ F. Provaremos que B e´ a a´lgebra gerada por M . Para
cada x ∈ G, span{1x
∏
s
1s} e´ denso em Dx e pelo lema 2.3 b), como σ|∆x e´ homeomorfismo,
segue que span{(1x
∏
s
1s)
f} e´ denso em D˜x . Como (1x∏
s
1s)
f = 1x∏
s
1s1˜x ∈ B temos que
D˜x ⊆ B, pois B e´ fechado. Portanto C˜c(U) ⊆ B e como B e´ fechado segue que M ⊆ B.
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Isto prova que a a´lgebra gerada por M esta´ contida em B. Por outro lado, como 1˜x ∈M
para cada x ∈ G, e´ claro que B esta´ contido na a´lgebra gerada por M , e isto conclui a
demonstrac¸a˜o.

Proposic¸a˜o 2.13 Existe um *-homomorfismo
φ : O(Ω˜A , α, L) → C(Ω˜A )oθ F
C(Ω˜A ) 3 f 7→ fδe
D˜x 3 f˜x 7→ fxδx
Demonstrac¸a˜o.
Definiremos primeiro um homomorfismo da a´lgebra de Toeplitz T (Ω˜A , α, L) para a a´lgebra
C(Ω˜A )oθ F. Para tanto defina
φ′ : C(Ω˜A ) → C(Ω˜A )oθ F
f 7→ fδe
e
φ′′ : C˜c(U) → C(Ω˜A )oθ F
dado por φ′′(f˜x ) = fxδx para cada fx ∈ Dx. Claramente φ′ e´ *-homomorfismo. Pelo lema
2.3 a) φ′′ esta´ bem definida. Ale´m disso φ′′ e´ linear e dados g =
∑
gx e f =
∑
fx em
Cc(U) temos que
φ′′(g˜ )∗φ′′(f˜ ) = (
∑
gxδx)
∗(
∑
fyδy) = (
∑
θx−1(g
∗
x)δx−1)(
∑
fyδy) =
=
∑
x,y
θx−1(g
∗
x)δx−1fyδy =
∑
x,y
θx−1(g
∗
xfy)δx−1y =
=
∑
x
θx−1(g
∗
xfx)δe.
Afirmac¸a˜o: L(g∗f) =
∑
θx−1(g
∗
xfx)
Basta provar que L(g∗xfx) = θ
−1
x (g
∗
xfx) pois g
∗
xfy = 0 para x 6= y. Para tanto note que
L(g∗xfx)(ξ) = 0 = θ
−1
x (g
∗
xfx)(ξ) se x
−1 /∈ ξ. Se x−1 ∈ ξ enta˜o
L(g∗xfx)(ξ) = (g
∗
xfx)(xξ) = (g
∗
xfx)(hx(ξ)) = θ
−1
x (g
∗
xfx)(ξ).
Esta´ provada a afirmac¸a˜o.
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Enta˜o ∑
x
θx−1(g
∗
xfx)δe = φ
′(L(g∗f)) = φ′(〈g˜ , f˜ 〉),
e assim,
φ′′(g˜ )∗φ′′(f˜ ) = φ′(〈g˜ , f˜ 〉).
Portanto
‖φ′′(f˜ )‖2 = ‖φ′′(f˜ )∗φ′′(f˜ )‖ = ‖φ′(〈f˜ , f˜ 〉)‖ ≤ ‖〈f˜ , f˜ 〉‖ = ‖f˜ ‖2M
donde φ′′ se estende a M . Desta forma obtemos uma func¸a˜o
φ : C(Ω˜A ) ∪M → C(Ω˜A )oθ F
definida por φ(f) = φ′(f) se f ∈ C(Ω˜A ) e φ(m) = φ′′(m) para m ∈M .
Afirmac¸a˜o: φ satisfaz as relac¸o˜es que definem T (Ω˜A , α, L).
Por densidade de C˜c(U) em M e pela forma como definimos φ em M basta verificar
se φ satisfaz as relac¸o˜es para f˜ =
∑
f˜x , g˜ =
∑
g˜y ∈ C˜c(U) e h ∈ C(Ω˜A ). Ja´ sabemos
que φ preserva as relac¸o˜es de C(Ω˜A ), de M e que φ(f˜ )
∗φ(g˜ ) = φ(〈f˜ , g˜ 〉). Ale´m disso,
φ(h)φ(f˜ ) = hδe
∑
fxδx =
∑
hfxδx = φ(h˜f ) = φ(hf˜ )
e
φ(f˜ )φ(h) = (
∑
fxδx)hδe =
∑
θx(θ
−1
x (fx)h)δx = ...
...pelo fato de que θx(θ
−1
x (fx)h) = fxα(h)...
... =
∑
fxα(h)δx = φ(
∑
f˜xα(h) ) = φ(f˜α(h) ) = φ(f˜ h).
Isto prova a afirmac¸a˜o.
Portanto φ se estende a T (Ω˜A , α, L). Mostraremos que se (a, k) e´ redundaˆncia enta˜o
φ(a) = φ(k). Para cada fx ∈ Dx,
φ(f˜x 1˜x
∗
) = fxδx1x−1δx−1 = fxδe = φ(fx)
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e portanto se f =
∑
x
fx com fx ∈ Dx enta˜o φ(f) =
∑
x
φ(f˜x 1˜x
∗
). Dada (f, k) redundaˆncia
com f ∈ I0, e portanto f ∈ C0(U) pelo corola´rio 2.7, tome (fn)n ⊆ Cc(U) tal que fn → f ,
e (kn)n ⊆ K̂1 tal que kn → k e kn =
tn∑
i=1
mi,nr
∗
i,n com mi,n, ri,n ∈ M . Como fn ∈ Cc(U)
para cada n, temos que fn =
ln∑
i=1
fxi,n e portanto φ(fn) =
ln∑
i=1
φ(f˜xi,n 1˜xi,n
∗
). Pelo fato de
(f, k) ser redundaˆncia, (f − k)m = 0 para cada m ∈M . Portanto
(f − k)(
ln∑
i=1
1˜xi,n f˜xi,n
∗ −
tn∑
i=1
ri,nm
∗
i,n) = 0.
Enta˜o
φ(f − k)φ(f − k)∗ = φ(f − k) lim
n
φ(fn − kn)∗ = φ(f − k) lim
n
φ(f ∗n − k∗n) =
lim
n
φ(f − k)φ(f ∗n − k∗n) = lim
n
φ(f − k)(φ(fn)∗ − φ(k∗n)) = ...
...pelo fato de que φ(fn)
∗ = φ(
ln∑
i=1
1˜xi,n f˜xi,n
∗
)...
... = lim
n
φ(f − k)(φ(
ln∑
i=1
1˜xi,n f˜xi,n
∗
)− φ(
ni∑
i=1
ri,nm
∗
i,n)) =
= lim
n
φ((f − k)(
ln∑
i=1
1˜xi,n f˜xi,n
∗ −
ni∑
i=1
ri,nm
∗
i,n)) = 0.
Isto prova que φ(f) = φ(k).

Proposic¸a˜o 2.14 O *-homomorfismo ψ : O˜A → O(Ω˜A , α, L) definido na proposic¸a˜o 2.11
e´ um *-isomorfismo.
Demonstrac¸a˜o.
Para provar que ψ e´ sobrejetora basta provar que M ∪ C(Ω˜A ) ⊆ Im(ψ). Pelo lema 2.12,
M ⊆ Im(ψ). Pelo mesmo lema, os elementos da forma 1r : e 6= r ∈ F esta˜o na imagem
de ψ e ale´m disso, ψ(1) = 1 = 1e. A a´lgebra gerada pelos elementos {1r : r ∈ F} e´ auto-
adjunta, conte´m as func¸o˜es constantes e separa pontos, e portanto e´ densa em C(Ω˜A ).
Segue que C(Ω˜A ) ⊆ Im(ψ). Para ver que ψ e´ injetora, note que Φ−1φψ = Id eOA onde φ e´
o *-homomorfismo da proposic¸a˜o 2.13 e Φ e´ o *-isomorfismo entre O˜A e C(Ω˜A ) oθ F tal
que Φ(Sx) = 1xδx.

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Por esta proposic¸a˜o e pelo lema 2.12 segue que a suba´lgebra OA de O˜A gerada pelos
Sx e´ isomorfa a` a´lgebra B, gerada por M . Note que a a´lgebra gerada por M coincide com
o ideal 〈M〉 de O(Ω˜A , α, L).
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Chapter 3
Relac¸a˜o entre os ideais gauge
invariantes de O(X,α, L) e abertos de
X
Neste cap´ıtulo mostraremos que existe uma bijec¸a˜o entre o os ideais gauge invariantes
de O(X,α, L) e os abertos σ, σ−1-invariantes de X. Em particular mostraremos que qual-
quer ideal gauge invariante de O(X,α, L) e´ gerado pelo conjunto C0(V ) para algum V ⊆ X
com a propriedade de ser σ, σ−1-invariante.
Definic¸a˜o 3.1 a) Um conjunto V ⊆ X e´ σ-invariante se σ(V ∩ U) ⊆ V .
b) Um conjunto V ⊆ X e´ σ−1-invariante se σ−1(V ) ⊆ V .
c) Um conjunto V ⊆ X e´ σ, σ−1-invariante se e´ σ-invariante e σ−1-invariante.
Dado um aberto V ⊆ X dizemos que o ideal C0(V ) de C(X) e´ L-invariante se
L(C0(V ) ∩ Cc(U)) ⊆ C0(V ).
Proposic¸a˜o 3.2 a)Um aberto V ⊆ X e´ σ-invariante se e somente se C0(V ) e´ L-invariante.
b) Um aberto V ⊆ X e´ σ−1 -invariante se e somente se fα(g) ∈ C0(V ) para cada
f ∈ Cc(U) e g ∈ C0(V ).
Demonstrac¸a˜o.
a) Note que sempre que U ∩V = ∅ enta˜o V e´ σ-invariante e tambe´m C0(V ) e´ L-invariante.
Seja portanto U ∩V 6= ∅. Suponha V σ-invariante. Dada f ∈ C0(V )∩Cc(U), tome x /∈ V
e y ∈ σ−1(x). Supondo y ∈ V teremos que x = σ(y) ∈ V pois V e´ σ-invariante. Portanto
y /∈ V donde decorre que L(f)(x) = ∑
y∈σ−1(x)
f(y) = 0. Isto mostra que L(f) ∈ C0(V ).
Por outro lado, seja C0(V ) L-invariante. Tome x ∈ U ∩ V e fx ∈ Cc(U) ∩ C0(V ) tal que
32
fx(x) = 1 e σ|supp(fx) e´ homeomorfismo. Enta˜o L(fx) ∈ C0(V ) e ale´m disso L(fx)(σ(x)) =
fx(x) = 1, o que mostra que σ(x) ∈ V .
b) Se σ−1(V ) = ∅ enta˜o e´ claro que V e´ σ−1-invariante e como fα(g) = 0 para cada
f ∈ Cc(U) e g ∈ C0(V ) enta˜o fα(g) ∈ C0(V ). Suponha portanto σ−1(V ) 6= ∅. Seja V
σ−1-invariante. Enta˜o, para cada x ∈ U \ V , σ(x) /∈ V . Portanto, dada f ∈ Cc(U) e
g ∈ C0(V ) segue que (fα(g))(x) = 0 para cada x ∈ U \ V e como fα(g) ∈ Cc(U) segue
que (fα(g))(x) = 0 para cada x /∈ V . Portanto fα(g) ∈ C0(V ). Por outro lado, dado
x ∈ σ−1(V ), tome f ∈ Cc(U) tal que f(x) 6= 0 e g ∈ C0(V ) tal que g(σ(x)) 6= 0. Enta˜o
como fα(g) ∈ C0(V ) e fα(g)(x) 6= 0 segue que x ∈ V .

Se V ⊆ X e´ um subconjunto aberto σ, σ−1-invariante enta˜o X ′ = X \ V tambe´m e´
σ, σ−1-invariante. Defina U ′ = U ∩X ′ (= U \ V ),
σ′ : U ′ → X ′
x 7→ σ(x)
que e´ um homeomorfismo local. De fato, dado x ∈ U ′ tome x ∈ W ⊆ U um aberto tal
que σ(W ) e´ aberto e σ|W : W → σ(W ) e´ homeomorfismo. Definindo W ′ = X ′ ∩W segue
pelo fato de X ′ ser σ, σ−1-invariante que σ(W ′) = σ(W ) ∩X ′ e portanto σ(W ′) e´ aberto.
Como σ|W ′ : W
′ → σ(W ′) e´ um homeomorfismo segue que σ′ e´ um homeomorfismo local.
Considere o C∗-sistema dinaˆmico (C(X ′), α′, L′) onde
α′ : C(X ′) → Cb(U ′)
f 7→ f ◦ σ′
e
L′ : Cc(U ′) → C(X ′)
f 7→ L′(f)
onde L′ e´ definido da mesma forma como definimos L. Denotamos por M ′ o mo´dulo de
Hilbert gerado por Cc(U
′) (onde Cc(U ′) e´ o conjunto das func¸o˜es cont´ınuas de suporte com-
pacto em U ′), por 〈C0(V )〉 o ideal gerado por C0(V ) em O(X,α, L) e por b a imagem dos
elementos b ∈ O(X,α, L) pela aplicac¸a˜o quociente de O(X,α, L) em O(X,α, L)/〈C0(V )〉.
Teorema 3.3 Existe um *-isomorfismo
Ψ : O(X,α, L)/〈C0(V )〉 → O(X ′, α′, L′)
tal que Ψ(f) = f|X′ para cada f ∈ C(X).
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Demonstrac¸a˜o.
Dada f ∈ C(X) denotamos por f ′ a restric¸a˜o f|X′ e desta forma f ′ ∈ C(X ′). Defina
Ψ1 : C(X) → C(X ′)
f 7→ f ′
que e´ um *-homomorfismo e e´ sobrejetor, pelo teorema de Tietze. Ale´m disso, para cada
f˜ ∈ C˜c(U) ⊆M defina
Ψ2(f˜ ) = f˜ ′ ,
que e´ uma func¸a˜o linear contrativa de C˜c(U) ⊆ M em M ′ e portanto se estende a M .
Podemos enta˜o definir de maneira o´bvia
Ψ3 : C(X) ∪M → T (X ′, α′, L′).
E´ rotineiro verificar que Ψ3 satisfaz as relac¸o˜es que definem T (X,α, L) e portanto Ψ3 se
estende a T (X,α, L), e chamaremos esta extensa˜o tambe´m de Ψ3. Mostraremos que Ψ3
e´ sobrejetora. Dado h ∈ Cc(U ′), tome g ∈ Cc(U) tal que g|supp(h) = 1 e f ∈ C(X) tal
que Ψ3(f) = h. Enta˜o fg ∈ Cc(U) e Ψ3(f)Ψ3(g˜ ) = hg˜′ = h˜g′ = h˜ . Isso mostra que
Ψ3(M) e´ denso em M
′, e juntamente com o fato de que C(X ′) ⊆ Im(Ψ3), segue que Ψ3 e´
sobrejetora.
Afirmac¸a˜o: Se (f, k) e´ redundaˆncia de T (X,α, L) e f ∈ I0 enta˜o (Ψ3(f),Ψ3(k)) e´ re-
dundaˆncia de T (X ′, α′, L′) e Ψ3(f) ∈ I ′0.
Seja (f, k) redundaˆncia em T (X,α, L) com f ∈ I0. Enta˜o fm = km, e portanto
Ψ3(f)Ψ3(m) = Ψ3(k)Ψ3(m). Como Ψ3(f) ∈ C(X ′) e Ψ3(k) ∈ K̂ ′1 e ale´m disso Ψ3(M) e´
denso em M ′ segue que (Ψ3(f),Ψ3(k)) e´ redundaˆncia. Como f ∈ I0, e I0 = C0(U) pelo
corola´rio 2.7, segue que f ∈ C0(U) e portanto Ψ3(f) = f|X′ ∈ C0(U ′) = I ′0.
Sendo q a projec¸a˜o de T (X ′, α′, L′) em O(X ′, α′, L′) temos que a composic¸a˜o q ◦Ψ3 e´
um *-homomorfismo de T (X,α, L) em O(X ′, α′, L′) que pela afirmac¸a˜o acima se anula nas
redundaˆncias de T (X,α, L). Portanto q ◦ Ψ3 se fatora a O(X,α, L). Obtemos assim um
*-homomorfismo de O(X,α, L) para O(X ′, α′, L′) que chamaremos de Ψ0. Ainda, dado
f ∈ C0(V ) note que Ψ0(f) = f|′X = 0, o que mostra que Ψ0 se fatora a O(X,α, L)/〈C0(V )〉,
e este novo *-homomorfismo chamaremos de Ψ. Mostraremos que Ψ e´ injetora, e isto
concluira´ a demonstrac¸a˜o do teorema. Note que 〈C0(V )〉 e´ gauge invariante. Considere
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a ac¸a˜o de gauge em O(X,α, L)/〈C0(V )〉, cuja a´lgebra dos pontos fixos e´ K =
⋃
n∈N
Ln
(veja para´grafo seguinte a` definic¸a˜o 1.15), e a ac¸a˜o de gauge em O(X ′, α′, L′). Como Ψ e´
covariante por estas ac¸o˜es, por [5: 2.9] basta mostrar que Ψ restrita a K e´ injetora. Para
tanto mostraremos que Ψ restrita a Ln e´ injetora para cada n ∈ N.
Afirmac¸a˜o 1: Seja k0 + k1 + · · ·+ kn ∈ Ln. Se φ(k0 + k1 + · · ·+ kn) = 0 enta˜o k0 ∈ K1.
Seja k′0 = Ψ(k0) = k0|X′ , k
′
i = Ψ(ki) para i ≥ 1 e note que k′i ∈ K ′i para cada i ≥ 1.
Enta˜o k′0+ k
′
1+ · · ·+ k′n = 0 e portanto g(k′0+ k′1 · · ·+ k′n) = 0 para cada g ∈ C0(U ′). Pelo
lema 2.5 segue que k′0 = f1 + f2 onde f1 ∈ C0(U ′) e k′0 + k′1 · · · + k′n = f2 donde f2 = 0.
Enta˜o k′0 ∈ C0(U ′) e portanto k0 ∈ C0(U ∪ V ) donde
k0 ∈ C0(U ∪ V ) ⊆ K1.
Obs.: A u´ltima inclusa˜o segue do fato de que C0(U ∪ V ) = C0(U) + C0(V ).
Afirmac¸a˜o 2: Ψ restrita a C(X) e´ fiel, e tambe´m Ψ restrita a Kn e´ fiel.
Se f ∈ C(X) e f|X′ = Ψ(f) = 0 segue que f ∈ C0(V ) e portanto f = 0. Isso mostra
a primeira parte. Para provar a segunda parte seja kn ∈ Kn e suponha que Ψ(kn) = 0.
Enta˜o
Ψ(M
∗n
knM
n
) = 0
e como
M
∗n
knM
n ⊆ C(X)
e Ψ restrita a C(X) e´ fiel segue que
M
∗n
knM
n
= 0
donde
Kn knKn = 0
e portanto kn = 0.
Provaremos agora a seguinte afirmac¸a˜o, que conclui a demonstrac¸a˜o do teorema.
Afirmac¸a˜o 3: Para cada n ∈ N, Ψ restrita a Ln e´ fiel
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Pela afirmac¸a˜o 2, Ψ restrita a L0 e´ fiel. Por induc¸a˜o, suponha que Ψ restrita a Ln e´
fiel, tome
k = k0 + k1 + · · ·+ kn+1 ∈ Ln+1
e suponha que Ψ(k) = 0. Enta˜o Ψ(M
∗
k∗kM) = 0 e pela hipo´tese de induc¸a˜o,
M
∗
k∗kM = 0, donde kM = 0 e portanto k(K1 + · · · +Kn+1) = 0. Pela afirmac¸a˜o 1,
k0 ∈ K1, donde
k = k0 + k1 + · · ·+ kn+1 ∈ (K1 + · · ·+Kn+1)
e portanto k = 0.

Dado um ideal IEO(X,α, L) o conjunto I∩C(X) e´ um ideal de C(X) e portanto e´ da
forma C0(V ) para algum aberto V ⊆ X. A seguinte proposic¸a˜o mostra uma caracter´ıstica
destes abertos.
Proposic¸a˜o 3.4 Seja I um ideal de O(X,α, L) e V o subconjunto aberto de X tal que
I ∩ C(X) = C0(V ). Enta˜o V e´ σ, σ−1-invariante.
Demonstrac¸a˜o.
Provaremos que V e´ σ-invariante. Se V ∩U = ∅ enta˜o nada temos a provar. Seja portanto
x ∈ V ∩U . Tome fx ∈ Cc(U)∩C0(V ) tal que fx(x) = 1 e σ|supp(fx) e´ homeomorfismo. Enta˜o
fx ∈ I e portanto fxf˜x = f˜ 2x ∈M ∩ I. Segue que o elemento f˜ 2x
∗
f˜ 2x ∈ I ∩C(X) = C0(V ),
e note que
f˜ 2x
∗
f˜ 2x (σ(x)) = L(f
∗
x
2f 2x)(σ(x)) = f
4
x(x) = 1,
o que prova que σ(x) ∈ V . Mostraremos que V e´ σ−1-invariante. Sejam x ∈ V e tome
y ∈ σ−1(x). Tome fx ∈ C0(V ) tal que fx(x) = 1 e fy ∈ Cc(U) tal que fy(y) = 1 e σ|supp(fy)
e´ homeomorfismo. Enta˜o (fyα(fx))
f = f˜y fx ∈ I ∩M e portanto (fyα(fx))ff˜y ∗ ∈ I. Pelo
lema 2.4 a), fyα(fx)f
∗
y = (fyα(fx))
ff˜y ∗ e portanto fyα(fx)f ∗y ∈ I ∩ C(X) = C0(V ). Note
que
(fyα(fx)f
∗
y )(y) = |fy|2(y)fx(σ(y)) = |fy(y)|2fx(x) = 1,
o que mostra que y ∈ V .

Esta proposic¸a˜o mostra que existe uma func¸a˜o
Φ : {ideais de O(X,α, L)} → {abertos σ, σ−1 − invariantes de X}
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dada por Φ(I) = V onde V e´ o aberto de X tal que I ∩ C(X) = C0(V ). A pro´xima
proposic¸a˜o mostra que Φ e´ sobrejetora. Para demonstrar esta proposic¸a˜o usaremos alguns
lemas.
Lema 3.5 Se V ⊆ X e´ σ-invariante e f1, · · · , fn, g1, · · · , gn ∈ Cc(U) tal que fi ∈ C0(V )
ou gi ∈ C0(V ) para algum i enta˜o f˜n
∗ · · · f˜1
∗
g˜1 · · · g˜n ∈ C0(V ).
Demonstrac¸a˜o.
Suponha fi ∈ C0(V ) e defina hj = f˜j
∗ · · · f˜1
∗
g˜1 · · · g˜j para j ≥ 1 e h0 = 1. Como
hj ∈ C(X) para cada j segue que f ∗i hi−1gi ∈ C0(V ), e assim
hi = f˜i
∗
hi−1g˜i = L(f ∗i hi−1gi) ∈ C0(V ),
pois C0(V ) e´ L-invariante pela proposic¸a˜o 3.2. Mostraremos que hi+1 ∈ C0(V ). Note que
f ∗i+1higi+1 ∈ C0(V ) e portanto
hi+1 = f˜i+1
∗
hig˜i+1 = L(f
∗
i+1higi+1) ∈ C0(V ).
Assim, por induc¸a˜o mostra-se que hn ∈ C0(V ). No caso em que gi ∈ C0(V ) a demonstrac¸a˜o
e´ ana´loga.

Para mostrar que a func¸a˜o Φ e´ sobrejetora mostraremos que se V e´ um aberto σ, σ−1-
invariante enta˜o 〈C0(V )〉 ∩ C(X) = C0(V ). Os argumentos seguintes nos preparam para
demonstrar este fato. Dado f ∈ 〈C0(V )〉∩C(X) e ε > 0 enta˜o existem ai, bi ∈ O(X,α, L),
hi ∈ C0(V ) tais que
‖f −
N∑
i=1
aihibi‖ ≤ ε
onde cada ai e´ da forma ai = m1 · · ·mrin∗1 · · ·n∗si ou ai ∈ C(X) e cada bi e´ da forma
bi = p1 · · · ptiq∗1 · · · q∗li ou bi ∈ C(X). Ainda podemos supor que mj = z˜j , nj = w˜j ,
pj = u˜j , qj = v˜j para cada mj, nj, pj, e qj. Considerando a esperanc¸a condicional E
induzida pela ac¸a˜o de gauge e que
‖f −
N∑
i=1
E(aihibi)‖ = ‖E(f −
N∑
i=1
aihibi)‖ ≤ ε,
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podemos supor que ri + ti = si + li, pois
E(aihibi) =
{
aihibi se ri + ti = si + li
0 caso contra´rio
.
Lema 3.6 Se V ⊆ X e´ um subconjunto aberto σ, σ−1-invariante enta˜o aihibi ∈ C0(V ), ou
aihibi = f˜1 · · · f˜n g˜n ∗ · · · g˜1 ∗ onde fj ∈ C0(V ) para algum j ou gj ∈ C0(V ) para algum j.
Demonstrac¸a˜o.
Lembramos que ai = z˜1 · · · z˜ri w˜1 ∗ · · · w˜si ∗ ou ai ∈ C(X), bi = u˜1 · · · u˜ti v˜1 ∗ · · · v˜li ∗ ou
bi ∈ C(X) e ri + ti = si + li.
Suponha si ≤ ti. Pelo lema 3.5 w = w˜1 ∗ · · · w˜si ∗hiu˜1 · · · u˜si ∈ C0(V ) (se si = 0 enta˜o
w = hi). Se ti 6= si enta˜o escreva
aihibi = z˜1 · · · z˜ri w˜usi+1 · · · u˜ti v˜1 ∗ · · · v˜li ∗,
e note que wusi+1 ∈ C0(V ) e portanto aihibi e´ da forma desejada. Se ti = si enta˜o ri = li.
Se ri = 0 (e portanto li = 0) enta˜o aihibi = w ∈ C0(V ). Se ri 6= 0 escreva
aihibi = z˜1 · · · ˜zriα(w) u˜si+1 · · · u˜ti v˜1 ∗ · · · v˜li ∗,
e neste caso zriα(w) ∈ C0(V ) pelo fato de V se σ−1-invariante, e portanto aihibi e´ da
forma desejada.
Supondo si > ti considere o elemento (aihibi)
∗ que e´ da forma desejada no enunciado
pelo que foi feito acima, e portanto aihibi tambe´m o e´.

O seguinte lema e´ apenas um resumo do que foi feito do lema 3.5 ao lema 3.6.
Lema 3.7 Se V e´ um aberto σ, σ−1-invariante enta˜o dado f ∈ 〈C0(V )〉 ∩ C(X) e ε > 0,
existem d0 ∈ C0(V ) e di = f˜ i1 · · · f˜ ini g˜ini
∗ · · · g˜i1
∗
, com f ij ∈ C0(V ) ou gij ∈ C0(V ) para
algum j, i = 1, · · · , N , tal que
‖f − (d0 +
N∑
i=1
di)‖ ≤ ε.
Faremos agora a proposic¸a˜o que mostra que a func¸a˜o Φ e´ sobrejetora.
Proposic¸a˜o 3.8 Se V e´ um subconjunto aberto de X que e´ σ, σ−1-invariante enta˜o vale
que 〈C0(V )〉 ∩ C(X) = C0(V ).
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Demonstrac¸a˜o.
E´ claro que C0(V ) ⊆ 〈C0(V )〉 ∩ C(X). Mostraremos que se f ∈ 〈C0(V )〉 ∩ C(X), para
cada ε > 0 vale que |f(x)| ≤ ε para cada x /∈ V . Isto prova que 〈C0(V )〉∩C(X) ⊆ C0(V ).
Dada f ∈ 〈C0(V )〉 ∩ C(X) e ε > 0, pelo lema 3.7 podemos considerar
‖f − (d0 +
N∑
i=1
di)‖ ≤ ε
com d0 ∈ C0(V ), di = f˜ i1 · · · f˜ ini g˜ini
∗ · · · g˜i1
∗
onde f ij ∈ C0(V ) para algum j ou gij ∈ C0(V )
para algum j. Defina
K =
N⋃
i=1
ni⋃
j=1
(supp(f ij) ∪ supp(gij))
que e´ um subconjunto compacto de U .
Afirmac¸a˜o 1: Se x /∈ V e x /∈ U enta˜o |f(x)| ≤ ε
Se x /∈ U , tome h ∈ C(X), 0 ≤ h ≤ 1, tal que h(x) = 1 e h|K = 0. Enta˜o hdi = 0 para
i ≥ 1 e portanto
‖h(f − d0)‖ = ‖h(f − d0 +
N∑
i=1
di)‖ ≤ ε
donde |f(x)− d0(x)| = |(h(f − d0))(x)| ≤ ε. Como x /∈ V segue que d0(x) = 0 e portanto
|f(x)| ≤ ε.
Estudaremos o caso x /∈ V e x ∈ U . Seja N0 = max{n1, · · · , nN}. Supondo N0 = 0,
ou seja, di = 0 para cada i ≥ 1, temos que |f(x)| = |f(x) − d0(x)| ≤ ε. Suponha
portanto que N0 ≥ 1. Analisaremo o caso em que σN0−1(x) ∈ U . Defina xj = σj(x) para
j ∈ {0, · · · , N0}. Para cada j ∈ {0, · · · , N0 − 1} tome hj ∈ Cc(U) tal que hj(xj) = 1,
0 ≤ hj ≤ 1 e σsupp(hj) e´ homeomorfismo.
Afirmac¸a˜o 2: Para cada i ∈ {0, · · · , N}, definindo h′i por
h′i = h˜N0−1
∗
· · · h˜0
∗
dih˜0 · · · h˜N0−1 ,
obtemos que h′i ∈ C0(V ).
Para i ≥ 1, como f ij ∈ C0(V ) ou gij ∈ C0(V ) para algum j, pelo lema 3.5 segue que
u = h˜ni−1
∗ · · · h˜0
∗
f˜ i1 · · · f˜ ini ∈ C0(V )
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ou
v = g˜ini
∗ · · · g˜i1
∗
h˜0 · · · h˜ni−1 ∈ C0(V ).
Enta˜o uv ∈ C0(V ). Se N0 = ni enta˜o h′i = uv e a afirmac¸a˜o esta´ provada. Se N0 > ni,
como uvhni ∈ C0(V ), pelo lema 3.5 segue que
h′i = h˜N0−1
∗
· · · h˜0
∗
dih˜0 · · · h˜N0−1 = h˜N0−1
∗
· · · h˜ni
∗
u˜vhni · · · h˜N0−1 ∈ C0(V ).
Para i = 0, como d0h0 ∈ C0(V ), novamente pelo lema 3.5 obtemos que
h′0 = h˜N0−1
∗
· · · h˜0
∗
d0h˜0 · · · h˜N0−1 ∈ C0(V ).
Isto prova a afirmac¸a˜o.
Defina f ′ = h˜N0−1
∗
· · · h˜0
∗
fh˜0 · · · h˜N0−1 e note que calculando f ′(xN0) usando o fato
de que σ|supp(hj) e´ homeomorfismo para cada j obtemos que f
′(xN0) = f(x). Ale´m disso,
como xN0 /∈ V , pelo fato de V ser σ−1-invariante e x /∈ V , segue que h′i(xN0) = 0 para
cada i. Como f ′, h′i ∈ C(X) segue que
‖f ′ − (h′0 +
n∑
i=1
h′i)‖∞ = ‖h˜N0−1
∗
· · · h˜0
∗
(f − (d0 +
N∑
i=1
di))h˜0 · · · h˜N0−1 ‖ ≤
≤ ‖f − (d0 +
N∑
i=1
di)‖ < ε,
donde |f(x)| = |(f ′ − (h′0 +
n∑
i=1
h′i))(xN0)| < ε.
Falta analisar o caso em que x /∈ V , x ∈ U mas σn(x) /∈ U para algum n ≤ N0 − 1.
Para cada i ∈ {0, · · · .n−2} defina hj como acima, ou seja, hj ∈ Cc(U) tal que hj(x1) = 1,
0 ≤ hj ≤ 1 e σ|supp(hj) homeomorfismo. Para xn−1 tome hn−1 ∈ Cc(U) com as propriedades
0 ≤ hn−1 ≤ 1, hn−1(xn−1) = 1, σ|supp(hn−1) homeomorfismo e σ(supp(hn−1)) ⊆ X \ K. E´
poss´ıvel tomar hn−1 desta forma pois
σ(xn−1) = σn(x) ∈ X \ U ⊆ X \K.
Afirmac¸a˜o 3: Para ni ≥ n+ 1, h˜n−1
∗ · · · h˜0
∗
dih˜0 · · · h˜n−1 = 0.
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Denote por u o elemento h˜n−2
∗ · · · h˜0
∗
f˜ i1 · · · f˜ in−1 que e´ um elemento de C(X). Enta˜o
h˜n−1
∗ · · · h˜0
∗
f˜ i1 · · · f˜ in+1 = h˜n−1
∗
u˜f in f˜
i
n+1 = (L(h
∗
n−1uf
i
n)f
i
n+1)
f.
Mostraremos que L(h∗n−1uf
i
n)f
i
n+1 = 0. Se x /∈ supp(f in+1) enta˜o claramente
(L(h∗n−1uf
i
n)f
i
n+1)(x) = 0.
Para x ∈ supp(f in+1) ⊆ K, se σ−1(x) = ∅ enta˜o (L(h∗n−1uf in)f in+1)(x) = 0 pela definic¸a˜o
de L. Suponha y ∈ σ−1(x). Supondo y ∈ σ−1(x) ∩ supp(hn−1) ter´ıamos que
x = σ(y) ∈ σ(supp(hn−1)) ⊆ X \K,
o que e´ absurdo pois x ∈ K. Portanto se y ∈ σ−1(x) enta˜o y /∈ supp(hn−1), e portanto
L(h∗n−1uf
i
n)(x) =
∑
y∈σ−1(x)
(h∗n−1uf
i
n)(y) = 0.
Portanto L(h∗n−1uf
i
n)f
i
n+1 = 0 e a afirmac¸a˜o esta´ provada.
Afirmac¸a˜o 4: Para ni ≤ n, h′i = h˜n−1
∗ · · · h˜0
∗
dih˜0 · · · h˜n−1 ∈ C0(V ).
A demonstrac¸a˜o neste caso e´ ana´loga a demonstrac¸a˜o da afirmac¸a˜o 2.
Novamente h˜n−1
∗ · · · h˜0
∗
fh˜0 · · · h˜n−1 = f ′ com f ′(xn) = f(x). Ale´m disso, como
xn /∈ V segue que h′i(xn) = 0 para cada i. Como
‖f ′ − h′0 −
∑
ni≤n
h′i‖ = ‖h˜n−1
∗ · · · h˜0
∗
(f − (d0 +
N∑
i=1
di))h˜0 · · · h˜n−1 ‖ < ε
enta˜o
|f(x)| = |(f ′ − h′0 −
∑
ni≤n
h′i)(xn)| < ε.
Resumindo, dado ε > 0 e x /∈ V , mostramos que |f(x)| ≤ ε. Portanto f ∈ C0(V ).

Apresentaremos agora o principal resultado desta sec¸a˜o.
Teorema 3.9 Existe uma bijec¸a˜o entre os ideais gauge invariantes de O(X,α, L) e os
abertos σ, σ−1-invariantes de X.
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Demonstrac¸a˜o.
O que temos a fazer e´ mostrar que func¸a˜o
Φ : {ideais gauge inv. de O(X,α, L)} → {abertos σ, σ−1-invariantes de X},
dada por Φ(I) = V onde V e´ o aberto de X tal que I ∩ C(X) = C0(V ) e´ bijetora.
Pela proposic¸a˜o acima Φ e´ sobrejetora. Falta mostrar que e´ injetora. Para tanto, dado
I ideal gauge invariante de O(X,α, L), seja V ⊆ X o aberto σ, σ−1-invariante tal que
I ∩ C(X) = C0(V ). Mostraremos que 〈C0(V )〉 = I. E´ claro que 〈C0(V )〉 ⊆ I. Pelo
teorema 3.3 existe um *-isomorfismo
Ψ :
O(X,α, L)
〈C0(V )〉 → O(X
′, α′, L′)
onde X ′ = X \ V . Seja I a imagem de I pelo *-homomorfismo quociente de O(X,α, L)
em O(X,α, L)/〈C0(V )〉. Como I e´ gauge invariante e Ψ e´ covariante pelas ac¸o˜es de gauge
segue que Ψ(I) e´ gauge invariante. Supondo I 6= 0, e portanto Ψ(I) 6= 0, teremos que
Ψ(I)∩C(X ′) = C0(V ′) 6= 0 pelo corola´rio 2.9. Seja 0 6= g ∈ C0(V ′). Enta˜o g = Ψ(f) para
algum f ∈ C(X) pois Ψ(C(X)) = C(X ′), e g = Ψ(a) com a ∈ I pois g ∈ Ψ(I). Portanto
Ψ(f) = g = Ψ(a) donde f = a. Desta forma, f − a ∈ 〈C0(V )〉 ⊆ I e portanto f ∈ I.
Segue que f ∈ I ∩ C(X) = C0(V ), ou seja, g = Ψ(f) = 0, o que e´ absurdo. Portanto
I = 0 o que mostra que I = 〈C0(V )〉.

Em particular mostramos que todo ideal gauge invariante I de O(X,α, L) e´ da forma
〈C0(V )〉 onde V ⊆ X e´ o aberto σ, σ−1-invariante tal que C0(V ) = I ∩C(X). Segue deste
teorema um crite´rio de na˜o simplicidade de O(X,α, L), que e´ o seguinte
Corola´rio 3.10 Se U e´ na˜o vazio e U ∪ σ(U) na˜o e´ denso em X enta˜o O(X,α, L) tem
pelo menos um ideal gauge invariante na˜o trivial.
Demonstrac¸a˜o.
Se U ∪ σ(U) ⊆ X na˜o e´ denso enta˜o V = X \ U ∪ σ(U) e´ um aberto na˜o vazio σ, σ−1-
invariante. Enta˜o 0 6= 〈C0(V )〉 e´ um ideal gauge invariante de O(X,α, L). Pelo teorema
acima, supondo 〈C0(V )〉 = O(X,α, L) ter´ıamos que C0(V ) = C(X), o que e´ absurdo, pois
V 6= X, pelo fato de U ser na˜o vazio.

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Chapter 4
Transformac¸o˜es Topologicamente
Livres
Neste cap´ıtulo mostraremos que sob certas hipo´teses sobre X, todo ideal da a´lgebra
O(X,α, L) tem intersecc¸a˜o na˜o nula com C(X) e baseado neste fato mostraremos uma
relac¸a˜o entre os ideais de O(X,α, L) e os abertos σ, σ−1-invariantes de X. Ale´m disso
daremos um crite´rio de simplicidade para as a´lgebras de Cuntz-Krieger para matrizes
infinitas.
4.1 O teorema da Intersecc¸a˜o de ideais de
O(X,α, L) com C(X)
Iniciaremos esta sec¸a˜o com o seguinte lema:
Lema 4.1 a)Para cada f ∈ Cc(U), supp(L(f)) ⊆ σ(supp(f)).
b) Se h, f1, · · · , fn, g1, · · · , gn ∈ Cc(U) e h tem a propriedade de que σn−1(supp(h)) ⊆ U
enta˜o supp(f˜k
∗ · · · f˜1
∗
hg˜1 · · · g˜k ) ⊆ σk(supp(h)) para cada k ∈ {0, · · · , n}.
Demonstrac¸a˜o.
a) A demonstrac¸a˜o deste fato e´ ideˆntica a demonstrac¸a˜o dada em [6:8.7], embora o nosso
contexto seja um pouco diferente. Seja x ∈ X com L(f)(x) 6= 0. Suponha x /∈ σ(supp(f)).
Tome g ∈ C(X) tal que g(x) = 1 e g|σ(supp(f)) = 0. Se y ∈ supp(f) enta˜o σ(y) ∈ σ(supp(f)),
e portanto α(g)(y) = g(σ(y)) = 0. Isto mostra que fα(g) = 0. Temos enta˜o que
0 6= L(f)(x) = L(f)(x)g(x) = (L(f)g)(x) = L(fα(g))(x) = 0,
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o que e´ absurdo. Portanto x ∈ σ(supp(f)).
b) Pela parte a) e do fato de que f˜1
∗
hg˜1 = L(f
∗
1hg1) segue que
supp(f˜1
∗
hg˜1 ) = supp(L(f
∗
1hg1)) ⊆ σ(supp(f ∗1hg1)),
e e´ claro que σ(supp(f ∗1hg1)) ⊆ σ(supp(h)). Suponha que
supp(f˜k−1
∗ · · · f˜1
∗
hg˜1 · · · g˜k−1 ) ⊆ σk−1(supp(h))
para 2 ≤ k ≤ n. Enta˜o, pondo-se g = f˜k−1
∗ · · · f˜1
∗
hg˜1 · · · g˜k−1 , pela parte a) temos que
supp(f˜k
∗
gg˜k ) = supp(L(f
∗
kggk)) ⊆ σ(supp(f ∗kggk)).
Como supp(f ∗kggk) ⊆ supp(g), e por hipo´tese de induc¸a˜o
supp(g) ⊆ σk−1(supp(h)),
segue que supp(f ∗kggk) ⊆ σk−1(supp(h)). Por hipo´tese σk−1(supp(h)) ⊆ U e portanto
σ(supp(f ∗kggk)) ⊆ σk(supp(h)). Isto prova a parte b).

Para cada i 6= j em N defina
V i,j = {x ∈ X : σi(x) = σj(x)}.
Note que para que x ∈ X seja um elemento de V i,j e´ necessa´rio que x ∈ dom(σi)∩dom(σj).
Lema 4.2 Se f1, · · · fi, g1, · · · , gj ∈ Cc(U) com i 6= j enta˜o para cada x /∈ V i,j existe
h ∈ C(X) tal que:
 0 ≤ h ≤ 1,
 h(x) = 1,
 hf˜1 · · · f˜i g˜j ∗ · · · g˜1 ∗h = 0.
Demonstrac¸a˜o.
Tomando adjunto podemos supor que i > j, e portanto i > 0. Seja
K =
(
i⋃
r=1
supp(fr)
)⋃( j⋃
s=1
supp(gs)
)
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que e´ um sub conjunto compacto de U . Se x /∈ U , tome h ∈ C(X), 0 ≤ h ≤ 1, h(x) = 1
e h|K = 0. Enta˜o hf1 = 0, o que prova o lema neste caso. Podemos enta˜o supor que
x ∈ U . Faremos a demonstrac¸a˜o em dois casos: um quando x /∈ dom(σi) e outro quando
x ∈ dom(σi). Suponha x /∈ dom(σi). Enta˜o existe 1 ≤ k ≤ i − 1 tal que σk(x) /∈ U
(note que i ≥ 2 pois x ∈ U = dom(σ)). Portanto σk(x) /∈ K. Tome V0 ⊆ X aberto com
σk(x) ∈ V0 e V0 ∩K = ∅. Enta˜o V = σ−k(V0) 3 x e´ um aberto em U . Tome h ∈ Cc(U)
com supp(h) ⊆ V , 0 ≤ h ≤ 1 e h(x) = 1. Enta˜o, como σk−1(supp(h2)) ⊆ σk−1(V ) ⊆ U ,
pelo lema 4.1 parte b),
supp(f˜k
∗ · · · f˜1
∗
h2f˜1 · · · f˜k ) ⊆ σk(supp(h2)) ⊆ σk(V ) ⊆ V0.
Como V0 ∩K = ∅ e supp(fk+1) ⊆ K temos que
(f˜k
∗ · · · f˜1
∗
h2f˜1 · · · f˜k )f˜k+1 = 0
donde hf˜1 · · · f˜k+1 · · · f˜i = 0. Portanto hf˜1 · · · f˜i g˜j ∗ · · · g˜1 ∗h = 0. Falta demonstrar o
caso x ∈ dom(σi). Como i > j, segue que x ∈ dom(σj). Portanto, como x /∈ V i,j temos
que σi(x) 6= σj(x). Sejam Vi 3 σi(x) e Vj 3 σj(x) abertos tais que Vi ∩ Vj = ∅. Seja
V = σ−i(Vi) ∩ σ−j(Vj) e note que V e´ um aberto que conte´m x. Tome h ∈ Cc(U) com
0 ≤ h ≤ 1, h(x) = 1 e supp(h) ⊆ V . Enta˜o, como σi−1(V ) ⊆ U e σj−1(V ) ⊆ U , pelo lema
4.1 parte b) temos que
supp(f˜i
∗ · · · f˜1
∗
h2f˜1 · · · f˜i ) ⊆ σi(supp(h2)) ⊆ Vi
e
supp(g˜j
∗ · · · g˜1 ∗h2g˜1 · · · g˜j ) ⊆ σj(supp(h2)) ⊆ Vj.
Como Vi e Vj sa˜o disjuntos segue que
(f˜i
∗ · · · f˜1
∗
h2f˜1 · · · f˜i )(g˜j ∗ · · · g˜1 ∗h2g˜1 · · · g˜j ) = 0.
Portanto
(hf˜1 · · · f˜i g˜j ∗ · · · g˜1 ∗h)∗(hf˜1 · · · f˜i g˜j ∗ · · · g˜1 ∗h)(hf˜1 · · · f˜i g˜j ∗ · · · g˜1 ∗h)∗ = 0
donde
hf˜1 · · · f˜i g˜j ∗ · · · g˜1 ∗h = 0.
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Definic¸a˜o 4.3 O par (X, σ) e´ dito topologicamente livre se para cada V i,j, o fecho V i,j
em X tem interior vazio.
Equivalentemente, (X, σ) e´ topologicamente livre se para cada V i,j o fecho V i,j
U
em
U tem interior vazio. Isto segue do fato de que V i,j
U
tem interior vazio se e somente se
V i,j tem interior vazio. De fato, supondo x ∈ V i,jU ponto interior, tome aberto W em
U , x ∈ W ⊆ V i,jU , e note que W e´ aberto em X e W ⊆ V i,j. Por outro lado, suponha
x ∈ V i,j ponto interior e x ∈ W ⊆ V i,j onde W e´ aberto em X. Como V = W ∩ U 6= ∅ e
V ⊆ V i,jU e´ aberto em U segue que V i,j tem interior na˜o vazio.
Pelo teorema de Baire, (X, σ) e´ topologicamente livre se
⋃
i,j∈N
V i,j tem interior vazio.
Desta forma, Y = X \ ⋃
i,j∈N
V i,j e´ denso em X.
Seja S o sub conjunto dos funcionais lineares positivos de O(X,α, L) dado por
S = {ϕ : ϕ e´ funcional linear positivo e ϕ|C(X) = δy para algum y ∈ Y }
onde δy(f) = f(y) para cada f ∈ C(X). Na˜o conhecemos as caracter´ısticas dos funcionais
desta forma, pore´m para a ∈ O(X,α, L) e f ∈ C(X) vale a seguinte relac¸a˜o:
Lema 4.4 Se ϕ e´ um funcional linear positivo de O(X,α, L) satisfazendo ϕ|C(X) = δx
para algum x ∈ X enta˜o para cada f ∈ C(X) e a ∈ O(X,α, L) valem as relac¸o˜es ϕ(fa) =
ϕ(f)ϕ(a) e ϕ(af) = ϕ(a)ϕ(f).
Demonstrac¸a˜o.
Basta demonstrar o caso ϕ(af) = ϕ(a)ϕ(f). De fato, supondo demonstrado este caso,
dados a ∈ O(X,α, L) e f ∈ C(X), temos que
ϕ(fa) = ϕ(a∗f ∗)∗ = (ϕ(a∗)ϕ(f ∗))∗ = ϕ(f)ϕ(a).
Mostraremos que ϕ(af) = ϕ(a)ϕ(f).
Para cada b ∈ O(X,α, L) vale
(b− ϕ(b))∗(b− ϕ(b)) ≥ 0.
Portanto
ϕ(b∗b)− ϕ(b∗)ϕ(b) = ϕ((b− ϕ(b))∗(b− ϕ(b))) ≥ 0,
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donde ϕ(b)∗ϕ(b) ≤ ϕ(b∗b). Como f ∗a∗af ≤ f ∗f‖a‖2 enta˜o ϕ(f ∗a∗af) ≤ ϕ(f ∗f)‖a‖2 pois
ϕ e´ positivo . Pondo-se b = af segue que
0 ≤ ϕ(af)∗ϕ(af) ≤ ϕ(f ∗a∗af) ≤ ϕ(f ∗f)‖a‖2 = ‖a‖2|f(x)|2,
onde x e´ tal que ϕ|C(X) = δx. Isto mostra que ϕ(ag) = 0 para cada g ∈ C(X) tal que
g(x) = 0. Dada f ∈ C(X) defina g = f − f(x). Enta˜o g(x) = 0 e portanto ϕ(ag) = 0.
Assim
ϕ(af)− ϕ(a)ϕ(f) = ϕ(af)− ϕ(a)f(x) =
= ϕ(af)− ϕ(af(x)) = ϕ(a(f − f(x))) = ϕ(ag) = 0
o que prova o lema.

Para cada a ∈ O(X,α, L) defina
‖|a‖| = sup{|ϕ(a)| : ϕ ∈ S}
que e´ uma semi norma para O(X,α, L).
Na˜o conseguimos mostrar que ‖| ‖| e´ na˜o degenerada em O(X,α, L), pore´m ‖| ‖| tem a
propriedade, dada pelo seguinte lema, de na˜o se anular nos elementos positivos na˜o nulos
de Ln, lembrando que Ln = C(X) +K1 + · · ·+Kn para cada n ∈ N.
Lema 4.5 Seja (X, σ) topologicamente livre. Para cada r ∈ Ln com r ≥ 0 e r 6= 0 vale
que ‖|r‖| 6= 0.
Demonstrac¸a˜o.
Afirmac¸a˜o 1: Se 0 6= r ∈ Ln, r positivo e r /∈ C(X) enta˜o existe g ∈ Cc(U) com σ|supp(g)
homeomorfismo e g˜ ∗rg˜ 6= 0.
Como r ≥ 0 podemos escrever r = b∗b com b ∈ Ln. Suponha que para cada g ∈ Cc(U)
tal que σ|supp(g) homeomorfismo tem-se g˜
∗rg˜ = 0, e portanto g˜ ∗b∗ = 0. Enta˜o (usando
partic¸a˜o da unidade podemos escrever cada elemento f ∈ Cc(U) como soma de g como
acima) temos que f˜
∗
b∗ = 0 para cada f ∈ Cc(U) e portanto M∗b∗ = 0 donde K1b∗ = 0.
Por 2.4 d) C0(U) ⊆ K1, e portanto C0(U)b∗ = 0. Pelo lema 2.5 b), b∗ ∈ C(X) donde
r = b∗b ∈ C(X), o que contradiz a hipo´tese. Isto prova a afirmac¸a˜o.
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Afirmac¸a˜o 2: Se r ∈ Ln e´ um elemento positivo na˜o nulo e r /∈ C(X) enta˜o existem
g1, · · · , gi ∈ Cc(U) tal que σ|supp(gj) e´ homeomorfismo para cada j e
0 6= g˜i ∗ · · · g˜1 ∗rg˜1 · · · g˜i ∈ C(X).
Pela afirmac¸a˜o 1 existe g1 ∈ Cc(U) tal que σ|supp(g1) e´ homeomorfismo e 0 6= g˜1
∗rg˜1 .
Note que g˜1
∗rg˜1 ∈ Ln−1. Por induc¸a˜o suponha que 0 6= g˜l ∗ · · · g˜1 ∗rg˜1 · · · g˜l ∈ L1
onde gj ∈ Cc(U) e σ|supp(gj) e´ homeomorfismo para cada j. Enta˜o, pela afirmac¸a˜o 1,
ou g˜l
∗ · · · g˜1 ∗rg˜1 · · · g˜l ∈ C(X) ou existe gl+1 ∈ Cc(U) com σ|supp(gl+1) homeomorfismo e
0 6= g˜l+1 ∗g˜l ∗ · · · g˜1 ∗rg˜1 · · · g˜l g˜l+1 .
Como
g˜l+1
∗g˜l
∗ · · · g˜1 ∗rg˜1 · · · g˜l g˜l+1 ∈ C(X)
esta´ provada a afirmac¸a˜o.
Demonstraremos o lema. Seja r ∈ Ln, r positivo e na˜o nulo. Basta mostrar que
existe ϕ ∈ S tal que ϕ(r) 6= 0. Como (X, σ) e´ topologicamente livre enta˜o o conjunto
Y (= X \ ⋃
i,j
V i,j) e´ denso em X. Portanto, se r ∈ C(X) existe y ∈ Y tal que r(y) > 0.
Tome ϕ que estende δy, e portanto ϕ(r) 6= 0. Suponha r /∈ C(X). Tome g1, · · · , gi ∈ Cc(U)
como na afirmac¸a˜o 2. Enta˜o
0 6= h = g˜i ∗ · · · g˜1 ∗rg˜1 · · · g˜i ∈ C(X).
Como
h∗hh∗ = g˜i
∗ · · · g˜1 ∗r∗g˜1 · · · g˜i hg˜i ∗ · · · g˜1 ∗r∗g˜1 · · · g˜i 6= 0
segue que
f = g˜1 · · · g˜i hg˜i ∗ · · · g˜1 ∗ 6= 0.
Como σ|supp(gi) e´ homeomorfismo segue pelo lema 2.4 a) que
g˜i hg˜i
∗ ∈ C(X).
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Usando estes argumentos sucessivamente prova-se que
f = g˜1 · · · g˜i hg˜i ∗ · · · g˜1 ∗ ∈ C(X).
Pelos mesmos argumentos segue que
u = g˜1 · · · g˜i g˜i ∗ · · · g˜1 ∗ ∈ C(X).
Como f 6= 0 existe y ∈ Y tal que f(y) 6= 0. Tome ϕ ∈ S que estende δy. Temos enta˜o que
ϕ(f) = f(y) 6= 0. Pelo lema 4.4, como f = uru,
ϕ(f) = ϕ(uru) = ϕ(u)ϕ(r)ϕ(u)
e portanto ϕ(r) 6= 0.

Agora estamos em condic¸o˜es de demonstrar o principal resultado deste cap´ıtulo.
Teorema 4.6 Se (X, σ) e´ topologicamente livre enta˜o todo ideal na˜o nulo de O(X,α, L)
tem intersecc¸a˜o na˜o nula com C(X).
Demonstrac¸a˜o.
Pela proposic¸a˜o 2.8 basta provar que todo ideal na˜o nulo de O(X,α, L) tem intersecc¸a˜o
na˜o nula com K. Seja 0 6= I EO(X,α, L). Suponha I ∩K = 0. Enta˜o o *-homomorfismo
quociente
pi : O(X,α, L)→ O(X,α, L)/I
e´ tal que pi|K e´ uma isometria.
Afirmac¸a˜o: Para cada b ∈ O(X,α, L) vale que
‖|E(b)‖| ≤ ‖pi(b)‖
onde E e´ a esperanc¸a condicional definida na sec¸a˜o 1.2 .
Seja a da forma
a =
∑
0≤i≤n
0≤j≤m
ai,j
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com a0,0 ∈ C(X) e ai,j ∈M iM j∗ para i 6= 0 ou j 6= 0, ai,j =
∑
1≤k≤ni,j
aki,j,
aki,j = f˜
k
i,j,1 · · · f˜ki,j,i g˜ki,j,1
∗ · · · g˜ki,j,j
∗
onde fki,j,l, g
k
i,j,t ∈ Cc(U) para cada i, j, k, l e t. Dado ε > 0 existe ϕ ∈ S que estende δy
para algum y ∈ Y tal que
‖|E(a)‖| − ε ≤ |ϕ(E(a))|.
Note que y /∈ V i,j para i 6= j. Enta˜o, para cada aki,j com i 6= j, pelo lema 4.2 existe
hki,j ∈ C(X), 0 ≤ hki,j ≤ 1, tal que hki,j(y) = 1 e haki,jh = 0. Defina
h =
∏
0≤i≤n
0≤j≤m
i6=j
1≤k≤ni,j
hki,j.
Enta˜o hai,jh = 0 para cada i 6= j donde hah = hE(a)h, e ale´m disso h(y) = 1. Pelo lema
4.4
ϕ(hE(a)h) = ϕ(h)ϕ(E(a))ϕ(h) = h(y)ϕ(E(a))h(y) = ϕ(E(a)),
e portanto
ϕ(E(a)) = ϕ(hE(a)h) = ϕ(hah).
Como hah = hE(a)h ∈ K e pi|K e´ isometria segue que ‖hah‖ = ‖pi(aha)‖. Enta˜o
‖|E(a)‖| − ε ≤ |ϕ(E(a))| = |ϕ(hah)| ≤ ‖hah‖ = ‖pi(hah)‖ ≤ ‖pi(a)‖.
Como ε e´ arbitra´rio segue que
‖|E(a)‖| ≤ ‖pi(a)‖
para a desta forma. Dado b ∈ O(X,α, L), para cada ε > 0 tome a ∈ O(X,α, L) como
acima tal que ‖a− b‖ ≤ ε. Enta˜o
‖|E(b)‖| ≤ ‖|E(b− a)‖|+ ‖|E(a)‖| ≤ ‖|E(a)‖|+ ε ≤
≤ ‖pi(a)‖+ ε ≤ ‖pi(a− b)‖+ ‖pi(b)‖+ ε ≤ ‖pi(b)‖+ 2ε.
Novamente, como ε e´ arbitra´rio segue que ‖|E(b)‖| ≤ ‖pi(b)‖, o que prova a afirmac¸a˜o.
Note que E(I) e´ ideal fechado de K. Tambe´m, E(I) e´ na˜o nulo, pois dado 0 6= x ∈ I,
como 0 6= x∗x ∈ I e E e´ fiel segue que 0 6= E(x∗x) ∈ E(I). Enta˜o E(I) ∩ Ln 6= 0 para
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algum n (ver [2: III.4.1]). Seja 0 6= c ∈ E(I) ∩ Ln. Enta˜o, como c∗c ∈ Ln e c∗c e´ positivo
na˜o nulo segue pelo lema 4.5 que ‖|c∗c‖| 6= 0. Mostraremos que ‖|c∗c‖| = 0, e isso sera´ um
absurdo. Para cada a = E(b) ∈ E(I) com b ∈ I temos que
‖|a∗a‖| = ‖|E(b∗)E(b)‖| = ‖|E(b∗E(b))‖| ≤ ‖pi(b∗E(b))‖.
Como b∗E(b) ∈ I segue que pi(b∗(E(b))) = 0 e portanto ‖|a∗a‖| = 0. Isto mostra que
‖|a∗a‖| = 0 para cada a ∈ E(I). Dado ε > 0, tome a ∈ E(I) tal que ‖a∗a − c∗c‖ ≤ ε.
Enta˜o
‖|c∗c‖| ≤ ‖|c∗c− a∗a‖|+ ‖|a∗a‖| = ‖|c∗c− a∗a‖| ≤ ‖c∗c− a∗a‖ ≤ ε.
Assim ‖|c∗c‖| ≤ ε para cada ε > 0 donde ‖|c∗c‖| = 0, o que e´ absurdo. Portanto I ∩K 6= 0,
e o teorema esta´ provado.

4.2 Relac¸a˜o entre os ideais de O(X,α, L) e os abertos
σ, σ−1-invariantes de X
Nesta sec¸a˜o obtemos uma relac¸a˜o entre todos os ideais de O(X,α, L) e todos os abertos
σ, σ−1-invariantes de X sob uma hipo´tese adicional sobre X, que e´ a de que todo sub
conjunto fechado X ′ σ, σ−1-invariante de X e´ tal que (X ′, σ|X′ ) e´ topologicamente livre.
Proposic¸a˜o 4.7 Seja I um ideal na˜o nulo de O(X,α, L) e V ⊆ X o aberto tal que
I ∩ C(X) = C0(V ). Se (X ′, σ|X′ ) e´ topologicamente livre (onde X ′ = X \ V ) enta˜o
I = 〈C0(V )〉.
Demonstrac¸a˜o.
Pela proposic¸a˜o 3.4 V e´ σ, σ−1-invariante, donde X ′ = X \ V tambe´m o e´. Pelo teorema
3.3 existe um isomorfismo
Ψ :
O(X,α, L)
〈C0(V )〉 → O(X
′, α′, L′)
tal que Ψ(f) = f|X′ para cada f ∈ C(X) e ale´m disso Ψ(C(X)) = C(X ′). Obviamente
〈C0(V )〉 ⊆ I. Suponha I 6= 〈C0(V )〉. Enta˜o I 6= 0 e portanto Ψ(I) 6= 0. Pelo teorema
4.6, como Ψ(I) e´ ideal na˜o nulo de O(X ′, α′, L′) segue que Ψ(I) ∩ C(X ′) 6= 0. Seja
0 6= g ∈ Ψ(I) ∩ C(X ′). Enta˜o, como Ψ(C(X)) = C(X ′) segue que g = Ψ(f) com
f ∈ C(X). Ale´m disso, g = Ψ(a) com a ∈ I. Portanto Ψ(a) = Ψ(f) donde a = f e
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portanto f − a ∈ 〈C0(V )〉 ⊆ I, ou seja, f ∈ I. Desta forma f ∈ I ∩ C(X) = C0(V ) e
portanto f = 0 donde g = Ψ(f) = 0, o que e´ absurdo. Conclu´ımos enta˜o que I = 〈C0(V )〉.

Proposic¸a˜o 4.8 Se (X, σ) e´ tal que (X ′, σ|X′ ) e´ topologicamente livre para cada sub con-
junto fechado X ′ σ, σ−1-invariante enta˜o todo ideal de O(X,α, L) e´ da forma 〈C0(V )〉 para
algum aberto V ⊆ X.
Demonstrac¸a˜o.
Seja IEO(X,α, L), e C0(V ) = I∩C(X). Pela proposic¸a˜o 3.4 V e´ σ, σ−1-invariante, donde
X ′ = X \ V tambe´m o e´. Por hipo´tese (X ′, σ|X′ ) e´ topologicamente livre. Pelo teorema
4.7, I = 〈C0(V )〉.

Concluiremos esta sec¸a˜o com a seguinte relac¸a˜o entre ideais de O(X,α, L) e os abertos
σ, σ−1-invariantes de X:
Teorema 4.9 Se (X, σ) e´ tal que (X ′, σ|X′ ) e´ topologicamente livre para cada sub conjunto
fechado σ, σ−1-invariante X ′ de X enta˜o existe uma bijec¸a˜o entre os ideais de O(X,α, L)
e os abertos σ, σ−1-invariantes de X.
Demonstrac¸a˜o.
Pelo teorema 3.9 basta mostrar que todo ideal de O(X,α, L) e´ gauge invariante. Isto
decorre da proposic¸a˜o 4.8.

4.3 Um crite´rio de simplicidade para a a´lgebra de
Cuntz-Krieger para Matrizes Infinitas
Apresentaremos nesta sec¸a˜o um crite´rio de simplicidade para as a´lgebras de Cuntz-
Krieger para matrizes infinitas baseado no grafo de A, denotado por GR(A).
Entendemos por GR(A) o grafo orientado cujos ve´rtices sa˜o os elementos de G tal que
dados x, y ∈ G existe uma aresta orientada de x para y se A(x, y) = 1. Um caminho de x
para y e´ uma sequ¨eˆncia finita x1 · · ·xn tal que x1 = x, xn = y e A(xi, xi+1) = 1 para cada
i. Dizemos que GR(A) e´ transitivo se para cada x, y ∈ G existe um caminho de x para y.
A pro´xima proposic¸a˜o caracteriza os abertos σ, σ−1-invariantes de Ω˜A .
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Proposic¸a˜o 4.10 Se GR(A) e´ transitivo, os u´nicos abertos σ-invariantes na˜o vazios de
Ω˜A sa˜o Ω˜A \ ∅ e o pro´prio Ω˜A.
Demonstrac¸a˜o.
Seja V um aberto σ-invariante de Ω˜A. Seja ξ ∈ V um elemento cujo tronco e´ infinito.
(tais elementos formam um conjunto denso em Ω˜A). Tome Vn vizinhanc¸a de ξ em V ,
Vn = {ν ∈ Ω˜A;w(ν)|n = w(ξ)|n}
onde w(ν) e´ o tronco de ν. Seja µ ∈ Ω˜A tal que |w(µ)| ≥ 1 e seja x ∈ G, de forma que
x ∈ µ. Como GR(A) e´ transitivo existe um caminho x1 · · ·xm de w(ξ)n para x, e portanto
w(ξ)|nx2 · · ·xm−1µ ∈ Vn ⊆ V . Como V e´ σ-invariante segue que
µ = σn+m−2(w(ξ)|nx2 · · ·xm−1µ) ∈ V.
Segue que U ⊆ V . Se ∅ 6= ξ ∈ Ω˜A \ U enta˜o existe x ∈ G tal que x−1 ∈ ξ. Como
xξ ∈ U ⊆ V e σ(xξ) = ξ segue que ξ ∈ V . Isto mostra que Ω˜A \ ∅ ⊆ V , donde segue o
resultado.

Como Ω˜A e Ω˜A \ ∅ sa˜o σ−1-invariantes segue pela proposic¸a˜o acima que os u´nicos
abertos σ, σ−1-invariantes na˜o vazios de Ω˜A sa˜o o pro´prio Ω˜A e Ω˜A \ ∅.
Dado ξ ∈ dom(σi) com w(ξ) = x1x2 · · · temos que w(σi(ξ)) = xi+1xi+2 · · ·. Isto mostra
que se ξ ∈ V i,j enta˜o w(ξ) e´ infinito, pois caso contra´rio, supondo |w(ξ)| = n, ter´ıamos
que n− i = |w(σi(ξ))| = |w(σj(ξ))| = n− j donde i = j, o que e´ absurdo.
A seguinte proposic¸a˜o mostra uma relac¸a˜o entre Gr(A) e Ω˜A .
Proposic¸a˜o 4.11 Se Gr(A) e´ transitivo enta˜o (Ω˜A , σ) e´ topologicamente livre.
Demonstrac¸a˜o.
Suponha i > j, i = j + k e que V i,j tem interior na˜o vazio. Seja ν ponto interior de V i,j e
Vν ⊆ V i,j um aberto que conte´m ν. Enta˜o existe ξ ∈ Vν ∩V i,j. Como σi(ξ) = σj(ξ) temos
que
xi+1xi+2 · · · = w(σi(ξ)) = w(σj(ξ)) = xj+1xj+2 · · · ,
donde xi+r = xj+r para cada r ≥ 1. Como i = j+k segue que xi+k = xj+k = xi, e tambe´m
que
xi+(k+r) = xj+(k+r) = x(j+k)+r = xi+r
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para cada r ≥ 1. Aplicando a u´ltima igualdade repetidas vezes segue que xi+nk+r = xi+r
para cada n ∈ N e r ≥ 1. Isto mostra que
w(ξ) = x1 · · ·xi−1sss · · · ,
onde s = xixi+1 · · ·xi+(k−1). Como w(ξ) e´ infinito, existe um aberto Vn ⊆ Vν , Vn 3 ξ,
Vn = {η ∈ Ω˜A : w(η)|n = x1 · · ·xn = w(ξ)|n}
com n ≥ i.
Afirmac¸a˜o: Vn = {ξ}
Supondo η ∈ Vn ∩ V i,j, com os mesmos argumentos usados acima prova-se que
w(η) = x1x2 · · ·xi−1sss · · · ,
donde w(η) = w(ξ), e como η, ξ tem troncos infinitos segue que η = ξ. Seja ν ∈ Vn.
Enta˜o, como Vn ⊆ V i,j existe uma sequ¨eˆncia (νl)l ⊆ V i,j tal que νl → ν. Como ν ∈ Vn e
Vn e´ aberto podemos supor (νl)l ⊆ Vn. Portanto νl = ξ para cada l e portanto ν = ξ. Isto
prova a afirmac¸a˜o.
Seja y ∈ G \ {xi, xi+1, · · · , xi+(k−1)}. Como Gr(A) e´ transitivo existe um caminho
y1 · · · yr onde y1 = xn+1 e yr = y e outro caminho z1 · · · zt tal que z1 = y e zt = x1. Desta
forma podemos considerar a palavra infinita admiss´ıvel
x1 · · ·xny1 · · · yrz2 · · · zt−1w(ξ)
que e´ o tronco de um elemento µ ∈ Ω˜A . Note que µ ∈ Vn por definic¸a˜o de Vn e que µ 6= ξ,
pois seus troncos sa˜o distintos. Isto contradiz a afirmac¸a˜o. Portanto, V i,j tem interior
vazio, o que significa que Ω˜A e´ topologicamente livre.

Provaremos agora o resultado principal desta sec¸a˜o.
Proposic¸a˜o 4.12 Se Gr(A) e´ transitivo enta˜o os u´nicos ideais de O˜A sa˜o o ideal nulo,
OA e o pro´prio O˜A .
Demonstrac¸a˜o.
Pela proposic¸a˜o 4.10 os u´nicos fechados σ, σ−1-invariantes de Ω˜A sa˜o Ω˜A , o conjunto {∅}
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(se ∅ ∈ Ω˜A , ou seja, se OA 6= O˜A por [3: 8.5]) e o conjunto vazio. Como estes fechados
sa˜o topologicamente livres, pelo teorema 4.9 os ideais de O(Ω˜A , α, L) sa˜o precisamente
o ideal nulo, 〈C0(Ω˜A \ ∅)〉 e O(Ω˜A , α, L). Portanto se ∅ /∈ Ω˜A (ou seja, se OA = O˜A )
enta˜o O(Ω˜A , α, L) na˜o tem ideais na˜o triviais e a proposic¸a˜o esta´ provada neste caso. Se
∅ ∈ Ω˜A enta˜o por 4.9O(Ω˜A , α, L) tem exatamente um ideal na˜o trivial, que e´ 〈C0(Ω˜A \∅)〉.
Portanto O˜A tambe´m tem exatamente um ideal na˜o trivial. Por [3: 8.5] OA 6= O˜A e como
0 6= OA E O˜A segue que OA e´ um ideal na˜o trivial de O˜A , e portanto e´ o u´nico.

Uma consequ¨eˆncia imediata desta proposic¸a˜o e´ que se GR(A) e´ transitivo enta˜o OA e´
simples.
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Apeˆndice
O Produto Cruzado por
Endomorfismo e o Produto Cruzado
por Endomorfismo Parcial
Mostraremos aqui algumas relac¸o˜es entre o produto cruzado por endomorfismo definido
em [4] o produto cruzado por endomorfismo parcial definido neste trabalho.
Sejam A uma C∗-a´lgebra com unidade, α : A → A um *-homomorfismo e L um
operador de transfereˆncia, isto e´, L : A → A e´ um operador linear cont´ınuo positivo
e L(α(a)b) = aL(b) para cada a, b ∈ A. Denotando por α˜ a composic¸a˜o de α com o
*-isomorfismo A 3 a 7→ (La, Ra) ∈M(A) temos:
Proposic¸a˜o A.1 (A, α˜, L) e´ um C∗-sistema dinaˆmico.
Demonstrac¸a˜o.
Claro que α˜ e´ um endomorfismo parcial. Ale´m disso, por hipo´tese L e´ uma func¸a˜o linear
e positiva. Note que
α˜(a)b = T−1(α˜(a)T (b)) = T−1((Lα(a), Rα(a))(Lb, Rb)) =
= T−1(Lα(a)b, Rα(a)b) = α(a)b.
Ale´m disso, como L(α(a)b) = aL(b) por hipo´tese, segue que
L(α˜(a)b) = L(α(a)b) = aL(b).

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Denotamos por (A,α, L) o C∗-sistema dinaˆmico (A, α˜, L). Ale´m disso, como vale a
relac¸a˜o bα˜(a) = bα(a) para cada a, b ∈ A na˜o faremos mais refereˆncia a` α˜. Fica enta˜o
definida a a´lgebra de Toeplitz T (A,α, L) e o produto cruzado por endomorfismo parcial
O(A,α, L).
Em [4], τ(A,α, L) foi definido como a C∗-a´lgebra universal gerada por A ∪ S com as
relac¸o˜es de A, S∗aS = L(a) e Sa = α(a)S.
Proposic¸a˜o A.2 Existe um *-isomorfismo
ψ : τ(A,α, L) → T (A,α, L)
a 7→ a
S 7→ 1˜A
.
Demonstrac¸a˜o.
Defina
ψ : A ∪ {S} → T (A,α, L)
a 7→ a
S 7→ 1˜A
e note que ϕ|A e´ *-homomorfismo. Ale´m disso, para cada a ∈ A,
ψ(S)ψ(a) = 1˜A a = α˜(a) = α(a)1˜A = ψ(α(a))ψ(S)
e
ψ(S)∗ψ(a)ψ(S) = 1˜A
∗
a1˜A = 1˜A
∗
a˜ = L(a) = ψ(L(a)),
e portanto ψ se estende a` τ(A,α, L) pela propriedade universal. Por outro lado, note que
‖a˜ ‖2 = ‖a˜ ∗a˜ ‖ = ‖L(a∗a)‖ = ‖S∗a∗aS‖ = ‖aS‖2,
e portanto podemos definir
ϕ : M → τ(A,α, L)
A˜ 3 a˜ 7→ aS .
Definimos enta˜o uma func¸a˜o que continuaremos chamando de ϕ,
ϕ : A ∪M → τ(A,α, L)
a 7→ a
m 7→ ϕ(m)
.
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Claro que ϕ|A e´ *-homomorfismo. Ale´m disso, para cada a ∈ A e b˜ , c˜ ∈ A˜ temos que
ϕ(a)ϕ(˜b ) = a(bS) = (ab)S = ϕ(ab˜ ),
ϕ(˜b )ϕ(a) = bSa = bα(a)S = ϕ(˜b a)
e
ϕ(˜b )∗ϕ(c˜ ) = S∗b∗cS = L(b∗c) = ϕ(L(b∗c)) = ϕ(〈˜b , c˜ 〉).
Pela forma como foi definida ϕ em M e pela densidade de A˜ em M segue que as relac¸o˜es
acima valem para a ∈ A e m,n ∈ M . Portanto, pela propriedade universal, ϕ se estende
a` T (A,α, L). Claramente ψ e ϕ sa˜o inversas.

Uma redundaˆncia em τ(A,α, L) e´ um par (a, l) onde a ∈ A e l ∈ ASS∗A tal que
abS = lbS para cada b ∈ A, enquanto que uma redundaˆncia em T (A,α, L) e´ um par (a, k)
onde a ∈ A, k ∈ K̂1 tal que am = km para cada m ∈ M . A seguinte proposic¸a˜o mostra
uma relac¸a˜o entre estas redundaˆncias.
Proposic¸a˜o A.3 Existe uma bijec¸a˜o (a, l) ←→ (ψ(a), ψ(l)) = (a, ψ(l)) entre as re-
dundaˆncias de τ(A,α, L) e as de T (A,α, L).
Demonstrac¸a˜o.
Note inicialmente que ψ(ASS∗A) = K̂1 e, portanto se (a, l) ∈ A × ASS∗A, enta˜o temos
que (ψ(a), ψ(l)) ∈ A× K̂1. Se abS = lbS para cada b ∈ B, segue que ψ(a)˜b = ψ(l)˜b para
b˜ em um conjunto denso de M . Portanto ψ(a)m = ψ(l)m para cada m ∈ M . Por outro
lado uma redundaˆncia (a, k) de T (A,α, L) e´ imagem da redundaˆncia (ψ−1(a), ψ−1(k)) pela
func¸a˜o acima. A func¸a˜o do enunciado e´ injetora pois ψ o e´.

A a´lgebra Aoα,LN, o produto cruzado por endomorfismo definido em [4], e´ o quociente
de τ(A,α, L) pelo ideal gerado pelas elementos da forma a− l onde (a, l) sa˜o redundaˆncias
de τ(A,α, L) e a ∈ 〈α(A)〉 (o ideal de A gerado por α(a)). Denote por C o quociente de
T (A,α, L) pelo ideal gerado pelos elementos da forma a− k onde (a, k) sa˜o redundaˆncias
de T (A,α, L) e a ∈ ϕ−1K(M) ∩ 〈α(A)〉, onde ϕ : A → L(M) e´ o *-homomorfismo dado
pelo produto a` esquerda de A por M .
Corola´rio A.4 As a´lgebras Aoα,L N e C sa˜o isomorfas.
Demonstrac¸a˜o.
Pelas proposic¸o˜es A.2 e A.3, Aoα,LN e´ isomorfa a C ′ onde C ′ e´ o quociente de T (A,α, L)
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pelo ideal gerado pelos elementos (a − k) onde (a, k) e´ redundaˆncia e a ∈ 〈α(a)〉. Pela
proposic¸a˜o 1.13, se (a, k) e´ redundaˆncia de T (A,α, L) enta˜o a ∈ ϕ−1(K(M)) donde segue
que C ′ = C.

Corola´rio A.5 Se ker(ϕ)⊥ ∩ ϕ−1(K(M)) = 〈α(A)〉 ∩ ϕ−1(K(M)) enta˜o A oα,L N e
O(A,α, L) sa˜o C∗-a´lgebras isomorfas.
Demonstrac¸a˜o.
Pelas definic¸o˜es deO(A,α, L) e de C segue queO(A,α, L) e C sa˜o isomorfas. Pelo corola´rio
acima segue o resultado.

A.1 Caso L fiel
Seja (A,α, L) um C∗-sistema dinaˆmico com 〈α(A)〉 = A e L fiel, no sentido de que se
L(a∗a) = 0 enta˜o a = 0.
Proposic¸a˜o A.6 As a´lgebras Aoα,L N e O(A,α, L) sa˜o isomorfas.
Demonstrac¸a˜o.
Como 〈α(A)〉 = A segue que
〈α(A)〉 ∩ ϕ−1(K(M)) = ϕ−1(K(M)).
Ale´m disso, como L e´ fiel segue que ϕ e´ injetora, e portanto
ker(ϕ)⊥ ∩ ϕ−1(K(M)) = ϕ−1(K(M)).
O resultado segue pelo corola´rio A.5.

Obs.: A a´lgebra de Cuntz-Krieger, que pode ser visto em [4:6], e´ um exemplo onde L
e´ fiel e 〈α(A)〉 = A.
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A.2 O produto cruzado de Paschke e o produto cruzado
proposto por Cuntz
Seja α : A→ A um *-homomorfismo injetor, α(A) = pAp onde p = α(1). Considere a
esperanc¸a condicional
E : A → α(A)
a 7→ pap
e defina o operador de transfereˆncia L : A → A por L = α−1E. Enta˜o (A,α, L) e´ um
C∗-sistema dinaˆmico. Em [4] foi mostrado que o produto cruzado de Paschke e o produto
cruzado por endomorfismo proposto por Cuntz podem ser vistos como A oα,L N com
endomorfismos e operadores de transfereˆncia da forma acima.
Proposic¸a˜o A.7 Para o C∗-sistema dinaˆmico definido acima, O(A,α, L) e Aoα,LN sa˜o
C∗-a´lgebras isomorfas.
Demonstrac¸a˜o.
Por A.5 basta mostrar que
ϕ−1(K(M)) ∩ 〈α(A)〉 = ϕ−1(K(M)) ∩ ker(ϕ)⊥.
Afirmac¸a˜o 1: 〈α(A)〉 ⊆ ker(ϕ)⊥
Dados a ∈ A temos que a ∈ ker(ϕ) se e somente se para cada x ∈ A,
ax˜ = 0⇐⇒ L((ax)∗(ax)) = 0⇐⇒ α−1E(x∗a∗ax) = 0⇐⇒ E(x∗a∗ax) = 0
⇐⇒ α(1)x∗a∗axα(1) = 0⇐⇒ axα(1) = 0.
Enta˜o a ∈ ker(ϕ) se e somente se axα(1) = 0 para cada x ∈ A. Tome x ∈ α(A),
x = α(1)yα(1). Enta˜o para cada a ∈ ker(ϕ) vale que ax = axα(1) = 0. Da mesma forma,
como a∗ ∈ ker(ϕ) se a ∈ ker(ϕ), segue que a∗x∗ = 0. Portanto ax = 0 = xa para cada
a ∈ ker(ϕ), ou seja, x ∈ ker(ϕ)⊥. Desta forma α(A) ⊆ ker(ϕ)⊥ e como ker(ϕ)⊥ e´ ideal,
segue a afirmac¸a˜o.
Isto mostra que ϕ−1(K(M)) ∩ 〈α(A)〉 ⊆ ϕ−1(K(M)) ∩ ker(ϕ)⊥.
Afirmac¸a˜o 2: ϕ|ϕ−1(K(M))∩〈α(A)〉 e´ um isomorfismo sobre K(M)
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Desenvolvendo L((a− aα(1))∗(a− aα(1)) vemos que a˜ = a˜α(1) . Enta˜o
a˜ ⊗ b˜ (c˜ ) = a˜ 〈˜b , c˜ 〉 = (aα(L(b∗c)))f = (aα(1)b∗cα(1))f =
= aα(1)b∗c˜α(1) = ϕ(aα(1)b∗)(c˜α(1) ) = ϕ(aα(1)b∗)(c˜ ).
Isto mostra que ϕ(aα(1)b∗) = a˜ ⊗ b˜ . Como aα(1)b∗ ∈ ϕ−1(K(M)) ∩ 〈α(A)〉 segue que
ϕ|ϕ−1(K(M))∩〈α(A)〉 e´ sobrejetora. Como ϕ|ker(ϕ)⊥ e´ injetora segue que ϕ|ϕ−1(K(M))∩〈α(A)〉 tambe´m
e´ injetora, pois
ϕ−1(K(M)) ∩ 〈α(A)〉 ⊆ ker(ϕ)⊥,
pela afirmac¸a˜o 1, provando a afirmac¸a˜o.
Dado x ∈ ker(ϕ)⊥ ∩ ϕ−1(K(M)) temos que ϕ(x) ∈ K(M) e pela afirmac¸a˜o acima,
ϕ(x) = ϕ(y) para algum y ∈ ϕ−1(K(M)) ∩ 〈α(A)〉. Como ϕ|
ker(ϕ)⊥ e´ injetora segue que
x = y, donde x ∈ ϕ−1(K(M)) ∩ 〈α(A)〉. Portanto
ker(ϕ)⊥ ∩ ϕ−1(K(M)) ⊆ ϕ−1(K(M)) ∩ 〈α(A)〉.
Isto prova a proposic¸a˜o.

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