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BAB IV  
ANALISA   - 
Tahap analisa dibagi ke dalam beberapa bagian, yaitu analisa terhadap 
data,analisa terhadap sentimen, analisa terhadap SVM dan kernel yang dipilih. 
4.1 Analisa Data 
Data sentimen atau opini yang digunakan adalah 1500 tweet yang di 
peroleh dari twitter dengan memanfaatkan application programming interface 
atau API yang telah disediakan. Seluruh data yang terkumpul diberi label positif 
dan negatif secara manual. Data yang telah dilabel akan dibagi menjadi 1200 
untuk data latih dan 300 untuk data uji. Adapun data tweet yang dikumpulkan 
adalah tweet yang mengandung kata kunci beberapa nama pabrikan smartphone 
yaitu“Samsung”, “Sony”, “Asus”, “Oppo” dan “Xiaomi”. 
Data tweet yang telah terkumpul sebelumnya dilakukan proses pelabelan, 
selain itu, data juga akan diseleksi terlebih dahulu untuk menghindari tweet yang 
sama atau ganda. 
Pada awalnya seluruh tweet yang di download akan tersimpan ke dalam 
File  dengan format (*.txt) . Kemudian untuk proses selanjutnya dibagi menjadi 
positif dan negatif, Untuk lebih jelas dapat dilihat contoh pada gambar 4.1 di 
bawah ini: 
 
Gambar 4.1 Format data tweet *.txt 
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 Kemudian data tweet di preprocessing dengan menggunakan coding 
bahasa pemograman PHP dimana data tweet.txt sebagai masukkannya. 
Selanjutnya hasil preprocessing di ubah lagi ke dalam format Attribute relation 
file format (Arff) agar sesuai dengan data masukkan pada Weka seperti yang 
dapat dilihat pada gambar 4.2 berikut ini. 
 
Gambar 4.2 Format data tweet *.arff 
Pada gambar terlihat bahwa ada @relation, @attribute dan @data. 
@relation menunjukkan nama relasi pada data, @attribute merupakan keterangan 
dari fitur atau atribut dari data tweet berupa nama dan tipe data dari fitur dan 
@data berisikan tweet hasil preprocessing serta kelas dari tweet tersebut, dimana 
satu baris menyatakan satu data.Berikut ini contoh beberapa tweet yang telah 
diberi label pada tabel 4.1. 
Tabel 4.1 Contoh Tweet Berlabel 
Tweet (n) Tweet Sentimen 
Tweet 
(1) 
RT  Pakai Snapdragon 821 ASUS ZenFone 3 Bisa 
mengalahkan Samsung Galaxy S7 
Positif 
Tweet 
(2) 
kok oppo find7a kalo dicas pake merk yg lain malah 
berkurang 
Negatif 
Tweet 
(3) 
hallo min mau tanya kenapa xiaomi redmi note 2 saya 
terkadang kalau nlp tidak ada suaranya  
Negatif 
Tweet 
(4) 
Spesifikasi Terbaru Sony Xperia Z5 Dual HP Smartphone 
Canggih RAM 3GB 
Positif 
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4.2 Analisis Sentimen 
Dalam penelitian klasifikasi sentimen tweet produk Smartphone ini dibagi 
menjadi dua kelas sentimen yang digunakan yaitu sentimen positif dan negatif. 
4.3 Analisa SVM dan Kernel 
Analisa algoritma SVM adalah tahapan menentukan proses klasifikasi 
sentimen. Penelitian ini menggunakan tools Weka 3-6-10 yang merupakan salah 
satu tools data mining yang bisa digunakan untuk klasifikasi tweet. Adapun 
function yang digunakan adalah LibSVM yang bisa digunakan untuk klasifikasi 
data dengan SVM. Adapun kernel yang akan digunakan untuk penelitian ini 
adalah kernel RBF dan polynomial. Secara umum tahapan klasifikasi sentimen 
tweet dapat dilihat pada gambar 4.3 berikut ini. 
Data Latih 
Data Uji
Preprocesing Training
Model
Klasifikasi 
Sentimen
Testing
Input Proses SVM Output
Preprocesing
Gambar 4.3 Tahapan Klasifikasi Secara Umum 
Pada gambar 4.3 terlihat ada tiga proses secara umum, yaitu: 
1. Input 
Bagian input dari penelitian ini adalah seluruh data tweet yang berjumlah 
1500 dan sudah dilabel manual serta dibagi menjadi 80% dari 1500 data 
sebagai data latih dan 20% dari 1500 data sebagai data uji. Adapun data tweet 
tersebut harus sesuai dengan format masukan Weka. 
2. Proses SVM 
Tahapan selanjutnya adalah preprocessing, stemming dan pembobotan fitur. 
Untuk pembobotan fitur dapat menggunakan Weka. Dalam penelitian ini, 
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pembobotan fiturnya menggunakan TF-IDF. Tahap ini akan digunakan untuk 
proses training dengan melibatkan SVM yang menghasilkan model 
pembelajaran, dan proses testing untuk menghasilkan data uji. Adapun model 
terbaik adalah model dengan hasil akurasi tertinggi dari pasangan C dan  
yang diperoleh dengan teknik 10-fold cross validation. 
3. Output 
Hasil keluaran (output) dari klasifikasi sentimen tweet adalah sentimen positif 
dan negatif. 
4.4 Text Preprocessing 
Preprocessing merupakan langkah penting dalam melakukan analisa 
sentiment yang bertujuan untuk membersihkan data dari unsur-unsur yang ada 
tetapi tidak di butuhkan. Gambar 4.4 berikut ini merupakan langkah secara umum 
preprocessing text. 
Mulai
Tweet.txt
Hapus link URL, RT, 
@mention, #hastag, 
emoticon, simbol
Samakan seluruh 
huruf menjadi huruf 
kecil (lowercase)
Pemisahan kata 
(Tokenizing)
Mengubah ke bentuk 
kata dasar 
(stemming)
Pembuangan 
stopword dan 
filtering
Selesai
 
Gambar 4.4 Flowchart Text Preprocessing 
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Berikut ini penjelasan gambar 4.4 yang merupakan tahapan text 
preprocessing, maka perlu dilakukan langkah-langkah preprocessing sebagai 
berikut: 
1. Cleaning 
Adapun kata atau karakter yang akan dihilangkan adalah karakter atau simbol, 
link url, hashtag, username atau mention (@username), emoticon dan RT (tanda 
retweet) serta emoticon. Hasil cleaning dari contoh tweet pada tabel 4.2 adalah 
sebagai berikut: 
Tabel 4.2 Tweet Hasil Cleaning dan Case Folding 
Tweet (n) Tweet Sentimen 
Tweet 
(1) 
 Pakai snapdragon Asus Zenfone  bisa mengalahkan Samsung 
GALAXY S7 https://t.co/3SGlRk5YvQ 
Positif 
Tweet 
(2) 
@yusfarish OPPO find7a Kalo dicas pake merk yg lain 
Malah Berkurang 
Negatif 
Tweet 
(3) 
Hallo min mau tanya kenapa XIAOMI Redmi note  saya 
terkadang kalau nlp tidak ada suaranya  
Negatif 
Tweet 
(4) 
Spesifikasi Terbaru Sony Xperia Z5 HP smartphone Canggih 
RAM 3gb 
Positif 
 
2. Case Folding 
Proses Case folding adalah proses penyeragaman bentuk huruf dengan mengubah 
semua huruf menjadi huruf kecil, dan juga menghilangkan tanda baca dan angka, 
dalam hal ini hanya menggunakan huruf antara a sampai z. Tabel 4.3 berikut 
adalah hasil tweet yang telah dilakukan proses case folding. Hasil cleaning dari 
contoh tweet pada tabel 4.3 adalah sebagai berikut: 
Tabel 4.3 Tweet Hasil Cleaning dan Case Folding 
Tweet (n) Tweet Sentimen 
Tweet 
(1) 
 pakai snapdragon asus zenfone  bisa mengalahkan samsung 
galaxy s7 
Positif 
Tweet 
(2) 
oppo find7a kalo dicas pake merk yg lain malah berkurang Negatif 
Tweet hallo min mau tanya kenapa xiaomi redmi note  saya Negatif 
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Tweet (n) Tweet Sentimen 
(3) terkadang kalau nlp tidak ada suaranya  
Tweet 
(4) 
spesifikasi terbaru sony xperia z5 hp smartphone canggih ram 
3gb 
Positif 
3. Filtering 
Proses Filtering adalah proses untuk memperbaiki kata-kata yang dibutuhkan 
namun tidak sesuai misalnya “mantaaaap” diubah menjadi “mantap” dengan kata 
lain jika ditemui kata bahasa Indonesia tidak baku maka diganti dengan 
sinonimnya berupa kata baku yang sesuai dengan Kamus Besar Bahasa Indonesia. 
Tabel 4.4 Hasil Filtering 
Tweet (1) Tweet (2) Tweet (3) Tweet (4) 
pakai 
snapdragon  
oppo find7a  hallo min  spesifikasi terbaru  
snapdragon asus  find7a cas min tanya terbaru sony  
asus zenfone  cas pakai tanya xiaomi sony xperia  
zenfone  bisa  pakai merk  xiaomi redmi  xperia z5  
bisa 
mengalahkan  
merk lain redmi note  z5 handphone  
mengalahkan 
samsung 
lain makin note  saya  handphone smartphone  
samsung galaxy makin berkurang saya terkadang  smartphone canggih  
galaxy s7  terkadang telfon canggih ram 
  telfon tidak  ram 3gb 
  tidak ada   
 
4. Tokenizing 
Proses Tokenizing yaitu proses memecah tweet atau kalimat menjadi sebuah kata 
dengan melakukan analisa terhadap kumpulan kata dengan memisahkan kata 
tersebut dan menentukan struktur sintaksis dari tiap kata tersebut. Pada penelitian 
ini fitur yang digunakan adalah fitur bigram. Berikut ini adalah hasil tokenizing 
bigram untuk contoh tweet yang dapat dilihat pada tabel 4.5. 
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Tabel 4.5 Hasil Tokenizing Fitur Bigram 
Tweet (1) Tweet (2) Tweet (3) Tweet (4) 
pakai snapdragon  oppo find7a  hallo min  spesifikasi terbaru  
snapdragon asus  find7a kalo  min mau  terbaru sony  
asus zenfone  kalo dicas  mau tanya  sony xperia  
zenfone  bisa  dicas pake  tanya kenapa  xperia z5  
bisa mengalahkan  pake merk  kenapa xiaomi  z5 hp  
mengalahkan 
Samsung 
merk yg  xiaomi redmi  hp smartphone  
samsung galaxy yg lain  redmi note  smartphone canggih  
galaxy s7 lain malah  note  saya  canggih ram 
 malah berkurang saya terkadang  ram 3gb 
  terkadang kalau   
  kalau nlp   
  nlp tidak   
  tidak ada   
  ada suaranya  
 
5. Stemming 
Proses stemming merupakan proses mengubah kata-kata yang mengandung 
imbuhan (affik), awalan (prefix), akhiran (suffix), sisipan (infix), dan awalan 
akhiran (konfix) menjadi kata dasar dengan menggunakan algoritma stemming 
Nazief dan Adriani. Berdasarkan contoh tweet diatas, maka hasil stemming-nya 
dapat dilihat pada tabel 4.6 berikut ini. 
 
Tabel 4.6 Hasil Stemming 
Tweet (1) Tweet (2) Tweet (3) Tweet (4) 
pakai snapdragon  oppo find7a  hallo min  spesifikasi baru  
snapdragon asus  find7a cas min tanya baru sony  
asus zenfone  cas pakai tanya xiaomi sony xperia  
zenfone  bisa  pakai merk  xiaomi redmi  xperia z5  
bisa kalah merk lain redmi note  z5 handphpne  
kalah Samsung lain makin note  saya  handphpne smartphone  
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Tweet (1) Tweet (2) Tweet (3) Tweet (4) 
samsung galaxy makin kurang saya kadang  smartphone canggih  
galaxy s7  kadang telfon canggih ram 
  telfon tidak  ram 3gb 
  tidak ada   
  ada suara  
 
6. Pembobotan 
Pembobotan adalah proses merubah kata menjadi bentuk vektor. Ada beberapa 
tahapan yang harus dilalui agar tujuan tersebut bisa dicapai seperti menghitung 
term frequency (tf), document frequency (df), inverse document frequency (idf) 
dan terakhir, mengalikan tf dengan idf sebagai bobot dari kata dalam suatu 
keyword. 
TF  : jumlah kemunculan katadalam dokumen 
DF  : banyak dokumen yang mangandung query atau kata 
D  : jumlah dokumen 
Untuk mencari nilai Inverse Document Frequency dapat menggunakan rumus 2.6. 
Sebagai contoh untuk mencari nilai IDF pada kata “Pakai snapdragon” adalah 
sebagai berikut dan nilai IDF untuk seluruh kata dapat dilihat pada tabel 4.7. 
𝐼𝐷𝐹(𝑃𝑎𝑘𝑎𝑖 𝑠𝑛𝑎𝑝𝑑𝑟𝑎𝑔𝑜𝑛) = log
4
1
= log 4 = 0,602 
Dalam penelitian tugas akhir ini fitur yang digunakan adalah bigram dengan 
pembobotan menggunakan TF-IDF. Kata direpresentasi ke dalam bentuk vektor, 
dimana tiap kata dihitung sebagai satu fitur. Adapun perhitungan bobot yang 
digunakan adalah Term Frequency – Inverse Document Frequency (TF-IDF). 
Untuk mendapatkan bobot maka nilai TF dikalikan dengan nilai IDF, sebagai 
contoh untuk kata “Pakai snapdragon” pada tweet pertama, 
𝑤(𝑃𝑎𝑘𝑎𝑖 𝑠𝑛𝑎𝑝𝑑𝑟𝑎𝑔𝑜𝑛) = 1 ∙ 0,602 = 0,602 
Pada tabel berikut ini adalah hasil pembobotan berdasarkan contoh tweet diatas. 
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Tabel 4.7 Pembobotan kata 
Kata 
TF 
DF IDF 
TF-IDF (w) 
T1 T2 T3 T4 T1 T2 T3 T4 
pakai 
snapdragon 
1 0 0 0 1 0,602 0,602 0 0 0 
snapdragon 
asus 
1 0 0 0 1 0,602 0,602 0 0 0 
asus zenfone 1 0 0 0 1 0,602 0,602 0 0 0 
zenfone  bisa 1 0 0 0 1 0,602 0,602 0 0 0 
bisa kalah 1 0 0 0 1 0,602 0,602 0 0 0 
kalah 
Samsung 
1 0 0 0 1 0,602 0,602 0 0 0 
samsung 
galaxy 
1 0 0 0 1 0,602 0,602 0 0 0 
galaxy s7 1 0 0 0 1 0,602 0,602 0 0 0 
oppo find7a 0 1 0 0 1 0,602 0 0,602 0 0 
find7a cas 0 1 0 0 1 0,602 0 0,602 0 0 
cas pakai 0 1 0 0 1 0,602 0 0,602 0 0 
pakai merk 0 1 0 0 1 0,602 0 0,602 0 0 
merk lain 0 1 0 0 1 0,602 0 0,602 0 0 
lain makin 0 1 0 0 1 0,602 0 0,602 0 0 
makin 
kurang 
0 1 0 0 1 0,602 0 0,602 0 0 
hallo min 0 0 1 0 1 0,602 0 0 0,602 0 
min Tanya 0 0 1 0 1 0,602 0 0 0,602 0 
tanya xiaomi 0 0 1 0 1 0,602 0 0 0,602 0 
xiaomi redmi 0 0 1 0 1 0,602 0 0 0,602 0 
redmi note 0 0 1 0 1 0,602 0 0 0,602 0 
note  saya 0 0 1 0 1 0,602 0 0 0,602 0 
saya kadang 0 0 1 0 1 0,602 0 0 0,602 0 
kadang 
telfon 
0 0 1 0 1 0,602 0 0 0,602 0 
telfon tidak 0 0 1 0 1 0,602 0 0 0,602 0 
tidak ada 0 0 1 0 1 0,602 0 0 0,602 0 
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Kata 
TF 
DF IDF 
TF-IDF (w) 
T1 T2 T3 T4 T1 T2 T3 T4 
ada suara 0 0 1 0 1 0,602 0 0 0,602 0 
spesifikasi 
baru 
0 0 0 1 1 0,602 0 0 0 0,602 
baru sony 0 0 0 1 1 0,602 0 0 0 0,602 
sony xperia 0 0 0 1 1 0,602 0 0 0 0,602 
xperia z5 0 0 0 1 1 0,602 0 0 0 0,602 
z5 
handphone 
0 0 0 1 1 0,602 0 0 0 0,602 
handphone 
smartphone 
0 0 0 1 1 0,602 0 0 0 0,602 
smartphone 
canggih 
0 0 0 1 1 0,602 0 0 0 0,602 
canggih ram 0 0 0 1 1 0,602 0 0 0 0,602 
ram 3gb 0 0 0 1 1 0,602 0 0 0 0,602 
Dalam penelitian untuk mengurang jumlah atribut atau fitur, maka 
parameter minimal frekuensi kemunculan kata sebanyak 3. Hal ini mengikuti 
penelitian “Web Forum Sentimen Analysis Based on Topic” (Shi, Shun, Khong & 
Zang, 2009) yang dikutip oleh Nur (2011) bahwa penggunaan kata minimal 3 
tidak berpengaruh besar terhadap hasil klasifikasi. 
Berdasarkan penjelasan diatas dapat disimpulkan urutan langkah text 
preprocessing yang dilakukan secara keseluruhan dalam penelitian ini adalah : 
1. Menghapus karakter RT,emoticon,karakter ‘@’ yang diikuti dengan karakter 
A-Za-z0-9-_, begitu juga dengan karakter ‘#’ yang diikuti dengan karakter A-
Za – z 0-9-_,dan juga menghapus URL. 
2. Menghapus simbol seperti (‘~!&([0-9]+);?’). 
3. Menghapus angka dan meninggalkan huruf saja. 
4. Mengubah seluruh huruf menjadi huruf kecil. 
5. Memisahkan kalimat menjadi kata per kata agar mudah untuk proses 
selanjutnya. 
 IV-11 
6. Lakukan stemming untuk menentukan kata dasar dengan mengacu pada 
KBBI. 
7. Lakukan  normalisasi pada kata gaul, penulisan kata berlebihan yang diganti 
menjadi kata baku yang ada dikamus. 
8. Terakhir kembalikan kata-kata tersebut menjadi bentuk tweet utuh seperti 
semula namun penyusun tweet tersebut adalah kata-kata dasar dari kata-kata 
tersebut. 
4.5 Proses Pembelajaran dan Model 
Pengolahan data dalam penelitian tugas akhir ini menggunakan tools 
Weka, yang terdiri dari proses pembelajaran (training) untuk menghasilkan model 
dan proses pengujian (testing). Pada Weka, terdapat 4 test option, penjelasannya 
adalah sebagai berikut : 
1. Usetraining set 
Proses penguji 
Pengujian dilakukan dengan menggunakan data latih itu sendiri.Proses ini 
disebut juga proses pembelajaran SVM yang bertujuan untuk mendapatkan 
model. Pembelajaran SVM ini melibatkan fungsi kernel sebagai fungsi 
transformasi atau pemetaan. Adapun fungsi kernel yang digunakan dalam 
penelitian ini adalah fungsi kernel RBF dan polynomial. 
2. Supplied test set 
Pengujian dilakukan dengan menggunakan data yang lain atau data uji. 
Dengan menggunakan pilihan inilah kita dapat melakukan prediksi terhadap 
data uji. 
3. Cross-validation 
Cross-validation merupakan salah satu proses pengujian pada data, dimana 
user harus menginput nilai fold yang akan digunakan. Nilai default foldcross-
validation pada Weka adalah 10. Hal ini berarti, data latih dibagi menjadi k 
buah subset (subhimpunan), dimana k adalah nilai dari fold. Selanjutnya, 
untuk tiap dari subset, akan dijadikan data uji dari hasil klasifikasi yang 
dihasilkan dari k-1 subset lainnya. Jadi akan ada 10 kali tes. Dimana, setiap 
data akan menjadi data tes sebanyak 1 kali, dan menjadi data latih sebanyak 
k-1 kali. Kemudian, error dari k tes tersebut akan dihitung rata-ratanya. 
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Dalam penelitian ini, cross-validation digunakan untuk mencari nilai 
parameter C dan  terbaik. Secara garis besar proses pengujian menggunakan 
cross-validation adalah sebagai berikut : 
a. User  memasukkan nilai k yang akan digunakan dalam proses klasifikasi, 
dalam penelitian ini menggunakan nilai k=10 
b. User menginput nilai pasangan C dan  secara bergantian sesuai dengan 
nilai yang telah ditentukan, adapun nilai C mulai dari 0,1 – 100 dan nilai  
= 0,01 – 1 
c. User mulai melakukan pengujian,data yang digunakan adalah data latih 
sebesar 1200 tweet, dimana akan dilakukan 10 iterasi proses training dan 
testing, dengan 9/10 segmen sebagai data latih dan 1/10 segmen sebagai 
data uji secara bergantian, sehingga untuk setiap subset (segmen) 
berkesempatan menjadi data uji 
d. User memilih pasangan nilai parameter C dan  terbaik dengan melihat 
hasil rataan akurasi yang tertinggi 
e. Kemudian gunakan nilai parameter C dan  terbaik pada proses training 
untuk mendapatkan model 
4. Percentage split 
Data akan di pisahkan sebanyak k%, dimana nilai k merupakan masukan dari 
user. Sebagai contoh k = 80%, artinya data akan dipisah sebanyak 80% 
sebagai data latih dan sisanya menjadi data uji. Namun dalam penelitian ini 
tidak menggunakan pilihan pengujian ini karena data latih dan uji telah 
dipisah sebelumnya. 
4.6 Klasifikasi dan Evaluasi 
Klasifikasi dilakukan terhadap data uji dengan input model hasil training 
data latih. Dan untuk mendapatkan ketelitian digunakan data confusion matrix 
yang merupakan output dari klasifikasi SVM. 
