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Abstract
We initiate a systematic study of natural differential operators in Riemannian
geometry whose leading symbols are not of Laplace type. In particular, we define
a discrete leading symbol for such operators which may be computed pointwise,
or from spectral asymptotics. We indicate how this can be applied to the compu-
tation of another kind of spectral asymptotics, namely asymptotic expansions of
fundamental solutions, and to the computation of conformally covariant operators.
1 Introduction
In this paper, we would like to set the stage for a better understanding of natural dif-
ferential operators in Riemannian (and Riemannian spin) geometry whose whose leading
symbols are not simply powers of |ξ|2. Such operators or leading symbols have been
called, in various contexts, non-minimal, nonscalar, non-Laplace type, and even exotic.
Among the potential applications are the computation of resolvent and heat operator
asymptotics of elliptic operators with nonscalar leading symbol, and the computation of
explicit formulas for conformally invariant differential operators. Our principal tool will
be an assignment of a finite-dimensional commutative algebra A(λ) to each irreducible
SO(n) or Spin(n) bundle V(λ). (The label λ is explained below.) This algebra simul-
taneously encodes information on the spectrum of the leading symbol (an operator on a
finite-dimensional space), and spectral asymptotics of the realization of a natural differ-
ential operator on the standard sphere Sn (an operator in an infinite-dimensional space).
Thus it relates global and pointwise information. A version of this viewpoint was used
in [10] to get sharp improved Kato constants for solutions of natural first-order elliptic
systems on Riemannian (or Riemannian spin) manifolds. These constants are essentially
bottom eigenvalues of certain natural symbols. For other applications, for example to the
computation of spectral invariants of natural differential operators with nonscalar leading
symbol, the symbol’s complete spectral resolution is required, and this paper provides
that information.
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2 Principal symbols and representation theory
2.1 Foundations
Let H(n) be SO(n) or Spin(n), and let M be an n-dimensional H(n) manifold. That is,
if H(n) = SO(n), we require M to be oriented and Riemannian; if H(n) = Spin(n), we
require M to a a Riemannian spin manifold. Let V(λ) = F ×λ V be the vector bundle
canonically associated to a finite-dimensional irreducible representation of H(n) and the
bundle F of H(n)-frames (i.e. oriented orthonormal frames, or Riemannian spin frames).
Note that if we have spin structure, we may take H(n) to be Spin(n) even for SO(n)
bundles, since we may always compose with the covering homomorphism Spin(n) →
SO(n).
Let (τ, T ) be the defining representation of SO(n); then V(τ) is the cotangent (or
tangent) bundle. It is well known that irreducible SO(n) bundles are H(n)-isomorphic to
tensor bundles; i.e. direct summands of tensor powers of V(τ); in fact, this is guaranteed
by the faithfulness of the representation τ . Similarly, because the spin representation
(σ,Σ) (which splits into two irreducible direct summands (σ±,Σ±) in even dimensions)
is faithful, all irreducible Spin(n) bundles are summands in some tensor power of V(σ).
Since σ ⊗ σ and σ± ⊗ σ±′ are Spin(n) isomorphic to tensor bundles (in fact, differential
form bundles), each proper Spin(n) bundle (i.e., each Spin(n) bundle which is not an
SO(n) bundle) is realizable as a direct summand of some σ ⊗ τ ⊗ · · · ⊗ τ . That is, each
may be realized as a bundle of tensors with spinor coefficients. A given V(λ) may not
have a distinguished real form, so we generally think of our sections as being complex. It
is possible, however, to speak of real cotangent vectors, and this is important in analytic
considerations like those of [16, 10].
The classical branching rule gives the direct sum decomposition an irreducible H(n)-
module (λ, V ) when restricted to a copy of H(n− 1) which is imbedded in the standard
way. (On the Lie algebra level, relative to some orthonormal basis of the defining module,
the subalgebra should be that of matrices living in the upper left (n− 1)× (n− 1) block.
To see that nonstandard imbeddings are possible, see [8], Sec. 3.c.) It is known (see Sec.
3.3 below) that the branching rule is multiplicity free:
λ|H(n−1) ∼=H(n−1) β1 ⊕ · · · ⊕ βb(λ), (1)
where the βi are irreducible representations of H(n− 1), and βi ∼=H(n−1) βj ⇐⇒ i = j.
We put
B(λ) = {β1, . . . , βb(λ)}.
In particular, the above defines a numerical invariant b(λ), the cardinality of the set of
branches B(λ).
By Weyl’s invariant theory and the above remarks on tensor and tensor-spinor realiza-
tions, an H(n)-equivariant differential operator on (sections of) V(λ) is built polynomially
from the covariant derivative (with respect to the Levi-Civita or Levi-Civita spin connec-
tion ∇), the Riemann curvature R, the metric g and its inverse g♯, the volume form E,
and, if applicable, the fundamental tensor-spinor γ. Of course, such objects are not really
operators, but functors which assign operators to H(n) manifolds. (Similarly, the V(λ)
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are not bundles, but functors assigning bundles.) To be of universal order p, i.e. order p
on every H(n)-manifold, such an operator must have the form
D = Dprinc +Dlower, (2)
where Dprinc is a sum of monomials in all the above ingredients except R, each mono-
mial containing p occurrences of ∇, and ord(Dlower) ≤ p − 1 on each H(n)-manifold. R
must be is missing from the list of ingredients in Dprinc, to avoid the vanishing of Dprinc
on flat manifolds (i.e., to avoid contradicting the universality of the order p). The de-
composition (2) is not unique, as commutation of covariant derivatives produces lower
order terms. Nevertheless, we may read off from this decomposition the fact that the
leading symbol σp(D), when viewed as a section of Hom(SYM
p ⊗V(λ),V(λ)), is parallel;
i.e., annihilated by the covariant derivative, since g, E, and γ are. Here SYMp is the
bundle of symmetric p-tensors. σp(D) is also H(n)-invariant; that is, it is actually in
HomH(n)(SYM
p ⊗V(λ),V(λ)). It is universal, in the sense of being given by a consistent
expression in g, g♯, E, and, if applicable, γ, at all points of all H(n)-manifolds. In fact,
we get such leading symbols by “promoting” to the bundle setting actions of the H(n)
module symp of symmetric p-tensors on (λ, V ); that is, elements of HomH(n)(sym
p⊗λ, λ).
It will also be useful to speak of the reduced order of an H(n)-operator or leading
symbol. Given an H(n)-symbol θ(ξ) of homogeneous degree p, write θ(ξ) = |ξ|2kθred(ξ)
for k as large as possible; the reduced symbol is θred(ξ). The reduced homogeneous degree,
p − 2k, is well-defined, and may also be detected as the degree of the restriction of θ
to the unit ξ-sphere (i.e., the unit sphere in the module (τ, T )); we shall denote this
restriction by θ˜. In fact, under the identification of symmetric tensors and homogeneous
polynomials, the decomposition into trace-free tensors of various degrees corresponds to
the decomposition into terms of the form
|ξ|2k · (spherical harmonic).
If θ has homogeneous order p, then
θ˜ = θ˜p + θ˜p−2 + · · ·+ θ˜0 or 1, (3)
where θ˜q corresponds to an element of HomH(n)(tfs
q ⊗ λ, λ).
We define the algebra A(λ) of H(n)-equivariant principal symbols as that generated
by the θ˜ above. The difference between a principal and a leading symbol is that we allow
ourselves to add symbols of different orders within the principal symbol algebra. Given a
choice of a real ξ on the unit sphere in (τ, T ), we get a decomposition (1) of the module
λ under the H(n − 1) subgroup fixing ξ. By Schur’s Lemma and the multiplicity free
nature of (1), if κ ∈ A(λ), then κ(ξ) acts as multiplication by some scalar µi on each βi
summand. By the invariance of κ and the transitivity of H(n) on (τ, T ), the eigenvalue
list µi is independent of the choice of ξ, and µi is always attached to the βi summand.
Thus A(λ) is isomorphic to the algebra of complex-valued functions on the finite set B(λ),
and, in particular, is commutative.
Definition 2.1 The map βi 7→ µi defined above is the discrete leading symbol. That is,
we define k : A(λ)→ maps(B(λ),C) by
k(κ)(βi) = µi.
Discrete leading symbol 4
If D is an H(n)-invariant differential operator of order p on V(λ), we put
K(D) = k(σ˜p(D)). (4)
In other words, the discrete leading symbol is the spectral resolution of a principal
symbol, or of the leading symbol, at a given unit ξ. The eigenvalues, with multiplicities,
are independent of ξ, and the eigenspaces move in a predictable way, according to the
action of H(n).
There is a grading of A(λ) by order, in which an action of tfsp falls into Ap(λ). In
particular, we shall give the name d(λ) to the maximal p for which tfsp acts:
d(λ) := max{p | HomH(n)(tfsp ⊗ λ, λ) 6= 0}.
The behavior of this grading under multiplication is somewhat involved; in fact, in view
of (3), this is exactly the problem of decomposing products of spherical harmonics into
sums of spherical harmonics. (3) does, however, allow a simple description of the behavior
of multiplication under a coarser grading. Let A0(λ) (resp. A1(λ)) be the direct sum of
the Ap(λ) over even (resp. odd) p. Then
Ai(λ)Aj(λ) ⊂ Ai+j(λ),
where the addition in the subscripts is modulo 2. It is often the case that the odd part
vanishes (see Theorem 4.2 below). Since the reduction of any |ξ|2k is 1, any principal
symbol which is purely even or odd, i.e. any symbol κ in A0(λ) or in A1(λ), will be
represented by an actual differential operator; that is, there will be some invariant D of
some order p with σ˜p(D) = κ. Indeed, to get such a D, first get an invariant homogeneous
polynomial θ in ξ with θ˜ = κ; then replace each ξ by an−√−1∇ in the tensorial expression
for θ.
We summarize some of the above considerations in:
Proposition 2.2 The algebra A(λ) of principal symbols on V(λ) is isomorphic to the
algebra of complex-valued functions on the finite set B(λ). In particular, it is commutative,
and is generated by b(λ) fundamental projections. Each principal symbol in A0(λ) or in
A1(λ) is the reduced leading symbol of an H(n)-invariant operator of order at most d(λ).
To see the fundamental projections in a very familiar (but deceptively simple) case,
consider the bundle Λk of differential k-forms, 0 < k < (n − 2)/2. The fundamental
projections are ι(ξ)ε(ξ) and ε(ξ)ι(ξ), where ε and ι are exterior and interior multiplication.
Here
• there are 2 fundamental projections;
• each has degree 2 in ξ;
• each is represented by a differential operator (the Hodge operators δd and dδ);
• the orthogonality of the projections persists on the operator level: δddδ = dδδd = 0.
By way of contrast, in the general V(λ) case,
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• there are b(λ) fundamental projections, and b(λ) can be arbitrarily large, depending
on λ;
• the maximal degree of a projection in ξ is d(λ), which can be arbitrarily large,
depending on λ;
• the fundamental projections need not be represented by differential operators;
• even if they are, there is generally no choice of such operators Di with DiDj = 0
for i 6= j.
2.2 A calculation involving translation and tensor products of
representations
A standard computation from the theory of induced representations actually leads imme-
diately to the structure of the principal symbol algebra. Let 1 be the trivial representation
of H(n− 1), and let (λ, V ) and (µ,W ) be finite-dimensional representations of H(n). We
claim that
HomH(n)((Ind
H(n)
H(n−1)1)⊗ λ, µ) ∼= HomH(n−1)(λ|H(n−1), µ|H(n−1)). (5)
Indeed,
(Ind
H(n)
H(n−1)1)⊗ λ ∼=H(n) IndH(n)H(n−1)(1⊗ λ|H(n−1)) ∼=H(n) IndH(n)H(n−1)(λ|H(n−1));
this is a form of the translation principle. By Frobenius Reciprocity,
HomH(n)(Ind
H(n)
H(n−1)(λ|H(n−1)), µ) ∼= HomH(n−1)(λ|H(n−1) , µ|H(n−1)),
proving (5). In particular, if λ = µ, we get
HomH(n)((Ind
H(n)
H(n−1)1)⊗ λ, λ) ∼= EndH(n−1)(λ|H(n−1)).
(This calculation can actually be done with any reductive pair in place of (H(n), H(n−
1)).)
The significance of this in the present context is as follows. The expansion of Ind
H(n)
H(n−1)1
is exactly the expansion of SO(n)-finite functions on the sphere Sn−1 into spherical har-
monics of different degrees p:
Ind
H(n)
H(n−1)1
∼=SO(n)
∞⊕
p=0
TFSp. (6)
This shows that the leading symbol algebra must isomorphic to EndH(n−1)(λ), which, in
view of the multiplicity-free nature of the branching rule, is another realization of the
complex-valued functions on B(λ).
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2.3 The selection rule and Stein-Weiss operators
An important class of H(n)-equivariant differential operators on V(λ) are the generalized
gradients of Stein and Weiss [16]. The starting point is the selection rule, which describes
the H(n)-decomposition of τ ⊗ λ. (Recall that τ is the defining representation of so(n).)
As it happens, this decomposition, like the branching rule, is also multiplicity free:
τ ⊗ λ ∼=H(n) µ1 ⊕ · · · ⊕ µN(λ) ,
where the µu are irreducible representations of H(n), and
µu ∼=H(n) µv ⇐⇒ u = v.
In particular, this defines a numerical invariant N(·) on Hˆ(n). On the bundle level,
T ∗M ⊗ V(λ) ∼=H(n) V(τ)⊗ V(λ)
∼=H(n) V(σ1)⊕ . . .⊕ V(σN(λ)).
The covariant derivative ∇ carries sections of V(λ) to sections of T ∗M ⊗ V(λ). Because
the selection rule is multiplicity free, we may project ∇ onto the unique summand of
covariance type µu to obtain our generalized gradient:
Gλσu = Gu = Proju◦∇.
Up to normalization and up to H(n)-isomorphic realization of bundles, some examples of
gradients or direct sums of gradients are the exterior derivative on forms, the conformal
Killing operator on vector fields, the Dirac operator, the twistor operator, and the Rarita-
Schwinger operator. In fact, every first-order Spin(n)-equivariant differential operator is
a direct sum of gradients [12]. In particular, the formal adjoint of a gradient is also a
gradient. This immediately gives us access to a very important class of operators carrying
V(λ) to itself, namely the G∗uGu. For some λ in odd dimensions, there is a self-gradient;
that is, some µu is H(n)-isomorphic to λ itself, so that there is a natural first-order
operator Dself carrying sections of V(λ) to sections of V(λ). (The most familiar examples
are the Dirac operator on spinors, the Rarita-Schwinger operator on twistors, and the
operator ⋆d on (n − 1)/2-forms.) We shall show below that the leading symbols of the
G∗uGu and, when it exists, Dself , generate the principal symbol algebra A(λ).
Remark 2.3 In case λ admits a self-gradient, that is if λ itself is a selection rule target µu
for λ, the target of Gu is “born” as a subbundle W of T
∗M ⊗V(λ) with W ∼=Spin(n) V(λ).
If we would like to use the same realization of V(λ) as both source and target bundle for a
realization Dself of Gu, we need a choice of normalization. First, normalize the Hermitian
inner product on T ∗M ⊗ V so that |ξ ⊗ v|2 = |ξ|2|v|2; then define Dself so that
D2self = G
∗
uGu. (7)
Note that this determines Dself only up to multiplication by ±1. This sign ambiguity is
already apparent in the definition of the Dirac operator on spinors as γa∇a, since changing
γ to −γ does not disturb the Clifford relations, nor the relation ∇γ = 0.
Discrete leading symbol 7
As shown in [6], all second-order operators are linear combinations of the G∗uGu, mod-
ulo lower-order operators. The leading symbols of the G∗uGu, however, are generally not
linearly independent. In fact, as shown in [6], Theorem 5.10, their leading symbols form
a space of dimension
t(λ) := [(N(λ) + 1)/2]. (8)
The full set of linear relations among the leading symbols of the G∗uGu is also given
explicitly in [6], Theorem 5.10.
2.4 Numerical invariants of bundles
To recap, we have defined the following numerical invariants of an irreducible H(n)-bundle
V(λ). All of these are really invariants of the underlying representation λ.
number of selection rule summands : N(λ)
maximal degree in A(λ) : d(λ)
dimension, thus number of fundamental projections, of A(λ) : b(λ)
number of linearly independent σ2(G
∗
uGu) : t(λ).
Of these, t(λ) and N(λ) are related by (8). We might add the following, to take account
of the even/odd grading:
maximal degree in Ai(λ) (i = 0, 1) : di(λ)
dimension, thus number of fundamental projections, of A0(λ) : b0(λ)
dimA1(λ) : b1(λ).
So far, we have done nothing explicit to actually compute these invariants, the funda-
mental projections in A(λ), or any discrete leading symbols. We shall now remedy this
situation.
3 The weight game
3.1 Parameterization by dominant weights
Irreducible representations of Spin(n), and thus irreducible associated Spin(n)-bundles,
are parameterized by dominant weights (λ1 , . . . , λℓ) ∈ Zℓ ∪ (12 +Z)ℓ, ℓ = [n/2], satisfying
the inequality constraint
λ1 ≥ . . . ≥ λℓ ≥ 0, n odd,
λ1 ≥ . . . ≥ λℓ−1 ≥ |λℓ| , n even. (9)
The dominant weight λ is the highest weight of the corresponding representation. The
representations which factor through SO(n) are exactly those with λ ∈ Zℓ.
Note that in the previous sections, we have used λ as a notation for the representation
itself. This is a standard abuse of notation, which we shall continue: the highest weight
parameter of an irreducible representation will be used as a synonym for the representa-
tion. We shall also denote by χ(n) the set of dominant H(n) weights.
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3.2 The selection rule
We shall discuss several familiar examples of bundles and identify their highest weights
below. One important highest weight is that of the defining representation τ , namely
(1, 0, . . . , 0). With this, we can explicitly describe the selection rule mentioned above. If
λ is an arbitrary irreducible representation of Spin(n), then
τ ⊗ λ ∼=H(n) σ1 ⊕ · · · ⊕ σN(λ) ,
where the σu are distinct, and a given σ appears if and only if σ is a dominant weight and
σ = λ± ea , some a ∈ {1, . . . , ℓ}, or (10)
n is odd, λℓ 6= 0, σ = λ. (11)
Here ea is the a
th standard basis vector in Rℓ. The selection rule follows immediately from
the Brauer-Kostant formula; see [2, 14]. We shall use the notation
λ↔ σ
for the selection rule: λ↔ σ if and only if σ appears as a summand in τ⊗λ. The notation
↔ is justified because the relation is symmetric. In fact, one can see a priori that↔ must
be symmetric: τ is a real representation, and thus is self-contragredient.
3.3 The branching rule
The explicit branching rule for the restriction from H(n) to H(n − 1) is as follows.
By changing n to n − 1 above we have a parameterization of the irreducible repre-
sentations of H(n − 1). The branching rule says that for a dominant H(n)-weight β,
dimHomH(n−1)(β, λ|H(n−1)) = 0 or 1, with dimHomH(n−1)(β, λ|H(n−1)) = 1 if and only if
λ1 − β1 ∈ Z and
{
λ1 ≥ β1 ≥ λ2 ≥ · · · ≥ βℓ−1 ≥ |λℓ|, n even,
λ1 ≥ β1 ≥ λ2 ≥ · · · ≥ βℓ−1 ≥ λℓ ≥ |βℓ|, n odd. (12)
We use λ ↓ β or β ↑ λ as an abbreviation for (12). We shall actually also have use for
the version of the branching rule that restricts from H(n + 1) to H(n), so notations like
λ(n ↓n−1)β and α(n+1 ↓n)λ will sometimes be helpful. In this connection the following
observation will be useful.
Lemma 3.1 For α ∈ χ(n + 1), let ◦α be the [(n − 1)/2]-tuple (α2 . . . , α[(n+1)/2]); that is,
α without its first entry. Then
◦
α∈ χ(n − 1), and given λ ∈ χ(n), { ◦α| α(n+1 ↓n)λ} = {ν |
λ(n ↓n−1)ν}.
The proof comes directly upon examination of the branching rule. To paraphrase, the
branching “offspring” of λ ∈ χ(n) are the ◦α for the branching “parents” α of λ. The
branching rule also allows us to give a formula for the dimension b(λ) of A(λ), based on
its identification with EndH(n−1)(λ|H(n−1)):
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Lemma 3.2
b(λ) = dimA(λ) =
{
(λℓ−1 − |λℓ|+ 1)
∏(n−4)/2
a=1 (λa − λa+1 + 1), n ≥ 4 even,
([λℓ] + 1)
∏(n−3)/2
a=1 (λa − λa+1 + 1), n ≥ 3 odd.
To paraphrase, B(λ) consists of lattice points in a rectangular box, whose various
widths are determined by the spacing between successive entries of λ. Thus “steeper”
λ tend to produce larger b(λ). Familiar bundles, like spinors, differential forms, and
trace-free symmetric tensors, tend to have relatively “flat” λ.
We know that Ap(λ) = 0 for large p. A more quantitative form of this statement is:
Lemma 3.3 If n ≥ 3, then p > 2λ1 ⇒ Ap(V ) = 0. As a result, d(λ) ≤ 2λ1.
Proof. First note that tfsp ∼=H(n) (p, 0, . . . , 0) (see, e.g., [16]). If HomH(n)(tfsp⊗λ, λ) is to
be nonzero, we must be able to realize λ as (p, 0, . . . , 0) + µ, where µ is a weight of V (λ).
(This follows, for example, from the Brauer-Kostant formula [2, 14], which expresses the
highest weights in summands of the tensor product in terms of the highest weight of one
factor, together with all weights of the other factor.) All components of such a µ must be
≤ λ1 in absolute value, since otherwise, we would have w · µ dominant and (w · µ)1 > λ1
for some element w of the Weyl group. (w · µ is a weight of V (λ) since the Weyl group
permutes the weights of any finite-dimensional representation.) This gives
µ1 = λ1 − p, |µ1| ≤ λ1 ,
whence p ≤ 2λ1 . The bound on d(λ) is just a restatement, since d(λ) is the maximal p
that occurs. ✷
Remark 3.4 The basic principle of the proof of Lemma 3.3 may be used to get more
refined information in special situations, without going through the full tensor product
calculation. For example, if n is even and λ = (p, . . . , p) with p > 0, then d(λ) < 2p, since
(p, . . . , p)− (2p, 0, . . . , 0) = (−p, p, . . . , p)
is in the Weyl orbit of (p, . . . , p,−p), a dominant weight not appearing in V (p, . . . , p).
The leading symbol of any gradient Gu is a relatively familiar object from representa-
tion theory, namely the projection of a tensor product onto an irreducible summand. Let
ξ be a vector from the defining representation, and consider
tens(ξ) : λ → τ ⊗ λ,
v 7→ ξ ⊗ v.
Compose with the projection onto the µu summand of τ ⊗ λ to get a map ζu(ξ), and use
the functoriality of the associated bundle construction to promote this to a bundle map
V(λ)→ V(σu),
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also denoted (in a slight abuse of notation) by ζu(ξ). Then
σ1(Gu)(ξ) =
√−1ζu(ξ), σ1(G∗u) = −
√−1ζu(ξ)∗.
ζu may also be described by the formula [Gu, mf ] = ζu(df), where mf is multiplication by
the C∞ function f .
Let
√−1Υself(ξ) be the leading symbol of the self-gradient, when it exists. The fol-
lowing will be a consequence of Theorem 4.2 below:
Theorem 3.5 A(λ) is generated by the restrictions to the unit-ξ sphere (i.e., to the unit
sphere bundle in the cotangent bundle) of the ζu(ξ)
∗ζu(ξ) unless λ↔ λ, in which case the
ζu(ξ)
∗ζu(ξ) for µu 6= λ together with Υself(ξ) generate. Ae(λ) is generated, in all cases, by
the ζu(ξ)
∗ζu(ξ).
Note that ζλλ(ξ)
∗ζλλ(ξ) coincides, when it exists, with Υself(ξ)2, by (7).
4 Spectral asymptotics on the sphere
Let α be an irreducible H(n + 1)-module (identified with its highest weight label when
convenient). The H(n + 1)-finite section space Γ(V(λ)) of V(λ) forms the space of the
induced representation in the middle term of the following, and Frobenius Reciprocity
supplies the second ∼=:
HomH(n+1)(Γ(V(λ)), α) ∼= HomH(n+1)(IndH(n+1)H(n) λ, α) ∼= HomH(n)(λ, α|H(n)).
Thus the H(n+ 1)-finite section space of V(λ) is
Γ(V(λ)) ∼=H(n+1)
⊕
χ(n+1)∋α↓λ
α. (13)
Let V(α;λ) be the subspace of Γ(V(λ)) which is isomorphic to V(α); then
Γ(V(λ)) =
⊕
χ(n+1)∋α↓λ
V(α;λ). (14)
For λ ∈ χ(n), let λ˜ be the rho-shift of λ:
λ˜ = λ+ ρn , 2ρn = (n− 2, n− 4, . . . , n− 2ℓ).
Notice that for the map
χ(n+ 1)→ χ(n− 1), α 7→ ◦α,
we have
(
◦
α)˜ = (α˜)◦,
since
ρn−1 =
◦
ρn+1 .
We would like to use the action of differential operators on these section spaces to
define another discrete leading symbol, and establish its connection to the one already
treated in Sec. 2.1.
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Theorem 4.1 Let D be an H(n)-invariant operator on V(λ) of the form
D = Dprinc +Dlower,
where Dprinc is a p-homogeneous polynomial in the G
∗
uGu and, if applicable, Dself, and
ord(Dlower) < p. (The homogeneity degree counts 2 for each G
∗
uGu and 1 for each Dself .)
Then the realization D0 of D on the standard sphere S
n has spectral asymptotics of the
form
eig(D,α) = Jp(D)(
◦
α)jp +O(jp−1),
where α = (λ1 + j,
◦
α).
Proof. The fact that D has an eigenvalue on the α summand V(α;λ) of Γ(V(λ)) is
guaranteed by the multiplicity free nature of the branching rule; i.e. by the fact that there
is only one summand of covariance type α. The asymptotics for Dprinc are guaranteed
by [6], Theorem 4.1 and [9], Corollary 8.2. The standard elliptic estimate shows that the
addition of Dlower does not disturb things: indeed,
|(Dlowerϕ, ϕ)L2| ≤ const((∇∗∇)p/2ϕ, ϕ)(p−1)/pL2 (15)
and eig(∇∗∇, α) = j2 +O(j) by [4], Theorem 1.1. ✷
Let Gp(λ) be the algebra generated by all H(n)-equivariant differential operators of
the type described in Theorem 4.1.
Theorem 4.2 For sufficiently large k, the linear transformation J2k ⊕ J2k+1 : G2k(λ) ⊕
G2k+1(λ) → maps(B(λ),C) is onto. If n is even or λℓ = 0, the linear transformation
J2k : G2k(λ)→ maps(B(λ),C) is onto.
Proof. Note that the definitions immediately give
D ∈ Gp(λ), E ∈ Gq(λ) ⇒ Jp+q(DE) = Jp(D)Jq(E),
and if L is H(n)-invariant of order < 2k,
J2k((∇∗∇)k + L) = 1,
where “1” is the function on B(λ) which is identically 1.
By [6], Theorem 4.1, there are nonzero constants cu = cλµu and c˜u = c˜λµu such that
eig(G∗uGu, α) = cu
[(n+1)/2]∏
a=1
(α˜2a − s2u) = c˜u
∏
a∈T (λ)
(α˜2a − s2u), (16)
where T (λ) is the set of component labels a ∈ {1, . . . , [(n+1)/2]} for which α˜2a is allowed,
by the interlacing condition α ↓ λ from (12), to take on more than one value; and
su =
1
2
(|λ˜|2 − |µ˜u|2).
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(The precise value of c˜u will become important below; it is given in [6], Theorem 5.2, and
in Theorem 6.1 below.) By [6], the cardinality of T (λ) is t(λ) (the same as the dimension
of the space generated by the various ζu(ξ)
∗ζu(ξ)).
By [9], Corollary 8.2, if λ↔ λ, the constant c˜λλ is positive, and the eigenvalue of Dself
on V(α;λ) is
(sgnαℓ+1)
√
eig(D2self , α) = (sgnαℓ+1)
√
c˜λλ
∏
a∈T (λ)
|α˜a|.
(Recall from Remark 2.3 that Dself is well-defined only up to an overall sign.) Thus, since
α˜1 = j +O(j
0),
J2(G
∗
uGu)(
◦
α) = c˜u
∏
1<a∈T (λ)
(α˜2a − s2u), (17)
and if λ↔ λ,
J1(Dself) = (sgnαℓ+1)
√
c˜λλ
∏
1<a∈T (λ)
|α˜a|. (18)
If β ∈ χ(n− 1), let
β¯ =
{
β when n− 1 is odd,
(β1, . . . ,−βℓ) when n− 1 is even. (19)
Note that λ ↓ β ⇐⇒ λ ↓ β¯, and that there exist H(n − 1)-modules β with λ ↓ β and
β¯ 6= β if and only if n is odd and λℓ 6= 0. This is exactly the case in which there is a
self-gradient on V(λ). Note also that the J2(G
∗
uGu) are constant on sets {β, β¯}. We claim
that the G∗uGu separate the various sets {β, β¯} in B(λ), in the sense that
γ /∈ {β, β¯} ⇒ ∃u : J2(G∗uGu)(γ) 6= J2(G∗uGu)(β).
If we assume the contrary, then by (17), the monic polynomials∏
1<a∈T (λ)
(x2 − β˜2a),
∏
1<a∈T (λ)
(x2 − γ˜2a) (20)
agree at the points x = ±su for all u = 1, . . . , N(λ). These polynomials have degree
2(t(λ) − 1), which is either N(λ) − 2 or N(λ) − 1. There are N(λ) labels u. The su
comprise a set of cardinality N(λ) except in the following cases:
• n is even and λℓ−1 6= 0 = λℓ , or
• n is odd and λℓ 6= 0, or
• λℓ = ±12 .
(Note that the last two cases overlap.) In these exceptional cases, the su make up a set
of cardinality N(λ)− 1. This shows that the two monic polynomials in (20) agree. Thus
(γ˜2a)1<a∈T (λ) is a permutation of (β˜
2
a)1<a∈T (λ). By strict dominance of β˜ and γ˜ ((9) with
all ≥ signs replaced by > signs, since (ρn+1)a > |(ρn+1)a+1|), this can only be the identity
permutation, and the claim is proved.
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We now claim that for sufficiently large k, there are 2k-homogeneous polynomials Pβ in
the G∗uGu, one for each β ∈ B(λ), with J2k(Pβ)(β) = J2k(Pβ)(β¯) = 1 and J2k(Pβ)(γ) = 0
for γ /∈ {β, β¯}. Indeed, if J2(G∗uGu) separates {β, β¯} and {γ, γ¯}, say
J2(G
∗
uGu)(β) 6= J2(G∗uGu)(γ) =: C,
then Qβγ := C∇∗∇−G∗uGu has
J2(G
∗
uGu)(β) 6= 0 = J2(G∗uGu)(γ) =: C,
Now let Pβ be the composition, in some order, of the Qβγ for the various γ (one factor for
each {γ, γ¯}), and normalize. (Note that the Qβγ do not necessarily commute, but their
realizations on the sphere commute. In particular, their leading symbols commute.)
We still need to separate β from β¯ when they are distinct. By (18), this is accomplished
by composing the operators Pβ with Dself . (Dself exists by the remarks following the
definition (19). We may compose on either side; the difference is a lower-order operator,
again by the multiplicity free nature of the H(n + 1)-to-H(n) branching rule applied
to the realizations of the operators on the sphere.) After normalization, this gives us
(2k + 1)-homogeneous polynomial operators P ′β with
J2k+1(P
′
β)(β) = −J2k+1(P ′β)(β¯) = 1, J2k+1(P ′β)(γ) = 0 for γ /∈ {β, β¯}.
The first statement of the theorem is now established. For the second statement, we
just note that the Pβ already separated points of B(λ) in the case where there is no
self-gradient. ✷
Thus by dimension count and order parity, we have:
Corollary 4.3 The restrictions to the unit ξ-sphere of polynomials in the ζu(ξ)
∗ζu(ξ)
generate A0(λ), and, when Dself exists, the restrictions of Υself(ξ) times such polynomials
generate A1(λ). If n is even or λℓ = 0, we have A(λ) = A0(λ).
The last conclusion of the corollary can actually be seen by elementary means for n
even, since for each weight m of the module λ, the numbers m1+ · · ·+mℓ and λ1+ · · ·+λℓ
in 1
2
Z have to agree mod 2.
Remark 4.4 When realizing a given reduced symbol κ(ξ) using the ζu(ξ)
∗ζu(ξ) and pos-
sibly Υself(ξ), it is a priori possible that the minimal homogeneous degree in the ζ and Υ
quantities may exceed the degree of κ. It is probably reasonable to conjecture that this
does not happen. However, in this paper, we only establish this for bundles V(λ) with
N(λ) ≤ 4 (Section 6).
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5 The relation between the local and global discrete
symbols
The estimate (15) shows that Jp(D) depends only on the leading symbol of D. Thus the
discrete symbol map Jp factors through σ˜p(Gp):
Jp(D) = jp(σ˜p(D)),
for some map jp on the space of restrictions to the unit ξ-sphere of p-homogeneous polyno-
mials in the ζu(ξ)
∗ζu(ξ) and, if applicable, Υself(ξ). (Compare (4).) Let j be the induced
map on the space of all (not necessarily homogeneous) polynomials.
Theorem 5.1 The maps k and j carrying A(λ) to maps(B(λ),C) are identical.
Proof. By Theorem 4.2, it will be enough to show that k and j agree on the ζu(ξ)
∗ζu(ξ)
and, if applicable, Υself . Thus it will be enough to show that K2 and J2 agree on the
G∗uGu and, if applicable, K1 and J1 agree on Dself .
Let Lij be the standard generators of so(n + 1). By the spectral formula (16), the
action of the differential operator G∗uGu on the highest weight vector of each so(n+1)-type
is given by the action, in the extension S of the infinitesimal representation Ind
H(n+1)
H(n) λ
to the enveloping algebra of so(n+ 1), of
Qu := c˜u
∏
a∈T (λ)
((
−√−1L2a−1,2a + n+ 1
2
− a
)2
− s2u
)
.
For a differential operator D of order p and a C∞ function f ,
σp(D)(x, (df)x)ϕx = lim
t→∞
t−pD(e
√−1ftϕ),
where ϕ is any smooth extension of ϕx ∈ Vx to a section of V. By the branching rule
(12), the H(n + 1)-types appearing in the section space where f lives, i.e. that over the
trivial representation, are the (j, 0, . . . , 0) for j ∈ N. Choosing f to depend on only one
homogeneous coordinate, say x2, is equivalent to choosing f , or any function of f , to be
the sum of highest weight vectors. Choosing ϕ to be a highest weight vector as above, we
get
G∗uGu(e
√−1tfϕ) = S(Qu)(e
√−1tfϕ)
=
((−√−1L12 + n−12 )2 − s2u)(e√−1tf∏1<a∈T (λ) ((−√−1L2a−1,2a + n+12 − a)2 − s2u)ϕ)
=
((−√−1L12 + n−12 )2 − s2u)(e√−1tf∑β∈B(λ) J(G∗uGu)(β)ϕβ) ,
where ϕβ is the component of ϕ in the direct sum of all (λ1 + j, β) summands in (13).
Now realize Sn as H(n+ 1)/H(n), where the Lie algebra of H(n) is the so(n) stabilizing
e1. At the identity coset o, The right H(n) covariance type of ϕb at o (but not necessarily
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anywhere else) is the left H(n) covariance type of ϕb, namely β. At o, the covector df
naturally picks a multiple of the unit covector ξ corresponding to e2.
Substituting into the above, we have that
σ2(G
∗
uGu)(o, e2)ϕx =
∑
β∈B(λ)
J(G∗uGu)(β) (ϕx)β) ,
where (ϕx)β is the projection of ϕx ∈ Vo to the summand of right H(n − 1) covariance
type β. On the other hand, by definition,
σ2(G
∗
uGu)(o, e2)ϕx =
∑
β∈B(λ)
K(G∗uGu)(β) (ϕx)β) .
By the generating property of Corollary 4.3, the transforms k and j agree on A0(λ), and
thus on A(λ) when there is no self-gradient. The self-gradient, when it exists, is handled
by an entirely similar argument, using the action of the enveloping algebra element
√
cλλ
(n+1)/2∏
a=1
(√−1L2a−1,2a + n+ 1
2
− a
)
.
✷
Corollary 5.2 Let D be natural differential operator of order p on some V(λ).
(a) D has spectral asymptotics on the sphere of the form
eig(DSn,V((λ1 + j, β);λ)) = F (D, β)jp +O(jp−1),
where the coefficient F (D, β) is the pointwise-determined eigenvalue of σp(D)(ξ) on the
summand of V(λ)x transforming according to the representation β of the H(n−1) subgroup
fixing ξ (on any H(n) manifold, for any point x, at any nonzero covector ξ).
(b) This natural differential operator is elliptic if and only if its asymptotics on the sphere
satisfy F (D, β) 6= 0 for all β ∈ B(λ). It has positive definite leading symbol if and only if
F (D, β) > 0 for all β ∈ B(λ).
(c) For some k ≥ 0, (∇∗∇)kD is a (p + 2k)-homogeneous polynomial in the G∗uGu and,
if applicable, Dself , modulo operators of order at most p+ 2k − 1.
Remark 5.3 The following remarks are clear from the above:
• The range of A0(λ) (resp. A1(λ)) under k consists of those functions on B(λ) which
are even (resp. odd) under β 7→ β¯.
Remark 5.4 The degree of an element θ of A(λ) is the maximal p for which the Ap(λ)
component of θ is nonzero. It is clear that
deg
(
(ζu1(ξ)
∗ζu1(ξ) · · · ζuk+1(ξ)∗ζuk+1(ξ))˜
) ≤ 2 + deg ((ζu1(ξ)∗ζu1(ξ) · · · ζuk(ξ)∗ζuk(ξ))˜ )
By the generating property of Corollary 4.3, the existence of nonzero, degree p homoge-
neous polynomials (and thus monomials) guarantees the existence of monomials of degrees
p− 2, p− 4, . . . (0 or 1). Thus
• HomH(n)(tfs2k ⊗ λ, λ) 6= 0, k = 0, . . . , d0(λ)/2,
• HomH(n)(tfs2k+1 ⊗ λ, λ) 6= 0, k = 0, . . . , (d1(λ)− 1)/2.
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6 Low N(λ)
There is an essential simplification of the above theory for bundles V(λ) whose N(λ)
is at most 4. It is worthwhile to work this out in detail because these are the bundles
one is most likely to meet “in real life”. For example, differential form bundles have
N(λ) = 3 (or N(λ) = 2, for the half middle-form bundles in even dimensions). The
trace-free symmetric bundles V(p, 0, . . . , 0) have N(λ) = 3 for p > 0. Spinor bundles have
N(λ) = 2, and twistor bundles have N(λ) = 4. Bundles of algebraic Weyl tensors have
N(λ) = 2 (for n = 4), N(λ) = 3 (for n = 5 and n ≥ 7), or N(λ) = 4 (for n = 6). What
we find for N(λ) = 3, 4 is the type of information that is typically computed case by case,
using some explicit realization of the bundle and operator involved. What we get from
the discrete leading symbol is a realization that all of these computations are special cases
of universal results, and in fact may be obtained by substituting the weight parameter λ
into certain universal formulas.
Suppose N(λ) is 3 or 4. Then t(λ), the number of linearly independent G∗uGu, is 2.
This means that the restrictions of leading symbols of ∇∗∇ and any single G∗uGu (i.e., 1
and a single ζu(η)
∗ζu(η)) generate A0(λ). (We just need to verify that these symbols are
linearly independent; this is clear from (17).) By finite dimensionality, the list
1, ζu(η)
∗ζu(η), (ζu(η)∗ζu(η))2, ..., (ζu(η)∗ζu(η))k, ...
eventually becomes linearly dependent. Thus there is a minimal polynomial Mλ,u(x) with
f(ζu(η)
∗ζu(η)) = 0, f ∈ C[x] ⇐⇒ f |Mλ,u,
A0(λ) ∼= C[x]/(Mλ,u),
b0(λ) = degMλ,u.
(21)
The minimal polynomial must also be the product of the distinct x − k(ζu(η)∗ζu(η))(β)
over all β ↑ λ. Thus (just counting degrees) each of the b0(λ) classes {β, β¯} for β ↑ λ must
take a different value under k(ζu(η)
∗ζu(η))(β). Since t(λ) = 2, there is just one value a0
of a for which β˜2a is allowed more than one value by the branching condition λ ↓ β. By
(17) and Theorem 5.1,
k(ζu(η)
∗ζu(η))(β) = c˜u(β˜2a0 − s2u).
As a result,
Mλ,u(x) =
b0(λ)−1∏
m=0
(
x− c˜u
((
λa0 −m+
n− 1
2
− a0
)2
− s2u
))
. (22)
The minimal polynomials Mλ,u for different u are closely related: in terms of the u-
independent data
hm := λa0 −m+
n− 1
2
− a0, Mλ(x) :=
b0(λ)−1∏
m=0
(x− h2m), (23)
we have
Mλ,u(x) = c˜
b0(λ)
u Mλ(c˜
−1
u x+ s
2
u).
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In particular, the set of roots of Mλ,u is obtained from that of Mλ by an affine map on R.
By (22), the fundamental projections on A0(λ) are
Πm(η) :=
∏
m′ 6=m
ζu(η)
∗ζu(η)− c˜u(h2m′ − s2u)
c˜u(h2m − s2u)− c˜u(h2m′ − s2u)
= c˜−b0(λ)+1u
∏
m′ 6=m
ζu(η)
∗ζu(η)− c˜u(h2m′ − s2u)
h2m − h2m′
.
They are represented by the differential operators
Dm,u := c˜−(b0(λ)+1)u
∏
m′ 6=m
G∗uGu − c˜u(h2m′ − s2u)∇∗∇
h2m − h2m′
, (24)
which have order at most 2(b0(λ)− 1). Note that the projections Πm are independent of
u; that is, independent of which ζu(η)
∗ζu(η) we have chosen as the preferred generator
for A0(λ). The Dm,u are in general not independent of u; what one can say is that any
Dm,u−Dm,v has order at most 2(b0(λ)− 2). (This order is strictly less than 2(b0(λ)− 1),
but by invariant theory, each term must introduce a curvature, dropping the order by at
least 2.) In fact, the product in (24), which is really a composition, is sensitive to the
ordering of the factors, as G∗uGu and ∇∗∇ commute only modulo second order operators.
Thus Dm,u is really only well-defined modulo operators of order at most 2(b0(λ)− 2).
Among other things, these results illuminate a typical experience in computing with
leading symbols on a bundle: eventually, as the symbol order goes up, there are no new
combinatorial interactions of symbol and bundle indices.
Since (ζu(ξ)
∗ζu(ξ))k can involve actions of at most symmetric 2k-tensors, we have in
addition
d0(λ) ≤ 2((degmλ,u)− 1) = 2(b0(λ)− 1) =
{
2[λℓ], n odd, a0 = ℓ,
2(λa0 − |λa0+1|) otherwise. (25)
If there is no self-gradient, A0(λ), b0(λ), and d0(λ) can be replaced by A(λ), b(λ), and
d(λ) respectively in the above remarks. The estimate (25) becomes
d(λ) ≤ 2(λa0 − |λa0+1|),
a clear improvement on Lemma 3.3 unless a0 = 1 and λa0+1 = 0.
Still in the case N(λ) = 3 or 4, if there is a self-gradient, its restricted symbol together
with 1 generate A(λ). There is a minimal polynomial mλ,self(x) with
f(Υself) = 0, f ∈ C[x] ⇐⇒ f |mλ,self ,
A(λ) ∼= C[x]/(mλ,self),
b(λ) = degmλ,self .
(26)
In fact, reasoning as above, if we let u be the index corresponding to the self-gradient (so
that D2self = G
∗
uGu), then
mλ,self(x) =
∏b(λ)−1
m=0
(
x−√c˜u(λa0 −m+ n−12 − a0)
)
=
{ ∏b0(λ)−1
m=0 (x
2 − c˜uh2m), λℓ ∈ 12 + N,
x
∏b0(λ)−2
m=0 (x
2 − c˜uh2m), λℓ ∈ Z+
=
{
Mλ,u(x
2) = c˜
b0(λ)
u Mλ(c˜
−1
u x
2), λℓ ∈ 12 + N,
Mλ,u(x
2)/x = c˜
b0(λ)
u Mλ(c˜
−1
u x
2)/x, λℓ ∈ Z.
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Note that su = 0 in this case. Note that if a0 = ℓ, the first expression for the minimal
polynomial simplifies:
mλ,self(x) =
b(λ)−1∏
m=0
(
x−
√
c˜u(λℓ −m)
)
if a0 = ℓ.
The fundamental projections on A(λ) are
Πm =
∏
m′ 6=m
Υself(η)−
√
c˜uhm′√
c˜uhm −
√
c˜uhm′
= c˜(−b(λ)+1)/2u
∏
m′ 6=m
Υself(η)−
√
c˜uhm′
m′ −m
where hm is defined as before, in this new range of m. If a0 = ℓ, then hm′ is just λℓ −m′.
These projections generally have no operator representatives, since they mix even and
odd orders.
If N(λ) = 2, then A0(λ) is generated (and thus spanned) by 1. If there is a self-
gradient, A1(λ) is spanned by the odd function of absolute value 1, and thus A(λ) is
generated and spanned by this function and 1. (In fact, if N(λ) = 2 and there is a self-
gradient, then n is odd and λ = (1
2
, . . . , 1
2
). If N(λ) = 2 and there is no self-gradient, then
n is even and λ = (p, . . . , p,±p) with p 6= 0.)
If N(λ) = 1, then there can be no self-gradient, and A(λ) is generated and spanned
by the function 1. (In fact, the only N(λ) = 1 case is λ = 0.)
Summing up the assertions made and proved above, we have
Theorem 6.1 (a) If n is odd, λℓ 6= 0, and N(λ) is 3 or 4, then the principal symbol
algebra A(λ) is generated by 1 and the leading symbol of Dself . (b) In all other cases
where N(λ) is 3 or 4, A(λ) is generated by 1 together with the leading symbol of any
G∗uGu . (c) If n is odd and λ = (
1
2
, . . . , 1
2
), then N(λ) = 2, and A(λ) is generated by the
leading symbol of the Dirac operator. (d) If n is even and λ = (p, . . . , p,±p) with p 6= 0,
then N(λ) = 2, and A(λ) is generated by 1. (e) If λ = (0), then N(λ) = 1, and A(λ) is
generated by 1.
Cases (a)–(e) exhaust all bundles with N(λ) ≤ 4.
On manifolds of constant curvature, we use this to get a statement about generators
of the algebra of invariant operators (as opposed to symbols). On a manifold of constant
curvature, the Weyl and trace-free Ricci tensors vanish, along with all covariant derivatives
of curvature; the only local tensorial invariants are polynomials in the (constant) scalar
curvature.
Theorem 6.2 On a manifold of constant curvature, the algebra D(λ) of natural differ-
ential operators on V(λ), for N(λ) ≤ 4, is generated by the identity operator together
with:
• ∇∗∇ and Dself in case (a) above;
• ∇∗∇ and any single G∗uGu in case (b);
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• the Dirac operator in case (c);
• ∇∗∇ in cases (d) and (e).
Proof. By the constant curvature assumption, natural operators are polynomial in the
metric, the covariant derivative, the volume form, and (if applicable) the fundamental
tensor-spinor. Let D ∈ D(λ). Theorem 6.1 shows that there is an operator P in the
algebra generated by the putative generating set such that ord(D − P ) < ord(D). Since
D − P is natural, the result follows by induction on the order. ✷
What goes wrong with the attempt to have something like Theorem 6.2 in general is
that the leading symbol of an operator like rij∇i∇j (where r is the Ricci tensor) does not
necessarily induce an element of A(λ).
As a corollary, we have:
Corollary 6.3 On the hyperboloid G/K, where G = Spin0(n, 1) and K = Spin(n), the
G-invariant differential operators on V(λ), for N(λ) ≤ 4, are generated by the operators
listed in Theorem 6.2. If λ is integral, we may replace “Spin” by “SO” in the definitions
of G and K.
7 Examples
In the following, let η be a vector on the unit sphere in the cotangent bundle. In doing
explicit examples, it is helpful to know explicitly all the linear relations among the various
ζu(ξ)
∗ζu(ξ). These are given in [6], Theorem 5.10:
Theorem 7.1 Given λ ∈ χ(n),
N(λ)∑
u=1
buζu(ξ)
∗ζu(ξ) = 0
if and only if
N(λ)∑
u=1
buc˜λσus
2j
u = 0, j = 0, 1, . . . , t(λ)− 1.
Here c˜λσu =
(−1)t(λ)+1∏
1 ≤ v ≤ N(λ)
v 6= u
(sv − su)
if N(λ) is odd; (27)
(−1)t(λ)+1
2
N(λ)−2∏
u=1
(su +
1
2
)
if n is even, λℓ = 0 6= λℓ−1 , σu = λ± eℓ ; (28)
(−1)t(λ) (su + 12)∏
1 ≤ v ≤ N(λ)
v 6= u
(sv − su)
otherwise. (29)
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The values of χλσu were given in [6], Theorem 5.2. (Recall from (16) that the c˜u appear
in the spectral asymptotics of the G∗uGu on the sphere.)
The parameter t(λ), in addition to the roles it plays above, is also
t(λ) = dimHomH(n)((tfs
0 ⊕ tfs2)⊗ λ, λ) (30)
by, for example, [5], p.57.
We shall adopt the convention of ordering the selection rule targets in decreasing
(lexicographical) order.
Example 7.2 Let V(λ) be (Spin(n)-isomorphic to) the spinor bundle Σ for n ≥ 3 odd.
Then λ = (1
2
, . . . , 1
2
) and
N(λ) = 2, t(λ) = 1, b0(λ) = b1(λ) = 1.
There are actions of tfs0 and (by the selection rule) tfs1 on λ. These exhaust the total of
b(λ) = 2 linearly independent actions, so
d0(λ) = 0, d1(λ) = 1.
The tfs1 action is, in fact, Clifford multiplication. The gradient targets are σ = (3
2
, 1
2
, . . . , 1
2
)
and λ itself. V(σ) is the twistor bundle, and may be realized as spinor-one-forms ϕ which
are annihilated by interior Clifford multiplication: γαϕα = 0. The fundamental projec-
tions on A(λ) are
id±√−1γ(η)
2
.
Since these mix even and odd orders (as will always be the case when there is a self-
gradient), there are no differential operators representing these projections. There will
always be differential operators representing the fundamental projections of A0(λ), which
in this case is just one-dimensional. Since
s1 = −n/2, s2 = 0, c˜1 = (n− 1)/n, c˜2 = 1/n, (31)
K2(D
2
self) is the constant function 1/n. Let ∇/ be the Dirac operator. Since ∇/ 2 has the
same leading symbol as ∇∗∇, we have ∇/ = √nDself .
Example 7.3 Let V(λ) be the positive spinor bundle Σ+ for n ≥ 4 even. (The consider-
ations for Σ− are entirely analogous.) Then λ = (12 , . . . ,
1
2
) and
N(λ) = 2, t(λ) = 1, b(λ) = b0(λ) = 1.
Thus there are no actions of trace-free symmetric tensors beyond that of tfs0, and
d(λ) = 0.
The identity generates A(Σ); note that there is no analogue of the Dirac leading symbol,
since the Dirac operator carries Σ+ to Σ− . (The fact that tfs
1 ⊗ Σ+ contains a copy of
Σ− reflects the fact that Clifford multiplication carries Σ+ to Σ−.) As for normalizations,
(31) is still good, so again ∇/ 2 = G∗2G2.
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Example 7.4 Let V(λ) be the differential form bundle Λk for 0 < k < (n− 2)/2. Then
λ = (1k), and the gradient targets are (2, 1k−1), (1k+1), and (1k−1). There is no self-
gradient, so A(λ) = A0(λ). We have
N(λ) = 3, t(λ) = 2, b(λ) = 2.
Combining this with (30), we deduce the existence of a tfs2 action, which together with
the obvious tfs0 action exhausts the possible tfsp actions:
d(λ) = 2.
(Lemma 3.3 already implies that d(λ) ≤ 2.) The fundamental projections are ι(η)ε(η)
and ε(η)ι(η), where ε and ι are exterior and interior multiplication; their differential
representatives are the familiar Hodge operators δd and dδ.
Example 7.5 Let V(λ) = TFSp, and suppose that p ≥ 2, n ≥ 5. There is no self-
gradient, so A(λ) = A0(λ). We have λ = (p) and
N(λ) = 3, t(λ) = 2, b(λ) = p+ 1.
There is an action of tfs2p on tfsp, namely
ϕa1···αp 7→ Ψa1···αpb1···bpϕb1···bp .
By Remark 5.4, there must therefore be actions of tfs2k for k = 0, . . . , p. This exhausts
the available b(λ) = p+ 1 actions. Thus we know that
d(λ) = 2p,
and in fact we know dimSO(n)(tfs
k⊗ tfsp, tfsp) for every k and p. The selection rule targets
are (p+ 1), (p, 1), and (p− 1), and we have
s1 = −12(n+ 2p− 1), s2 = −12(n− 3), s3 = 12(n+ 2p− 3),
c˜1 = − 1
(p + 1)(n+ 2p− 2) , c˜2 =
1
(p+ 1)(n+ p− 3) , c˜3 = −
1
(n + 2p− 2)(n+ p− 3) .
By Theorem 7.1, the single linear relation among the ζu(ξ)
∗ζu(ξ) has coefficients (bu) (in
the notation of the theorem), where (bu) is the unique (up to constant multiple) solution
of the system
0 = c˜1b1 + c˜2b2 + c˜3b3
= c˜1s
2
1b1 + c˜2s
2
2b2 + c˜3s
2
3b3 .
Thus the linear relation is
−pζ1(ξ)∗ζ1(ξ) + ζ2(ξ)∗ζ2(ξ) + (n+ p− 2)ζ3(ξ)∗ζ3(ξ) = 0.
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This allows us to write everything in terms |ξ|2 and a single ζu(ξ)∗ζu(ξ), say ζ1(ξ)∗ζ1(ξ):
ζ2(ξ)
∗ζ2(ξ) =
1
n+ p− 3 {(n + p− 2)|ξ|
2 − (n+ 2p− 2)ζ1(ξ)∗ζ1(ξ)} ,
ζ3(ξ)
∗ζ3(ξ) =
1
n+ p− 3 {−|ξ|
2 + (p+ 1)ζ1(ξ)
∗ζ1(ξ)}
Now consider the discrete leading symbols of the above operators. To avoid trivialities,
we exclude the case p = 0. B(λ) is the (p + 1)-point space of all (q) ∈ χ(n − 1) with
0 ≤ q ≤ p. By (23) with m = p− q,
hm = q +
n− 3
2
,
and the minimal polynomial of ζ1(ξ)
∗ζ1(ξ) is
Mλ,1(x) =
∏p
q=0
(
x+
1
(p+ 1)(n+ 2p− 2)(hm −
1
2
(n+ 2p− 1))(hm + 12(n+ 2p− 1))
)
=
∏p
q=0
(
x− (p− q + 1)(q + p+ n− 2)
(p+ 1)(n+ 2p− 2)
)
.
To see what is going on tensorially, we first need a formula for G1. If ψa0···ap is a section
of T ∗ ⊗ TFSp, then its projection to TFSp+1 is
(Pψ)a0···ap :=
1
p+ 1
p∑
s=0
ψasa0···aˆs···ap − α
∑
s<t
gasatψ
b
ba0···aˆs···aˆt···ap ,
where the number α is determined by the condition that the a0a1 metric trace (and thus
every other trace, by symmetry) vanishes. A short calculation gives
α =
2
(k + 1)(n+ 2k − 2) .
For example, if p = 2, then
(Pψ)a0a1a2 =
1
3
(ψa0a1a2 +ψa1a0a2 +ψa2a0a1)−
2
3(n+ 2)
(ga0a1ψ
b
ba2 + ga0a2ψ
b
ba1 + ga1a2ψ
b
ba0).
G1ϕ is just P (∇ϕ), and ζ1(ξ)ϕ is just P (ξ ⊗ ϕ); each may be expanded according to the
formula above. Furthermore, since G∗1G1 = ∇∗G1 , we have
(G∗1G1ϕ)a1···ap = −
1
p + 1
∇a0
(
p∑
s=0
∇asϕa0···aˆs···ap −
2
n+ 2p− 2
∑
s<t
gasat∇bϕba0···aˆs···aˆt···ap
)
.
For example, if p = 2,
(G∗1G1ϕ)ab = −
1
3
∇c (∇cϕab +∇aϕbc +∇bϕac
− 2
n + 2
(gca∇dϕdb + gcb∇dϕda + gab∇dϕdc)
)
.
(32)
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Let us concentrate on the example p = 2 for a moment. The minimal polynomial with
respect to the gradient target σ1 = (3) is
Mλ,1(x) =
(
x− n
n+ 2
)(
x− 2(n+ 1)
3(n+ 2)
)(
x− 1
3
)
. (33)
The fundamental projections are
Π0 =
(
ζ1(ξ)
∗ζ1(ξ)− 2(n+1)3(n+2)
) (
ζ1(ξ)
∗ζ1(ξ)− 13
)
(
n
n+2
− 2(n+1)
3(n+2)
) (
n
n+2
− 1
3
)
=
9(n+ 2)2
2(3n− 2)(n− 1)
(
ζ1(ξ)
∗ζ1(ξ)− 2(n+1)3(n+2)
) (
ζ1(ξ)
∗ζ1(ξ)− 13
)
,
Π1 =
(
ζ1(ξ)
∗ζ1(ξ)− nn+2
) (
ζ1(ξ)
∗ζ1(ξ)− 13
)
(
2(n+1)
3(n+2)
− n
n+2
)(
2(n+1)
3(n+2)
− 1
3
)
=
9(n + 2)2
n(3n− 2)
(
ζ1(ξ)
∗ζ1(ξ)− nn+2
) (
ζ1(ξ)
∗ζ1(ξ)− 13
)
,
Π2 =
(
ζ1(ξ)
∗ζ1(ξ)− nn+2
) (
ζ1(ξ)
∗ζ1(ξ)− 2(n+1)3(n+2)
)
(
1
3
− n
n+2
) (
1
3
− 2(n+1)
3(n+2)
)
= − 9(n+ 2)
2
2n(n− 1)
(
ζ1(ξ)
∗ζ1(ξ)− nn+2
) (
ζ1(ξ)
∗ζ1(ξ)− 2(n+1)3(n+2)
)
,
and Πq is the projection onto the (q) ∈ χ(n − 1) summand in the decomposition of
(p) ∈ χ(n) under the SO(n− 1) subgroup fixing η.
Taking an explicit tensorial viewpoint and proceeding from scratch in this example,
there are three independent combinatorial interactions of ξ and ϕ ∈ tfs2, namely
X0(ξ, ϕ) : = ϕ,
X2(ξ, ϕ)αβ : = η
λη(αϕβ)λ − 1ngαβηληµϕλµ,
X4(ξ, ϕ)αβ : = ηαηβη
ληµϕλµ − 1ngαβηληµϕλµ.
(Recall that ηαη
α = 1.) In fact, these formulas make explicit the actions of tfs0, tfs2, and
tfs4 on tfs2. An alternative basis consists of the identity X0 together with
ζ1(η)
∗ζ1(η) =
1
3
X0 +
2n
3(n + 2)
X2,
(ζ1(η)
∗ζ1(η))2 =
1
9
X0 +
2n(3n + 4)
9(n+ 2)2
X2 +
2n(n− 2)
9(n+ 2)2
X4.
The fact that we have exhausted the combinatorial possibilities means that the cube of
ζ1(η)
∗ζ1(η) will be a linear combination of previous powers, and indeed,
(ζ1(η)
∗ζ1(η))3 =
1
27
X0 +
2n(7n2 + 18n+ 12)
27(n+ 2)3
X2 +
4n(n− 2)(3n+ 2)
27(n+ 2)3
X4
=
2n(n+ 1)
9(n+ 2)2
− 11n
2 + 18n+ 4
9(n+ 2)2
ζ1(η)
∗ζ1(η) +
2(3n+ 2)
3(n+ 2)
(ζ1(η)
∗ζ1(η))2.
(34)
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But the difference of the extreme left and right sides of (34) is exactly the minimal
polynomial of (33), applied to ζ1(η)
∗ζ1(η). That is, substitution into our general machinery
checks with the result of naive calculation.
Example 7.6 An interesting and potentially useful example is the bundleW of algebraic
Weyl tensors; i.e. totally trace-free tensors with the symmetries
Yαβλµ = Yλµαβ = −Yαβµλ = −Yαλµβ − Yαµβλ.
If n ≥ 7, these are a realization of V(2, 2, 0, . . . , 0) (see [17]), a bundle with no self-gradient,
and selection rule targets
σ1 = (3, 2, 0, . . . , 0), σ2 = (2, 2, 1, 0, . . . , 0), σ3 = (2, 1, 0, . . . , 0).
Thus
N(λ) = 3, t(λ) = 2, b(λ) = 3.
There is one action of tfs0, and there is t(λ)−1 = 1 action of tfs2. (Recall that in general,
there are t(λ) actions of tfs0 ⊕ tfs2 on any given λ, by (30).) If n is even, the only other
possible action is by tfs4, by parity considerations and Lemma 3.3. The tensorial formula
for this must continue to odd dimensions, so we have
dimHomSO(n)(tfs
p ⊗W,W) =
{
1, p = 0, 2, 4,
0 otherwise.
Formulas for these actions will in fact emerge from the minimal polynomial calculations,
much as in the previous examples.
We choose to compute the minimal polynomial and projections from the viewpoint of
the third selection rule target (2, 1, 0, . . . , 0). Straightforward computation yields
s3 =
n− 1
2
, c˜3 = − 1
(n + 1)(n− 3) ,
hm =
n− 1
2
−m, m = 0, 1, 2.
As a result the minimal polynomial of ζ3(η)
∗ζ3(η) is
Mλ,3(x) =
2∏
m=0
(
x− m(n− 1−m)
(n+ 1)(n− 3)
)
= x
(
x− n− 2
(n+ 1)(n− 3)
)(
x− 2
n+ 1
)
, (35)
Discrete leading symbol 25
and the fundamental projections on A(λ) are
Π0 =
(
ζ3(η)
∗ζ3(η)− n−2(n+1)(n−3)
) (
ζ3(η)
∗ζ3(η)− 2n+1
)
(
− n−2
(n+1)(n−3)
) (− 2
n+1
)
=
(n− 3)(n+ 1)2
2(n− 2) (ζ3(η)
∗ζ3(η))2 − (n+ 1)(3n− 8)
2(n− 2) ζ3(η)
∗ζ3(η) + 1,
Π1 =
ζ3(η)
∗ζ3(η)
(
ζ3(η)
∗ζ3(η)− 2n+1
)
n−2
(n+1)(n−3)
(
n−2
(n+1)(n−3) − 2n+1
)
=
(n + 1)(n− 3)2
(n− 4)(n− 2) {−(n + 1)(ζ3(η)
∗ζ3(η))2 + 2ζ3(η)∗ζ3(η)} ,
Π2 =
ζ3(η)
∗ζ3(η)
(
ζ3(η)
∗ζ3(η)− n−2(n+1)(n−3)
)
2
n+1
(
2
n+1
− n−2
(n+1)(n−3)
)
=
n+ 1
2(n− 4) {(n− 3)(n+ 1)(ζ3(η)
∗ζ3(η))2 − (n− 2)ζ3(η)∗ζ3(η)} .
(Here Πm is the projection on the branch (2, 2−m).)
To see what is going on tensorially, note that the symbol ζ3(η)
∗ζ3(η) is closely related
to the symbol ζ ′1(η) of the top gradient V(2, 1)→ V(2, 2):
ζ3(η)
∗ζ3(η) = C · ζ ′1(η)ζ ′1(η)∗
for some universal constant C. This constant is easily evaluated by the discrete principal
symbol. In fact, more generally, by (16),
cσλk(ζλσ(η)
∗ζλσ(η)) = cλσk(ζσλ(η)ζσλ(η)∗).
In particular, the quotient cλσ/cσλ can be evaluated by computing at any β ∈ χ(n − 1)
having β ↑ λ and β ↑ σ. Note that c cannot be replaced by c˜ in this statement, since
T (λ) and T (σ) need not be the same. In fact, by (16),
c˜λσu
c˜σuλ
=
cλσu
∏
a∈Tσu\Tλ(α˜
2
a − s2u)
cσuλ
∏
a∈Tλ\Tσu (α˜
2
a − s2u)
.
In the present situation, with λ = (2, 2) and σu = (2, 1), we have
c˜λσu
c˜σuλ
=
cλσu
cσuλ
(α˜22 − s2u),
where α˜22 =
(
n+1
2
)2
is the only admissible value of α˜22, so
cλσu
cσuλ
=
4(n− 2)
(n+ 1)(n− 3) ,
k(ζλσu(η)
∗ζλσu(η)) =
4(n− 2)
(n+ 1)(n− 3)k(ζσuλ(η)ζσuλ(η)
∗).
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One realization of V(2, 1) is as the bundle H of 3-tensors that are totally trace free,
antisymmetric in their last 2 indices, and Bianchi-like in all 3 indices. (For a different
realization, replace “antisymmetric” with “symmetric” in the last sentence.) The natural
operator D defined by
(Dψ)ijkl : =
1
4
(∇iψjkl −∇jψikl +∇kψlij −∇lψkij)
− 1
4(n− 2)∇
m {gik(ψjml + ψlmj)− gjk(ψiml + ψlmi)
−gil(ψjmk + ψkmj) + gjl(ψimk + ψkmi)} .
carries H to W; thus it is a constant multiple of the corresponding realization of Gσ3λ.
Writing Dψ = Q∇ψ, where Q is a bundle map on T ∗M ⊗ H, one finds Q2 = Q, so we
have the correct normalization, and D is exactly the realization of Gσ3λ. Since
(D∗Ψ)ijk = −∇lΨlijk,
we have (in these realizations)
(G∗3G3Ψ)ijkl =
4(n− 2)
(n+ 1)(n− 3)(DD
∗Ψ)ijkl
= − n− 2
(n + 1)(n− 3)(∇i∇
pΨpjkl −∇j∇pΨpikl +∇k∇pΨplij −∇l∇pΨpkij)
+
1
(n+ 1)(n− 3)∇
m∇p {gik(Ψpjml +Ψplmj)− gjk(Ψpiml +Ψplmi)
−gil(Ψpjmk +Ψpkmj) + gjl(Ψpimk +Ψpkmi)} .
(36)
ζ3(η)
∗ζ3(η) is obtained, of course, by replacing each∇i∇j with−ηiηj in the last expression:
(ζ3(η)
∗ζ3(η)Ψ)ijkl =
n− 2
(n+ 1)(n− 3)(ηiη
pΨpjkl − ηjηpΨpikl + ηkηpΨplij − ηlηpΨpkij)
− 2
(n+ 1)(n− 3)η
mηp {gikΨpjml − gjkΨpiml − gilΨpjmk + gjlΨpimk} .
To get an independent calculation of the minimal polynomial of ζ3(η)
∗ζ3(η) and of the
fundamental projections, we just need to use (36) to compute the powers of ζ3(η)
∗ζ3(η).
The results are
((ζ3(η)
∗ζ3(η))2Ψ)ijkl =
(n− 2)2
(n− 3)2(n+ 1)2 {ηiη
pΨpjkl − ηjηpΨpikl + ηkηpΨplij − ηlηpΨpkij}
− 4
(n− 3)(n+ 1)2η
mηp {gikΨpjml − gjkΨpiml − gilΨpjmk + gjlΨpimk}
+
2(n− 4)(n− 2)
(n− 3)2(n+ 1)2η
mηp {ηjηlΨimkp − ηjηkΨimlp − ηiηlΨjmkp + ηiηkΨjmlp} ,
and
((ζ3(η)
∗ζ3(η))3Ψ)ijkl =
(n− 2)3
(n− 3)3(n+ 1)3 {ηiη
pΨpjkl − ηjηpΨpikl + ηkηpΨplij − ηlηpΨpkij}
− 8
(n− 3)(n+ 1)3η
mηp {gikΨpjml − gjkΨpiml − gilΨpjmk + gjlΨpimk}
+
2(n− 4)(n− 2)(3n− 8)
(n− 3)3(n + 1)3 η
mηp {ηjηlΨimkp − ηjηkΨimlp − ηiηlΨjmkp + ηiηkΨjmlp} .
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From this, one finds that for A = ζ3(η)
∗ζ3(η), the only linear relation among A3, A2, A,
and 1 is, up to a constant multiple,
A3 − 3n− 8
(n+ 1)(n− 3)A
2 +
2(n− 2)
(n + 1)2(n− 3)A = 0. (37)
But the left side of (37) factors to
A
(
A− n− 2
(n+ 1)(n− 3)
)(
A− 2
n+ 1
)
,
exactly the minimal polynomialMλ,3(A) determined in (35) from abstract considerations.
Example 7.7 A good example of a bundle with a self-gradient is the twistor bundle V(λ)
for λ := (3
2
, 1
2
, . . . , 1
2
) in odd dimensions. This bundle is realized in spinor-one-forms ϕ
with γiϕi = 0. Suppose n ≥ 5; then the selection rule targets are
σ1 = λ+ e1, σ2 = λ+ e2, σ3 = λ, σ4 = λ− e1,
Thus
N(λ) = 4, t(λ) = 2, b(λ) = 4, b0(λ) = 2. (38)
The self-gradient is sometimes called the Rarita-Schwinger operator; normalized to have
square G∗3G3, it is
(Sϕ)i =
(
n
(n+ 2)(n− 2)
)1/2{
γj∇jϕi − 2
n
γi∇jϕj
}
. (39)
in the twistor realization. We denote the leading symbol of S by Υ. Υ(η)2 will have a
minimal polynomialMλ,3(x) of degree 2 by (21), and Υ(η) will have a minimal polynomial
mλ(x) of degree 4 by (26). Counting degrees, we conclude that
mλ(x) =Mλ,3(x
2).
In particular, mλ is an even polynomial. It is clear that there is one tfs
0 action and one
tfs1 action on λ. As a result, by (38), there is also one tfs2 action and one tfs3 action, and
these exhaust the possible tfsp actions. That is,
dimHomSpin(n)(tfs
p ⊗ λ, λ) =
{
1, p = 0, 1, 2, 3,
0, p > 3.
Since
c˜3 =
4
n(n+ 2)(n− 2) ,
hm =
n
2
−m, m = 0, 1,
(40)
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our minimal polynomials and fundamental projections on A0(λ) are
Mλ,3(x) =
(
x− n
(n+ 2)(n− 2)
)(
x− n− 2
n(n+ 2)
)
,
Π0 =
Υ(η)2 − n−2
n(n+2)
n
(n+2)(n−2) − n−2n(n+2)
=
(n− 2){n(n+ 2)Υ(η)2 − (n− 2)}
4(n− 1) ,
Π1 =
Υ(η)2 − n
(n+2)(n−2)
n−2
n(n+2)
− n
(n+2)(n−2)
= −n{(n + 2)(n− 2)Υ(η)
2 − n}
4(n− 1) .
(41)
Πm is the projection onto the (
3
2
−m, 1
2
, . . . , 1
2
,±1
2
) branches; Π0(η) and Π1(η) are repre-
sented by the second-order operators
(n− 2){n(n+ 2)S2 − (n− 2)∇∗∇}
4(n− 1) , −
n{(n + 2)(n− 2)S2 − n∇∗∇}
4(n− 1) .
To see what is going on tensorially, consider the (unnormalized) leading symbol of the
Rarita-Schwinger operator,
(ρ(
√−1η)ϕ)i =
√−1
(
γjηjϕi − 2
n
γiη
jϕj
)
.
We have
(ρ(
√−1η)2ϕ)i = ϕi + 4(n− 1)
n2
ηiη
jϕj +
4
n2
αikη
jηkϕj,
(ρ(
√−1η)3ϕ)i =
√−1
(
γjηjϕi +
4(n− 2)
n2
γkηiη
jηkϕj − 2(n
2 − 2n+ 4)
n3
γiη
jϕj
)
,
(ρ(
√−1η)4ϕ)i = ϕi + 8(n− 1)(n
2 − 2n+ 2)
n4
ηiη
jϕj +
8(n2 − 2n+ 2)
n4
αikη
jηkϕj ,
where α is the antisymmetric Clifford symbol,
αij =
1
2
(γiγj − γjγi).
It is clear that these expressions exhaust the combinatorial possibilities (subject to the
Clifford relations, the twistor condition, and |η|2 = 1), that the ρ(√−1η)pϕ for p =
0, 1, 2, 3 are linearly independent, and that
ρ(
√−1η)4 = 2(n
2 − 2n+ 2)
n2
ρ(
√−1η)2 − (n− 2)
2
n2
.
That is, ρ(
√−1η)2 satisfies the polynomial
x2 − 2(n
2 − 2n+ 2)
n2
x+
(n− 2)2
n2
.
The normalized symbol (from (39)) thus satisfies
(n+ 2)2(n− 2)2
n2
x2 − 2(n+ 2)(n− 2)(n
2 − 2n+ 2)
n3
x+
(n− 2)2
n2
.
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But this is exactly (
(n + 2)(n− 2)
n
)2
Mλ,3(x),
for the Mλ,3(x) predicted by (41).
8 Applications
8.1 Computation of Green’s functions
The discrete leading symbol allows us to compute Green’s functions, or fundamental
solutions, of natural elliptic differential operators D with nonscalar leading symbol, as
follows. Suppose D acts on sections of V(λ). By ellipticity and Corollary 5.2(b), K is
a nonzero function on B(λ). Let Πi be the fundamental projection corresponding to the
branch βi , and let Pi be a natural differential operator with leading symbol Πi . Then
E :=
b(λ)∑
i=1
1
K(βi)
Pi
is a natural differential operator for which the function K(DE) is identically 1; that is,
DE = ∆k + (lower order)
for some k. The computation of a fundamental solution for D, that is, a distribution
G(x, y) for which DxG(x, y) = δy(x)IdV(λ), is now reduced to a similar computation for
the operator DE, whose leading symbol is less exotic. For if H is a fundamental solution
for DE, then
Dx(ExH(x, y)) = (DE)xH(x, y) = δy(x)IdV(λ) .
That is, ExH(x, y) is a fundamental solution for D.
The problem of computating asymptotic expansions and parametrices for operators
with principal part ∆k is considerably more straightforward than the same problem for
operators with arbitrary natural principal part. With the fundamental projections in
hand, we have an effective procedure for getting quasi-inverses E for natural elliptic D,
and thus for effecting this reduction to the case of scalar leading symbol.
The corresponding problem for the heat operator exp(−tD) is not so greatly simplified
by the computation of a quasi-inverse. However, as shown in [1], it may also be attacked
using the Πi .
8.2 Conformally covariant operators
The discrete spectral calculus allows a computation of the principal part of any confor-
mally covariant operator on sections of V(λ). As a result, it also gives a complete formula
for any such operator in the conformally flat case.
To describe this, we need a short summary of the state of knowledge about conformally
covariant operators. All conformally covariant differential operators in the conformally
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flat case appear in Bernstein-Gelfand-Gelfand (BGG) resolutions; see [11] and references
therein. Operators D that exist in the conformally flat case and are not longest arrows
in even-dimensional BGG resolutions have conformally curved generalizations; that is,
operators D˜ that exist and are covariant generally (without the assumption of conformal
flatness), and which generalize the conformally flat operator D. The exceptional case,
longest arrows in even dimensions, consists exactly of operators
V
r−n/2(λ)→ V−r−n/2(λ) (42)
for which (r, λ˜) is a strictly dominant integral or half-integral so(n + 2) weight, and n is
even. It is known [13] that the operator
V
1(0)→ V−5(0),
which exists in the conformally flat case, has no conformally curved generalization. Since
BGG resolutions are completely understood in the conformally flat case, we know exactly
when conformal covariants exist in the conformally flat case.
A conformal covariant is a natural differential operator D carrying sections of some
Vs(λ) to sections of some Vt(µ) with
g¯ = Ω2g, 0 < Ω ∈ C∞ ⇒ D¯ = ΩtDΩ−s.
(The power of Ω on the far right is to be understood as a multiplication operator.) If
the volume form E and/or fundamental tensor-spinor γ are involved, they are assumed
to scale compatibly:
E¯ = ΩnE, γ¯ = Ω−1γ.
(The latter scaling is enforced by the Clifford relations.)
The discrete leading symbol may be viewed as a tool for converting spectral informa-
tion on differential operators into tensorial formulas. In [8], Sec. 3.a, a formula is given for
the spectrum, on Sn, of intertwining operators for the conformal group Spin(n+ 1, 1). A
conformal covariant automatically gives rise to an intertwinor, and the intertwinor with
given weight parameters, if it exists, is unique ([6], Sec. 6). Thus we have a formula for
the spectrum of each conformal covariant on each V(λ). The problem, a priori, is that
we have a formula for much more – “most” of the operators are only pseudo-differential,
not differential, operators. The spectral formula, from [8], (3.3), is
Z(r, λ) =
[(n+1)/2]∏
a=1
Γ(α˜a +
1
2
+ r)
Γ(α˜a +
1
2
− r) ,
as long as
n is odd or λℓ 6= 0.
The spectral function is to be viewed as a meromorphic function of r. If a formula of this
type, as it stands, is identically zero or undefined, we renormalize by an α-independent
Discrete leading symbol 31
meromorphic function of r to bring out the information. With this in mind, we could also
consider
Z˜(r, λ) =
∏
a∈T (λ)
Γ(α˜a +
1
2
+ r)
Γ(α˜a +
1
2
− r) , (43)
to be the spectral function, since the factors contributed by F(λ) just provide a meromor-
phic renormalization. The order of the resulting operator as a pseudo-differential operator
is 2r, and the operator is intertwining between the spaces of (42).
In particular, to get a differential operator, it is necessary (but not sufficient) that 2r
be a nonnegative integer. Given that 2r ∈ N, one way to test whether our operator D is
differential is to try to write its spectrum on Sn as a polynomial in the spectra of G∗G
(for gradients G), and, if applicable, the self-gradient. If we happen to know (by BGG
methods, say) that there is a differential operator with these weight parameters, we can
do something easier than realizing the spectrum as a polynomial in spectra of low-order
operators – we can simply realize the discrete leading symbol as a polynomial in discrete
leading spectra of low-order operators. If one of these processes succeeds, we have, in
particular, a formula for the principal part of D, and thus for D on standard Rn. We
can then use the formula for the conformal change of the Ricci tensor to write D for any
conformally flat metric. In doing this, we can either (1) check BGG resolutions to see
whether there should be a covariant differential operator with the given parameters, or
(2) simply go ahead with the procedure and see whether a covariant operator results.
More precisely, suppose we find that on Sn,
D = P (Du),
where Du is Dself when Gu is a self-gradient, and is G∗uGu otherwise. Now consider the
conformal covariance relations for Gu, G
∗
u, and Dself : if g¯ = e
2ωg, then
D¯self = exp
(−n+1
2
ω
)
Dself exp
(
n−1
2
ω
)
,
G¯u = exp
(− (n+1
2
+ su
)
ω
)
Gu exp
((
n−1
2
+ su
)
ω
)
,
G∗u = exp
(− (n+1
2
− su
)
ω
)
G∗u exp
((
n−1
2
− su
)
ω
)
.
Since
D¯ = P (D¯u),
this gives us a formula, involving ω, for D at any conformally flat metric in terms of the
formula for D at the standard flat metric.
On the other hand, D¯ is natural, so there should be a formula for it, in terms of
covariant derivatives in the metric g¯, which does not explicitly mention ω. An efficient
way to arrive at this formula is as follows. Suppose g0 is a flat metric, let gω = e
2ωg0, and
affix the subscript ω to all quantities computed in the metric gω. Then
Dω = exp
((−r − n
2
)
ω
)
D0 exp
((−r + n
2
)
ω
)
= exp
((−r − n
2
)
ω
)
P ((G∗u)0(Gu)0, (Dself)0) exp
((−r + n
2
)
ω
)
= exp
((−r − n
2
)
ω
)
P
(
exp
((
n+1
2
− su
)
ω
)
(G∗u)ω exp ((2su + 1)ω) (Gu)ω exp
(− (n−1
2
+ su
)
ω
)
,
exp
(
n+1
2
ω
)
(Dself)ω exp
(−n−1
2
ω
))
exp
((−r + n
2
)
ω
)
.
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Now all covariant derivatives and curvatures involved in the expression on the far right
are those of gω. Applying the Leibniz rule to move ω to the left, we obtain a natural
differential operator with coefficients that are polynomial in (in addition to the usual
ingredients) interated covariant derivatives of ω, of order at least 1. (The overall power
of eω in front is 0, since each G∗G contributes −2, each Dself contributes −1, and the
homogeneity degree of P is 2r.)
Now consider the formula for the conformal change of the Ricci tensor, as applied to
g0 and gω.
ωij = −Vij − ωiωj + 1
2
ωkω
k(gω)ij . (44)
Here all covariant derivatives and curvatures are in the metric gω, and J and V are the
normalizations of the scalar curvature K and Ricci tensor r that are best adapted to
conformal geometry:
J =
K
2(n− 1) , Vij =
rij − Jgij
n− 2 .
In (44), we have also employed the usual notational abuse: for a scalar function, ωj...i :=
∇i · · ·∇jη. Using (44) and its iterated covariant derivatives, we may reduce the depen-
dence of the coefficients to just ∇ω. The condition that this dependence also disappears
is equivalent to the conformal covariance of D.
For example, consider the problem of finding a fourth-order conformal covariant on
trace-free symmetric 2-tensors. We are assured of the existence of such an operator S, in
the conformally flat case, by BGG considerations. Substituting into the spectral function,
the discrete leading symbol of S is
K(S)(q) =
(
q +
n
2
)(
q +
n
2
− 1
)(
q +
n
2
− 2
)(
q +
n
2
− 3
)
, q ∈ {0, 1, 2}. (45)
In this case, the parameter
◦
α has just one variable entry, namely α2, which we have
renamed q for simplicity.
Note that by Corollary 5.2, (45) shows that S is elliptic whenever the dimension is
not 2, 4, or 6. It has positive definite leading symbol when n > 6, positive semidefinite
leading symbol when n is 2, 4, or 6, and indefinite leading symbol when n is 3 or 5.
By Sec. 6, we know that the discrete leading symbol of any natural differential operator
on TFS2 may be written as a polynomial in the discrete leading symbols of G∗1G1 and
∇∗∇, which are the functions
x(q) :=
(3− q)(q + n)
3(n+ 2)
and 1 respectively.
We thus obtain a formula for the principal part of S as a polynomial in G∗1G1 and ∇∗∇,
that is,
S = a(G∗1G1)
2 + bG∗1G1∇∗∇+ c(∇∗∇) + (lower order),
by simultaneously solving
ax(q)2 + bx(q) + c =
(
q +
n
2
)(
q +
n
2
− 1
)(
q +
n
2
− 2
)(
q +
n
2
− 3
)
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for q = 0, 1, 2. The result is
a = 9(n+ 2)2,
b = −3
2
(n+ 2)(n2 + 6n+ 4),
c = 1
16
n(n+ 2)(n+ 4)(n+ 6).
In view of (32), we have an operator with principal part
Bij 7→ 116(n− 2)n(n+ 2)(n+ 4)Bij|kkll − 12(n− 2)n(n+ 2)Bik|jkll
−1
2
(n− 2)n(n+ 2)Bjk|ikll + 2(n− 2)nBkl|ijkl
+(n− 2)nBkl|klmmgij.
(46)
Applying the procedure described above to parlay the principal symbol into a precise
formula in the conformally flat case, we have:
(SB)ij = 116(n− 2)n(n+ 2)(n+ 4)Bij|kkll − 12(n− 2)n(n+ 2)Bik|jkll
−1
2
(n− 2)n(n + 2)Bjk|ikll + 2(n− 2)nBkl|ijkl
+(n− 2)nBkl|klmmgij − 116(n− 4)(n− 2)n(n+ 2)(n+ 6)Bij|kkJ
+1
4
(n− 2)n(n2 + 2n− 16)Bik|jkJ + 14(n− 2)n(n2 + 2n− 16)Bjk|ikJ
−1
2
(n− 2)n2Bkl|klgijJ + 164(n− 2)n(n+ 4)(n3 − 2n2 − 40n+ 64)BijJ2
+1
8
(n− 4)(n− 2)n(n + 2)Bjk|kJ|i + 18(n− 2)n(n2 − 2n− 40)Bik|kJ|j
− 1
16
(n− 2)n(n+ 2)(n2 − 2n− 56)Bij|kJ|k − 18(n− 2)n(n2 + 6n+ 40)Bik|jJ|k
−1
8
(n− 2)n(n2 + 6n+ 40)Bjk|iJ|k + 14(n− 4)(n− 2)n(n+ 2)BjkJ|ik
+1
4
(n− 6)(n− 2)n(n + 4)BikJ|jk − 132(n− 2)n(n+ 2)(n2 − 48)BijJ|kk
−1
2
(n− 2)n2BklgijJ|kl − (n− 4)(n− 2)nBkl|klVij
−2(n− 6)(n− 2)nBkl|kVij|l − n(n2 − 10n+ 4)BklVij|kl
+1
4
(n− 4)(n− 2)n(n + 2)Bjk|llVik − 18(n− 2)2n(n2 − 24)BjkJVik
+1
2
(n− 4)(n− 2)n(n + 2)Bjk|lVik |l − (n− 6)(n− 2)nBkl|jVik |l
−2n(n + 4)BklVik |j l + 14(n− 4)(n− 2)n(n+ 2)Bjk|klVil
−2(n− 3)(n− 2)nBkl|jkVil + 14(n− 4)(n− 2)n(n+ 2)Bik|llVjk
−1
8
(n− 2)n(n3 − 2n2 − 24n+ 80)BikJVjk + 12(n− 2)n(n2 − 2n− 16)Bik|lVjk |l
−(n− 10)(n− 2)nBkl|iVjk |l + 2(n− 2)nBklVjk |il
+1
4
(n− 6)(n− 2)n(n + 4)Bik|klVj l − 2(n− 5)(n− 2)nBkl|ikVj l
+(n− 2)n(n2 − 8n+ 20)BklVikVj l + 14(n− 2)n(n+ 2)(n+ 4)Bij|klV kl
−1
4
(n− 2)n(n2 + 6n+ 16)Bik|jlV kl − 14(n− 2)n(n2 + 6n+ 16)Bjk|ilV kl
+(n− 2)n(n+ 8)Bkl|ijV kl − 12(n− 2)n2Bkl|mmgijV kl
+1
4
(n− 4)(n− 2)n(n + 4)BklgijJV kl − 12(n− 4)(n− 2)n(n+ 8)BklVijV kl
+1
8
(n− 2)n(3n3 − 2n2 − 24n− 32)BjkVilV kl
+1
8
(n− 2)n(3n3 − 2n2 − 72n− 128)BikVjlV kl
− 1
16
(n− 2)n(n+ 10)(n2 − 4n− 16)BijVklV kl − (n− 2)2nBkl|mgijV kl|m
+4(n− 2)nBkl|kmgijV lm − 14(n− 2)n(3n2 − 6n− 16)BklgijV kmV lm.
(47)
(The transition from (46) to (47) was accomplished via an automated computation using
Jack Lee’s Ricci package [15].)
Computing in the not necessarily conformally flat case (again using Ricci), one finds
that the formula (47) is not conformally covariant in general. More precisely, the confor-
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mal variation
d
dε
∣∣∣∣
ε=0
[
exp
((n
2
+ 2
)
εη
)
Sexp(2εη)g exp
(
−
(n
2
− 2
)
εη
)]
(where η is an arbitrary smooth function) does not vanish identically. Schematically,
this variation has three types of terms: (∇C)(∇η)B, C(∇η)∇B, and C(∇∇η)B, where
C is the Weyl conformal curvature tensor. Using the conformally invariant calculus of
tractors [3], however, Branson and Gover [7] have been able to get a formula for S which
is conformally covariant in the general conformally curved case, and which reduces to (47)
for conformally flat metrics.
As another example, consider the bundle T of twistors, the subbundle of the spinor-
one-forms ϕa with γ
aϕa = 0. If n is odd, this is (isomorphic to) the irreducible bundle
V(3
2
, 1
2
, . . . , 1
2
); if n is even, T is isomorphic to
V
(
3
2
,
1
2
, . . . ,
1
2
)
⊕ V
(
3
2
,
1
2
, . . . ,
1
2
,−1
2
)
. (48)
Recall that the odd-dimensional case is worked out in detail above (Example 7.7): the
self-gradient R is the Rarita-Schwinger operator (39). By BGG considerations, we are led
to expect differential intertwinors R2r carrying
T
r−n/2 → T−r−n/2
for each positive, properly half-integral r. That is, there is an operator of each positive
odd order. By the spectral formula (43), the spectrum of R2r on Sn is (up to constant
multiples) {
(α˜1 − 12 + r)(α˜1 − 32 + r) · · · (α˜1 + 12 − r)
} ·{
(α˜2 − 12 + r)(α˜2 − 32 + r) · · · (α˜2 + 12 − r)
} ·{
(α˜L − 12 + r)(α˜L − 32 + r) · · · (α˜L + 12 − r)
}
,
where L = (n + 1)/2. In particular, the discrete leading symbol is{
(α˜2 − 12 + r)(α˜2 − 32 + r) · · · (α˜2 + 12 − r)
} ·{
(α˜L − 12 + r)(α˜L − 32 + r) · · · (α˜L + 12 − r)
}
,
(In each · · ·, the factors decrease by 1 each time.) The possible values for α˜2 are n2 −1+q,
where q ∈ {0, 1}, and the possible values for α˜L are 12ε, where ε = ±1. Thus the discrete
leading symbol is
x(q, ε) :=
{(
n
2
− 3
2
+ q + r
) · · · (n
2
− 1
2
+ q − r)} ·{(
1
2
ε− 1
2
+ r
) · · · (1
2
ε+ 1
2
− r)} (49)
If we match ε-dependent factors symmetric about the middle one to form differences of
squares,(
1
2
ε− 1
2
+ r − p
)(
1
2
ε+
1
2
− r + p
)
=
1
4
ε2 −
(
1
2
− r + p
)2
=
1
4
−
(
1
2
− r + p
)2
,
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for p running from 0 to (2r − 3)/2, we get a polynomial in r which does not depend on
α; thus, a renormalization in the sense described above. The discrete leading symbol of
the renormalized operator is
x(q, ε) = 1
2
ε
(
n
2
− 3
2
+ q + r
) · · · (n
2
− 1
2
+ q − r)
= 1
2
ε(n
2
− 1 + q)∏(2r−1)/2p=1 {(n2 − 1 + q + p)(n2 − 1 + q − p)}
= 1
2
ε(n
2
− 1 + q)∏(2r−1)/2p=1 ((n2 − 1 + q)2 − p2) .
The self-gradient, being a conformal covariant, should be R1, up to a constant factor,
and thus, by (49), should have discrete leading symbol 1
2
ε(n
2
− 1 + q). This agrees with
(18). If σ is the discrete leading symbol of R1, then (49) shows that the discrete leading
symbol of R2r is
σ
(2r−1)/2∏
p=1
(4σ2 − p2),
indicating that R2r has principal part
R1
(2r−1)/2∏
p=1
(4R21 − p2∇∗∇).
To see the precise normalization of R1 in tensorial terms, note that by (18), (39), and
(40),
2√
n(n+ 2)(n− 2)(R1ϕ)i =
(
n
(n+ 2)(n− 2)
)1/2{
γj∇jϕi − 2
n
γi∇jϕj
}
,
so
(R1ϕ)i = n
2
{
γj∇jϕi − 2
n
γi∇jϕj
}
.
Let us apply the procedure described above to get a formula for R3 in the general
conformally flat case. We may re-express the principal part as a homogeneous polynomial
in
(Rϕ)i = γj∇jϕi − (2/n)γi∇jϕj.
and TT∗, where T is the twistor operator carrying spinors to twistors:
(Tψ)i = ∇iψ + (1/n)γiγj∇jψ,
since there is one linear relation among ∇∗∇, R2, and TT∗. (The formal adjoint of T is
T∗A = −∇jAj .) The result is:
(R3ϕ)i = n(n+ 2)
4
(R3ϕ)i − 4
n− 2(TT
∗Rϕ)i
−n + 2
n
Jγi∇jϕj + Vijγk∇kϕj + (n+ 2)Vikγk∇jϕj + (n+ 1)V jkγi∇kϕj
−n(n + 2)
2
V jkγk∇jϕi + (n− 1)V jkγk∇iϕj + V jlαikl∇kϕj + n
2
(∇jJ)γiϕj
−n(n + 2)
4
(∇jJ)γjϕi + n(∇kVij)γkϕj,
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where
αijk := γ[iγjγk]
is the antisymmetrized iterated Clifford symbol. Again, the calculations were automated
using Ricci.
The operator and its conformal covariance relation may be considered as polynomial
identities in the dimension n. Since the covariance relation holds for an infinite number
of n (all odd n), it may be continued to even dimensions. In the even dimensional case,
each R2r interchanges the summands in (48), because R1 does.
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