Limit theorems for monotonic particle systems and sequential deposition  by Penrose, Mathew D.
Stochastic Processes and their Applications 98 (2002) 175–197
www.elsevier.com/locate/spa
Limit theorems for monotonic particle systems
and sequential deposition
Mathew D. Penrose ∗
Department of Mathematical Sciences, University of Durham, South Road, Durham DH1 3LE,
England, UK
Received 26 March 2001; received in revised form 7 September 2001; accepted 1 November 2001
Abstract
We prove spatial laws of large numbers and central limit theorems for the ultimate number
of adsorbed particles in a large class of multidimensional random and cooperative sequential
adsorption schemes on the lattice, and also for the Johnson–Mehl model of birth, linear growth
and spatial exclusion in the continuum. The lattice result is also applicable to certain telecom-
munications networks. The proofs are based on a general law of large numbers and central limit
theorem for sums of random variables determined by the restriction of a white noise process to
large spatial regions. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Recent scienti7c interest in mathematical models for sequential deposition of proteins
or colloidal particles onto a surface (or substrate) has been considerable. The standard
models incorporating stochastic and geometric elements are known as random sequen-
tial adsorption (RSA); particles arrive at random locations, and each adsorbed particle
occupies a region of the substrate which prevents the adsorption of any subsequently
arriving particle in an overlapping surface region. The ultimate density of particles is
determined by the e8ciency with which this random mechanism packs them onto the
surface. The irreversibility of the deposition of items distinguishes RSA from equilib-
rium models such as Gibbs distributions. See Evans (1993) for a comprehensive survey.
More recently, a series of surveys appeared in Colloids and Surfaces A, volume 165,
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for example Privman (2000), Senger et al. (2000), Talbot et al. (2000) and Wang
(2000). In the study of scheduling problems in operations research, RSA is known as
on-line packing; see CoBman et al. (1998). Other processes for which packing-type
models have been used include car parking, rock fragmentation and election results;
see Evans (1993, p. 1312).
Much of the available mathematical theory for such models is restricted to one-
dimensional substrates, and in higher dimensions, there have been numerous simulation
studies, but rather a limited amount of rigorous theory, although general results in
Liggett (1985) have some relevance. The present paper is a continuation of eBorts by
Penrose (2001a), Penrose and Yukich (2002) to redress this imbalance. Consider the
number of particles ultimately adsorbed onto a region of substrate (a target region); it
is of interest to know whether this satis7es a law of large numbers (LLN) and a central
limit theorem (CLT) as the target region becomes large. The LLN implies existence
of a jamming limit for the number of adsorbed particles per unit area as the target
region becomes large; the CLT aids the statistical assessment of simulation studies of
the jamming limit. In Penrose (2001a), only LLNs are considered, while Penrose and
Yukich (2002) gives both LLNs and CLTs for certain 5nite input models where the
addition of incoming particles is terminated before saturation occurs. We shall consider
here both LLNs and CLTs for models with in5nite input.
The main results of this paper are concerned with a class of lattice models of RSA.
These have been much studied in the physical sciences; see Evans (1993). For example,
in monomer packing with nearest-neighbour exclusion, particles arrive sequentially at
random sites in a m × m 2-dimensional lattice. Each adsorbed particle occupies a
single lattice site but also excludes all adjacent lattice sites from being subsequently
occupied. Each particle in turn is placed in a location chosen uniformly at random
from the available sites; once adsorbed, a particle remains permanently in place. This
continues until there are no available lattice sites left (‘jamming’ of the lattice). With
the resulting (random) number of occupied positions at jamming denoted N (m2), we
show that N (m2) satis7es a LLN and CLT as m→∞. This extends classical results on
one-dimensional models of this type by Flory (1939), Page (1959), Mackenzie (1962).
The LLN adds to a family of LLNs for continuum models in Penrose (2001a). The
model is also related to certain models arising in the literature on telecommunications
networks (see Kelly (1991) for a survey), as we shall describe in Section 2.
The RSA literature contains many variants of the above model, e.g. with more than
one type of particle, with longer-range interactions besides hard-core repulsion (known
as cooperative sequential adsorption or CSA), and so forth. We frame our LLN and
CLT for a very general class of lattice models of interacting particle systems, requiring
only that interactions be 7nite range and translation invariant, a 7nite state space, and
the key feature of irreversibility, which we shall formulate mathematically by requiring
our particle systems to be monotonic. The proofs can also be extended to certain cases
of deposition in a random environment, as we shall brieKy describe later on.
Proving a CLT for the ultimate number of particles in continuum packing with in7-
nite input remains an open problem, except in one dimension for which it was solved
by Dvoretzky and Robbins (1964). It is possible to adapt our methods to some con-
tinuum settings as well. To illustrate this in one simple case, in Section 4 we consider
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the Johnson–Mehl birth-growth model with a bounded target region R ⊂ Rd; d¿ 1.
For background information on this model, see Stoyan et al. (1995). It is de7ned as
follows. Let {(Xi; Ti); i¿ 1} be an enumeration of the points of a homogeneous Pois-
son process on R× [0;∞) with unit intensity. Each pair (Xi; Ti) represents the position
and arrival time of a ‘germ’. If a germ arrives at a previously unoccupied location in
R, it is accepted, and immediately starts growing to form a cell. It grows linearly at
rate v in all directions. Whenever its growth in a particular direction is obstructed by
another cell, it stops growing in that direction. If a germ arrives at an already occupied
position, it is rejected. Ultimately, the cells cover R, and the ultimate number of cells
is equal to the total number of accepted germs. We obtain a LLN and CLT for this
number, as the target region R becomes large. The CLT is related to a result of Chiu
and Quine (1997), but not quite the same, as we shall see.
We prove our LLNs and CLTs for speci7c models via a general LLN and CLT for
random 7elds which is given in Section 3 and is of independent interest. The CLT
is based on a result in Penrose (2001b), which in turn is derived using a martingale
method which has recently proved useful for various hard problems in stochastic geom-
etry (Kesten and Lee, 1996, Zhang, 2001, Penrose, 2001b). In the present case, related
CLTs can perhaps be obtained by other means; see Liggett (1985), Chapter 1, Theorem
4.20, as well as Chiu and Quine (1997). However, since we always obtain our systems
by taking the random input to come only from inside the target region, rather than
restricting a stationary random 7eld to the target region, general CLTs such as that of
Bolthausen (1982) are not directly applicable; the method of Penrose (2001b) seems
well suited to this situation. Our results for particle systems are stated in Section 2
and proved in Sections 5 and 6.
2. Results for particle systems
The following notation is used throughout this paper. Let 0 denote the origin (0; : : : ; 0)
of Rd. For x∈Rd, let ‖x‖ denote the Euclidean (l2) norm of x. For x∈Rd and R ⊂ Rd,
let x + R denote the translated set {x + y : y∈R}. For z ∈Zd and r ¿ 0, de7ne the
lattice ball B(z; r) ⊂ Zd by
B(z; r)= {y∈Zd : ‖y − z‖6 r}:
Given A ⊂ Zd, let |A| denote the number of elements of A. Let @A be the internal
boundary of A, i.e. the set of x∈A such that there exists y∈Zd \ A with ‖x− y‖=1.
For any sequence of sets (An)n¿1, set
lim inf (An) :=
⋃
n¿1
⋂
m¿n
Am:
Let P[ · ] and E[ · ] denote probability and expectation, respectively. If E is an event
in a given probability space let 1E be the indicator random variable taking the value 1
if E occurs and 0 if not. Let N(0; 2) denote a normally distributed random variable
with mean zero and variance 2, if ¿ 0, or a degenerate random variable taking
the value 0 with probability 1, if =0. If  is a positive semi-de7nite symmetric
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matrix, let N(0; ) denote a random vector having a multivariate normal distribution
with mean 0 and covariance matrix . Let D→ denote convergence in distribution. For
any sequence of random variables (Xn; n¿ 1) with Xn having distribution Fn, for any
constant x and any p¿ 1, we say Xn
Lp→x as n → ∞ if ∫∞−∞ |y − x|p dFn(y) tends to
0 as n→∞, i.e. convergence in pth moment.
We now state our results for lattice models of RSA. We consider a general class
of monotonic particle systems with 7nite range translation-invariant interactions. In
the RSA context, monotonicity reKects the assumption that once a particle is accepted
at a given site, it will not under any circumstances go away again. By monotonicity,
each site must have an ultimate state and it makes sense to look for limit theorems
for spatial aggregations of these ultimate states. The general setup incorporates a wide
variety of lattice adsorption schemes besides the monomer packing model described in
the introduction, and can also have other interpretations besides sequential adsorption,
as we describe at the end of this section.
Let M be a positive integer. Assume the state of the system at each lattice site takes
values in the 7nite set {0; 1; 2; : : : ; M}. Let ∈ (0;∞), the range of the interactions.
De7ne the ‘global state space’ S and the ‘local state space near the origin’ S by
S := {0; 1; : : : ; M}Zd ; S := {0; 1; : : : ; M}B(0;):
For z ∈Zd, de7ne the translation operator z :S→S by
z()(y)= (y − z); y∈Zd; ∈S:
For =((z); z ∈Zd)∈S and z ∈Zd, de7ne (z; )∈S, the ‘local state of  near z’,
by
(z; )= z()|B(0;); (2.1)
i.e. the restriction of z() to the -neighbourhood of the origin.
Let the matrix  =( (!; "): !; "∈S) be the generator of a continuous-time Markov
chain on the 7nite state-space S (so  (!; ") is the rate of transitions from state ! to
state ", and − (!; !) is the total rate of transitions out of state !). We shall say that
 is monotonic if for all !; "∈S,
if  (!; ") =0 then !6 "; (2.2)
where !6 " means !(z)6 "(z) for all z ∈B(0; ), i.e. pointwise domination of ! by
". If  is monotonic, then for the Markov chain on S with generator  , the states at
each site are non-decreasing as a function of time.
Let us say that  satis7es the once blocked, always blocked condition if for all
!∈S with  (!; !)= 0 we have  ("; ")= 0 for all "∈S with !6 ". In other words,
the once blocked, always blocked condition says that the set of !∈S which are
absorbing for  is an up-set. See below for the interpretation of this condition. We
shall assume both that  is monotonic, and that it satis7es the once blocked, always
blocked condition.
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For each 7nite set A ⊂ Zd, our monotonic particle system with target region A is a
continuous-time Markov chain (At ; t¿ 0) with state-space S. The system is speci7ed
by the transition rates (i.e. entries of the generator) cA(; "), de7ned for each ; "∈S,
 = ". These are determined by  as follows:
cA(; ") :=
∑
z∈A
 ((z; ); "(z; ))1{(y) = "(y) ∀y ∈B(z;)}; (2.3)
with (z; ) and "(z; ) de7ned at (2.1).
It follows from (2.3) that cA(; ") is zero unless there exists z ∈Zd such that
(y)= "(y) for all y∈Zd \ B(z; ). Also, since the sum in (2.3) is over the 7nite
set A, there is never any change in the value of At outside the -neighbourhood of A,
so that in eBect the state space of the Markov chain (At ; t¿ 0) is 7nite, once 
A
0 is
speci7ed. If  is monotonic, then At (z) is non-decreasing in t, for all z ∈Zd.
Assume initially A0 (z); z ∈A are independent and identically distributed with some
speci7ed probability distribution P1 on {0; 1; : : : ; M} with P1({0})¿ 0. A natural choice
of P1 is to take P1({0})= 1. Assume A0 (z)= 0 for z ∈Zd \ A.
If the con7guration At is such that  (
A
t (z; ); 
A
t (z; ))= 0, i.e. the local state at z
is in an absorbing state for  , then we say that site z is blocked at time t. Clearly by
(2.2), site z will be blocked if At (y)=M for all y∈B(z; ). To get a non-trivial limit
we will also require  to make it possible for blocking to occur in states of At (z; )
other than this one. This need not be incorporated into the minimum requirements
given here.
Suppose  is monotonic and satis7es the once blocked, always blocked condition. If
at any time t site z becomes blocked, then it remains blocked in perpetuity thereafter,
regardless of the possible further changes at nearby sites. Indeed, for all u¿ t, the local
state Au (z; ) dominates 
A
t (z; ) pointwise, so that  (
A
u (z; ); 
A
u (z; ))= 0. Observe,
however, that even if site z is blocked, it may still be possible for At (z), the state at
site z, to change in the future. This is because although blocking of z means that it
is no longer possible for change to occur ‘at z’, it may still be possible for further
change ‘at a site near z’ to cause the state of site z to change. See the dimer 7lling
example at the end of this chapter.
By monotonicity and the fact that the state space is eBectively 7nite, the Markov
chain At eventually reaches a 7nal absorbing state in which all sites in A are blocked
(for our purposes here, ‘absorbing’ is a mathematical term from Markov chain theory
whereas ‘adsorption’ is a chemical process being modelled). Let this ultimate state be
denoted A, so that
A(z) := lim
t→∞ 
A
t (z):
For &∈{0; 1; : : : ; M}, let N&(A) be the total number of sites in state & when the Markov
chain (At )t¿0 reaches its absorbing 7nal state in which all sites of A are blocked. Thus,
N&(A)=
∑
z∈A
1{A(z) = &}:
Given & and A, the probability distribution of N&(A) (and hence its expectation and
so on) is determined by  and P1, since P1 determines the initial distribution and  
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determines the generator of the Markov chain (At ; t¿ 0). In the statement of the limit
theorems below we assume that  and P1 are given, and that  is monotonic and
satis5es the once blocked always blocked condition. Subject to these conditions, the
choice of  and of P1 is arbitrary.
Our 7rst result is a law of large numbers for N&(A).
Theorem 2.1. For all &∈{0; 1; : : : ; M}; there is a constant '= '(&;  ; P1)¿ 0 such
that if (An)n¿1 is a sequence of non-empty 5nite subsets of Zd with |@An|=|An| → 0
as n→∞; then for all p∈ [1;∞);
N &(An)
|An|
Lp→' as n→∞: (2.4)
Next, we state a CLT associated with the preceding law of large numbers, for the
joint distribution of the variables N&(A); 16 &6M .
Theorem 2.2. There is a positive semi-de5nite M×M matrix =( ; P1) with entries
&;+; such that if (An)n¿1 is a sequence of subsets of Zd with |@An|=|An| → 0 as n→
∞; then for all &; +∈{1; : : : ; M}; as n→∞
|An|−1 Cov(N&(An); N +(An))→ &;+ (2.5)
and
(|An|−1=2(N&(An)− EN&(An)); &=1; : : : ; M) D→N(0; ):
In many particular instances, the limiting matrix  is positive de7nite. This issue is
discussed at the end of the proof.
Theorems 2.1 and 2.2 can be extended to the setting of a ‘random environment’,
in which the single matrix  is replaced by a family of independent identically dis-
tributed random matrices ( z; z ∈Zd), where  z gives the local rate of change at z,
and ( z; z ∈Zd) are almost surely all monotonic, all satisfy the once blocked always
blocked condition, and have their non-zero oB-diagonal entries uniformly bounded away
from 0 and ∞. We do not go into further details here.
Examples. In monomer packing with nearest-neighbour exclusion; as described in the
introduction; we can take M =1; =1 and  (!; ")= 1 if !(0)= 0; "(0)= 1; and
!(z)= "(z)= 0 for all non-zero z adjacent to the origin; while  (!; ")= 0 for all other
!; " with ! = ". More generally; consider CSA; in which an incoming item located at
x∈Zd is accepted with a probability that depends on the local con7guration of pre-
viously accepted items near to x. Provided this dependence is spatially invariant; it is
clear that our results on monotonic particle systems remain applicable; still with M =1.
A simple example in which two sites may become occupied at once is dimer 5lling
(also discussed in Evans, 1993); take d=2; M =1; =1 and let At (z)= 1(0) denote
an occupied (vacant) site at z. Dimers arrive at Poisson times at each site z ∈Zd, and
each dimer is equally likely to be horizontal or vertical. A horizontal dimer arriving
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at z causes both z and z + (1; 0) to become occupied, if both were previously vacant;
otherwise it has no eBect. Likewise, a vertical dimer arriving at z causes both z and
z + (0; 1) to become occupied, if both were previously vacant; otherwise it has no
eBect. If site z is occupied then it is blocked. Even if vacant, site z is blocked if both
z+(0; 1) and z+(1; 0) are occupied. If also either z+(−1; 0) or z+(0;−1) is vacant
and in A, then it remains possible for z to become occupied in the future, even though
z is blocked according to our terminology.
Next, consider sequential adsorption with T diBerent types of incoming item. If not
more than one item of each type can occupy any lattice site, then this can be 7tted
into the framework of monotonic particle systems, taking M =2T − 1 so that the state
of a site can encode the presence=absence of each type of particle at that site. One
use of the multi-type setup is in extending the results to regular lattices other than
Zd. For example, consider monomer packing with nearest-neighbour exclusion on the
hexagonal (honeycomb) lattice. A regular tessellation of rectangular blocks can be
overlaid on the hexagonal lattice in such a way that each block contains four vertices
of the hexagonal lattice. The single-type monomer model on the hexagonal lattice
can, therefore, be expressed as a multi-type model on Z2, with four diBerent types to
represent the four diBerent lattice points within each rectangular block.
In all such sequential adsorption schemes, if particles remain permanently adsorbed
then the evolution at each site is clearly monotonic. Moreover, if blocking of particles
is due to a spatial exclusion eBect and adding further items does not vitiate exclusion
by existing items (as is the case for monomer packing), then the once blocked, always
blocked condition will also hold.
Away from the deposition interpretation, monotonic particle systems are applicable to
telecommunications networks as surveyed for example in Kelly (1991). Consider such
a network with a signi7cant spatial content, modelled as a region of the integer lattice
Zd with nearest-neighbour edges; suppose each edge of the lattice has a 7nite capacity
(for example, 1). Suppose calls arrive sequentially at randomly chosen locations of
the network, and all calls are local, meaning that each call occupies some (possibly
randomly shaped) localised region of the lattice (for example, all the edges incident to
a single vertex). In a ‘dynamic’ setting where calls have 7nite length, Louth (1990)
(see also Kelly (1991), Section 5.3) showed that for a su8ciently high rate of calls,
the eBect of boundary conditions propagates throughout the network, however large it
may be.
Now consider a ‘static’ version of the above system, in which all calls last for an
in5nite time. This assumption on the length of calls has been studied elsewhere for
other network topologies; see Luczak et al. (2001), Luczak and Upfal (1999), which
are concerned with the bene7ts of various rerouting protocols that are on-line, i.e.
the decision on whether to reroute or discard a call is made as it arrives. Provided
all rerouting is local, such rerouting strategies can easily be incorporated into the
present framework of monotonic particle systems, and the results of this paper provide
limit theorems for quantities such as the total number of accepted calls, under various
rerouting strategies, as the network becomes large (with edge capacities 7xed). It is
interesting to note that in this ‘static’ context, boundary conditions do not propagate,
in contrast with Louth’s result on the dynamic system.
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For a further example, consider a spatial epidemic in which each site is either
susceptible (state 0), infected (state 1) or immune (state 2). Suppose a susceptible site
does not become infected unless it has infected neighbours, in which case it becomes
infected at some rate depending on the number of infected neighbours. Suppose also
that infected sites become immune at rate 1, and immunity is permanent. Suppose also
(to get a non-trivial long-time limit) that initially each site in the target set A is infected
with (small) probability p, and otherwise is susceptible.
It is evident that this system falls in the framework of monotonic particle systems,
with M =2. However, in this case the once blocked, always blocked condition fails;
a 0 surrounded by 0s is blocked, but later infection of the surrounding 0s unblocks
it. Therefore, our results do not apply directly to this system. In Penrose (2001b), a
form of CLT for this type of epidemic model (in 2 dimensions) with diBerent initial
conditions (just one initially infected site) was proved, and we believe that methods
from there can also be used to obtain a CLT for the initial conditions considered
here. However, such a proof invokes a considerable amount of percolation technology,
and does not appear to generalise easily to higher dimensions, at least in the critical
case. For this reason, it seems that in general, relaxing the once blocked, always
blocked condition in Theorems 2.1 and 2.2, if possible at all, is a challenging open
problem.
3. A general LLN and CLT
Let (E;E; P0) be an arbitrary probability space. On a suitable probability space
(,;F; P), suppose that X =(Xx; x∈Zd) is a family of independent identically dis-
tributed random elements of E, each Xx having distribution P0, indexed by the in-
teger lattice (a white noise process). Let B denote the collection of all non-empty
7nite subsets of Zd. By a stationary B-indexed functional of X, we mean a family
(H (X ;A); A∈B) of real-valued random variables, with the property that (Xx; x∈A)
determines the value of H (X ;A), and does so in a stationary way, meaning that
H (yX ;y + A)=H (X ;A) (almost surely) for all y∈Zd, where yX is the family of
variables (Xx−y; x∈Zd). In this section we give a general LLN and CLT for H (X ;An)
where (An)n¿1 is a B-valued sequence with |An| → ∞ as n→∞.
An important subclass of stationary B-indexed functionals consists of those de7ned
as follows. Suppose that (Yz(X ;A); A∈B; z ∈A) is a family of real-valued random vari-
ables, also de7ned on (,;F; P), with the property that (Xx; x∈A) determines the value
of Yz(X ;A), and does so in a stationary way, meaning that Yy+z(yX ;y+A)=Yz(X ;A)
(almost surely) for all y∈Zd; A∈B; z ∈A. If we de7ne
H (X ;A)=
∑
z∈A
Yz(X ;A); (3.1)
then H (X ;A) is a stationary B-indexed functional. In this case we refer to (Yz(X ;A);
A∈B; z ∈A) as a stationary B-indexed summand and to H (X ;A) as the stationary
B-indexed sum generated by (Yz(X ;A); A∈B; z ∈A).
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We give a general LLN and CLT for stationary B-indexed sums. The conditions for
these involve two notions of stabilisation; loosely speaking, the 7rst of these says that
the value of Y0(X ;A) settles down to a single random value as A becomes large, while
the second says that the eBect of changing the value of X at a single site is local. Let
X ′ be the process X with the value X0 at the origin replaced by an independent copy
X∗ of X0 (that is, an E-valued variable X∗ with distribution P0, independent of X ),
but with the values at all other sites the same. Assume that X∗ is de7ned on the same
probability space (,; F; P) as is X ; let E denote expectation for random variables on
(,;F; P).
Theorem 3.1. Suppose (Yz(X ;A): A∈B; z ∈A) is a stationary B-indexed summand
generating a stationary B-indexed sum (H (X ;A);A∈B) by (3:1). Suppose that
sup {E|Y0(X ;A)|: A∈B; 0∈A}¡∞: (3.2)
Suppose there exists an integrable random variable Y0(X ) on (,;F; P) such that
Y0(X ;Bn) − Y0(X ) L
1
→0 as n → ∞; for any B-valued sequence (Bn)n¿1 with
lim inf (Bn)=Zd. Suppose (An)n¿1 is a B-valued sequence with limn→∞ |@An|=|An|
=0. Then
|An|−1H (X ;An) L
1
→EY0(X ) as n→∞: (3.3)
If in addition the random set
D :=
⋃
A∈B
{
x∈Zd: Yx(X ;A) =Yx(X ′;A)
}
(3.4)
is almost surely 5nite and for some 1¿ 2 we have
sup
A∈B
E
(∣∣∣∣∣
∑
x∈D∩A
Yx(X ;A)
∣∣∣∣∣
1)
¡∞; (3.5)
then there is a constant 2¿ 0 such that as n→∞; |An|−1 Var(H (X ;An)) converges
to 2; and
|An|−1=2(H (X ;An)− EH (X ;An)) D→N(0; 2): (3.6)
In all speci7c models considered in this paper, the variables of interest can be
expressed as stationary B-indexed sums. When the absolute values of the variables
Yx(X ;A) are uniformly bounded by a constant, a su8cient condition for (3.5) is that
E[|D|1] be 7nite.
The CLT is deduced from a more general result of Penrose (2001b), and we adopt
further terminology from there. Given any stationary B-indexed functional (H (X ;A);
A∈B), de7ne the increment
20(A) :=H (X ;A)− H (X ′;A): (3.7)
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De#nition 3.1. A B-indexed functional (H (X ;A); A∈B) stabilises on sequences tend-
ing to Zd if there exists a random variable 20(∞) such that for any B-valued sequence
(An)n¿1 with lim inf (An)=Zd; the variables 20(An) converge in probability to 20(∞).
Let F0 be the -7eld generated by (Xy; y 4 0), where y 4 0 means y precedes or
equals 0 in the lexicographic ordering on Zd. The following general CLT is a corollary
of the main result of Penrose (2001b).
Theorem 3.2. Suppose (H (X ;A); A∈B) is a stationary B-indexed functional of X
which stabilises on sequences tending to Zd; and for some 1¿ 2 satis5es
sup
A∈B
E[|20(A)|1]¡∞: (3.8)
Suppose that (An)n¿1 is a B-valued sequence with |@An|=|An| → 0. Then as n → ∞;
|An|−1Var(H (X ;An)) converges to 2; and
|An|−1=2(H (X ;An)− EH (X ;An)) D→N(0; 2); (3.9)
with 2 = E[(E[20(∞)|F0])2].
Proof. For each positive integer n; let Kn be the largest K such that there exists
x∈Zd with B(x;K) ⊂ An. Then Kn → ∞ as n → ∞ (if not; one readily obtains a
contradiction of the condition that |@An|=|An| → 0). For each n; choose xn ∈An with
B(xn;Kn) ⊂ An. Since lim inf (−xn + An) = Zd and H (X ;−xn + An) has the same
distribution as H (X ;An); there is no loss of generality in assuming lim inf (An)=Zd;
and from now on we do so.
Let C be the class of all B-valued sequences (Bn)n¿1 that satisfy lim inf (Bn)=Zd
and also |@Bn|=|Bn| → 0. As observed in Penrose (2001b, Remark (iii) following
Theorem 2.1) the class C is strongly translation-invariant, so Theorem 2.1 of
Penrose (2001b) applies, and gives us the desired conclusion.
Proof of Theorem 3.1. By stationarity; for each z ∈Zd there is a variable Yz(X ) such
that for any B-valued sequence (Bn)n¿1 with lim inf (Bn)=Zd; the variables Yz(X ;Bn)
converge in L1 to Yz(X ); i.e. Yz(X ;Bn)−Yz(X ) L
1
→0 as n→∞. Moreover; the variables
(Yz(X ); z ∈Zd) form a stationary random 7eld generated by (Xx; x∈Zd).
Let (An)n¿1 be a B-valued sequence with lim|@An|=|An|=0. By a multi-parameter
version of the Ergodic Theorem (e.g. Penrose, 2001a, Lemma 4.1),
|An|−1
∑
z∈An
Yz(X )
L1→E[Y0]
and therefore to prove (3.3) it su8ces to prove that
|An|−1
∑
z∈An
(Yz(X ;An)− Yz(X )) L
1
→0: (3.10)
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Given 4¿ 0, we can choose K such that for any A∈B with B(0;K) ⊂ A we have
E[|Y0(X ;A)− Y0(X )|]¡4. Let AKn be the set of z ∈An such that B(z;K) ⊂ An. Then
lim sup
n→∞
E
∣∣∣∣∣∣|An|−1
∑
z∈AKn
(Yz(X ;An)− Yz(X ))
∣∣∣∣∣∣6 4 (3.11)
and since limn→∞ |@An|=|An|=0, by (3.2) we also have
lim sup
n→∞
E
∣∣∣∣∣∣|An|−1
∑
z∈An\AKn
Yz(X ;An)
∣∣∣∣∣∣ =0
and likewise for Yz(X ). Combining these and letting 4→ 0, we obtain (3.10).
To prove the CLT behaviour, it su8ces to verify that the conditions for Theorem 3.2
hold. To check stabilisation, let (An)n¿1 be a B-valued sequence with lim inf (An)=Zd.
Then for all z ∈Zd, by stationarity Yz(X ;An) converges to Yz(X ) in L1 and Yz(X ′;An)
converges to Yz(X ′) in L1, as n→∞. By the Cantor diagonal argument, we can 7nd a
subsequence such that Yz(X ;An) converges to Yz and Yz(X ′;An) converges to Yz(X ′),
as n→∞ along the subsequence, for all z ∈Zd, almost surely. Then by the de7nitions
(3.7), (3.1) and (3.4), as n→∞ along the subsequence,
20(An) =
∑
z∈An
(Yz(X ;An)− Yz(X ′;An))
=
∑
z∈An∩D
(Yz(X ;An)− Yz(X ′;An))
→
∑
z∈D
(Yz(X )− Yz(X ′)) a:s:
This gives the stabilisation property. To check the bounded moments condition (3.8),
observe that for any A∈B we have
20(A)=
( ∑
z∈A∩D
Yz(X ;A)
)
−
( ∑
z∈A∩D
Yz(X ′;A)
)
and both terms in the right hand side have uniformly bounded 1th moment by (3.5).
Therefore Theorem 3.2 applies.
4. The Johnson–Mehl model
This section contains our results for the Johnson–Mehl model described in the
introduction. For z ∈Zd and for A ⊂ Zd, de7ne the sets Qz and A˜ by
Qz := z + [− 1=2; 1=2)d; A˜ :=
⋃
z∈A
Qz:
Thus, A˜ is the union of unit cubes corresponding to A, and we restrict attention to
target regions of this form. Given a 7nite set A ⊂ Zd, let NJM(A) be the ultimate
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number of cells, that is, the number of accepted germs, for the Johnson–Mehl model
with target region A˜. We prove a LLN and CLT for NJM(A) as A becomes large.
Theorem 4.1. There exist constants 6JM¿ 0 and JM¿ 0 such that for any sequence
(An)n¿1 of 5nite subsets of Zd; with limn→∞ |@An|=|An|=0;
|An|−1NJM(An) L
1
→6JM as n→∞
and
lim
n→∞ |An|
−1 Var(NJM(An))= 2JM (4.1)
and as n→∞;
|An|−1=2(NJM(An)− ENJM(An)) D→N(0; 2JM):
Chiu and Quine (1997) used a slightly diBerent formulation in which germs appear
in the whole of Rd (not just in R) and one then counts the number of accepted germs
in a bounded target set R, enabling them to use a general CLT for stationary random
7elds (Bolthausen, 1982). Our formulation here diBers in that there is no inKuence
from germs appearing outside R (because there are no such germs), and is arguably
more realistic. Chiu and Quine also allowed the intensity measure of the underlying
Poisson process on Rd × [0;∞) to be any measure of the form l × d7, where l
is Lebesgue measure on Rd and 7 is any non-decreasing right continuous function
on [0;∞). Although we state and prove Theorem 4.1 only for the case of Lebesgue
measure, our methods carry through to yield the same result for a more general class
of such measures. A su8cient condition on 7 is that 7(t + 1) − 7(t) is uniformly
bounded in t and 7(t)=log t →∞ as t →∞.
In proving Theorem 4.1, we assume that in the de7nition of the Johnson–Mehl model,
the source of randomness, for all target regions simultaneously, is a homogeneous
Poisson point process H of unit intensity on Rd × [0;∞). That is, for any 7nite A ⊂
Zd, we assume that the space-time Poisson process generating the value of NJM(A) is
the restriction of H to A˜× [0;∞).
For z ∈Zd, let Hz be the restriction of the Poisson process H to Qz × [0;∞),
and let Xz be the image of the point set Hz under the translation that sends (x; t) to
(x − z; t) for all (x; t)∈Rd × [0;∞). Then Xz is a homogeneous Poisson process of
unit intensity on Q0 × [0;∞).
The Poisson processes (Xz ; z ∈Zd) are independent identically distributed random
elements of a measurable space (E;E), where E is the space of locally 7nite subsets
of Q0 × [0;∞). The idea behind the proof of Theorem 4.1 is to view the function
NJM(A) as a stationary B-indexed sum on the process X=(Xz)z∈Zd . We write X
rather than X in this case. For z ∈Zd and A∈B, let Yz(X;A) be the number of germs
accepted in the cube Qz for the Johnson–Mehl model with target region A˜. Then
(Yz(X;A); z ∈A; A∈B) is a stationary B-indexed summand on the family of indepen-
dent Poisson processes (Xz ; z ∈Zd), and (NJM(A); A∈B) is the stationary B-indexed
sum that it generates.
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To check the conditions of the general LLN and CLT in Section 3 in this case,
we use the linear rate of propagation of the inKuence between diBerent parts of space.
Given R ⊂ Rd, if (X; T ) is a point ofH lying in ×[0;∞), then the decision on whether
to accept (X; T ) when the target region is R is entirely determined by the outcome of
H in the cone
K(X; T ) := {(x; t)∈Rd × [0;∞): ‖x − X ‖6 v(T − t)};
where v is the rate of linear growth of cells. In fact, (X; T ) is accepted if and only if
there is no other point of H in the intersection of the cone with R× [0;∞).
Lemma 4.1. Given z ∈Zd; let Tz =min{T : (X; T )∈Hz} be the time of 5rst arrival in
the unit cube Qz. For all A∈B with z ∈A;
Yz(X;A)=Yz(X;A ∩ B(z; vTz + 3d)):
Proof. By time Tz+v−1d the cube Qz is entirely occupied and no Poisson point (X; T )
in Qz×(Tz+v−1d;∞) will be accepted (since for any such point; the point representing
an arrival at time Tz lies in the cone K(X; T )).
Now suppose (X; T ) is a Poisson point lying in Qz×[0; Tz+v−1d]. Suppose also that
x∈Rd and y∈Zd satisfy ‖x − X ‖6 vT and x∈Qy. Then by the triangle inequality,
‖y − z‖6 ‖y − x‖+ ‖x − X ‖+ ‖X − z‖
6 d+ (vTz + d) + d
and hence K(X; T ) ⊆ B˜(z; vTz + 3d)× [0;∞); so that
K(X; T ) ∩ (A˜× [0;∞))=K(X; T ) ∩ ((A˜ ∩ B˜(z; vTz + 3d))× [0;∞)): (4.2)
For the Johnson–Mehl model with target set A˜, the point (X; T ) is accepted if and only
if there is no other point of H in the set given at (4.2). Thus, the decision on whether
to accept (X; T ) is the same whether the target set is taken to be A˜ or A˜∩B˜(z; vTz+3d),
and the result follows.
Proof of Theorem 4.1. We check that Yz(X;A) de7ned above satis7es the conditions of
Theorem 3.1. For each z ∈Zd; let Mz be the number of Poisson arrivals in Qz between
times Tz and Tz+v−1d. Then (Mz; z ∈Zd) is a family of independent Poisson variables
with parameter v−1d; and Mz + 1 provides an upper bound for Yz(X;A); uniformly
over A∈B with z ∈A. Hence for any 1¿ 0; E[Yz(X;A)1] is uniformly bounded.
It follows from Lemma 4.1 that Y0(X;A) will be the same for all A, big enough to
contain the set B(0; vT0+3d). Therefore, the condition for LLN behaviour in Theorem
3.1 is satis7ed.
To prove the CLT behaviour, we need to study the diBerence Yz(X;A)− Yz(X′;A),
where X′ is obtained by replacing X0 with an independent copy. Let D be the random
set of z for which Yz(X;A) =Yz(X′;A) for some A∈B.
188 M.D. Penrose / Stochastic Processes and their Applications 98 (2002) 175–197
Fig. 1.
Given z ∈Zd, Lemma 4.1 shows that for all A we have Yz(X;A)=Yz(X′;A) unless
‖z‖6 vTz + 3d. Therefore
P[z ∈D]6 exp(v−1(3d− ‖z‖)): (4.3)
Hence, by the Borel–Cantelli lemma, D is almost surely 7nite. Also, with Mz de7ned
at the start of this proof, we have
P
[∑
z∈D
Yz(X;A)¿n2d
]
6P

 ∑
z∈B(0;n)
(Mz + 1)¿n2d

+ ∑
z ∈B(0;n)
P[z ∈D];
which decays exponentially in n by (4.3) and a standard (ChernoB) large deviations
estimate for the Poisson distribution. Therefore, the variable
∑
z∈D Yz(X;A) has a
sub-exponentially decaying tail, which implies for any 1¿ 0 that it has 7nite 1-th
moment, uniformly in A. So the CLT part of Theorem 3.1 applies.
Finally, we need to prove the limiting variance 2JM is non-zero. We consider only the
case d=2. Divide the square Qz into 49 equal sub-squares (see Fig. 1, but ignore the
shading there of some squares). Let Q−z be the central sub-square in this subdivision.
Let Iz be the indicator of the event that there is a single Poisson arrival before time
1=(7v) in each of the 24 sub-squares around the boundary in this subdivision, but
no other arrivals in Qz \ Q−z before time 2=v. Let Nn=
∑
z∈An Iz. Then E[Nn]=|An| is
bounded away from zero.
Let Fn be the -7eld generated by the values of Iz; z ∈An, along with the positions
and arrival times of all Poisson points except those in the squares Q−z for which Iz =1.
Then
Var(NJM(An)) = var(E[NJM(An)|Fn]) + E[var(NJM(An)|Fn)]
¿ E[var(NJM(An)|Fn)]: (4.4)
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For each z ∈An, let Y−z (X;An) be the number of germs accepted in the inner sub-square
Q−z , for the Johnson–Mehl model with target region A˜n. Then NJM(An)−
∑
{z∈An:Iz = 1}
Y−z (X;An) is measurable with respect to Fn. Also, for z; z
′ ∈An with z = z′ and Iz = Iz′
=1, the values of Y−z (X;An) and Y
−
z′ (X;An) are conditionally independent given Fn.
Hence,
var(NJM(An)|Fn) = var
[ ∑
z∈An:Iz = 1
Y−z (X;An)|Fn
]
=
∑
z∈An:Iz = 1
var[Y−z (X;An)|Fn]:
Suppose Iz =1. Then Y−z (X;An) is zero if no point arrives in Q
−
z before time 2=v, but
is 1 if a single point arrives in Q−z before time 1=(7v) and no other point arrives in
Q−z before time 2=v. Hence, there is a constant c such that
var(NJM(An)|Fn)¿ cNn:
It follows by (4.4) that Var(NJM(An))¿ cE[Nn], and this divided by |An| is bounded
away from zero. Hence 2JM¿ 0 by (4.1).
5. Proof of LLN for monotonic particle systems
To prove Theorems 2.1 and 2.2, we construct coupled versions of the particle systems
At de7ned for all 7nite A ⊂ Zd simultaneously, essentially by a form of graphical
representation (see Liggett, 1985; Durrett, 1988). This is analogous to the construction
in the preceding chapter of the Johnson–Mehl models for all target sets based on a
single Poisson process H. Set
6 : = max{ (!; "): !∈S; "∈S}:
Assume that on a suitable probability space, we have a family (Pz; "; z ∈Zd; "∈S)
of independent homogeneous Poisson processes on [0;∞) of rate 6. Assume that each
arrival of the Poisson process Pz; " carries a mark which is uniformly distributed on
[0; 6], independently of the other arrivals. In other words, for each (z; ")∈Zd ×S,
we have a homogeneous Poisson point process of unit intensity on [0;∞) × [0; 6],
with each point of the Poisson process given by a pair (T;M) with T ¿ 0 representing
the arrival time and M ∈ [0; 6] representing the mark value. Assume also that on the
same probability space, we have independent variables 0(z); z ∈Zd, taking values in
{0; 1; : : : ; M} with common distribution P1.
Construct the coupled realisations of the processes At for all 7nite target sets A ⊂ Zd
together, as follows. Set A0 (z)= 0(z) for all z ∈A; and A0 (z)= 0 for all z ∈Zd\A. As-
sume At (z) is a right-continuous function of t that is constant in between arrival times
of the Poisson processes Py;"; y∈A; "∈S. Suppose T1; T2; T3; : : : ; are the combined
190 M.D. Penrose / Stochastic Processes and their Applications 98 (2002) 175–197
arrival times of all the Poisson processes Pz; "; z ∈A; "∈S, arranged in increasing or-
der. Assume inductively that At is de7ned for 06 t6Ti−1 and therefore for 06 t ¡Ti.
Suppose arrival Ti is from the Poisson process Pz; " (in which case we say it is of
type "), and carries a mark Mi ∈ [0; 6]. De7ne the new state of the process at time Ti
by
ATi(z; )= " if Mi6 (Ti−(z; ); ");
ATi(z; )= Ti−(z; ) otherwise;
ATi(y)= 
A
Ti−(y) if y ∈ B(z; ): (5.1)
In other words, the incoming attempted switch to state " in the neighbourhood of site
z is ‘successful’ if the mark Mi is less than or equal to the speci7ed rate of change
to state " in the neighbourhood of site z, as determined by the local con7guration just
before time Ti. Apart from that there is no change at time Ti. It is readily seen that
this mechanism gives us the required Markov chain dynamics for At , as described in
Section 2.
Let P denote the whole of the marked Poisson point process on Zd × [0;∞) ob-
tained by taking the union of all the arrival times of the marked Poisson processes
Pz; "; z ∈Zd; "∈S, together with all points (z; 0); z ∈Zd. That is, P is the set of points
(z; T ) with z ∈Zd, and T an arrival time of one of the (marked) Poisson processes
Pz; "; "∈S, along with all points (z; 0); z ∈Zd. Make P into the vertex set of an (in-
7nite) oriented graph G by putting in an oriented edge (z; T ) → (z′; T ′) whenever
‖z − z′‖6 2 and T ¡T ′. Since changes have a 7nite range , a Poisson arrival at
(z; T ) does not directly inKuence the success or otherwise of a Poisson arrival at (y;U )
unless there is a directed edge of the graph G from (z; T ) to (y;U ).
For x; y∈Zd, let us say that y is a=ected by x before time t if there exists a
(directed) path in the oriented graph that starts at (x; 0) and ends at some Poisson
point (y; T ′) with T ′6 t. Let Et(x; y) denote the event that y is aBected by x before
time t.
Lemma 5.1. There exists a constant :1¿ 0; such that for all x; y∈Zd;
P[E:1‖y−x‖(x; y)]6 2
1−‖y−x‖=(2): (5.2)
Proof. Let a path 1 : x  y denote a sequence x0 = x; x1; x2; : : : ; xn=y of distinct
elements of Zd; with ‖xi − xi−1‖6 2 for each i. For such a path we write |1|= n;
and refer to n as the length of the path 1. Given 1; set S1;0 = 0 and recursively de7ne
random variables S1;j for j=1; 2; : : : ; n by
S1;j := S1;j−1 +W1;j;
where W1;j is the amount of time from S1;j−1 to the time of next arrival of any of the
Poisson processes Pxj ;"; "∈S. Set S1 := S1;n.
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By Boole’s inequality and the fact that any path 1 : x  y is of length at least
(2)−1‖y − x‖, for :¿ 0, we have
P[E:‖y−x‖(x; y)]6
∑
1:x y;|1|¿‖y−x‖=(2)
P[S16 :‖y − x‖]
6
∑
1:x y;|1|¿‖y−x‖=(2)
P[S16 2:|1|]:
Let W denote an exponential random variable with parameter 6|S|. For u∈R let
E′[euW ] be the expectation of euW , i.e. the moment generating function of W evaluated
at u. For >¿ 0, we have
P[S16 2:|1|]6 E[e
−>S1]
e−2>:|1|
=(e2>:E′[e−>W ])|1|:
Let +=(1=2)(4+1)−d. Take >¿ 0 with E′[e−>W ]¡+=2, and :1¿ 0 with e2>:1 ¡ 2.
Then P[S16 2:1|1|]6 +|1|. Since each lattice point has at most (4+1)d neighbours
within distance 2, the number of paths of length n from x to y is at most (4+1)dn.
Therefore
P[E:1‖y−x‖(x; y)]6
∑
n¿(2)−1‖y−x‖

 ∑
1:x y;|1|= n
P[S16 2:1|1|]


6
∑
n¿(2)−1‖y−x‖
(4+ 1)dn+n6 21−(2)
−1‖y−x‖:
Corollary 5.1. Let y∈Zd and t ¿ 0. With probability 1; y is a=ected before time t
by only 5nitely many x∈Zd.
Proof. Since ‖y − x‖:1¿ t for all but 7nitely many x∈Zd; this is immediate from
Lemma 5.1 and the Borel–Cantelli lemma.
For each (z; t)∈Zd × [0;∞), let the ‘cluster’ Cz; t be the set of x∈Zd such that x
aBects y before time t for some y∈B(z; 2). By Corollary 5.1 this cluster is almost
surely 7nite. Its signi7cance lies in the following result.
Lemma 5.2. Suppose (z; t)∈Zd × [0;∞) and A; B are 5nite subsets of Zd such that
Cz; t ⊆ A ∩ B. Then At (z)= Bt (z).
Proof. It su8ces to consider the case B=Cz; t . Then diBerences between (As ; s¿ 0)
and (Bs ; s¿ 0) are due to Poisson arrivals in (A \B) × [0;∞) which contribute to
changes in (As ; s¿ 0) but not to changes in (
B
s ; s¿ 0); and to non-zero initial values
(if any) of 0(z); z ∈A \ B. However; by the very de7nition of Cz; t the inKuence of
these does not propagate to z by time t; and therefore At (z)= 
B
t (z).
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Given z ∈Zd, and 7nite A ⊂ Zd, let Jz(A) denote the 7rst time at which the process
At becomes blocked (jammed) at site z, i.e.
Jz(A)= inf{t¿ 0:  (At (z; ); At (z; ))= 0}:
Observe that by the once blocked always blocked condition, none of the Poisson arrivals
at site z after time Jz causes any change in the con7guration of At .
It is not too hard to see that not only is Jz(A) 7nite but its distribution has an expo-
nentially decaying tail. However, some care is needed to show the following stronger
result, which says the variables Jz(A) are bounded, uniformly over A∈B with z ∈A,
by a random variable Jz (the ‘jamming time for z’) with an exponentially decaying
tail, that is entirely determined by the outcomes of the Poisson process of attempted
changes at site z.
Lemma 5.3. There exist identically distributed random variables Jz; z ∈Zd; with
lim sup
t→∞
t−1 logP[Jz ¿ t]¡ 0;
such that Jz(A)6 Jz almost surely for all A∈B; z ∈A; and moreover for each z
the value of Jz is entirely determined by the outcomes of the Poisson processes
Pz; "; "∈S.
Proof. It su8ces to consider the case z= 0. De7ne
 min =min{ (!; "): !∈S; "∈S;  (!; ")¿ 0};
which is the minimum of a 7nite collection of positive numbers; so is strictly positive.
Let Si be the set of states !∈S such that
∑
y∈B(0;) !(y)= i. For each non-
absorbing state !∈Si , choose "(!) with "(!) = !, such that  (!; "(!))¿ 0. By mono-
tonicity, "(!) must be in Sj for some j¿ i.
Let !0 be the one element of S0 , i.e. the state with !0(z)= 0 for all z ∈B(0; ).
Assuming this is non-absorbing, let T0 be the 7rst arrival time of the Poisson process
P0; "(!0) carrying a mark which is less than  min; if state !0 is absorbing, let T0 = 0. At
time T0, for all A∈B with 0∈A either AT0 (0; )∈Sj for some j¿ 0 or it is blocked
in state !0.
Inductively, given the value of Ti−1, for each non-absorbing !∈Si let Ti;! be the
7rst arrival time after time Ti−1 of the Poisson process P0; "(!) that carries a mark less
than  min. Let Ti be the maximum over all non-absorbing !∈Si of the arrival times
Ti;! (or the time Ti−1 if all !∈Si are absorbing).
Then an induction shows that for each i, for all A∈B with 0∈A, at time Ti either
0 is blocked for ATi or the value of 
A
Ti(0; ) lies in
⋃
j¿iS
j
 . This induction has only
a 7nite number of steps; if A denotes the number of elements of B(0; ), then Sj
is empty for j¿AM . Hence, the value of TAm provides an upper bound for all the
variables J0(A); 0∈A∈B. Also, by the memoryless property of the Poisson process,
TAm is the sum of Am independent variables of the form Ti−Ti−1, each of which have
exponentially decaying tails, and hence TAM itself has an exponentially decaying tail.
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In this argument we have used the monotonicity condition, which shows that any
change having an eBect on one or more sites in B(0; ) must cause
∑
z∈B(0;) 
A
t (z),
the total ‘weight’ of the neighbourhood of the origin, to increase.
Proof of Theorem 2.1. For z ∈Zd; let Pz be the one-dimensional Poisson processwhose
set of arrival times is the union of those of Pz; "; "∈S. Let each arrival time T of Pz
carry a ‘label’ consisting of a pair ("(T ); M (T ))∈S × [0; 6] and de7ned as follows:
if T is an arrival time of the Poisson process Pz; " and has a mark M ∈ [0; 6]; then set
"(T ) := " (the ‘type’ of arrival T ) and set M (T ) :=M (the ‘mark’ of arrival T ). Let
Xz be the pair (Pz ; 0(z)).
Then Pz is a homogeneous (marked) Poisson process on [0;∞) of rate 6|S|. Also,
(Xz; z ∈Zd) are independent identically distributed random elements of a measurable
space (E;E), where E is product of the space of locally 7nite subsets of [0;∞)×S×
[0; 6] with the set {0; 1; : : : ; M}. The outcomes of the white noise process (Xz; z ∈A)
determine N&(A) in a stationary way; that is, in the terminology of Section 3, the
family of variables
(1{A(z) = &}; A∈B; z ∈A)
is a stationary B-indexed summand on (Xz; z ∈Zd) and (N&(A); A∈B) is the stationary
B-indexed sum that it generates.
Let J ′=maxz∈B(0;) Jz. De7ne the random set (a union of clusters)
C :=
⋃
z∈B(0;)
Cz;J ′ ;
which is almost surely 7nite by Corollary 5.1. Suppose (Bn)n¿1 is a B-valued sequence
satisfying lim inf (Bn)=Zd; then there is a random variable N1 such that for all n¿N1
we have C ⊆ Bn. By Lemma 5.2, for each z ∈B(0; ) we have BnJ ′ (0)= CJ ′(0) for all
n¿N1, and furthermore, the site z is blocked by time J ′, so that by the once blocked,
always blocked condition, no further Poisson arrivals at z after time J ′ cause any
change. Since this is true for all z ∈B(0; ), there is no change in Bnt (0) after t= J ′,
and therefore
Bn(0)= BnJ ′ (0)= 
C
J ′(0); n¿N1: (5.3)
Hence the 7rst part of Theorem 3.1 is applicable, and shows that the function
H (X ;A)=
∑
z∈A
1{A(z) = &}=N
&(A); A∈B
satis7es (3.3) for any sequence (An)n¿1 with |@An|=|An| → 0. In this case, the L1
convergence at (3.3) implies Lp convergence for any p¿ 1 because H (X ;A)=|A|6 1
almost surely, for any A∈B, giving us (2.4) as asserted.
6. Proof of CLT for particle systems
By the CramTer–Wold device (see Billingsley, 1968), to prove Theorem 2.2 it suf-
7ces to prove that for an arbitrary set of real coe8cients {a&; 16 &6M}, the linear
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combination |An|−1=2
∑M
&= 1 a&N
&(An) has variance converging to a constant 2 (de-
pending only on the coe8cients a&) and it converges in distribution to the normal
variable N(0; 2), as n → ∞. So from now on, we assume that the coe8cients
a&; 16 &6M are 7xed.
As in the proof of Theorem 2.1, consider the white noise process X =(Xz; z ∈Zd)
with Xz =(Pz ; 0(z)), where Pz is the marked Poisson process of attempted changes
at site z, each carrying a type and a mark. This time we de7ne a stationary B-indexed
summand (Yz(X ;A); A∈B; z ∈A) on the process X by setting
Yz(X ;A)=
M∑
&= 1
a&1{A(z) = &}:
The stationary B-indexed sum thus generated is given by
H (X ;A)=
∑
z∈A
Yz(X ;A)=
M∑
&= 1
a&N&(A):
Let X∗ be an independent copy of X0, and let X ′ be the white noise process (X ′z ; z ∈Zd)
given by
X ′z =Xz; z = 0; X ′0 =X∗:
For any B-valued sequence (Bn)n¿1 with lim inf (Bn)=Zd, the sequence Y0(X ;Bn)
converges to a limit by (5.3). Since Yz(X ;A) is uniformly bounded, to apply the
second part of Theorem 3.1 it su8ces to show that the size of the set
D :=
⋃
A∈B
{x∈Zd: Yx(X ;A) =Yx(X ′;A)} (6.1)
is almost surely 7nite with a bounded third moment. Let (˜
A
t )t¿0 be the process with
target set A, as generated by X ′ rather than by X , and let ˜
A
(z)= limt→∞ (˜
A
t (z)) for
each z ∈Zd. Let the cluster C′z; t be de7ned the same way as Cz; t but in terms of the
process X ′. Note that for all z = 0, the arrival times, types, and associated marks for
X ′z are the same as for Xz, and also ˜0(z)= 0(z).
With :1 given by Lemma 5.1, for z ∈Zd \B(0; ) let Gz be the event that some
y∈B(z; ) is aBected by 0 before time :1‖y‖. This event is the same whether one
uses the graph generated by the process X or the process X ′. Let J ′z =maxy∈B(z;) Jy.
This too is the same whether one uses X or X ′, on account of the fact that Jy is
determined by the Poisson processes of attempted changes only at y, as stated in
Lemma 5.3.
Lemma 6.1. Let z ∈Zd \B(0; ); and suppose that J ′z ¡:1(‖z‖−) and also Gz does
not occur. Then A(z)= ˜
A
(z) for all A∈B.
Proof. Suppose that Gz does not occur. Then the clusters Cz;:1(‖z‖−) and C
′
z;:1(‖z‖−)
are identical; and do not include 0. Hence for any A∈B; by Lemma 5.2;
A:1(‖z‖−)(z)= ˜
A
:1(‖z‖−)(z):
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After time J ′z ; by the once blocked; always blocked condition; all subsequent attempted
changes of state at all sites x∈B(z; ) are unsuccessful; for any target set A and for
either the process X or X ′. Therefore; if J ′z ¡:1(‖z‖ − ); there is no change in the
state of site z after time :1(‖z‖ − ); and hence for any A∈B;
A(z)= A:1(‖z‖−) = ˜
A
:1(‖z‖−)(z)= ˜
A
(z):
Proof of Theorem 2.2. By Lemma 6.1; the set D de7ned at (6.1) is contained in the
set
D′ :=B(0; ) ∪ {z: {J ′z ¿ :1(‖z‖ − )} ∪ Gz occurs}:
By Lemmas 5.1 and 5.3; there are constants +1¿ 0; +2¿ 0 such that for all
z ∈Zd \ B(0; );
P[{J ′z ¿ :1(‖z‖ − )} ∪ Gz]6 +1 exp(−+2‖z‖):
Hence; there is a constant c such that
E[|D′|3] =
∑
x∈Zd;y∈Zd; z∈Zd
P[x∈D′; y∈D′; z ∈D′]
6 3
∑
x∈Zd
∑
y; z∈B(0;‖x‖)
P[x∈D′]
6 c
∑
x∈Zd
‖x‖2dP[x∈D′]¡∞;
so that not only is D almost surely 7nite; but E[|D|3]¡∞. Therefore; Theorem 3.1
applies to give us the CLT.
The limiting variance. In some cases, it is clear that the limiting variance matrix 
with entries given by
&;+ := lim
n→∞ |An|
−1 Cov(N&(An); N +(An));
is not strictly positive de7nite. For example, if a site never becomes blocked until its
state reaches M , it is clear that NM (A)= |A| with probability 1. In more interesting
cases, however, blocking of z can occur in one of several states. It seems likely that
such cases will always have  strictly positive de7nite.
We demonstrate that  is strictly positive de7nite in the case of monomer packing
with nearest-neighbour exclusion on Z2. In this case, we have M =1 and we omit
subscripts and superscripts &, and write 2 for the one entry of . In this case =1,
and the function  used in (2.3) may be de7ned as follows. Put  (!; ")= 1 if !(z)= 0
for all z ∈B(0; 1) and "(0)= 1 but "(z)= 0 for all z ∈B(0; 1)\{0}. Put  (!; ")= 0 for
all other !; "∈S with ! = ". Also, let us assume P1 is a unit mass on {0} so that all
sites are initially unoccupied.
The value of 2 is independent of the choice of sequence (An) (provided |@An|=|An| →
0), and therefore to show 2¿ 0 using (2.5) we are at liberty to choose any sequence
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(An)n¿1. Take An=Z2 ∩ [1; 7n]2. Divide An into n2 non-overlapping squares (blocks)
of side 7, denoted S1; : : : ; Sn2 .
Consider a 7 × 7 square block Si of sites of Z2, illustrated in Fig. 1. The vertices
of Z2 are here taken to be in the centres of the squares in the diagram. Let I ′i be the
indicator variable of the event that 7rst eight Poisson arrivals in the block are at the
7lled-in sites in the diagram. If I ′i =1 occurs, then the sum of the ultimate states of
sites in the central cross-shaped region Ri of Si will be 1 if the 7rst arrival in this
cross-shaped region is at its centre (an event of probability 1=5), and otherwise will
be 4, so it has mean 17=5, and variance 1:44.
Let Nn=
∑n2
i= 1 I
′
i . Then E[Nn]=|An| is bounded away from zero. Let F be the -7eld
generated by the value of Nn, along with the ultimate states of all sites except for those
in the cross-shaped regions Ri with I ′i =1. Then as at (4.4),
Var(H (An))¿ E[var(H (An)|F)]:
Suppose we are given the ultimate states of sites other than those in the cross-shaped
regions Ri with I ′i =1. The only remaining variability is from the sum of the ultimate
states of sites inside these cross-shaped regions. Given Nn= k, this is the sum of k
independent variables with common variance 1.44, so that var(H (An)|F)= 1:44Nn: It
follows that Var(H (An))¿ 1:44E[Nn], and this divided by |An| is bounded away from
zero. Hence 2¿ 0 by (2.5).
A similar argument can be used to show the limiting variance is strictly positive in
many other special cases of monotonic particle systems.
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