This article presents the consensus of a saturated second order multi-agent system with non-switching dynamics that can be represented by a directed graph. The system is affected by data processing (input delay) and communication time-delays that are assumed to be asynchronous. The agents have saturation nonlinearities, each of them is approximated into separate linear and nonlinear elements. Nonlinear elements are represented by describing functions. Describing functions and stability of linear elements are used to estimate the existence of limit cycles in the system with multiple control laws. Stability analysis of the linear element is performed using Lyapunov-Krasovskii functions and frequency domain analysis. A comparison of pros and cons of both the analyses with respect to time-delay ranges, applicability and computation complexity is presented. Simulation and corresponding hardware implementation results are demonstrated to support theoretical results.
Introduction
In the recent past, multi-agent systems have attracted a lot of attention due to their wide range of application in robotics, unmanned air and underwater vehicles, automated traffic signal control, wireless sensor networks, etc.. One of the most important problems in coordinated control is consensus of a multi-agent system, which deals with algorithms required for the convergence of agents [1, 2] . After the initial study by Vicsek et al. [3] on self-ordered motions in biologically motivated particles, Jadbabaie et al. [1] gave the theoretical explanation. Olfati-Saber et al. [2] provided mathematical analysis of consensus behaviour in linear first order agents with time-delay using graph theory concepts. Multi-agent consensus problems with higher order agents, switching topologies, time-delays, nonlinearities etc., started receiving more attention [4, 5] after the initial results given by authors in [1, 2] . However, the majority of control laws are designed to solve consensus problems in linear multi-agent systems [1, 2, [6] [7] [8] [9] [10] [11] [12] . For linear systems, it has been shown that eigenvalues of graph laplacian play an important role in estimating whether the network of agents converge. Since nonlinearities are unavoidable in most of the practical applications, nonlinear agents and the corresponding control laws are being considered recently [13] [14] [15] . Mobile agents generally have limited capability due to factors like actuator saturation, moment of inertia, maximum limit on velocity, etc.. Actuator saturation is frequently encountered due to limitations in hardware. Some of the researchers focused on consensus in multi-agent systems with saturation in first order [16] and second order agents [17] [18] [19] [20] [21] [22] .
Apart from eigenvalues of graph laplacian, time-delays play major role in stability of multi-agent network. In practical applications, time-delays are inevitable and are classified into two categories; communication and input time-delays. The amount of time taken by agents to communicate is defined as communication time-delay and the amount of time taken by agents to process the information received from other agents is called input time-delay. Olfati-Saber et al. [2] started the analysis of time-delay effects on multi-agent systems and gave an upper bound for first order agents considering constant uniform communication and input time-delays. Later on it was extended to systems with first order agents and uniform timevarying delay [6] multiple delays [9, 23] , second order agents with constant time-delays [8, 24] and system with second order agents with non-uniform delay [11] .
The majority of research is confined to linear agents with timedelays and recently nonlinear agents with time-delays are receiving attention [14, 22] . Furthermore, nonlinearities are common in mobile agents and actuator saturation is the most frequent hard nonlinearity affecting them. For example, the acceleration of an agent is constant over certain range and cannot be maintained after the agent attains its maximum velocity. Recently, saturation nonlinearity is receiving considerable attention. Li et al. [16] considered a first order system with saturation and without time-delays. For second order agents with saturation and without time-delay, a differential gain feedback control is used by authors in [17, 18] . Adaptive control laws with an observer are used by Chu et al. [19] and nonlinear agents are considered by Cui et al. [21] . The effects of synchronous time-delays are taken into consideration by You et al. [22] for a network of second order saturated agents.
It is evident from the literature that, there is very little focus on consensus of second order saturated multi-agent system with asynchronous communication and input time-delays. In this contribution, a multi-agent system is considered with asynchronous time-delays and hard saturation nonlinearities. The objective of the article is to extend the results of Liu et al. [14] for velocity saturated nonlinear multi-agent system with time-delays using a different approach. Describing function analysis [25] is used to break agents into approximate linear and nonlinear elements, with the nonlinear element represented by an appropriate describing function. The difference among position states and velocity states of agents is defined as error dynamics. The system achieves consensus when the error dynamics are asymptotically stable. Here, the existence of limit cycles in the multi-agent system is estimated with the help of describing functions and stability of linear element. Lyapunov-Krasovskii functions and frequency domain analysis are used to prove the stability of linear element and further estimate the stability of limit cycles. Consensus is achieved when there are no limit cycles. Some necessary and sufficient conditions for consensus in terms of linear matrix inequalities and explicit expressions are derived. The major contributions of the paper can be summarised as, 1. Deriving various conditions for four consensus control laws with asynchronous time-delays; 2. Describing function analysis is used to estimate the limit cycle behaviour of the system; 3. Stability analysis of the linear element using Lyapunov-Krasovskii and frequency domain approaches is performed; 4. A comparison of pros and cons of both the stability analyses is presented; 5. Simulations and further validation of results on a four-agent and a five-agent networks are demonstrated to support theoretical analysis.
The rest of the paper is organised as follows, Section 2 explains graph theory preliminaries. Section 3 elaborates the system model with four control laws given in Eqns. (5) to (8) . Stability analysis is performed using Lyapunov-Krasovskii functions for control laws in Eqns. (5) to (8) , using the Nyquist stability criterion for control laws in Eqns. (5) and (6) . Furthermore, simulation and implementation of the control laws on two networks are explained. Depiction of results and comparison of the two stability procedures are performed in Section 4.
Preliminaries

Graph theory
Graph theory is widely used to study multi-agent systems. A network of agents and the underlying communication topology can be represented by a graph G = (V, E, A). If the communication among agents could be unidirectional, a directed graph is used to describe the multi-agent network. The vertex set V = {v 1 , v 2 , ...., vn} where vertices are analogous to agents and an edge set E = {(i, j) : i, j ∈ V} where edges are analogous to the branches of directed network with (i, j) representing information flowing from j th vertex to i th . Edge set has distinct ordered pairs of vertices which depict existence and direction of information flow among the vertices. An adjacency matrix A = (a ij ) n×n also represents communication topology with a ij = 1 if (i, j) ∈ E and a ij = 0 otherwise. A weighted adjacency matrix will have entries other than zero and unity weights depending on the assumptions of cost of communication. If there exists at least one vertex which has a directed path to all the other vertices, the graph is said to form a spanning tree and if all the vertices have directed paths to all the other agents, it is called strongly connected. A spanning tree condition is a necessary condition for consensus but not sufficient when time-delays and higher order systems are involved [4, 5] . The sum of weights of inward branches at a vertex is called in-degree d in (v i ) and the weight sum of outward branches is called out-degree of the vertex d out (v i ).
Notations
The following notations are used throughout the paper, R n represents an n-dimensional Euclidean space. R m×n represent a space of m × n matrices. 
System model and analysis
Consider a multi-agent network of homogeneous second order agents with i th agent dynamics given in Eqn. (1),
For mobile agents, the position of an agent is represented by x i (t) and the velocity byẋ i (t). Various control protocols used in the analysis are given in Eqns. (5) to (8) . It is assumed that ∀t ∈ (−∞, 0], x i (t) = x (0) andv i (t) = 0. Saturation nonlinearity used in the system is defined in Eqn.
(2) with ±∆ as bounds.
The i th agent dynamics are depicted using a block diagram given
in Fig. 1 . Using the concepts of describing function to estimate limit cycles [25] , the system can be approximately transformed as shown in Fig. 2 . Since a single-valued nonlinearity is considered, its approximate describing function for the saturation is given in Eqn. (3) [25] ,
where, the limit cycles' amplitude is represented by A.
The describing function is real valued and −1/N (A) ∈ [−1, ∞), it can be estimated that the limit cycles are stable when the transfer function of linear element in Fig. 2 encircles (−1, 0) in a complex plane. In other words, limit cycles are exhibited when the linear element is unstable in the multi-agent system. Stability analysis of the linear element is performed using Lyapunov-Krasovskii approach in Section 3.1 and Nyquist stability approach given in Section 3.2.
Nonlinear element
Communication & process
Linear element
The approximate linear element given in Fig. 2 is represented by Eqn. (4),ẋ
Various control laws considered from the literature for analysis are given in Eqns. (5) to (8),
where τ 1 and τ 2 represent input and communication time-delays respectively. With any of the control laws in Eqns. (5) to (8), consensus is said to be reached if (
Control laws in Eqns. (5) and (6) generate lesser magnitude of control input u i which result in slightly larger convergence time compared to the ones in Eqns. (7) and (8) . The averaging in control laws given by Eqns. (5) and (6) have better time-delay tolerance due to smaller Fiedler eigenvalue compared to control laws in Eqns. (7) and (8) at the expense of convergence time. With control laws in Eqns. (5) and (7), the stateẋ i (t) → 0 when the consensus is achieved since they do not consider difference in velocity. Statė x i (t) → 0 is not guaranteed with control laws in Eqns. (6) and (8).
Lyapunov-Krasovskii approach
Consider the linear element represented in Eqns. (4) to (8) , which can be represented as given in Eqn. (9) .
Where A 0 , A 1 and A 2 are as given in Eqns. (10) to (13) .
For u i1 given in Eqn. (5),
For u i2 given in Eqn. (6),
For u i3 given in Eqn. (7),
For u i4 given in Eqn. (8),
Some definitions and lemmas analogous to the ones in [26] are given below, Definition 1. Balanced graph: A graph is said to be balanced if indegree equals to out-degree for all vertices in the graph,
Definition 2. k-regular graph: It is a balanced graph with all the vertices having in-degree and out-degree equal to k, d in
Control laws given in Eqns. (5) and (6) make the multi-agent system behave like a system connected by 1-regular graph. Lemma 1. Consider Φ 01 = 1 n 1 n×n 0 n×n 0 n×n 1 n×n and E = I 2n − Φ 01 , then the following statements hold true:
1.A multi-agent system with k-regular graph communication topology and with inputs in Eqns. (5) to (8) produces balanced matrices
with maximum rank 2n − 2 and eigenvalues 0 of multiplicity atleast two. 2.A multi-agent system with a spanning tree in communication topology and with inputs in Eqns. (5) and (6) produces balanced matrices
with maximum rank 2n − 2 and eigenvalues 0 of multiplicity atleast two.
Definition 3. Balanced matrix: A square matrix M ∈ R n×n is said to be balanced iff M1 T n = 0 and 1nM = 0.
Φ 01 , then the following statements hold true for k-regular graph with inputs in Eqns. (5) to (8) and for spanning tree graph with inputs in Eqns. (5) and (6):
is a balanced matrix with rank 2n − 2 and eigenvalues 0 of multiplicity 2. 2.Matrices EA 0 , EA 1 , EA 2 and E (A 1 + A 2 ) are all balanced with eigenvalues 0 of multiplicity atleast 2. 3.There is a matrix U , an orthogonal matrix of eigenvectors of E which satisfies,
maximum rank 2n − 2 and with zero row sums, then,
5.Also, for cases of τ 1 = τ 2 > 0 and τ 1 = τ 2 = 0,
Let the difference in position and velocity among the agents be assumed as error Ψ, each element of Ψ is given by Eqn. (14)
From the assumption in Lemma 1,
Proof. Consider a matrices,
Multiplying with Γ on both sides of Eqn. (15) ,
When Ψ → 0, left side of Eqn. (18) becomes 0 2n×1 . Which implies, X i → X j , ∀{i, j} ∈ [1, n] and X i → X j , ∀{i, j} ∈ [n + 1, 2n]. From Eqn. (14) , when x i → x j and v i → v j , then Ψ → 0.
A control input is said to have solved the consensus problem in a globally asymptotic manner when x i → x j and v i → v j , in other words, Ψ → 0. Stability of linear element with the control inputs estimates the existence of limit cycles in the system. Theorem 1. Consider the linear element in Eqn. (4) with timedelays (τ 1 , τ 2 ) ≥ 0, τ 1 ≤ τ 2 . The control inputs for a k-regular graph given in Eqns. (5) to (8) and the control inputs for a spanning tree graph given in Eqns. (5) and (6) globally asymptotically solve consensus problem, if there exist matrices P > 0, Q 1 > 0, 
be balanced positive semidefinite matrices of rank 2n − 2 and Ψ = EX using E from Lemma 1.
The Lyapunov-Krasovskii functional is assumed as,
Let, [1, 4] are some arbitrary matrices to be found by an LMI solver with size 2n × 2n. Let, 
when multiplied with eigenvector matrices U T , U at appropriate positions. The corresponding G ij is as given in Eqn. (56).
With above set of reduced order matrices, the LMIs given in Eqns. (19) to (22) can be obtained.
Feasibility of LMIS in Eqns. (19) to (22) determine the consensus reachability of the multi-agent system affected by time-delays. They can be solved by using solvers like SeDuMi [27] , Matlab LMI Lab solver etc..
Nyquist stability approach
Stability analysis of the linear element for different control inputs is performed using frequency domain analysis and Nyquist stability criterion which is discussed in Sections 3.2.1 and 3.2.2.
First control law:
Consider a control input u i1 with input delay τ 1 and communication delay τ 2 as given in Eqn. where ω satisfies −π = − ωτ 2 + arg −λ k − arctan ω cos (ωτ 1 ) − sin (ωτ 1 ) −ω 2 + cos (ωτ 1 ) + ω sin (ωτ 1 ) (58) Proof. The system in Eqns. (4) and (5) can also be represented as,
Converting it into s domain will give the characteristic expression as,
Consider ∀λ k = 0,
Magnitude expression of Eqn. (61) is given by, 
where ω satisfies, −π = −ωτ 2 + arg −λ k + arctan (ω) − arctan ω cos (ωτ 1 ) − sin (ωτ 1 ) −ω 2 + cos (ωτ 1 ) + ω sin (ωτ 1 )
Proof. The proof follows a similar procedure as given in Theorem 2
Simulation and Implementation Results
The communication topologies considered for simulation and implementation are depicted in Figs. 3a and 3b . The graph in Fig. 3a is undirected, strongly connected and 2-regular balanced with each node receiving states' information from two neighbours and sending states' information to the same neighbours. The graph in Fig. 3b is directed, has a spanning tree and unbalanced. Using the results obtained in Theorems 1 to 3, limits on communication time-delay for given input-delays are calculated for both the topologies. The feasibility of LMIs given in Theorem 1 is solved using SeDuMi [27] solver for Matlab/Octave. The expressions in Theorems 2 and 3 have three unknowns (ω, τ 1 , τ 2 ), a unique solution can be obtained if it is assumed that τ 1 = τ 2 or else, stable range of τ 2 for a given τ 1 have to be found. Dominant pole for both the topologies in Figs. 3a and 3b is −1, Nyquist plot used in one of the cases with λ = −1 and assumption τ 1 = 0.4 is shown in Fig. 4 . It can be observed that the system is stable if τ 2 < 0.48 (Fig. 4) . The time-delay tolerances are tested with simulations and on a hardware setup (Fig. 5 ). The results obtained using Lyapunov-Krasovskii and Nyquist approaches from Theorems 1 to 3 are tabulated in Tables 1 and 2 From the results in Tables 1 and 2 and Figs. 6a and 6b, it can be deduced that the Lyapunov-Krasovskii approach is conservative compared to Nyquist approach with respect to time-delay. Conservativeness of Lyapunov-Krasovskii approach is more evident for topology in Fig. 3b with control law in Eqn. (6) . Multi-agent systems connected by topologies in Figs. 3a and 3b reach consensus with full range of time-delay given by Nyquist approach for control laws in Eqns. (5) and (6) . Nyquist approach in Section 3.2 is not applicable to control laws given in Eqns. (7) and (8) . Solving LMIs is computationally more intensive compared to solving of equations from Theorems 2 and 3. Moreover, the increase in computational time of solving LMIs is exponentially as the number of nodes are increased and the increase with Nyquist approach is linear. Communication delay τ
(a) Plot of τ 1 vs τ 2 for topology in Fig. 3a . (b) Plot of τ 1 vs τ 2 for topology in Fig. 3b . Simulations are performed using scripts written in C to have uniformity with hardware implementation. Implementations of corresponding simulations are performed on a network of four agents. Four Arduino-Uno boards for topology in Fig. 3a and five Arduino-Uno boards for topology in Fig. 3b are considered as nodes of sensor networks, all of them are connected to host computers using serial interface. Host computers are connected by LAN switch locally and communication topology is based on the graphs shown in Figs. 3a and 3b . All the implementations are performed after time synchronization at the start of each run with a local server through ntp protocol. UDP packet switching is used for communication and appropriate precautions like time-stamping of packets are taken to ensure that packets are received in order. Owing to limitations in capability of hardware, the step-size is chosen as 10ms. Fig. 5 depicts hardware setup consisting of two agents with connection settings as Table 1 Maximum value of τ2 for a given τ1 (τ1 ≤ τ2) with topology in Fig. 3a and control inputs given in Eqns. (5) to (8 Table 2 Maximum value of τ2 for a given τ1 (τ1 ≤ τ2) with topology in Fig. 3b and control inputs given in Eqns. (5) and (6) . Input time-delay τ 1 and communication time-delay τ 2 are userdefined and implemented from code. A minor deviation is visible between simulation and implementation results due to additional delay (≈ 4ms) in implementation due to actual processing and communication. The pulse width of PWM wave generated from an Arduino-Uno is considered as state x i and the rate of change is considered as v i of each agent.
Initial conditions for both simulation and implementation for topology in Fig. 3a are assumed to be, {x i0 } = [0, 230, 110, 40] and {v i0 } = [0, 0, 0, 0]. Plots with overlapping simulation and hardware results are given in Figs. 7 to 10 to show the effectiveness of theoretical results given in Tables 1 to 3 and Figs. 6a and 6b. For control law in Eqn. (7) with input delay τ 1 = 0.1s and communication delay of τ 2 = 0.39s, Fig. 7 depict states x i (t) andẋ i (t) vs time in seconds respectively. Similarly, Fig. 8 show the plots of states for control law in Eqn. (8) with τ 1 = 0.2s and of τ 2 = 0.46s. It can be observed that the difference in states, Ψ is asymptotically converging to zero and reinforcing the effectiveness of the theoretical results given in Table 1 and Fig. 6a . Similarly, some simulations and corresponding hardware validations are performed on a five-agent system with communication topology given in Fig. 3b , the corresponding adjacency matrix A andÃ are as given below, The initial values for the five-agent system are considered as x 1 (0) = 0, x 2 (0) = 230, x 3 (0) = 110, x 4 (0) = 40, x 5 (0) = 170 andẋ i (0) = 0, i ∈ [1, 5] . From Fig. 9 , it can be observed that the system converges at a faster rate with τ 1 = 0.2 and τ 2 = 0.79. With τ 1 = 0.2 and τ 2 = 1.03 given by Nyquist approach, the system converges at a very slow rate in simulation and further slower in implementation due to added delay from communication links as discussed earlier, corresponding results are depicted in Fig. 10 . Limit cycles are exhibited with τ 1 = 0.2 and τ 2 ≥ 1.04 as shown in Fig. 10 . The corresponding numerical values for Nyquist approach for λ = −1 are provided in Table 3 .
Using results in Theorems 1 to 3, stable regions with respect to time-delays for both the topologies in Figs. 3a and 3b are calculated. Few of them are validated with the help of simulations and corresponding implementations as given above. Figs. 6a and 6b 
Remarks
1.Lyapunov-Krasovskii is applicable to all the four control laws provided the communication topology satisfy the conditions mentioned in Theorem-1, but Nyquist approach is not applicable. Lyapunov-Krasovskii approach is more conservative with respect to timedelay tolerance, whereas Nyquist approach gives the full range of time-delay. 2.Describing function analysis allows us to use Nyquist approach on approximated nonlinear multi-agent system, which is better at providing time-delay tolerance ranges compared to Lyapunov approach. 3.Compared to work in [14] , we have considered saturation and timedelays in the system. An approximate analysis with the help of describing function is performed. Some conditions in Theorems 1 to 3 are derived for reaching consensus and estimation of non-existence of limit cycles. 4.Compared to the research presented by authors in [16] [17] [18] [19] 21] , we have considered time-delays along with saturation in second order multi-agent systems. Compared to the work presented by You et al. [22] , asynchronous time-delays are considered rather than single delay.
Conclusion
The consensus problem for second order saturated multi-agent system with asynchronous communication and input time-delays is presented in the paper. An approximate system with separate linear and nonlinear elements is derived using describing function analysis to study the limit cycle behaviour. The instability of limit cycles or consensus reachability is estimated using describing functions, stability of linear elements with the help of Lyapunov-Krasovskii function and Nyquist stability criterion. Stable ranges of input and communication time-delays are calculated for different control laws using both the approaches and comparative results are presented. Justification to the theoretical results is done with the help of simulations and corresponding implementations on hardware. With current control laws, the system is not immune to external disturbances in the state information. Noise in the state information and its mitigation strategies will be considered in the future research.
