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Abstract
This paper studies set-invariance and stabilization of (uniformly) hyper-
bolic sets under communication constraints for discrete-time control systems.
We first investigate structural and control-theoretic properties of hyperbolic
sets, in particular such that arise by small perturbations of diffeomorphisms
admitting a hyperbolic set. Then we derive a lower bound on the invariance
entropy of a hyperbolic set in terms of the difference between unstable vol-
ume growth and measure-theoretic fiber entropy. We also provide heuristic
arguments for the tightness of the obtained bound and apply our techniques
to the problem of local uniform stabilization at a hyperbolic set of a diffeo-
morphism. Finally, we apply our theory to an example built on the He´non
horseshoe.
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1 Introduction
1.1 General introduction
Hyperbolicity is one of the most important paradigms in the modern theory of dy-
namical systems as it provides a way of understanding the mechanisms leading
to erratic behavior of trajectories in chaotic systems. The first traces of the hy-
perbolic theory are usually located in Poincare´’s prize memoir on the three-body
problem in celestial mechanics [46]. It took, however, more than 70 years after
Poincare´’s work until a general axiomatic definition of hyperbolicity was presented
by Stephen Smale [48]. This definition arose from the desire to explain chaotic
phenomena observed in the study of differential equations modeling real-world
engineering systems [38] and it built on the concept of Anosov diffeomorphisms
studied before by the Russian school. Smale’s notion of a uniformly hyperbolic
set was soon generalized in different directions to cover a great variety of systems.
We do not attempt to give an account of all these research threads. The reader may
consult Hasselblatt [28], Katok & Hasselblatt [32] and Hasselblatt & Pesin [29] to
obtain a comprehensive overview of the still ongoing research in hyperbolic dy-
namics.
For control engineers, a particularly interesting research direction rooted in hyper-
bolic dynamics was initiated by Ott, Grebogi & Yorke [45] and is known under the
name control of chaos. While chaoticity, in general, is clearly an unpleasant be-
havior in an engineering system, in the control of chaos its features are exploited to
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stabilize a system with low energy use. Here one uses the abundance of (unstable)
periodic orbits on a hyperbolic set to pick one of these orbits and keep the system
on a nearby orbit via small “kicks” (control actions), applied at the right time to
drive the state closer to the stable manifold of the periodic orbit. One of various
applications of this method can be found in space exploration, where it is used to
stabilize space probes at unstable Lagrange points of the solar system [4].
A relatively new and vibrant subfield of control, in which hyperbolic dynamics is
likely to play a key role, is the control under communication constraints. Motivated
by real-world applications suffering from informational bottlenecks in the commu-
nication links between sensors and controllers or controllers and actuators, many
researchers have studied the problem of characterizing the minimal requirements
on a communication network that suffice to achieve a desired control goal by a
proper coder-controller design. Two of the most often cited examples, where data-
rate constraints constitute the bottleneck, are the coordinated control of unmanned
underwater vehicles, where the medium water makes high-rate communication dif-
ficult, and the control of large-scale networked systems, where the communication
resources have to be distributed among many agents, see e.g. [30, 44].
Nonlinear
system
Coder
Channel
Decoder /
Controller
x(t)
s(tk)
s(tk)
u(·)
Figure 1: Control of a system over a finite-capacity channel
A conceptually simple though highly non-trivial scenario allowing to study some of
the essential aspects of the problem is depicted in Fig. 1. Here a controller receives
state information, collected by sensors, through a finite-capacity communication
channel and the goal is to stabilize the system. A now classical result focusing on
linear system models is known as the data-rate theorem. Proven under a great va-
riety of different assumptions on the system model, communication protocol and
stabilization objective, it yields the unambiguous answer that there is a minimal
channel capacity, given by the open-loop unstable determinant, above which the
stabilization objective can be achieved. The fact that this number appears in the
theory of dynamical systems as the topological or measure-theoretic entropy of a
linear system [9] has motivated researchers to look for further and deeper connec-
tions between the data-rate-constrained stabilization problem and ergodic theory,
when the system model is assumed to be nonlinear.
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These investigations led to the introduction of various notions of “control entropy”
which are quantities defined in terms of the open-loop system, resembling topolog-
ical or measure-theoretic entropy in dynamical systems. Such entropy notions are
particularly successful for the description of the minimal channel capacity when
the stabilization objective can be solved in a repetitive way, i.e., with a coding
and control protocol that repeats precisely the same tasks periodically in time. An
example for such an objective is set-invariance. Indeed, if a coding and control
scheme achieves invariance of a certain set in a time interval [0, τ ], then the same
scheme can be applied again after time τ to achieve invariance on [τ, 2τ ] etc. The
notion of topological feedback entropy, introduced in Nair et al. [43], captures the
smallest average data rate above which a compact controlled invariant set can be
made invariant by a coding and control protocol that operates via a noiseless dis-
crete channel sending state information from the coder to the controller.
A related, in fact equivalent [14], notion of entropy was introduced in Colonius
& Kawan [13] under the name invariance entropy. While topological feedback
entropy is defined in an open-cover fashion similar to the definition of topological
entropy by Adler, Konheim & McAndrew [1], invariance entropy is defined via so-
called spanning sets of control inputs. The idea is simple – if the controller receives
n bits of information, it can distinguish at most 2n different states, hence generate
at most 2n different control inputs. As a consequence, the number of necessary
control inputs to achieve invariance (on a finite time interval) is a measure for
the required information. Hence, the invariance entropy of a compact controlled
invariant set Q is defined as
hinv(Q) := lim
τ→∞
1
τ
log2 rinv(τ,Q),
where rinv(τ,Q) denotes the minimal number of control inputs necessary to
achieve invariance of Q on a time interval of length τ .
A theory aimed at the description of invariance entropy in terms of dynamical
characteristics of the system (such as Lyapunov exponents), has been developed to
a certain extent in [17, 20, 35, 36], but mainly for continuous-time systems. In par-
ticular, the papers [17, 20] demonstrate that uniform hyperbolicity and controlla-
bility assumptions together allow for the derivation of a closed-form expression for
hinv(Q) in terms of instability characteristics on Q such as the sum of the unstable
Lyapunov exponents or relative/conditional entropy of the associated skew-product
system relative to the left shift on the space of admissible control inputs. This the-
ory has been successfully applied to right-invariant systems on flag manifolds of
semisimple Lie groups [19, 21].
In this paper, we study a discrete-time setting in which we introduce the notion of
a uniformly hyperbolic set for a control system, with the ultimate goal to provide
a closed-form expression for the invariance entropy of such sets. Although we are
not able to achieve this goal, we provide a lower bound together with very plau-
sible arguments that this bound is tight under additional controllability properties.
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Moreover, using the introduced techniques we provide a necessity result for the lo-
cal uniform stabilization at a hyperbolic set (of the autonomous system associated
to a fixed control value). This result can be seen as an extension of the local stabi-
lization result presented in [43] for the asymptotic stabilization to an equilibrium
point. At the same time, it closes a gap in the proof presented in [43] and provides
a new interpretation of a classical escape-rate formula in the theory of dynamical
systems [10, 50]. Technical details of our proof program are presented in the next
subsection.
Some general references for the theory of control under communication constraints
are the books [40, 24, 51] and the surveys [2, 23, 44].
1.2 Structure and contents of the paper
In this paper, we study discrete-time, time-invertible control systems of the form
xt+1 = f(xt, ut), t ∈ Z (1)
with states in a smooth manifoldM and controls in a compact and connected metric
space U . Under appropriate regularity assumptions, the system (1) induces a con-
tinuous skew-product system Φ (called control flow) on the extended state space
U ×M with U := UZ, with the left shift operator θ acting on U as the driving
system. The transition map of (1) is denoted by ϕ so that
Φt(u, x) = (θ
tu, ϕ(t, x, u)), Φt : U ×M → U ×M.
Frequently, we also write ϕt,u = ϕ(t, ·, u).
A uniformly hyperbolic set of (1) is a compact all-time controlled invariant subset
Q ⊂ M that admits a splitting of its extended tangent bundle into a stable and an
unstable subbundle. The difference to the classical autonomous case is that the sta-
ble and unstable subspaces, in general depend on (u, x) ∈ U ×M and not only on
x. Similar notions of uniformly hyperbolic sets are studied in the theory of random
dynamical systems (RDS), where the driving system models the influence of the
noise on the dynamics [27, 39]. Several classical tools from the theory of hyper-
bolic dynamical systems are available to study uniformly hyperbolic sets of control
systems, in particular the Stable Manifold Theorem, the Shadowing Theorem and
the Bowen-Ruelle Volume Lemma, cf. Subsection 3.2. A uniformly hyperbolic set
Q of (1) can be lifted to the extended state space U ×M by putting
L(Q) := {(u, x) ∈ U ×M : ϕ(Z, x, u) ⊂ Q},
which is a compact invariant set of the control flow Φ. Then E−(u, x) and
E+(u, x) denote the stable and unstable subspace at (u, x) ∈ L(Q), respectively.
Section 3 is devoted to the study of structural and control-theoretic properties of
uniformly hyperbolic sets. While the first two subsections introduce the necessary
definitions and tools, the third one starts the actual analysis.
5
Subsection 3.3. Our analysis starts with the study of the u-fibers Q(u) = {x ∈
M : ϕ(Z, x, u) ⊂ Q}, u ∈ U . Assuming that L(Q) is isolated invariant, the
Shadowing Theorem can be used to prove that all fibers Q(u) are nonempty and
homeomorphic to each other. The set-valued mapping u 7→ Q(u) from U into the
space of closed subsets of Q is, in general, upper semicontinuous (even without
the assumption of uniform hyperbolicity). To derive a lower bound on hinv(Q), we
require u 7→ Q(u) to be lower semicontinuous as well. This assumption can be
verified in a “small-perturbation” setting, where we fix a constant control u0 ∈ U ,
assume that the diffeomorphism f(·, u0) : M → M has an isolated invariant
uniformly hyperbolic set Λ, and then restrict the control range to a small neigh-
borhood of u0 in U . By standard perturbation results (see e.g. [39]), one shows
that the so-defined control system admits a uniformly hyperbolic set Q whose u0-
fiber coincides with Λ. We also study the controllability properties on a set Q
that arises in this way. Assuming that Λ is topologically transitive and combining
classical results from discrete-time control with shadowing arguments, one obtains
under analyticity and accessibility assumptions that Q has nonempty interior and
complete controllability holds on an open and dense subset ofQ. The proof, in par-
ticular, uses the theory of accessibility and universally regular controls developed
in Albertini & Sontag [3] and Sontag & Wirth [49]. It remains an open question
if the fiber map u 7→ Q(u) is lower semicontinuous for a more general class of
uniformly hyperbolic sets.
In Section 4, we derive a lower bound on the invariance entropy of a uniformly
hyperbolic set in terms of dynamical quantities of associated random dynamical
systems. We also discuss the tightness of the bound under certain additional as-
sumptions.
Subsection 4.1. If the fiber map u 7→ Q(u) of a compact all-time controlled
invariant set Q is lower semicontinuous, we can derive a lower bound on hinv(Q)
in terms of a uniform escape rate from ε-neighborhoods of the u-fibers. This lower
bound is based on the observation that the sets
Q±(u, τ) := {x ∈M : ϕ(t, x, u) ∈ Q for − τ < t < τ}
shrink down to the u-fiber Q(u) as τ tends to infinity, and this shrinking process is
uniform with respect to u if the fiber Q(u) depends continuously on u in the Haus-
dorff metric (which is equivalent to simultaneous upper and lower semicontinuity).
If S ⊂ U is a (τ,Q)-spanning set, then Q is covered by the sets
Q(u, τ) := {x ∈M : ϕ(t, x, u) ∈ Q for 0 ≤ t < τ} , u ∈ S,
which are related by a time shift to the sets Q±(u, τ). Finally, introducing the sets
Q(u, τ, ε) :=
{
x ∈M : dist(ϕ(t, x, u), Q(θtu)) ≤ ε, 0 ≤ t < τ} ,
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a careful analysis of these relations leads to the estimate
hinv(Q) ≥ − lim inf
τ→∞ supu∈U
1
τ
log vol(Q(u, τ, ε)) (2)
which holds true for every ε > 0 provided that Q has positive volume.
Subsection 4.2. Using a classical idea from the study of escape rates [10, 50],
one can estimate the volume in (2) in the following way:
vol(Q(u, τ, ε)) ≤ C
∑
x∈Fu,τ,δ
J+ϕτ,u(x)
−1. (3)
Here C > 0 is a constant, Fu,τ,δ ⊂ Q(u) is a (u, τ, δ)-separated set1 for a small
δ > 0, and
J+ϕτ,u(x) :=
∣∣det Dϕτ,u(x)|E+(u,x) : E+(u, x)→ E+(Φτ (u, x))∣∣
denotes the unstable determinant of the linearization. The main idea behind this
estimate is to cover the set Q(u, τ, ε) with Bowen-balls of order τ and radius δ,
and estimate the volumes of these balls via the Bowen-Ruelle Volume Lemma. A
shadowing argument allows to move the centers of these balls to Q(u). Here the
required uniform hyperbolicity on Q is fully exploited via the use of shadowing
and hyperbolic volume estimates.
Subsection 4.3. To make use of the estimate (3), two intermediate steps are taken,
the first of which consists in interchanging the order of limit inferior and supremum
in (2). This would be unproblematic if the functions vετ (u) := log vol(Q(u, τ, ε)),
τ > 0, would define a continuous subadditive cocycle over the shift (U , θ) for some
ε > 0. Since we cannot verify such a condition, we introduce families of functions
wδτ : U → R that are indeed subadditive cocycles over the shift and approximate vετ
in a certain sense (see Proposition 4.2 for details). Together with the continuity of
u 7→ vετ (u) (Lemma 4.3) this allows to prove that the order of limit and supremum
in (2) can be interchanged under the limit for ε ↓ 0. As a consequence,
hinv(Q) ≥ − lim
ε↓0
sup
u∈U
lim inf
τ→∞
1
τ
log vol(Q(u, τ, ε)). (4)
Subsection 4.5. The second step consists in rewriting (4) via ergodic growth rates
with respect to shift-invariant probability measures on U . This leads to
hinv(Q) ≥ − lim
ε↓0
sup
P∈M(θ)
lim inf
τ→∞
1
τ
∫
log vol(Q(u, τ, ε)) dP (u), (5)
1That is, for any two x, y ∈ Fu,τ,δ with x 6= y one has d(ϕ(t, x, u), ϕ(t, y, u)) > δ for some
0 ≤ t < τ .
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where M(θ) denotes the set of all θ-invariant Borel probability measures. Here
we use again the approximate subadditivity of vετ established in Proposition 4.2 to-
gether with standard arguments that are used in the context of subadditive cocycles.
Here, it is important to point out that each P ∈ M(θ) together with the transition
map ϕ formally induces a RDS over (U , θ, P ) that we denote by (ϕ, P ). In this
context, growth rates of the form
lim
τ→∞
1
τ
∫
log vol(Q(u, τ, ε)) dP (u)
are known as random escape rates, see [39].
Subsection 4.6. A further lower bound on hinv(Q) is derived from (5) and (3) via
arguments taken from the standard proof of the variational principle for pressure of
RDS, cf. [8]. Essentially, the growth rates of #Fu,τ,δ and J+ϕτ,u(x) are separated
and we end up with the estimate
hinv(Q) ≥ inf
µ∈M(Φ|L(Q))
[∫
log J+ϕ1,u(x) dµ(u, x)− hµ(ϕ, (piU )∗µ)
]
, (6)
where the infimum is taken over all Φ-invariant Borel probability measures µ,
supported on L(Q), and (piU )∗µ denotes the marginal of µ on U . Moreover,
hµ(ϕ, (piU )∗µ) is the measure-theoretic entropy of the RDS (ϕ, (piU )∗µ) with re-
spect to its invariant measure µ (which is the term that captures the growth rate of
#Fu,τ,δ). The well-known Margulis-Ruelle inequality [5] guarantees that
hµ(ϕ, (piU )∗µ) ≤
∫
log J+ϕ1,u(x) dµ(u, x)
so that the lower bound (6) is always nonnegative. A natural interpretation of the
involved terms is that
∫
log J+ϕ1,u(x) dµ(u, x) measures the total instability of
the dynamics on Q (seen by the measure µ), while hµ(ϕ, (piU )∗µ) measures the
part of the instability not leading to exit from Q. This makes perfect sense, since
hinv(Q) is supposed to measure the control complexity necessary for preventing
exit from Q. The fact that we are taking the infimum over all measures might
be related to the characterization of invariance entropy as the minimal data rate
amongst all coding and control strategies which lead to invariance of Q.
Subsection 4.7. A natural question arising from (6) is whether the infimum on
the right-hand side is attained as a minimum. Using the property of expansivity
which holds on every uniformly hyperbolic set, this can be verified, and hence
hinv(Q) ≥
∫
log J+ϕ1,u(x) dµˆ(u, x)− hµˆ(ϕ, (piU )∗µˆ) (7)
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for a (not necessarily unique) measure µˆ ∈ M(Φ|L(Q)). This inequality has inter-
esting consequences, since it allows us to obtain a better understanding of the case
when hinv(Q) = 0. Indeed, if hinv(Q) = 0, then
hµˆ(ϕ, (piU )∗µˆ) =
∫
log J+ϕ1,u(x) dµˆ(u, x)
which exhibits µˆ as an SRB measure of the RDS (ϕ, (piU )∗µˆ). It seems plausible
that conversely the existence of an SRB measure implies the existence of some sort
of attractor inside Q which, under additional controllability assumptions, would
force hinv(Q) to be zero. This is discussed in greater detail in Subsection 4.9.
Subsection 4.8. The lower bound (6) can also be expressed in purely topological
terms. Via the variational principle for the pressure of RDS, we can first write it in
the form
hinv(K,Q) ≥ − sup
P∈M(θ)
pitop(ϕ
Q, P ;− log J+ϕ),
where pitop(ϕQ, P ;− log J+ϕ) is the topological pressure with respect to the po-
tential − log J+ϕ of the bundle RDS defined by fixing the measure P on U and
restricting Φ to L(Q). Letting
piα(u, τ, ε) := sup
{∑
x∈F
2
∑τ−1
s=0 α(Φs(u,x)) : F ⊂ Q(u) is (u, τ, ε)-separated
}
,
we can derive the identity
sup
P∈M(θ)
pitop(ϕ
Q, P ;− log J+ϕ) = sup
u∈U
lim
ε↓0
lim sup
τ→∞
1
τ
log pi− log J+ϕ(u, τ, ε),
where we use (again) that the involved quantities can be approximated by subaddi-
tive cocycles. This purely topological expression can possibly serve as a hint how
to prove an achievability result.
Subsection 4.9. We discuss the tightness of the obtained lower bound on
hinv(Q), which in two extreme cases can be made very plausible. The first case
occurs when the fibers Q(u) are finite. In this case, the measure-theoretic entropy
term in the lower bound vanishes and the tightness has been proved in [18] for
the continuous-time case under accessibility and controllability assumptions. It is
more or less obvious that the same proof works in discrete time. The opposite case
is the one where L(Q) supports an SRB measure for one of the RDS (ϕ, P ), im-
plying that the lower bound vanishes. In this case, it should be possible to find an
attractor inside Q so that controllability on Q would make it possible to steer from
every initial state into the associated basin of attraction, where no further control
actions are necessary, leading to hinv(Q) = 0.
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In Section 5, we prove a result on the necessary average data rate for local uniform
stabilization at a uniformly hyperbolic set Λ of the diffeomorphism f0 = f(·, u0)
with u0 ∈ U . From the analysis of the preceding section it almost follows im-
mediately that (under mild regularity assumptions) a lower bound on the data rate
is given by the negative topological pressure of f0 with respect to the negative
unstable determinant on Λ.
The final Section 6 presents an example that is built on the so-called He´non horse-
shoe, a non-attracting uniformly hyperbolic set for a map from the He´non family.
Our small-perturbation results allow to study uniformly hyperbolic sets that arise
by adding small additive control terms to the given He´non map. In particular, nu-
merical studies are available which provide estimates for the topological pressure
on the He´non horseshoe that in turn provide estimates for the invariance entropy
of its small perturbations as well as for the average data rate for stabilization at the
He´non horseshoe.
1.3 Remarks, interpretation and further directions
The results presented in this paper. Our results should not be seen so much
from a practical point of view (of applicability to real-world problems), but from
the viewpoint of a theoretical understanding of stabilization under communication
constraints. They relate the control-theoretic quantity hinv to quantities that are
very well studied and of utmost importance in the theory of dynamical systems.
Moreover, they give these dynamical quantities a new, control-theoretic interpreta-
tion. This should be an inspiration for the search for further relations of similar na-
ture. In particular, in the context of stochastic control systems and stochastic stabi-
lization objectives, it is very likely that weaker and by nature probabilistic/ergodic
forms of hyperbolicity such as non-uniform hyperbolicity [28] will be helpful to
derive similar and even more interesting results.
The role of hyperbolicity (advantages and disadvantages). The assumption of
uniform hyperbolicity provides us with tools and techniques that allow to derive
very clean and precise results. Additionally, uniform hyperbolicity guarantees the
robustness that is necessary for the solution of a control task to work properly with
regard to parameter uncertainties and external noise, cf. [18]. On the other hand,
uniform hyperbolicity is a property that is hard to check for a concrete model,
although some numerical approaches to this problem exist, see e.g. [7]. Moreover,
most systems are certainly not uniformly hyperbolic but exhibit some weaker form
of hyperbolicity. Hence, the uniformly hyperbolic case should be seen only as a
first step towards a more general theory.
History and new contributions. Many of the ideas and results in this paper have
appeared before in other publications:
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• The idea of estimating the invariance entropy from below by an escape rate
has first appeared in [33].
• For continuous-time systems, uniformly hyperbolic sets in the sense of this
paper turn out to be quite simple, namely, their u-fibers are finite [34]. In
[20], a closed-form expression for the invariance entropy of uniformly hy-
perbolic control sets of continuous-time systems has been derived. In par-
ticular, the derivation of the lower bound already contains some of the ideas
involved in the paper at hand.
• In [17], a particular class of partially hyperbolic controlled invariant sets is
introduced and a lower bound for their invariance entropy is derived. Most
of the ideas leading to the estimate (6) are already contained in [17].
The genuinely new contributions of the paper at hand are the following:
• The notion of an isolated (controlled) invariant set used in [17] has been
weakened. Instead of assuming an isolatedness condition on the state space
M , we now assume that the lift L(Q) in U ×M is an isolated invariant set
of the control flow (which is a weaker condition).
• The “small perturbation” construction of a uniformly hyperbolic set, pre-
sented in Subsection 3.2 (although well-known in another context) has not
been presented before. This construction sheds some light on the assump-
tion of lower semicontinuity of the fiber map which was already used in [17].
Moreover, the analysis of the controllability properties on such a set is new
and, to the best of my knowledge, this has not been studied before although
similar ideas can be found in Colonius & Du [12].
• The results in Subsection 4.7 are new. In particular, the relation between van-
ishing invariance entropy and the existence of SRB measures (see Corollary
4.10) is a new contribution of this paper.
• The topological characterization of the lower bound in Subsection 4.8 is an-
other novel contribution.
• The local stabilization result (Theorem 5.1) has not appeared before.
2 Notation
By |A| we denote the cardinality of a set A. Logarithms are by default taken to
the base 2. We write Z, Z+ and Z>0 for the sets of integers, nonnegative integers
and positive integers, respectively. By [a; b], (a; b), (a; b] and [a; b) we denote the
closed, open and half-open intervals in Z, respectively.
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All manifolds in this paper are assumed to be connected and smooth, i.e., equipped
with a C∞ differentiable structure. If M is a manifold, we write TxM for its tan-
gent space at x. Also Riemannian metrics are always assumed to be smooth. Given
a manifold equipped with a Riemannian metric, we write | · | for the induced norm
on each tangent space. Moreover, d(·, ·) denotes the induced distance function and
vol(·) the associated volume measure. Finally, we write expx for the Riemannian
exponential map at x.
In any metric space (X, d), we write Bε(x) for the open ε-ball centered at
x, dist(x,A) = infy∈A d(x, y) for the distance of a point x to a set A, and
Nε(A) = {x ∈ X : dist(x,A) ≤ ε} for the closed ε-neighborhood of a set
A. The open ε-neighborhood, in contrast, is denoted by N◦ε (A). Moreover, we use
the notation dH(A,B) for the Hausdorff distance of two sets A,B:
dH(A,B) = max{Dist(A,B),Dist(B,A)}, Dist(A,B) = sup
a∈A
dist(a,B).
We write clA, intA and ∂A for the closure, interior and boundary of a set A,
respectively.
If T : X → Y is a measurable map between measurable spaces (X,FX) and
(Y,FY ), respectively, we write T∗ for the operator induced by T on the set of
measures on (X,FX). That is, for every measure µ on (X,FX), T∗µ is the mea-
sure on (Y,FY ) defined by (T∗µ)(B) := µ(T−1(B)) for all B ∈ FY . We write
M(T ) for the set of all T -invariant Borel probability measures of a continuous
map T : X → X on a compact metric space X . (By the theorem of Krylov-
Bogolyubov, this set is nonempty.) By B(X) we denote the Borel σ-algebra of a
metric space X and by supp(µ) the support of a Borel probability measure µ.
Finally, we use the notation ‖ · ‖ for operator norms.
3 Hyperbolic sets for control systems
3.1 Setup
We study a discrete-time control system
Σ : xt+1 = f(xt, ut) (8)
with a right-hand side f : M × U →M satisfying the following assumptions:
• M is a smooth d-dimensional manifold for some d ∈ Z>0.
• U is a compact and connected metrizable space.
• The map fu : M →M defined by fu(x) := f(x, u) is aC1-diffeomorphism
for every u ∈ U , and its derivative Dfu(x) depends (jointly) continuously
on (u, x).
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• Both f and (x, u) 7→ f−1u (x) are continuous maps on M × U .
The space of admissible control sequences for Σ is defined by
U := UZ = {u = (ut)t∈Z : ut ∈ U, ∀t ∈ Z}. (9)
3.1 Facts: Equipped with the product topology induced by the topology of U , the
space U is compact, connected and metrizable. If dU is a metric on U , then an
induced product metric on U is given by
dU (u, v) :=
∑
t∈Z
1
2|t|
dU (ut, vt). (10)
The left shift operator θ : U → U is defined by
(θu)t :≡ ut+1 for all u = (ut)t∈Z ∈ U .
The transition map ϕ : Z×M × U →M associated with Σ is given by
ϕ(t, x, u) :=

fut−1 ◦ · · · ◦ fu1 ◦ fu0(x) if t > 0,
x if t = 0,
f−1ut ◦ · · · ◦ f−1u−2 ◦ f−1u−1(x) if t < 0.
Together, θ and ϕ constitute the skew-product system, also called control flow, of
Σ:
Φ : Z× U ×M → U ×M, (t, u, x) 7→ Φt(u, x) := (θtu, ϕ(t, x, u)).
We also introduce the notation
ϕt,u(x) := ϕ(t, x, u), ϕt,u : M →M
for each pair (t, u) ∈ Z× U . Obviously, ϕt,u is a C1-diffeomorphism.
Further properties are summarized in the following proposition.
3.2 Proposition: The maps θ, ϕ and Φ satisfy the following properties:
(a) θ : U → U is a homeomorphism.
(b) ϕ(t, ·, ·) : M × U → U , (x, u) 7→ ϕ(t, x, u), is continuous for every t ∈ Z.
(c) ϕ is a cocycle over the base (U , θ), i.e., it satisfies the following two proper-
ties:
(i) ϕ(0, x, u) = x for all (u, x) ∈ U ×M .
(ii) ϕ(t+ s, x, u) = ϕ(s, ϕ(t, x, u), θtu) for all t, s ∈ Z, (u, x) ∈ U ×M .
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(d) Φ is a dynamical system on U×M , i.e., Φ0(u, x) = (u, x) and Φt+s(u, x) =
Φs(Φt(u, x)) for all t, s ∈ Z and (u, x) ∈ U ×M .
(e) For each (t, u) ∈ Z × U , the derivative of ϕt,u depends continuously on
(u, x) ∈ U ×M .
(f) The periodic points of θ are dense in U and θ is chain transitive on U .
All except for the very last statement follow easily from the assumptions. Hence,
we only remark that the chain transitivity of θ follows from the fact that the pe-
riodic points are dense combined with the connectedness of U . Indeed, every pe-
riodic point is trivially chain recurrent. Since the chain recurrent set is closed, it
thus equals U . By [16, Prop. 3.3.5(iii)], a closed set, which is chain recurrent and
connected, is chain transitive.
Observe that the cocycle property (item (c) above) implies that the inverse of ϕt,u
is given by
ϕ−1t,u = ϕ−t,θtu.
Since (Φt)t∈Z is a dynamical system on U × M , we have Φt = (Φ1)t for all
t ∈ Z, i.e., the dynamical system is completely determined by its time-1 map. This
justifies to write Φ not only for the sequence (Φt)t∈Z but also for the time-1 map
Φ1.
We call a set Q ⊂ M all-time controlled invariant if for every x ∈ Q there is
u ∈ U such that ϕ(Z, x, u) ⊂ Q. To such Q we associate its all-time lift
L(Q) := {(u, x) ∈ U ×M : ϕ(Z, x, u) ⊂ Q} .
It is easy to see that L(Q) is an invariant set of the control flow Φ which is compact
if and only if Q is compact. We also introduce the u-fibers of Q by
Q(u) := {x ∈M : ϕ(Z, x, u) ⊂ Q} , u ∈ U .
The following properties of the u-fibers are easy to derive:
• Each u-fiber Q(u) is compact (but not necessarily nonempty).
• For all t ∈ Z and u ∈ U the following relation holds:
ϕt,u(Q(u)) = Q(θ
tu).
• The set UQ := {u ∈ U : Q(u) 6= ∅} is compact and θ-invariant.
• The set-valued map u 7→ Q(u), defined on UQ, is upper semicontinuous (but
not necessarily lower semicontinuous).
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The map u 7→ Q(u) as defined above will be called the fiber map of Q.
Now we introduce the notion of uniform hyperbolicity which requires an addi-
tional structure on the smooth manifold M , namely a Riemannian metric. How-
ever, choosing a different metric only results in the change of the constant c in (H2)
below, and hence the notion of uniform hyperbolicity is metric-independent.
3.3 Definition: A nonempty compact all-time controlled invariant set Q is called
uniformly hyperbolic if for every (u, x) ∈ L(Q) there is a direct sum decomposi-
tion
TxM = E
−(u, x)⊕ E+(u, x)
satisfying the following properties:
(H1) The decomposition is invariant in the sense that
Dϕt,u(x)E
±(u, x) = E±(Φt(u, x)) for all (u, x) ∈ L(Q), t ∈ Z.
(H2) There are constants c ≥ 1 and λ ∈ (0, 1) such that for all (u, x) ∈ L(Q) and
t ∈ Z+ we have
|Dϕt,u(x)v| ≤ cλt|v| for all v ∈ E−(u, x),
|Dϕ−t,u(x)v| ≤ cλt|v| for all v ∈ E+(u, x).
(H3) The dimensions of the subspaces E−(u, x) and E+(u, x) are constant over
(u, x) ∈ L(Q).
An easy consequence of the hypotheses (H1) and (H2) is that the subspaces
E±(u, x) vary continuously with (u, x). This continuity statement can be ex-
pressed, e.g., in terms of the projections pi±u,x : TxM → E±(u, x) along the re-
spective complementary subspace, whose components in each coordinate chart are
continuous functions of (u, x). An implication of the continuity is that, also with-
out hypothesis (H3), the dimensions of E±(u, x) are locally constant. Actually,
our only reason to require (H3) is that we can avoid to include this as an extra
assumption in each of the results that follow.
For obvious reasons, we call E−(u, x) the stable subspace at (u, x) and E+(u, x)
the unstable subspace at (u, x). The case that one of the subspaces E±(u, x) is
zero-dimensional is possible and we do not exclude it from the definition.
We are interested in computing the invariance entropy of a uniformly hyperbolic
set. Recall the following definition. A pair (K,Q) of sets K ⊂ Q ⊂ M is called
an admissible pair (of the control system Σ) if for each x ∈ K there is u ∈ U with
ϕ(Z+, x, u) ⊂ Q. A set S ⊂ U is called (τ,K,Q)-spanning for some τ ∈ Z>0 if
for every x ∈ K there is u ∈ S with ϕ(t, x, u) ∈ Q for t = 0, 1, . . . , τ − 1. The
invariance entropy of (K,Q) is defined by
hinv(K,Q) := lim sup
τ→∞
1
τ
log rinv(τ,K,Q),
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where rinv(τ,K,Q) denotes the minimal cardinality of a (τ,K,Q)-spanning set.
Associated data-rate theorems that characterize the smallest average data rate re-
quired to make Q invariant via hinv can be found in [18, 36].
3.2 Tools from the hyperbolic theory
In this subsection, we formulate the main results from the hyperbolic theory that
we will use. Throughout, we assume that a Riemannian metric on M is fixed.
First, we introduce the concept of pseudo-orbits and shadowing. Consider the con-
trol system Σ. A two-sided sequence (ut, xt)t∈Z in U ×M is called an α-pseudo-
orbit for some α > 0 if2
ut+1 = θut and d(ϕ1,ut(xt), xt+1) ≤ α for all t ∈ Z.
Hence, any pseudo-orbit is a real orbit in the u-component, but not necessarily in
the x-component where we allow jumps of size at most α in each step of time. We
say that an orbit (θtu, ϕt,u(x))t∈Z β-shadows a pseudo-orbit (ut, xt)t∈Z if
u = u0 and d(ϕt,u(x), xt) ≤ β for all t ∈ Z.
The shadowing theorem roughly says that near to a uniformly hyperbolic set, every
α-pseudo-orbit is β-shadowed by a real orbit, if α = α(β) is chosen small enough.
The complete and precise statement is as follows. A proof can be found in Meyer
& Zhang [41].
3.4 Theorem: Let Q be a uniformly hyperbolic set of Σ. Then there is a neigh-
borhood N ⊂ U ×M of L(Q) such that the following holds:
(a) For every β > 0 there is an α > 0 so that every α-pseudo-orbit in N is
β-shadowed by an orbit.
(b) There is β0 > 0 so that for every β ∈ (0, β0) the β-shadowing orbit in (a) is
unique.
(c) If L(Q) is an isolated invariant set3 of the control flow, then the unique β-
shadowing orbit in (b) is completely contained in L(Q).
Another extremely useful property of uniformly hyperbolic sets is called expansiv-
ity. It is an easy consequence of the Stable Manifold Theorem, see [41, Thm. 2.1].
2To avoid abuse of notation, we use a superscript for the u-component, because ut denotes the
t-th component of the sequence u.
3This means that there exists a neighborhood of L(Q) so that L(Q) is the largest invariant set
within this neighborhood.
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3.5 Theorem: Let Q be a uniformly hyperbolic set of Σ. Then there exists δ > 0
so that for all (u, x) ∈ L(Q) and y ∈ M the following implication holds: If
d(ϕ(t, x, u), ϕ(t, y, u)) ≤ δ for all t ∈ Z, then x = y. Any constant δ with this
property is called an expansivity constant.
For each u ∈ U , x ∈M , ε > 0 and τ ∈ Z>0, we introduce the Bowen-ball
Bu,τε (x) := {y ∈M : d(ϕ(t, x, u), ϕ(t, y, u)) ≤ ε for t = 0, 1, . . . , τ − 1} .
We also say that Bu,τε (x) is the Bowen-ball of order τ and radius ε, centered at x.
Observe that this is the usual (closed) ε-ball in the metric
du,τ (x, y) := max
t=0,1,...,τ−1
d(ϕ(t, x, u), ϕ(t, y, u)),
which is compatible with the topology of M .
The (Bowen-Ruelle) volume lemma provides asymptotically precise estimates for
the volumes of Bowen-balls centered in uniformly hyperbolic sets. It requires a
little more regularity in the state variable. The result together with a detailed proof
can be found in [20].
3.6 Theorem: Let Q be a uniformly hyperbolic of Σ and assume that each fu is
a C2-diffeomorphism whose first and second derivatives depend continuously on
(u, x). Then for every sufficiently small ε > 0 the following estimates hold for all
(u, x) ∈ L(Q) and τ ∈ Z>0 with some constant Cε ≥ 1:
C−1ε | det Dϕτ,u(x)|E+(u,x)|−1 ≤ vol(Bu,τε (x)) ≤ Cε|det Dϕτ,u(x)|E+(u,x)|−1.
Since the determinant that appears in the above estimates will be used frequently,
we introduce a short-cut for it:
J+ϕτ,u(x) := |det Dϕτ,u(x)|E+(u,x) : E+(u, x)→ E+(Φτ (u, x))|.
We also call this function the unstable determinant or unstable Jacobian. It is easy
to see that
• (u, x) 7→ J+ϕτ,u(x) is continuous for every τ ∈ Z and
• J+ϕτ1+τ2,u(x) = J+ϕτ1,u(x) · J+ϕτ2,θτ1u(ϕτ1,u(x)) for all τ1, τ2 ∈ Z and
(u, x) ∈ L(Q). That is, J+ϕ is a multiplicative cocycle over the dynamical
system Φ|L(Q).
3.3 Properties of hyperbolic sets
In this subsection, our aim is to prove the following theorem and to derive further
properties of uniformly hyperbolic sets that are sufficiently small (in a sense to be
specified).
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3.7 Theorem: Let Q be a uniformly hyperbolic set of the control system Σ and
assume that its all-time lift L(Q) is an isolated invariant set of the control flow.
Then all fibers Q(u), u ∈ U , are nonempty and homeomorphic to each other.
Proof: The shadowing theorem yields a neighborhood N ⊂ U ×M of L(Q), a
β > 0 and an α = α(β) > 0 so that every α-pseudo-orbit inN is β-shadowed by a
unique orbit in L(Q). Let ε = ε(α) > 0 be small enough so that N3ε(L(Q)) ⊂ N
and so that for all u, v ∈ U and x ∈ Q we have
dU (u, v) ≤ ε ⇒ d(fu(x), fv(x)) ≤ α.
This is possible by compactness of L(Q) and uniform continuity of f on the com-
pact set Q× U , respectively.
In the following, we will use the metric
d∞(u, v) := sup
t∈Z
dU (ut, vt)
on U , which in general is not compatible with the product topology. We claim that
d∞(u, v) ≤ ε implies that Q(u) and Q(v) are homeomorphic. If Q(u) and Q(v)
are both empty, there is nothing to show. Hence, let us assume thatQ(u) 6= ∅. Then
choose x ∈ Q(u) arbitrarily and consider the two-sided sequence xt := ϕ(t, x, u),
t ∈ Z, which lies in Q and, by the choice of ε, satisfies
d(ϕ(1, xt, θ
tv), xt+1) = d(fvt(xt), fut(xt)) ≤ α for all t ∈ Z.
Hence, the sequence (θtv, xt)t∈Z is an α-pseudo-orbit which is 3ε-close to the
orbit (θtu, xt)t∈Z that is completely contained in L(Q).4 By the choice of ε, there
exists a unique orbit (θtv, ϕ(t, y, v))t∈Z in L(Q) which β-shadows (θtv, xt)t∈Z,
i.e., y ∈ Q(v) and
d(ϕ(t, y, v), ϕ(t, x, u)) ≤ β for all t ∈ Z.
We can thus define the mapping
huv : Q(u)→ Q(v), x 7→ y
that sends a point x ∈ Q(u) to the unique point y ∈ Q(v) given by the shadowing
theorem. Since the roles of u and v can be interchanged, we also have a mapping
hvu : Q(v)→ Q(u), defined analogously, which must be the inverse of huv by the
uniqueness of shadowing orbits. It remains to prove the continuity of huv. To this
end, consider a sequence xk → x in Q(u) and let yk := huv(xk), y := huv(x).
Then ϕt,u(xk) → ϕt,u(x) for each t ∈ Z. Let δ > 0 be an expansivity constant
according to Theorem 3.5. We prove the continuity of huv under the assumption
that β ≤ δ/3. For every t ∈ Z, let k0(t) be large enough so that
d(ϕt,u(xk), ϕt,u(x)) ≤ δ
3
for all k ≥ k0(t).
4A simple computation shows that d∞(u, v) ≤ ε implies dU (θtu, θtv) ≤ 3ε for all t ∈ Z.
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Then for every t ∈ Z and k ≥ k0(t) we obtain
d(ϕt,v(yk), ϕt,v(y)) ≤ d(ϕt,v(yk), ϕt,u(xk))
+ d(ϕt,u(xk), ϕt,u(x))
+ d(ϕt,u(x), ϕt,v(y)) ≤ 2β + δ
3
≤ δ.
Hence, for any limit point y∗ ∈ Q(v) of the sequence (yk) it follows that
d(ϕt,v(y∗), ϕt,v(y)) ≤ δ for all t ∈ Z,
implying y∗ = y by the choice of δ. Hence yk → y, which proves the continuity
of huv.
We have shown that up to homeomorphisms Q(u) is locally constant on the metric
space (UZ, d∞). Since U is connected, Lemma A.1 implies that (UZ, d∞) is con-
nected as well. It thus follows that all u-fibers are homeomorphic to each other. In
particular, this implies that none of them is empty. 
3.8 Remark: For a constant control u ∈ U , the fiber Q(u) is a compact uniformly
hyperbolic set of the diffeomorphism fu. Assuming a little more regularity, namely
that fu is a C1+α diffeomorphism for some α > 0, there are only two alternatives
for the fiber Q(u): either it coincides with the whole state space M (in which case
M is compact and Q = M ) or it has Lebesgue measure zero (see [11, Cor. 5.7]).
It is unclear if the same is true for every u-fiber. The homeomorphisms huv con-
structed in the above proof can probably only expected to be Ho¨lder continuous
which does not allow for a statement on the Lebesgue measure.
In addition to the above result, we would like to prove that the fiber map u 7→ Q(u)
is continuous with respect to the Hausdorff metric on the space of nonempty closed
subsets of Q. However, in the general case, it is completely unclear how to do this
or whether it is true. Instead, we only prove it for uniformly hyperbolic sets that are
sufficiently “small”. At the same time, we provide the first examples for uniformly
hyperbolic sets.
Consider the control system Σ (without assuming the existence of a uniformly
hyperbolic set), fix a control value u0 ∈ U and assume that the following holds:
• The diffeomorphism fu0 : M → M has a compact isolated invariant set
Λ ⊂M which is uniformly hyperbolic (in the classical sense).
• The metric space U is locally connected at u0. That is, every neighborhood
of u0 contains a connected neighborhood.
The following lemma (which is standard in the hyperbolic theory) will turn out to
be extremely useful.
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3.9 Lemma: Under the given assumptions, there exist a neighborhood U0 ⊂ U of
u0, a neighborhood N ⊂ M of Λ, and numbers ρ0 > 0, C0 > 0 and α0 ∈ (0, 1)
such that the following holds: If u ∈ UZ0 , x, y ∈ N and ϕ(t, x, u), ϕ(t, y, u) ∈ N
with d(ϕ(t, x, u), ϕ(t, y, u)) ≤ ρ0 for all t with |t| ≤ T , then d(x, y) ≤ C0αT0 .
Proof: Let TΛM = E− ⊕ E+ be the hyperbolic splitting on Λ. We choose the
neighborhoods U0 and N such that the following holds:
• The hyperbolic splitting on Λ can be extended continuously to the neighbor-
hood N5 and there is C > 0 so that
‖v‖0 := max{|v−|, |v+|} ≤ C|v|
whenever v ∈ TxM , x ∈ N and v± ∈ E±x . Let λ0 ∈ (0, 1) be the hyperbolic
constant on Λ and assume that the constant c equals 1 (i.e., contraction is
seen already in one step of time), which can always be achieved by using an
adapted Riemannian metric.
• There are ρ0, a0, ε0 > 0 satisfying λ0 < a0 < 1 and 0 < ε0 < min{12(1 −
a0),
1
2(a
−1
0 − 1)} such that the following holds: If x ∈ N and u ∈ U0 with
ϕ1,u(x) ∈ N , then
ϕ˜u,x = exp
−1
ϕ1,u(x)
◦ϕ1,u ◦ expx : {v ∈ TxM : |v| ≤ ρ0} → Tϕ1,u(x)M
is well-defined and, writing
Dϕ˜u,x(0) =
(
A−−u,x A−+u,x
A+−u,x A++u,x
)
: E−x ⊕ E+x → E−ϕ1,u(x) ⊕ E
+
ϕ1,u(x)
,
we can express ϕ˜u,x as
ϕ˜u,x(·) =
(
A−−u,x 0
0 A++u,x
)
+Ru,x(·),
where ‖A−−u,x ‖ ≤ a0, ‖(A++u,x )−1‖ ≤ a0 and Ru,x is a Lipschitz map whose
Lipschitz constant with respect to ‖ · ‖0 is not bigger than ε0. Indeed, this
follows from the fact that the derivative ofRu,x(·) at the origin is determined
byA−+u,x andA+−u,x which have arbitrarily small norms if we choose ρ0,N and
U0 small enough. Moreover, we make our choices so that the map
ϕ˜−u,x := exp
−1
x ◦ϕ−1,θu ◦ expϕ1,u(x) : {v ∈ Tϕ1,u(x)M : |v| ≤ ρ0} → TxM
has analogous properties.
5It is a standard fact in the theory of uniformly hyperbolic systems that such an extension always
exists. However, the extended splitting might no longer be invariant.
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Now, if u ∈ UZ0 and x, y ∈ N are as in the formulation of the lemma, let us write
v := exp−1x (y) = v−+ v+ ∈ E−x ⊕E+x and assume without loss of generality that
|v+| ≥ |v−|. Then we can show that
(a−10 − ε0)T ‖v‖0 ≤ ‖ exp−1ϕT,u(x)(ϕT,u(y))‖0 ≤ Cρ0.
The second inequality follows from
‖ exp−1ϕT,u(x)(ϕT,u(y))‖0 ≤ C| exp
−1
ϕT,u(x)
(ϕT,u(y))|
= Cd(ϕT,u(x), ϕT,u(y)) ≤ Cρ0.
The first one can be shown as follows. Using that |v+| ≥ |v−|, we obtain
|ϕ˜u,x(v)+| = |A++u,x v+ +Ru,x(v)+| ≥ |A++u,x v+| − |Ru,x(v)+|
≥ a−10 |v+| − ‖Ru,x(v)‖0 ≥ a−10 |v+| − ε0‖v‖0
= (a−10 − ε0)|v+|.
Similarly,
|ϕ˜u,x(v)−| = |A−−u,x v− +Ru,x(v)−| ≤ |A−−u,x v−|+ |Ru,x(v)−|
≤ a0|v−|+ ‖Ru,x(v)‖0 ≤ a0|v−|+ ε0|v+|
≤ (a0 + ε0)|v+|.
This implies
|ϕ˜u,x(v)+|
|ϕ˜u,x(v)−| ≥
a−10 − ε0
a0 + ε0
> 1.
Hence, we can repeat these arguments and obtain the claimed inequality induc-
tively.6 These inequalities imply
d(x, y) = |v| = |v− + v+| ≤ 2 max{|v−|, |v+|}
≤ 2C‖v‖0 ≤ 2C2ρ0(a−10 − ε0)−T .
Hence, the statement of the lemma holds with C0 := 2C2ρ0 and α0 := (a−10 −
ε0)
−1, where we observe that
a−10 − ε0 > a−10 −
1
2
(a−10 − 1) =
1
2
(a−10 + 1) > 1.

The next proposition describes the dynamics of the control system that we obtain
by restricting the control values to a small neighborhood of u0, when we also con-
sider a small neighborhood of Λ.
6In the case when |v−| ≥ |v+|, the maps ϕ˜−u,x come into play.
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3.10 Proposition: Consider the control system Σ under the given assumptions.
Then there are β0 > 0 and a compact, connected neighborhood U0 ⊂ U of u0 such
that the following holds:
(a) For each u ∈ U0 := UZ0 and each x ∈ Λ, there is a unique point xu ∈ M
with
d(ϕ(t, x, u0), ϕ(t, xu, u)) ≤ β0 for all t ∈ Z.
(b) For any 0 < β < β0, one can shrink U0 so that (a) holds with β in place of
β0.
(c) For every u ∈ U0, define Λu := {xu : x ∈ Λ} and hu : Λ → Λu, x 7→ xu.
Then Λu is compact and hu is a homeomorphism.
(d) The family of maps {hu}u∈U0 has the following properties:
(i) ϕ1,u(Λu) = Λθu and hθu ◦ ϕ1,u0 = ϕ1,u ◦ hu for all u ∈ U0.
(ii) The family {hu}u∈U0 is equicontinuous. That is, for any ε > 0 there is
δ > 0 so that d(x, y) < δ implies d(hu(x), hu(y)) < ε for all x, y ∈ Λ
and u ∈ U0. The analogous property holds for the family {h−1u }u∈U0 .
(iii) The map H : U0 → C0(Λ,M), u 7→ hu, is continuous, when
C0(Λ,M) is equipped with the topolog of uniform convergence.
Proof: We put Λ˜ := {u0} × Λ ⊂ U ×M , where we regard u0 as the constant
sequence (u0, u0, u0, . . .) ∈ U , and observe that Λ˜ is a uniformly hyperbolic set of
the control system Σ. Now we choose a neighborhood N ⊂ U ×M of Λ˜ and a
constant β0 > 0 satisfying the following properties:
• N3β0(Λ) is an isolating neighborhood of Λ for fu0 .
• If d(ϕ(t, x, u0), ϕ(t, y, u0)) ≤ 2β0 for some x, y ∈ Λ and all t ∈ Z, then
x = y, which is possible by expansivity on uniformly hyperbolic sets.
• There is α = α(β0) so that every α-pseudo-orbit of Σ, contained in N , is
uniquely β0-shadowed by an orbit.
Subsequently, we choose a compact, connected neighborhood U0 of u0 (where we
use the assumption that U is locally connected at u0) small enough so that
(u, x) ∈ UZ0 ×N2β0(Λ) ⇒ d(ϕ1,u(x), ϕ1,u0(x)) ≤ α and (u, x) ∈ N . (11)
This is possible by the uniform continuity of ϕ(1, ·, ·) on the compact set
N2β0(Λ) × U . Now fix u ∈ U0 and x ∈ Λ. Defining xt := ϕ(t, x, u0) = f tu0(x),
t ∈ Z, we find that (θtu, xt)t∈Z is an α-pseudo-orbit in N , since
d(ϕ(1, xt, θ
tu), xt+1) = d(ϕ1,θtu(xt), ϕ1,u0(xt)) ≤ α for all t ∈ Z.
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Hence, there exists a unique point xu ∈M so that
d(ϕ(t, x, u0), ϕ(t, xu, u)) ≤ β0 for all t ∈ Z.
This proves (a).
Statement (b) follows from item (b) of the Shadowing Theorem 3.4.
Statement (c) is seen as follows. First, the compactness of Λu follows from the
continuity of hu established in (d)(ii). The invertibility of hu follows from the
choice of β0, since hu(x) = hu(y) implies d(ϕ(t, x, u0), ϕ(t, y, u0)) ≤ 2β0 for all
t ∈ Z. Since any invertible and continuous map between compact metric spaces is
a homeomorphism, (c) is proved.
It remains to prove (d). To prove (d)(i), pick xu = hu(x) ∈ Λu. Then
d(ϕ(t, xu, u), ϕ(t, x, u
0)) ≤ β0 for all t ∈ Z. By the cocycle property of ϕ, this is
equivalent to d(ϕ(t, ϕ1,u(xu), θu), ϕ(t, ϕ1,u0(x), u0)) ≤ β0 for all t ∈ Z. Hence,
(a) implies that ϕ1,u(xu) = hθu(ϕ1,u0(x)) ∈ Λθu.
To prove (d)(ii), we use Lemma 3.9. We assume that U0 is chosen small enough
so that the statement of Lemma 3.9 holds with a neighborhood N of Λ and con-
stants ρ0, C0, α0. Moreover, we choose β0 small enough so that β0 ≤ ρ0/3 and
Nβ0(Λ) ⊂ N . Now, for a given ε > 0, we choose T ∈ Z>0 large enough so that
C0α
T
0 < ε. We let further δ > 0 be small enough so that x, y ∈ Λ, d(x, y) < δ
implies
d(ϕ(t, x, u0), ϕ(t, y, u0)) ≤ β0 for all |t| ≤ T.
Then d(x, y) < δ and −T ≤ t ≤ T implies
d(ϕt,u(hu(x)), ϕt,u(hu(y))) ≤ d(ϕt,u(hu(x)), ϕt,u0(x))
+ d(ϕt,u0(x), ϕt,u0(y)) + d(ϕt,u0(y), ϕt,u(hu(y))) ≤ 3β0 ≤ ρ0.
Hence, Lemma 3.9 yields d(hu(x), hu(y)) ≤ C0αT0 < ε. The proof of equicon-
tinuity of {h−1u } follows the same lines. Here we need to assume that δ is chosen
small enough so that d(ϕ(t, x, u), ϕ(t, y, u)) ≤ β0 for |t| ≤ T whenever u ∈ U0,
x, y ∈ Λu and d(x, y) < δ. This is possible by the uniform continuity of ϕ(t, ·, ·)
on the compact set Nβ0(Λ)× U0.
To prove (d)(iii), consider a sequence uk → u in U0. By (ii) and the Arzela`-Ascoli
Theorem, every subsequence of (huk)k∈Z>0 has a limit point. That is, there exists
a homeomorphism h : Λ → h(Λ) so that the subsequence converges uniformly to
h. If hukn → h as n→∞, then for every t ∈ Z and x ∈ Λ we obtain
d(ϕ(t, h(x), u), ϕ(t, x, u0)) = lim
n→∞ d(ϕ(t, hukn (x), ukn), ϕ(t, x, u
0)) ≤ β0.
By statement (a), this implies h = hu. Hence, hukn converges to hu, proving that
H is continuous. 
Using the above proposition, we can show the existence of an isolated uniformly
hyperbolic set for the control system with control range U0.
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3.11 Theorem: Given the conclusions of the preceding proposition, the control
system
Σ0 : xt+1 = f(xt, ut), u ∈ U0
has a uniformly hyperbolic set Q ⊂M with the following properties:
(a) Q(u) = Λu for all u ∈ U0.
(b) The all-time lift L(Q) is an isolated invariant set for the associated control
flow.
(c) The fiber map u 7→ Q(u) is continuous when U0 is equipped with the product
topology.
Proof: We define
Q := {hu(x) : x ∈ Λ, u ∈ U0} .
We first prove that Q is compact and all-time controlled invariant. Consider the
map α : U0×Λ→M , (u, x) 7→ hu(x). By continuity of u 7→ hu it easily follows
that α is continuous implying that Q = α(U0×Λ) is compact. All-time controlled
invariance follows from Proposition 3.10(d)(i), which implies ϕ(t, hu(x), u) =
hθu(ϕ(t, x, u
0)) for all t ∈ Z. With standard arguments from the hyperbolic theory
of dynamical systems (see, e.g., [32, Prop. 6.4.6]), one can show that for each
(u, hu(x)) ∈ Q there is a splitting
Thu(x)M = E
−
u,hu(x)
⊕ E+u,hu(x)
which is invariant and uniformly hyperbolic.
Now we prove (a). It is clear that Λu ⊂ Q(u) for all u ∈ U0. To prove the converse,
take x ∈ Q(u) and recall the notations introduced in the proof of Proposition
3.10(a). The sequence xt := ϕ(t, x, u), t ∈ Z, then yields the α-pseudo-orbit
(u0, xt)t∈Z in N by (11). Hence, there exists a unique y ∈M so that
d(ϕ(t, y, u0), xt) ≤ β0 for all t ∈ Z.
SinceN3β0(Λ) is an isolating neighborhood of Λ for fu0 , this implies y ∈ Λ. Then,
by the uniqueness of shadowing orbits, it follows that x = hu(y) ∈ Λu.
To prove (b), we show that the open set U0×N◦2β0(Λ) is an isolating neighborhood
of L(Q). Since every x ∈ Q satisfies dist(x,Λ) ≤ β0 by definition, this is a
neighborhood of L(Q). If (θtu, ϕ(t, x, u)) ∈ U0×N◦2β0(Λ) for all t ∈ Z, then (11)
implies that xt := ϕ(t, x, u) satisfies d(ϕ1,u0(xt), xt+1) ≤ α and (θtu, xt) ∈ N
for all t ∈ Z. Hence, there exists a unique y ∈M with d(ϕ(t, y, u0), ϕ(t, x, u)) ≤
β0 for all t ∈ Z. We thus have
dist(ϕ(t, y, u0),Λ) ≤ d(ϕ(t, y, u0), ϕ(t, x, u)) + dist(ϕ(t, x, u),Λ) ≤ 3β0
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for all t ∈ Z. Since N3β0(Λ) is an isolating neighborhood of Λ, it follows that
y ∈ Λ, implying x = hu(y) and (u, x) ∈ L(Q) as desired.
Finally, we prove (c). Since the fiber map is always upper semicontinuous, it re-
mains to prove lower semicontinuity. Let u ∈ U0 and x ∈ Q(u). Consider a
sequence uk → u in U0. Since Q(u) = Λu, we have x = hu(x′) for some
x′ ∈ Λ. By Proposition 3.10(d)(iii), we know that huk(x′) → hu(x′). Since
huk(x
′) ∈ Λuk = Q(uk), we have proved lower semicontinuity. 
In the following, we are going to study controllability properties on the set Q as
constructed above. Moreover, we are interested in finding out under which condi-
tions Q has nonempty interior. The following lemma will turn out to be useful.
Recall that a controlled ε-chain from a point x ∈ M to a point y ∈ M con-
sists of a finite sequence of points x = x0, x1, . . . , xr = y, r ≥ 1, and controls
u0, u1, . . . , ur−1 ∈ U so that d(ϕ(1, xi, ui), xi+1) < ε for i = 0, 1, . . . , r − 1. We
say that chain controllability holds on a set E ⊂M if any two points x, y ∈ E can
be joined by a controlled ε-chain for every ε > 0.
3.12 Lemma: Assume that Λ is a topologically transitive set for fu0 . Then chain
controllability holds on the setQ as constructed above. Moreover, for any x, y ∈ Q
and ε > 0, a controlled ε-chain (xi, ui) from x to y can be chosen so that (ui, xi) ∈
L(Q) for all i.
Proof: We use that topological transitivity implies chain transitivity (easy to see).
To prove the assertion, pick two points x, y ∈ Q and write them as x = hu(x′),
y = hv(y
′) with x′, y′ ∈ Λ and u, v ∈ U0. We now choose δ-chains of equal
length r from u to v in U0 and from x′ to y′ in Λ, respectively. That is, we pick
x′ = z′0, z′1, . . . , z′r = y′ in Λ and u = w0, w1, . . . , wr = v in U0 so that
d(fu0(z
′
i), z
′
i+1) < δ and dU (θw
i, wi+1) < δ
for i = 0, 1, . . . , r − 1. This is possible by chain transitivity of fu0 on Λ and of
θ on U0, respectively (see Proposition 3.2(f) for the latter). The reason why we
can choose the length r identical for both chains is that U0 contains fixed points.
Hence, we can let every δ-chain in U0 run through a fixed point and at this fixed
point we can stop as long as we want to (introducing an arbitrary number of trivial
jumps).
Now we define
zi := hwi(z
′
i) ∈ Q(wi), i = 0, 1, . . . , r.
Observe that z0 = hw0(z′0) = hu(x′) = x and zr = hwr(z′r) = hv(y′) = y. We
claim that if δ = δ(ε) is chosen small enough, then (zi, wi), i = 0, 1, . . . , r, is a
controlled ε-chain from x to y, i.e.,
d(ϕ(1, zi, w
i), zi+1) < ε, i = 0, 1, . . . , r − 1. (12)
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We can check this as follows:
d(ϕ(1, zi, w
i), zi+1) = d(ϕ1,wi(hwi(z
′
i)), hwi+1(z
′
i+1))
= d(hθwi(ϕ1,u0(z
′
i)), hwi+1(z
′
i+1))
≤ d(hθwi(ϕ1,u0(z′i)), hwi+1(ϕ1,u0(z′i)))
+ d(hwi+1(ϕ1,u0(z
′
i)), hwi+1(z
′
i+1)).
We know that hu depends continuously on u. By compactness of U0, we even have
uniform continuity. This implies that we can choose δ small enough so that the first
term becomes smaller than ε/2 for all i. By equicontinuity of the maps hu, we can
choose δ also small enough so that the second term becomes smaller than ε/2 for
all i. Altogether, we have proved (12). 
To make use of the chain controllability and also for later purposes it is important
to know when Q has nonempty interior. To provide at least a sufficient condition,
we need to recall some concepts and a result from Sontag & Wirth [49].
The system Σ is called analytic if it satisfies the following assumptions:
• The state space M is a real-analytic manifold and U is a compact subset of
some Rm with U = cl intU .
• The restriction of f to M × intU is a real-analytic map.
For a fixed t ∈ Z>0, a pair (x, u) ∈M × (intU)t is called regular if7
rk
∂ϕ(t, ·, ·)
∂u
(x, u) = d = dimM,
where ϕ(t, ·, ·) is regarded as a map from M × (intU)t to M so that ∂ϕ(t,·,·)∂u (x, u)
can be seen as a d× tm-matrix.
A control sequence u of length t > 0 is called universally regular if (x, u) is
regular for every x ∈ V . We write S(t) for the set of all universally regular controls
u ∈ (intU)t.
We write O+(x) = {ϕ(t, x, u) : t ≥ 0, u ∈ U} for the forward orbit of a point
x ∈ M . If we only allow control sequences taking values in a subset U˜ ⊂ U ,
we also write O+(x; U˜). The system Σ is called forward accessible from x if
intO+(x) 6= ∅. It is called forward accessible if it is forward accessible from
every point.
We then have the following result from [49, Cor. 2].
3.13 Theorem: Let the following assumptions holds:
7Note that intO+(x; intU) 6= ∅ is equivalent to the existence of t ∈ Z>0 and u ∈ (intU)t such
that r(t;x, u) = d.
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(i) The system Σ is analytic.
(ii) The state space M is compact.
(iii) Σ is forward accessible with control range intU , i.e., intO+(x; intU) 6= ∅
for all x ∈M .
Then the complement of S(t) is closed, subanalytic and analytically thin for all t
large enough. In particular, S(t) 6= ∅.
Under the assumptions of this theorem, imposed on the system Σ0, we obtain that
the uniformly hyperbolic set Q as constructed above has nonempty interior.
3.14 Proposition: Consider the set Q from Theorem 3.11 and assume that Σ is an
analytic system with a compact state space M and that Σ0 is forward accessible
with control range intU0. Then Q has nonempty interior.
Proof: Choose t∗ large enough so that S(t∗) (defined with respect to Σ0) is
nonempty. Since Λ is uniformly hyperbolic and isolated invariant, there ex-
ists a periodic orbit in Λ (this is an implication of the Anosov Closing Lemma
[32, Thm. 6.4.15]), say {f tu0(x0)}. Let τ ∈ Z>0 denote its period and assume
w.l.o.g. that τ ≥ t∗. Now pick a universally regular u∗ ∈ (intU0)τ . By periodic
continuation, we can extend u∗ to a τ -periodic sequence in (intU0)Z that we also
denote by u∗.
Now consider the point x∗ := hu∗(x0) ∈ Q(u∗). By Proposition 3.10(d), we have
ϕτ,u∗(x
∗) = ϕτ,u∗(hu∗(x0)) = hθτu∗(f τu0(x0)) = hu∗(x0) = x
∗.
Hence, the trajectory ϕ(·, x∗, u∗) is τ -periodic. Using the regularity, we can find
δ = δ(ε) > 0 so that every y ∈ Bδ(x∗) can be steered to every z ∈ Bδ(x∗) in
time τ via some control sequence u = u(y, z) of length τ , so that the controlled
trajectory (ut, ϕ(t, y, u))τt=0 is never further away from (u
∗
t , ϕ(t, x
∗, u∗)) than ε.8
By choosing y = z and using periodic continuation again, we obtain a τ -periodic
trajectory on the full time axis that completely evolves in the ε-neighborhood of
Q and, by choosing ε small enough, we can also achieve that ut ∈ U0 for all
t ∈ Z. Since L(Q) is isolated invariant, this implies that the trajectory evolves in
Q, hence y ∈ Q(u). This, in turn, implies that Bδ(x∗) ⊂ Q, which completes the
proof. 
We are also interested in the controllability properties of Σ0 on the set Q. To
formulate the next proposition, we introduce the core of a subset Y ⊂M as
core(Y ) :=
{
y ∈ intY : int(O−(y) ∩ Y ) 6= ∅ and int(O+(y) ∩ Y ) 6= ∅} .
8This is a consequence of the implicit function theorem.
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3.15 Proposition: Consider the uniformly hyperbolic set Q from Theorem 3.11
for the control system Σ0. Additionally make the following assumptions:
(a) Λ is a topologically transitive set of fu0 .
(b) Q has nonempty interior.
Then complete controllability holds on core(Q).
Proof: By using the construction in the proof of Lemma 3.12, we can produce
bi-infinite controlled ε-chains passing through any two given points in Q. Let
(xt, w
t)t∈Z be such a controlled chain, i.e.
(wt, xt) ∈ L(Q) and d(ϕ(1, xt, wt), xt+1) < ε, ∀t ∈ Z.
We define another control sequence w∗ ∈ U0 by putting
w∗t := w
t
0 for all t ∈ Z.
In this way, (θtw∗, xt)t∈Z becomes an ε-pseudo-orbit, since
d(ϕ(1, xt, θ
tw∗), xt+1) = d(fw∗t (xt), xt+1)
= d(fwt0(xt), xt+1) = d(ϕ(1, xt, w
t), xt+1) < ε.
We would like to apply the Shadowing Theorem to shadow such chains, but we
need to make sure that they are close enough to L(Q). Recalling that we con-
structed the chains with dU (θwt, wt+1) < δ, we find that
dU×M ((θtw∗, xt), (wt, xt)) = dU (θtw∗, wt)
=
∑
s∈Z
1
2|s|
dU (w
∗
t+s, w
t
s) =
∑
s∈Z
1
2|s|
dU (w
t+s
0 , w
t
s)
=
∑
s∈Z
1
2|s|
dU (w
t+s
0 , (θ
swt)0) ≤
∑
s∈Z
1
2|s|
dU (wt+s, θswt).
Now we can split the sum into a finite and an infinite part, the latter being small
because of the factor 2−|s|, and the first being small due to the choice of δ. To be
more precise, to achieve that the sum becomes smaller than a given γ > 0, first
pick s0 > 0 large enough so that
diamU
∑
|s|>s0
1
2|s|
<
γ
2
.
Then choose δ > 0 small enough so that for all |s| ≤ s0 we have
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• If s > 0, then
1
2s
dU (wt+s, θswt) ≤ 1
2s
s−1∑
i=0
dU (θiwt+s−i, θiθwt+s−i−1) <
γ
2(2s0 + 1)
,
which is possible, since {θi}s0−1i=0 is a uniformly equicontinuous family and
dU (wt+s−i, θwt+s−i−1) < δ.
• If s < 0, then
1
2−s
dU (wt+s, θswt) ≤ 1
2−s
−1∑
i=s
dU (θiwt+s−i, θiθwt+s−i−1) <
γ
2(2s0 + 1)
,
which is possible by similar reasons as in the former case.
Altogether, dU×M ((θtw∗, xt), (wt, xt)) < γ. Hence, it follows that the ε-pseudo-
orbit (θtw∗, xt)t∈Z, for δ sufficiently small, can be β-shadowed by a real orbit in
L(Q) of the form (θtw∗, ϕ(t, z, w∗))t∈Z:
(w∗, z) ∈ L(Q) and d(ϕ(t, z, w∗), xt) ≤ β for all t ∈ Z.
This implies that for any given points x, y ∈ Q we find a trajectory in Q starting
in an arbitrarily small neighborhood of x and ending (after a finite time) in an
arbitrarily small neighborhood of y. Now assume that x, y ∈ core(Q). Pick points
x′ ∈ int(O+(x) ∩ Q) and y′ ∈ int(O−(y) ∩ Q) and a trajectory starting at some
x′′ ∈ int(O+(x)∩Q) and ending in y′′ ∈ int(O−(y)∩Q) (obtained by shadowing
a chain from x′ to y′). Then one can steer from x to x′′, from x′′ to y′′ and from y′′
to y. This proves the controllability statement. 
It is important to understand how large core(Q) is. From [3], we know that core(Q)
is always an open set under mild assumptions on the system.
3.16 Lemma: Assume that U ⊂ Rm for some m ∈ N and that U0 satisfies
U0 = cl intU0. Furthermore, assume that f : M × U → M is continuously
differentiable. Then core(Q) 6= ∅ implies that core(Q) is open in M and dense in
Q.
Proof: Consider the sets
O−(core(Q)) = {x ∈M : ∃y ∈ core(Q), u ∈ U0, t ≥ 0 s.t. ϕ(t, x, u) = y},
O+(core(Q)) = {y ∈M : ∃x ∈ core(Q), u ∈ U0, t ≥ 0 s.t. ϕ(t, x, u) = y}.
Since core(Q) is nonempty by assumption and open by [3, Lem. 7.8], the preceding
proof shows that O−(core(Q)) is open and dense in Q. Moreover, every x ∈
O−(core(Q)) satisfies int(Q ∩ O+(x)) 6= ∅. The set O+(core(Q)) is also open
and dense in Q by the preceding proof and every point x ∈ O+(core(Q)) satisfies
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int(Q ∩ O−(x)) 6= ∅. Hence, O−(core(Q)) ∩ O+(core(Q)) = core(Q) and the
assertion follows. 
We can thus formulate the following corollary.
3.17 Corollary: Consider the uniformly hyperbolic set Q from Theorem 3.11 for
the control system Σ0. Additionally make the following assumptions:
(a) Λ is a topologically transitive set of fu0 .
(b) core(Q) is nonempty.
Then complete controllability holds on an open and dense subset of Q.
The following proposition provides a sufficient condition for core(Q) 6= ∅. Recall
that a control system is called transitive if it has only one orbit (where the orbits
are the sets of points that one can obtain by motions forward and backward in time
from a given point).
3.18 Proposition: Assume that the given system is analytic and transitive. Then
intQ 6= ∅ implies core(Q) 6= ∅.
Proof: By [3, Lem. 5.1], on an open and dense subset of M the Lie algebra rank
condition (introduced in [3, p. 5]) is satisfied. Let W denote the intersection of this
set with intQ. Now we pick a point z ∈ W and a γ > 0 so that Bγ(z) ⊂ W .
Consider a bi-infinite ε-pseudo-orbit that passes through Bγ/3(z) infinitely many
times. By shadowing this pseudo-orbit (choosing ε sufficiently small), we can find
an orbit starting in some x ∈ intQ that passes through Bγ/2(z) infinitely many
times. Then there exists a sequence of points xk ∈ O+nk(x) ∩ Bγ/2(z), where
nk → ∞. We may assume that xk converges to some point y ∈ clBγ/2(z).
Since y ∈ W , the Lie algebra rank condition holds at y. By [3, Lem. 4.1] and the
subsequent remarks, one can reach from x an open set in every neighborhood of y.
This implies int(Q∩O+(x)) 6= ∅. Since the same construction works in backward
time, we conclude that also int(Q ∩ O−(x)) 6= ∅. Hence, x ∈ core(Q). 
3.19 Corollary: Let the following assumptions hold for the control system Σ0 and
the uniformly hyperbolic set Q from Theorem 3.11:
(a) Σ0 is analytic and transitive.
(b) Λ is a topologically transitive set of fu0 .
(c) intQ 6= ∅.
Then complete controllability holds on an open and dense subset of Q.
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4 Invariance entropy of hyperbolic sets
In this section, we derive a lower bound on the invariance entropy of a uniformly
hyperbolic set.
4.1 A first lower estimate on invariance entropy
Let Q be a compact all-time controlled invariant set of Σ. For u ∈ UQ, τ ∈ Z>0
and ε > 0, we define
Q(u, τ, ε) :=
{
x ∈M : dist(ϕt,u(x), Q(θtu)) ≤ ε, ∀0 ≤ t < τ
}
.
Hence, Q(u, τ, ε) is the set of all initial states so that the trajectory under u stays
ε-close to the corresponding fiber up to time τ − 1.
The following lemma provides a first lower estimate on invariance entropy under
the assumption that the fiber map is lower semicontinuous.
4.1 Lemma: LetQ be a compact all-time controlled invariant set of Σ and assume
that the fiber map u 7→ Q(u), defined on UQ, is lower semicontinuous. Then, for
every compact set K ⊂ Q with positive volume and every ε > 0, we have
hinv(K,Q) ≥ − lim inf
τ→∞ supu∈UQ
1
τ
log vol(Q(u, τ, ε)).
Proof: For all τ ∈ Z>0 and u ∈ U , we define the sets
Q(u, τ) := {x ∈M : ϕ(t, x, u) ∈ Q, ∀0 ≤ t < τ} ,
Q±(u, τ) := {x ∈M : ϕ(t, x, u) ∈ Q, ∀ − τ < t < τ} ,
V (u, τ) := {v ∈ U : ut = vt, ∀ − τ < t < τ − 1} .
The set Q±(u, τ) can be characterized as
Q±(u, τ) =
⋃
v∈V (u,τ)
Q(v).
Indeed, if x ∈ Q±(u, τ), then by all-time controlled invariance, the control se-
quence u can be modified outside of the interval (−τ ; τ − 1) so that ϕ(Z, x, u∗) ⊂
Q, where u∗ denotes the modified sequence. Hence, x ∈ Q(u∗). Conversely,
if x ∈ Q(u∗) for some u∗ which coincides with u on (−τ ; τ − 1), then clearly
x ∈ Q±(u, τ).
Now let ε > 0. Since the fiber map u 7→ Q(u) is always upper semicontinuous,
the assumption of lower semicontinuity implies its continuity with respect to the
Hausdorff metric. Since UQ is compact, we even have uniform continuity. Hence,
there exists δ > 0 so that dU (u, v) < δ (for any u, v ∈ U) implies
Q(v) ⊂ Nε(Q(u)).
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We choose τ0 ∈ Z>0 large enough so that V (u, τ0) ⊂ Bδ(u) for all u ∈ U . This
implies
Q±(u, τ0) =
⋃
v∈V (u,τ0)
Q(v) ⊂ Nε(Q(u)) for all u ∈ U .
Now let S ⊂ U be a minimal (2τ0 + t,K,Q)-spanning set for some t ∈ Z+. We
may assume without loss of generality that S is finite and contained in UQ. Then
we have
K ⊂
⋃
u∈S
Q(u, 2τ0 + t). (13)
We claim that
ϕs,θτ0u(ϕτ0,u(Q(u, 2τ0 + t))) ⊂ Q±(θs+τ0u, τ0) for all s ∈ [0; t).
Indeed, let x be an element of the left-hand side. Then we can write x = ϕ(s +
τ0, y, u) for some y ∈ Q(u, 2τ0 + t). Hence,
ϕ(r, x, θs+τ0u) = ϕ(r + s+ τ0, y, u) ∈ Q for all r ∈ [−τ0 − s; τ0 + t− s)
and (−τ0; τ0) ⊂ [−τ0 − s; τ0 + t− s) for all s ∈ [0; t). We thus have
ϕτ0,u(Q(u, 2τ0 + t)) ⊂
t−1⋂
s=0
ϕ−1s,θτ0u
[
Q±(θs+τ0u, τ0)
]
⊂
t−1⋂
s=0
ϕ−1s,θτ0u
[
Nε(Q(θ
s+τ0u))
]
= Q(θτ0u, t, ε).
Together with (13), this yields
0 < vol(K) ≤ |S| ·max
u∈S
vol(ϕ−1τ0,u(Q(θ
τ0u, t, ε))).
Observing that the volume change of a set affected by the application of ϕ−1τ0,u
(within some compact domain) does not change the exponential volume growth
rate, this estimate implies
0 ≤ hinv(K,Q) + lim inf
t→∞ supu∈UQ
1
t
log vol(Q(u, t, ε)),
which is equivalent to the desired inequality. 
4.2 Bowen-balls, measure-theoretic entropy and pressure
In this subsection, we assume throughout thatQ is a uniformly hyperbolic set for Σ
so that L(Q) is an isolated invariant set of the control flow. Moreover, we assume
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that Σ is of regularity class C2, i.e., fu is a C2-diffeomorphism for every u ∈ U so
that both the first and second derivatives of fu are continuous in (u, x).
For u ∈ U , τ ∈ Z>0 and ε > 0, we say that a set E ⊂ M (u, τ, ε)-spans another
set K ⊂M if for each x ∈ K there is y ∈ E with du,τ (x, y) ≤ ε. In other words,
the Bowen-balls of order τ and radius ε centered at the points in E cover the set
K. A set F ⊂ M is called (u, τ, ε)-separated if du,τ (x, y) > ε for all x, y ∈ F
with x 6= y.
We will use Bowen-balls in order to estimate vol(Q(u, τ, ε)) as follows. For a
small number δ > 0, we let Fu,τ,δ be a maximal (u, τ, δ)-separated subset of the
u-fiber Q(u). By compactness of Q(u), Fu,τ,δ is finite. Moreover, it is easy to see
that a maximal (u, τ, δ)-separated subset of some set also (u, τ, δ)-spans this set.9
Now, for an arbitrary x ∈ Q(u, τ, ε), pick x∗ ∈ Q(u) and x∗ ∈ Q(θτ−1u) so that
d(x, x∗) ≤ ε and d(ϕ(τ − 1, x, u), x∗) ≤ ε. Then we can consider the sequence
(xt)t∈Z defined by
xt :=

ϕ(t, x∗, u) if t < 0,
ϕ(t, x, u) if 0 ≤ t < τ,
ϕ(t− τ, x∗, θτu) if t ≥ τ.
The joint sequence (θtu, xt)t∈Z is an ε-pseudo-orbit. Since (θtu, xt) ∈ L(Q) for
all t < 0 and t ≥ τ and (θtu, xt) is ε-close to some point in L(Q) for all t ∈ [0; τ),
for ε small enough the shadowing theorem yields a point z ∈ Q(u) so that
d(ϕ(t, x, u), ϕ(t, z, u)) ≤ β for all t ∈ [0; τ).
This implies x ∈ Bu,τβ (z). Now pick some y ∈ Fu,τ,δ so that du,τ (y, z) ≤ δ. Then
x ∈ Bu,τβ+δ(y). We conclude that
Q(u, τ, ε) ⊂
⋃
y∈Fu,τ,δ
Bu,τβ+δ(y).
If β and δ are chosen small enough, we can thus apply the volume lemma in order
to estimate
vol(Q(u, τ, ε)) ≤ Cβ+δ
∑
y∈Fu,τ,δ
J+ϕτ,u(y)
−1. (14)
To turn this into a useful estimate for hinv(K,Q), a lot of work is necessary.
First, we need to pay attention to the fact that the control flow can be regarded as
a random dynamical system, once we equip the space U with a Borel probability
measure P , invariant under θ. We denote such a random dynamical system briefly
by (ϕ, P ). An invariant measure of (ϕ, P ) is a Borel probability measure µ on
U ×M satisfying
9This can easily be proved by contradiction.
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• Φ∗µ = µ, i.e., Φ preserves the measure µ.
• (piU )∗µ = P , i.e., µ(pi−1U (B)) = P (B) for all B ∈ B(U), where piU :
U ×M → U , (u, x) 7→ u.
By the disintegration theorem, each invariant measure µ admits a disintegration
into sample measures µu on (M,B(M)), defined for P -almost all u ∈ U . That is,
dµ(u, x) = dµu(x)dP (u).
To each invariant measure µ we can associate the measure-theoretic entropy
hµ(ϕ, P ). Let A be a finite Borel partition of M . An induced dynamically de-
fined sequence of (finite Borel) partitions of M is given by
A(u, τ) :=
τ−1∨
t=0
ϕ−1t,uA =
{
A0 ∩ ϕ−11,u(A1) ∩ . . . ∩ ϕ−1τ−1,u(Aτ−1) : As ∈ A, ∀s
}
.
The entropy associated to the partition A is defined as
hµ(ϕ, P ;A) := lim
τ→∞
1
τ
∫
U
Hµu(A(u, τ)) dP (u),
where Hµu(·) denotes the Shannon entropy of a partition and the limit exists be-
cause of subadditivity.10
The measure-theoretic entropy of (ϕ, P ) with respect to µ is then defined as
hµ(ϕ, P ) := sup
A
hµ(ϕ, P ;A) ∈ [0,∞],
the supremum taken over all finite Borel partitions of M . A related quantity is the
measure-theoretic pressure of (ϕ, P ) with respect to µ and a µ-integrable “poten-
tial” α : U ×M → R, defined as
piµ(ϕ, P ;α) := hµ(ϕ, P ) +
∫
α dµ.
Our aim is to prove the following lower bound for the invariance entropy:
hinv(K,Q) ≥ inf
P∈M(θ)
inf
µ∈M(Φ|L(Q)),
(piU )∗µ=P
−piµ(ϕ, P ;− log J+ϕ), (15)
where J+ϕ denotes the function (u, x) 7→ J+ϕ1,u(x). By the definition of pres-
sure, this estimate is equivalent to
hinv(K,Q) ≥ inf
P∈M(θ)
inf
µ∈M(Φ|L(Q)),
(piU )∗µ=P
[∫
log J+ϕ1,u(x) dµ(u, x)− hµ(ϕ, P )
]
.
10∫ Hµu(A(u, τ1 + τ2))dP (u) = ∫ Hµu(A(u, τ1) ∨ ϕ−1τ1,uA(θτ1u, τ2))dP (u),
Hµu(A(u, τ1) ∨ ϕ−1τ1,uA(θτ1u, τ2)) ≤ Hµu(A(u, τ1)) + Hµθτ1u(A(θτ1u, τ2)) and∫
Hµθτ1u(A(θτ1u, τ2))dP (u) =
∫
Hµu(A(u, τ2))dP (u) because P is θ-invariant.
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Obviously, the double infimum can be written as a single infimum in the following
way:
hinv(K,Q) ≥ inf
µ∈M(Φ|L(Q))
[∫
log J+ϕ1,u(x) dµ(u, x)− hµ(ϕ, (piU )∗µ)
]
.
By the Margulis-Ruelle inequality [5], this lower bound is always nonnegative.
We propose the following interpretation of the terms involved in the right-hand side
of the above estimate:
• ∫ log J+ϕ1,u(x) dµ(u, x): the total instability of the dynamics on L(Q)
seen through the measure µ.
• hµ(ϕ, (piU )∗µ): the part of the instability which does not lead to trajectories
leaving Q.
• infµ∈M(Φ|L(Q)): the infimum over all possible control strategies to make Q
invariant.
From now on, we will frequently use the following three assumptions on the com-
pact all-time controlled invariant set Q:
(A1) Q is uniformly hyperbolic.
(A2) L(Q) is an isolated invariant set of the control flow.
(A3) The fiber map u 7→ Q(u) is lower semicontinuous.
4.3 Construction of approximating subadditive cocycles
Let the assumptions (A1)–(A3) be satisfied for the compact all-time controlled
invariant set Q. For every ε > 0, we define the function
vε : (τ, u) 7→ vετ (u) := log vol(Q(u, τ, ε)), vε : Z>0 × U → R.
It would be nice if vε was a subadditive cocycle over the system (U , θ). This, in
general, cannot be expected however. Instead, we approximate vε by subadditive
cocycles.
For a fixed u ∈ U , let A = (At)∞t=0 be a sequence so that At is an open cover
of the compact set Q(θtu), i.e., a collection of subsets of Q(θtu), open relative to
Q(θtu), whose union equals Q(θtu). We write
Aτ :=
τ−1∨
t=0
ϕ−1t,u(At), τ ∈ Z>0.
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This is the collection of all sets of the form
A0 ∩ ϕ−11,u(A1) ∩ . . . ∩ ϕ−1τ−1,u(Aτ−1), At ∈ At.
Observe that Aτ is an open cover of Q(u). We define
wAτ (u) := log inf
{∑
A∈α
sup
x∈A
J+ϕτ,u(x)
−1 : α is a finite subcover
of Aτ for Q(u)
}
,
which is well-defined, because J+ϕτ,u(x) is only evaluated at points (u, x) ∈
L(Q). We write A(τ) for the shifted sequence (Aτ ,Aτ+1,Aτ+2, . . .).
Now let α be a finite subcover of Aτ1 for Q(u) and β a finite subcover of A(τ1)τ2
for Q(θτ1u). Then∑
C∈α∨ϕ−1τ1,u(β)
sup
z∈C
J+ϕτ1+τ2,u(z)
−1
=
∑
C∈α∨ϕ−1τ1,u(β)
sup
z∈C
[
J+ϕτ1,u(z)
−1 · J+ϕτ2,θτ1u(ϕτ1,u(z))−1
]
≤
∑
(A,B)∈α×β
[
sup
x∈A
J+ϕτ1,u(x)
−1
]
·
[
sup
y∈B
J+ϕτ2,θτ1u(y)
−1
]
=
∑
A∈α
[
sup
x∈A
J+ϕτ1,u(x)
−1
]
·
∑
B∈β
[
sup
y∈B
J+ϕτ2,θτ1u(y)
−1
]
.
Hence, if we choose α and β so that the corresponding sums are close to their
infima, we see that
wAτ1+τ2(u) ≤ wAτ1(u) + wA(τ1)τ2 (θτ1u). (16)
Here we use that α ∨ ϕ−1τ1,u(β) is a subcover of Aτ1+τ2 for Q(u).
For a fixed (small) δ > 0, let A(u) = (At(u))∞t=0 be the unique sequence so that
At(u) consists of all open δ-balls in Q(θtu) and put
wδτ (u) := w
A(u)
τ (u).
Then we have the following result which shows that the family of functions wδ :
Z>0 × U → R, (τ, u) 7→ wδτ (u), consists of subadditive cocycles that can be used
to approximate vε.
4.2 Proposition: The functions wδ have the following properties, where the con-
stants in (b) and (c) come from the volume lemma (Theorem 3.6):
(a) For every δ > 0, the function (τ, u) 7→ wδτ (u) is a subadditive cocycle over
(U , θ).
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(b) For every δ > 0 there exists ε > 0 so that
vετ (u) ≤ logC3δ + wδτ (u)
for all u ∈ U and τ ∈ Z>0.
(c) For every γ > 0 there is δ > 0 so that
wδτ (u)− logCδ/2 ≤ τγ + vδ/2τ (u)
for all u ∈ U and τ ∈ Z>0.
(d) For all ε > 0 small enough and δ ∈ (0, ε) there exist a constant C˜δ > 0 and
T ∈ Z>0 so that
vετ (u) ≤ C˜δ + vδτ−2T (θTu)
for all u ∈ U and τ > 2T .
Proof: (a) This follows directly from (16).
(b) Choose ε > 0 small enough so that every ε-pseudo-orbit contained in an ε-
neighborhood of L(Q) is δ-shadowed by an orbit in L(Q). For an arbitrary u ∈ U ,
let A = A(u) and let F ⊂ Q(u) be a maximal (u, τ, 2δ)-separated set. Then each
member of Aτ contains at most one element of F . Indeed, if there were two such
elements x1 and x2, then
d(ϕ(t, x1, u), ϕ(t, x2, u)) < 2δ for t = 0, 1, . . . , τ − 1,
a contradiction to the separation property. Hence, for every finite subcover α ofAτ
we have ∑
x∈F
J+ϕτ,u(x)
−1 ≤
∑
A∈α
sup
x∈A
J+ϕτ,u(x)
−1.
By (14), we can estimate
vετ (u) ≤ logC3δ + log
∑
A∈α
sup
x∈A
J+ϕτ,u(x)
−1,
which implies the assertion.
(c) For the given γ > 0 choose δ > 0 small enough so that
J+ϕ1,u(x1)
J+ϕ1,u(x2)
≤ 2γ (17)
for all x1, x2 in Q satisfying d(x1, x2) ≤ 2δ and all u ∈ U , which is possible by
uniform continuity of (x, u) 7→ log J+ϕ1,u(x) on the compact set Q× U .
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Let A := A(u) and consider a finite (u, τ, δ)-spanning set E for Q(u), contained
in Q(u). For each z ∈ E, consider At(z) ∈ At so that Bδ(ϕ(t, z, u)) = At(z) for
t = 0, 1, . . . , τ − 1. Let
C(z) :=
τ−1⋂
t=0
ϕ−1t,u(At(z)) ∈ Aτ .
The definition of C(z) together with (17) implies
sup
x∈C(z)
J+ϕτ,u(x)
−1 ≤ 2τγ · J+ϕτ,u(z)−1.
Since the sets C(z), z ∈ E, form a finite subcover of Aτ for Q(u),
wδτ (u) ≤ τγ + log
∑
z∈E
J+ϕτ,u(z)
−1.
Since a maximal (u, τ, δ)-separated set is also (u, τ, δ)-spanning and the corre-
sponding Bowen-balls of radius δ/2 are disjoint and contained in Q(u, τ, δ/2), the
volume lemma implies
wδτ (u) ≤ τγ + logCδ/2 + vδ/2τ (u).
(d) Fix ε and δ as in the statement. We claim that there exists T ∈ Z>0 so that for
all u ∈ U and x ∈M the following implication holds:
max
−T<t<T
dist(ϕ(t, x, u), Q(θtu)) ≤ ε ⇒ dist(x,Q(u)) < δ. (18)
Suppose to the contrary that for every T ∈ Z>0 there are uT ∈ U and xT ∈ M
with
dist(ϕ(t, xT , uT ), Q(θ
tuT )) ≤ ε for |t| < T and dist(xT , Q(uT )) ≥ δ.
By compactness of U , we may assume that uT → u ∈ U and by compact-
ness of small closed neighborhoods of Q, we may assume that xT → x ∈
M . For arbitrary t ∈ Z, we have dist(ϕ(t, xT , uT ), Q(θtuT )) ≤ ε whenever
T > |t|. Since ϕ(t, ·, ·), Q(·) and dist(·, ·) are continuous functions, this implies
dist(ϕ(t, x, u), Q(θtu)) ≤ ε for all t ∈ Z and dist(x,Q(u)) ≥ δ. For each t ∈ Z,
pick yt ∈ Q(θtu) so that d(ϕ(t, x, u), yt) ≤ ε. Then Φt(u, x) = (θtu, ϕ(t, x, u))
is ε-close to (θtu, yt) ∈ L(Q). Hence, if ε > 0 is small enough so that Nε(L(Q))
is an isolating neighborhood of L(Q), then (u, x) ∈ L(Q), which contradicts
dist(x,Q(u)) ≥ δ.
Now choose T according to (18) and let x ∈ Q(u, τ, ε) for some τ > 2T .
We want to show that ϕT,u(x) ∈ Q(θTu, τ − 2T, δ). To show this, let xs :=
ϕ(s, ϕ(T, x, u), θTu) = ϕ(T + s, x, u) for 0 ≤ s < τ − 2T and observe that
dist(ϕ(r, xs, θ
T+su), Q(θrθT+su))
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= dist(ϕ(T + r + s, x, u), Q(θT+s+ru)) ≤ ε
whenever |r| < T , since 0 < T + r + s < T + (T − 1) + (τ − 2T ) = τ − 1.
By (18), this implies dist(xs, Q(θsu)) < δ for 0 ≤ s < τ − 2T , hence x ∈
Q(θTu, τ − 2T, δ). It follows that ϕT,u(Q(u, τ, ε)) ⊂ Q(θTu, τ − 2T, δ), and
therefore
vετ (u) = log vol(Q(u, τ, ε)) ≤ log vol(ϕ−1T,u(Q(θTu, τ − 2T, δ)))
≤ log max
(u,x)∈U×Nδ(Q)
|det Dϕ−1T,u(x)|+ vδτ−2T (θTu),
which completes the proof of (d). 
We do not know if the functions wδτ are continuous, which would be desirable
to carry out the proofs in the following subsections. This can be compensated,
however, by the following two lemmas.
4.3 Lemma: The function u 7→ vol(Q(u, τ, ε)) is continuous for all τ ∈ Z>0 and
ε > 0.
Proof: Putting Qε := Nε(Q) and At(u) := Nε(Q(θtu)), we write the volume of
Q(u, τ, ε) as
vol(Q(u, τ, ε)) =
∫
Qε
1A0(u)(x)1A1(u)(ϕ1,u(x)) · · ·1Aτ−1(u)(ϕτ−1,u(x)) dx.
For brevity, we write gt(u, x) := 1At(u)(ϕt,u(x)). We fix u ∈ U and prove the
continuity of vol(Q(·, τ, ε)) at u. To this end, first observe that for arbitrary u˜ ∈ U
we have
|vol(Q(u, τ, ε))− vol(Q(u˜, τ, ε))|
≤
∣∣∣∫
Qε
(g0(u, x)g1(u, x) · · · gτ−1(u, x)− g0(u˜, x)g1(u, x) · · · gτ−1(u, x)) dx
∣∣∣
+
∣∣∣∫
Qε
(g0(u˜, x)g1(u, x) · · · gτ−1(u, x)
− g0(u˜, x)g1(u˜, x)g2(u, x) · · · gτ−1(u, x)) dx
∣∣∣
+ · · ·
+
∣∣∣∫
Qε
(g0(u˜, x) · · · gτ−1(u˜, x)gτ−1(u, x)− g0(u˜, x) · · · gτ−1(u˜, x)) dx
∣∣∣
≤
τ−1∑
t=0
∫
Qε
|gt(u, x)− gt(u˜, x)|dx.
For a fixed t ∈ [0; τ), the integral∫
Qε
|gt(u, x)− gt(u˜, x)|dx =
∫
Qε
|1At(u)(ϕt,u(x))− 1At(u˜)(ϕt,u˜(x))|dx
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is not larger than the volume of the symmetric set difference[
ϕ−1t,u(At(u))\ϕ−1t,u˜(At(u˜))
]
∪
[
ϕ−1t,u˜(At(u˜))\ϕ−1t,u(At(u))
]
. (19)
We show that the volumes of these two sets become arbitrarily small as u˜→ u:
(i) We write the first term in (19) as
ϕ−1t,u(At(u))\ϕ−1t,u˜(At(u˜)) = ϕ−1t,u
(
At(u)\ϕt,u(ϕ−1t,u˜(At(u˜)))
)
.
Since u is fixed, it suffices to show that the volume of
At(u)\ϕt,u(ϕ−1t,u˜(At(u˜))) tends to zero as u˜ → u. Using the notation
Iρ(B) := {x ∈ intB : dist(x, ∂B) ≥ ρ} for any subset B ⊂ M , it is
enough to show that
At(u)\ϕt,u(ϕ−1t,u˜(At(u˜))) ⊂ At(u)\Iρ(At(u)) (20)
for an arbitrarily small ρ > 0 as u˜ → u, by continuity of the measure and
vol(∂At(u)) = 0 (see Lemma A.2). The inclusion (20) is implied by
ϕt,u˜ ◦ ϕ−1t,u(Iρ(At(u))) ⊂ At(u˜) = Nε(Q(θtu˜)).
Take x ∈ Iρ(At(u)) and let y ∈ Q(θtu) be a point that minimizes the
distance d(x, y), i.e., d(x, y) = dist(x,Q(θtu)). Let y˜ ∈ Q(θtu˜) be chosen
so that d(y, y˜) ≤ dH(Q(θtu), Q(θtu˜)). Then
d(ϕt,u˜ ◦ ϕ−1t,u(x), y˜) ≤ d(ϕt,u˜ ◦ ϕ−1t,u(x), x)
+ d(x, y) + dH(Q(θ
tu˜), Q(θtu)).
If we can show that this sum becomes smaller than ε (independently of
the choice of x) as dU (u, u˜) becomes sufficiently small, we are done. The
third term becomes small by continuity of Q(·) and θ. The first term be-
comes small by the continuity properties of ϕ. Indeed, ϕ(t, ·, ·) is uni-
formly continuous on an appropriately chosen compact set, showing that
d(ϕt,u˜(ϕ
−1
t,u(x)), ϕt,u(ϕ
−1
t,u(x))) → 0 as u˜ → u, uniformly with respect to
x. Now x ∈ Iρ(At(u)) implies that the second term is smaller than and
uniformly bounded away from ε. This implies the assertion.
(ii) Consider now the second term in (19). Writing
ϕ−1t,u˜(At(u˜))\ϕ−1t,u(At(u)) = ϕ−1t,u(ϕt,u ◦ ϕ−1t,u˜(At(u˜))\At(u)),
we see that it suffices to prove that the volume of ϕt,u ◦ ϕ−1t,u˜(At(u˜))\At(u)
tends to zero as u˜→ u. From the continuity of ϕ it follows that
ϕt,u ◦ ϕ−1t,u˜(At(u˜)) ⊂ Nρ(At(u˜))
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for any given ρ > 0 if dU (u˜, u) is sufficiently small. Hence,
ϕt,u ◦ ϕ−1t,u˜(At(u˜))\At(u) ⊂ Nρ+ε(Q(θtu˜))\Nε(Q(θtu)).
From the Hausdorff convergence Q(θtu˜) → Q(θtu) it follows that
Nρ+ε(Q(θ
tu˜)) ⊂ N2ρ+ε(Q(θtu)) if dU (u, u˜) is small enough, implying
ϕt,u ◦ ϕ−1t,u˜(At(u˜))\At(u) ⊂ N2ρ+ε(Q(θtu))\Nε(Q(θtu)).
By continuity of the measure and Lemma A.2, the volume of the right-hand
side certainly tends to zero as ρ→ 0.
The proof is complete. 
4.4 Lemma: For every δ > 0 small enough, there exist constants −∞ < w <
0 < w <∞ so that
w ≤ 1
τ
wδτ (u) ≤ w for all (τ, u) ∈ Z>0 × U .
Proof: By item (c) of Proposition 4.2, we can choose δ > 0 small enough so that
1
τ
wδτ (u) ≤
1
τ
logCδ/2 + 1 +
1
τ
vδ/2τ (u)
≤ logCδ/2 + 1 + log vol(Nδ/2(Q)) =: w <∞.
On the other hand, the definition of wδ implies
1
τ
wδτ (u) ≥
1
τ
inf
{
log |α|+ log min
(u,x)∈L(Q)
J+ϕτ,u(x)
−1 : α . . .
}
≥ 1
τ
log min
(u,x)∈L(Q)
J+ϕτ,u(x)
−1 ≥ min
(u,x)∈L(Q)
log J+ϕ1,u(x)
−1
=: w > −∞.
This completes the proof. 
4.4 Interchanging limit inferior and supremum
Recall that for all compact sets K ⊂ Q of positive volume, we have proved the
estimate (Lemma 4.1)
hinv(K,Q) ≥ − lim inf
τ→∞ supu∈U
1
τ
vετ (u).
Our next aim is to prove that the limit inferior and the supremum on the right-hand
side can be interchanged. First observe that the estimate
lim inf
τ→∞ supu∈U
1
τ
vετ (u) ≥ sup
u∈U
lim inf
τ→∞
1
τ
vετ (u)
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is trivial on the one hand and useless on the other, since we can only make use of
the converse inequality. The following proposition shows that under the limit for
ε ↓ 0, the converse inequality holds.
4.5 Proposition: Under the assumptions (A1)–(A3), for any compact set K ⊂ Q
of positive volume
hinv(K,Q) ≥ − lim
ε↓0
sup
u∈U
lim inf
τ→∞
1
τ
log vol(Q(u, τ, ε)). (21)
Proof: Fix γ > 0 and choose δ = δ(γ) > 0 according to Proposition 4.2(c). Then
choose ε = ε(δ) ∈ (0, δ/2) according to Proposition 4.2(b). In particular, this
implies
vετ (u)− logC3δ ≤ wδτ (u) ≤ τγ + logCδ/2 + vδ/2τ (u) (22)
for all u ∈ U and τ ∈ Z>0. We define
S := sup
{
λ ∈ R : ∃uk ∈ U , tk →∞ with λ = lim
k→∞
1
tk
vεtk(uk)
}
.
This number is finite, since (22) together with Lemma 4.4 implies
1
t
vεt (u) ≤ logC3δ + w for all t ≥ 1.
Moreover, S is independent of ε (as long as ε is small enough), which follows from
Proposition 4.2(d). Now consider a sequence ρk ↓ 0 and sequences of uk ∈ U and
tk →∞ such that
1
tk
wδtk(uk) > S − ρk for all k ≥ 0,
which is possible by (22). We put ρ˜k := 1/
√
tk. By Lemma A.3, we find times
t∗k < tk so that
1
l
wδl (θ
t∗kuk) > S − ρk − ρ˜k for 0 < l ≤ tk − t∗k,
where tk − t∗k ≥
√
tk/(2ω) and ω = max{−w,w} (see Lemma 4.4). Using (22)
again, this leads to
1
l
v
δ/2
l (θ
t∗kuk) > S − ρk − ρ˜k − 1
l
logCδ/2 − γ for 0 < l ≤ tk − t∗k.
We put u˜k := θt
∗
kuk, t˜k := tk − t∗k → ∞. By compactness, we may assume that
u˜k → u˜ for some u˜ ∈ U . Fix t ∈ Z>0 and ρ > 0. Then, for k large enough, t ≤ t˜k
and, by continuity of vδ/2t (·) (see Lemma 4.3),∣∣vδ/2t (u˜)− vδ/2t (u˜k)∣∣ < ρ.
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We thus obtain
1
t
v
δ/2
t (u˜) =
1
t
v
δ/2
t (u˜k) +
(1
t
v
δ/2
t (u˜)−
1
t
v
δ/2
t (u˜k)
)
> S − ρk − ρ˜k − 1
t
logCδ/2 − γ −
ρ
t
.
Letting t→∞, this yields
lim inf
t→∞
1
t
v
δ/2
t (u˜) ≥ S − γ.
Now choose for each t ∈ Z>0 some u∗t ∈ U with supu∈U vεt (u)/t = vεt (u∗t )/t,
which is possible by continuity of vεt (·). Then, using Proposition 4.2(d),
lim inf
t→∞ supu∈U
1
t
vεt (u) = lim inf
t→∞
1
t
vεt (u
∗
t )
≤ S ≤ γ + lim inf
t→∞
1
t
v
δ/2
t (u˜)
≤ γ + sup
u∈U
lim inf
t→∞
1
t
v
δ/2
t (u)
≤ γ + sup
u∈U
lim inf
t→∞
1
t
(
C˜ε + v
ε
t−2T (u)
)
= γ + sup
u∈U
lim inf
t→∞
1
t
vεt (u).
Together with the estimate of Lemma 4.1, this yields
hinv(K,Q) ≥ − lim inf
t→∞ supu∈U
1
t
vεt (u) ≥ −γ − sup
u∈U
lim inf
t→∞
1
t
vεt (u).
We can choose γ arbitrarily small, which also enforces ε to become arbitrarily
small. Hence, the desired inequality follows. 
4.5 An estimate in terms of random escape rates
Our next goal is to replace the supremum over u ∈ U in the right-hand side of (21)
by a supremum over all θ-invariant probability measures to obtain the estimate
hinv(K,Q) ≥ − lim
ε↓0
sup
P∈M(θ)
lim inf
τ→∞
1
τ
∫
log vol(Q(u, τ, ε)) dP (u).
Once this is accomplished, we can prove the desired lower bound (15) in terms of
pressure by standard methods from thermodynamic formalism.
Before we prove the desired inequality, we note that any limit of the form
lim
τ→∞
1
τ
∫
log vol(Q(u, τ, ε)) dP (u),
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if it exists, is called a random escape rate for the RDS (ϕ, P ).
The main ideas of the proof of the following proposition are taken from [42,
Lem. A.6].
4.6 Proposition: Under the assumptions (A1)–(A3), for any compact set K ⊂ Q
of positive volume
hinv(K,Q) ≥ − lim
ε↓0
sup
P∈M(θ)
lim inf
τ→∞
1
τ
∫
log vol(Q(u, τ, ε)) dP (u). (23)
Proof: We fix γ > 0, choose δ = δ(γ) > 0 according to Proposition 4.2(c) and
ε = ε(δ) > 0 according to Proposition 4.2(b). Then we pick an arbitrary u ∈ U
and let
β := lim inf
t→∞
1
t
vεt (u).
Now we consider the sequence of Borel probability measures on the measurable
space (U ,B(U)), defined by
Pt :=
1
t
t−1∑
s=0
δθsu, t ∈ Z>0.
Since U is compact, there exists a weak∗ limit point P of (Pt)t>0. With standard
arguments, one shows that P is θ-invariant. Then the following chain of inequali-
ties holds for any fixed r ∈ Z>0:
β ≤ lim inf
t→∞
1
t
wδt (u)
≤ lim inf
t→∞
1
tr
t−r∑
s=0
wδr(θ
su)
= lim inf
t→∞
1
tr
t−1∑
s=0
wδr(θ
su)
≤ 1
r
logCδ/2 + γ + lim inf
t→∞
1
tr
t−1∑
s=0
vδ/2r (θ
su)
=
1
r
logCδ/2 + γ + lim inf
t→∞
1
r
∫
vδ/2r dPt.
The first line follows from Proposition 4.2(b) and the fourth from item (c) of the
same proposition. The third line uses that wδr is bounded on U and the last line
simply uses the definition of Pt. It remains to prove the second inequality. To
this end, for each s in the range 0 ≤ s < r let us choose integers qs, rs such that
t = s+ qsr + rs with qs ≥ 0 and 0 ≤ rs < r. By Lemma A.4,
r−1∑
s=0
qs−1∑
j=0
wδr(θ
s+jru) =
t−r∑
s=0
wδr(θ
su).
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Hence, using subadditivity, we find that
rwδt (u) ≤
r−1∑
s=0
(
wδs(u) +
qs−1∑
j=0
wδr(θ
s+jru) + wδrs(θ
s+qsru)
)
=
r−1∑
s=0
wδs(u) +
t−r∑
s=0
wδr(θ
su) +
r−1∑
s=0
wδrs(θ
t−rsu).
Dividing both sides by tr and letting t → ∞ completes the proof of the second
inequality above. We have thus proved the estimate
lim inf
t→∞
1
r
∫
vδ/2r dPt ≥ β − γ −
1
r
logCδ/2
for all r ∈ Z>0. By continuity of vδ/2r (·), this implies
1
r
∫
vδ/2r dP ≥ β − γ −
1
r
logCδ/2.
According to Proposition 4.2(d), choose T ∈ Z>0 such that vδ/2r (u) ≤ C˜ +
vεr−2T (θ
Tu), which yields
C˜
r
+
1
r
∫
vεr−2T dP ≥ β − γ −
1
r
logCδ/2,
where we use that P is θ-invariant. Letting r →∞, we arrive at
β ≤ γ + lim inf
r→∞
1
r
∫
vεr dP,
which implies
sup
u∈U
lim inf
t→∞
1
t
vεt (u) ≤ γ + sup
P∈M(θ)
lim inf
t→∞
1
t
∫
vεt dP.
Since γ can be chosen arbitrarily small, this together with the estimate from Propo-
sition 4.5 leads to the desired estimate. 
4.6 An estimate in terms of pressure
To complete the proof of the lower bound, we need to relate the random escape rate
bound from Proposition 4.6 to the pressure of the associated random dynamical
systems. This is accomplished by the following theorem whose proof follows the
proof of the variational principle for the pressure of random dynamical systems
[8]. The idea to use these arguments to compute escape rates can be found in many
works, including [10, 39, 50].
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4.7 Theorem: Assume that the control system Σ is of regularity class C2 and let
Q be a compact all-time controlled invariant set of Σ satisfying the following as-
sumptions:
(A1) Q is uniformly hyperbolic.
(A2) L(Q) is an isolated invariant set of the control flow.
(A3) The fiber map u 7→ Q(u) is lower semicontinuous.
Then for every compact set K ⊂ Q of positive volume, the invariance entropy
satisfies
hinv(K,Q) ≥ inf
µ∈M(Φ|L(Q))
[∫
log J+ϕ1,u(x) dµ(u, x)− hµ(ϕ, (piU )∗µ)
]
. (24)
Proof: To simplify some arguments, we assume without loss of generality that the
manifold M is compact. Fix some P ∈ M(θ) and sufficiently small ε, δ > 0. Let
Fu,t,δ ⊂ Q(u) be a maximal (u, t, δ)-separated set for each u ∈ U and t ∈ Z>0.
By (14), this implies
vεt (u) ≤ logCβ+δ + log
∑
x∈Fu,t,δ
J+ϕt,u(x)
−1. (25)
We define sequences of probability measures on (M,B(M)) by
ηut :=
∑
x∈Fu,t,δ 2
− log J+ϕt,u(x)δx∑
x∈Fu,t,δ 2
− log J+ϕt,u(x) , t ∈ Z>0, u ∈ U
and
νut :=
1
t
t−1∑
s=0
ϕ(−s, ·, u)−1∗ ηθ
−su
t , t ∈ Z>0.
We can choose the sets Fu,t,δ such that ηut depends measurably on u (see [8, Proof
of Thm. 6.1]), implying that we can define probability measures σt on U ×M by
dσt(u, x) := dη
u
t (x)dP (u).
Observe that for any A ∈ B(U ×M) we have
1
t
t−1∑
s=0
(Φs)∗σt(A) =
1
t
t−1∑
s=0
σt(Φ
−1
s (A))
=
1
t
t−1∑
s=0
∫
U
∫
M
1Φ−1s (A)(u, x) dη
u
t (x)dP (u)
=
1
t
t−1∑
s=0
∫
U
∫
M
1A(θ
su, ϕ(s, x, u)) dηut (x)dP (u)
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=
1
t
t−1∑
s=0
∫
U
∫
M
1A(v, ϕ(s, x, θ
−sv)) dηθ
−sv
t (x)dP (v)
=
1
t
t−1∑
s=0
∫
U
∫
M
1A(v, y) d
[
ϕ(s, ·, θ−sv)∗ηθ−svt
]
(y)dP (v)
=
∫
U
∫
M
1A(v, y) dν
v
t (y)dP (v).
Hence, the measures νut are the sample measures of µt :=
1
t
∑t−1
s=0(Φs)∗σt. By
weak∗ compactness, there exists a limit point µ of the sequence (µt)t>0. Then µ
is a Φ-invariant measure with marginal P on U , i.e., an invariant measure of the
random dynamical system (ϕ, P ). Indeed, for any g ∈ C0(U × M,R) and an
appropriate subsequence (tk)k>0 we have
(Φ∗µ− µ)(g) = lim
k→∞
∣∣∣∫
U×M
g(Φ(u, x)) dµtk(u, x)−
∫
U×M
g(u, x) dµtk(u, x)
∣∣∣
= lim
k→∞
∣∣∣ 1
tk
tk−1∑
s=0
∫
U
∫
M
(g(Φ(u, x))− g(u, x)) d[ϕ(−s, ·, u)−1∗ ηθ
−su
tk
](x)dP (u)
∣∣∣
= lim
k→∞
∣∣∣ 1
tk
tk−1∑
s=0
∫
U
∫
M
(g(Φ(θsu, x))− g(θsu, x)) d[(ϕs,u)∗ηutk ](x)dP (u)
∣∣∣
= lim
k→∞
∣∣∣ 1
tk
tk−1∑
s=0
∫
U
∫
M
(g(Φs+1(u, x))− g(Φs(u, x))) dηutk(x)dP (u)
∣∣∣
= lim
k→∞
1
tk
∣∣∣∫
U
[∫
M
g(Φtk(u, x)) dη
u
tk
(x)−
∫
M
g(u, x) dηutk(x)
]
dP (u)
∣∣∣
≤ lim
k→∞
1
tk
∫
U
∫
M
|g(Φtk(u, x))− g(u, x)|dηutk(x)dP (u)
≤ lim
k→∞
2
tk
max
(u,x)∈U×M
|g(u, x)| = 0,
showing that µ is Φ-invariant. The fact that (piU )∗µ = P follows from the conti-
nuity of the operator (piU )∗.
By Lemma A.5, we can choose a finite Borel partition P = {P1, . . . , Pk} of
M with diam(Pi) < δ and (piM )∗µ(∂Pi) = 0 for i = 1, . . . , k. Since
(piM )∗µ(∂Pi) =
∫
µu(∂Pi) dP (u), where µu are the sample measures of µ, we
have µu(∂Pi) = 0 for P -almost all u ∈ U .
Put γt(u, x) := − log J+ϕt,u(x) and St(u) :=
∑
x∈Fu,t,δ 2
γt(u,x). Since each
element of
∨t−1
s=0 ϕ(s, ·, u)−1P contains at most one element of Fu,t,δ, we obtain
for P -almost all u ∈ U that
Hηut
(t−1∨
s=0
ϕ−1s,uP
)
−
∫
(−γt(u, x)) dηut (x)
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= −
∑
x∈Fu,t,δ
2γt(u,x)
St(u)
log
2γt(u,x)
St(u)
+
∑
x∈Fu,t,δ
2γt(u,x)
St(u)
log 2γt(u,x)
=
∑
x∈Fu,t,δ
2γt(u,x)
St(u)
logSt(u) = logSt(u).
Now consider q, t ∈ Z>0 with 1 < q < t and let a(r) denote the integer part of
(t− r)/q for 0 ≤ r ≤ q − 1. Then
t−1∨
s=0
ϕ−1s,uP =
a(r)−1∨
i=0
ϕ−1r+iq,u
q−1∨
j=0
ϕ−1
j,θr+iqu
P ∨
∨
s∈R
ϕ−1s,uP,
where the setR satisfies |R| ≤ 2q. Hence, using elementary properties of Shannon
entropy, we conclude that
Hηut
(t−1∨
s=0
ϕ−1s,uP
)
≤
a(r)−1∑
i=0
H(ϕr+iq,u)∗ηut
(q−1∨
j=0
ϕj,θr+iquP
)
+ 2q log k.
Summing over r = 0, 1, . . . , q − 1, we obtain
q logSt(u) ≤
t−1∑
s=0
H(ϕs,u)∗ηut
(q−1∨
j=0
ϕj,θsuP
)
+ 2q2 log k − q
∫
(−γt(u, x)) dηut (x).
(26)
Using the notation
hts,q(u) := H(ϕ−1−s,u)∗ηθ
−su
t
(q−1∨
j=0
ϕ−1j,uP
)
,
we find that11
1
t
t−1∑
s=0
hts,q(u) ≤ Hνut
(q−1∨
j=0
ϕ−1j,uP
)
and
1
t
t−1∑
s=0
H(ϕs,u)∗ηut
(q−1∨
j=0
ϕj,θsuP
)
=
1
t
t−1∑
s=0
hts,q(θ
su).
Integrating both sides over u and using θ-invariance of P leads to
1
t
t−1∑
s=0
∫
H(ϕs,u)∗ηut
(q−1∨
j=0
ϕj,θsuP
)
dP (u) ≤
∫
Hνut
(q−1∨
j=0
ϕ−1j,uP
)
dP (u).
11Here we use the elementary property
∑
i αiHµi(P) ≤ H∑i αiµi(P) of Shannon entropy for
convex combinations of measures.
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Dividing (26) by t and integrating, we thus obtain
q
t
∫
logSt(u) dP (u) ≤
∫
Hνut
(q−1∨
j=0
ϕ−1j,uP
)
dP (u)
+ 2
q2
t
log k − q
∫
(−γ1(u, x)) dµt(u, x),
(27)
where we use that
1
t
∫ ∫
γt(u, x) dη
u
t (x)dP (u) =
1
t
∫ ∫ t−1∑
s=0
γ1(Φs(u, x)) dη
u
t (x)dP (u)
=
1
t
t−1∑
s=0
∫ ∫
γ1(θ
su, x) d[ϕ(s, ·, u)∗ηut ](x)dP (u)
=
1
t
t−1∑
s=0
∫ ∫
γ1(θ
su, x) d[ϕ(−s, ·, θsu)−1∗ ηut ](x)dP (u)
=
∫ ∫
γ1(θ
su, x) dνθ
su
t (x)dP (u)
=
∫ ∫
γ1(u, x) dν
u
t (x)dP (u) =
∫
γ1(u, x) dµt(u, x).
Letting t→∞ (respectively, an appropriate subsequence) in (27), we thus obtain
q lim inf
t→∞
1
t
∫
logSt(u) dP (u) ≤
∫
Hµu
(q−1∨
j=0
ϕ−1j,uP
)
dP (u)
− q
∫
(−γ1(u, x)) dµ(u, x),
where we use that γ1 is continuous and µu(∂Pi) = 0 for P -almost all u and all
Pi ∈ P . Using (25), we arrive at
lim inf
t→∞
1
t
∫
vεt (u) dP (u)
≤ lim inf
t→∞
1
t
∫
logSt(u) dP (u)
≤ 1
q
∫
Hµu
(q−1∨
j=0
ϕ−1j,uP
)
dP (u)−
∫
log J+ϕ1,u(x) dµ(u, x).
Since this estimate holds for all q ∈ Z>0, we can let q →∞ and obtain
lim inf
t→∞
1
t
∫
vεt (u) dP (u) ≤ hµ(ϕ, P ;P)−
∫
log J+ϕ1,u(x) dµ(u, x)
≤ hµ(ϕ, P )−
∫
log J+ϕ1,u(x) dµ(u, x).
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Let us now show that µ is supported on L(Q). By construction, supp(σt) ⊂ L(Q)
for every t ∈ Z>0, which implies supp(µt) ⊂ L(Q) by Φ-invariance of L(Q).
Together with Proposition 4.6, this yields the desired estimate. 
4.7 Optimal measures
A natural question that arises from the estimate (24) is whether the infimum is
attained as a minimum. Indeed, we will show that this always holds, which will
lead to interesting conclusions.
A sufficient condition for the existence of the minimum is the upper semicontinuity
of the functional12
µ 7→ hµ(ϕ; (piU )∗µ)−
∫
log J+ϕdµ.
Since the integrand in the last term is a continuous function, it follows that this
term is continuous in µ. Hence, it suffices to prove the upper semicontinuity of the
measure-theoretic entropy.
4.8 Lemma: The functional µ 7→ hµ(ϕ; (piU )∗µ), defined onM(Φ|L(Q)), is upper
semicontinuous.
Proof: Throughout the proof, we say that a partition has zero µ-boundary if the
µ-measure of the boundary of each member of the partition vanishes. The proof
proceeds in two steps.
Step 1: WritingF := pi−1U (B(U)) (which is a Φ-invariant σ-algebra on U×M ), we
will use the following alternative characterization of the measure-theoretic entropy
(with respect to a partition P) due to [8, Thm. 3.1]:
hµ(ϕ, (piU )∗µ;P) = hµ(Φ;P|F) := lim
τ→∞
1
τ
Hµ
(τ−1∨
s=0
Φ−s({U} × P)|F
)
. (28)
We fix µ0 ∈M(Φ|L(Q)) and prove that hµ(ϕ, (piU )∗µ;P) depends upper semicon-
tinuously on µ at µ0 if P has zero (piM )∗µ0-boundary.
To this end, first note that due to subadditivity, the limit in (28) can be written as the
infimum over τ ∈ Z>0. Since the infimum over upper semicontinuous functions is
upper semicontinuous, it suffices to prove the upper semicontinuity of the function
µ 7→ Hµ
(τ−1∨
s=0
Φ−s({U} × P)|F
)
12Here we use that an upper semicontinuous function defined on a compact space attains its max-
imum.
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at µ0 for each fixed τ . By the definition of conditional entropy (see [22,
Def. 1.4.5]), we have
Hµ
(τ−1∨
s=0
Φ−s({U}×P)|F
)
= inf
{
Hµ
(τ−1∨
s=0
Φ−s({U}×P)|R
)
: R  F
}
, (29)
where the infimum is taken over all finite partitions R whose elements belong to
F . Hence, it is sufficient to prove that
µ 7→ Hµ
(τ−1∨
s=0
Φ−s({U} × P)|R
)
is upper semicontinuous for each partition R as above. Recall that for any parti-
tions A and B, the conditional entropy is defined by
Hµ(A|B) =
∑
B∈B
µ(B)HµB (A),
where µB(·) = µ(· ∩ B)/µ(B). As long as both partitions A and B have zero
µ0-boundaries, the Portmanteau-Theorem tells us that µ 7→ Hµ(A|B) is contin-
uous at µ0. Applying this fact to our problem, we see that we are fine if we can
restrict ourselves to partitionsR with zero µ0-boundaries (observing that {U}×P
has zero µ0-boundary). By a general fact, see [22, Fact 6.6.6], we can find a so-
called refining sequence of partitions Rk, k ∈ Z>0, with zero µ0-boundaries so
that the infimum in (29) is approached along this sequence for every µ (see [22,
Lem. 1.7.11]). Hence, we have proved that hµ(ϕ, P ;P) is upper semicontinuous
at µ0 if P has zero (piM )∗µ0-boundary.
Step 2: To complete the proof, it suffices to show that for every µ0 ∈ M(Φ|L(Q))
there exists a finite measurable partition P of M with zero (piM )∗µ0-boundary so
that
hµ(ϕ, (piU )∗µ) = hµ(ϕ, (piU )∗µ;P) for all µ ∈M(Φ|L(Q)).
This follows from expansivity. Indeed, to understand this, we need to regard the
restriction of Φ toL(Q) as a bundle random dynamical system over the base (U , θ).
Then we can write the entropy above as
hµ(ϕ, (piU )∗µ;P) = lim
τ→∞
1
τ
∫
Hµu
(τ−1∨
s=0
ϕ−1s,uPˆ(θsu)
)
dP (u),
where Pˆ(u) = {Q(u) ∩ P : P ∈ P}. We call the partition P a generator if
Pˆ∞(u) :=
∨
t∈Z
ϕ−1t,uPˆ(θtu)
generates the Borel σ-algebra of Q(u) for all u ∈ U . Assume that diam(P ) < δ
for all P ∈ P , where δ > 0 is an expansivity constant for the uniformly hyperbolic
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set Q. Then clearly Pˆ∞(u) consists of singletons and thus generates the Borel σ-
algebra. By [37, Thm. 1.1.3], it follows that the entropy is attained on the partition
P for every µ ∈ M(Φ|L(Q)), and from Lemma A.5 it follows that for every fixed
µ0 we can find a partition P with zero (piM )∗µ0-boundary and diameter smaller
than δ. 
Hence, we have the following corollary of Theorem 4.7.
4.9 Corollary: LetQ be a compact all-time controlled invariant set of Σ satisfying
(A1)–(A3). Then there exists µˆ ∈M(Φ|L(Q)) so that for every compact setK ⊂ Q
with positive volume
hinv(K,Q) ≥
∫
log J+ϕ1,u(x) dµˆ(u, x)− hµˆ(ϕ, (piU )∗µˆ).
Recall that an SRB measure for a RDS is an invariant probability measure whose
conditional probabilities on the unstable manifolds are absolutely continuous with
respect to the Lebesgue measure on these manifolds. SRB measures µ can also
be characterized by the equality hµ = λ+(µ), where λ+(µ) is a short-cut for the
integral over the sum of positive Lyapunov exponents. In our case, this equality
can be written as
hµ(ϕ, P ) =
∫
log J+ϕdµ.
This easily implies the following corollary.
4.10 Corollary: Assume that the control system Σ is of regularity class C2. Let
Q be a compact all-time controlled invariant set of Σ satisfying (A1)–(A3). Then
hinv(K,Q) = 0 for some compact set K ⊂ Q of positive volume implies the
existence of P ∈ M(θ) so that the associated random dynamical system (ϕ, P )
admits an SRB measure supported on L(Q).
Proof: By Corollary 4.9 and the Margulis-Ruelle inequality [5], hinv(K,Q) = 0
implies the identity
hµˆ(ϕ, (piU )∗µˆ) =
∫
log J+ϕdµˆ
which is equivalent to µˆ being an SRB measure for the random dynamical system
(ϕ, (piU )∗µˆ) (see [6, Thm. 2.6]).13 
4.8 A purely topological characterization
For certain purposes, it may be useful to have a purely topological characterization
of the lower bound of Theorem 4.7. To obtain such a characterization, we first
13The obligatory integrability condition
∫
(log+ ‖ϕ1,u‖C2 + log+ ‖ϕ−1,u‖C2) dP (u) < ∞ is
trivially satisfied by compactness of U and continuous dependence of the derivatives on u. Here we
assume again without loss of generality that M is compact.
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recall the definition of topological pressure of the bundle random dynamical system
that is obtained by restricting Φ to L(Q) and fixing a measure P ∈ M(θ). Let
α : L(Q)→ R be a function with appropriate regularity properties. For all u ∈ U ,
τ ∈ Z>0 and ε > 0 we put
piα(u, τ, ε) := sup
{∑
x∈F
2
∑τ−1
s=0 α(Φs(u,x)) : F ⊂ Q(u) is (u, τ, ε)-separated
}
.
It can be shown that u 7→ piα(u, τ, ε) is measurable for each ε > 0 and τ ∈ Z>0
with respect to the completed Borel σ-algebra on U (see [8, Lem. 5.3]). We then
put
pitop(ϕ
Q, P, ε;α) := lim sup
τ→∞
1
τ
∫
log piα(u, τ, ε) dP (u) (30)
and
pitop(ϕ
Q, P ;α) := lim
ε↓0
pitop(ϕ
Q, P, ε;α),
where ϕQ denotes the bundle RDS arising by the restriction of Φ to L(Q). From
the variational principle [8, Thm. 6.1] or [37, Ch. 5, Thm. 1.2.13], it then follows
that
pitop(ϕ
Q, P ;α) = sup
µ∈M(Φ|L(Q))
(piU )∗µ=P
piµ(ϕ, P ;α).
Hence, we can write our lower bound as
hinv(K,Q) ≥ − sup
P∈M(θ)
pitop(ϕ
Q, P ;− log J+ϕ). (31)
Now we prove the main result of this subsection.
4.11 Proposition: It holds that
sup
P∈M(θ)
pitop(ϕ
Q, P ;− log J+ϕ) = sup
u∈U
lim
ε↓0
lim sup
τ→∞
1
τ
log pi− log J+ϕ(u, τ, ε).
Proof: Let us write α := − log J+ϕ. By the derivation of our lower bound, we
know that
lim
ε↓0
sup
u∈U
lim inf
τ→∞
1
τ
log vol(Q(u, τ, ε)) ≤ sup
P∈M(θ)
pitop(ϕ
Q, P ;− log J+ϕ). (32)
Now let Fu,τ,ε ⊂ Q(u) be an arbitrary (u, τ, ε)-separated subset. If y ∈
Bu,τε (x) for some x ∈ Fu,τ,ε, then d(ϕ(t, y, u), ϕ(t, x, u)) ≤ ε implying
dist(ϕ(t, y, u), Q(θtu)) ≤ ε for 0 ≤ t < τ . Since the Bowen-balls Bu,τε/2(x),
x ∈ Fu,τ,ε, are disjoint, it follows that
vol(Q(u, τ, ε)) ≥
∑
x∈Fu,τ,ε
vol(Bu,τε/2(x)) ≥ C−1ε/2
∑
x∈Fu,τ,ε
J+ϕτ,u(x)
−1
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= C−1ε/2
∑
x∈Fu,τ,ε
2
∑τ−1
s=0 α(Φs(u,x)).
Hence,
log vol(Q(u, τ, ε)) ≥ logC−1ε/2 + log
∑
x∈Fu,τ,ε
2
∑τ−1
s=0 α(Φs(u,x)). (33)
Since this holds true for every (u, τ, ε)-separated subset of Q(u), we obtain
lim inf
τ→∞
1
τ
log vol(Q(u, τ, ε)) ≥ lim inf
τ→∞
1
τ
log piα(u, τ, ε).
By [37, Ch. 5, Prop. 1.2.6], it does not matter if we replace lim inf with lim sup
in the definition of topological pressure, and hence, combining with (32) it follows
that
sup
P∈M(θ)
pitop(ϕ
Q, P ;α) ≥ sup
u∈U
lim
ε↓0
lim sup
τ→∞
1
τ
log piα(u, τ, ε).
Here we also use that the limit for ε ↓ 0 can be written as the supremum over ε > 0,
and two suprema can be interchanged.
To prove the converse inequality, it suffices to show that for every P ∈ M(θ) we
have
pitop(ϕ
Q, P ;α) ≤ sup
u∈U
lim
ε↓0
lim sup
τ→∞
1
τ
log piα(u, τ, ε).
Using the definitions and (33), for the left-hand side we obtain
pitop(ϕ
Q, P ;α) = lim
ε↓0
lim sup
τ→∞
1
τ
∫
log piα(u, τ, ε) dP (u)
≤ lim
ε↓0
lim sup
τ→∞
1
τ
∫
log vol(Q(u, τ, ε)) dP (u)
≤ lim
ε↓0
lim sup
τ→∞
1
τ
sup
u∈U
log vol(Q(u, τ, ε)).
Exactly as in the proof of Proposition 4.5, we can interchange the lim sup and the
supremum, hence
pitop(ϕ
Q, P ;α) ≤ lim
ε↓0
sup
u∈U
lim sup
τ→∞
1
τ
log vol(Q(u, τ, ε)).
As already shown in (14) for a maximal (u, τ, ε)-separated set Fu,τ,ε ⊂ Q(u),
vol(Q(u, τ, ε)) ≤ Cβ+ε
∑
x∈Fu,τ,ε
2
∑τ−1
s=0 α(Φs(u,x)) ≤ Cβ+ε · piα(u, τ, ε),
implying
pitop(ϕ
Q, P ;α) ≤ lim
ε↓0
sup
u∈U
lim sup
τ→∞
1
τ
log piα(u, τ, ε).
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Since the limit in ε is a supremum and two suprema can be interchanged, the result
is proved. 
We close this subsection with a related result that is interesting for the evaluation
of the lower bound in the case whenQ is a (very) small perturbation of a uniformly
hyperbolic set for a diffeomorphism.
4.12 Proposition: Let Q be the uniformly hyperbolic set constructed in the small-
perturbation setting of Theorem 3.11. Then the function
u 7→ lim
ε↓0
lim sup
τ→∞
1
τ
log pi− log J+ϕ(u, τ, ε)
is continuous at u0 in the sup-metric d∞ on U0.
Proof: Let u ∈ U0 and let F ⊂ Λ be a (u0, τ, ε)-separated set for some τ ∈ Z>0
and ε > 0. Consider the set F˜ := hu(F ) ⊂ Q(u). Since the family {h−1u }u∈U0 is
equicontinuous and hθu ◦ fu0 ≡ ϕ1,u ◦ hu (see Proposition 3.10), we can choose
δ = δ(ε) > 0 (independent of u) so that F˜ is (u, τ, δ)-separated.
Moreover, since (u, x) 7→ log J+ϕ1,u(x) is uniformly continuous on L(Q), by
choosing β in Proposition 3.10(b) small enough, we obtain for all x ∈ Λ, u ∈ U0
sufficiently close to u0 and τ ∈ Z>0 that
log
J+ϕτ,u(hu(x))
J+ϕτ,u0(x)
=
τ−1∑
s=0
(
log J+ϕ1,θsu(ϕs,u(hu(x)))− log J+ϕ1,u0(fsu0(x))
)
≤
τ−1∑
s=0
β˜ = τ β˜
for some β˜ > 0 that becomes arbitrarily small as β and d∞(u, u0) do. Hence, we
can estimate ∑
x∈F
J+ϕτ,u0(x)
−1 ≤ 2τβ˜
∑
y∈F˜
J+ϕτ,u(y)
−1,
which implies
pi− log J+ϕ(u0, τ, ε) ≤ 2τβ˜pi− log J+ϕ(u, τ, δ).
Since this holds for all τ > 0, we have
lim sup
τ→∞
1
τ
log pi− log J+ϕ(u0, τ, ε) ≤ β˜ + lim sup
τ→∞
1
τ
log pi− log J+ϕ(u, τ, δ).
In fact, β˜ was chosen independently of ε so that this inequality still holds if we
send ε and δ to zero. Interchanging the roles of u and u0, we see that also the
converse inequality holds. This completes the proof. 
As a consequence of the above proposition, the lower bound obtained for
hinv(K,Q) will converge to the topological pressure on Λ (with respect to
− log J+fu0) as the size of the neighborhood U0 shrinks to zero.
55
4.9 Some thoughts on achievability
There are good reasons to expect that our lower bound for invariance entropy also
becomes an upper bound under additional controllability assumptions, i.e., that
data rates arbitrarily close to the lower bound are achievable. In the following two
extreme cases, this can be made very plausible:
• Assume that the u-fibers of Q are finite. As the main result of [34] shows,
this is always the case for uniformly hyperbolic sets of continuous-time sys-
tems. In this framework, we have derived a formula for hinv(K,Q) in [20]
which is analogous to our lower bound. To obtain this result, we needed
to assume that the uniformly hyperbolic set is the closure of a maximal set
of approximate controllability and that the Lie algebra rank condition (guar-
anteeing local accessibility) is satisfied on Q. Observe that in the case of
finite u-fibers, the entropy term hµ(ϕ, (piU )∗µ) in our lower bound vanishes,
because finite fibers cannot support positive entropy. Hence, in this case
hinv(K,Q) ≥ inf
µ
∫
log J+ϕdµ.
The theory of subadditive cocycles (see, e.g., [42, App. A]) shows that this
is equivalent to
hinv(K,Q) ≥ inf
(u,x)∈L(Q)
lim sup
τ→∞
1
τ
log J+ϕτ,u(x).
In the continuous-time case, an analogous upper bound is obtained by sta-
bilizing the system around regular periodic trajectories in intQ. Via argu-
ments originating from [43], this leads to upper bounds which approximate
all growth rates of the form
lim sup
τ→∞
1
τ
log J+ϕτ,u(x), (u, x) ∈ L(Q).
It is more or less obvious that the same proof techniques also work in discrete
time. However, since the genericity of universally regular control sequences
is needed to carry out some details of the proof, similar assumptions as in
Theorem 3.13 (analyticity and forward accessibility, in particular) will be
necessary.
• The opposite extreme case is that the set L(Q) supports an SRB measure
for one of the random dynamical systems (ϕ, P ). In this case, as we have
seen in Corollary 4.10, the lower bound vanishes. On the other hand, the
existence of an SRB measure should imply the existence of some sort of at-
tractor in Q. But if such an attractor exists, then appropriate controllability
assumptions will guarantee that one can steer the system from any initial
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state in K into the basin of attraction, by using only finitely many differ-
ent control sequences. In the basin of attraction one can switch to the cor-
responding control sequence so that the same number of control sequences
will suffice to maintain invariance for all positive times. This, in turn, implies
hinv(K,Q) = 0. In the small-perturbation setting, [39, Thm. 3.5] shows that
if the given set Λ is a hyperbolic attractor, then an SRB measure exists for
an associated random dynamical system. If the converse of this theorem was
true as well, we would be able to provide a proof for this case.
For the general case, a concrete idea how to prove an achievability result is miss-
ing although it is clear that one has to consider coding and control strategies that
stabilize the system at the u-fibers (possibly periodic u’s will do as in the case of
finite fibers). However, stabilization around particular trajectories would lead to
data rates that are too large to match the lower bound. Hence, appropriate coding
and control strategies should keep the state xt close to Q(θtu) without following
the same trajectory for every initial state (due to shadowing it cannot be avoided to
follow some trajectory).
5 Stabilization at a hyperbolic set
Consider again the control system Σ and assume that U ⊂ Rm with U = cl intU .
Further assume that the right-hand side f : M ×U →M is continuously differen-
tiable.
We fix a control value u0 ∈ intU . As in Subsection 3.3, we assume that the dif-
feomorphism f0 := fu0 : M → M has an isolated invariant uniformly hyperbolic
set Λ. Instead of “blowing up” this set to a uniformly hyperbolic set Q of Σ and
asking for invariance of Q, we now consider the related goal of locally stabilizing
Σ at Λ.
Given a discrete noiseless channel, we say that Σ is locally uniformly stabilizable
at Λ if for every ε > 0 there is a δ > 0 and a coder-controller achieving that
sup
t≥0, x0∈Nδ(Λ)
dist(xt,Λ) ≤ ε and sup
x0∈Nδ(Λ)
d∞(u, u0) ≤ ε.
That is, whenever the initial condition x0 is close enough to Λ, the controller keeps
xt within a distance of ε to Λ for all times via a control sequence that is ε-close to
u0 at all times.
We borrow here the channel model considered in Nair et al. [43] of a discrete
noiseless channel with a time-varying coding alphabet Σt: At each time instant
t ∈ Z+, one symbol from Σt is transmitted without error or delay. The associated
average data rate is
Rav := lim sup
τ→∞
1
τ
τ−1∑
t=0
log |Σt|.
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Both coder and decoder/controller may use past knowledge, but a detailed descrip-
tion of these components is not necessary for the proof of the following theorem.
The only thing important is that at time t the controller cannot use any other infor-
mation than what has been sent through the channel until time t.
5.1 Theorem: Let the following assumptions be satisfied for the control system
Σ:
(i) There is a τ ∈ Z>0 so that for every x ∈ Λ the pair (x, uτ0) is regular, where
uτ0 = (u0, u0, . . . , u0) ∈ U τ .
(ii) Σ is locally uniformly asymptotically stabilizable at Λ over a discrete noise-
less channel.
Then the average data rate must satisfy
Rav ≥ −Ptop((f0)|Λ,− log J+f0).
Proof: We restrict the control range to the closed ε-ball around u0 in U , where
ε > 0 is small enough so that a uniformly hyperbolic set Qε as in Theorem 3.11
can be constructed for the associated control system Σε. In particular, we know
that Λ = Qε(u0). We prove that assumption (i) implies Λ ⊂ intQε. To this end,
pick an arbitrary x ∈ Λ. From the assumption it follows that there exist τ > 0
and a neighborhood Bδx(x) so that every y ∈ Bδx(x) can be steered to f τ0 (x) in τ
steps of time via a controlled trajectory that is never further away from L(Qε) then
a given ρ > 0. On the other hand, we can choose δx small enough so that every
y ∈ Bδx(x) can be reached from x′ := f−τ0 (x) via a controlled trajectory with
the same property. Hence, for every y0 ∈ Bδx(x) we can construct a controlled
trajectory (ut, yt)t∈Z so that dU (ut, u0) ≤ ρ and d(yt, f t0(x)) ≤ ρ for all t ∈ Z.
Here the assumption that u0 ∈ intU guarantees that ut ∈ clBε(u0)∩U for ρ ≤ ε.
Since L(Qε) is isolated invariant, this implies y0 ∈ Qε. Then
⋃
x∈ΛBδx(x) is an
open neighborhood of Λ contained in Qε.
Since Λ ⊂ intQε, we can choose ε′ > 0 so thatNε′(Λ) ⊂ Qε. If a coder-controller
achieves that
sup
t≥0, x0∈Nδ(Λ)
dist(xt,Λ) ≤ ε′
for some δ ∈ (0, ε′) with controls taking values in clBε(u0), then the set of dif-
ferent control sequences Sτ generated by the controller in the time interval [0; τ)
is a (τ,Nδ(Λ), Qε)-spanning set. Since the number of control sequences the con-
troller can generate is bounded by the amount of information it receives through
the channel, the cardinality of Sτ satisfies
|Sτ | ≤
τ−1∏
t=0
|Σt|
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so that the analysis of the preceding section shows that
Rav ≥ − sup
u∈(clBε(u0))Z
lim
ρ↓0
lim sup
τ→∞
1
τ
log pi− log J+ϕ(u, τ, ρ).
Proposition 4.12 implies that the right-hand side of this inequality converges to
−Ptop((f0)|Λ,− log J+f0) as ε tends to zero, which completes the proof. 
5.2 Remark: The preceding theorem contains as a special case the stabilization to
a hyperbolic equilibrium point x0 of f0. In this case, assumption (i) reduces to the
controllability of the linearization at (x0, u0), and the lower bound reduces to
log J+f0(x0) = log |det Df0(x0)|E+x0 | =
∑
λ∈σ(Df0(x0))
max{0, nλ log λ},
where the sum is taken over the eigenvalues λ of Df0(x0) with associated multi-
plicities nλ. This lower bound was claimed in [43, Thm. 3] to hold (without the
hyperbolicity assumption), but the proof presented there contains a gap.
5.3 Remark: It should also be noted that the topological pressure
Ptop((f0)|Λ,− log J+f0) is well-studied in the theory of dynamical systems.
In particular, it is equal to the escape rate from a small neighborhood of Λ, see
[10, 50].
6 An example built on the He´non horseshoe
Consider the map
f(x, y) := (5− 0.3y − x2, x), f : R2 → R2,
which is a member of the He´non family, one of the most-studied classes of dynam-
ical systems that exhibit chaotic behavior.
Obviously, f is an analytic diffeomorphism of R2. We extend f to a control system
with additive control:
Σ :
(
xt+1
yt+1
)
=
(
5− 0.3yt − x2t + ut
xt + vt
)
, u1t + v
2
t ≤ 1.
According to [47, Thm. 4.2], the nonwandering set of f is a topologically transitive
uniformly hyperbolic set Λ, contained in the square centered at the origin with side
length
R := 1.3 +
√
(1.3)2 + 20.
It is also known that in this case there exists an isolating neighborhood of Λ (cf. [10,
Thm. 3.9]). The construction in Subsection 3.3 yields an ε > 0 so that the system
Σε :
(
xt+1
yt+1
)
=
(
5− 0.3yt − x2t + ut
xt + vt
)
, u2t + v
2
t ≤ ε2
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admits a uniformly hyperbolic set Qε which contains Λ as its 0-fiber such that
L(Qε) is isolated invariant and the fiber map is continuous.
It can also be shown that Qε has nonempty interior. Since the state space is not
compact, we cannot use Proposition 3.14. However, we can use the following
result [49, Cor. 2], which avoids compactness and certainly is applicable to our
system.
6.1 Theorem: Let M,U be real-algebraic manifolds and assume that f is alge-
braic. If Σ is forward accessible, then S(t) is generic in U t for all t large enough.
Furthermore, it is clear that one can reach a set of nonempty interior from every
(x, y) ∈ Qε in only one step of time. Hence, forward accessibility and transitivity
hold. It thus follows that intQε 6= ∅ by Proposition 3.14 and also that complete
controllability holds on core(Qε).
Hence, Theorem 4.7 is applicable to Qε and we know that
hinv(Q
ε) ≥ inf
µ∈M(Φ|L(Qε))
[∫
log J+ϕdµ− hµ(ϕ, (piU )∗µ)
]
.
As we have seen before, for ε → 0 the right-hand side converges to
−Ptop(f|Λ;− log J+f). Numerical studies from Froyland [25], based on Ulam’s
method, tell us that
Ptop(f|Λ;− log J+f) ≈ −0.696.
Hence, according to our considerations in Subsection 4.9, we expect that
hinv(Q
ε) ≈ 0.696 for all sufficiently small ε (and the same estimate should hold
for the minimal average data rate for local stabilization at Λ).
It is also possible to work with a scalar control and consider the system
Σ′ :
(
xt+1
yt+1
)
=
(
5− 0.3yt − x2t + ut
xt
)
, |ut| ≤ 1.
In this case, some work is needed to check forward accessibility. According to [31,
Thm. 3] we need to check that dimL+(x, y) = 2 for all (x, y) ∈ R2, where
L+ = Lie{Adk0X+u : k ≥ 0, u ∈ (−1, 1)},
the Lie algebra generated by the vector fields Adk0X
+
u , defined by
Adk0X
+
u (x, y) =
∂
∂v
∣∣∣
v=0
f−k0 ◦ f−1u ◦ fu+v ◦ fk0 (x, y).
A simple computation yields
f−1u (x, y) = (y,
1
0.3
(5− y2 − x+ u)).
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Hence, we can compute
Ad00X
+
u (x, y) =
∂
∂v
∣∣∣
v=0
f−1u ◦ fu+v(x, y)
=
∂
∂v
∣∣∣
v=0
f−1u (5− 0.3y − x2 + u+ v, x)
=
∂
∂v
∣∣∣
v=0
(x,
1
0.3
(0.3y − v)) = (0,− 1
0.3
).
In particular,
f−1u (fu+v(x, y)) = (x, y −
1
0.3
v).
This can be used to compute
Ad10X
+
u (x, y) =
∂
∂v
∣∣∣
v=0
f−10 ◦ f−1u ◦ fu+v ◦ f0(x, y)
=
∂
∂v
∣∣∣
v=0
f−10 ◦ f−1u ◦ fu+v(5− 0.3y − x2, x)
=
∂
∂v
∣∣∣
v=0
f−10 (5− 0.3y − x2, x−
1
0.3
v)
=
∂
∂v
∣∣∣
v=0
(x− 1
0.3
v,
1
0.3
(5− (x− 1
0.3
v)2 − 5 + 0.3y + x2)
= (− 1
0.3
,
2
(0.3)2
x).
SinceL+ contains all linear combinations of the vector fields Ad00X
+
u and Ad
1
0X
+
u ,
we see that L+(x, y) = R2 for all (x, y) ∈ R2. Hence, forward accessibility (and
transitivity) holds. Hence, our statements about Σ also hold for Σ′.
7 Some concluding remarks
We end with some comments on possible generalizations and improvements.
• The assumption of topological transitivity in Subsection 3.3 can be weak-
ened to chain transitivity. However, it is not clear to the author whether these
two concepts are different or equivalent for uniformly hyperbolic sets.
• Most probably, the infimum in our lower bound (24) on invariance entropy
can be reduced to an infimum over ergodic measures only, cf. [39, Sec. 2.1].
• For noisy systems with reasonably small bounded noise, it is conceivable that
a finite-time analysis leads to comparable results on the minimal data rate for
stabilization at a hyperbolic set. In this case, a time horizon T needs to be
chosen small enough so that the noise does not dominate over the control
within a time interval of length T . The expected result would then charac-
terize a trade-off between the noise amplitude and the time horizon, respec-
tively, the data rate.
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A Some auxiliary results
The proof of the following lemma was provided by Niels J. Diepeveen.14
A.1 Lemma: Let (X, d) be a compact metric space and let XZ be equipped with
the sup-metric
d∞(x, y) := sup
n∈Z
d(xn, yn) for all x = (xn), y = (yn).
Then (XZ, d∞) is connected if and only if (X, d) is connected.
Proof: The projection (xn)n∈Z 7→ x0 from XZ to X is continuous and surjective.
Hence, connectedness of XZ implies connectedness of X . To see that the converse
holds, assume that X is connected and let F ⊂ XZ be the subset of all sequences
that assume only finitely many values. Since (X, d) is totally bounded, F is dense
in (XZ, d∞). Hence, it suffices to prove that F is connected. To this end, we fix
arbitrary a, b ∈ F and construct a connected subset of F that contains a and b. Let
P be a finite partition of Z into subsets on which both a and b are constant and
consider the map i : XP → F given by i(x)n := x([n]P ), where [n]P denotes
the unique element of P containing n. The map i is an isometric embedding of
XP (equipped with the sup-metric) into F and both a and b are contained in its
image. Since XP is a finite product of copies of X , connectedness of X implies
connectedness of XP (using the fact that the product topology coincides with the
uniform topology on finite products). Hence, i(XP ) is the desired subset. 
A.2 Lemma: LetM be a Riemannian manifold andK ⊂M a nonempty compact
subset. Then for every ε > 0, the boundary of Nε(K) has volume zero.
Proof: We give the proof forM = Rn with the Euclidean metric. The general case
can be proved by replacing straight lines with geodesics. Hence, let K ⊂ Rn be a
nonempty compact set and ε > 0. Take x ∈ ∂Nε(K) and fix a point y ∈ K such
that dist(x,K) = ‖x− y‖ = ε. We claim that the open ball Bε(y) is contained in
Nε(K) and does not contain any point from ∂Nε(K). Indeed, if z ∈ Bε(y), then
dist(z,K) ≤ ‖z − y‖ < ε and all points w ∈ ∂Nε(K) satisfy dist(w,K) = ε
implying ‖w−y‖ ≥ ε. Let r ∈ (0, ε). Then the intersectionBr(x)∩Bε(y) contains
the ballBr/2(tx+(1−t)y) with t := 1−r/(2ε). Indeed, ifw ∈ Br/2(tx+(1−t)y),
then
‖w − x‖ ≤ ‖w − tx− (1− t)y‖+ ‖tx+ (1− t)y − x‖
<
r
2
+ (1− t)‖x− y‖ = r
2
+
r
2ε
ε = r,
‖w − y‖ ≤ ‖w − tx− (1− t)y‖+ ‖tx+ (1− t)y − y‖
14See https://mathoverflow.net/questions/332191/
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<
r
2
+ t‖x− y‖ = r
2
+
(
ε− r
2
)
= ε.
Hence, for all r ∈ (0, ε) we have
vol(Br(x) ∩ ∂Nε(K))
vol(Br(x))
≤ cr
n − c(r/2)n
crn
= 1− 2−n < 1.
This proves that the density d(x) = limr↓0 vol(Br(x) ∩ ∂Nε(K))/vol(Br(x)) is
less than one wherever it exists on ∂Nε(K). Lebesgue’s density theorem asserts
that d(x) = 1 at almost every point of ∂Nε(K). This can only be the case if
vol(∂Nε(K)) = 0. 
The next lemma is essentially taken from [26, Lem. 2.4].
A.3 Lemma: Let f : X → X be a map on some set X and v : Z+ ×X → R a
subadditive cocycle over f , i.e.,
vn+m(x) ≤ vn(x) + vm(fn(x)) for all x ∈ X, n,m ∈ Z+.
Additionally suppose that
ω := sup
(n,x)∈Z>0×X
1
n
|vn(x)| <∞. (34)
Then for every x ∈ X , n ∈ Z>0 and ε ∈ (0, 2ω) there is a time 0 ≤ n1 < n with
1
k
vk(f
n1(x)) >
1
n
vn(x)− ε for all 0 < k ≤ n− n1.
Moreover, n− n1 ≥ (εn)/(2ω)→∞ for n→∞.
Proof: We write σ := vn(x)/n and define
γ := min
0<k≤n
1
k
vk(x).
If γ ≥ σ− ε, the assertion follows with n1 = 0. For γ < σ− ε, observing that the
minimum cannot be attained at k = n, let
n1 := max
{
k ∈ (0, n) ∩ Z : 1
k
vk(x) ≤ σ − ε
}
,
implying vn1(x)/n1 ≤ σ − ε. We obtain
ε ≤ 1
n
vn(x)− 1
n1
vn1(x) =
1
n
vn1+(n−n1)(x)−
1
n1
vn1(x)
≤ 1
n
(vn1(x) + vn−n1(f
n1(x)))− 1
n1
vn1(x)
=
1
n
(
−n− n1
n1
vn1(x) +
n− n1
n− n1 vn−n1(f
n1(x))
)
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=
n− n1
n
(
1
n− n1 vn−n1(f
n1(x))− 1
n1
vn1(x)
)
≤ 2ωn− n1
n
.
This implies
n− n1 ≥ εn
2ω
→∞ for n→∞.
For 0 < k ≤ n− n1 we have vk+n1(x)/(k + n1) > σ − ε and this yields
1
k
vk(f
n1(x)) ≥ 1
k
(vk+n1(x)− vn1(x))
>
1
k
((k + n1)(σ − ε)− n1(σ − ε)) = σ − ε,
completing the proof. 
A.4 Lemma: Let n > m be positive integers. For each i in the range 0 ≤ i < m
choose integers qi, ri such that n = i + qim + ri with qi ≥ 0 and 0 ≤ ri < m.
Then
{0, 1, . . . , n−m} = {i+ jm : 0 ≤ i < m, 0 ≤ j < qi},
and all integers in the set on the right-hand side are uniquely parametrized by i and
j.
Proof: It is clear that (i1, j1) 6= (i2, j2) implies i1 + j1m 6= i2 + j2m, since
0 ≤ i1, i2 < m. Hence, it suffices to show that the two sets are equal. To this
end, we first show that i + jm ≤ n −m, whenever 0 ≤ i < m and 0 ≤ j < qi.
Since j < qi, we have (j + 1)m ≤ qim + ri. Adding i on both sides yields
(i+ jm) +m ≤ n, or equivalently i+ jm ≤ n−m.
Conversely, let us show that every number l between 0 and n −m can be written
as i + jm with 0 ≤ i < m and 0 ≤ j < qi. To this end, let i, j be the unique
nonnegative integers so that l = i + jm with 0 ≤ i < m. We need to show that
j < qi. This is equivalent to
l = i+ jm < i+ qim = n− ri.
This inequality holds, because l < n − (m − 1) ≤ n − ri, since 0 ≤ ri < m.

A.5 Lemma: Let (X, d) be a compact metric space and let µ be a Borel probability
measure on X . Then, for any δ > 0, there exists a finite measurable partition
ξ = {C1, . . . , Ck} of X with diam(Ci) < δ and µ(∂Ci) = 0 for i = 1, . . . , k.
Proof: For each x ∈ X , let us consider the disjoint uncountable union⋃
ε∈(0,δ) ∂Bε(x), which has finite measure. Let us assume to the contrary that
µ(∂Bε(x)) is positive for every ε ∈ (0, δ). Then (0, δ) is the (countable) union of
the sets In := {ε ∈ (0, δ) : µ(∂Bε(x)) > 1/n}, n ∈ Z>0. Hence, one of these
sets must be uncountable, which is a contradiction. Thus, for each x ∈ X , there is
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ε = ε(x) ∈ (0, δ) with µ(∂Bε(x)) = 0. By compactness, there exists a cover of
X consisting of finitely many of such balls, say B1, . . . , Bk. From this cover we
can construct the desired partition by setting C1 := clB1, Ci := clBi\
⋃i−1
j=1 clBj
for i > 1. Then ξ := {C1, . . . , Ck} satisfies
⋃k
i=1 ∂Ci ⊂
⋃k
i=1Bi, and hence
µ(
⋃k
i=1 ∂Ci) = 0. 
B Elementary properties of hyperbolic sets
The following proposition answers some questions that immediately arise from the
definition of a uniformly hyperbolic set.
B.1 Proposition: The following statements hold:
(i) The definition of a uniformly hyperbolic set is independent of the choice of
the Riemannian metric on M . In fact, only the constant c depends on the
choice of the metric.
(ii) The inequality for tangent vectors v ∈ E+(u, x) expressed in (H2) is equiv-
alent to:
|Dϕt,u(x)v| ≥ c−1λ−t|v| for all (u, x) ∈ L(Q), v ∈ E+(u, x), t ∈ Z+.
(iii) The subspaces E±(u, x) depend continuously on (u, x) ∈ L(Q), meaning
that the projections
pi±u,x : TxM → E±(u, x)
along the respective complementary subspace depend continuously on
(u, x).
Proof: (i) This follows from the fact that any two Riemannian metrics are equiva-
lent on the compact set Q which is shown as follows. Let g and h be two Rieman-
nian metric on M . Let ShQ denote the unit tangent bundle over Q with respect to
h, i.e., the closed subspace of the tangent bundle that consists of all tangent vectors
v ∈ TxM satisfying x ∈ Q and h(v, v) = 1. Observe that ShQ is compact. Since
g is continuous, there are constants 0 < α ≤ β <∞ with α ≤ g(v, v) ≤ β for all
v ∈ ShQ. For any 0 6= v ∈ TxM , x ∈ Q, this implies
g(v, v) = h(v, v) · g
( v√
h(v, v)
,
v√
h(v, v)
)
,
which in turn implies
αh(v, v) ≤ g(v, v) ≤ βh(v, v).
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Hence, writing | · |h and | · |g for the norms associated with g and h, respectively,
the inequality |Dϕt,u(x)v|g ≤ cλt|v|g implies
|Dϕt,u(x)v|h = h(Dϕt,u(x)v,Dϕt,u(x)v)1/2
≤ 1√
α
|Dϕt,u(x)v|g ≤ 1√
α
cλt|v|g ≤
(√β
α
)
λt|v|h.
This implies the statement.
(ii) Given v ∈ E+(u, x), by (H1), we have Dϕt,u(x)v ∈ E+(Φt(u, x)). Hence,
(H2) implies
|Dϕ−t,θtuDϕt,u(x)v| ≤ cλt|Dϕt,u(x)v|
for every t ∈ Z+. From the cocycle property of ϕ it follows that
Dϕ−t,θtu(ϕt,u(x))Dϕt,u(x)v = D(ϕ−t,θtu ◦ ϕt,u)(x)v = D(id)v = v,
implying
|Dϕt,u(x)v| ≥ c−1λ−t|v|.
Going backwards through these inequalities, the other direction of the equivalence
follows.
(iii) Let d− denote the common dimension of the stable subspaces and let
(uk, xk)k∈N be a sequence in L(Q), converging to some (u, x) ∈ L(Q). We
choose an orthonormal basis (v(1)k , . . . , v
(d−)
k ) of each E
−(uk, xk). By compact-
ness of the unit tangent bundle over Q, passing to a subsequence if necessary15
yields the convergence v(i)k → v(i) for some v(i) ∈ TxM , i = 1, . . . , d−. For
each i and n, the inequality |Dϕt,uk(xk)v(i)k | ≤ cλt|v(i)k | carries over to the limit
for k →∞, since (u, x, v) 7→ Dϕt,u(x)v is a continuous map by our assumptions
on the system. Hence, |Dϕt,u(x)v(i)| ≤ cλt|v(i)| holds for all t ≥ 0. Since the
subspace E−(u, x) is characterized uniquely by these inequalities, it follows that
v(i) ∈ E−(u, x). Hence, (v(1), . . . , v(d−)) is an orthonormal basis of E−(u, x),
which implies the assertion (similarly for E+(u, x)). 
B.2 Remark: Item (ii) in the above proposition shows that the “contraction in
backward time” property ofE+ can equivalently be expressed as “expansion in for-
ward time”. Hence, one might ask why we should not use this expansion property
to define a uniformly hyperbolic set (as it is more intuitive and we are mainly inter-
ested in the behavior of the system in forward time). The answer to this question is
that the expansion property does not uniquely characterize the unstable subspaces.
Expansion also happens outside of the unstable subspaces, while contraction in
backward time does not, as we have used in the proof of item (iii).
15Observe: proving the convergence for a subsequence is enough. Indeed, if continuity at (u, x)
would not hold, then there would exist a sequence (uk, xk)→ (u, x) so that for no subsequence the
convergence E−(uk, xk)→ E−(u, x) would be true.
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