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1 
We shall be concerned with differential systems of the form 
Ii” +p(t) u=o on [a, ccj 1, (1.1) 
where p is an n x n Hermitian matrix valued function, the components of 
which are locally integrable. A solution U of (1.1) is an n x n matrix 
function, for which U’ is absolutely continuous, and which satisfies (1.1) 
a.e. on [a, a)). For the discussion of the oscillatory behavior of solutions of 
(1.1 ), it is necessary to restrict our attention to the class of solutions, called 
conjoined solutions, which satisfy 
u’*(t) U(t)- u*(t) U’(t). (1.2) 
System ( 1 .l ) is said to be oscillatory on [a, a ) if there exists a conjoined 
solution U(t) for which there is a sequence (t,,), t,, + Y;), such that 
det U( t,,) = 0, n = 1, 2 ,... . It follows from the Sturm-type separation theorem 
of Morse [ 141 that if the system is oscillatory then every conjoined 
solution is singular on some sequence (t,,), t,, + x. Thus the system is non- 
oscillatory if there exists a conjoined solution U for which det U(r) # 0 for 
t > a 3 a, for some a. 
It is the purpose of this paper to show that the work of Wong [lS], in 
which a hierarchy of Riccati integral equations for scalar differential 
equations of the form (1.1) is introduced, can, in part, be extended to the 
system (1.1). We remark that Wong’s results and the results of this paper 
are particularly suited to the analysis of ( 1.1) in the case in which the coef- 
ficient function p(t) is itself oscillatory in the traditional sense. 
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Equation (1.1) and its extensions in essentially the current setting have 
been studied by a number of authors, including Allegretto and Erbe [ 11, 
Coppel [2], Eliason and St. Mary [4], Etgen [S], Howard [ll], Kreith 
[13], Reid [16], and St. Mary [17]. Also, studies of the oscillatory 
behavior of (1.1) in the context of infinite dimensions and/or non-self- 
adjointness have been carried out by Etgen and Lewis [6, 71, Etgen and 
Pawlowski [8], Hayden and Howard [9], Keener and Travis [12], and 
others. 
2 
The basic assumption on p(r) under which the work is carried out is 
liminfn’* {(t-a))’ ji J~p(o)&&}n’> -co 
r-03 (2.1) 
for some set of unit vectors XI, x2,..., 7~~ spanning C,. It follows (see, e.g., 
[4]) that in the presence of (2.1) non-oscillation of ( 1.1) implies the 
existence of lim ,+,(t-a))’ s:!s; p(a)dods=C, and, for IV(t) a Her- 
mitian solution of the Riccari equation IV’ + W* + p = 0 on [cc, 00) the 
existence of lim,, o. j: W*(s) ds, and that W(t) satisfies 
W(t) = P(t) + I’= W*(s) ds, fE C% co), (2.2) 
I 
where Z’(t) = C-J: p(s) ds. Note that if J” p(s) ds exists then p(t) = 
j;” p(s) ds. Throughout the discussion we shall assume that P(t) exists in 
one or the other of these forms. A most useful criteria for the non- 
oscillation of (1.1) is the existence of an n x n Hermitian matrix function 
W(t) satisfying the Riccati inequality, IV’(t)+ W’(t)+p(t)<O on [a, co) 
(matrix inequalities are in the positive, non-negative definite sense). For 
purposes of future comparisons, we note that the existence of a continuous 
n x n Hermitian matrix function V(t) for which 
( 1 
2 
V*(t)> P(t)+ j= V’(s) rls , ffE ca, co) 
, 
is sufficient for non-oscillation of (1.1) and follows on taking W(t) = P(t) + 
j? v*. 
We shall denote by X,(r; T) the solution of the first order system 
x’ = pP( 2) x, X(T)=E, 
/I a real scalar and E the n x n identity matrix, and simply let X(t; T) 
denote the solution when p = 1. 
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The first theorem we present is an extension of the main result in [4] 
and demonstrates that the theorem for systems may be obtained in a form 
completely analogous to that obtained originally by Hartman [lo] for 
scalar differential equations. We shall have need of the following lemma. 
LEMMA 2.1. Let A, B be n x n Hermitian matrices and v a real scalar, 
IvlQl, then A2+v(AB+BA)+B2b0. 
ProojI Let YE C, and define I(v) = y*A2y + vy*(AB+ BA) y + y*B’y, 
then 1 is a linear function and /( - 1) =y*(A -B)’ y 30, 1(l) = 
y*(A + B)’ y 3 0. 
THEOREM 2.2. Let (2.1) hold. If (1.1) is non-oscillatory then 
m X,T(.;t)X&;T)dz 
II 
=co for all /3, 0 6 /? < 2. 
Proof. One proceeds as in the first few lines of the proof of Theorem 3.1 
[4], using Lemma 2.1, instead of the inequality 0 < ( V- P)‘..., to obtain 
V’<(v-l)(VP+PV), 1~161, i.e., v’d -/?(VP+PV), where v=l-0. 
Multiplying appropriately by X,, X$ yields d{X,ff VX,)/dt 6 0. Now, on 
replacing X by A’, in the proof of Theorem 3.1, one obtains the desired 
conclusion. 
In this paper we are interested in matrix functions p(t) for which the 
complete spectrum of the integral in Theorem 2.2 approaches infinity for at 
least one p, namely, 
[, 
T 1 
-1 
lim A-,(.; 7) A-$(.; 7) dt = 0, for some 8, 0 < /3 < 2. (2.3) 
T-CC 
We remark that X,X$ and X$X, are positive definite, similar matrices and 
hence it follows from Theorem 2.2 that 111” X,( .; z) Xp*( .; t) drll = 00 also. 
Condition (2.3) is obtained trivially for all /I >O for functions p(t) for 
which P(t) d 0. More generally (2.3) holds for matrix functions p(t) for 
which there exists a scalar function p(t) such that P(t) <p(t) E, and 
j” exp( -2/I f’ p(s) ds) dt = +co, for some B, 0 < /? d 2. To see this put 
Y(t)=X,(.; t)Xg*(.; t) and observe that ‘P’(t)+2fip(t) Y(t)>0 and hence 
Y(t) 3 y(exp( -28 j’ p(s) ds)) E for some positive constant y, and all large t 
(again similarity yields the identical inequality with Y(t) replaced by 
X$(. ; t) A’,( .; t)). Hence the desired conclusion follows. Non-oscillatory 
matrix functions which satisfy a Wintner-Opial type inequality [ 151 con- 
stitute an interesting class of functions which satisfy (2.3). 
PROPOSITION 2.3. If 0~ P’(t) d p(t)/4 then (2.3) holds for all 8, 
0</3<2. 
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Proof. It follows immediately from the inequalities that [P-‘(t)]’ > 4E 
and hence P(t) B E/4(t - to) = p(t) E for all t sufficiently large. The con- 
clusion now follows from the previous discussion. 
3 
The basic Riccati integral equation is embodied in (2.2). The following 
result presents a second level such integral equation. The theorem is an 
extension of Theorem 3.2(i) [4] and is the main theorem of three on which 
the theory is built. 
THEOREM 3.1. Let (2.1) hold and ( 1.1) he non-oscillatory, then P(t) = 
St” X*(s; t) P2(s) X(s; t) d s exists and there exists a continuous Hermitian 
solution V(t) of the integral inequality 
V(t) 3 P(t) + j= X*(s; t) V’(s) X(s; t) ds 
I 
(3.1) 
on [a, 03). If in addition p(t) satisfies (2.3) for fi = 1 then there exists a Her- 
mitian solution V(t) to the equality in (3.1) on [a, co). In particular V(t) = 
17 W’(s) ds satisfies the equality (3.1) for any Hermitian W(t), a solution of 
the Riccati equation. 
Proof: In the proof of Theorem 3.2(i) [4], it is shown that P(t) exists 
and for W(t) a solution of (2.2), V(t) =Jp” W’(s) ds satisfies 
V(t) = r(t) + P(t) + I= X*(s; t) V*(s) X(s; t) ds, 
I 
where Z(t)=lim,,, X*(z; t) V(z) X(z; t), clearly r(t) b 0. We shall show 
that r(t) z 0. 
Observing that v’ = - W* and W = P + V it is not difficult to show that 
r(t)+P(t)r(t)+r(t) P(t)=O, d(X*(t;cc)r(t)X(t;a))/dt=O, and hence 
that r(t) = X*(a, t) T(E) X(cr; t). Now let f(t) = X*(t; U) V(t) X(t; tl), then 
using the fact that V’= -W*= -(P+ V)‘= . ..one obtains -Y’(t)+ 
Y(t) X(ct; t) X*(a; t) V(t) GO. Now for any YE C,, llyll = 1, yy*X(a; t) 
x*(x; t) y-Y* d X(cl; t) x*(cr; t), so V’(f) + V(t) yy*x(q t) x*(x; t) 
yy*Y(t) ,<O and hence for r(t) = v*Y’(t) y, r’(t) + y*X(a; t) X*(cr; t) 
yr*( t) d 0. Clearly r(t) is non-negative and decreasing so if it once becomes 
zero it remains zero. If r(t) is non-zero on an interval then solving the dif- 
ferential inequality one obtains 
y*V(T)y < l/y* I ’ X(a; s) X*(x; s) dsy, T> t. , 
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The right side of this inequality approaches zero uniformly in y as T 
approaches infinity by (2.3). It follows that T(M) = lim., c V(T) = 0. 
We now use (3.1) instead of (2.2) to obtain the result complementary to 
Theorem 2.2. Henceforth we shall let A(t) denote the minimum eigenvalue 
and A(t) the maximum eigenvalue of P(t). We shall have need of the 
following lemmas. For purposes of the first lemma, P(t) is an arbitrary 
Hermitian n x n matrix function; see, e.g., [3, p. 811. 
LEMMA 3.2. Zf H is a solution of the system H’ = P(t) H then 
H*(T)H(T)exp(2[LI(s)ds) 
<H*(t)H(t)gH*(T)H(T)exp(2/~A(s)ds), t>T. 
LEMMA 3.3. If (1.1) is non-oscillatory then j; exp( - 2 1: A( W(s)) ds) dt 
< + CD for some Hermitian solution W of the Riccati equation w’ + W2 + p 
= 0 on [a, CC ). A( W(s)) is the maximum eigenvalue of W(s). 
Proof: Let U be a conjoined solution of ( 1 .l ) for which 
j; U--‘(s) U*-‘(s)ds< +CC (see, e.g., Lemma 2.3 [4]) and put 
w= u’u-‘. Let 2’ = W(t) Z, Z(a) = U(a), then by Lemma 3.2 
Z*(t) Z(t) d U*(a) U(a) exp(2 j: A( W(s)) ds). But it is not difhcult to show 
that Z(t) = U(t) and hence the conclusion follows. 
In keeping with earlier notation we shall let Z,(t; T) denote the solution 
of the system Z’ = (fiP( t) + P(t)) Z, Z(T) = E, B a real scalar, and 
Z(t; T) = Z,(t; T). 
THEOREM 3.4. Let (2.1) hold and (1.1) be non-oscillatory, if -m d 
J: J4s) ds, s; A(s) d s < M for some positive numbers m, A4 and all t > CC, then 
P(t) exists and 11s” Z$(.; z) Z,(*; T) dr\l = CC for all /?, 0 < fl6 2. 
Proof Since the integral of the maximum eigenvalue of P(t) is boun- 
ded, Lemma 3.2 implies that (2.3) holds for fi = 1 and thus the additional 
hypothesis of Theorem 3.1 is satisfied. 
Let V( 1) = 1;” W’(s) ds be a solution of the equality (3.1) W an 
arbitrary solution of the Riccati equation, and put p(t) = Jr” X*(s; t) V2(s) 
X(s;t)ds, thenp’= -p2-~2-p(~+P)-(~+P)pgp[(v-1)~-P]+ 
[(v - 1) P- P] p, Iv) < 1; Lemma 2.1 is used in the latter inequality. It 
follows that dZ,*(t; to) p(t) Z,(t; tO)/dt G 0, fl= 1 - v, 0 6 /I < 2 and hence 
p(t) < yZ,Y(to; 1) Z,(t,; t) for some positive constant y and all t > to. 
If the conclusion of the theorem is false then 1” p(t) dt -C +co. We shall 
show that Lemma 3.3 is contradicted. Let M < a < T, a > 1, then interchang- 
ing the order of integration 
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I,I P(l) dt = JUT 1; X*VZXdtds+ (T-u) Jm x*Pxds 
T 
T s 
2 ff 
X* V2X dt ds 
u LI 
T s 
=f f 
X*(a; t) X*(s; a) V’(s) X(s; a) X(a; t) dt ds. 
0 u 
Now since tr(AB) = tr(BA) and tr J A = J tr A, 
V(s) X(s; a) X(a; t) X*(a; t) X*(s; a) V(s) dr ds 
3 cl tr f uT (s-a) V(s) X(s; cc) X*(s;a) V(s) ds 
>c, trj“ (s-u)enp(2 J: i(r)dT) V*(s)ds, 
u 
the second last step follows since X(a; t) X*(cx; I) 3 (exp( -2 1; A(s)ds))E> 
c, E > 0. Since tr V2 3 11 V*/l = 11 VII’, we have 
for constants c2 > 0, h > a, and all T> h. The Schwarz inequality yields 
and hence using the boundedness of J; 1, Je p, and (3.2) 
5 b 
w MT/b)) ‘I* < cd (ln( T/b))“’ (3.3) 
for all T> b and positive constants cj, cd. 
Again interchanging the order of integration fb’ V(t) = 
f,‘(s--6) W*(s)ds+(T-b) JF W*(s)ds, and thus J,‘(s-6) W*(s)dsd 
jr I’(t) dt Q (jl 11 V(t)/1 dt) E. It follows that for b < c < T 
1=($--b) IIW(s)ll*ds<tr fbT (z-b) W*(s)dsdn sf llV(t)ll dt. (3.4) 
< 
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Again using the Schwarz inequality, 
s, T IIW(s)ll dsd(ln T)‘j2 (i. ‘(s--h) IIW(s)ll’ds i 
l/2 
, T>c>b+ 1. (3.5) 
The inequalities (3.3)-(3.5) yield j: /I W(s)ll ds < c,(ln T)3’4, T> c 3 b + 1, 
c5 > 0. Now J” exp( -2c,(ln T)3’4) dT= +co. Thus we have contradicted 
Lemma 3.3 since B’(t) is arbitrary. 
COROLLARY 3.5. Under the hypothesis of Theorem 3.4 11s” Y,*(.; T) 
Y~(.;z)dzll=oo,foralZB,Od/I~2, where Yb=fl&t)Y,, Y,(t;T)=Eat 
t = T. 
Proof Let H( t; T) be a solution of H’ = ( Yi I PYB) H, H( T; T) = E, 
then Z,(t; T) E Y&t; T) H(t; T). Since Ys ‘PY, and P are similar matrices 
and hence have the same eigenvalues, we have H*( T, t) H( T; t) < E 
exp( -2 1; n(z) dt), t > T and Z$(T; t)ZB(T;t)<exp(-2j$l(t)dz) 
Y;(T; t) YD(T; t)<kY,*(T; t) Y,(T; t). 
We shall now present the next level Riccati integral inequality in analogy 
with Theorem 3.2 [4] and Theorem 3.1. Here, as earlier, we shall require a 
stronger result (for /I = 1) than the conclusion of Theorem 3.4, namely 
D 
-I 
lim =Z(.;r)Z*(.;T)dr 1 = 0. T-m (3.6) 
A Wintner-Opial type condition under which (3.6) holds is 
P2+3(P+P)2<p, P+ P>O. 
The verification is analogous to that of Proposition 2.3; begin by showing 
P(t) + P(t) < E/4( t - to). Non-oscillation of ( 1.1) also holds under this 
Wintner-Opial condition since clearly 0 d P(t) < E/4( t - to), a non- 
oscillation criterion. 
THEOREM 3.6. (a) Let P(t) and 
P(f) E jm Z*(r; t) P2(~) Z(T; t) dz 
I 
exist, and suppose the inequality 
2 
V’(t) > P(t) + jx Z*(T; t) v2(T) z(T; t) dT 
* > 
has a continuous Hermitian solution V on [cr, co), then (1.1) is non- 
oscillatory. 
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(b) Let (2.1) hold, JiA(s)ds<M on [a, CD) and (1.1) be non- 
oscillatory, then P(t) exists and there exists a continuous Hermitian solution 
V(t) of the integral inequality 
V(t) 3 P(t) + jI’ Z*(7; t) V’(7) Z(z; t) dz 
I 
(3.7) 
on [a, CO). If in addition (3.6) is satisfied, then the equality in (3.7) holds for 
all t in [a, co). 
Proof (a) Let W(t) = P(t) + P(t) -t I”(t) + j;C Z* V’Z d7, then it is not 
difficult to show that W(t) satisfies the Riccati inequality 
Iv+ W’+p(t)<O. 
(b) As earlier, the condition j: /i d M (p = A) yields (2.3) and thus 
by Theorem 3.1 P(t) exists and there exists a continuous Hermitian 
V,(t) satisfying the equality (3.1). Put V(t)=J;” X*(7; t) VT(t) X(7; t) dz, 
then I”= -V2-pp2-(P+P) V- V(p+P) and hence d(Z*(t;s) V(t) 
Z(t; s))/dt = -Z*(t; s)( V*(t) + P*(t)) Z(t; s), 
V(t) = Z*(T; t) V(T) Z(T; t) + j’ Z*(r; t)( V’(z) + H*(s)) Z(T; t) dT. 
I 
It follows that p(T), J” Z*V2Zdz, and lim., * Z*(T; t) V(T) 
Z( T; t) = Q(t) exist and that (3.7) is satisfied. To complete the proof we 
need to show that Q(t) E 0 under the additional assumption (3.6). As 
above, the proof follows the general outline of that of Theorem 3.1. One 
shows that C2’ + (P+ P) Sz + s2(P+ P) = 0 and hence that Q(t) = 
Z*(a; t) Q(U) Z(cc; t) and sets V(t) =Z*(t; c() V(t) Z(t; a).... 
As an immediate corollary of Theorem 3.6 we have the following 
oscillation criterion. 
COROLLARY 3.7. Let (2.1) hold and 1; A(s) ds<M on [a, cc). !f 
lim T+,m fr lIZ*(r; CX) P’(T) Z(7; cc)11 dz = x then (1.1) is oscillatory. 
The Riccati equations may be used to derive additional nonoscillation 
criteria of the Opial type. Two such results were obtained in [ 181. The 
following result encompasses Wong’s Theorem 4 while utilizing a much 
simpler proof. 
THEOREM 3.8. If there exists a continuous n x n Hermitian matrix 
function Q(t) such that (P(t) + j? (P(s) + Q(s))’ ds)‘d (P(t) + Q(t))2 on 
[ tl, co ), then ( 1.1) is non-oscillatory. 
The result follows upon observing that for V(t) = P(t) + Q(t), V*(t) Z 
(P(t) + JF V2)*, a non-oscillation criterion listed earlier. When Q(t) is set 
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equal to P(t) the resulting inequality is a generalization of the scalar Opial 
inequality f? P2 < P(t)/4. Similar theorems can be stated at the P and P 
levels; e.g., using Theorem 3.6 the relevant inequality at the P level is 
( J P(t) +m z*(T; f)@(T) + Q(T))’ Z(s; I) dT > 2m)+Q(f))2, I 
extending Wong’s Theorem 6. A more direct matrix analogue of the Opial 
theorem at the P level which complements Theorem 4.4 [4] at the P level 
is the following. 
THEOREM 3.9. Let P(t) and P(t) exist and 
a 
2 
Z*(T; t) P’(T) Z(T; t) dT < p’(t)/16 
on [or, co ), then ( 1.1) is non-oscillatory. 
Proqf: Let V(t) = 2P(t) in Theorem 3.6(a), then, using Lemma 2.1, 
2 
> 
2 
<2P2+2 = 2P2( t) +32 jx Z*p2Z dt 
, 
<4&t) = v’(t). 
The following example presents a situation in which Theorem 3.1 is 
applicable, and a situation in which Theorem 3.1 is not applicable but 
Theorem 3.6 is. We take for p(t) the 2 x 2 matrix with (sin t)/t’, 0 < y 6 I, 
in both the main diagonal positions and (cos t)/t”, v > 1, in the off diagonal 
positions, then P(t) has (cos t)/P + O( l/t?+ ‘) on its main diagonal 
and ( -sin t)/P + 0( l/P’+ ‘) on its off diagonal. For an arbitrary 
Hermitian matrix M we shall let A(M), n(M) denote, respectively, the 
minimum and maximum eigenvalue of M. It follows from Lemma 3.2 
that A(P2(t)) exp(2 ikA(P(r)) dz) E d Y*(t; T) P2(t) Y(t; T) d ,4(P2(t)) 
exp(2 j$-A(P(z)) dr) E. Now A(P(t)) and A(P(t)) are of the form (cos t)/P 
+ 0( l/t’), v > 1, and A(P’(t)) and A(P’(t)) are of the form (cos2 t)/t2’ + 
O(l/tp), p> 1. It follows that for O<y <i, q > I, P(t) is not finite, and for 
4 < y, ye > 1, P(t) is finite, and thus Theorem 3.1 yields (1.1) oscillatory for 
0 < y < +, q > 1 but yields no information for 7 > 4. 
Now, the same kind of analysis using Theorem 3.6(b) (Corollary 3.7) 
yields the oscillation of (1.1) for + < y < 1, q > 1. One shows that P(t) 3 
{k+/t2;‘-’ +O(l/td)} E, k’ >O, 6>2y- 1. It then follows that 2J;E,(&) 
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+P(r))d~~k:t2~2Y+U(f’~6), k; >O, 2-2y>O, and hence P(r)2 
T is a function the dominant term of which is of the i;;(;‘,” 4 where f( ) 
--/I exp{ /?T" 1, CL, /?, ,u, v > 0, which approaches infinity with T. 
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