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I. INTRODUCTION 
The problem of estimating the parameters in a linear 
regression model is generally solved by the classical method 
of least squares. Alternative methods to the method of least 
squares exist, as, for example, the method of minimizing the 
sum of the absolute deviations, the method of minimizing 
the maximum deviation, and the method of maximum likelihood 
with respect to various distributions assigned to the errors. 
The first two of the methods mentioned above are those which 
follow from maximum likelihood with respect to a uniform and 
a Laplace distribution of errors, though they have some 
intuitive appeal quite apart from this justification. In 
particular, the method of minimizing the maximum deviation 
is highly regarded for the case of numerical approximation 
of the values of a difficult function. The method of 
minimizing the sum of the absolute deviations is discussed 
by Wagner (1959) and by Ashar and Wallace (1963) . We shall 
not examine these methods further in this study. 
Thus we shall consider the model 
y = X3 + e (1.1) 
where y is an n x 1 vector of observations on the dependent 
variable, X is an n % p matrix of values of the independent 
variables, 6 is a p x 1 vector of regression coefficients, 
and e is an n X 1 vector of random error components. We shall 
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make the assumptions 
E(e) = 0 (1.2) 
E(e'e) = a^I (1.3) 
where I is the n * n identity matrix, and further we shall 
assume that e is distributed as an n-variate normal distribu­
tion. 
Under these assumptions, it is well known that the 
classical least squares method gives the best linear unbiased 
estimator of the vector X6 to be X6/ where 6 is any solution 
to the normal equations 
We shall consider the full rank case. This is not a 
serious restriction, since a model not of full rank can be 
expressed as a model of full rank on a complete set of esti­
mable functions. Additionally, we shall be concerned 
particularly with the case of linear regression with one 
independent variable and of full rank. 
Thus we have 
x'xe = X'y. (1.4) 
ê = (X'X) ^X'y (1.5) 
Xg = X(X'X) ^X'y (1.6) 
and the variance covariance matrix of B is given by 
Cov(B) = a^(X'X) ^ = a^C . (1.7) 
We now consider the effect of imposing a further 
assumption, which we may express as 
6 E S (1 .8)  
where S is some subset of the parameter space. It is 
apparent that the unconstrained least squares estimator g 
may fall outside the subspace S. It would seem plausible to 
use 6 as our estimator of B if 6 £ S, and to use some other 
point 6g e S otherwise. Thus we shall define the con­
strained estimator 
^ ê if B E s 
è =<: (1.9) 
^Bg if 6 / S 
and observe that in general 6g will be some suitably chosen 
point on the boundary of the subset S. 
The simplest method of choosing Bg is by an orthogonal 
projection of 6 onto the boundary of S, that is to choose the 
point Bg in S which is closest to B in the sense of Euclidean 
distance in the parameter space. We shall refer to this 
technique as the method of minimum distance. 
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An alternative method of choosing 3g is to take that 
point on the boundary of S which minimizes the sum of squared 
residuals. This method yields the least squares solution, 
and can be computed by the use of convex programming tech­
niques. 
We note that if we transform from the parameter space 
of 6 to the parameter space of y, where 
Ty = S (1.10) 
and T is an orthogonal matrix chosen so that 
T'X'XT = I (1.11) 
then the minimum distance estimator of y is identical with 
the constrained least squares estimator of y, and so the 
constrained least squares estimator of 6 may be obtained 
from (1.10). 
The constrained least squares solution appears to be 
favored over the method of minimum distance, for, in a 
slightly different context, Hildreth and Houck (1968) comment: 
A slightly more elaborate, and to the authors 
more intuitively appealing,- estimator (than the mini­
mum distance estimator) is obtained by applying re­
stricted least squares. 
A number of authors have considered the convex pro­
gramming problems involved with obtaining the least squares 
estimator, and have given various algorithms to obtain these 
estimators. In particular. Judge and Takayama (1966) show 
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how to set up the simplex tableau in order to use the standard 
version of the quadratic programming algorithm developed by 
Wolfe (1959). A method of convex programming by tangential 
approximation is given in Hocking (1962) and in Hartley and 
Hocking (1963), which obtains the minimum distance estimator 
of Y and makes use of the transformation (1.9). Mantel 
(1969) and Nelson, Lewis and Boullion (1971) give tree-
search methods. Some difficulties are encountered in using 
the latter method due to the need to eliminate superfluous 
constraints before applying the method. A number of earlier 
papers on convex programming are discussed in Hocking (1962), 
and this review will not be repeated here. 
Very little has been done in the area of determining the 
sampling properties of such estimators. Judge (1968) com­
mented: 
The sampling properties of the inequality re­
stricted least squares estimator are yet to be es­
tablished, but initial Monte-Carlo sampling studies 
yield encouraging results relative to its per­
formance . 
Zellner (1961, 1963) examined the case of simple linear 
regression with a single linear inequality constraint on the 
slope parameter. We shall reproduce in part his results in 
Chapter II for ease of comparison with our later results. 
Heiny and Siddiqui (1970) consider a closely related 
situation of estimation of the mean and variance of a normal 
distribution when the mean is constrained to lie within an 
6 
interval. 
Lovell and Prescott (1970) have extended Zellner's work 
to the consideration of the multiple linear regression model 
with a single linear inequality constraint. They consider 
a two-stage least squares estimator when theory suggests the 
constraint 6^ ^ 0, and comment: 
It is common econometric practice when regression 
coefficients are encountered with incorrect sign to 
delete the variables in question and reestimate the 
equation. 
They conclude that since the reduction in mean square 
error given by this two-stage least squares method under con-
2 ditions of normality of the errors is proportional to 
where = c^^/Zc^^c^^ is a function of the independent 
variables, c^^j being the i,jth element of the matrix C defined 
in (1.7). Consequently, the gain in efficiency will generally 
be small unless the independent variables are highly 
collinear. 
Hocking (1962, 1965) obtained the exact distribution of 
the constrained least squares estimator for the case when the 
region S is convex and is bounded by a single convex curve 
which has a unique tangent plane at all points on its 
surface. 
He considers the transformed problem where X'X = I and 
derives the distribution of the projection of 6 onto S 
under the resulting spherical normal distribution. 
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Assuming S to be bounded by the function F(u) = 0, he 
defines the surface parametrically in terms of the surface 
coordinates (v^/V^/.../v^) where 
Ui = f^(V2/V^/•.•,Vp) (1.12) 
for i = 1,2,.. . , p .  
Define tj^ to be the outward directed unit normal vector 
to the surface, and J(v^) to be the determinant of the p % p 
matrix whose elements a^^^ are given by 
~ tj j = 1,2,...,p (1«13) 
3f. 9t. 
^ij = 3^ + 3^^- (1-14) 
] ] 
for i = 2,3,...,p and j = 1,2,...,p. 
Then, the surface distribution is given by 
p-1 i . i+1 . 
h(v^ V ) = k E c. Z (.)B (l-D)o w.(D/o,™) (1.15) 
^ P i=0 1 j=0 ] i-j ] 
where 
k = (2na^) ^ exp(-R^/2a^) (1.16) 
c^ = A^J(0)/iI (1.17) 
with A representing the ordinary forward difference 
operator. 
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1 
Vj(tf») = zi(2n) ^ exp(-z^/2)dz (1.18) 
P 
D = Z f.t. (1.19) 
i=l ^ 1 
p P ? 2 
R = Z f. - D (1.20) 
i=l ^ 
and (x) is the Bernoulli polynomial of order n and 
degree r defined as the coefficient of the quantity t^/rl 
in the series expansion of the function (t/e^-1)^e^*. 
He illustrates this distribution by considering the 
case when S is the interior of a p-dimensional hypersphere 
with radius a having the true parameter point at a distance 
b(<a) from the center of the hypersphere. 
A further method of estimation of the parameters 6 
which we shall examine is to use Bayesian methodology. Tiao 
and Sellner (1964) have considered a number of special types 
of prior information from this viewpoint, although they 
have not tackled the particular situation which we shall be 
considering. 
Several investigations have been made on methods of 
constructing confidence intervals such that their length 
depends on the prior knowledge in a meaningful way. Bartholo­
mew (1971) discusses the following situation. If we let s 
be any statistic based on a random sample of fixed size from 
9 
a distribution f(X, 6), where 0 is known a priori to lie in 
some interval, possibly semi-infinite, and if H(s,e) is 
the distribution function of s, then the random variable 
y = H(s,0) will be uniformly distributed on the interval 
[0,11. 
Hence, we may obtain a confidence interval on 0 by 
inverting the relationship 
Pr{a^ (0) ^  y •< l-a2 (0) I 0} = 1-a (1.21) 
where a^(G) and agtG) are functions of 0 which satisfy the 
relation 
«1 (6 ) + (*2 (6 ) = ot - (1.22) 
We may consider two types of prior information, namely 
0 > 0 (1.23) 
1 8 1 01 (1.24) 
and all other interval constraints on 8 may be transformed 
into either (1.23) or (1.24). We shall consider the 
constraint (1.23) first. In this case. Stein (1962) 
proposed for the case when s=X 
a^fG) = (^) o^fG) = (1 - 1^) a when 6 ^ c 
a^(0) = Ggfo) = ^ o when 0 > c 
(1.25) 
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for some suitably chosen value of c. 
Bartholomew (1971) also mentions, in his words, a 
"cruder" solution given by 
a^(6) = 0 OgfO) = G when 0 ^ c 
(1.26) 
aj^(0) =02(6) = ^ a when 0 > c 
for some suitably chosen value of c. We note that if we 
choose c=0, this is exactly the solution proposed by Malin-
vaud (1966, p. 364). 
Heiny and Siddigui (1970) consider the solution (1.26) 
with c=0 and 
IX if X >_ 0 (1.27) 0 if X < 0 . 
Their results are approximate in that they use the variance 
of X as the variance of s throughout their derivation. 
Bartholomew (1971) also presents the shortest Bayesian 
posterior intervals corresponding to the disperse prior and 
shows that the coverage probability of this interval is 
never the stated 100(l-a)%. 
If we now turn to consideration of the constraint (1.24), 
Stein (1962) proposes a variation of (1.25) with s=x 
11 
0,+9 0,+6 
a^^e) = ( 22 Ogfe) = (1 - 2c ) when 6^^8^-8]^+c 
a^(G) = «2(8) = Y ° when -9.^+c<6^9^-c (1.28) 
8^-0 0,—6 
a^^o) = (1 - )G "2^®^ ~ ( 2c when 0^-c<6£6^ 
for some suitably chosen value of c < ^ 6^. 
The "cruder" version of Bartholomew (1971) is given by 
a^(0) = 0 02(9) — ct when ®i~®i''"^ 
aj^(e) = 012(0) = ^ a when -0^+c<8<8^-c (1.29) 
a^(0) = a ^2(8) = a when 0^-c_^0^0^ 
for some suitably chosen value of c < ^ » 
As before, we note that choosing c=0 will yield the 
Malinvaud (1966) solution. Also, Heiny and Siddiqui (1970) 
consider the solution (1.29) with c=0 and 
^ _ 
-0^ when X < -0^ 
s = > X when -0^ i ^  ^  (1=30) 
0 ^  when X > 0 ^  
and approximate the variance of s by the variance of X. 
Bartholomew (1971) considers the Bayesian posterior 
interval with a uniform prior on [-0j^,0^] and shows that the 
12 
coverage probability of this interval is greater than the 
specified 100(l-a)% for values of 0 centrally located in the 
interval, and less than 100(1-%)% at the boundaries of the 
interval. 
In the context of this study, we have found it useful 
to make the following definitions: 
An estimator 0 of a parameter 8 which is constrained 
by the condition eeS is said to be permissible if 0eS. 
An estimator & of a parameter 6 which is constrained 
by the condition eeS is said to be well-behaved if 8 in­
creases monotonically as the unconstrained best linear un­
biased estimator 8 increases. 
We note in passing that the unconstrained best linear 
unbiased estimator § of a constrained parameter 0 will not 
be permissible unless S is identically p-dimensional 
Euclidean space, and is trivially well behaved. 
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II. LEAST SQUARES ESTIMATION FOR SIMPLE 
LINEAR REGRESSION 
We assume the model stated in (1.1) with p=2 and the 
first column of the X matrix being a vector of ones. Thus, 
we may rewrite (1.1) more specifically as 
Yi = Bq + S^X^ + (2.1) 
for i = 1,2,...,n. As before, we will make the assumptions 
given in (1.2) and (1.3) and will assume that the errors 
are normally distributed. 
A. The Single Truncation 
Case 
For this situation, we consider the condition (1.8) 
in the form 
6^ ^  0. (2.2) 
Zellner (1961, 1963) has examined this situation for the 
estimator 
r  B ,  i f  6 -  > 0  
- 1  ^  ^  
1^0 if 6^ 
. (2.3) 
1  1 .  . . .  <  0 .  
Gg = Y - B^x (2.4) 
For mathematical convenience, we shall define the 
standardized variables 
14 
ÊjL = - Bi)/ (2.5) 
for i = 0,1, and 
b 1 
if > X 
if 5^ < X 
( 2 . 6 )  
where 
X = (2.7) 
Zellner derives the first four moments and the first 
absolute moment of the distribution of b^^ and gives extensive 
tables of them. Tables of the first two moments of b^ are 
also available in Raiffa and Schlaeffer (1961, p. 356), and 
in Malinvaud (1966, p. 317). The latter table is much less 
complete than those of the other references. We shall give 
the first two moments below and reproduce in part Zellner's 
table of them in our Table 1. 
E(b^) = XP(X) + Z{x) 
E(b^2) = x^P(X) + XZ(X) + Q(X) 
( 2 . 8 )  
(2.9) 
where 
w 
(2.10) 
P (w) = 1 - Q (w) (2.11) 
and 
Z(S) = exp (-Ç^/2)/>/2tt (2.12) 
15 
->» *^2 
Table 1. Values of E(b^) and E(b^ ) for the single truncation 
case 
E(bi) E(b^^) 
0.0 0.3989 0.5000 
0.1 0.3509 0.5047 
0.2 0.3069 0.5179 
0.3 0.2668 0.5379 
0.4 0.2304 0.5632 
0=5 0.1978 0.5926 
0.6 0.1687 0.6245 
0.7 0.1429 0.6580 
0.8 0.1202 0.6920 
0.9 0.1004 0.7256 
1.0 0.0833 0.7580-
1.1 0.0686 0.7889 
1.2 0.0561 0.8176 
1.3 0.0455 0.8440 
1.4 0.0367 0.8679 
1.5 0.0293 0.8892 
1.6 0.0232 0.9080 
1.7 0.0183 0.9243 
1.8 0.0143 0.9384 
1.9 0.0111 0.9503 
2.0 0.0085 0.9603 
2.1 0.0065 0.9686 
2.2 0.0049 0.9753 
2.3 0.0037 0.9809 
2.4 0.0027 0.9853 
2.5 0.0020 0.9888 
2.6 0.0015 0.9915 
2.7 0.0011 0.9937 
2.8 0.0008 0.9953 
2.9 0.0005 0.9966 
3.0 0.0004 0.9975 
3. 1 0.0003 0.9982 
3.2 0.0002 0.9987 
3.3 0.0001 0.9991 
3.4 0.0001 0.9994 
3.5 0.0001 0.9996 
3.6 0.0000 0.9997 
3.7 0.0000 0.9998 
3.8 0.0000 0.9999 
3.9 0.0000 0.9999 
4.0 0.0000 0.9999 
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We note that under the condition (2.2), X is defined 
to be negative. It will be useful at this point to give 
the following results which are used in obtaining (2.8) 
and (2.9) above, and also later. 
r°° 
CZ(S) dç = Z (w) (2.13) 
w 
ç^z(ç) ds =wz(w) + Q(w) (2.14) 
w 
= Z(S) (2.15) 
= -SZ(C). (2.16) 
Thus, using (2.15) and (2.16), we obtain 
dE (b ) 
= P(X) (2.17) 
which we see to be positive for all values of X. Thus, 
E(b^) is monotone increasing in X(monotone decreasing in 6^) 
In a similar way, we may use (2.15) and (2.16) to show 
that 
dE(b,^) 
—^ = 2XP(X). (2.18) 
Equating (2.18) to zero and solving for stationary points 
yieids solutions of X = or 0. 
17 
We now make use of the inequalities given by Feller 
(1957, p. 166) and others 
(1 - < Qig) < (2.19) 
for all C > 0. Thus, we may write X = -fx] and use the 
upper bound given in (2.19) on (2.8) to yield 
E(bj_) = -|X|Q(|X|) + Z(|X|) 
>  - 1  X  I  I  X  r ^ Z  (  I  X  I  )  +  Z ( | x | )  =  0 .  ( 2 . 2 0 )  
In a similar way, the lower bound of (2.19) will yield 
E(b^) < -|x|(|x|"l-|x|"3)z(|x|) + Z(|X|) 
= |x|"2z(|x|). (2.21) 
Thus we see from (2.20) that E(b^) will always be positive 
for all values of 6^^ satisfying (2.2), and from (2.21) 
that as X^—E(b^) will tend to zero. 
We now make use of (2.19) on (2.9) to yield for 
x= - I X I 
E(b^^) = (|x|2-l)0(|x|) - |x|Z(|x|) + 1 
< 1 - 1 XT^Z (I X| ) (2.22) 
so long as |X| >1. Thus, from (2.22) we see that as 
2 
X->-™, E (b^ ) ->• 1 from below, and so for all 6^ satisfying 
(2.2) the mean square error of b^ is maximum at X=-» and 
minimum at X=0. 
18 
B. The Interval Constraint Case 
We shall generalize the work discussed above to the 
case when we have the model as given in (2.1) with the 
constraint 
1 *1 1 4u (2.23) 
This situation was examined by Zellner (1961, 1963) 
and the first four moments and first absolute moment of 
the estimators 
if < 6^ 
if &L 1 *1 1 
if > 6% 
(2.24) 
Bo = Y - g^X (2.25) 
were computed by him. He gives tables of the first two 
moments of the standardized variable 6^, where 
>^1 •= I'L 
if TL - - ''U 
if \ 
( 2 . 2 6 )  
- *l)/°/Cll (2.27) 
and 
19 
Yu =  ((y -  6^)/a/c^. ( 2 . 2 8 )  
The first two moments of are given by 
E(b^) = [Yj^P(Yj^) + Z (Yj^) ] - [-YyPf-Yy) + z (-Yy) 1 (2.29) 
Efb^Z) = [Y^2p(Y^) + YLZ(YL) + 0(7^)] 
+ [(-Yy)^P(-Yy) + ("YQ)Z(-Yy) + 0(-Yg)]-l* 
(2.30) 
We observe that Yj^ is always negative and Y y is always 
positive. Thus, since and ("Yy) are both always negative, 
and A was always negative in (2.8) and (2.9), we may obtain 
(2.29) as the difference of the two quantities E(b^) obtained 
from Table 1 corresponding to = -Yj^ snd 
62^ = Yy (X =-Yy) . In a similar way, (2.30) may be obtained 
by subtracting one from the sum of the two quantities E(b^^) ob­
tained from Table 1 corresponding to 6^ = -Yj^ = Yj) and 
6i = Yu (^ = -Yp). 
We also observe that 
dE(b^) dY^ dEY^PtYL) + %(?&)] 
dX dX dY~ 
dYy d[(-Ty)P(-Yy)+Z(-Yy)] 
dX dYu 
= P(Yl) + P(Yy). (2.31) 
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We note that (2.31) is positive for all values of X 
and hence E(b^) is monotone increasing in X (monotone 
decreasing in g^^) . 
We also have 
dECb^Z) (Yl) + 
dX dX dYjj 
dYg d[ (-Yy) (-Yy) + ^ Q(-Yy)] 
dx 
= 2YlP(YL) + 2YyP(-Yu). (2.32) 
Equating (2.32) to zero and solving for a stationary point 
yields the solution Yt = ~Ytt/ from which we obtain 
Li U 
Bl = j(ôj^ + 6^) = 6. (2.33) 
Let us define 
e = - 6 = 6 - (2.34) 
and suppose that e* is defined by 
£* = - 6 (2.35) 
then we will ha^e 
Yj^ = [ (6-e) - (6+e*)]/o/c^^ 
= -(£+e*)/0/c^ (2.36) 
and 
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Yy = [(5+e) - (6+e*)]/a/c^^ 
= (E-E*)/o/c^^ (2.37) 
If we denote the right hand side of (2.30) by 
F(Yj^) + F(Yy) - 1 (2.38) 
then using (2.36) and (2.37) it is 
(2.39) 
But this is clearly the same with -e* in place of e*, 
and so we see that (2.30) has the same value for ô+e* 
as for g^=6-£*, and hence (2.30) is symmetric about 6. 
In a similar way, we can see that the magnitude of 
(2.29) has the same value for = 6 + e* as for = 6-E*, 
but that the sign of (2.29) is the sign of the quantity 
(6-g^). 
Selected values of (2.29) and (2.30) are given 
in Table 2. For convenience, these tables are given 
in terms of the situation when 6=0 with end point 6^ = 
-6^ = e. Examination of Table 2 together with (2.33) 
being a stationary point shows that this point is a mini­
mum. We also note that for negative values of 6^, E(b^) 
will be of the opposite sign to that given in Table 2 for 
positive values of S^. 
We observe a considerable reduction in the mean square 
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Table 2. Values of E(ô,) and E(b^^) for the interval 
constraint case 
6i/(Jy^l Efb^) E(b^^) 
e/a/a^ =0.5 
0.0 0.0000 0.1851 
0.2 -0.1239 0,1959 
O.U -0.2505 0.2303 
0.5 -0.3156 0,2580 
e/a/c^2." ^ ^ 
0.0 0.0000 0,5161 
0.2 -o.oeai 0,5096 
O.U -0.1320 0.4925 
0.5 -0.1685 0,4818 
0.6 -0.2072 0,4713 
0.8 -0.2926 0.4563 
1.0 -0.3905 0.4603 
e/o/c^ -1.5 
0.0 0.0000 0.7785 
0.2 -0.0272 0.7684 
0.4 -0.0576 0,7391 
0,5 -0.0748 0,7183 
0.6 -0.0940 0,6941 
0.8 -0.1392 0.6389 
1.0 -0,1958 0,5815 
1.2 -0.2657 0.5316 
1.4 -0.3504 0.5013 
1.5 -0.3986 0.4975 
e/cr/c^^ - 2.0 
0.0 0.0000 0.9205 
0.2 -0.0094 0.9137 
0.4 -0.0205 0.8933 
0.5 -0.0273 0.8730 
0.6 -0.0352 0.8594 
0.8 -0.055? 0.8129 
1.0 -0.0829 0.7555 
1.2 -0.1200 0.6907 
1.4 -0.1686 0.6239 
1.5 -0.1977 0.5921 
1.6 -0.2304 0.5629 
1-8 -0,3069 0.5177 
2.0 -0. 3989 0.4999 
error of 6^ over for the shorter intervals, yhis reduc­
tion is still present for longer intervals, but is more 
marked for cases when the true parameter i-s close to one 
of the end points of the interval. 
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III. BAYESIAN ESTIMATION FOR SIMPLE 
LINEAR REGRESSION 
In this chapter we shall consider the two cases ex­
amined in Chapter II from the Bayesian viewpoint. We shall 
obtain the posterior distributions for the specified prior 
distribution, and obtain the estimator given by the mean 
of that posterior distribution. Use of the median and the 
mode will be discussed in Chapter IV. 
For the simple linear regression model given in (2.1), 
the likelihood of the data given the parameters is 
L(Y|6Q,8^,a) = n {2-na^) ^ exp{-(Y^-^Q-e^X^) ^/2a^} 
i—X 
n -n/2 . n 
= (2Tra^) exp{ ^ E [ (Y.) 
20^ i=l 1 U J- 1 
+  ( B q-B Q) + (Bi-Bi)Xi] 2 }  
= (2770^) exp{—} exp{- —[ (B« - B«) + (6t-B-| )X]^} 
2a 2a " " 
X exp{— ——TT (B-—B. E (X.—X)^} (3.1) 
2a^ ^ ^ i=l 1 
where 
vs^ = (n-2)s^ = E (Y.-0.-0tX.)^ (3.2) 
i^l 1 u X 1 
and Bq and B^ are the unconstrained least squares estimates 
of BQ and B^ given by (1.5). 
For any prior distribution on the parameters. 
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p(gQf$^,a), the posterior distribution will be given by 
f(6Q,g^,o|Y) = K"lL(Y|6Q,$^,G)p(6Q,gi,a) (3.3) 
where 
K = L(Y|6Q,g^,G)p(go,g^,o) dBg da (3.4) 
and where S denotes the parameter space as in (1.8). 
In situations where little or nothing is known about a 
parameter a priori, Jeffreys (1961), Savage (1962), Lindley 
(1965) and others advocate the use of a prior distribution 
on the parameters which is uniform for the location 
parameters, and such that the logarithm of the scale 
parameters is uniform. These are improper prior distribu­
tions because they do not integrate to unity, but this causes 
no problems in the mathematical computation of the posterior 
distribution. We shall examine the effect of this choice 
for the prior distribution. 
2 A. The Case when a is Known 
This assumption is equivalent to choosing a prior distri­
bution for a which has a spike of probability at the known 
value of a. 
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1. The single truncation case 
We choose the prior distributions on Bq and to be 
mutually independent and given by 
p(3o) Cq (3.5) 
and 
/Cj^ if B^ ^ 0 
(3.6) 
Lo if B^ < 0. 
Thus, using these prior distributions in (3.4), we 
obtain 
K = c.c. (2no^) exp {-
" ^  2a 
~ ^ - n _ _ 
exp{— —=- (Bn—B^) 2 (X. —X) } 
0 20^ ^ ^ i=l ^ 
J•CO exp{- [(Bg-Bo) + (Bi-Bi)X]2)dBo dB^. (3.7) 
—oo 2o 
We may perform the required integration by means of the 
transformations 
Ç = /^[(Bq-BQ) + (Bi-Bi)X^ (3.8) 
/ n _ 2' 
n = (B^-Bi)y(Xi'X) . (3.9) 
These transformations have a Jacobian given by 
27 
-1 
' J '  
n Z (X.-X)2 
i= l  ^  
= /nS 
11 
(3.10) 
and hence 
K = 
_ (el-è) 2 
cqc^(27ra^) ^ exp{-^-p-} 
/nS 11 ho 
z(n /g)  
a 
z(g /a)  
<aç dn 
(3.11) 
where 
h = 
-é^ /a /c^  , (3.12) 
Thus, if we perform the integrations specified in (3.11), 
we find 
2 ~ (^^2^) vs^ ~ y 
K = CQC^(2TTa^) ^ exp{-^} Q(h) (nS^^) (3.13) 
Substituting (3.13) into (3.3), we obtain the posterior 
distribution of 3q and with respect to the prior distri­
bution defined in (3.5) and (3.6) as 
•n S^^exp{-Jl^[(6Q-GQ)+(6^-G^)x]2} 
2a 
f(eo,Gl |Y,a) = < X exp{-^(B^-6^)2 S^^}/I2ira^Q (h) ] if 
2a 
0 if Bi<0 
(3.14) 
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A commonly suggested point estimator is the me em of the 
posterior distribution, which we denote by . We have 
3i^ = e(b^) 
y / rTs  11 
2Tra^Q(h) 
00 
[ B, exp{--iy (3--3-) 
jo 2a =11} 
exp{--^ [(bo-%) + (6i-6i)x]^} d$q de^ 
2o 
otht ha 
+ g^, Z(g/a) dÇ dn 
= 6^ + a/c^Z (h)/Q (h). (3.15) 
% E In a similar way, we may obtain to be 
io'' = efsg) 
(n f00 
27ra^Q(h) 
e x p {  -  — S _ ^ }  
20 
Bq exp{—ij[(BQ-BQ) + (B3^-0;,^)X]^}dBQ dg^^ 
2o 
29 
_1 
oThT 
00 
ha 
z(n /g)  
a 
00 
d(  an  
= $0 - X Z(h)/Q(h). (3.16) 
But using (3.15) and the relation 
3o = Y - (3.17) 
in (3.16) yields the result 
Bq® = Y - (3.18) 
For mathematical convenience, we shall define the quantity 
= X-h + Z(h)/Q(h) 
= 6^ + Z(X-b^)/Q(X-b^) (3.19) 
where X is defined in (2.7) and 6^ in (2.5). 
In the last column of Table 5, we give values of the 
E 2 
estimator under the assumption that a c^^^ is unity for 
various values of the unconstrained best linear unbiased 
estimator 6^. In order to obtain the estimator for cases 
when the variance of the unconstrained best linear unbiased 
estimator is not unity, one should obtain from the table 
the value of corresponding to and multiply that 
quantity by oVc^. 
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We observe that the estimator is well-behaved and per­
missible. Also, for large positive values of , the devia-
tion of from g^ is small, while for large negative values 
~ e 
of g^, g2^ tends to zero extremely slowly. 
The bias and mean square error of b^^ cannot be computed 
analytically. Numerical integration methods have been used 
to obtain some values of this bias and mean square error, 
and the results are given in Table 3. 
Examination of these results indicates that E(b^^) 
decreases to zero as the true parameter value, g^^, increases, 
while E(b^^^) decreases with g^ to a minimum of about 0.5837 
close to g^ = l.lff/c^^ and then increases to unity. 
2. The interval constraint case 
As in the previous section, following Jeffreys (1961), 
Savage (1962), Lindley (1965), we shall assume independent 
uniform priors where p(6q) is given by (3.5) and 
«1 iî «l -
(3.20) 
otherwise. 
Thus, using (3.4) with the resulting joint prior distri­
bution we obtain 
p(bi) 
K = CQC^(2Tr0^)  " ^^exp{ - -^ }  
2 a  
Ô 
U , , 
exp{- —=-(g,-g,) S-- } 
5^ 2o"^ 1 1 11 
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Table 3. Values of E (b^^) and E(b^^^ for the single trunca­
tion case 
EtE^B) Efb^GZ) 
o.c 0.9034 0.9996 
0. 1 0.3448 0.9151 
0.2 0.7883 0.8420 
0.3 0.7339 0.7795 
0.4 0.6817 0.7270 
0.5 0.6316 0.6839 
0.6 0.5838 0.6494 
0.7 0.5332 0.6230 
0.9 0.4948 0.6038 
0.9 0.4537 0.5914 
1.0 0.4149 0.5849 
1.1 0.3782 0.5837 
1 .? 0.343R 0.5871 
1.3 0.3116 0.5946 
1 .4 0.2816 0.6056 
1 . '3 0.2536 0.6194 
1.6 0.2276 0.6356 
1.7 0.2037 0.6535 
1.9 0.1816 0.6729 
1.9 0.1614 0.6931 
2.0 0.1429 0.7139 
2.1 0.1261 0.7350 
2.2 0.1109 0.7559 
2.3 0.0971 0.7765 
2.4 0.0848 0.7965 
2.5 0.C737 0.8157 
2.6 0.0638 0.8340 
2.7 0.0550 0.8513 
2.9 0.0473 0.S675 
2.9 0.0405 0.8826 
3.0 0.0345 0.8965 
2.1 0.0293 0.9093 
4.2 0.0247 0.9208 
3.3 0.0208 0.9313 
3.4 0.0174 0.9407 
3.5 0.0145 0.9491 
i.fc 0.0121 0.9565 
^ . 7 0.0100 0.9630 
3.8 0.0082 0.9687 
3.9 0.0067 0.9737 
4.0 0.0055 0.9780 
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exp{- (BQ-BQ) + (B3^-63^)X]^}dBQ dg^. (3.21) 
2o 
As in the previous section, we perform the integration with 
the aid of the transformations given in (3.8) and (3.9) , 
which yield 
2 
\ 
•ad. 
-1 .^ )  
cqc^(2tra ) exp{-
K = 17' 
/n S 11 ad 
u z (n/a) 
a 
z(g/a) 
dÇ dri 
2 
= cqc^ (2tto ) 
2 _1 
exp{- [Q(dj^)-Q(dy)] (n S^^) ^ (3.22) 
2a 
where 
and 
(3.23) 
(3.24) 
Substituting (3.22) into (3.3), we obtain the posterior 
distribution of Bq and with respect to the prior distri­
bution defined in (3.5) and (3.20) as 
f (6q,33^1y,o) 
<5 . —, 7 
•n exp{- -^y4X6o-6o)+(Gi-ei)X]-} 
2a 
= /x exp{- -^(6^-6^)^ S^^}/27ra^[Q(dj^)-Q(dy)] 
2a 
if 
otherwise, 
(3.25) 
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Thus, we calculate our point estimator as the mean of the 
posterior distribution (3.25) to be 
§1^ = e(6^) 
[q(dj^)-q(dy)] , 
ad 
ad, 
z( ; /a )  
dC dn 
= $1 + a/c[Y [Z(dj^)-Z(dy)l/[Q(dj^)-Q(dy)], (3.26) 
As before, it is easy to show that 
Sq^  =  E ( 6 o )  
= Y - (3.27) 
and we define the quantity 
bi® = % + [z(yl-ê^)-z(yu-6i)]/[q(yl"^i)-q(yu"^1^^ (3-28) 
where ^d Yy are as defined in (2.18) and (2.19). 
In the last column of Table 7 we give selected values 
of the estimator under the assumption that a^c^^ is unity 
for various values of the unconstrained best linear unbiased 
estimator 0^ and for various intervals. For convenience in 
presentation of the tables, the intervals are translated to 
have their mid-point at zero, and hence 5^ = -6^ = -e. As 
~ jj 
in the previous section, to obtain the estimator for 
2 
values of a c^^^ other than unity, one enters the table 
corresponding to the value and multiplies the value 
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E EZ 
Table 4. Values of E(b^ ) and E(b^ ) for the interval 
constraint case 
6i/a^ e e (6^^^ ) 
e/a/c^ =, 0.5 
0.0 0.0000 0.0060 
0.2 -0.18U6 0.0400 
O.U -0.3692 0.1U22 
0.5 -0.4615 0.2189 
e/a/c^ = 
0.0 0.0000 0.0669 
0.2 -0.1486 0.0885 
0.4 -0.2976 0.1536 
0.5 -0.3724 0.2026 
0. -0.4474 0.2628 
0.8 -0.5984 0.4176 
1.0 -0.7509 0.6197 
e/a/c^ - 1.5 
0.0 0.0000 0.2177 
0.2 -0.1076 0.2272 
0.4 -0.2161 0.2563 
0.5 -0.2711 0.2787 
0.6 -0.3266 0.3066 
0.8 -0.4398 0.3807 
1.0 -0.5566 0.4821 
1.2 -0.6774 0.6147 
1.4 -0.8029 0.7833 
1.5 -C.867U 0.8825 
e/avc^ = 2.0 
0.0 0.0000 0.4262 
0.2 -0.0707 0.4271 
0.4 -0.1429 0.4304 
0.5 -0.1799 0.4336 
0.6 -0.2177 0.4382 
0.H -0.2965 0.45 34 
1.0 -0.3804 0.4804 
1.2 -0.4701 0.5240 
1. 4 -0.56 6.: 0 .5896 
1.5 -0.6171 0.6 3 26 
1.6 -0.6696 0.6833 
1.5 -C.7801 0.8107 
2.0 -0.8979 0.9779 
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obtained by o/c^^. 
We note that the estimator is well-behaved and per­
missible, and that the effect of the second term in (3.28) 
is to pull the estimator closer to the center of the interval 
than the least squares estimator discussed in Chapter II. 
As in the previous section, the bias and mean square 
error of 5^^ cannot be computed analytically. In Table 4 
we give some selected values of E(b^^) and E(b^^^) computed 
by numerical integration. 
E We can see that E(b^ ) is close to zero whenever the true 
parameter value is located near the center of the interval 
~ E2 (2.23), and that E(b^ ) is considerably smaller than unity 
for values of 6^/a/c^^ which are centrally located. 
2 
B. The Case when a is 
Unknown 
2 
Since a is a scale parameter, following Jeffreys (1961), 
Savage (1962) and Lindley (1965) , we choose for the prior 
distribution on a 
pdog a^) = k (3.29) 
which can be rewritten 
p(a) a 1/a. (3.30) 
1. The single truncation case 
As before, we take as the prior distribution of and 6^ 
the mutually independent distributions given in (3.5) and 
(3.6). Using these together with (3.30) and (3.4) we 
36 
obtain 
K =  CQC^  (2Tr )  -n/2 n—1 exp{- + n((6Q-0Q) 
oi-oo 
+ dB^ da. (3.31) 
We now use the transformations given in (3.8) and (3.9) 
which yield 
1 
-(^) 2 
K = CQC^(2tt) (n S^^) 
• 00 
r 
f 00 
a 
0- sh*' —00 
*exp{- —^(vs^+ri"') } 1 , 2. 2, 
2 a  
Xz(Ç) dC dn da (3.32) 
where 
h* = -6^/s/c^^. (3.33) 
we now use rne transrormation 
ç = (vs^ + r \ ^ ) /2o^  ,  (3.34) 
which has as its Jacobian 
da = _2~3/2 Ç-3/2 + n^)^ d C (3.35) 
and perform the integration with respect to ç to obtain 
37 
K = ^0^1 
(eli) (2^) 
2 ir •n^s 
sh* 
11 
X (vs^+n^)^ dç dn 
(2çi) 
27t ^ /n~s 
_,n-l\ 
2 2 2 ( vs + n ) dn. 
sh* 
11 
(3.36) 
If we now recall the Student 't' density with v 
degrees of freedom, which is given by 
_1 _1 
t^(0 = v ^ tt 2 r(^){r(j)}~^ (1 + k^/v) (3.37) 
and define 
_ i 
/•W 
V 
(c) as (3.38) 
and 
Q^* (w) 1 - P^*(w) (3.33) 
then we may express (3.36) as 
K = 
(f) v 
2ir s V /n S 
(n/s) 
dn 
sh* 
11 
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(y) v (t) 
CoCir(J)Q^*(h*)/[2TT ^ s V ^ /nS^]. (3.40) 
If we substitute (3.40) into (3.3) we will obtain the 
posterior distribution of 3q and 6^ with respect to the prior 
distribution defined in (3.5), (3.6) and (3.30) as 
•nSTT v^^^s^exp{-^^} [2^^ (y) Q* (h*) ] 
f(6Q,6^,o|Y) =<xexp{—(3^-6^)4-(g^-6^)X]^}exp{—^(g^-3^)^S^]^} 
2 o 2o  
if 6^ > 0 
otherwise 
(3.41) 
We may use (3.41) to calculate our point estimator, which 
is qiven bv 
~ e* 
^1 = e(6^) 
vV/2 sV (^) I v sh -n 
" 1 " v""" J  
X exp{—^(vs^+n^) } 
2a 
,<x> 
Z(g/a) 
d Ç  d a  d n  
39 
b/* s" 
Tr^r(j)Q* (h*) 
sh* 
(6^+n/c^) (vs +n ) 
,v+1\ 
2. 2 -(-T-) 
(4 )^ 
e ^ dç dn 
r(^) 
»^r(^)q*(h*) 
,y+l\ 
r ^ 2 2 "("3") -1 
(Bi+n/cTT) (l+n /vs ) s dn 
sh* ^ ^ 
= + s/5]^v(l+h*^/v)T^(h*)/(v-l)Q*(h*) 
= s/c^Y G(h*). (3.42) 
Now we observe that 
h* = 
a/c7T 
XX 
1 _1 
u ^ (b^-X) (3.43) 
where 6^^ and X are defined in (2.5) and (2.7) respectively, 
and 
2 
u = vs (3-44) 
2 
which has the x distribution with v degrees of freedom. 
Using (3.42), (3.43) and (3.44) we may obtain the standard­
ized variable 
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~  p .  *  ~  p ;  *  
= (bi 
_ 1 1 1 _ 1 
= V G{V^U ^ (Ê^-A) } 4- À , (3.45) 
With a similar argument using the same transformations 
as in the derivation of (3.42), it is easy to show that 
~ t7* ~ e* 
Bg = E(3Q) = Y - X . (3.46) 
~ E* 
In Table 5 we give selected values of the estimator 
2 
under the assumption that s c^^ is unity for various values 
of the unconstrained best linear unbiased estimator 
In order to obtain the estimator for cases when the variance 
of the unconstrained best linear unbiased estimator is not 
~ e* 
unity, one should obtain the value of corresponding to a 
value 6,/s/c7T and multiplv this bv s/cTT. 
X  X i  -  -  X X  
Examination of the entries in Table 5 shows that the 
~ E* 
estimator is permissible, but is not well-behaved. 
For v=2, the values of 8^^ are symmetric about = 0, having 
a minimum there. As v increases, the position of this minimum 
moves away from zero in the negative 8^ direction, until for 
2 
the case v=® (a known) it is at and the estimator is well-
behaved. 
We shall now show that for the case v=2, the estimator 
• li * /s 
f'l^ depends only on the magnitude of 3^ and ignores the sign. 
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Table 5. ~ E* Vgilues of 6^ for the single truncation case with 
s^c^^ unity 
V 
10 12  
4.0 
j. 
î. h 
7 
3. o 
î. 'i 
K U 
i .  ^  
3. 2 
3. 1 
3.0 
2.9 
2 .  8  
2.7 
2 .  6  
2.5 
2 .  4  
2.3 
2 .  2  
2 .  1  
2 .  0  
1.9 
1. 8 
1.7 
1 . 6  
1.5 
1.4 
1.3 
1 . 2  
1 .  1  
1 . 0  
0. 9 
0 .  8  
0.7 
0 .  6  
0.5 
0.4 
0. 3 
0 .  2  
0 .  1  
0.0 
4.2426 
4. 14H5 
4.0546 
1. 96 1 1 
?. et>7 8 
3.11H9 
3.6d24 
3. 5903 
3.49 86 
3.4073 
3. : 166 
3. 2265 
3.1369 
3.0479 
2.S597 
2.6723 
2.78 57 
2.7000 
2.É153 
2.5318 
2.4495 
2.3635 
2.2891 
2.2113 
2. 1354 
2 .0616  
1.9900 
1.9209 
1.8547 
1.7916 
1.7320 
6763 
6243 
5780 
5362 
5000 
1. 4697 
1.4457 
1.4 283 
1.4 177 
1.4 142 
1.5451 
1.5167 
1.4885 
1-4605 
1.4 328 
1.4054 
1.3783 
1-3515 
1.3250 
1.2989 
1.2731 
1.2478 
1 .2229 
1 .1985 
1.1746 
1.1513 
1  . 1 2 8 6  
, 1065 
,0651 
0646 
.0448 
0260 
1.0C82 
0.9914 
0.9758 
0 .9615 
0.9486 
0 .9373 
0.9276 
0.9197 
0.9137 
0.9099 
0.9C84 
0.9093 
0.9129 
0.9193 
0 .9287 
0.9414 
0.9574 
0.9769 
1 .0000  
1 . 0 1 2 0  
0.9968 
0.9818 
0.9671 
0.9526 
0.9384 
0.9244 
0.9107 
0.8974 
0.8843 
0.8717 
0.8594 
0.8475 
0.8360 
0.8250 
0.8146 
0.8047 
0-7953 
0.7866 
0.7766 
0.7713 
0.7649 
0,7593 
0.7546 
0.7509 
0.7484 
0.7470 
0.7469 
0.7482 
0.7510 
0.7555 
0-7616 
7697 
7797 
7919 
8065 
8234 
0,8430 
0.8653 
0.8904 
0.9186 
0. 
0 .  
0 .  
0 .  
0 ,  
0.7852 
0.7757 
0.7664 
0.7573 
0.7485 
0.7399 
0.7316 
0.7236 
0.7159 
0.7084 
0.7014 
0.6947 
0.6883 
0.6824 
0.6770 
0.6720 
0.6676 
0.6637 
0.6604 
0.6577 
0.6558 
0.6546 
0.6542 
0.6546 
0.6560 
0.6584 
0.6619 
0.6666 
0.6726 
0.6799 
0.6887 
0.6990 
0.7111 
0.7250 
0.7408 
0.7587 
0.7788 
0.8012  
0 . 8 2 6 1  
0.8536 
0.8839 
0.6598 
0.6534 
0.6 473 
0.6414 
0.6357 
0.6303 
0.6251 
0 . 6 2 0 2  
0.6156 
0.6113 
0.6074 
0.6038 
0.6005 
0.5977 
0.5953 
0.5934 
0.5920 
0.5911 
0.5908 
5911 
5921 
,5938 
.5963 
5996 
.6038 
,6089 
0.6151 
0.6224 
0.6309 
0.6407 
0.6519 
0.6645 
0.6788 
0.6947 
0.7126 
0.7323 
0.7541 
0.7781 
0.8045 
0.8333 
0.8647 
0 .  
0 .  
0 .  
0 ,  
0, 
0 ,  
0 .  
0 .  
0 .  
0 .  
0, 
0.5802 
0.5759 
0.5718 
0.5679 
0.5643 
0.5608 
0.5576 
0.5547 
0.5521 
0.5498 
5478 
5462 
5449 
,5441 
0.5436 
0.5437 
0.5442 
0.5452 
0.5468 
0.5490 
0.5519 
0.5554 
0.5597 
0.5648 
0.5707 
0.5776 
0.5855 
0.5944 
0.6045 
0.6159 
0.6286 
0.6427 
0.6583 
6756 
6947 
0 ,  
0, 
0.7156 
0 
0 .  
.7385 
,7535 
0.7908 
0.8204 
0 .8525 
0.2205 
0.2249 
0.2314 
0.2374 
0.2435 
0.2503 
0.2564 
0 . 2 6 2 6  
0.2691 
0.2759 
2829 
.2901 
,2977 
0.3057 
0.3140 
,3227 
3318 
0.3414 
0.3515 
0.3621 
3732 
,3649 
0.3973 
0.4104 
0.4241 
0.4387 
0.4541 
0.4703 
0.4875 
0.5058 
0.5251 
0.5456 
0.5674 
0.5905 
0.6150 
0.6411 
0 . 6 6 8 8  
0.6982 
0.7294 
0.7626 
0.7979 
0 ,  
0 ,  
0 .  
0 ,  
0 .  
0 .  
0 ,  
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Table 5 (Continued) 
v 
6. 1 2 4 
6 8 10 12 00 
0. 1 1. 4 177 1 .0269 0.9498 0.9170 0.8988 0.8872 0.8353 
0. 2 1. 4 283 1 .0576 0.9843 0.9530 0.9356 0.9246 0.8751 
0. 3 1. 4457 1 .0922 1.0220 0.9920 0.9754 0.9648 0.9172 
0. 4 1. 4697 1 .1307 1.0631 1.C342 1.0181 1.0079 0.9619 
0. 5 1. SOCIO 1 .1730 1.1076 1.0795 1.0639 1.0540 1.0092 
0. 6 1. 5362 1 .2192 1.1554 1.1280 1.1128 1.1031 1.0591 
0. 7 1. 5780 1 .2691 1.2067 1.1798 1.1648 1.1552 1.1119 
0. 8 I. 6248 1 .3226 1.2612 1.2347 1.2199 1.2104 1.1676 
0. 9 I. 6763 1 .3797 1.3190 1.2928 1.2 781 1.2687 1.2261 
1. 0 1. 7320 1 .4400 1.3800 1.3540 1.3394 1.3301 1.2876 
1. 1 1. 7916 1 .5036 1.4441 1.4182 1.40 37 1.3944 1.3520 
1. 2 1. E547 1 .5701 1.5111 1.4853 1.4709 1.4617 1.4194 
1. 3 1. 9209 1 .6 394 1.5809 1.5553 1.5410 1.5318 1.4897 
1. 4 1. 99uO 1 .7114 1.653 3 1.6279 1.6137 1.6046 1.5629 
I. 5 2. C616 1 .7657 1.7282 1.7031 1.6890 1.6300 1.6388 
1. 6 2. 1354 1 .8623 1.8054 1.7806 1.7667 1.7579 1.7174 
1. 7 2. 2113 1 .9410 1.8848 1.8604 1.8467 1.8380 1.7984 
I. 8 2. 2 891 2 .0215 1.9662 1.9422 1.9288 1.9203 1.8819 
1. 9 2. 36R5 2 .1038 2.0494 2.0259 2.0129 2.0046 1.9676 
2. 0 2. 4495 2 . 1877 2.134 3 2.1114 2.0987 2.0907 2.0552 
2. 1 2. 5318 2 .2730 2.2207 2.1984 2.1862 2.1785 2.1448 
2. 2 2. 6153 2 .3596 2.3085 2.2869 2.2751 2.2677 2.2360 
2. 3 2. 7000 2 .4474 2.3975 2.3767 2.3654 2.3584 2.3286 
2. 4 2. ?S5 ? 2 .5362 2.48 77 2.4677 2.4569 2.4502 2.4226 
2. 5 2 • 6723 2 .6261 2.5789 2.5597 2.5494 2.5431 2.5176 
2. 6 2. 959 7  2 .7168 2.6711 2.6526 2.6429 2.6369 2.6136 
2. 7 3. C479 2 .8C84 2.7640 2.7464 2.7372 2.7316 2.7105 
2. e 3. 1369 2 .9C06 2.8577 2.8409 2.8323 2.8270 2.8079 
2. 9 3. 2265 2 .9936 2.9521 2.9361 2.9280 2.9231 2.9060 
3. c 3. 2166 3 .0871 3.0470 3.0319 3.0242 3.0197 3.0044 
3. 1 3. 40 7 3 3 .1811 3.1425 3.1281 3.1210 3.1168 3.1033 
3. 2 3. 49 86 3 .2757 3.2385 3.2248 3.2182 3.2144 3.2024 
3. 3 3. 5903 3 .37C7 3.3348 3.3220 3.3158 3.3123 3.3017 
3. 4 3. 6624 3 .4661 3.4316 3.4194 3.4137 3.4105 3.4012 
3. 5 3. 7 749 3 .5618 3.5286 3.5172 3.5119 3.5089 3.5009 
3. 6 3. 6678 3 .6579 3.6260 3.6152 3.6103 3.6076 3.6006 
3. 7 3. 9611 3 .7543 3.7237 3.7135 3.7C89 3.7065 3.7004 
3. a 4. CS46 3 .8510 3.8215 3,8120 3.8078 3.8055 3.8003 
3. 9 4. 1485 3 .9479 3,9196 3.9106 3.9068 3.9047 3.9002 
4. 0  4, 2426 4 .0451 4.0179 4.0095 4.0059 4.0040 4.0001 
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We take the special case of (3.37) with v=2, which 
yields 
Tgfw) = (2+w^) (3.47) 
Also, in general, we have 
P*(w) = 1 - |l^(v/2, j) 
rX — -1 — -1 
= i-r(^) [2r(y)r(i) ]"^ (i-S)^ dc (3.48) 
^ ^ ^ J 0 
where 
X = v/(v+w^) (3.49) 
and thus for v=2, we have 
P*(w) = 1 - ^  
X ~ 2 
(1-c) dc 
0 
=  j [ l  + w(2+w^) ^]. (3.50) 
If we now use (3.42) with h* = -w and with h* = w, where 
w^O, and take the difference of these two quantities, we 
will obtain 
E*, \ o E* F(w,-w) = svfc^[e^ (w)-6^ (-w) ] 
= + 2(1+w^/2) (2+wV^/^l r , 2(l+w^/2) (2+w^)"^^^ 
1  2 ~ 2 jl 1  2 ~ 2 "  j[l+w(2+w^) "^1 ^ ^ 1- j[l+w(2+w^)] 
= 2w + 2(2+w^) J- 5-
1 2 ~ 2 2 "z 1+w (2+w ) 1—w(2+w ) 
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2 ( '^2+w^-w) - ( 2+w^+w) 
= 2w + 5 5 
(2+w^)-w 
= 0. (3.51) 
In order to compute E ) and E(b^ )/ we must use 
numerical integration techniques. In this situation, since 
is a function of the two random variables b^ and u we 
must use a bivariate integration procedure. A three dimension­
al analog of the parabolic rule given in Hemmerle (1967, page 
206) was used in order to reduce the number of points at 
which (3.45) had to be evaluated. 
In Table 6 we give values of E(b^^ ) and E(b^^ ^) for 
v= 4, 8, 12 and for various values of 6^/a/c^. 
Table 5. Values of E(b^^ ) and E(b^^ ^) for the single trunca-
tion case 
si/a/5^ ^ 
4 8 12 4 8 12 
0. 0 1. 1236 0. 9951 0 .9612 1 .4789 1. 1843 1 .1139 
0. 5 0. 8035 0. 7042 0 .6776 0 .9678 0. 7958 0 .7538 
1. 0 0. 5600 0. 4772 0 .4546 0 .7637 0. 6559 0 .6293 
1. 5 0. 3845 0. 3104 0 .2898 0 .7282 0. 6596 0 .6438 
2. 0 0. 2632 0. 1848 0 .1759 0 .7644 0. 7259 0 .7194 
3. u u. 1304 0. 0741 0 .0599 0 .8616 0. 8643 0 .8706 
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2. The interval constraint case 
As before, we take as our prior distribution on gg, 3^ 
and a the distributions given in (3.5), (3.20) and (3.30), 
where these three distributions are assumed to be mutually 
independent. With these prior distributions in (3.4), we 
obtain 
K = CqC^ (2Tr) -n/2 -n-1 1 r 2 -, 2 exp{- —5-[vs +n( (3--B«) + (6,-3, )X) 
2a 
+ (3i-3i) S^^]} dBjj dg^ da. (3.52) 
If we now make use of the transformations given in (3.8) 
and (3.9), we will obtain 
- (% 
K = (27r) (n S^^) 
-|-prsd*|-~ 
sd* Lt 
a  *exp{—^(vs^+n^) } 
2a 
X Z(g) dÇ dn da (3.53) 
where 
and 
- (6l-pi)/s/c]y 
((sy-pl) /s/c^l . 
(3.54) 
(3.55) 
We now perform the integration with respect to Ç, and 
use the transformation given in (3.34) to yield 
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1 
K = 2<^qC^7t (n 
2 2 '^~2~^ f ("t")"!-; 
(vs^+n^) e Sa; an 
j 0 
=0=1^ (^> 
(sji) (2zi.) 
2n ^ v ^ s" /its 
sd* 
sd* 
11 
,n-2, 
(n/s)s ^dn 
(^>.n-2 (2#.) 
= CoCiFC-y:-) [Q«(a£)-Q«(d*)]/[2ir ' s"'(n-2) * /n S^]. 
(3.56) 
Thus, if we substitute (3.56) into (3.3), we obtain 
the posterior distribution of 3q, and a with respect to 
the prior distribution defined in (3.5), (3.20) and (3.30) to 
be 
/n S^^v^/^s^exp{—^[vs''+n( (Bq-Pq) + (6^-B^) X) 
2a  
+ (8i-Bi)2 rQ*(d*)-Q*(d*)]} 
-, 2 
f(6q,6^,a|y)=^ 
0 
if 6. < B, < ô„ (3.57) jj — 1 — u 
Otherwise. 
v 
Thus, taking the mean of the posterior distribution (3.57) 
as our point estimator, we have 
~ E* 
bi = e(bi) 
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(^) 5- v 
2 r(y) IQ»(a*)-Q^(a*) ] 
sd* 
sd* 
(6^+n/c^^) 
/°° 
a ^exp{—^(vs^+n^)} 
j 0 2a 
Z(Ç/CT)a"^ dC da dn 
vv/2sv sd* 
r (^) [Q*(d*)-Q*(d*)] 
sd£ 
^(3^+n/c^) (vs^+n^) 
-(^) 
c 
^ e dç dn 
r(^) 
Ai^rr ( j) [Q* (d*) -Q* (d*) ] sd* 
sd* 
(3^+n/c^) (1+n /s ) 
,v+l\ 
2 -2-" 2 i-iai 
(l+d*^/v)T^(d*)-(l+d*^/v)T^(d*) ] 
(v-1)[Q*(d*)-Q*(d*)] 
(3.58) 
As before, it is easy to show that 
6Q^* = E(8Q) = Y - (3.59) 
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~ E* In Table 7 we give selected values of the estimator 
2 
under the assumption that s is unity for v = 2,4,6,8,10, 
12 and ~ for various values of the unconstrained best linear 
unbiased estimator and for various intervals. As before, 
we translate the intervals to have their mid point at zero, 
2 
and hence to have 6^ = -6^ = -e. For the case when s c^^ 
is not unity, the estimator may be obtained by entering 
Table 7 corresponding to the value of B^/s/c^^ and then multi­
plying the value so obtained by s/c^^. 
We note that the estimator is permissible, but is not 
2 
well behaved unless v = < » ( a  known). The estimators are 
symmetric about the mid-point of the constraint interval in 
the sense that the sign of is the same as the sign of 0^, 
~ E* 
while the magnitude of 3^^ is a function of the magnitude of 
/\ /s 
B-j . Also, as 6^ increases from zero to infinity, we observe 
~ E* 
rising to a local maximum, the position of which tends 
to infinity as v tends to infinity for intervals of the same 
length. 
~ g* ~ 5**2 
The quantities E (b^ ) and E (b^^ ) can only be calcu­
lated by a bivariate numerical integration procedure as in 
the previous section. Due to the expense of such computa­
tions, we have not computed any values for these quantities 
in this case. 
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- e* 
Table 7. Values of for the interval constraint case 
2 
with s c^^ unity 
2 4 6 8 10 12 
E = 0.5 
o .c  C.  ccoo  C.COOO 0 .  0000  C.  0000  0 .  0000  0 .0000  0 .0000  
0 .5  0 .  C740 0 .0664  0 .  0638  0 .  0625  0 .  0616  0 .C611  0 .0582  
1 .0  0 .  1159  0 .1140  0 .  1137  0 .  1136  0 .  1136  0 .1135  0 .1135  
1 .5  C.  1271  C.1386  c .  1449  c .  1487  0 .  1512  0 .1530  0 .1636  
2 .0  C.  1232  0 .1463  0 .  1602  0 .  1690  0 .  1750  0 .1794  0 .2073  
2 . 5  C.  1 1 5 4  0 .1447  0 .  1648  0 .  1784  0 .  1881  0 .1954  0 . 2 4 4 5  
3 . C  0 .  1C87 0 .1289  0 .  1631  c .  1806  0 .  1 9 3 6  0 . 2 0 3 5  0 .2756  
3 . 5  C.  1C52 0 .1320  0 .  1582  0 .  1783  0 .  1940  0 .2063  0 . 3 0 1 3  
4 . 0  C.  1056  0 .1258  c .  1520  c .  1736  0 .  1916  0 .2058  0 .3229  
4 . 5  C .  1107  0 .1210  0 .  1456  0 .  1686  0 .  1862  0 .2019  0 .3410  
5 . 0  C.  1201  0 . 1 1 8 5  0 .  1410  0 .  1616  0 .  1810  0 .1975  0 .3561  
5 . 5  0 .  1 3 4 1  0 . 1 1 8 5  0 .  1352  c .  1562  0 .  17  56  0 .1926  0 .3689  
6 . C  c .  1525  0 .1218  0 .  1326  0 .  1517  0 .  1704  0 .1874  0 . 3 7 9 7  
6 . 5  c .  1754  C.1271  0 .  1317  c .  1482  0 .  1658  0 .1824  0 .3890  
7 . 0  0 .  2026  0 .1353  0 .  1328  0 .  1461  0 .  1621  0 .1781  0 .3970  
7 . 5  c .  2341  0 .1430  0 .  1358  0 .  1453  0 .  1596  0 .1742  0 . 4 0 4 0  
8 . 0  0 .  2697  0 .156  5  0 .  14C8 0 .  1463  0 .  1577  0 .1727  0 .4101  
£ = leO 
0 . 0  C . C O O O  0  . 0 0 0 0  0 .  0 0 0 0  0 . 0 0 0 0  0 .  0 0 0 0  0 . 0 0 0 0  0 . 0 0 0 0  
0 . 5  0 . 2 1 5 9  0  . 2 0 4 5  0 .  2 0 0 6  0 . 1 9 8 5  0 .  1 9 7 3  0 . 1 9 6 5  0 . 1 9 2 2  
1 . 0  C . 3 6 8 2  0  . 3 6 1 8  0 .  3 6 0 7  C . 3 6 0 3  0 .  3 6 0 2  0 . 3 6 0 2  0 . 3 6 0 9  
1 . 5  C . 4 3 5 2  c  . 4 5 5 1  0 .  4 6 5 3  0 . 4 7 1 3  0 .  4 7 5 3  0 . 4 7 8 2  0 . 4 9 4 7  
2 . 0  0 . 4 4 1 4  0  . 4 9 5 7  0 .  5 2 2 3  0 . 5 3 7 8  0 .  5 4 7 9  0 . 5 5 5 0  0 . 5 9 4 9  
2 . 5  C . 4 1 9 5  0  . 5 0 2 7  0 .  5 4 6 3  0 . 5 7 2  3  0 .  5 8 9 4  0 . 6 0 1 4  0 . 6 6 8 6  
3 . 0  C . 2 9 0 1  0  . 4 9 1 4  0 .  5 4 9  8  0 . 5 8 5 9  0 .  6 0 9 9  0 . 6 2 7 0  0 . 7 2 2 9  
3 . 5  0 . 2 6 2 4  0  . 4 7 1 7  0 .  5 4 1 3  0 . 5 8 6 2  0 .  6 1 6 8  0 . 6 3 8 7  0 . 7 6 3 7  
4 . 0  C . 3 4 0 1  0  . 4 4 9 1  0 .  5 2 6 2  0 . 5 7 8 4  0 .  6 1 4 8  0 . 6 4 1 4  0 . 7 9 4 6  
4 . 5  C . 2  2 4 6  0  . 4 2 7 0  0 .  5 0 8 2  0 . 5 6 5 6  0 .  6 0  7 6  0 . 6 3 8 2  0 . 8 1 9 2  
5 . 0  0 . 2 1 5 8  0  . 4 0 6 7  0 .  4 8 9 6  0 . 5 5 1 1  0 .  5 9 5 4  0 . 6 2 9 8  0 . 8 3 8 9  
5 . 5  C . 2 1 3 8  0  . 3 8 9 8  0 .  4 7 1 3  0 . 5 3 3 6  0 .  5 8 2 3  0 . 6 1 9 7  0 . 8 5 5 0  
6 . 0  0 . 3 1 8 2  0  . 3 7 5 9  0 .  4 5 2 6  0 . 5 1 7 2  0 .  5 6 8 1  0 . 6 0 7 9  0 . 8 6 8 2  
6 . 5  0 . 3 2 8 7  0  . 3 6  7 6  0 .  4 3 7 5  C . 5 0 1 6  0 .  5 5 3 6  0 . 5 9 5 4  0 . 8 7 9 4  
7 . 0  0 . 2 4 5 1  c  . 3 6 2 1  0 .  4 2 4 8  0 . 4 8 7 1  0 .  5 3 9 6  0 . 5 8 2 4  0 . 8 8 8 8  
7 . 5  0 . 3 6 6 9  0  . 2 5 7 2  0 .  4 1 4 7  0 . 4 7 4 2  0 .  5 2 6 3  0 . 5 6 9 9  0 . 8 9 6 9  
8 . 0  C . 3 9 3 9  0  . 3 5 9 1  0 .  4 0 7 4  0 . 4 6 3 2  0 .  5 1 4 1  0 . 5 5 7 3  0 . 9 0 4 0  
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Table 7 (Continued) 
v 
2  4  6  8  1 0  1 2  0 0  
e  = 1 . 5  
o . c  c . c o o o  0  . 0 0 0 0  0 . 0 0 0 0  0 . 0 0 0 0  0 . 0 0 0 0  0 . 0 0 0 0  0 . 0 0 0 0  
0 . 5  C . 2 2 9 8  0  . 3 2 7 1  0 . 3 2 6 9  C . 3 2 7 0  0 . 3 2 7 2  0 . 3 2 7 3  0 . 3 2 8 8  
1 . 0  C . 6 C 6 1  0  . 6 0 3 1  0 . 6 0 4 0  0 . 6 0 5 1  0 . 6 0 5 9  0 . 6 0 6 6  0 . 6 1 1 5  
1 .  5  C . 7 6 3 6  0  . 7 S 5 5  0 . 8 0 3 2  C . 8 0 8 0  0 . 8 1 1 3  0 . 8 1 3 6  0 . 8 2 7 6  
2 . 0  C . 6 5 3 1  0  . 9 C 2 7  0 . 9 2 5 4  C . 9 3 8 2  0 . 9 4 6 3  0 . 9 5 1 9  0 . 9 8 2 2  
2 . 5  C . 6 4 7 7  0  . 9 4 5 5  0 . 9 8 8 9  1 . 0 1 2 8  1 . 0 2 7 7  1 . 0 3 7 9  1 . 0 9 0 5  
3 . C  C . 6 C 6 8  0  . 9 4 8 0  1 . C 1 3 7  1 . 0 5 0 1  1 . 0 7 2 8  1 . 0 8 8 4  1 . 1 6 7 0  
3 . 5  C . 7 5 5 6  C  . 9 2 7 9  1 . 0 1 4 4  1 . 0 6 3 5  1 . 0 9 4 4  1 . 1 1 5 5  1 . 2 2 2 4  
4 . C  C . 7 G 6 0  0  . 8 9 6 6  1 . 0 0 0 8  l . O o l B  1 . 1 0 0 8  1 . 1 2 7 5  1 . 2 6 3 5  
4 . 5  C . 6 6 3 0  0  . 6 6 0 7  0 . 9 7 8 7  1 . 0 5 0 5  1 . 0 9 7 2  1 . 1 2 9 5  1 . 2 9 4 6  
5 . C  C . 6 2 8 8  0  . 8 2 4 1  0 . 9 5 2 3  1 . 0 3 3 1  1 . 0 6 7 4  1 . 1 2 5 0  1 . 3 1 9 2  
5 . 5  C . 6 C 3 4  0  . 7 8 9 6  0 . 9 2 4 5  1 . 0 1 1 8  1 . 0 7 2 0  1 . 1 1 4 7  1 . 3 3 8 9  
6 . 0  0 . 5 8 6 7  0  . 7 5 8 4  0 . 8 9 6 1  0 . 9 8 9 1  1 . 0 5 4 9  1 . 1 0 2 1  1 . 3 5 5 0  
6 . 5  0 . 5 7 8 3  c  . 7 2 C 7  0 . 8 6 6 8  C . 9 6 5 7  1 . 0 3 6 1  1 . 0 8 7 4  1 . 3 6 8 2  
7 . 0  0 . 5 7 7 7  c  . 7 0 9 3  0 . 8 4 1 1  0 . 9 4 2 4  1 . 0 1 6 6  1 . 0 7 1 5  1 . 3 7 9 4  
7 . 5  C . 5 8 4 3  0  . 6 9 1 3  0 . 8 1 7 7  C . 9 2 0 0  0 . 9 9 6 8  1 . 0 5 4 6  1 . 3 8 8 8  
8 . 0  0 . 5 9 7 7  0  . 6 7 4 7  0 . 7 9 6 9  0 . 8 9 8 8  0 . 9 7 7 5  1 . 0 3 7 6  1 . 3 9 6 9  
0 . 0  G . O O O O  0  . 0 0 0 0  0 . 0 0 0 0  
s  =  2 . 0  
0 . 0 0 0 0  0 . 0 0 0 0  0 . 0 0 0 0  0 . 0 0 0 0  
0 . 5  C . 2 9 8 9  0  . 4 C 5 7  0 . 4 0 9 9  0 . 4 1 2 6  0 . 4 1 4 4  0 . 4 1 5 7  0 . 4 2 4 0  
1 . 0  0 . 7 6 5 7  0  . 7 7 5 0  0 . 7 8 1 2  0 . 7 8 5 1  0 . 7 8 7 8  0 . 7 8 9 8  0 . 8 1 1 6  
1 . 5  1 . C 6 0 7  1  . 0 7 2 2  1 . 0 7 9 8  1 . 0 8 4 6  1 . 0 8 7 8  1 . 0 9 0 1  1 . 1 0 3 4  
2 . 0  1 . 2 4 4 8  1  . 2 7 4 1  1 . 2 8 8 6  1 . 2 9 7 0  1 . 3 0 2 3  1 . 3 0 6 0  1 . 3 2 5 6  
2 . 5  1 . 2 1 1 7  1  . 3 8 4 4  1 . 4 1 4 8  1 . 4 3 1 0  1 . 4 4 1 0  1 . 4 4 7 8  1 . 4 8 1 7  
3 . 0  1 . 2 9 6 3  1  . 4 2 6 5  1 . 4 7 9 5  1 . 5 0 7 1  1 . 5 2 4 0  1 . 5 3 5 2  1 . 5 9 0 4  
3 . 5  1 . 2 4 0 4  1  . 4 2 5 5  1 . 5 0 3 7  1 . 5 4 4 7  1 . 5 6 9 6  1 . 5 8 6 2  1 . 6 6 7 0  
4 . 0  1 . 1 7 1 3  1  . 3 9 9 8  1 . 5 0 2 8  1 . 5 5 7 7  1 . 5 9 1 2  1 . 6 1 3 6  1 . 7 2 2 4  
4 . 5  1 . 1 0 2 9  1  •  3 6 1 0  1 . 4 8 6 4  1 . 5 5 5 1  1 . 5 9 7 3  1 . 6 2 5 4  1 . 7 6 3 5  
5 . 0  1 . C 4 1 4  1  . 3 1 6 2  1 . 4 6 0 6  1 . 5 4 2 2  1 . 5 9 3 0  1 . 6 2 7 2  1 . 7 9 4 6  
5 . 5  0 . S 8 9 4  1  . 2 6 9 6  1 . 4 2 9 7  1 . 5 2 3 3  1 . 5 8 2 3  1 . 6 2 2 2  1 . 8 1 9 2  
6 . C  C . S 4 7 6  1  . 2 2 4 3  1 . 3 9 6 4  1 . 4 9 8 9  1 . 5 6 5 6  1 . 6 1 1 3  1 . 8 3 8 9  
6 . 5  0 . 9 1 6 0  1  . 1 8 1 9  1 . 3 6 1 9  1 . 4 7 3 1  1 . 5 4 6 9  1 . 5 9 7 9  1 . 8 5 5 0  
7 . C  C . 6 9 4 0  1  . 1 4 2 7  1 . 3 2 5 9  1 . 4 4 6 0  1 . 5 2 6 2  1 . 5 8 2 2  1 . 8 6 8 2  
7 . 5  0 . 6 8 1 1  1  . 1 1 0 0  1 . 2 9 2 9  1 . 4 1 8 6  1 . 5 0 4 3  1 . 5 6 4 9  1 . 8 7 9 4  
8 . 0  C . 6 7 6 8  1  . C 8 C 8  1 . 2 6 1 9  1 . 3 9 1 6  1 . 4 8 1 9  1 . 5 4 6 6  1 . 8 8 8 8  
51 
IV. ALTERNATIVE ESTIMATORS 
A. Bayesian Posterior Median 
Estimators 
In this section, we shall consider the estimators obtained 
by computing the medians of the four posterior distributions 
calculated in Chapter III. An immediate problem arising is 
the definition of the median in a multivariate distribution, 
since we have bivariate and trivariate posterior distributions. 
For our study, we shall make the following definition: 
The median of a multivariate distribution is defined to 
be the vector whose elements consist of the medians of the 
appropriate marginal distributions of the original multi­
variate distribution. 
2 1. Single truncation with a known 
Initially, we shall express the posterior distribution 
(3.14) in terms of the transformed variables defined in (3.8) 
and (3.9) as 
From (4.1) we obtain the marginal distributions of n 
and Ç which are given by 
z (n/a) z(C/G)/a Q(h) if n > h 
(4.1) 
otherwise 
an 
= Z (ç/a)/ a (4.2) 
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and 
Z ( n / a )  
"ÔQOïr j_, lii/ol as 
f(n|y,g) = ^ 
if n > h 
otherwise 
Z (n/o) /crQ (h) if n ^ h 
otherwise. 
(4.3) 
Thus, the median of (4.2) is given by the point 
p; = 0, and the median of (4.3) by the point n=t, where t is 
the solution of 
1 
otht 
at 
ah 
z (n/g) 
dri 
- qW J z (n/g) 
at 
(4.4) 
We may rewrite (4.4) as 
Q(t) = |Q(h). (4.5) 
Equation (4.5) may be solved for t using the approximate 
method derived by Hastings (see Abramowitz and Stegun, 1965, 
page 933), and then improved to the desired degree of accu­
racy by binary splitting. 
If we transform back to the original variables, we 
have 
$2 = + tg/c^i 
= y - 91% 
(4.6) 
(4.7) 
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where t is the solution to (4.5) . 
2 2. Interval constraint with g known 
In this case, we express the posterior distribution (3.25) 
in terms of the transformed variables defined in (3.8) and 
(3.9), which yields 
rz(n/a) Z(C/a)/a^[Q(dj^)-Q(dy) ] if d^<r\<d^ 
f(n,C|Y,o) = \ (4.8) 
i 0 otherwise. 
As before, the marginal distribution of Ç will be given 
by (4.2) , and hence its median by the point Ç=0. The marginal 
distribution of n is given by 
Z(n/c)/o[Q(d^)-Q(dy)] if dj^<n<dy 
f(n|Y/cr) (4.9) 
0 otherwise 
and we need to solve for the point n=t which satisfies 
[Q (dj^)-Q (dy) ] 
^ (4.10) 
We may rewrite (4.10) as 
Q(t) = |[Q(d^)+Q(dy)]. (4.11) 
As before, this equation can be solved numerically to the 
desired degree of accuracy, and we may transform back to the 
original variables to obtain the results given in (4.6) and 
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(4.7), where t is the solution to (4.11) rather than to (4.5). 
2 3. Single truncation with a unknown 
We express the posterior distribution (3.41) in terms of 
the transformed variables defined in (3.8) and (3.9) as 
(^)-l 
fTy(n/s)( e '• Z(ç/a) 
f(n,€,%!?) = 
soT ( ^ )Q*(h* )  
if n > 0 
if n < 0. 
(4.12) 
Thus, as before, the marginal distribution of Ç is 
given by (4.2) and hence its median by the point Ç=0. The 
marginal distribution of n is given by 
T^ (n/s)/sQ*(h*) 
f(n|Y) = 
if n ^ 0 
if n < 0 
(4.13) 
and we need to solve for the point ri=t which satisfies 
1 
Q*(h*) 
St T^ (n/s) 
sh* 
dn = 1 Q*(h*) 
V 
0° T (n/s) 
dn. (4.14) 
St ® 
We may rewrite (4.14) as 
Q*(t) = |QJ(h*). (4.15) 
In order to solve this equation numerically, we must first 
solve the equation 
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Q(t) = I Q*(h*). (4.16) 
This solution may be obtained in the same fashion as in the 
previous sections. We then use the expansion derived by 
Hastings (see Abramowitz and Stegun, 1965, page 949) to ob­
tain the solution to (4.15) from the solution to (4.16). 
Transformation back to the original variables 
yield 
§2^ = #2 + ts/cii (4.17) 
= y - (4.18) 
where t is the solution obtained to (4.15). 
2 4. Interval constraint with a unknown 
In this case, we express the posterior distribution 
(3.57) in terms of the transformed variables defined in 
(3.18), (3.19) and (3.34) as 
-1 _r 
f T (ti/s)ç e ^ Z(g/g) 
if dy 
sar (^) [Q* (d*) -QJ (d*) ] 
(r,,Ç,çjY) = (4.19) 
^^ otherwise . 
The marginal distribution of Ç is given by (4.2) 
and hence its median by the point Ç=0. The marginal distribu­
tion of n is 
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(n/s)/s[Q*(d*)-Q*(d*)] if d^inid^ 
f ( n | Y )  =  (  (4.20) 
otherwise 
v. 
and we need to solve for the point_n=t which satisfies 
rst (n/s) 
iq; ca£) -q; (dg) j dri = 
sd* [Q*(d*)-Q*(d*)]J 
sd* T^(n/s) 
dn. 
st 
We may rewrite (4.21) as 
Q;(t) = |[Q«(d£)+Q;(d5)], 
s 
(4.21) 
(4.22) 
As in the previous section, this equation can be solved by 
use of the expansion due to Hastings after solution of 
Q(t) = j[Q*(d*) + Q*(d*)], (4.23) 
Transformation back to the original variables 
yield (4.17) and (4.18) where t is the solution to (4.20). 
In Table 8 we give selected values of the single trun-
2 
cated case under the assumption that s c^^ unity for 
various values of the unconstrained best linear unbiased 
estimator 6^ and for v=2, 4 ,  6 ,  8, 10, 12 and ®. In order 
2 to obtain the estimator for cases when s c^^^ is not unity, one 
obtains the value of 6^^ corresponding to a value G^/s/c^^ and 
multiplies this by s/c^. As in Chapter III, the estimator is 
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Table 8. Values of for the single truncated case with 
s^c^i unity 
v 
êi c  4 6 8 10 12 
00 
-4.0 1.6999 0 .8832 0.6303 0.5094 0.4374 0.3899 0.1608 
-3.9 1.6681 0 .8689 0.6220 0.5028 0.4338 0.3876 0.1644 
-3.8 1.6360 0 .8547 0.6144 0.4976 0.4303 0.3853 0.1682 
-3.7 1.6039 0 .8 40 5 0.6063 0.4925 0.4260 0.3832 0.1722 
— 3 . 6 1.5716 0 .8265 0.5980 0.4875 0.4229 0.3813 0.1763 
-3.5 1.5392 0 .8125 0.5901 0.4828 0.4199 0.3787 0.1807 
-3.4 1.5C68 0 .7987 0.5824 0.4787 0.4172 0.3771 0.1852 
-3.3 1.4743 0 .7 847 0.5750 0.4743 0.4147 0.3758 0.1899 
-3.2 1.4417 0 .7712 0.5677 0.4699 0.4128 0.3747 0.1948 
- 3 .  l  1.4091 0 .7579 C.5606 0.4659 0.4105 0.3743 0.2000 
-3.0 1.3 766 0 .7447 0.5538 0.4622 0.4C87 0.3735 0.2054 
-2.9 1.3440 0 .7318 0.5472 0.4588 0.4071 0.3732 0.2111 
-2.8 1.3116 0 .7191 0.5408 0.4557 0.4058 0.3732 0.2165 
-2.7 1.2792 0 .7C68 0.5349 0.4529 0.4049 0.3735 0.2228 
— 2.6 1.2472 0 .6947 0.5293 G.4503 0.4043 0.3741 0.2297 
-2.5 1.2151 0 .6830 0.5241 0.4483 0.4040 0.3751 0.2365 
-2.4 1.1834 0 .6717 0.5192 0.4466 0.4042 0.3765 0.2438 
-2.3 1.1519 0 .6609 0.5149 0.4454 0.4049 0.3783 0.2516 
-2.2 1.1208 0 .6505 0.5110 0.4447 0.4060 0.3807 0.2598 
-2. 1 1.C9C1 0 .6407 0.5076 0.4445 0.4076 0.3835 0.2684 
-2.0 1.C599 0 .6314 0.5049 0.4448 0.4098 0.3869 0.2776 
-1.9 1.C304 0 .6229 0.5028 0.4458 0.4126 0.3909 0.2874 
-1.8 1.CC15 0 .6151 0.5014 0.4475 0.4161 0.3956 0.2977 
-1.7 6.(734 0 .6C80 G.5008  0.4500 0.4204 0.4010 0.3087 
— 1.6 C.9463 0 .6019 0.5010 0.4532 0.4254 0.4072 0.3205 
-1. 5 C.9202 0 .5968 0.5022 0.4574 0.4313 0.4143 0.3330 
-1.4 0.6953 0 .5928 0.5044 0.4625 0.4382 0.4222 0.3463 
-1.3 C.€718 0 .5900 0.5077 0.4688 0.4461 0.4313 0.3606 
-1.2 0.2500 0 .5886 0.5123 0.4762 0.4551 0.4414 0.3758 
-1.1 C.8300 0 .5886 0.5182 0.4848 0.4654 0.4527 0.3921 
-1.0 C.E120 0 .5903 0.5256 0.4949 0.4771 0.4654 0.4096 
-0.9 G.7964 0 .5938 0.5 346 0.5065 0.4902 0.4795 0.4284 
-0.8 C.7834 0 .5993 0.5454 0.5198 0.5049 0.4952 0.4485 
-0.7 0.1134 0 .6C71 0.5582 0.5350 0.5214 0.5125 0.4701 
— 0.6 C.7667 0 .6172 0.5731 0.5521 0.5398 0.5318 0.4933 
-0.5 0.7636 0 .6299 0.5902 0.5713 0.5603 0.5531 0.5183 
-0.4 C.7647 0 .6455 0.6099 0.5930 0.5830 0.5765 0.5452 
-0.3 C.77CO 0 .6641 0.6323 0.6171 0.6082 0.6023 0.5741 
-0.2 0.7802 0 .6861 0.6576 0.6439 0.6359 0.6306 0.6051 
-0.1 C.7953 0 .7115 0.6859 C.6736 0.6664 0.6616 0.6386 
0.0 C.E157 c  .7407 0.7176 0.7064 0.6998 0.6955 0.6745 
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Table 8 (Continued) 
v 
1 2 
4 6 8 10 12 00 
0. 1 C. E415 0 .7737 0.7526 0. 7424 0.7364 0.7324 0.7131 
0.2 0. £729 0 .81C7 0.7912 0. 7817 0.7761 0.7725 0.7545 
0.3 0. SC97 0 .8518 0.8335 0. 8246 0.8193 0.8158 0.7988 
0.4 G. <520 0 .8971 0.8796 0. 8710 0.8660 0.8626 0.8462 
0.5 C. 9995 0 .9465 0.9295 0. 9212 0.9162 0.9129 0.8969 
0.6 1. C520 1 .0000 0.9832 C. 9749 0.9700 0.9668 0.9508 
0.7 1. 1092 1 .0575 1.0407 1. 0324 1.0275 1.0242 1.0081 
0.8 1. 1707 1 .1189 1.1019 1. 093 5 1.0885 1.0852 1.0687 
0.9 1. 2363 1 .1840 1.1667 1. 1582 1.1530 1.1496 1.1328 
1.0 1. 3055 1 .2526 1.2350 1. 2262 1.2210 1.2175 1.2002 
1.1 1. 3779 1 .3244 1.3065 1. 2975 1.2922 1.2886 1.2709 
1.2 l. 4533 1 .3992 1.3810 1. 3719 1.3665 1.3628 1.3447 
1.3 1. 5314 1 .4768 1 .4584 1. 449 2 1.4437 1.4400 1.4216 
1.4 1. 6118 1 .5569 1.5384 1. 5291 1.5236 1.5199 1.5014 
1.5 1. 694J 1 .6392 1.6207 1. 6115 1.6059 1.6022 1.5838 
1.6 1. 1785 1 .7236 1.7052 1. 6960 1.6905 1.6869 1.6687 
1.7 1. 8645) 1 .8098 1.7916 1. 7826 1.7772 1.7736 1.7559 
1.8 U 9518 1 .8977 1.8798 1. 8709 1.8656 1.8621 1.8450 
1.9 2. 0404 1 .9870 1.9694 1. 9608 1.9557 1.9523 1.9360 
2.0 2. 1302 2 .C775 2.0604 2. 0521 2.0472 2.0439 2.0285 
2.1 2. 2209 2 .1692 2.1526 2. 1446 2.1399 2.1368 2.1224 
2.2 2. 3125 2 .2618 2.2458 2. 2382 2.2337 2.2308 2.2174 
2.3 2. 4049 2 .3553 2.3399 2. 3326 2.3284 2.3257 2.3134 
2o4 2. 4980 2 .4496 2.4348 2. 4279 2.4240 2.4214 2.4103 
2.5 2. 5918 2 .5445 2.5304 2. 5239 2.5202 2.5179 2.5078 
2.6 2. 6860 2 .6400 2.6266 2. 6204 2.6170 2.6149 2.6058 
2.7 2. 7808 2 .7361 2.7232 2. 7175 2.7143 2.7124 2.7043 
2.8 2. 8760 2 .8325 2.8204 2. 8150 2.8121 2.8103 2.8032 
2.9 2. S716 2 .9294 2.9179 2. 9129 2.9102 2.9Û85 2.9023 
3.0 3. CÊ75 3 .0266 3.0157 3. 0110 3.0086 3.0071 3.0017 
3.1 3. 1638 3 .1241 3.1138 3. 1095 3.1072 3.1059 3.1012 
3.2 3. 2603 3 .2219 3.2121 3. 2082 3.2061 3.2049 3.2009 
3.3 3. 3572 3 .3200 3.3107 3. 3070 3.3051 3.3041 3.3006 
3.4 3. 454V 3 .4182 3.4095 3. 4060 3.4043 3.4034 3.4004 
3.5 3. 5515 3 .5166 3.5084 3. 5052 3.5037 3.5028 3.5003 
3.6 3. 6 4 89 3 .6152 3.6074 3. 6045 3.6031 3.6023 3.6002 
3. 7 3. 7466 3 .7139 3.7066 3. 7039 3.7026 3.7019 3.7001 
3.8 3. E444 3 .8127 3.8059 3. 8034 3.8022 3.8016 3.8001 
3.S 3. «423 3 .9117 3.9052 3. 9029 3.9019 3.9013 3.9001 
4.0 4. 0404 4 .0108 4.0046 4. 0026 4.0016 4.0011 4.0000 
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2 permissible but is not well behaved except for the v=<» (a 
~ M* 
known) case. For v=2, the values of 8^ have a minimum close 
to the point = -0.5. As v increases, the position of this 
minimum moves in the negative direction. 
In Table 9 we give selected values of the interval 
constrained situation for various values of the end points 
of the interval. As before, in Chapter III, the intervals 
are translated to have their mid-points at zero, and hence 
= e, and the estimators are given in terms of the 
2 
assumption that s c^^ is unity. The estimators are permissible 
2 but are only well behaved for v=«> (a known) . We also ob­
serve that the estimators are symmetric about the mid point 
~ m* 
of the interval in the sense that the sign of 8^ is the same 
as the sign of 0^^, while the magnitude of is a function 
of the magnitude of Also, as increases from zero to 
infinity, we observe rises to a local maximum and then 
descends to a local minimum before rising again. As v in­
creases, the position of the local maximum moves away from 
the center of the interval, as does the local minimum, with 
the latter moving faster. 
As in Chapter III, the bias and mean square error of the 
standardized estimators can only be calculated by numerical 
integration techniques. Thus, values of E(/a/c^^) and 
E((8^^^8^)^/o^c^2) for various values of have been 
computed for both the single truncated and the interval 
60 
- M* 
Table 9. Values of 3, for the interval constraint case with 
s2c^^ unity 
v 
2 4 6 8 10 12 00 
G= 0.5 
0.0 c .cooo  C . ccoo  0.0000 0.0000 0.0000 0.0000 0.0000 
0.5 C.C5C5 0 .0457 0.0439 0.0430 0.0424 0.0421 0.0401 
1.0 C.C788 0 .C787 0.0788 C.0788 0.0789 0.C790 0.0794 
1.5 C.C&58 0 .0958 0.1009 0.1040 0.1061 0.1076 0.1168 
2.C C.C822 0 .ICC9 0.1117 C.1188 0.1237 0.1274 0.1519 
2.5 Û.C152 0 .0992 0.1148 C.1256 0.1335 0.1395 0.1842 
3.0 0.C679 0 .C944 0.1131 0.1269 0.1374 0.1457 0.2134 
3.5 C.C612 0 .0685 0.1090 0.1249 0.1374 0.1476 0.2395 
4.0 C.C555 0 .0824 0.1038 0.1209 0.1350 0.1466 0.2627 
4.5 C.C505 0 .0766 0.C981 0.1161 0.1311 0.1438 0.2832 
5.0 C.C463 0 .0713 0.0926 0.1108 0.1263 0.1398 0.3011 
5.5  C.C426 0 .C665 0.0872 0.1053 0.1215 0.1355 0.3168 
6.0 0.C395 0 .0622 0.0824 0.1002 0.1156 0.1307 0.3307 
6.5 C.C367 0 .0583 0.0778 0.0954 0.1102 0.1252 0.3428 
7.0 0.C343 0 .0547 0.0736 0.0903 0.1085 0.1172 0.3535 
7.5 C.C322 0 .0516 0.0697 0.0875 0.1013 0.1132 0.3629 
8.0 C.C303 0 .0489 0.0663 0.0817 0.0910 0.1045 0.3708 
0.0 C.COOO 0 .0000 0.0000 
e= 1.0 
0.0000 0.0000 0.0000 0.0000 
0.5 0.1577 0 .1508 0.1485 0.1473 0.1466 0.1461 0.1437 
1.0 0.2679 c  .2686 0.2701 0.2713 0.2721 0.2728 0.2772 
1.5 C.2139 0 .3392 0.3524 C.3604 0.3658 0.3697 0.3935 
2.0 0.2139 c  .3685 0.39 76 0.4156 0.4278 0.4366 0.4899 
2.5 C.2936 0 .3708 0.4154 0.4441 0.4640 0.4784 0.5677 
3.0 C.2679 0 .3585 0.4156 0.4541 0.4813 0.5016 0.6294 
3.5 C.2431 0 .3398 0.4056 0.4519 0.4858 0.5114 0.6783 
4.0 C.2208 0 .3191 C.3902 0.4424 0.4818 0.5121 0.7173 
4.5 0.2014 0 .2985 0.3723 0.4287 0.4723 0.5066 0.7488 
5.0 0.1847 0 .2791 0.3538 0.4127 0.4596 0.4972 0.7744 
5.5 0.1702 0 .2611 0.3355 0.3959 0.4449 0.4851 0.7957 
6.C C.1577 0 .2448 0.3181 0.3789 0.4295 0.4717 0.8135 
6.5 0.1467 0 .2300 0.3017 0.3623 0.4138 0.4570 0.8286 
7.0 C.1371 0 .2167 0.2664 0.3469 0.3974 0.4418 0.8415 
7.5 C. 1287 0 .2046 0.2722 0.3310 0.3836 0.4239 0.8527 
8.G C. 1212 0 .1936 0.2588 0.3165 0.3689 0.4131 0.8624 
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Table 9 (Continued) 
v 
h  
2 4 6 8 10 12 00 
m
 II •
 
0.0 c.cooo 0 • 0000 0^0000 G.0000 0.0000 0.0000 0.0000 
C.5 C.2574 0 .2603 0^2624 0.2638 0.2649 0.2656 0.2704 
l .C C.47C8 0 .4811 0.4879 G.4923 0.4954 0.4977 0.5118 
1.5 C.6032 0 .6362 0.6541 0.6651 0.6724 0.6777 0.7088 
2.0 C.6469 0 .7210 0.7581 C.7800 0.7944 0.8045 0.8609 
2.5 C.(3Û3 c .7500 0.8110 0.8470 0.8705 0.8869 0.9754 
3.0 
€.56 76 0 .7431 0.8277 C.8790 0.9127 0.9363 1.0615 
3.5 C.Î389 0 .7168 0.8214 
€.8871 0.9310 0.9621 1.1268 
4.0 0.4923 0 .6817 0.8013 0.8796 0.9333 0.9716 1.1773 
4.5 C.4506 c .6438 C.7738 G.8624 0.9247 0.9699 1.2169 
5.0 C.4139 0 .6061 0.7426 C.8393 0.9090 0.9606 1.2486 
5.5 C.3820 c  .5704 0.7103 0.8129 0.8888 0.9459 1.2744 
6.C 0.3541 0 .5371 0.6781 C.7849 0.8658 0.9277 1.2957 
6.5 0.3297 0 .5064 0.6470 0.7565 0.8412 0.9074 1.3135 
7.C C.3C83 0 .4784 0.6175 
€.7281 0.8156 0.8849 1.3286 
7.5 C.2893 0 .4528 0.5894 0.7C07 C.7899 0.8624 1.3415 
8.0 G.2724 0 .4294 C.5631 0.6738 0.7659 0.8389 1.3527 
0.0 C.CCOO 0 .ocoo 0.0000 
e =2.0 
C.COOO 0.0000 0.0000 0.0000 
0.5 0.3286 c .3445 0.3530 
€.3581 0.3616 0.3641 0.3792 
1.0 C.6277 0 .6565 0.6717 0.6809 0.6871 0.6915 0.7172 
1.5 0.E625 c .SC61 0.9287 
€.9422 0.9510 0.9572 0.9919 
2.0 l.COOO 1 .0745 1.1108 1.1316 1.1449 1.1541 1.2023 
2.5 1.C349 1 .1623 1.2214 1.2543 1.2749 1.2889 1.3590 
3.0 l.COOO 1 • 1870 1.2752 1.3241 1.3546 1.3751 1.4749 
3.5 C.9347 1 • 1707 1.2890 1.3559 1.3977 1.4259 1.5613 
4.C C.É625 1 .1316 1.2769 1.3618 1.4155 1.4519 1.6268 
4.5 C.7S37 1 • 0817 1.2490 1.3505 1.4159 1.4607 1.6773 
5.0 C.7315 1 .0280 1.2119 1.3280 1.4046 1.4576 1.7169 
5.5 C.6763 0 .9743 1.1701 1.2985 1.3853 1.4462 1.7486 
6.0 C.6277 0 .9227 1.1262 1.2648 1.3606 1.4289 1.7744 
6.5 0.5850 c • 8740 1.C822 1.2286 1.3323 1.4074 1.7957 
7.C G.5472 0 • 8287 1.0389 1.1913 1.3019 1.3833 1.8135 
7.5 0.5137 c  • 7É68 0.9972 1.1538 1.2698 1.3570 1.8286 
8.0 0.4839 c  • 7482 0.9572 1.1172 1.2376 1.3285 1.8415 
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Table 10. Values of E(b^^) and E(b^^) for the single trunca-
tion case 
e(bi^) e(b^^) 
0.0 0.7981 0.8404 
0.1 0.7412 0.7738 
0.2 0.6866 0.7182 
0.3 0.6344 0.6729 
0.4 0.5846 0.6371 
0.5 0.5372 0.6100 
0.6 0.4923 0.5909 
0.7 0.4498 0.5790 
0.8 0.4097 0.5735 
0.9 0.3721 0.5737 
1.0 0.3369 0.5789 
1.1 0.3040 0.5883 
1.2 0.2734 0.6012 
1.3 0.2451 0.6170 
1.4 0.2190 0.6352 
1.5 0.1950 0.6551 
1.6 0.1730 0.6763 
1.7 0.1529 0.6982 
1.8 0.1347 0.7205 
1.9 0.1182 0.7429 
2.0 0.1033 0.7649 
2.1 0.0900 0.7864 
2.2 0.0780 0.8070 
2e3 0.0674 0.8267 
2.4 0.0580 0.8454 
2.5 0.0497 0.8628 
2.6 0.0425 0.8790 
2.7 0.0361 0.8939 
2.8 0.0306 0.9076 
2.9 0.0258 0.9200 
3.0 0.0216 0.9312 
3.1 0.0181 0.9412 
3.2 0.0150 0.9501 
3.3 0.0125 0.9579 
3.4 0.0103 0.9648 
3.5 0.0085 0.9709 
3.6 0.0069 0.9761 
3.7 0.0056 0.9806 
3.8 0.0046 0.9844 
3.9 0.0037 0.9877 
4.0 0.0030 0.9905 
Table 11. Values of E(b^^) and E(b^^^) for the interval 
constraint case 
8 ^ / 0 ^  E ( Ê ^ "  )  
E / o V c ^ i  = 0 . 5  
0 . 0  0 . 0 0 0 0  0 . 0 1 1 6  
0 , 2  
- 0 . 1 7 8 6  0 . 0 4 3 4  
0 . 4  
- 0 . 3 5 7 2  0 . 1 3 9 0  
0 . 5  
- 0 . 4 4 6 7  0 . 2 1 0 7  
e / c r / c ^  = 1 " 0  
0 .  0  0 . 0 0 0 0  0 . 1 0  b  3  
0 .  2 
- 0 . 1 3 5 5  0 .  1 2 J 6  
0 . 4  
- 0 . 2 7 1 8  0 . 1 7 5 9  
0 . 5  
- 0 . 3 4 0 4  0 . 2 1 5 6  
0 . 6  
- 0 . 4 0 9 5  0 . 2 6 4 6  
0 .  8  
- 0 . 5 4 9 3  0 . 3 9 2 0  
1 . 0  
- 0 . 6 9 1 7  0 . 5 6 1 0  
e / a / c ^  = 1 . 5  
0 . 0  0 . 0 0 0 0  0 . 2 9 8 5  
0 .  2  
- 0 . 0 9 2 2  0 . 3 0 3 6  
0 . 4  
- 0 . 1 8 5 8  0 . 3 1 9 8  
0 . 5  
- 0 . 2 3 3 5  0 . 3 3 2 6  
0 .  6  
- 0 . 2 8 2 0  0 . 3 4 9 2  
0 .  8  
- 0 . 3 8 2 2  0 . 3 9 5 4  
1 . 0  
- 0 . 4 8 7 3  0 . 4 6 3 1  
1 . 2  
- 0 . 5 9 8 2  0 . 5 5 7 9  
1 . 4  
- 0 . 7 1 5 3  0 . 6 8 5 5  
1 . 5  
- 0 . 7 7 6 3  0 . 7 6 3 7  
E / o / c ^ 2  =  2 . 0  
0 .  0  0 . 0 0 0 0  0 . 5 2 5 1  
0 . 2  
- 0 . 0 5 6 7  0 . 5 2 3 0  
0 . 4  
- 0 . 1 1 5 0  0 . 5 1 7 1  
0 . 5  
- 0 . 1 4 5 3  0 . 5 1 3 4  
0 . 6  
- 0 . 1 7 6 7  0 . 5 0 9 8  
0 . 8  
- 0 . 2 4 3 0  0 . 5 0 4 5  
1 . 0  
- 0 . 3 1 5 4  0 . 5 0 6 0  
1 . 2  
- 0 . 3 9 4 9  0 . 5 1 9 7  
1 . 4  
- 0 . 4 8 2 2  0 . 5 5 2 0  
1 . 5  
- 0 . 5 2 8 9  0 . 5 7 7 2  
1 . 6  
- 0 . 5 7 7 9  0 . 6 0 9 6  
1 . 8  
- 0 . 6 8 2 2  0 . 6 9 9 2  
2 . 0  
- 0  . 7 9 5 3  0 . 8 2 7 5  
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constrained estimators and are given in Tables 10 and 11. 
Examination of these results shows that for the single 
M truncated case, E((B^ -6^)/a/c^) decreases as the true 
parameter value increases. The value of E ( 
decreases to a minimum value and then increases. For the 
• n m interval constraint case, we observe that E((6^ -3^)/ 
is almost zero for parameter values close to the center of 
the constraint interval, while is smallest 
there and increases as the true parameter value moves towards 
the boundaries of the constraint interval. 
~ M* ~ M*2 
In Table 12 we have computed E (b^^ ) and E (bj|^ ) , using 
the bivariate integration procedure given in Hemmerle (1967, 
page 206) for v = 4, 8, 12 and for various values of . 
truncation cas; 
Table 12. Values of E(b," ) and E ) for the single 
6^/a» E(b^»*) 
4 8 12 4 8 12 
o
 
o
 0. 8790 0.8360 0 .8227 0 .9902 0.9085 0 .8842 
0.5 0. 5944 0.5645 0 .5551 0 .6984 0.6517 0 .6371 
1.0 0. 3847 0.3604 0 .3524 0 .6412 0.6085 0 .5979 
1.5 0. 2407 0.2178 0 .2101 0 .6953 0.6726 0 .6656 
to
 
o
 
0. 1477 0.1253 0 .1179 0 .7794 0.7677 0 .7651 
3.0 0. 0592 0.0405 0 .0348 0 .9001 0.9061 0 .9099 
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B. Bayesian Posterior Mode 
Estimators 
In this section, we shall consider the estimators ob­
tained by computing the modes of the four posterior distribu­
tions calculated in Chapter III. For this purpose, we observe 
that all four of the posterior densities (3.14), (3.25), 
(3.41) and (3.57) can be rewritten in the form 
'k'exp{-^[ (6q-gq) + (6^-gi)xj2}exp{__l_^g^_g^)2g^^^ 
f ( 6 o , 6 i )  = <  i f  B^eS (4.24) 
I 0 otherwise 
where S is either of the intervals [0,™) or [6^ 6„] as 
Li f u 
appropriate, and K* is the appropriate normalizing constant 
and is independent of Sq and We observe that (4.24) 
is a truncated bivariate normal distribution, and so the 
mode is at the point so long as that point lies in S. 
If the point (0^,6^) lies outside S, then the mode is 
at some point on the boundary of S. 
1. The single truncation case 
We need to find the maximum of (4.24) subject to the 
constraint 3^=0. Substituting the constraint into (4.24) 
f($Q,0) = K'exp{ 2^($Q-BQ)-&2X]^}exp{ ^11^* (4.25) 
Equating the first partial derivative of (4.25) with 
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respect to Bq to zero yields the solution 
(4.26) 
We note that (4.26) is the solution for 3q when we have the 
constraint $^=0, and thus (4.26) may be rewritten as (2.4). 
We therefore see that the estimator obtained as the mode 
of the Bayesian posterior distributions (3.14) or (3.41) is 
identically the constrained least squares estimator which we 
examined in Chapter II. 
2. The interval constraint case 
We need to find the maximum of (4.24) subject to the 
constraint 6^ = 6^, and also subject to = 6^. Without loss 
of generality, let us examine the former constraint. Substi­
tuting this value into (4.24) yields 
/o 
Equating the first partial derivative of (4.27) with 
respect to 3^ to zero yields the solution 
f(6Q,6^) = K'exp{— 
X (4.27) 
go = go-(6l-6i)x = y - 6^%. (4.28) 
In a similar way, we may obtain the solution when 
3i=ôy, which is 
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Bq = Bq - = Y - ÔyX. (4.29) 
Thus, we observe that the mode of the Bayesian posterior 
distributions (3.25) and (3.57) is identically the constrained 
least squares estimator which was examined in Chapter II. 
C. Maximum Likelihood 
Estimators 
It is well known that the maximum likelihood estimator 
is the mode of the Bayesian posterior distribution when the 
prior distribution is uniform on the parameter space [see, 
for example, Lehmann (1959, page 25) or Lindgren (1960, 
page 190)] . 
Thus we see that the maximum likelihood estimators are, 
in this case, identically the estimators given by the mode 
of the Bayesian posterior distribution subject to the priors 
assumed in Chapter III, which are, in turn, identically the 
least squares estimators examined in Chapter II. 
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V. COMPARISON OF ESTIMATORS 
In the context of this thesis, we shall use the following 
definitions. 
Given an estimator 0 of a constrained parameter 6 which 
has as its unconstrained best linear unbiased estimator ê, 
2 ^ 
and where ag is the variance of §, we define the standardized 
bias of 0 to be the quantity 
E((0-O)/ag) (5.1) 
and the standardized mean square error of 6 to be the 
quantity 
E((8-6)2/og2). (5.2) 
Also, following Pitman (1937), if there are two esti­
mators, 0^ and §2/ of 0, where 6 is as defined above, then we 
say that 6^ is closer than §2 if 
P{ 1 02^-0 I < I 02~9 I } > Y ' (5.3) 
2 A. The Case when a 
is Known 
To illustrate the behavior of the three estimators, we 
give in Figure 1 a graph of the constrained least squares 
-s' E 
estimator 6^, the Baye si an posterior mean estimator 
and the Bayesian posterior median estimator against the 
unconstrained best linear unbiased estimator for the single 
2 truncation situation with o c^^ taken to be unity. In Figure 2 
o 
m 
LU 
(D  
lli 
Sg 
Œ 
ûc 
o 
o 
-11.00 -3.00 -2.00 0 .00  3.00 l .OO 2 .00  
UNCONSTRAINED BLUE 
Figure 1. Graph of and 3^^ against 3^^ for the single truncation case with 
unity 
o 
-8.00 
Figure 2 
-6 -00  
1 1 1 r 
-4.00 -2.00 0.00 2.00 
UNCONSTRAINED BLUE 
Graph of and (3^^® against 0^^ for the interval constraint case with 
a^Cii unity and e=2 
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we give a similar graph for the interval constraint situation 
with e=2. 
We observe that in both Figure 1 and 2 the Bayesian 
posterior median estimator 6^ lies between the constrained 
least squares estimator and the Bayesian posterior mean 
~ E 
estimator 6^^ . Using the result shown in Chapter IV that the 
constrained least squares estimator may also be obtained as 
the mode of the posterior distributions obtained in Chapter 
III with respect to the disperse priors on 3^ and 6^, and the 
relationship given in Kendall and Stuart, Vol. I (1958, page 
38) that the median of any unimodal distribution always lies 
between its mean and its mode (or antimode), we see that 
this observation will be analytically true for all , and 
also for all values of ô^ in the interval constraint case. 
In Figure 3 we give a graph of the standardized biases 
of the three estimators against the standardized true 
parameter . For the single truncation case, and in 
Figure 4 we give a similar graph for the case when e/a/c^ =2. 
Examination of Figure 3 shows that the constrained least 
squares estimator has a uniformly smaller standardized 
bias than either of the Bayesian estimators, and that the 
m 
Standardized bias of B^ is uniformly smaller than the 
standardized bias of These observations appear to be 
valid for any choice of the standardized true parameter 
3^/a/c^^. Examination of Figure 4 shows that the standardized 
^in 
-j 
to 
Figure 3, 
1 r 
1.00 1.50 2.00 2.50 
TRUE- PARAMETER 
M 
3.00 
Graph of the standardized bias of ^ and against for the 
single truncation case 
-2.00 
Figure 4. 
- I .  SO 00 --0.50 0.00 
TRUE PARAMETER 
0.50 1.00 1.50 
Graph of the standardized bias of f and against for the 
interval constraint case with e=2a/c^ 
E 
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bias of 3^ is uniformly smaller in absolute value than the 
standardized bias of either of the Bayesian estimators, and 
that the standardized bias of is uniformly smaller in 
absolute value than the standardized bias of Examination 
of Tables 2 ,  6 and 11 shows that this relationship is main­
tained for the four values of e/a/c^ tabled. We also observe 
that as E/a/c^2 increases, the ratio of the standardized bias 
of the Bayesian estimators to the standardized bias of 3^ 
increases. 
In Figure 5 we give a graph of the standardized mean 
square error of the three estimators against the standardized 
true parameter 3^/o/c^^ for the single truncation case. We 
note that we may divide the axis into three sets, 
in each of which one of the estimators has the smallest mean 
square error. For convenience, we shall define these three 
sets as follows: 
Standardized mean square error of 6^ is 
smallest} 
= {3^: 0 ^  3^ < (5.4) 
A^ = {3^: Standardized mean square error of 3^ is 
smallest} 
= a^ ^ 3^ < ag}, (5.5) 
Ag = {3^: Standardized mean square error of 3^^^ is 
smallest} 
= {3^: ^ 2 — ^1 ^ • (5.6) 
CM 
Q 
o 
lu 
fkl 
Oin 
œ 
Q 
Œ 
(0% 
d 
0.50 1.00 X.SO 2.00 
TRUE PARAMETER 
0.00 3.50 2.50 3.00 
Figure 5. Graph of the standardized mefm square error of 6^, and 6^^ against 
$2^/0/c 1^2 the single truncation case 
-2.00 
Figure 6 
T 
-1.50 -I.00 -0.50 0.00 0.50 I.00 1.50 
TRUE PflRflMETER 
Graph of the standardized mean square orjror of 3-j^/ 3^^ and 3-j^ against 
3^^/o/c^ for the interval constraint case with e=2a/c^ 
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In Figure 6 we give a graph of the standardized mean 
square error of the three estimators against the standardized 
true parameter 3^/a/c^ for the interval constraint case with 
E/a/c^2=2. We note that we may define sets similar to those 
in (5.4), (5.5) and (5.6) above as follows: 
Standardized mean square error of is 
smallest} 
= = -e £ < -a^"^}u{b^: a^^< £ e = 5^} 
(5.7) 
+ M 
Ag = {3^: Standardized mean square error of 3^ is 
smallest} 
=  {3^ :  -a^^  1  ^  \J  {Ç>^ i  a ^^  <  3^^  a ^^ }  
(5.8) 
A^^ = {3^: Standardized mean square error of 3^^ is 
smallest} 
= {3^ :  1  1.  ^2^^  (5.9) 
We note that in the sense that we may consider the single 
truncation situation to be a special case of the interval 
constraint situation with ô_=0 and 5 =°°, the standardized 
Xj U 
bias and standardized mean square error of 3^ and 3^^ behave 
as if the mid-point of the interval [0,®) is infinite. How-
^ M 
ever, 3^ does not fit this pattern in that its standardized 
mean square error exceeds the standardized mean square error 
of 3^ for the single truncation case when 3^/a/c^ is greater 
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than 3.4 approximately. The standardized mean square error 
of 3^^ is still less than that of for these values. 
2 B. The Case when a 
is Unknown 
To illustrate the behavior of the three estimators, we 
give in Figures 7 and 8 graphs of g^/s/c^^, /s/c^^^ and 
6^^ /s/c^2. against B^/s/c^ for v=2 and 8 in the single 
truncation case. It is readily apparent from Figure 7 that 
neither of the Bayesian estimators are well behaved, as was 
~ e * demonstrated analytically in Chapter III for 3^ with v=2. 
In Figures 9 and 10 we give similar graphs for v=2 and 8 in 
the interval constraint case with e/s/c^^ = 2. 
~ m* ~ ~ e * 
The four figures show that 6^ lies between 3^ and 6^ 
We may use the result of Kendall and Stuart (195 8) referred 
to in the previous section to show that this observation will 
be analytically true for all 3^, and for all 6^ in the 
interval constraint case. 
In Figures 11 and 12 we give graphs of 3^^ against 
for e=2, v=2 and 8 and s/c^^ = 1.0, 1.33, 2.0 and 4.0. 
~ m* 
In Figures 13 and 14 we give similar graphs for 3^"' . We 
~ e * ~ m* ^ 
see that as s increases, 3^ and 3^ decrease for fixed 3^» 
Examination of Tables 6 eind 12 shows that the standard­
ized bias of the Bayesian posterior mean and median estimators 
for the single truncation case with a unknown behaves in a 
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2 
manner very similar to the case with a known. A graph of 
E(b^^*) and E(b^^*) against 3^/ff/c^ would be very similar 
to Figure 3. We observe that for both estimators, the 
standardized bias decreases as v increases. 
We also observe that the standardized mean square error 
of 3^ and 3^ behaves in a fashion similar to that when a 
is known. A graph of E(b^^ and E(i>^ against 
would be very similar to Figure 5. We observe for both esti­
mators that the standardized meem square error decreases as v 
increases when is small 2.0), and increases as v 
increases for large values of g^/o/c^^ 3.0). 
2 Thus, for a unknown we will have three sets similar to 
A^, Ag and Ag given in (5.4), (5.5) and (5.6). We note 
that as V increases, a^ and ag will decrease. 
C. Comparison of the Closeness of the 
Three Estimators 
1. The single truncation case 
Theorem 1; Given two estimators, 9^ and §2 of a non-negative 
parameter 6 which are defined by 
'§ if ê > 0 
(5.11) 
^0 if 0 < 0 
ëg = 8 + (j)(0) (5.12) 
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where 9 is the unconstrained best linear unbiased estimator 
of 0, 9 has a continuous symmetric distribution about 9, 
and where is a positive quantity such that §2 is per­
missible for all 9, then 9^ is closer than §2. 
Proof: We note that 
P{10^-91 < |02-9|} = P{|0^-0| < I§2-91 § < O}P{0 < 0} 
+  P { 1 9 ^ - 9 1  <  I G g - g I  
+ P{|9^-9| < |92-9| 
0 < 9 < 9}P{0 £ 9 < 9} 
9 > 9}P{@ > 9}. (5.13) 
Since @ is the unconstrained best linear unbiased estimator 
of 9 and has a symmetric continuous distribution about 6, we 
have 
p{e ^  9} = p{§ < 9} = J 
and for any 9 > 0 
P{0 < 9 < 0} > 0 , 
(5.14) 
(5.15) 
Now, when ê ^ 9 we have 9^ = 9 and ^2 = 9 + 4)(9) and so 
^ 4(8) > 0-9 = |9^-9|. 
Thus 
p{|8l-6| < i62-6i 
Consider the case when 
9 > 9} = 1 . 
(5.16) 
(5.17) 
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0 8 < 8 < 8 + *(ê) = 6_. (5.18) 
Then we have 
I =  I§- e |  =  8 - 8  ( 5 . 1 9 )  
^ Gg-e = 8-8 + *(8) (5.20) 
and hence 
|8j^-6| < jSg-G] (5.21) 
whenever 
8 + |-(j)(ê) > 8 . (5.22) 
Now, since <j)(ê) is always positive, we note that 
0 < 8 < 0} > 0 (5.23) P{§ + |-<j)(ê) > 8 
and so for 8>0, the result follows from (5.13) using (5.14), 
(5.15) , (5.17) and (5.23) . 
If 9=0, we have 
l e  <  p{|9l-6| < igg-gl 0<o} = PijeJ < leg!)8 0} = 1 (5.24) 
since we recall from (5.11) that whenever 8 < 0, 8^ = 0. 
Thus using (5.24), (5.14) and (5.17) with 8=0 in (5.13) proves 
the result for 8=0. Hence the result is true for non-
negative 8. 
We shall now apply the result of Theorem 1 to the esti-
mators discussed in the previous chapters. If we recall the 
E Bayesian posterior mean estimators defined in (3.15) and 
defined in (3.42) , we can see that these are of the form 
8^ defined in (5.12) with 
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4) = a/c^ Z /Q(5.25) 
and 
(v-i)q*(-a^/s/3^) 
respectively. We observe that both (5.25) and (5.26) are posi­
tive and make and 3^^ respectively permissible. 
We also recall the Bayesian posterior median estimators 
~ m ~ m* (4.6) and (4.17) and note that 6^ and ^ are also of the 
form §2 defined in (5.12) with 
4) (B^) - ta/Cii (5.27) 
and 
4) (6^) ~ ts/Cii (5.28) 
respectively, where t is the solution to (4.5) or (4.15) 
respectively. We note that these estimators are permissible, 
and that the quantity (J) (6^) is positive for any t which is a 
solution to (4.5) or (4.15). 
The constrained least squares estimator 6^ defined in 
(2.3) is of the form 0^^ given in (5.11) . Thus, by Theorem 1 
we have shown that is closer than either the Bayesian 
posterior median or the Bayesian posterior mean estimator. 
We now recall the result shown earlier in this chapter 
that the Bayesian posterior median estimator will always 
lie between the Bayesian posterior mean estimator and the 
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constrained least squares estimator. Thus, in this case, we 
have 
3 l  <  ( 5 . 2 9 )  
since 
( 5 . 3 0 )  "r /\ t? /\ + 4) (6]^) > 
where <j)^(6^) is strictly positive and is permissible. 
We introduce the superscripts E and M on 4)(3q^) for clarity 
in this section and delete the superscripted * on estimators 
for which v is finite. Thus, if 6^^ — ^i' then 
bi'' 1 61} = 1 
and 
p{bi^ 1 33_] = > $1 - 4>"(63_)} > j 
( 5 . 3 1 )  
( 5 . 3 2 )  
Hence, 
p {  I  < i 81^-61 !} 
= p{lè/-6ii < 
+ p{1b/-b^1 < bi^<bi}p{bi^< bj_) 
P { 1  ( 5 . 3 3 )  
which proves that B^ is closer than B^ . 
9 2  
2. The interval constraint case 
Lemma 1 : Given two estimators, 9^^ and 9^ of a parameter 9, 
where 
1 g < (5.34) 
which are defined by 
0, = < 
if e<0. 
if 6^<9<6„ jj— — u (5.35) 
V u 
if 0>5 U 
02 = 0 + 0(5^,8,6^) (5.36) 
where ê is the unconstrained best linear unbiased estimator 
of 9, 9 has a continuous symmetric distribution about 9, and 
*(5^,9,6y) >0 if 0 < 6 = J-(<Sj^+6y) (5.37) 
$ (6j^, 9 , ôy) =0 if 0 = 6 
4(6^,0,6 ) <0 if § > S 
(5.38) 
(5.39) 
in such a way that is permissible. Then for any 8>5 we 
will have 
ë < ô }  = 0 (5.40) P{I  0 ^ - 0  I  <  I  0 2 - 8  I  
p{101-01 < igg-el 
P{ I  0 ^ - 0  I  <  I  0 2 - 9  
(S<9<9} = 1 
92>0} = 0 . 
(5.41) 
(5.42) 
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Proof: When 0>6 and ô^<6<ô, we have 
— — ~  i j — '  
[9^ —6| = 6— 9>0 — 0 — (}) ( , 0 , ôy) = I 92~9 I (5.43) 
where the inequality follows from (5.37). Alternatively, 
when 6>6 and 0<ô^, we have 
|0j^ —0| = 0 — 6^ > 0—02 — (5.44) 
where the inequality follows from the fact that 62 is per­
missible. The two results, (5.43) and (5.44) prove (5.40). 
When 6 < 0 < 0, we have 
10^-01 = 0-0 < 8-8-*(6^,8,6 ) = |02-0| (5.45) 
where the inequality follows from (5.39). Also, when 0>ô 
and 8=0, we have by (5.38) 
|0^ —8| = —0| (5.46) 
and hence (5.41) follows from (5.45) and (5.46). 
When 9>6 and 02>0, we will have 
0 > 02 > 9 > 6 » (5.47) 
Thus, if we have 
— u 
|0^-o| = 0-0 > 8-8+*(6 ,§,6y) = |02-8| (5.48) 
where the inequality follows from (5.39) , and when @>5^ we 
will have 
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I 8^-8| = (sy-e > èg-e = 1 02-91 (5.49) 
where the inequality follows from the fact that §2 per­
missible. 
Thus (5.42) follows from (5.4 8) and (5.49). 
Lemma 2 ; For the estimators 6^ and 62 defined in (5.35) 
and (5.36), and for 6>8 we have 
p{10^-81 < I§2-9 1 0iê<ôy,è2ie} 
= P{Ô+ |(f (Ôj^,0,6y) < G1 e< §<6^,0210}, (5.50) 
p{| ôl-0| < 102"®' l^l'^u'®2-®^ 
= P(è2<2 8-6^|6>5^,62<8}. (5.51) 
Proof: When 0<ê<6„ and 6-,<e, we have 
— u 2— 
I 8^ —8 I = 6 — 8 (5.52) 
I 82-6 I = 6-6-4) (5, 0/Ôy) (5.53) 
and thus 
10^—61 < 162 — 0 I (5.54) 
is valid whenever 
0-6 < 9-6-(i) (, 0/ ôy) (5.55) 
which we may rewrite as 
0 + 24(6^y8,6y) < 8 (5.56) 
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which proves the result (5.50). 
When 0>ô__ and 9_<6, we have 
— u 2 —  
|9^-6| = 5y-8 (5.57) 
iGg-Ql = e-ê-(j)(6^,ê,6y) (5.58) 
and thus (5.54) is valid whenever 
6y-8 < 8-8-4(6^,6,6y) (5.59) 
which we may rewrite as 
6j = < 26-6y (5.60) 
which proves the result (5.51). 
We will use the results shown in Lemmas 1 and 2 in the 
following, where we examine the probability of (5.54) being 
valid. 
p{l0^-el < i 02-8 i} 
= p{|e^-9l < igg-el 8<6}p{§<6} 
ô<ê<0}p{ô<ê<e} + p{ 1 0^-0) < 102-01 
+ p{10^-0 i < i 02-0 1 
+ p{10^-0 i < 102-01 
= p{0<_0<0} 
+ p{0+^4(6^,0,5y) <0l 0<_0<ôy,0 2l9>p{ 6<ë<6^,02<9} 
ê^9 , ëglgïpt 019f 02-®} 
0>0,92>9}p{§>9,02>0} 
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+ P{82<28-0 |6>6g,82<^}P{@>6y,82<6}. (5.61) 
In order to determine when 6^ is closer than §2 we need 
to determine for what values of 0 (5.61) is strictly greater 
than Y" In order to examine this problem, we must revert 
to the two specific estimators which we are interested in, 
which are given in (3.26) and (3.58) for the Bayesian posterior 
mean estimator, and (4.6) and (4.17) for the Bayesian posterior 
median estimator. Hence, for the Bayesian posterior mean 
estimators we have 
*(6^,B^,ay) = a/5^[Z(d^)-Z(dy)]/[Q(d^)-Q(dy)] (5.62) 
and 
*(4l'gl'*u) = 
sv/H]^[(l+d*^/v)T^(d*)-(l+d*^/v)T^(d*) ] 
(v-1) [Q*(d*)-Q*(d*)] 
^ ^ ^ " (5.63) 
2 
when a is known and unknown, respectively. We observe that 
both the quantities (5.62) and (5.63) satisfy (5.37), (5.38) 
~ E ~ E* 
and (5.39) and are such that 3^ respectively are 
permissible. Also, for the Bayesian posterior median estimator 
(4.6) and (4.17) we have 
<|) (ôj^, 3^ ,6y) = ta/c^ (5.64) 
whore t is the solution to (4.11) and 
4^ô^y3^,6y) = ts/c^Y (5.65) 
where t is the solution to (4.22). We note that the quantities 
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(5.64) and (5.65) satisfy (5.37), (5.38) and (5.39) and are 
such that and 6^^ respectively are permissible. 
We have computed in Table 13 the quantity 3^* such that 
~ e ~ 3^ is closer than whenever 
-bl*< 3^ < 3^* (5.66) 
and the quantity 3^* such that 3^ is closer than 3^^ whenever 
3^ satisfies (5.66) for e/a/c^^ = 0.5, 1.0, 1.5 and 2.0. 
Since the distributions of 3^^ and 3^ are not known, 
we may compute the quantity 3* in Table 13 by an iterative 
procedure with the following steps. 
1. Set i=0, 8^=6 and 6g=8_^ = 5^. 
1 ^ 2. Choose 6^ = and evaluate p = P{ô£6£0^}. 
3. Compute 9^^ such that P{8^<8<6^} = 1-p. 
4. Compute the appropriate Bayesian function <j)(0^) 
corresponding to ^. 
5. If §. <ô„, check whether 6.+ ^ (6.) <8. 
1 —  u  1 . 6  1  1  
If check whether §^+<i) (@^) <20^-6^. 
6. If step 5 holds, put 8^=6^. 
If step 5 does not hold, put 8^=8^. 
7. Put i=i+l and repeat steps 2 through 7 until 
|gi-8i_il<10"^' 
In order to examine the closeness of 3^^ with respect 
to 3^^ we assume 32>ô and note that whenever we have 
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-s- ~ M 
$1 1 $1 < < 6 < 
and hence 
Similarly, whenever 6^>5 we have 
6l 1 gi > 6i* > 91%. 
(5.67) 
(5.68) 
(5.69) 
We must consider four separate cases as follows; 
b, = 
= 
= 
b, = 
5 < $2 6^}, 
03_ > 61,61^ < < b^}, 
b]^  > b^ fb^ m > bifb^ g < b^ }, 
{61: 1 gil. 
(5.70) 
(5.71) 
(5.72) 
(5.73) 
We observe that whenever G^cB^uBg, we have 
! < I 61^^61 (5.74) 
and that whenever B^^eB^ we have (5.68) holding. 
Thus, 
m „ i , i % e 
+ p{|6i*-bil < |bi*-bi % e 
+ p{jbi%3_l < |bi*'-bi % e 
+ p{|b3_^-bii < ib^^-bi % e 
b^}p{b^} 
b2}p{b2} 
bj'ptej} 
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b4}p{b4} 
= P{B.^} + P^Bg} + p{lg^^-33_| < B3}P{B3}. (5.75) 
Using (5.75), we have computed in Table 13 the quantity 
3^* such that 6^^ is closer than 6^^ whenever satisfies 
(5.66) for e/a/c^ = 0.5, 1.0, 1.5 and 2.0. 
This computation is performed by an iterative procedure 
similar to that outlined earlier but with the following steps 
replacing those of that algorithm. 
g ~ M 
4. Compute the Bayesian estimators 8^and Gg 
corresponding to 6^^. 
e 5. If ^2^ > 8, put 6^=0and go to step 7. 
If 021^ S ®i ®2i^ — ®i' ®u ~ ^i 9° to 
step 7. 
If 02i^ 1. 0^ and 82^^ > 0^/ compute F(0^)= 02i'^"^®2i" 
— 28^. 
6. If F(ê^) < 0, put 0^=0^. 
If F(Ô^) > 0, put 0y=8^. 
We observe that the probabilities needed in steps 2 and 3 
of the algorithms are evaluated using the fact that 
(8-8^)/o/c^2 has the standard normal distribution if 0^ is the 
true parameter. 
2 For the case when a is unknown we recall that <})(0^) will 
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be a function of and s/c^^. It is not possible to adapt 
the algorithm to give results in this case since 6^* will 
vary with s/c^^. Also, the distribution of 6^ and 6^ 
are not known. We have not attempted to examine this problem 
further. 
Table 13. Values of for comparing closeness of 3^^ 
and g,^ in the interval constraint situation with 
2 
a known 
e/a/c^ Bi^ vs B^^ vs B^ B^^ vs B^^ ^  
0.5 0.3076 0.3298 0.1559 
1.0 0.6802 0.7293 0.4219 
1.5 1.0562 1.1389 0.7123 
2.0 1.2648 1.3631 1.0008 
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VI. BAYE s IAN ESTIMATORS WITH ALTERNATIVE 
PRIORS 
In this chapter, we shall examine the Bayesian posterior 
mean estimators obtained from several different specifications 
of the prior distribution on It is apparent that there 
exists no prior distribution on 6^ which will yield as its 
posterior mean the constrained least squares estimator 
examined in Chapter II. To justify this statement we observe 
that for any prior distribution on 6-, which does not put 
probability one at one of the end points of the constraint 
interval, there will be a positive posterior probability of 
obtaining a value different from the end points. Thus, the 
mean of the posterior distribution cannot be at either end 
point. Since the constrained least squares estimator is 
equal to the end points of the constraint interval with posi­
tive probability, we can see that there exists no prior distri­
bution having as the mean of its posterior distribution. 
However, it is of some interest to examine the form of 
prior distributional assumptions about which will yield 
posterior means "close to" B^ some sense. Also, we shall 
examine some priors which seem consistent with our assumption 
of ignorance about B^ other than that B^cS. 
In the latter case, for example, in the situation where 
we know an upper and lower bound on B^ and believe that B^ 
cannot lie outside this interval, it may seem reasonable to 
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assume that there is higher probability of 3^ being centrally 
located between these bounds than of it being close to one or 
other of them. For such a case, some prior distribution sym­
metric about the mid-point of the constraint interval and 
having zero, or very small, probability at the end points 
seems reasonable. This idea was mentioned by Thiel and 
Goldberger (1960) who suggested a normal distribution about 
the mid-point in such a situation. 
We also note that in the single truncation case, it is 
not at all clear what prior distribution should be chosen to 
quantify ignorance about the parameter value [see, for example. 
Fisher (1959, page 16)]. It is this problem which seems to 
influence many, among them Fisher (1959) and Edwards (1972), 
to reject any sort of Bayesian ideas. The attempt by Jeffreys 
(1961) to resolve this problem on the basis of invariance 
ideas seems also to have failed. In the present case, the 
uniform improper prior on 6^ which we studied in Chapters 
III and IV implies that since 6^ is the slope of the regression 
line, a slope between 0 and 45 degrees is very much less, 
probable than a slope between 45 and 90 degrees. In order 
to correct this, a prior distribution which places, higher 
probability close to zero and lesser probability in the tail 
seems a reasonable one. We note that such an assumption of 
prior information will yield a posterior mean estimator 
"closer" to than 
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A. The Single Truncation 
Case 
With the problems discussed above in mind, we will restrict 
2 
our attention to the case of a known. We shall consider the 
prior on 3q to be given by (3.5) and the prior on to be 
given by one of the following four cases. 
p(b-j^) = (6.1) 
c^ expt-ag^/a^c^^} if 6^^ ^ 0 
otherwise, 
c^ if 3^^ ^ 0 
p(bl) = < (6.2) 
otherwise, 
if > 0 
if 6^ = 0 (6.3) p(Gi) « < P 
otherwise. 
c. [1 - exp{-a6^/a c^^}] if 3^^ ^ 0 
otherwise 
p(3^) = { (6.4) 
/ 
where a>0 is some suitably chosen constant and 0 £ p £ 1. 
These distributions have been chosen for their mathematical 
convenience. However, they have the property that varying a 
in (6.1), (6.2) and (6.4) and p in (6.3) causes a shift in 
the prior distribution towards or away from 3^=0• We observe 
that with the correct choice of c^^, (6.1) is the negative 
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exponential distribution and (6.2) is the half normal distri­
bution. We give in Figure 15 a graph of these densities for 
a/a/c^= 0.5, 1.0 and 1.5 in the case of (6.1), and for 
a - 0.5, 1.0 and 1.5 in the case of (6.2). We note that 
the negative exponential distribution gives more weight to 
values of 3^/a/c^ near to zero and in the tail area than 
the half normal distribution. 
Both the distributions (6.3) and (6.4) are improper 
in that they do not integrate to unity for any choice of c^• 
However, as in Chapter III with the disperse prior, this will 
cause no problem in the mathematical computation of the 
posterior distributions with respect to them. We shall refer 
to (6.3) as a Jeffreys distribution, since he discusses the 
use of such a prior distribution in the context of tests of 
hypotheses [Jeffreys (1961, page 246)]. We shall refer to the 
final prior distribution, (6.4) , as an inverse exponential 
distribution. We have found no previous use of such a dis­
tribution. In Figure 16 we give a graph of (6.4) with 
a/o/c^Y ~ 0*5, 1.0 and 1.5 and with c^=l. 
We note that the negative exponential, half normal and 
Jeffreys distributions were chosen to obtain posterior means 
which are "close to" while the inverse exponential distri­
bution was developed to have the property of being zero at 
o 
vn 
T 
4. Half Normal 
5. Half Normal 
6. Half Normal 
a+ 1.5 
a+ = 1.0 
a+ = 0.5 
a = 1.5 
a = 1.0 
a  
= 0.5 
-1  r  
l .OQ Ï .50  2 .00  
TRUE PARAMETER 
0 .00  0 .50   QO 1 2 .50  3 .00  
Figure 15. Graph of the negative exponential and half normal priors 
m 
OI 
to 
CC 
a. 
3 .00  3.50 1.00 1 .50  2 .00  0 .00  0 .50  
TRUE PARAMETER 
Figure 16. Graph of the inverse exponential prior with c^=l 
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1. The negative exponential prior 
Thus, using (6.1) and (3.5) as our prior distribution, 
we obtain 
K = (2TTa^) exp{- exp{- —^—} exp{ i (6,-B,)^} 0 J- 2 a ^  J  0  "  -  -
ag 
11 2a  c  11 
exp{- ^ [(6 -B ) + (6 -B )X]2} dB. dS,. (6.5) 
- 0 0  2 a  
We use the transformation to Ç defined in (3.8) together with 
the transformation 
n = [Bj^-(B^^-a) ]/Vc^ (6.6) 
which have as their Jacobian the quantity (nS^^) ,where 
is defined in (3.10). Thus, 
k = cqc^(2?3 ) 2 . ,  2  11 (nS^ ^ ) exp{- ^ ^^^}exp{- —% (2^1-a)} 2a  2 o \ i '  ^ 
-1 -1 
I 2(n/a)a | Z(ç/a)cr dg dn 
J rrn 
2 ,  '  2  
= cqcj^(27rff ) 
where we define 
(nsii) ^exp"t-^^^^exp{- —g (20^-a) }q (b^"*") 
2a  2a  c 11 
(6.7) 
b^^ = (a-B^)/a/c^ = h + a"*" ( 6 . 8 )  
and 
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+ a = 
Thus we may rewrite (6.7) as 
(6.9) 
K = 
_ ^ n-2 ^ 2 
cocI(2tto^) ^ (ns^^) ^exp{- ^ ^^}exp{^''^(h+bj^^) }q(b^^). 
(6.10) 
Using (6.10) we obtain the posterior distribution of 3q and 
with respect to the specified priors as 
f(6q,bl|o,y) = ( 
^(nS,, )^exp{- —è [&.-(&,-o)]^} 
2* =11 
exp{- -^[(gg-Sg) + (6i-Bi)X]2}/2na2Q(6^+) 
if > 0 
otherwise 
(6.11) 
and the Bayesian posterior mean of (6.11) is given by 
e(6^) 
q ûb^ 
^ +(n/c^i+B^-a)z(n/a)a -1 z(ç/a)a"^dç dn 
= 3^-a + a/c^ z(b^^)/q(b^^). (6.12) 
We may rewrite (6.12) in terms of the standardized variate 
b^^ which we define in a manner similar to the definition 
- E 
of b^ given in (3.19) as 
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= X - b^^ + Z(6^^)/Q(6^*). (6.13) 
We observe the similarity between (6.13) eind (3.19) which we 
a 
may use to obtain values of 3^^ from Table 3. As for the 
previously examined Bayesian estimators, we compute the 
~ a 
standardized bias E (b^^ ) and the standardized mean square 
error E(b^^^) of the estimator by numerical integration. 
Selected values of these are given in Table 14 for a^ = 0.5, 
1.0 and 1.5. 
In Figure 17 we give a graph of against for a = 
2 ~ A 0.5, 1.0 and 1.5 and with a c^^ unity. We observe that 
is well behaved and that the three curves for the three values 
of a can be obtained by moving the curve for horizontally 
through the amount a. We may consider to be a member 
of this family of curves since it can be obtained from (6.12) 
2 by putting a=0. For the case when a c^^ is not unity, we may 
interpret Figure 17 with the scales on both axes in terms of 
multiples of a/c^. 
In Figure 18 we give a graph of the standardized bias 
A /— + 
of 3^ against the quantity for a = 0.5, 1.0 and 
1.5. We see that as a^ increases, the standardized bias 
uniformly decreases. In all cases, the standardized bias 
becomes negative for larger values of the parameter 3^. 
As a^ increases, the value of 3^ at which the standardized bias 
becomes negative moves towards zero. We note that there 
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Table 14. Values of the standardized bias and standardized 
mean equare error of for a^=0.5, 1.0 and 1.5 
a+ 
standardized Alas Standardized M.S.E. 
Gl/o ,  °11 
m
 
o
 H
 
O
 
1 .5  0 .5  
o
 
I
—
1
 
1 .5  
0 .0  0 .  7250  0 .5884  0 .4850  0 .6385  0 .4124  0 .2731  
0 .  1  0 .  6571  0 .5128  0 .4034  0 .5568  0 .3367  0 .2052  
0 .2 0 .  5909  0 .4386  0 .3229  0 .4875  0 .2745  0 .1517  
0 .3  0 .  5266  0 .3659  0 .2436  0 .4300  0 .2253  0 .1123  
0 .4  0 .  4641  0 .2947  0 .1654  0 .3836  0 .1885  0 .0866  
0 .5  0 .  4035  0 .2250  0 .0884  0 .3478  0 .1635  0 .0739  
0 .6  0 .  3450  0 .1571  0 .0128  0 .3219  0 .1497  0 .0739  
0 .7  0 .  2  885  0 .0909  —0•0614  0 .3053  0 .1466  0 .0859  
0 .8  0 .  2341  0 .0266  -0 .1341  0 .2972  0 .1534  0 .1095  
0 .9  0 .  1819  -0 .0359  -0 .2053  0 .2970  0 .1696  0 .1438  
1 .0  0 .  1318  -0 .0965  -0 .2749  0 .3040  0 .1943  0 .1885  
1 .1  0 .  0840  -0 .1550  -0 .3429  0 .3174  0 .2270  0 .2427  
1 .2  0 .  0384  -0 .2115  -0 .4091  0 .3367  0 .2669  0 .3057  
1 .3  -0 .  0050  -0 .2659  -0U4734  0 .3610  0 .3132  0 .3770  
1 .4  -0 .  0460  -0 .3181  -0 .5359  0 .3897  0 .3653  0 .4557  
1 .5  -0 .  0849  -0 .3681  -0 .5964  0 .4221  0 .4224  0 .5411  
1 .6  -0 .  1215  -0 .4160  -0 .6550  0 .4577  0 .4838  0 .6325  
1 .7  -0 .  1559  -0 .4615  -0 .7114  0 .4958  0 .5488  0 .7290  
1 .8  -0 .  1881  -0 .5049  -0 .7657  0 .5357  0 .6167  0 .8300  
1 .9  -0 .  2181  -0 .5459  -0 .8179  0 .5771  0 .6869  0 .9348  
2 .0  -0 .  2460  -0 .5847  -0 .8679  0 .6194  0 .7587  1 .0425  
2 .1  -0 .  2719  -0 .6212  -0 .9156  0 .6621  0 .8315  1 .1525  
2 .2  -0 .  2957  -0 .6554  -0 .9610  0 .7049  0 .9048  1 .2641  
2 .3  -0 .  3176  -0 .6875  -1 .0041  0 .7474  0 .9782  1=3766  
2 .4  -0 .  3377  -0 .7173  -1 .0449  0 .7894  1 .0511  1 .4896  
2 .5  -0 .  3559  -0 .7449  -1 .0833  0 .  8306  1 .1233  1 .6025  
2 .6  -0 .  3724  -0 .7703  -1 .1193  0 .8709  1 .1945  1 .7148  
2 .7  -0 .  3871  -0 .7937  -1 .1529  0 .9103  1 .2644  1 .8261  
2 .8  -0 .  4003  -0 .8149  -1 .1840  0 .9486  1 .3329  1 .9362  
2 .9  -0 .  4119  -0 .3340  -1 .2127  0 .9860  1 .4000  2 .0447  
3 .0  -0 .  4220  -0 .8511  -1 .2389  1 .0225  1 .4656  2 .1516  
3 .1  - c .  4306  -0 .8662  -1 .2626  1 .0582  1 .5298  2 .2567  
3 .2  -0 .  43  78  -0 .8792  -1 .2837  1 .0934  1 .5928  2 .3599  
3 .3  -0 .  4436  -0 .8902  -1 .3022  1 .1281  1 .6546  2 .4614  
3 .4  -0 .  4481  -0 .8992  -1 .3181  1 .1627  1 .7156  2 .5611  
3 .5  -0 .  4512  -0 .9063  -1 .3313  1 .1972  1.7758 2 .6591  
3.6 -0 .  4530  -0 ,9113  -1 .3417  1 .2318  1 .8354  2.7555 
3 .7  -0 .  4536  -0 .9143  -1 .3494  1 .2667  1 .8946  2 .8503  
3.8 -0 .  4529  -0 .9153  -1 .3542  1 .3018  1 .9535  2 .9435  
3 .9  -0 .  4510  -0 .9143  -1 .3562  1 .3373  2 .0120  3 .0349  
4 .0  -0 .  4480  -0 .9113  -1 .3554  1 .3729  2 .0701  3 .1244  
s 
\n 
-«1.00 
Figure 17. 
-3 .00  
T 1 r r 
-2 .00  - l .OO 0 .00  [ . 00  
UNCONSTRAINED BLUE 
2.00 3 .00  
Graph of against for a = 0.5, 1.0 and 1.5 and unity 
in 
O.DO 0.50 1.00 TRUE^PflRflMETER 
Figure 18. Graph of standardized bias of against for 
1.5 
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exist sets of parameter values for each value of a^ for which 
^ A the absolute standardized bias of is smaller than the 
standardized bias of 3^. For large values of we observe 
that the standardized bias of 6^ is close to -a , and thus for 
^ A large values of and 3^^/ will have a large negative bias. 
In Figure 19 we give a graph of the standardized mean 
square error of 6^^ against the quantity B^/o/c^^ for a*=0.5, 
1.0 and 1.5. We see that the standardized mean square error 
of B^ has a minimum, the value of which decreases as a 
increases. Also, the value of B^/o/c^^ which the minimum 
occurs decreases as a^ increases. However, we note that for 
larger values of the parameter, the standardized mean square 
~ A 
error of B^ becomes much greater than the standardized 
mean square error of B^, and that the parameter value at which 
B^ becomes better moves towards zero as a"*" increases. 
2. The half normal prior 
We now examine a similar argument using (6.2) and (3.5) 
as our prior distribution and obtain 
2 g 2 
K = c^c_ {Z t j cP) exp{— —y} [ exp{— —i }exp{ 5 (B,—B-i) } 
" 20^ jo 2a^cii 2o^cii ^ ^ 
X exp{- ^ [(Bq-Bq) + (B^-BiiXl^} dBg dB^. (6.14) 
cj 
= 0.5, a =1.0 a =1.5 
o 
q 
uj 
n 
œ 
q 
0.50 0.00 1.00 1.50 2.00 3.50 3.00 
TRUE PARAMETER 
Figure 19. Graph of standardized mean square error of against for 
a*=0.5, 1.0 and 1.5 
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As before, we use the transformation to C defined in (3.8) 
together with the transformation 
n = /a+l [Sj^-Bj/Ca+D ]//c^ (6.15) 
1 
"2 
which have as their Jacobian the quantity [nS^^(a+l)] 
Thus, 
2 -(v-) 
k = cgcg^ (2tto ) 
—— 2 ^ 
InS-,(a+l)] exp{- ^ ^^}exp{- —% } 
2 a  2 G ^ C i i ( a + l )  
[ Z(n/a)a~^ f z(Ç/a)a"^ dÇ dn 
J ah J 
- ) -i. 2 
= CQC^(2iTa^) ^ [nSj^^(a+l)] ^exp{- ^ ^^}exp{- ^ ^h^}Q(h^) 
(6.16) 
where we define 
h = h//a+l . (6.17) 
Using (6.16) we obtain the posterior distribution of 3q and 
B, with respect to the specified priors as 
1 g 
[nsii(a+l)]2exp{-
f(6q,6l|a,y) = /x exp{—-^[ (Bq-6q) + ^0 (h ) 
2 a  
if 6^>0 (6.18) 
otherwise 
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and the Bayesian posterior mean of (6.18) is given by 
61® = e(3^) 
1 
ôwt 
•<» I T ) :  
<yh"^ I 1 
°° 1 
Z(Ç/a)a~-'dÇdTi 
cr  I /o+l a+1, 
_1 
= (a+1) + Z(h+)/Q(h+)], (6.19) 
We rewrite (6.19) in terms of the standardized variate 
b^^ which will be defined in a manner similar to b^^ given 
in (3.19) as 
1 
b^^ = X + (a+1) ^ [-h+ + Z(h+)/Q(h+)]. (6.20) 
We observe a similarity between the part of (6.20) enclosed 
in the square brackets and (3.15) which we may use to obtain 
values of from Table 5. We compute the standardized 
bias and the standardized mean square error E(b^®^) of 
^ B the estimator 6^ by numerical integration and give selected 
values of these in Table 15 for a=0.5, 1.0 and 1.5. 
In Figure 20 we give a graph of against 0^ for a= 0.5, 
2 ~ B 1.0 and 1.5 and for a c^^ unity. We observe that is well 
E behaved and that we may obtain from (6.19) by putting a=0. 
For the case when a c^^ is not unity, we may interpret Figure 
20 with the scales on both axes in terms of multiples of 
o/c^^. As a increases we observe very small changes in the 
« B 
values of 6^ corresponding to negative values of while 
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Table 15. Values of the standardized bias and standardized 
mean square error of B^^^-for a= 0.5, 1.0 and 1.5 
-
standardized Dias Standardized M.S.E. 
/ o ^  0.5  
o
 
H
 1 .5  0 .5  1 .0  1.5 
^^ 11 
0 .  0  0 .  7099 0 .6024 0 .5321 0 .5797 0 .4034 0 .3082 
0 .  1  0 .  6367 0 .5221 0 .4477 0 .4877 0 .3163 0 .2273 
0 .  2  0 .  5647 0 .4427 0 .3638 0 .4081 0 .2430 0 .1611 
0 .  3  0 .  4939 0 .3640 0 .2806 0 .3405 0 .1830 0 .1095 
0 .  4  0 .  4243 0 .2861 0 .1979 0 .2844 0 .1361 0 .0720 
0 .  5  0 .  3559 0 .2090 0 .1158 0 .2392 0 .1019 0 .0485 
0 .  6  0 .  2888 0 .1328 0 .0343 0 .2046 0 .0800 0 .0386 
0 .  7  0 .  2230 0 .0574 —0.0466 0 .1799 0 .0700 0 .0420 
0 .  8  0 .  1585 -0 .0171 -0 .1269 0 .1647 0 .0715 0 .0585 
0 .  9  0 .  0952 -0 .0908 -0 .2065 0 .1585 0 .0842 0 .0877 
1 .  0  0 .  0333 -0 .1636 -0 .2855 0 .1606 0 .1076 0 .1293 
1 .  1  -0 .  0273 -0 .2355 -0 .3639 0 .1707 0 .1413 0 .1831 
1 .  2  -0 .  0865 -0 .3065 —0.4416 0 .1882 0 .1851 0 .2486 
1 .  3  -0 .  1445 —0.3766 -0 .5186 0 .2126 0 .2384 0 .3257 
1 .  4  -0 .  2011 -0 .4458 -0 .5950 0 .2434 0 .3009 0 .4140 
1 .  5  -0 .  2565 -0 .5141 -0 .6707 0 .2802 0 .3722 0 .5133 
1 .  6 -0 .  3105 -0 .5815 -0 .7458 0 .3224 0 .4520 0 .6231 
1 .  7  -0 .  3633 -0 .6480 -0 .8202 0 .3698 0 .5400 0 .7433 
1 .  8  -0 .  4149 -0 .7136 -0 .8939 0 .4218 0 .6357 0 .8737 
I .  9 -0 .  4652 -0 .7784 -0 .9669 0 .4781 0 .7390 1 .0138 
2 .  0  -0 .  5144 -0 .8422 -1 .0392 0 .5384 0 .8494 1 .1637 
2 .  1  -0 .  5623 -0 .9052 -1 .1109 0 .6024 0 .9669 1 .3229 
2 .  2  -0 .  6091 -0 .9673 -1 .1818 0 .6698 1 .0912 1 .4914 
2 .  3  -0 .  6548 -1 .0285 -1 .2520 0 .7405 1 .2220 1 .6691 
2 .  4  -0 .  6994 -1 .0887 -1 .3214 0 .8143 1 .3594 1 .8557 
2 .  5  -0 .  7428 -1 .1481 -1 .3900 0 .8912 1 .5031 2 .0513 
2 .  6  -0 .  7852 -1 .2064 -1 .4577 0 .9710 1 .6532 2 .2557 
2 .  7  -0 .  8264 -1 .2638 -1 .5244 1 .0538 1 .8097 2 .4691 
2 .  8  -0 .  8665 -1 .3200 -1 .5902 1 .1397 1 .9726 2 .6913 
2 .  9  -0 .  9054 -1 .3751 -1 .6547 1 .2288 2 .1419 2 .9225 
3 .  0  -0 .  9432 -1 .4289 -1 .7180 1 .3213 2 .3178 3 .1626 
3 .  1  -0= 9  796 -1 .4813 -1 .7798 1 .4173 2 .5005 3 .4117 
3 .  2  -1 .  0147 -1 .5321 -1 .8400 1 .5172 2 .6899 3 .6698 
3 .  3  -1 .  0483 -1 .5811 -1 .8983 1 .6211 2 .8862 3 .9367 
3 .  4  -1 .  0803 -1 .6282 -1 .9544 1 .7293 3 .0894 4 .2124 
3 .  5  -1 .  1106 -1 .6732 -2 .0080 1 .8419 3 .2994 4 .4965 
3 .  6  -1 .  1390 -1 .7156 -2 .0589 1 .9590 3 .5161 4 .7885 
3 .  7  -1 .  1654 -1 .7554 -2 .1068 2 .0807 3 .7391 5 .0879 
3 .  8  -1 .  1895 -1 .7922 -2 .1512 2 .2068 3 .9680 5 .3938 
3 .  9  -1 .  2114 -1 .8257 -2 .1918 2 .33  71 4 .2019 5 .7050 
4 .  0  -1 .  2307 -1^.8557 -2 .2233 2 .4712 4 .4400 6.0202 
a=l. 5 
-y.00 -3.00 -2.00 "l.OO 0.00 l.OO 
UNCONSTRAINED BLUE 
2.00 
Figure 20. Graph of against for a=0,5, 1.0, 1.5 and unity 
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- B ^ 
corresponding changes in for large positive values of 6^ 
are very marked. 
In Figure 21 we give a graph of the standardized bias 
of 6^^ against the quantity for a=0.5, 1.0 sind 1.5. 
In Figure 22 we give a graph of the standardized mean square 
error of against B^/a/c^^ for the same values of a. 
^ B Examination of these two figures indicates that B^ behaves in 
^ A 
a manner similar to B^ but in a more extreme fashion. The 
standardized bias of for large a and B^^ is larger negative-
~ A ly than that of B^ • The standardized mean square error of 
§2^ has a smaller value for its minimum than that of 
for the same value of ti%e parameter a, and as B^ increases the 
^ B 
standardized mean square error of B^ gets larger much faster 
than that of B^^^ 
3. The Jeffreys prior 
We now use (6.3) and (3.4) as our prior distribution 
and obtain 
2 00 
K = CQ(2no^) ^'^^exp{-^:^^} (pô (0) +(l-p))exp{ —(B^^-B^^)^) 
2 a  ' Q  2 a  c  11 
r= 
exp{—S_[(BQ_gQ) + (6^_g^)x]2}dBo dB^ 
>  2 a  
- (2ZÊ.) -i. 2 
= c_{27ra^) 2 (ns ) 2exp{- [pZ (h) + (1-p) Q (h) ] (6.21) 
"  2 a  
where 5(0) is the Dirac delta function. Thus, using (6.21) we 
m 
a=0 
qq 
a = 0 , 5  
œ2 
a=1.5 a=1.0 
o 
m  
3.50 2.50 3.00 
TRUE^PflRflMETER 
Figure 21. Graph of standardized bias of ^ agai 
o 
UJ 
m 
Œ °  
a 
z 
œ 
1.50 2.50 0.50 0.00 1.00 2.00 3.00 3.50 
TRUE PARAMETER 
^ b 
Figure 22. Graph of standardized mean square error of B, against 3,/a/c,, for 
a=0.5, 1.0 and 1.5 
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obtain the posterior distribution of Bq  and with respect 
to the specified priors as 
^(nSii)^ {l-p)exp{ 2 }exp{—(bq-0q)  
2 a  c 11 2a 
+ (B^-B3^)X]^}/27ra^[pZ(h) + (l-p)Q(h)] if 6^ > 0 
f(bq/^Iio f Y ) —  
1 
2 (nS^^) ^pZ (h)exp{ -^[ (bq-bq) -b^x]^} 
^2ira [pZ (h) + (l-p)Q(h) ] 
( 6 . 2 2 )  
if B, = 0 
V. 0 otherwise 
and the Bayesian posterior mean of (6.22) is given by 
= e(bi) 
(1-p) 
ah 
(B^+n/c^^) z (n/cr) a -1 Z(C/a)a"^ dC dn 
[pZ (h) + (l-p)Q(h)] 
= Bi + a/H^Z(h) [ph+(l-p)]/[pZ(h) + (l-p)Q(h)l (6.23) 
where n and Ç are given in (3.8) and (3.9). We may rewrite 
^ c (6.23) as the standardized variate b^^ which we define in a 
^ e 
manner similar to the definition of b, given in (3.19) as 
c C b^ =X-h + Z (h) [ph+(1-p) ]/[pZ (h) +(l-p)Q (h) ], (6.24) 
We c c, may compute the standardized bias E (b^^ ) and the standard­
ized mean square error E(b^CZ) of the estimator B^^ by 
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numerical integration. Selected values of these are given in 
Table 16 for p = 0.25, 0.5 and 0.75. 
In Figure 23 we give a graph of against 3^ for 
2 p = 0.25, 0.5 and 0.75 and for a c^^^ unity. We observe that 
~ c ~ c 3^ is well behaved and that as p increases 3^ decreases. 
When is large positive or negative, is "close to" 
e 
B^' Also, we may consider B^ to be of the form (6.23) 
2 
with p = 0. For the case when a c^^^ is not unity, we may 
interpret Figure 23 with the scale on both axes in terms of 
multiples of cr/c^. 
In Figure 24 we give a graph of the standardized bias of 
^ c 3^ against the quantity 3^/o/c^^ for p = 0.25, 0.5 and 0.75, 
As p increases, the standardized bias decreases and becomes 
negative for larger values of p. The standardized bias has 
a minimum which occurs at a value of Q^/a/c^ which moves 
towards zero as p increases. 
In Figure 25 we give a graph of the standardized mean 
~ C 
square error of 3^ against the quantity 3j^/a/c^j^ for p = 
0.25, 0.5 and 0.75. As p increases, the standardized mean 
square error for small values of 3^/cj/c^ decreases, while 
for larger values the standardized mean square error in­
creases. The standardized mean square error has a minimum 
value which gets smaller as p increases and which is posi­
tioned nearer to the origin as p increases. 
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Table 16. Values of the standardized bias and standardized 
p 
mean square error of for p=0.25, 0.5 and 0.75 
E 
Standardized bias Standardized M.S.E. 
6i/o, ^0^2 0.25 0.5 0.75 0.25 
m
 
o
 ù.it 
0.0 0.7550 0.5950 0.3959 0.7877 0.5799 0.3501 
0.1 0.6998 0.5395 0.3346 0.7291 0.5434 0.1350 
0.2 0.6468 0.4868 0.2767 0.6809 0.5177 0.3323 
0.3 0.5963 0.4370 0.2221 0.6424 0.5019 0.3409 
0.4 0.5481 0.3900 0.1711 0.6129 0.4949 0.3597 
0.5 0.5024 0.3460 0.1237 0.5916 0.4959 0.3876 
0.6 0.4591 0.3049 0.0801 0.5778 0.5039 0.4234 
0.7 0.4182 0.2668 0.0402 0.5706 0.5180 0.4657 
0.8 0.3798 0.2316 0.0042 0.5693 0.5372 0.5134 
0.9 0.3437 0.1992 -0.0280 0.5733 0.5606 0.5653 
1.0 0.3101 0.1697 -0.0565 0.5817 0.5874 0.6201 
1.1 0.2787 0.1429 -0.0812 0.5939 0.6167 0.6767 
1.2 0.2497 0.1188 -0.1023 0.6093 0.6477 0.7338 
1.3 0.2229 0.0973 -0.1198 0.6272 0.6798 0.7906 
1.4 0.1982 0.0781 -0.1341 0.6471 0.7122 0.8460 
1.5 0.1755 0.0613 -0.1451 0.6684 0.7444 0.8991 
1.6 0.1549 0.0466 -0.1531 0.6906 0.7759 0.9493 
1.7 0.1361 0.0340 -0.1584 0.7134 0.8062 0.9958 
1.8 0.1191 0.0233 -0.1611 0.7362 0.8349 1.0382 
1.9 0.1038 0.0142 -0.1615 0.7589 0.8619 1.0761 
2.0 0.0901 0.0067 -0.1599 0.7810 0.8868 1.1092 
2.1 0.0778 0.0007 -0.1566 0.8024 0.9095 1.1374 
2=2 Qc0669 -Q»0042 -0*1518 0*8229 0*9299 1*1607 
2.3 0.0573 -0.0079 -0.1457 0.8422 0.9480 1.1791 
2.4 0.0489 -0.0107 -0.1386 0.8604 0.9639 1.1929 
2.5 0.0414 -0.0126 -0.1307 0.8772 0.9775 1.2023 
2.6 0.0350 -0.0139 -0.1223 0.8928 0.9890 1.2077 
2.7 0.0294 -0.0146 -0.1136 0.9070 0.9986 1.2094 
2.8 0.0246 -0.0148 -0.1047 0.9199 1.0063 1.2078 
2.9 C.0204 —0.0146 -0.0958 0.9315 1.0124 1.2034 
3.0 0.0169 -0.0141 -0.0871 0.9419 1,0170 1.1966 
3.1 0,0139 -0.0134 -0.0786 0-9511 1.0204 1=1880 
3.2 0.0114 -0.0126 -0.0704 0.9591 1.0226 1.1778 
3.3 0.0092 -0.0116 -0.0627 0.9662 1.0239 1.1665 
3.4 0.0075 -0.0106 -0.0555 0.9724 1.0244 1.1545 
3.5 0.0060 -0.0096 -0.0487 0.9776 1.0243 1.1421 
3.6 0.0048 -0.0086 -0.0426 0.9822 1.0237 1.1297 
3.7 0.0038 -0.0076 -0.0369 0.9860 1.0227 1.1174 
3.8 0.0030 -0.0067 -0.0319 0.9892 1.0215 1.1054 
3.9 0.0024 -0.0059 -0.0273 0.9919 1.0201 1.0940 
4.0 0.0018 -0.0051 -0.0233 0.9942 1.0186 1.0833 
o 
o 
=r 
UJ 
iB 
en 
LU 
So 
p=0,25 
p=0.5 
e=0.75 œ OC 
o 
o 
3.00 2.00 L.OO -l.OO 0.00 
UNCONSTRAINED BLUE 
-2.00 -U.OO -3.00 
Figure 23. Graph of against for p=0.25, 0.5, 0.75 and unity 
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Figure 24. Graph of standardized bias of against B/o/c,, for p=0.25, 0.5 and 
0.75 
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Grapli of standardized mean square error of ^ against 0/a/c,, for 
p=0.25, 0.5 and 0.75 ^ 
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4. The inverse exponential prior 
We now consider the final single truncation prior (6.4) 
and (3.5) from which we obtain the appropriate K as the dif­
ference of the values of K obtained corresponding to the 
priors (3.6) and (6.1) to be 
Thus, using (6.25) we obtain the posterior distribution of 3q 
and 6^ with respect to the specified prior as 
1 
(nSii) ^exp{-— } [Q (h) -Q (b^^) expl^"^ (h+b^) } ] 
(6.25) 
f(6.,6.!c,Y)={ 
x -  e x p { — ( Sq-Pq)t {3^-0^)x]^} > 0 
2a 1 
0 
v. 
otherwise 
( 6 . 2 6 )  
and the Bayesian posterior mean of (6.26) is given by 
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= e(b^) 
[B^Q (h) +a/c^Z (h) ] -exp{^^ (h+b^^) } [ (B^-a) Q (6^*) +a/c^Z (b^*) ] 
[Q (h) -exp{^"^ (h+Ê^*) }Q (6^"*") ] 
aexp{^''' (h+b^"*") }Q(6^^) + [Z (h) -expl^"*"(h+6^"'') }Z (Ê^"*") ]a/c^ 
= 3^ + 
[Q (h) -exp{^^ (h+b^) }Q (6^"^) ] 
(6.27) 
However/ we observe that 
_1 
Z(b^^)exp{^a^(h+6^^)}=(2n) ^exp{-j(h+a^)[h+(h+a^)]} 
= Z(h) (6.28) 
and so we may rewrite (6.27) as 
3-,^ = 0-,+aexp{^"''(h+Ê,"^) }Q (Êt "*")/[Q (h)-exp{^"^(h+B, ) }Q (fiT"*") ] 
x x ^ x x  6  ^  u. 
= g^-a+aQ(h)/[Q(h)-exp{2a^(h+b^)}Q(6^^)]. (6.29) 
We may rewrite (6.29) in terms of the standardized 
d 
variate which is defined in a manner similar to (3.19) as 
b^^ = +a+Q(h)/[Q(h)-exp{2a+(h+bi+)}0(bi+)], (6.30) 
d We may compute the standardized bias E(b^ ) and the standard­
ized mean square error E(b^^^) of the estimator by 
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numerical integration. Selected values of these are given 
in Table 17 for a^ = 0.5, 1.0 and 1.5. 
In Figure 26 we give a graph of against for a"*" = 
2 ~ D 0.5, 1.0 and 1.5 and for a c^^ . We observe that 
is well behaved and that as a increases the value of B^ 
decreases. However, in the range of a"*" considered the effect 
of increasing a"*" is not appreciable. We may consider B^^ to be 
of the form (6.2 7) when a^=«'. For the case when o^c^^ is 
not unity, we may interpret Figure 26 with the scales on 
both axes in terms of multiples of a/c^. 
In Figure 27 we give a graph of the standardized bias 
of B^^ against the quantity B^/cr/c^ for a"*" = 0.5, 1.0 and 
1.5. We observe that for the range of a^ considered, the 
standardized bias is always positive, and it decreases for 
+ 
any fixed B^/a/c^ as a increases. 
In Figure 28 we give a graph of the standardized mean 
square error of B^ against the quantity for a = 
0.5, 1.0 and 1.5. We observe that the standardized mean 
square error has a minimum, the value of which decreases as 
a^ increases. The value of B^/o/c^^ at which the minimum 
occurs also decreases as a^ increases. 
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Table 17. Values of the standardized bias and standardized 
mean square error of for a =0.5, 1,0 and 1.5 
a+ 
standardized bias Stamdardized M.S.E. 
0.5 H
 
O
 1.5 0.5 1.0 1.5 
0.0 1.2445 1.1796 1.1332 1.7341 1.5631 1.4496 
0. i 1.1868 1.1201 1.0729 1.60 76 1.4402 1.3304 
0.2 1. 1307 1.0623 1.0143 1.4922 1.3286 1.2228 
0.3 1.0762 1.0062 0.9574 1.3872 1.2278 1.1263 
0.4 1.0233 0.9518 0.9022 1.2923 1.1373 1.0403 
0.5 0.9721 0.8991 0.8489 1.2069 1.0566 0.9643 
0.6 0.9226 0.8481 0.7973 1.1305 0.9853 0.8978 
0. 7 0.8748 0.7989 0.7476 1.0626 0.9227 0.8402 
0.8 0.8287 0.7515 0.6998 1.0027 0.8684 0.7910 
0.9 0.7844 0.7059 0.6539 0.9503 0.8218 0.7496 
1.0 0.7417 0.6621 0.6098 0.9048 0.7824 0.7155 
1.1 0.7008 0.6202 0.5677 0.8658 0.7496 0.6881 
1.2 0.6615 0.5800 0.5275 0.8328 0.7230 0.6670 
1.3 0.6240 0.5416 0.4892 0.8053 0.7021 0.6514 
1.4 0.5881 0.5051 0.4528 0.7829 0.6862 0.6410 
1.5 0.5538 0.4703 0.4183 0.7650 0.6751 0.6352 
1.6 0.5212 0.4372 0.3856 0.7513 0.6681 0.6334 
1.7 0.4902 0.4059 0.3548 0.7413 0.6649 0.6354 
1.8 0.4608 0.3763 0.3258 0.7347 0.6649 0.6404 
1.9 0.4328 0.3484 0.2985 0.7311 0.6680 0.6483 
2.0 0.4064 0.3220 0.2730 0.7301 0.6735 0.6585 
2. 1 0.3814 0.2973 0.2491 0.7314 0.6813 0.6707 
2.2 0.3578 0.2741 0.2269 0.7348 0.6910 0.6846 
2.3 0.3356 0.2524 0.2063 0.7400 0.7022 0.6999 
2.4 0.3147 0.2322 0.1872 0.7468 0.7149 0.7162 
2.5 0.2951 0.2134 0.1695 0.7549 0.7288 0.7335 
2.6 0.2768 0.1959 0.1534 0.7643 0.7436 0.7515 
2.7 0.2596 0.1798 0.1385 0.7749 0.7594 0.7701 
2.8 0.2436 0.1649 0.1250 0.7865 0.7759 0.7891 
2.9 0.2288 0.1513 0.1128 0.7990 0.7931 0.8086 
3.0 0.2150 0.1389 0.1018 0.8125 0.8109 0.8284 
3. i 0.2024 0.1276 0.0921 0.8269 0.8294 0.8486 
3.2 0.1907 0.1175 0.0834 0.8422 0.8485 0.8692 
3. 3 0.1801 0.1084 0.0759 0.8584 0.8682 0.8901 
3.4 0.1705 0.1004 0.0694 0.8755 0.8886 0.9114 
3.5 0.1618 0.0935 0.0639 0.8934 0.9096 0.9330 
3.6 0.1541 0.0876 0.0594 0.9122 0.9311 0.9550 
3.7 0.1473 0.0825 0.0559 0.9316 0.9531 0.9773 
3.8 0.1414 0.0784 0.0532 0.9516 0.9754 0.9997 
3.9 0.1362 0.0752 0.0514 0.9719 0.9978 1.0221 
4,0 0.1318 0.0727 0.0502 •0.9922 1.0200 1.0442 
o 
UJ 
3ÛO 
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Figure 26. Graph of against for a^=0.5, 1.0, 1.5 and a xinity 
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Figure 28. Graph of standardized mean square error of against for 
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B. The Interval Constraint 
Case 
We now turn to the interval constraint situation and will 
2 
restrict our attention to the case when a is known. Thus, we 
shall consider the prior on Bq to be given by (3.5) and the 
prior on 6^ to be given by one of the following four cases. 
pc^expc-
p($l) = 
if 
otherwise. 
(6.31) 
p(bl) = {ci(6y-&^) 
if Ô_<B,<Ô 11— 1 
if 
otherwise. 
(6.32) 
P(8l) « / (l-2p) 
if 6^=6]. or 
if 
Otherwise, 
(6.33) 
( -ci(6i-6) 
pipi; « \ 
if 6;<6i<6 
if 
otherwise. 
(6.34) 
We note that with the correct choice of c^, all of the 
above distributions are proper. The first two, (6.31) are 
chosen to have the property of being zero or small at the 
135 
end points, while the remaining two, (6.33) and (6.34) are 
chosen to obtain a posterior mean "close to" 6^. 
We give a graph of the densities (6.31), (6.32) and 
(6.34) in Figure 29 for comparison purposes, and note that 
(6.31) is the truncated normal distribution, (6.32) is the 
symmetric triangular distribution, (6.33) is an extension 
of the Jeffreys prior (6.3), and (6.34) is a V shaped distri­
bution . 
1. The normal prior 
Thus, using (3.5) and (6-31) we will obtain 
K= CQC^(2no^)"*/^exp{-
(b^-ô) 2 
X exp{—2y[(6n-6n) + (Gi-Bi)X]^}dBn ^6 
u -l -l y 1 
X 
f /s o 
j  e x p { — ( 3 q -Bq )  +  X ]  d $ Q  d $ ^  (6.35) 
where 
D = (t~^ + (o^c^^) ~^) (6.36) 
and 
M = (ÔT ^ + 3^(a^Cj^^) ^) (6.37) 
Thus, if we transform to Ç as defined in (3.8) and 
<n 
Normal ç =0.5 
Normal ç^=1.0 
Normal ç^=2.0 
Symmetric triangular 
Symmetric V shaped 
o 
in 
o 
GO (n 
o 
(n 
i—i 
ûc 
CL 
o 
a 
q 
1.50 0.50 -0.50 1.00 -1.50 - 1 . 0 0  0.00 -2.00 
TRUE PARAMETER 
Figure 29. Graph of the truncated normal » symmetric triangular and V shaped priors 
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n = D (6^-M/D) (6.38) 
which together have as their Jacobian (nD) / we will have 
K = CqC^ (2TTa ) 
(^1-5) 
exp{-^^^} (nD) ^exp{- —^ 
2a 2T a c 11 
X [Q{D^( 6 ^-M/D)} - Q{D^(Ôy-M/D)}]. (6.39) 
Using (6.39) we obtain the posterior distribution of and 
6^ with respect to the specified priors as 
1 
''(nD) ^ exp{(B-j^-M/D) ^}exp{ —(3Q~6g) + (B2^~3^)X] } 
2a 
f(gq,bl|a,y)=/ 
27ra [Q{D (6^-M/D) }-Q{D (d^-M/D)}] 
if all?il*u 
0 
L 
otherwise 
(6.40) 
and the Bayesian posterior mean of (6.40) is given by 
b/ = e(3^) 
;d-(ôy-m/d) 
(nd ^+m/d)z(n) z(c/a)a"i dç dn 
D (6^-M/D) é — OO 
[Q{D^ (6J^-M/D) }-Q{D^ (6y-M/D) }] 
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D ^ [Z{D^ (ô^-M/D) }-Z{D^ (6, -M/D) }] 
. —r r 
[Q{D^(6^-M/D)}-Q{D^(d^-M/Dj}] 
2 2 2 For mathematical convenience, let x = ç a c^^^ and then define 
= ç^/(l+ç^) = T^/(T^+a^c^^). (6.42) 
Then, if we translate the interval [6^,0 ] so that 6=0 ij u 
and rewrite (6.41) in terms of the standardized variable 
^ F 
, which is defined in a manner similar to (3.19) , as 
p ^ 2 [Z{ph-ep ^}-z{ph+ep~^}] (6.43) 
= X-hp + p 
[Q{ph-ep }-Q{ph+ep }] 
where e is defined in (2.34). We may compute the standardized 
bias E(b^^) and standardized mean square error E(b^^ ) of 
-, ? 
the estimator by numerical integration. Selected values 
2 
of these are given in Table 18 for p = 0.2, 0.5 and 0.8 
(Ç = 0.5, 1.0 and 2.0) and c/avc^ = 0.5, 1.0, 1.5 and 2.0. 
j* 
In Figure 30 we give a graph of 6^^ against 6^^ for 
2 2 p = 0.2, 0.5 and 0.8 and with a c^^ unity and 6=2. We 
2 
observe that as p is increased, the estimator moves closer 
~ ~ F to 6^. We note that is well behaved and that we may 
E 2 
consider 3^ to be of the form (6.41) with p =1. For the 
2 
case when a c^^ not unity, we may interpret Figure 30 
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Table 18. Values of the standardized bias and standardized 
mean square* error of 
0.0 
0 . 2  
0 . 2  
0. 0000 
-0.1864 
Standardized Bias 
075 
0.0000 
-0.1850 
0 . 8  
e/a/c^ 
0.0000 
-0.1847 
Standardized Mean Square Error 
itt 
= 0.5 
0.0046 
0.0394 
1ît5 
0.0056 
0.0398 
D . 8  
0.0059 
0.0400 
0. 4 -0.3728 -0.3701 -0.3694 0.1436 0.1426 0.1423 
0. 5 -0.4661 -0.4627 -0.4618 0.2218 0.2196 0.2191 
e/ovc^^ = 1.0 
0. 0 0.0000 0.0000 0.0000 0.0267 0.0535 0.0633 
0. 2 -0.1674 -0.1540 -0.1500 0.0547 0.0769 0.0854 
0. 4 -0.3348 -0.3083 -0.3003 0.1386 0.1472 0.1518 
0. 5 -0.4187 -0.3856 -0.3758 0.2015 0.2002 0.2018 
0. 6 -0.5025 —0.4631 -0.4514 0.2786 0.2651 0.2633 
0. 8 -0.6705 -0.6189 -0.6036 0.4751 0.4316 0.4210 
1. 0 -0.8388 -0.7757 -0.7572 0.7285 0.6478 0.6266 
1.5 
0. 0 0.0000 0.0000 0.0000 0.0386 0.1378 0.1946 
0. 2 -0.1608 -0.1261 -0.1125 0.0644 0.1528 0.2055 
0. 4 -0.3216 -0.2528 -0.2259 0.1419 0.1983 0.2390 
0. 5 -0.4020 -0.3164 -0.2831 0.2000 0.2327 0.2645 
0. 6 -0.4824 -0.3804 -0.3408 0.2711 0.2750 0.2962 
0. 8 -0.6434 -0.5094 -0.4582 0.4521 0.3844 0.3796 
1« 0 -0^ 8045 -Do6402 -0,5785 0=6850 0,5282 0o4920 
1. 2 -0.9658 -0.7732 -0.7025 0.9701 0.7086 0.6370 
1. 4 -1.1272 -0.9088 -0.8304 1.3077 0.9284 0.8186 
I. 5 -1.2081 -0.9776 -0.8959 1.4962 1.0539 0.9244 
e/a>^cii 
o
 
•
 
(m ii 
0. 0 0.0000 0.0000 0.0000 0.0401 0.2062 0.3551 
0. 2 -0.1600 -0.1095 -0.0817 0.0657 0.2174 0.3589 
0. 4 -0.3201 -0.2194 -0.1645 0.1425 0.2509 0.3709 
0. 5 -0.4001 -0.2746 -0.2065 0.2001 0.2763 0.3803 
0. 6 -0.4801 -0.3300 -0.2493 0.2705 0.3076 0.3924 
0. 8 -0.6401 -0.4419 -0.3371 0.4498 0.3882 0.4259 
1. 0 -0.8002 -0.5553 -0.4288 0.6803 0.4941 0.4745 
1. 2 -0.9603 -0.6705 -0.5250 0.9621 0.6270 0.5423 
1. 4 -1.1203 -0.7880 -0.6265 1.2951 0.7890 0.6335 
1. 5 -1.2004 -0.8477 -0.6792 1.4808 0.8815 0.6894 
1. 6 -1.2804 -0.9081 -0.7335 1.6794 0.9823 0.7529 
1. 8 -1.4406 -1.0309 -0.8464 2.1151 1.2095 0.9056 
2. 0 -1.6008 -1.1567 -0.9653 2.6022 1.4735 1.0964 
(M 
UJ 
</) 
UJ 
So 
z 
»—t 
Œ 
ÛC 
6.00 -2.00 0.00 
UNCONSTRAINED BLUE 
8.00 -6. CIO 
2 Figure 30 
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with the scales on both axes in terms of multiples of 
In Figure 31 we give a graph of the standardized bias 
increases, the absolute value of the standardized bias 
decreases. 
In Figure 32 we give a graph of the standardized mean 
give smaller standardized mean square errors whenever 
3i/a/c^~ is close to the center of the interval, and larger 
standardized mean square errors for values of 
near the boundaries of the interval. 
2. The symmetric triangular prior 
In a similar way, using (6,32) and (3.5) as our prior 
distribution, we obtain 
-s, p 
of against the standardized true parameter 6^/o/c^^ for 
2 0.5 and 0.8. We observe that as p 
square error of 6^^ against the true parameter 
2 We observe that as p increases, the standardized mean 
2 
square error curve flattens. Thus small values of p 
^ exp{ 2 (3-,-§-|) } exp —(6-,-3p,) + (3-,-3-, ) X] ^dB^dg, ] 
2a cii j-co 2a^ ° ° ^ ^ 0 1 
& -
o 
Oi 
-l .SO - l  . 0 0  -0.50 0.00 
fPUE PAFIAME7ER 
0.50 1.00 I 50 
Figure 31. Graph of standardized bias of against for e/a/c^=2 
(Si 
— « 
o 
w 
rw 
Oo 
o 
CL 
-l .SO l .50 -2.00 - l  . 0 0  -0.50 0.00  O.SO 1.00 
t a u e  p a r a m e t e r  
Figure 32. Graph of standardized mean square error of against g./o/c,, for 
e/a/cj^^ = 2 
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eue. (2na^) ^ (nS,, ) ^ exp{-^^^}[[ (6^-5. 
" 2a^ ^  ^  
+ n/c^) z (n/cy) a -1 z(S/a)a ^ dg dn 
rod.. _, 
- J ^ (3i-ôy+n/Cii) z (n/cr) a z{ç/a)a"^ dC dn] 
2 " ~t vs^ 
eQe^(2Tra^) ^ (nS^^) "^expC-^} [2dQ(d)-d^^Q (dj^)-d^Q(d^) 
2a 
+Z(dj^)+Z(dy)-2Z (d) ] a/c]Y (6.44) 
where we used the transformations (3.8) and (3.9) and where 
we define 
d = (ô-3^)/a/e^j^ (6.45) 
Thus, using (6.44) we obtain the posterior distribution of 
6q and 3^^ with respect to the specified priors as 
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f(6q,6l|c,y)= 
lnsii)2(6i-6l)exp{ i (6^-0^) ^}exp{-^[ (3q-0q) + (6^-g^) x]^} 
2a 2a 
2Tra^ a/H^[2dQ(d)-d^Q(dj^)-dyQ(dy)+Z(dj^)+Z (dy)-2Z(d) ] 
if 
< 
2ÏÏ0 av^^[2aQ (a) -d^Q (d^) -d^Q (d^) +Z (d^^) +2 (d^) -2Z (d) I 
if 6<8^l6u 
Otherwise (6.46) 
and so the Bayesian posterior mean of (6.46) is given by 
e(bi) 
= K' 
ad 
(g^+n/c^^) (B^-ôj^+n/c^) z (n/a) a -1 Z(Ç/a)a"^dÇ dn 
/•ad , f-» , 
-K'j (b^+n/c]y) (6]_-6^+ti/c]y)Z(n/a)a"-^j z(g/a)a"^dE: dn 
(6.47) 
where 
K' = a>/H^[2dQ(d)-dj^Q(dj^)-dyQ(dy) + 2(dj^)+Z(d^j)-2Z(d) ]. (6.48) 
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We note that each of the integrals involved in (6.47) may 
be split into three parts, each of which can be evaluated 
using (2.10), (2.13) or (2.14). Thus we will obtain 
_ r ^ [Q(d^)-2Q(d)+Q(d,,)] 
8 ° = S, + & 2 (6.49) 
t2aQ (d)-dj_Q (dj^)-djjQ (djj)+Z (dj^)+Z (djj)-22 (a) 1 
We may compute the standardized bias and standardized 
mean square error of by numerical integration. These 
values are given in Table 19 for e/a/c^^ = 0.5, 1.0, 1.5 
and 2.0. 
In Figure 33 we give a graph of against with 
o^c^^ unity and e=2. We observe that is well behaved 
and that values of when o^c^^ is not unity may be ob­
tained from Figure 33 by interpreting the scale on both 
axes in multiples of a/c^. 
In Figure 34 we give a graph of the standardized bias 
of against B^/a/c^^ for e/a/c^=2. We observe that B^^ 
has a uniformly larger standardized bias in absolute value 
than Bj^^ and hence 3^^. 
In Figure 35 we give a graph of the standardized mean 
square error of B^^ against %^/a/c^ for e/a/c^=2. We 
observe that the standardized mean square error of B^^ is 
smaller than the standardized mean square error of either 
Bi or B^^ for centrally 
close to the end point. 
~ E 
1 ^1 located values of B^* and is larger 
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Table 19. Values of the standardized bias and standardized 
/a/Cii e/a/c^ = 0.5 
0.0 0.0000 0.0016 
0.2 -0.1920 0.0385 
0.4 -0.3840 0.1491 
0.5 -0.4800 0.2320 
e/a/c^^ = 1.0 
0.0 0.0000 0.0207 
0.2 -0.1713 0.0500 
0.4 -0.3427 0.1379 
0.5 -0.4284 0.2039 
0.6 -0.5142 0.2846 
0.8 -0.6859 0.4904 
1.0 -0.8579 0.7555 
z/avc^ =1.5 
0.0 0.0000 0.0773 
0.2 -0.1446 0.0979 
0.4 -0.2894 0.1599 
0.5 -0.3619 0.2065 
0.6 -0.4346 0.2636 
0.8 -0.5804 0.4098 
1.0 -0«7271 0=5992 
1.2 -0.8747 0.8329 
1.4 -1.0235 1.1123 
1.5 -1.0984 1.2696 
e/cr/c^ =2.0 
0.0 0.0000 0.1711 
0.2 -0.1175 0.1842 
0.4 -0.2354 0.2238 
0.5 -0.2946 0.2537 
0.6 -0.3540 0.2905 
0.8 -0.4736 0.3849 
1.0 -0.5944 0.5084 
1.2 -0.7169 0.662 5 
1.4 -0.8414 0.8489 
1.5 -0.9044 0.9549 
1.6 -0.9680 1.0698 
1.8 -1.0970 1.3275 
2.0 -1.2286 1.6246 
UJ 
if) 
UJ 
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oc 
-8.00 -6.00 -«•°ij'ncons¥f?flineîl-°§lue ' 
Figure 33. Graph of against 0^ for e/a/c^ = 2 and unity 
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3. The Jeffreys prior 
We now consider (6.33) and (3.5) as the prior distribution. 
Using these, we obtain 
K = c_(2no^) */^exp{-
" 2a 
U tp6 (Ôj^)+p6 (ôy) + (l-2p) I 
X exp{ 1 (6i-Gi)2} exp{-^[(BQ-So) + (6i-33_)X]2}deQd33^ 
2a c^^  2a 
2 
= CQ(2no^) ^ 
1 
"2 (nS^^) ''exp{-^^^} [pZ (dj^)+pZ (dy) 
+ (l-2p){Q(dj^)-Q(dy)}] (6.50) 
where ô(ô_) and 6(ô„) are Dirac delta functions. 1j u 
Thus the poste m x] •• C* f Q and Si with respect 
to the prior distribution (3.5) and (6.33) » will be given by 
152 
pZ (d^) exp{—(3q-3q)-(ôj^-0j^)X] } 
-i2_ if Bj^=s^ 
/2? a [p{Z(dj^)+Z(dy)} + (l-2p){Q(d^)-Q(dy)}] 
/nsTT (l-2p) exp{ * (3-, ~3exp{ —(3«'-3a) + (3-]~Bi )x3^} 
2o^cii ^ ^ 20"^ " " ^ ^ 
2TTC^ [p{ Z (d^) +Z (dy) } + (l-2p) (0(3^) -Q (dy) }] 
if *l<ei<*u 
/nS^ p Z (dy)exp{--^[ (3Q-3g)-(Sy-B^) X] } 
2a 
/2¥ a [p{Z (d^)+Z (dy) }+ (l-2p) {Q(dj^) -Q (d^) } ] 
if Bj^=S„ 
° 
(6.51) 
and so the Bayesian posterior mean with respect to (6.33) 
and (3.5) as priors is given by 
3i^ = e(3i) 
rod 
j [p6 (adj^)+pô (ady) + (l-2p) ] (g^+n/c^^) Z (n/a) a 
poo 
z(Ç/a)a"^dÇ dn 
[p{z (d^) + z(dy)}+ (l-2p) {Q (d^) -Q (dy) Vi  
153 
g/5TT^ p d L Z ( d _ ) + p d _ z ( d  )  +  (i- 2 p )  {z( d-)-z ( d,J>] 
=  6  +  ^ ^  H  2  _ ï i  n —  .  ( 6 . 5 2 )  
^ [p{Z(dj^)+S(dy) }+(l-2p) {Q(dj^)-Q(dy)}] 
The standardized bias and standardized mean square error 
of 6^^ can be computed by numerical integration and are given 
in Table 20 for p = 0.125, 0.25 and 0.345 and e/a/c^ = 0.5, 
1.0, 1.5 and 2.0. 
In Figure 36 we give a graph of against for p = 
0.125, 0.25 and 0.375 and unity with e=2. We observe that 
as p increases moves closer to 6^. For p = .375, 
the §2^^ curve crosses the 6^ curve. We see that is 
well behaved and that we can consider to be of the form 
2 (6.52) with p=0. For values of a c^^^ other than unity. 
Figure 36 may be interpreted with the scales on both axes in 
multiples of ct/c^. 
In Figure 37 we give a graph of the standardized bias of 
6^^ against for p = 0.125, 0.25 and 0.375 and with 
e/a/c^ =2. We observe a uniform decrease in the absolute 
value of the standardized bias as p increases. 
In Figure 38 we give a graph of the standardized mean 
square error of against g^/cr/c^^ the same values of 
p and e/a/c^. We observe that for small values of p, the 
standardized mean square error is almost constant for 
centrally located values of g^/a/c^, rising to its maximum 
value at the end points. However, for p=.375 the maximum 
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Table 20. Values of the standardized bias and standardized 
H 
mean square error of B, 
0.0 
0 . 2  
0.4 
0.5 
Standardized Bias 
0 . 1 2 5  
0.0000 
-0.1776 
-0.3554 
-0.4443 
0 . 2 5 0  
0.0000 
-0.1711 
-0.3423 
-0.4281 
07375 
Standardized M.S.E. 
0 . 2 5 0  
'11 
0.0000 
—0.1648 
-0.3299 
-0.4127 
0.125 
= 0.5 
0.0126 
0.0441 
0.1387 
0.2097 
0.0212 
0.0503 
0.1378 
0.2036 
07275 
0.0315 
0.0584 
0.1393 
0.2002 
e/a/c^^= 1*0 
0.0 0. 0000 0.0000 
j-i 
0.0000 0.0996 0.1501 0.2344 
0.2 —0. 1374 -0.1235 -0.1053 0.1176 0.1637 0.2421 
0.4 -0. 2754 -0.2480 -0.2123 0.1720 0.2050 0.2662 
0.5 -0. 3449 -0.3109 -0.2669 0.2132 0.2366 0.2852 
0.6 —0. 4146 -0.3744 -0.3224 0.2640 0.2759 0.3096 
0.8 -0. 5556 -0.5036 -0.4371 0.3953 0.3792 0.3769 
1.0 —0. 6987 -0.6362 -0.5574 0.5684 0.5185 0.4741 
e/a/c^^ = 1.5 
0.0 0. 0000 0.0000 0.0000 0.2769 0.3760 0.5760 
0.2 -0. 0959 -0.0792 -0.0522 0.2833 0.3777 0.5698 
0.4 -0. 1930 -0.1601 -0.1071 0.3031 0.3839 0.5526 
0.5 —0. 2424 -0.2016 -0.1364 0.3186 0.3894 0.5412 
0.6 —0. 2924 -0.2442 -0.1674 0.3382 0.3971 0.5288 
0. 8 —0. 3952 -0.3329 -0.2352 0.3917 0.4214 0.5048 
1.0 —0. 5023 —0.4276 -0.3125 0.4676 0.4621 0*4893 
1.2 -0. 6143 -0.5290 -0.4005 0.5706 0.5256 0.4919 
1.4 —0. 7319 -0.6379 -0.4998 0.7060 0.6187 0.5227 
1.5 -0. 7928 -0.6953 -0.5539 0.7876 0.6784 0.5519 
=2. 0 
0.0 0. 0000 0.0000 0.0000 0.4952 0.6168 0.8949 
0.2 -0. 0607 -0.0448 -0.0145 0.4941 0.6123 0.8829 
0.4 —0. 1229 -0.0915 -0.0320 0.4914 0.5993 0.8481 
0. 5 -0. 1550 -0.1161 -0.0427 0.4900 0.5904 0.8232 
0.6 -0. 1880 -0.1418 -0.0552 0.4891 0.5804 0.7942 
0. 8 -0. 2575 -0.1975 -0.0869 0.4904 0.5592 0.7268 
1.0 -0. 3325 -0.2599 -0.1289 0.4996 0.5407 0.6535 
1.2 -0. 4139 -0.3303 -0.1829 0.5220 0.5309 0.5831 
1.4 -0. 5025 •^0.4094 -0.2500 0.5631 0.5363 0.5250 
1.5 -0. 5497 -0.4525 -0.2886 0.5926 0.5471 0.5038 
1.6 —0. 5988 -0.4979 -0.3306 0.6291 0.5643 0.4893 
1. 8 -0. 7030 -0.5961 -0.4247 0.7264 0.6219 0.4854 
2.0 -0. 8153 -0.7039 -0.5320 0.8610 0.7163 0.5225 
m 
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Figure 36. Graph of 3^ against 3^ for e/a/c^=2 and a unity 
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Figure 37. Graph of standardized bias of 0^^ against 3^/a/c^ for e/a/c^=2 
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Figure 38. Graph of standardized mean square error of 0, against 0,/a/c,, for 
G/o/c^2 = 2 
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standardized mean square error is at the mid point of the 
constraint interval. 
4. The symmetric V shaped prior 
We now consider (6.34) and (3.5) as the prior distribu 
tion. Using these, we obtain 
{2-na^)  ^'^^exp{-^^^} [ 
6 
2a j 6 
L 
+ 
6 
+ (6}-bi)x]2} dgg dg]^ 
L 
00 
f 
z(Ç/a)a"^ dÇ dn X 
—CO 
rod 
^ (B^-ô+ni/c^) z (n/a) a ^ z(G/a)a"l dÇ dn] + 
ad 
159 
2 ~ vs^ 
= CQC^(27ra^) ^ (nS^^) "^expC-^} [dQ (d^^) + dQ (d^)-2dQ (d)-2Z (d) 
2a 
-Z (dj^)-Z(dy) ]a/c^ (6.53) 
where d is given in (6.45) . Thus using (6.53) we obtain the 
posterior distribution of Bq and with respect to the 
specified priors as 
f(bq,8l|o,y) = 
1 
(nS-,)^(-B,)exp{ —(6,-B,)2}exp{—2 _B ) + (g -6 ixjZ} 
^ 2a ^  2a " " ^ ^ 
2Tra'a/^[dQ (d^) +dQ (d^) -2dQ (d) +2Z (d) -Z (d^) -Z (d^) ] 
if stlbiia 
1 
(nS exp{ 5 (B,) ^}exp{-^[ (S.-Bn)+ {St "S, )X]~} 
^ 2a c^i 2a " " ^ 
2wo" a/c]Y [dQ(dj^)+dQ(dy)-2dQ(d)+2Z(d)-Z{d^)-Z(dy)] 
if 6<Gil6u 
otherwise 
(6.54) 
and so the Bayesian posterior mean of (6.54) is given by 
(6.55) 
(6.56) 
As with the integral (6.47) we may split each of the integrals 
in (6.55) into three parts, each of which may be evaluated 
using (2.10), (2.13) or (2.14). Thus we will obtain 
~ I - a/^[2Q(d)-Q(dj^)-Q(dy) + (d-dj^)Z(dj^) + (d-dy)Z(dy)] 
^ ^ [dQ(dj^)+dQ(dy)-2dQ(d)+2Z(d)-Z(dj^)-Z(dy)] 
(6.57) 
The standardized bias and standardized mean square error 
^ i 
of 3^ can be computed by numerical integration and are given 
in Table 21 for e/a/c^ = 0.5, 1.0, 1.5 and 2.0. 
In Figure 39 we give a graph of against ^ for a^c^^ 
unity and e=2. We observe similar behavior to that of wit 
p=.375 in that the curve for 6^^ crosses that for We see 
~ I 2 that 3^ is well behaved and that when o c^^ is not unity we 
may interpret Figure 39 with the scales on both axes in 
multiples of a/c^^. 
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e(6^) 
=  K '  
a d  
a d ,  
- 3 l ( 3 i ~ < S )  Z ( r i / a ) a  -1 
fOO 
z ( C / a ) a " l  d ç  d n  
+  K ' I  " e  ( 3  - Ô )  Z ( n / a ) a  ^  [  Z ( ç / a ) a " ^  d Ç  d n  
ad •' -0» 
wnere 
K' = [dQ(dj^) + dQ(dy)-2dQ(d)+2Z(d)-Z(d^)-Z(d )], 
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Table 21. Values of the standardized bias and standardized 
~ I 
mean square error of 
61/0/5^ 
S tandardx zed 
Bias 
— 0# 5 
Standardized 
M.S.E. 
0.0 
0 . 2  
0.4 
0.5 
0.0000 
-0.1776 
-0.3553 
-0.4443 
0.0127 
0.0441 
0.1386 
0.2096 
= 1.0 
0.0 
0.2 
0.4 
0.5 
0.6 
0.8 
1 .0  
0.0000 
-0.1287 
-0.2583 
-0.3238 
-0.3900 
-0.5244 
-0.6625 
0.1313 
0.1462 
0.1917 
0.2265 
0.2696 
0.3830 
0.5357 
e / a v  = 1.5 
0.0 
0.2 
0.4 
0.5 
0.6 
0.8 
1.0 
1.2  
1.4 
1.5 
0.0000 
-0.0748 
-0.1519 
-0.1921 
-0.2336 
-0.3217 
-0.4176 
-0.5225 
-0.6370 
-0.6978 
0.4133 
0.4124 
0.4113 
0.4118 
0.4138 
0.4259 
0. 4555 
0.5112 
0.6021 
0.6636 
e/ai = 2.0 
0.0  
0.2 
0.4 
0.5 
0.6 
0.8 
1.0 
1.2 
1.4 
1.5 
1.6 
1.8  
2.0 
0.0000 
-0.0258 
-0.0552 
-0.0723 
-0.0914 
-0.1372 
-0.1947 
-0.2654 
-0.3499 
-0.3973 
-0.4482 
-0.5597 
-0.6835 
0.8083 
0.7955 
0.7589 
0.7332 
0.7037 
0.6382 
0. 5726 
0.5183 
0.4871 
0.4836 
0.4901 
0.5372 
0.6371 
(VJ 
LU 
i—I  
Ss 
Œ 
CC 
o 
u 
o 
t\j 
8.00 -«4.00 -2.00 0.00 2.00 
UNCCINSTRf l lNEp BLUE 
$2^ against for e/a/c^ = 2 and 
6 .00  
Figure 39 of J 2 unity 
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In Figure 40 we give a graph of the standardized bias 
^ t /— 
of 3^^ against 3^/a/c^. We see that the standardized bias 
~ E is uniformly smaller in absolute value than that of 3^ . 
In Figure 41 we give a graph of the standardized mean 
^  T  V  I 
square error of against . We see that has a 
smaller standardized mean square error than 3^^ for all 
except values very close to the end-points of the constraint 
interval. 
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œo 
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cdo-
o 
bJ 
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Qo 
o 
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Œ 
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o 
o 
-2.00 
Figure 40, 
1 r 1 1 
-l.ïiO -l.OO -0.50 0.00 
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% i 
0.50 1.00 1.50 
Graph of standardized bias of against for e/a/c^ = 2 
tn 
ru 
«—i 
œ 
Q 
Z 
Œ 
û.50 0.00  1.50 - 1 . 0 0  1.00 -1.150 O.SO -2 .00 
TRUE PARAMETER 
Graph 41. Graph_of standardized mean square error of B,^ against Bi/a/cTT for 
= 2 1 11 
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VII. SUMMARY AND CONCLUSIONS 
In Chapter I we presented a review of previous work in 
the area of inequality constrained estimation. We restricted 
our attention to the regression model. The majority of this 
work has been concerned with the problem of obtaining a 
permissible estimator and very little has been done in the 
area of examination of the statistical properties of such an 
estimator. We also review the recent work by Bartholomew 
(1971) which is concerned with obtaining interval estimates 
for inequality constrained estimation. 
In Chapter II, we review the work of Zellner (1961, 1963) 
who obtained the moments of the standardized constrained 
least squares estimator, and examine the behavior of the first 
two moments for the two types of prior knowledge given in 
(2.2) and (2.23) . 
In Chapter III, we considered these two types of prior 
information using the Bayesian technique. We obtained the 
posterior distributions corresponding to the improper dis-
2 perse prior distributions for both the a known and unknown 
cases. We then obtained the Bayesian posterior mean esti-
2 
mator and examined its behavior. It was found that when a 
2 
was known, this estimator was well-behaved, while with a un­
known it is not well-behaved. 
The standardized bias and standardized mean square errors 
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of the Bayesian posterior mean estimators were computed by 
2 
numerical integration techniques for the a known case and 
2 
also for the a unknown case with the single truncation 
assumption. 
In Chapter IV, we examine the Bayesian posterior median 
estimators obtained from the posterior distributions derived 
in Chapter III. It was found that these behave in a manner 
similar to the Bayesian posterior mean estimators in that 
2 they are well behaved when a is known and are not well be-
2 haved when a is unknown. 
As in Chapter III, we obtained the standardized bias 
and standardized mean square error of the Bayesian posterior 
median estimator by numerical integration techniques for the 
2 2 
a known case and also for the a unknown case with the single 
truncation assumption. 
In Chapter V, we compare the three estimators examined 
in the previous chapters. We note that the constrained least 
squares estimator is also the maximum likelihood estimator 
and the Bayesian posterior mode estimator corresponding to 
the disperse prior. It was found that all three of the esti­
mators examined have regions of the parameter space in which 
they have the smallest standardized mean square error. When 
2 
a is unknown, it was found that in the single truncation 
situation the set of parameter values for which the constrained 
least squares estimator has the smallest standardized mean 
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square error decreases as v increases. 
We have also examined the three estimators from the 
viewpoint of their closeness. It was found that for the 
single truncation situation, the constrained least squares 
estimator is closer than the Bayesian posterior median esti­
mator which is closer than the Bayesian posterior mean 
2 
estimator. This result was found to hold whether a was 
known or unknown. 
However, when we examined the interval constraint situa-
2 tion it was found that for the a known case no one estimator 
2 
was uniformly closer than any other. The a unknown case 
was not examined. 
In Chapter VI we examined various different prior 
distributions for the single truncation and interval constraint 
2 
situations. We restricted our attention to the a known case 
and to the Bayesian posterior mean estimators. For the single 
truncation case, we examined the negative exponential, half 
normal, Jeffreys and inverse exponential priors. In the 
interval constraint situation, we examined the normal, 
symmetric triangular, Jeffreys and V shaped priors. These 
particular priors were chosen with two objectives in mind. 
First, we wished to obtain a Bayesian posterior mean esti­
mator which was "close to" the constrained least squares 
estimator. Secondly, we wished to examine the estimators 
169 
resulting from "natural" priors. 
2 
We conclude from this study that for cr known, no 
single estimator among those studied is better than any other 
in the sense of having a uniformly smaller standardized mean 
square error. All of the estimators studied have some region 
of the true parameter space in which their standardized mean 
square error is smallest. Thus, with respect to squared 
error loss all the estimators studied are admissible. 
In selecting among the estimators studied, we may wish 
to find a permissible estimator which is also an improvement 
over the unconstrained best linear unbiased estimator. With 
this in mind, we find that in the single truncation case, only 
3^ and have standardized mean square errors which are less 
than that of in the range of the parameter B^/oVc^^ studied. 
In the interval constraint situation, we have several more 
estimators with this property. We find 6^, 6^^ 
~ I 
and all have standardized mean square errors smaller 
than that of throughout the range of 6^/0/c^. We note 
that the priors which yielded these estimators were the 
uniform and those priors chosen in order to obtain estimators 
"close to" the constrained least squares estimator 
Thus it seems that the "natural" priors that we have 
examined yield estimators which have an extremely large 
standardized mean square error for parameter values on which 
the prior places a small probability of occurrence while having 
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an extremely small standardized mean square error otherwise. 
On the other hand, the priors chosen to obtain estimators 
"close to" 3^ have a moderately large standardized mean 
square error for parameter values on which the prior places 
a small probability of occurrence, and a moderately small 
standardized mean square error elsewhere. 
2 When a is unknown, the introduction of the nuisance 
2 parameter a appears to cause the estimators to lose the 
property of being well behaved. However, despite this we 
still find regions of the parameter space in which the Bayesian 
estimators are admissible with respect to squared error loss. 
We have only studied the Bayesian posterior mean and 
2 
median estimators with respect to the uniform prior for a 
unknown, and have only examined the single truncation case 
from the viewpoint of standardized bias and standardized mean 
square error. We found that the behavior of these estimators 
2 
was very similar to the behavior of the estimator when a was 
known. 
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