The shape of a response time (RT) distribution can be described by a 3-parameter model consisting of the convolution of the normal and exponential distributions, the ex-Gaussian. Analyses based on mean RT do not take the distributions shape into account and, for that reason, may obscure aspects of performance. To illustrate the point, the ex-Gaussian model was applied to data obtained from a Stroop task. Mean RT revealed strong interference but no facilitation, whereas the analysis based on the ex-Gaussian model showed both interference and facilitation. In short, analyses that do not take the shape of RT distributions into account can mislead and, therefore, should be avoided.
Response time (RT) distributions typically have a positively skewed unimodal shape that contains information that cannot be derived from the distributions mean and variance. A number of studies using a variety of tasks have exploited the extra information to test models (Hacker, 1980; Hockley, 1984; Ratcliff, 1978 Ratcliff, , 1979 . A distributional analysis was used, for instance, to reject the class of models for recognition memory that assumes serial processing at a constant rate: Such models predict mean RT (MRr) but do not account for the shape of the distribution in both the study-test and prememorized-list paradigms (Hockley & CorbaUis, 1982; Ratcliff& Murdock, 1976) . In spite of its proven utility, however, the literature appears to treat a distributional analysis as an esoteric supplement to the traditional analysis, namely, the analysis of MRr.
In this article, we argue that a distributional analysis should not be treated as a supplementary technique. Rather, we contend that RT measures should always be analyzed using a distributional analysis and that the traditional analysis of MRr risks serious misinterpretation of the data. We start by describing difficulties associated with an analysis of MRr. Next, we discuss two techniques for distributional analysis, one based on moments and one based on a model that characterizes the distri- We acknowledge the assistance of the office of Research Services, Queen's University, and we thank E. E. Johns, B. E. Butler, and P. C. Dodwell for a critical reading of an earlier draft of the manuscript of this article. We thank Queen's University Statlab for help in the development of the distribution analysis.
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Analysis of Skewed Data
RT data are notoriously skewed. There are two possible explanations for the skew: On one hand, the processes of interest may yield skewed data, and if so, an analysis that takes the distributions shape into account is required. On the other hand, the processes of interest yield symmetrical data, whereas skew reflects nuisance variables such as a lapse of attention or an eye blink. If skew reflects nuisance variables, techniques such as data trimming or rescaling can be used to remove the nuisance scores.1 Most investigators act as if skew reflects nuisance variables--in fact, they trim the data.
Trimming the Data
The most brutal response to skew is to trim the data, that is, to drop some data from the analysis. Data are trimmed to eliminate extreme (i.e., nuisance) values and, thereby, to create a distribution closer to the normal form. Although trimming data is common practice, investigators do not agree which values warrant trimming: Some investigators trim trials with a latency longer than a fixed value; others trim trials with a latency longer than a fixed number of standard deviations from the mean.
1 The skew associated with RT raises a related statistical question. The normality assumption underlying most parametric statistical analyses is violated by RT data. To correct the violation, scale transformations such as the speed transform or a logarithmic transform can be applied. Such techniques may correct a statistical problem but do not correct the semantic problem, that is, the meaningfulness of a measure of central tendency. Psychological Bulletin, 1991, Vol. 109, No. 2, 340-347 Copyright 1991 by the American Psychological Association, Inc. 0033-2909/91/$3.00
When is it reasonable to trim data? As noted earlier, it seems reasonable to trim trials to avoid specific nuisance variables--for example, to drop posterror trials (e.g., Rabbitt & Rodgers, 1977) or to drop trials on which the subject has been distracted.
The trouble starts when the criterion for trimming is derived from the trial's value. Here, one must face the possibility that the process of interest may have been responsible for the extreme score. One can expect extreme but valid values whenever a process yields a skewed distribution: By trimming on the basis of the trial's value, one risks tossing the baby out with the bath water.
Extreme values are more likely to reflect the process of interest when that process yields a skewed distribution than when it yields a symmetric one. Hence, researchers who use trimming to correct a skewed distribution, when the skew is produced by the processes of interest, do so in exactly the wrong situation. In short, people are most likely to resort to trimming when trimming is most dangerous.
Transforming the Data
The problem of skew can be addressed by using a data transformation to normalize the distribution, that is, to get rid of the skew by making the distribution symmetrical (e.g., Mead, 1988, pp. 283 if) . A normalizing transformation is nonlinear and, as a result, may cause a loss of information about the underlying processes (see Anderson, 1961, Figure 1; Wainer, 1977) . Sternberg (1969a) described the undesirable loss of information associated with data transformations in relation to his additive-factors method:
Additivity will in general be destroyed by nonlinear transformation of measurements .... Furthermore, the median is inappropriate for our purpose because it is not, in general, additive. (For example, the median of a sum of components need not be the sum of the component medians.) (pp. 286-287 ) Although Sternberg described the problem in terms of additivefactors logic, we believe that the problem applies more generally.
Rescaling normalizes a distribution by increasingly discounting data points as their values increase. When skew is produced by nuisance processes, one must discount in proportion to the number of data points generated by nuisance processes. The rescaled data may not describe the processes of interest correctly if one has not discounted at the correct proportions; in short, rescaling requires a principled criterion for discounting data points. Lacking a model of the RT distribution, there is no guarantee that any particular transformation incorporates the correct criterion, even when it normalizes the distribution. Hence, rescaling is not an adequate response to the problem of skew in RT distributions.
Representing the Data
The mean is the algebraic midpoint in the distribution of data. As a result, when the distribution is skewed, it misrepresents central tendency because it gives extreme values too much weight. Hence, MRr can be misleading.
For skewed distributions, some authorities recommend the median as a measure of central tendency (e.g., Hays, 1981, p. 158; but see Miller, 1988) . The use of the median reduces the weight given to extreme values, but it does not solve all of the problem. A measure of central tendency is intended as a summary of data. When the distribution is skewed, the mean, median, and mode do not converge, and the concept of central tendency is unclear. We contend that central tendency is a meaningful concept only for symmetrical distributions.
Summary
We have argued that a conventional analysis of means or medians may be misleading. Likewise, data should not be trimmed because there is no clear criterion with which to distinguish outliers from valid extreme scores. Data transformations may be misleading and often discard valuable information. In short, a procedure is needed that preserves information without introducing distortions. A distributional analysis solves the problem: It preserves all information available in the experiment and provides a clear description of the behavior of interest.
Methods of Distributional Analysis
To exploit the information contained in an RT distribution, one must describe the distributions characteristic shape. Skew and kurtosis (derived from higher order moments) describe the shape of a distribution without assuming an explicit model for it (Sternberg, 1964 (Sternberg, ,1969b . As Ratcliff(1979) documented, however, a description based on higher order moments suffers from two major drawbacks. First, the sampling variance associated with estimates of higher order moments is large: To obtain stable estimates, several thousand RTs must be collected. Second, estimates for higher order moments are very sensitive to extreme scores. Hence, even when a large number of observations has been collected, the estimates of the moments may be contaminated by only a few outliers.
An alternative approach is to assume an explicit model for the shape of the RT distribution. Characterization of RT distributions avoids the problem of misrepresenting central tendency by providing a complete account of the entire distribution; it also provides more information with which to constrain models.
Early attempts to characterize the distribution of RT scores were motivated by the hope that a distributional analysis would help to specify the nature of the processes underlying the observed scores (McGiI1, 1963 ) . Hohle (1965 ) , for example, proposed a decomposition of RT into decision versus other components and derived a mathematical description of the RT distribution. In his analysis, the distribution of the residual component is normal and that of the decision component is exponential. The resultant model for the RT distribution, assuming that the normal and exponential components are independent, is the convolution of the normal and the exponential functions, the ex-Gaussian distribution. For values of a and r greater than zero, the ex-Gaussian distribution is defined by the following equation, its probability density function:
where t is time, # is the mean of the normal component, a 2 is the variance of the normal component, and r is the parameter (both mean and standard deviation) of the exponential component. Intuitively, # reflects the mode and r reflects the size of the tail of an RT distribution. The rationale underlying Hohle's (1965) decomposition of RT is problematic because his attribution of the exponential component to decision processes and the normal component to residual processes remains unproven. Nevertheless, as Luce (1986, p. 439) noted; for reasons unknown, the ex-Gaussian... fits response-time distributions well" Ratcliff and Murdock (1976) , for example, found that the ex-Gaussian provided a better account of RT distributions than is provided by either the gamma or the lognormal distributions. Thus, the questionable theoretical status of its derivation notwithstanding, the exGaussian remains a useful model of the RT distribution. Ratcliff(1979, p. 456) has shown that the mean and variance of an RT distribution, MRr and g2 r, can be expressed as functions of the ex-Gaussian's parameters. In particular,
Moments as Functions of the Ex-Gaussian's Parameters
and g2/. = 02 + r 2
for ~ and r greater than zero. 2 Within the limits indicated by Equations 2 and 3, two RT distributions with the same MRr may have different degrees of positive skew. Similarly, two RT distributions with the same g2r may have quite different shapes. Unless the distribution is normal, a traditional RT analysis, using two parameters, is ambiguous. The ambiguity can be resolved with the three parameters provided by the ex-Gaussian analysis.
Fitting the Ex-Gaussian
In contrast to methods based on higher order moments, one can obtain stable estimates for the ex-Gaussian distributions parameters without Herculean effort (Ratcliff & Murdock, 1976) . Stable estimates require as few as 100 RT observations for each condition, more observations than are usually collected in experiments aimed at determining MRr, but an order of magnitude fewer than are required for stable estimates of higher order moments. Moreover, if large numbers of RT observations cannot be obtained from each subject--perhaps because data collection is too expensive or because the number of stimuli available in a particular class is too small-- Ratcliff (1979) has shown that stable estimates of the distributions parameters may be obtained by averaging across subjects using a technique (Vincent averaging) that preserves the component distributions' shapes (see Woodworth & Schlosberg, 1954, pp. 535-536) .
The first step toward obtaining parameter estimates is to define a goodness-of-fit function, that is, a function that reflects how well the model fits the data. Then choose values of the model's parameters that maximize the fit, as defined by the goodness-of-fit function. A goodness-of-fit function commonly used in the behavioral sciences is chi-square. Smaller values of chi-square indicate a better fit; therefore, in fitting a model to data using chi-square, we choose parameters that minimize chi-square.
Because the number of possible combinations of parameters is large, finding the best combination can be difficult. Fortunately, the problem, often called the optimization problem, has been the subject of extensive study in the mathematical literature. Of the techniques available, the SIMPLEX algorithm is preferred for fitting the ex-Gaussian, mainly because it is robust. An excellent practical review of techniques for optimization (including SIMPLEX) is provided by Press, Flannery, Teukolsky, and Vetterling (1988, pp. 274-334) .
When fitting frequency distributions, chi-square is seldom used as a goodness-of-fit function. To calculate chi-square one must first calculate observed and expected frequencies. Unfortunately, the value ofchi-square depends on the way the data are aggregated when the latter frequencies are calculated. We use a likelihood function instead of chi-square as a goodness-of-fit function because it does not require grouping of the data. Ratcliff and Murdock (1976) listed other desirable properties of likelihood estimation.
A likelihood estimator is constructed as follows: First, calculate the probability of each data point by using the model's density function. Second, multiply the probabilities associated with each data point. The product is the value of the likelihood estimator. We choose model parameters that maximize the likelihood function given the observed data.
For the ex-Gaussian model, the probability density function, f(tl#, a, r), determines the probability of an observed RT. To determine the value of the likelihood function for given values of the model parameters, calculate f(tl~, or, r) for each data point by setting t equal to each observed RT in turn. Instead of determining the product of the values, take the sum of their natural logarithms. Maximizing the sum of the logarithms is equivalent to maximizing the product. We used the SIMPLEX algorithm to choose the model parameters that maximize the sum of the logarithms.
Having estimated the best fitting parameters, we wanted to know how good the fit was. We obtained an assessment of the fit by superimposing the estimated ex-Gaussian function on a histogram of the corresponding data. The quality of the fit depends, of course, on the way the data were aggregated, that is, on the width of the histogram's bins. Although the likelihood estimator provides a precise quantitative assessment of the model's fit, we were not able to perform inferential testing using that estimator because we do not know its distribution. Hence, we used chi-square to assess the quality of fit, keeping in mind the aggregation problem.
The process of fitting the model can be computationally expensive. Because we used a number of computational tricks to speed the process, our program can compute best fitting param-2 The identities are derived using the method of moments. We do not know that the identities hold between sample estimates of the mean and variance and ex-Gaussian parameters derived using a maximum likelihood estimator. It has been our experience, however, that the identities approximately hold. eters in reasonable time on a relatively slow machine (e.g., an IBM personal computer [PC ] ). Interested readers may obtain a copy of our program for the IBM PC from us. 3
An Example Using the Stroop Effect
As noted, we contend that a distributional analysis should not be treated as a supplementary technique. To illustrate the kind of misinterpretation that a distributional analysis can obviate, we performed a Stroop color-naming study and compared the results of a traditional analysis with an analysis based on an ex-Gaussian characterization of the RT distributions. We used the Stroop effect both because it is well documented as a phenomenon in its own fight (e.g., Dyer, 1973; La Heij, 1988; La Heij, Van der Heijden, & Schreuder, 1985; Neumann, 1984) and because it is widely used as a tool with which to examine other phenomena (e.g., Cheesman & Merikle, 1984) .
Method
Subjects. Eight students from Queen's University participated in the experiment. Subjects were paid $5 for their participation.
Apparatus and stimuli. Stimuli were presented on a Zenith Data
Systems ZVM-1330 color monitor controlled by a Zenith Z-158 PC. Responses were obtained using a Sony dynamic headset microphone attached to a Vero voice key. Millisecond timing and the synchronization of stimulus presentation with screen refresh were achieved using Heathcote's (1988) programs. Word stimuli were RED and GREEtq; neutral stimuli were xxx and xxxxx. Viewing distance was 0.9 m: RED and xxx subtended 0.55*; GRE~ and xxxxx subtended 0.93 ° horizontally.
Design. A 2 × 3 factorial design was used. The stimuli were presented in either red or green uppercase letters, and there were three presentation conditions: (a) congruent--RED displayed in red or GREEtq displayed in green, (b) incongruent--RED displayed in green or GREEN displayed in red, and (c) neutral--xxx or xxxxx in red or green.
Subjects performed 18 practice trials (6 from each of the three conditions) and 720 experimental trials. The experimental trials were administered in 12 blocks of 60 correctly answered trials. The order of conditions was randomized within blocks. The three conditions were presented equally often, and the three-and five-character neutral stim- uli were presented equally often within the neutral condition. Trials scored as errors or as equipment failures were repeated later in the block. Error trials were followed by "dummy" trials to eliminate slow posterror responses. RTs were recorded from all trials except the dummy trials. Experimental trials resumed when a correct response was made on a dummy trial.
Procedure. Subjects were asked to name the color of the stimulus; the instructions stressed both speed and accuracy. The subjects were asked to ignore the shape of the stimulus while keeping it in focus and in central vision. When a fixation cross appeared at the center of the screen, the subject initiated a trial by depressing a push button. The fixation cross remained for 500 ms and was replaced by the stimulus. The middle character of each stimulus was positioned to cover the position of the fixation cross. Stimuli remained for approximately 100 ms. The experimenter classified each response as correct, as incorrect, or as an equipment failure. Equipment failures occurred when the voice key closed before the subject responded or when it failed to dose. If the subject did not respond within 3 s, the message RESPONSE TOO SLOW was displayed for 1 s, and the trial was repeated later in the block. An incorrect response was scored if the subject mispronounced the correct color name. An incorrect response triggered feedback in the form of the message INCORRECT RESPONSE. At the end of each block, a message reported the number of incorrect responses in the block.
Results
The best fitting ex-Gaussian parameters were obtained for each subject in each condition using maximum likelihood estimation, and chi-squares were obtained for each fit. Analyses of variance were performed on MRr, sRr, percentage of error, and the three ex-Gaussian parameters. There was no interaction between stimulus color (red or green) and presentation condition (congruent, incongruent, or neutral) in any of the measures (all Fs < 1 ). Consequently, all further analyses were collapsed across stimulus color.
The traditional analysis. Mean RT, sRr, and the three exGaussian parameters, averaged across subjects and stimulus color, are presented in Figure 1 . As shown in Figure 1 . MRrin the incongruent condition was longer than in the neutral condition, F(1, 7) = 50.62, p < .001; that is, the experiment yielded a classic Stroop effect.
Mean RT in the congruent condition, however, did not differ from that in the neutral condition, F(I, 7 ) = 1.37, p > .25. Thus, congruency yielded neither interference nor facilitation. Note that we use the terms interference or facilitation whenever a measure for either the congruent or the incongruent condition is, respectively, larger or smaller than the same measure from the neutral condition. We apply the terms interference and facilitation to all measures, not just to MRr.
Standard deviation of RT in the neutral condition was smaller than gRr in both congruent condition, F(1, 7) = 11.58, p < .02, and the incongruent condtion, F(1, 7) = 149.73, p < .0001. Thus, both the congruent and incongruent conditions exhibited interference, gRr in the congruent condition was less than in the incongruent condition, F(1, 7) = 23.51, p < .001.
Ex-Gaussian analysis. Kolmogorov one-sample tests (see Conover, 1980) indicated that each of the 48 distributions of data (one for each combination of subjects and conditions) diffeted significantly from the normal (all Zs > 10.0, ps < .001 ). Frequency histograms for a representative subject are shown in Figure 2 . The figure also shows the corresponding fitted exGaussian functions. The ex-Gaussian model was rejected (at the 1% level) in 4 of the 48 fits, a frequency that indicates that the ex-Gaussian model provides a good description of the data. Figure 3 presents the average shape of the RT distribution across subjects; it shows the probability density distributions obtained by Vincent averaging over subjects and stimulus color for the congruent, the neutral, and the incongruent conditions. The Vincent average was obtained as follows: First, we described each subject's distribution by calculating successive values bracketing 5% of the responses (semideciles), and then we averaged the semideciles to obtain the curve shown in Figure. 3.
Note that both the congruent and incongruent conditions exhibit greater skew than the neutral condition: The mode of the congruent condition is less than that for the neutral condition, that which, in turn, is less than that for the incongruent condition. Figure 3 also shows the corresponding ex-Gaussian functions. As is clear in Figure 3 , the ex-Gaussian distribution provides a good fit to the averaged data. When read in conjunction with the mean values of the ex-Gaussian parameters (Figure 1 ) , Figure 3 illustrates the relation between a distributions shape and its parameter's values. Note, in particular, that larger values oft correspond to larger tails and that larger values of# correspond to larger modes.
In contrast to the analysis of MRr, analysis of# showed both interference in the incongruent condition, F(1, 7) = 16.52, p < .01, and facilitation in the congruent condition, F(I, 7) = 9.48, p < .05. Sigma (tt) showed interference, F(I, 7) = 26.77, p < .005, but did not differ between the neutral and the congruent conditions, F( 1, 7)= 2.80, p >. 10. For r, there was interference for both congruent and incongruent conditions; that is, ~" for both the congruent and incongruent conditions was greater than for the neutral condition, F(I, 7) = 9.69, p < .05, and F(1, 7) = 21.13, p < .005, respectively, and r for the congruent and incongruent conditions did not differ, F(I, 7) < 1.
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Reaction Time (ms) Figure 3 . Probability density histograms produced by Vincent averaging over subjects and stimulus color; the figure also shows the fitted ex-Gaussian functions. (The top panel presents the data for the congruent condition, the middle panel presents the data for the incongruent condition, and the bottom panel presents the data for the neutral condition.)
Error analysis. Errors in the incongruent condition were significantly more frequent than errors in the neutral condition, F(I, 7) = 25.35, p < .005, and in the congruent condition, F(I, 7) = 23.51, p <.005. Errors in the congruent and neutral conditions did not differ, F(I, 7) < 1. The means were 0.26% 4.71%, and 0.21% for congruent, incongruent, and neutral conditions, respectively. As errors were positively correlated with MRr, our data are not seriously confounded by a speed-accuracy trade-off.
Sign tests. Because our data did not meet the distributional and homogeneity assumptions associated with a conventional F test, we also performed sign tests (which are based on the number of subjects who show the difference) for all of the 18 comparisons described so far. We obtained the same pattern of significance with one excet~tion; namely, the sign test indicated that cr for the neutral condition was significantly greater than o for the congruent condition (p = .035 ). The corresponding parametric test was not significant, F(1, 7) = 2.80, p > .10. In light of the close correspondence between the two methods of inferential analysis, it is clear that our results are stable across subjects.
Practice effects. An ex-Gaussian analysis would be of little value if its outcome is an artifact of practice. An ex-Gaussian analysis demands a large number of trials, and hence practice effects are likely. To check the stability of the ex-Gaussian analysis across practice, we analyzed subjects' performance as a function of trials. To look at practice effects, we divided the data for the 12 blocks into three groups of 4 blocks: Each group contained approximately 40 data points per condition. Because 40 data points are too few to fit the ex-Gausian model directly, we averaged across subjects within the three groups of 4 blocks by means of Vincent averaging. Vincent averaging permitted us to obtain stable parameter estimates with fewer data points per subject. The cost of the procedure is that we lost subject variance and, hence, could not perform inferential testing. Table I reports MRr, sRr, and the three ex-Gaussian parameters averaged over stimulus color. The values are shown for each condition and group of blocks, one row per condition per group of blocks.
All parameters tended to decrease with practice. With one exception, however, the relationships among the conditions shown in Figure I remained stable across practice. The exception concerned z: The pattern in the overall data did not emerge until the second group of four blocks. It is clear, therefore, that the ex-Gaussian analysis is stable across practice.
Discussion
The results can be summarized as follows: The congruent condition exhibited facilitation in #, interference in both z and gRr, and no effect in the other measures. The incongruent condition exhibited interference in all measures and was larger than the congruent condition in all measures but ~. All measures indicate that an incongruent color word interferes with color naming. The conclusion for congruent color words is less clear.
In terms of MRr, congruency did not affect color naming. A reasonable conclusion is that a congruent word has no effect on color naming. That interpretation is wrong: gRr was larger in the congruent condition than in the neutral condition. We ac- Note. C = congruent; I = incongruent; N = neutral.
knowledge that a larger sRr is often associated with a larger MRr because the floor effect exerted by the lower bound on RT is attenuated when M~r increases. Hence, a shift in variance is often assumed to be of no theoretical interest. 4 In the present case, however, the increase in sRr was not associated with an increase in MRr. Hence, the conclusion that a congruent word has no influence on color naming is untenable, but it is difficult to formulate a simple theoretical interpretation from the two measures provided by the traditional analysis. Figure 1 shows why a larger gRr was observed in the congruent condition. The value of r associated with the congruent condition was larger than that for the neutral condition. Furthermore, a did not differ between the congruent and neutral conditions. Hence, the larger sRr in the congruent condition was due entirely to the presence of a longer tail. Although the longer tail directly contributed to MRr, its effect was balanced by facilitation for # in the congruent condition. Hence, the lack of facilitation for MRr in the congruent condition was due to a change in shape of the RT distribution and does not indicate that a congruent word has no influence on color naming.
The foregoing illustrates how a traditional RT analysis, especially when restricted to M~T, can be misleading. A congruent color word actually caused both facilitation in the mean of the normal component, #, and an increase in positive skew. When examined in terms of M~r, the two effects canceled each other. Thus, a facilitation effect was masked by a change in the shape of the RT distribution.
Facilitation in the congruent condition has been an inconsistent finding in the Stroop literature. Cheesman and Merikle (1984) found strong facilitation in their version of the task. Dunbar and MacLeod (1984) found facilitation on one occasion (Experiment 2), but not on others (Experiments 1, 3, and 4). Dalrymple-Alford (1972) found facilitation when the neutral words were noncolor words (e.g., joy), but not when the neutral words were nonwords (i.e., a series ofXs). The inconsistency among these findings may reflect the size of the facilitation effect: One would expect inconsistency across studies if the effect were very small. Our analyses suggest another possibility:
The inconsistency may reflect changes in the shape of the RT distribution.
It is tempting to attribute particular processes to the parameters of the ex-Gaussian model. Hohle (1965) suggested that r reflects decision processes and that both # and o reflect noise. In our experiment, however, # and o were systematically affected by presentation condition and, hence, do not reflect noise. Clearly, the present results do not support Hohle's attribution of parameters to cognitive processes. The nuisance interpretation for skew attributes # and o to the processes of interest and r to nuisance processes. In our experiment, however, r was systematically influenced by the experimental manipulations. We would not expect the appearance of a word to cause more lapses of attention (or eye blinks) than the appearance of a nonword. Hence, the present results do not support a nuisance interpretation of 7. In short, we have not found an acceptable attribution for the parameters of the ex-Gaussian. Although the ex-Gaussian model describes RT data successfully, it does so without the benefit of an underlying theory.
Should we be uncomfortable with the ad hoe nature of the ex-Gaussian model?. In the best of all possible worlds, we would like to be able to offer substantive models that predict response latency in particular paradigms, and we would like each model's parameters to map onto the cognitive processes that underlie performance in the particular paradigms. We do not have such an interpretation for the ex-Gaussian's parameters: We treat the ex-Gaussian as a descriptive first-order account of response latency. Because we do not propose the ex-Gaussian model as a model of cognitive processes, we do not need a 4 The general linear model underlying most parametric inferential testing assumes that the variance associated with data from each treatment level is equal. RT data usually violate the homogeneity of variance assumption. The traditional remedy is scale transformation. As noted, scale transformations cause a loss of information. The ex-Gaussian analysis provides a more generally effective method of redressing the violation of the homogeneity of variance assumption without a loss of information. cognitive attribution for its parameters. Indeed, we doubt that any single model, especially one of such simplicity, could describe the cognitive processes in psychology's various paradigms.
The virtue of an ex-Gaussian analysis is that it provides a good description of the data. Because it provides a good description, it allows researchers to decide whether skew can be ignored and, thereby, helps to avoid errors of interpretation, errors that, we fear, are likely with the traditional analysis of MRr.
