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Chapitre 4




Les réseaux booléens sont des systèmes dynamiques discrets regroupant
un nombre fini de variables binaires qui évoluent, dans un temps discret et
par interactions mutuelles, selon une loi prédéfinie. Les interactions entre
variables sont souvent sommairement décrites par un graphe dirigé : le
graphe d’interaction. Les réseaux booléens sont en particulier très utilisés en
biologie pour modéliser la dynamique des réseaux de neurones, de régulation
génique, et des voies de signalisation cellulaire. Dans ce chapitre, nous abor-
derons deux approches complémentaires pour capturer des caractéristiques
importantes de la dynamique des réseaux booléens par analyse statique.
Nous présenterons, d’une part, une étude des points fixes par une approche
combinatoire se basant sur le graphe d’interaction et, d’autre part, une étude
des trajectoires par interprétation abstraite.
4.1 Introduction
Soit un ensemble de n variables binaires, indexées de 1 à n. Un réseau
booléen spécifie pour chaque variable une fonction de {0, 1}n dans {0, 1}
qui associe à chaque configuration du réseau (valuation possible de toutes
les variables) une valeur pour cette variable.
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Partant d’une configuration initiale, l’application itérative de ces fonc-
tions induit une évolution de la configuration du réseau. Cette évolution dé-
pend de l’ordre et de la synchronisation de ces applications. Les séquences
de configurations obtenues peuvent alors présenter des comportements
périodiques et des configurations qui apparaissent de manière unique. L’en-
semble des variables et leur domaine étant finis, toute application infinie
des fonctions fait converger le réseau soit vers une configuration qui ne
peut plus être modifiée (point fixe), soit vers une répétition d’un ensemble
de configurations.
Les réseaux booléens appartiennent à la grande famille des systèmes
complexes : le comportement global émergent du réseau est très difficile
à prédire à partir de la spécification des fonctions locales d’évolution des
composants. Ils peuvent être apparentés avec les automates cellulaires, les
réseaux d’automates et les réseaux de Petri.
Les réseaux booléens sont abondamment étudiés pour la modélisation
des réseaux biologiques. Historiquement cela est dû à deux raisons. D’une
part, ils sont une abstraction pratique de certaines classes d’équations
linéaires par morceaux, aussi très utilisées pour la modélisation des réseaux
biologiques [15]. D’autre part, la vision « on/off » de l’état des variables
du système s’avère adéquate pour modéliser de manière qualitative le
comportement des réseaux de gènes ou de neurones. Ainsi ce type de
modèle a été plébiscité par différents biologistes théoriciens dans les années
1960 [19, 20, 42]. Outre les applications en biologie, on peut également citer
des applications pour la modélisation de phénomènes sociologiques [45, 16].
Côté informatique, certaines problématiques en théorie de l’information
peuvent être formalisées avec les réseaux booléens, notamment le problème
du codage réseau linéaire [13].
Ce chapitre porte sur l’étude de deux propriétés importantes de la
dynamique des réseaux booléens : leurs points fixes (configurations ne
pouvant plus évoluer) et leurs trajectoires (séquences de configurations
possibles). Comme nous l’illustrerons en conclusion, ces analyses ont des
applications en biologie des systèmes.
Plus particulièrement, ce chapitre se concentre sur l’analyse statique de
ces propriétés. De manière générale, une analyse statique vise à déduire for-
mellement certaines propriétés d’un modèle à partir de sa spécification sans
exécuter ce dernier. C’est-à-dire dans notre cas, sans calculer explicitement
les différentes évolutions de la configuration d’un réseau booléen.
En pratique, les analyses statiques s’appuient sur des abstractions de
la spécification du modèle qui vont mettre en exergue des caractéristiques
liées aux propriétés recherchées. Dans ce chapitre, nous présenterons deux
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abstractions des réseaux booléens : le graphe d’interaction, qui résume les
dépendances, positives et négatives, entre les variables du système et les
impliquants premiers d’itérations, qui résument les changements possibles
de configurations.
Le premier avantage des analyses statiques est qu’elles permettent de
déduire des propriétés qui peuvent être soit trop coûteuses, soit impos-
sibles, à calculer en exécutant simplement le modèle. Les analyses statiques
permettent également de raisonner sur des familles (ou classes) de modèles.
En effet, parce qu’elles s’appuient sur des abstractions, les conclusions des
analyses sont identiques pour tout modèle concret partageant la même
abstraction.
Plan du chapitre
Les définitions de base sont données dans la section 4.2, présentant
formellement les notions de réseau booléen, d’itérations, et de graphe
d’interaction.
La section 4.3 détaille le lien entre certaines propriétés du graphe d’in-
teraction et le nombre maximum et minimum de points fixes des réseaux
booléens correspondants. Ces résultats font apparaître l’importance des
cycles positifs ou négatifs du graphe d’interaction, et leur façon d’être
connectés les uns aux autres.
La section 4.4 montre une abstraction des transitions pour dériver des
conditions nécessaires ou suffisantes pour des propriétés d’existence de
trajectoires.
Les analyses statiques présentées permettent d’aborder l’étude for-
melle de très grands réseaux booléens, et d’établir certaines prédictions
pour leur contrôle. La section 4.5 illustre ainsi quelques applications de
l’analyse statique des réseaux booléens pour des problématiques actuelles
en biologie des systèmes.
4.2 Définitions de base et notations
Un réseau booléen à n composantes est une fonction f : {0, 1}n →
{0, 1}n. On note N = {1, . . . , n}. On appelle configuration de f un vecteur
x ∈ {0, 1}n. La i-ème composante de x est noté xi. La i-ème composante de
f (x) est notée fi(x). Ainsi, on peut voir fi comme une fonction de {0, 1}n
vers {0, 1}.
Étant données deux configurations x, y ∈ {0, 1}n, on note ∆(x, y) l’en-
semble des composantes i ∈ N telles que xi 6= yi. Ainsi, |∆(x, y)| est la
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distance de Hamming entre x et y. On associe à l’ensemble des configurations
l’ordre partiel usuel composante à composante : x 6 y si et seulement si
xi 6 yi pour tout i ∈ N . L’ensemble des configurations muni de cet ordre
est donc un treillis booléen. On note x + y l’addition modulo 2 composante à
composante. Les composantes qui prennent la valeur 1 dans la configura-
tion x + y sont donc exactement les composantes dans ∆(x, y). On note ei
le i-ème vecteur de base : toutes les composantes sont à 0 sauf la i-ème, qui
vaut 1.
Une itération est un changement de configuration x par la mise à jour
d’une ou plusieurs de ses composantes en suivant f (x). Trois modes de
mise à jour sont classiquement considérés : le synchrone (ou parallèle),
où toutes les composantes sont mises à jour ; l’asynchrone, où une seule
composante est mise à jour ; et le général, où une ou plusieurs composantes
sont mises à jour.
Définition 4.2.1 (Itérations). Les itérations forment une relation binaire irré-
flexive→⊆ {0, 1}n × {0, 1}n. Les itérations synchrones de f sont données par
ITS( f ), asynchrones par ITA( f ), et générales par ITG( f ) :
ITS( f ) := {x → f (x) | x ∈ {0, 1}n, f (x) 6= x}
ITA( f ) := {x → y | x, y ∈ {0, 1}n, x 6= y, ∆(x, y) = {i}, yi = fi(x) }
ITG( f ) := {x → y | x, y ∈ {0, 1}n, x 6= y, ∀i ∈ ∆(x, y), yi = fi(x) }
Par définition, ITS( f ) ⊆ ITG( f ) et ITA( f ) ⊆ ITG( f ). La comparai-
son des différents modes de mise à jour fait l’objet de nombreux travaux,
par exemple [4, 23].
Définition 4.2.2 (Point fixe). Un point fixe de f est une configuration x ∈
{0, 1}n telle que f (x) = x.
Définition 4.2.3 (Attracteurs). Un attracteur f est un ensemble minimal non-
vide de configurations X ⊆ {0, 1}n clos par la relation d’itération IT choisie
(∀x ∈ X, x → y ∈ IT( f )⇒ y ∈ X).
On remarque qu’un attracteur est de la forme X = {x} si et seulement
si x est un point fixe de f .
Un graphe signé est un couple G = (V, E) où E ⊆ V × V × {−1, 1}.
Naturellement, V est l’ensemble des sommets, et E l’ensemble des arcs.
Les arcs sont dirigés et portent un signe positif ou négatif. Notons qu’il est
possible d’avoir à la fois un arc positif et un arc négatif d’un sommet sur
un autre. G a un graphe non-signé sous-jacent |G| obtenu en ignorant les
signes de façon naturelle. Lorsque les notions en jeux n’impliquent pas les
signes, on identifie G et |G| sans confusion possible. On dira par exemple
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que G est acyclique pour signifier que |G| l’est. Les cycles et chemins de G
sont vus comme des sous-graphes, et sont donc sans répétition de sommet.
Le signe d’un chemin ou d’un cycle est le produit du signe de ses arcs.
Ainsi, un chemin ou un cycle est positif s’il contient un nombre pair d’arcs
négatifs, et négatif s’il contient un nombre impair d’arcs négatifs.
Définition 4.2.4 (Graphe d’interaction). Le graphe d’interaction d’un réseau
booléen f à n composantes est le graphe signé G( f ) défini comme suit : l’ensemble
des sommets est N , et pour tout i, j ∈ N , il existe un arc positif (resp. négatif) de
j sur i si et seulement s’il existe une configuration x telle que xj = 0 et
fi(x + ej)− fi(x)
est positif (resp. négatif).
Ainsi, il y a un arc de j sur i si et seulement si fi dépend de la j-ème va-
riable. La version non signée du graphe d’interaction indique uniquement
les dépendances, et les signes ajoutent une information supplémentaire sur
la nature de ces dépendances.
Exemple 4.2.5. Soit le réseau booléens à 3 composantes suivant :
f1(x) := x3 ∧ (¬x1 ∨ ¬x2)
f2(x) := x3 ∧ x1
f3(x) := x1 ∨ x2 ∨ x3
Les itérations selon les différents modes de mise à jour considérés dans ce














Le réseau f possède 1 point fixe, 000 ; les itérations synchrones (ITS) pos-
sèdent en plus un attracteur composé de {011, 101, 111} ; les itérations asyn-
chrones et générales (ITA et ITG) possèdent en plus un attracteur composé de
{001, 101, 111, 011}. Ces attracteurs correspondent aux composantes fortement
connexes terminales des graphes respectifs.
Le graphe d’interaction G( f ) est le graphe dirigé suivant, où les arcs positifs
sont dessinés en vert avec une étiquette +, et les arcs négatifs sont dessinés en
rouge avec une étiquette − et se terminant avec une barre.










4.3 Étude des points fixes par une approche combina-
toire
Dans bien des contextes, lorsqu’un système complexe est étudié, il est
bien plus facile de récolter des informations sur son graphe d’interaction
que sur sa dynamique. Cette situation est très fréquente dans le contexte des
réseaux de gènes : souvent, le graphe d’interaction est assez bien compris,
alors que la dynamique, qui est très difficile à observer, ne l’est pas (cf.
Section 4.5.1). On est donc amené à se poser la question suivante : que
peut-on dire sur la dynamique du système à partir de son graphe d’interaction
seulement?
De nombreuses propriétés dynamiques peuvent être étudiées sous cet
angle. Parmi elles, le nombre de points fixes a reçu une grande attention. Les
points fixes sont robustes au mode d’itération considéré, et ont souvent des
interprétations fortes en pratique. Dans le contexte des réseaux de neurones
dotés d’une mémoire associative, le nombre de points fixes correspond à la
taille de la mémoire. Dans le contexte des réseaux de gènes, les points fixes
correspondent à des patterns stables d’expressions des gènes que l’on peut
souvent assimiler à des fonctions ou types cellulaires bien déterminés (cf.
Section 4.5.2).
Dans cette section, nous allons donc étudier l’influence du graphe
d’interaction sur le nombre de points fixes, en présentant certains résultats
de base. On se concentrera essentiellement sur le nombre maximum et
minimum de points fixes pour un graphe d’interaction donné. Ce graphe
d’interaction sera représenté par un graphe signé G à n sommets, notés de
1 à n, et on notera F(G) l’ensemble des réseaux booléens sur G, c’est-à-dire,
l’ensemble des réseaux booléens qui ont G pour graphe d’interaction. Nous
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où Fixe( f ) désigne l’ensemble des points fixes de f .
Avant de commencer, nous avons besoin d’un résultat qui sera utilisé
tout au long de cette section. Si G a un arc positif (resp. négatif) de j sur
i on dit que j est un activateur (resp. inhibiteur) de i. On note 6Gi l’ordre
partiel sur {0, 1}n défini par x 6Gi y si et seulement si xj 6 yj pour tout
les activateurs j de i et xj > yj pour tous les inhibiteurs j de i. Autrement
dit x 6Gi y si et seulement si on passe de x à y en ajoutant des activateurs
de i et en retirant des inhibiteurs de i. D’après la proposition suivante, si
f ∈ F(G), alors chaque composante fi est monotone par rapport à 6Gi .
Proposition 4.3.1. Si f ∈ F(G) alors, pour tout i ∈ N et x, y ∈ {0, 1}n,
x 6Gi y⇒ fi(x) 6 fi(y).
Démonstration. Par induction sur la distance de Hamming entre x et y,
notée d(x, y). Le cas de base d(x, y) = 0 est trivial, on suppose donc que
d(x, y) > 0. Soit j ∈ ∆(x, y). Si xj < yj alors, comme x 6Gi y, G n’a pas
d’arc négatif de j sur i et donc fi(x + ej) > fi(x). Comme x + ej 6Gi y et
d(x + ej, y) = d(x, y) − 1, par induction on a fi(x + ej) 6 fi(y), et donc
fi(x) 6 fi(y). De façon similaire, si xj > yj alors G n’a pas d’arc positif
de j sur i et donc fi(y + ej) 6 fi(y). Comme x 6Gi y + ej et d(x, y + ej) =
d(x, y)− 1, par induction on a fi(x) 6 fi(y + ej), et donc fi(x) 6 fi(y). 
4.3.1 Absence de cycle positif ou négatif
Nous pouvons maintenant entrer dans le vif du sujet avec l’observation
de base suivante : si G est acyclique, alors tous les réseaux booléens sur G
convergent en au plus n itérations (synchrones).
Théorème 4.3.2 (Robert [34, 35]). Si G est acyclique, alors f n (la composition
de f avec elle-même n fois) est une fonction constante pour tout f ∈ F(G).
Démonstration. Soit i1i2 . . . in un tri topologique de G : il n’y a pas d’arc
de il à ik dès que l > k. Ainsi, chaque fik ne dépend que de composantes
il avec l < k. Soient x et y deux configurations quelconques. On montre,
par induction sur k allant de 1 à n, que f mik (x) = f
m
ik
(y) pour tout m > k,
ce qui implique clairement le théorème. Comme fi1 ne dépend d’aucune
composante, fi1 est une fonction constante et a évidemment f
m
i1 (x) = f
m
i1 (y)




tout l < k. Comme fik ne dépend que de composantes il avec l < k, on en
déduit que fik( f
m−1(x)) = fik( f




qui complète l’induction. 
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Exercice 4.3.3. D’après ce théorème, si G est acyclique et f ∈ F(G), alors ITS( f )
est acyclique. Montrer que ITA( f ) et ITG( f ) le sont également.
Si f k est une constante pour un certain k, alors f a évidement un
unique point fixe. On en déduit le corollaire suivant.
Corollaire 4.3.4. Si G est acyclique, alors min(G) = max(G) = 1.
La réciproque est fausse : si G est obtenu à partir d’un cycle positif et
d’un cycle négatif en identifiant un sommet, alors on montre facilement
que l’on a tout de même min(G) = max(G) = 1.
Le théorème suivant montre qu’il est possible d’obtenir le corollaire
précédant par une approche plus fine, en faisant intervenir le signe des
cycles. Il peut être vu comme une adaptation au cas booléen des deux
conjectures du biologiste René Thomas. On peut attribuer ce théorème à
Aracena [2] (voir aussi [3]). De nombreuses généralisations ont été propo-
sées, en particulier dans [32, 33].
Théorème 4.3.5 (Version booléenne des conjectures de Thomas).
1. Si G n’a pas de cycle positif alors max(G) 6 1.
2. Si G n’a pas de cycle négatif alors min(G) > 1.
Remarque 4.3.6. On peut montrer, de façon plus générale, les deux propriétés
suivantes : si G n’a pas de cycle positif alors, pour tout f ∈ F(G), ITA( f ) a
au plus un attracteur ; si G n’a pas de cycle négatif alors, pour tout f ∈ F(G),
ITA( f ) n’a pas d’attracteur cyclique.
Le premier point du Théorème 4.3.5 est une conséquence immédiate
du lemme suivant, qui sera réutilisé plusieurs fois dans la suite. Si U est
un ensemble de sommets dans G, alors G[U] désigne le sous-graphe de G
induit par U (c’est-à-dire obtenu en retirant les sommets hors de U avec les
arcs attachés).
Lemme 4.3.7. Si f ∈ F(G) a deux points fixes distincts x et y, alors G[∆(x, y)]
a un cycle positif.
Démonstration. Prenons un quelconque i ∈ ∆(x, y). Si xi < yi on a fi(x) =
xi < fi(y) = yi ce qui veut dire, d’après la proposition 4.3.1, que y 6Gi x
est faux : G a un arc positif de j sur i avec xj < yj ou un arc négatif de j
sur i avec xj > yj. G a donc un arc de j sur i de signe yj − xj. On montre
de façon similaire que si xi > yi alors G a un arc de j sur i de signe xj − yj.
Ainsi, dans tous les cas, il existe un sommet j dans ∆(x, y) tel que G a un
arc de j sur i de signe
sji := (yj − xj)(yi − xi).
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On en déduit que G[∆(x, y)] à un cycle i0i1 . . . ip−1i0 où le signe de l’arc de
ik sur ik+1 est sikik+1 , où k + 1 est calculé modulo p. Le signe du cycle est





















Pour le second point du Théorème 4.3.5 nous allons utiliser la version
dirigée suivante d’un théorème très classique sur les graphes signés, le
théorème d’Harary [18].
Théorème 4.3.8. Si G est fortement connexe et sans cycle négatif, alors il existe
une partition de ses sommets en deux parties A et B (l’une des deux pouvant être
vide) telle qu’un arc de G est positif si et seulement si son sommet initial et son
sommet terminal sont dans la même partie.
Un réseau f est monotone si pour toutes configurations x et y
x 6 y⇒ f (x) 6 f (y).
Il est facile de voir qu’un réseau f sur G est monotone si et seulement
si G n’a que des arcs positifs. De plus, d’après le lemme suivant, si f est
un réseau sur un graphe G fortement connexe et sans cycle négatif, alors
chaque f est monotone à une translation près (qui ne dépend que de G).
Lemme 4.3.9. Si G est fortement connexe et sans cycle négatif alors il existe
une configuration z telle que, pour tout f ∈ F(G), le réseau x 7→ h(x) :=
f (x + z) + z est monotone.
Démonstration. Soient A et B une partition des sommets de G comme dans
le Théorème 4.3.8. Soit z la configuration définie par zi = 1 si i ∈ A et
zi = 0 sinon. Soit i une composante et x une configuration avec xi = 0.
Pour montrer que h est monotone, il suffit de montrer que h(x) 6 h(x + ei).
Soit j une quelconque composante. Si i et j sont dans la même partie, on
a zi = zj, et comme G n’a pas d’arc négatif de i sur j on a f j(x + z) + zj 6
f j(x + z + ei) + zj, et donc hj(x) 6 hj(x + ei). Si i et j sont dans des parties
différentes, on a zi 6= zj, et comme G n’a pas d’arc positif de i sur j on a
f j(x + z) + zj 6 f j(x + z + ei) + zj, et donc hj(x) 6 hj(x + ei). 
Lemme 4.3.10. Si G est fortement connexe et sans cycle négatif, alors
min(G) > 2.
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Démonstration. Soit f ∈ F(G) et soit une configuration z telle que le réseau
h(x) := f (x + z) + z est monotone ; cette configuration existe d’après le
Lemme 4.3.9. Soit H le graphe d’interaction de h. Il est facile de voir que
H s’obtient à partir de G en rendant positifs tous les arcs. Donc H est
fortement connexe. Soit 0 le vecteur à n composantes, toutes nulles. Pour
toute configuration x on a 0 6Hi x (puisque6
H
i coïncide avec l’ordre partiel
usuel 6) et donc hi(0) 6 hi(x). On en déduit que si hi(0) = 1 alors hi
est une fonction constante, qui a 1 pour seule image. Mais alors i est une
source de H, ce qui est faux. Donc hi(0) = 0 pour toute configuration i, de
sorte que h(0) = 0. On montre de façon similaire que h(1) = 1, où 1 est le
vecteur à n composantes, toutes égales à 1. On déduit alors que 0 + z = z
et 1 + z (i.e. la négation de z) sont des points fixes de f . 
Nous sommes maintenant en mesure de démontrer le second point du
Théorème 4.3.5.
Démonstration du second point du Théorème 4.3.5. Par hypothèse, G est sans
cycle négatif. Soit f ∈ F(G). On montre que f admet au moins un point
fixe par induction sur le nombre n de composantes. Le cas n = 1 étant
trivial, on suppose n > 1. De plus, si G est fortement connexe, d’après le
Lemme 4.3.10, f a au moins deux points fixes, donc on suppose que G n’est
pas fortement connexe. Il existe alors une partition (I, J) des sommets en
deux parties non-vides telle que G n’a pas d’arc de J à I. On suppose, sans
perte de généralité, que I = {1, . . . , m} pour un certain 1 6 m < n. Soit f I
le réseau booléen à m composantes défini par
f I(x) = ( f I1 (x), . . . , f
I
m(x)) := ( f1(x, 0), . . . , fm(x, 0))
où 0 est le vecteur contenant n−m zeros. Il est facile de voir que le graphe
d’interaction de f I est inclus dans G. Il est donc sans cycle négatif et donc,
par induction, f I a un point fixe α ∈ {0, 1}m. Soit maintenant le réseau
booléen f J à n−m composantes défini par
f J(x) = ( f J1 (x), . . . , f
I
n−m(x)) := ( fm+1(α, x), . . . , fn(α, x))
De même, le graphe d’interaction de f J est inclus dans G et donc, par
induction, f J a un point fixe β ∈ {0, 1}n−m. La configuration (α, β) est
alors un point fixe de f . En effet, pour tout i ∈ I, fi ne dépend que de
composantes dans I (puisque G n’a pas d’arc de J sur I) et donc
fi(α, β) = fi(α, 0) = f Ii (α) = αi = xi
De plus, pour tout i ∈ J on a
fi(α, β) = f Ii−m(β) = βi−m = xi.
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
4.3.2 Borne du feedback positif
Nous avons vu que le nombre de points fixes est très petit − au plus
1 − lorsque G est acyclique ou, de façon plus générale, lorsque G est sans
cycle positif (c’est le premier point du Théorème 4.3.5). Il est naturel de se
demander s’il existe des généralisations de la forme “si G n’est pas trop
différent d’un graphe acyclique, ou d’un graphe sans cycle positif, alors le
nombre de points fixes n’est pas trop grand”. Ceci pose la question d’une
“distance” à l’acyclicité. Plusieurs notions sont envisageables : le nombre
de cycles, le nombre de sommets appartenant à un cycle, etc. Dans notre
contexte, le nombre transversal, défini ci-dessous, est une mesure de la
cyclicité particulièrement pertinente.
Un Feedback Vertex Set (FVS) est un ensemble de sommets qui intersecte
tous les cycles : la suppression de ces sommets donne un graphe acyclique.
De façon similaire, un FVS positif est un ensemble de sommet qui intersecte
tous les cycles positifs : la suppression de ces sommets donne un graphe
sans cycle positif. On note τ(G) la taille minimale d’un FVS et τ+(G)
la taille minimale d’un FVS positif. On appelle τ(G) et τ+(G) le nombre
transversal et le nombre transversal positif de G. On a, par exemple, τ(G) = 0
dans le cas acyclique et τ+(G) = 0 lorsque tous les cycles sont négatifs. On
a toujours τ+(G) 6 τ(G), avec évidemment égalité lorsque tous les cycles
sont positifs.
On peut maintenant énoncer et démontrer la borne du feedback positif,
qui est une simple implication du Lemme 4.3.7.
Théorème 4.3.11 (Aracena [2]).
max(G) 6 2τ
+(G).
Démonstration. Soient I un FVS de G de taille τ+(G) et f ∈ F(G). Soient x
et y deux points fixes distincts de f . D’après le Lemme 4.3.7, G[∆(x, y)] a un
cycle positif, et donc ∆(x, y) intersecte I. Cela signifie que la restriction xI
de x sur I est différente de la restriction de yI de y sur I. Nous avons donc
montré que l’opération de restriction x 7→ xI est une injection de Fixe( f )
dans l’ensemble {0, 1}I , qui est de taille 2τ+(G). On a donc évidemment
|Fixe( f )| 6 2τ+(G). 
Remarque 4.3.12. On peut montrer, plus généralement, que pour tout f ∈ F(G),
ITA( f ) a au plus 2τ(G) attracteurs.
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Cette borne est très perfectible. Pour s’en rendre compte, considérons
le graphe Gk décrit dans la figure ci-dessous : il correspond à une chaîne








· · · 2k− 1 2k
2k + 1
Il est facile de voir que τ(Gk) = τ+(Gk) = b k2c. Un exercice un peu plus
délicat consiste à montrer que max(G) est égal au nombre d’ensembles
indépendants maximaux que G possède (un ensemble indépendant de G
est un ensemble U de sommets tel que G[U] n’a pas d’arc), de sorte que
max(G) = P(k) où P(k) est le nombre de Padovan défini récursivement
par P(0) = P(1) = P(2) = 1 et P(k) = P(k− 2) + P(k− 3). Il est connu
que P(k) est l’entier le plus proche de pk−1/s où p = 1.3247... est le nombre
plastique, et s = 1.0453... l’unique racine réelle de s3 − 2s2 + 23s− 23 = 0
(le nombre plastique joue pour la suite de Padovan le même rôle que le
nombre d’or pour la suite de Fibonacci). On a donc, pour k suffisamment
grand, max(Gk) > 2k/2.5. Ceci montre que la borne du feedback positif,
max(Gk) 6 2bk/2c, est assez précise dans ce cas.
Considérons maintenant le graphe d’interaction G′k obtenu à partir de








· · · 2k− 1 2k
2k + 1
On a encore τ(G′k) = τ
+(G′k) = b
k
2c, la borne du feedback positif est donc la
même. Elle est cependant très mauvaise, car il est possible de montrer que
max(G′k) = 1 pour tout k > 1. On voit donc ici que l’ajout de cycles négatifs
réduit drastiquement le nombre de points fixes. La borne du feedback
positif, qui ignore les cycles négatifs, devient alors mauvaise.
On en vient à se demander si l’on peut améliorer la borne en prenant en
compte les cycles négatifs. C’est un problème subtil, car les cycles négatifs
ont une influence très variable sur le nombre de points fixes. Dans certaines
situations, ils ont tendance à être néfastes pour la présence de nombreux
points fixes ; l’exemple ci-dessus l’illustre. Mais dans d’autres situations, les
cycles négatifs sont bénéfiques pour la présence de nombreux points fixes :
l’exemple des cliques positives et négatives, étudiées ci-dessous, illustre
bien ce phénomène.
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4.3.3 Clique positive et négative
On note K+n la clique positive à n sommets : il y a un arc positif de i à j
si et seulement si i 6= j, et il n’y a pas d’arc négatif. La clique négative K−n
est définie de façon similaire : il y a un arc négatif de i à j si et seulement
si i 6= j, et il n’y a pas d’arc positif. Le nombre transversal et le nombre
transversal positif valent n− 1 dans les deux cas. Pour la clique positive
comme négative, la borne du feedback positif est donc 2n−1. On peut
cependant faire beaucoup mieux :
Théorème 4.3.13 (Gadouleau-Richard-Riis [14]).
( nb n2 c
)
n
6 max(K+n ) 6
2n+1
n + 2






Ce théorème est intéressant de deux points de vue.
Premièrement, on déduit de ce résultat que pour tout entier k fixé, si
n est suffisamment grand, alors max(K+n+k) < max(K
−
n ). Ainsi, K−n permet
la présence de plus de points fixes que K+n+k alors qu’il possède moins de
cycles positifs et a un nombre transversal positif plus petit (n− 1 contre
n+ k− 1). On voit donc ici que les cycles négatifs de K−n (qui correspondent
aux cycles de longueur impaire), absents dans K+n+k, sont favorables à la
présence de nombreux points fixes, comme annoncé à la fin de la section
précédente.
Deuxièmement, la preuve de ce théorème fait appel aux trois théo-
rèmes suivants ; les deux premiers ont été établis dans le contexte des
codes correcteurs d’erreurs en théorie de l’information, et le troisième est le
bien connu lemme de Sperner en théorie des ensembles. Ceci montre que
l’étude du nombre de points fixes nécessite diverses techniques, et qu’elle
est connectée à d’autres domaines à la frontière entre les mathématiques
et l’informatique. On appelle poids d’une configuration x, et on note |x|, le
nombre de composantes i telles que xi = 1. Pour 1 6 w 6 n on note B(n, w)
l’ensemble des configurations de {0, 1}n de poids w.
Théorème 4.3.14 (Borne de Graham et Sloane [17]). Soit 1 6 w 6 n. Il
existe un sous-ensemble A ⊆ B(n, w) tel que deux configurations distinctes de A





Théorème 4.3.15 (Borne de Varshamov [44]). Soit 1 6 d 6 n, et soit un
sous-ensemble A ⊆ {0, 1}n tel que, pour toutes configurations x et y distinctes de
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A, il existe au moins d composantes i telles que xi > yi ou d composantes i telles









Théorème 4.3.16 (Lemme de Sperner [37]). Si A est une antichaîne de {0, 1}n







Démonstration de la première inégalité du Théorème 4.3.13. Soit w := bn/2c
et R := (nw)/n. Si R 6 2 alors la conclusion est évidente (et elle découle du
Lemme 4.3.10). On suppose donc que R > 3 ce qui implique n > 6. Soit
A ⊆ B(n, w) tel que deux configurations distinctes de A diffèrent en au
moins 4 composantes et |A| > R ; un tel ensemble existe d’après la Borne
de Graham et Sloane. Si x est une configuration et i une composante, alors
xi1 := x si xi = 1 et xi1 := x + ei si xi = 0. Ainsi, xi1 est obtenu en plaçant
un 1 sur la ième composante de x. On définit xi0 de façon similaire.
Considérons le réseau booléen f à n composantes défini par
fi(x) =
{
1 si xi1 ∈ A ou si |xi1| > w et xi0 6∈ A,
0 sinon
pour toute composante i. Il est facile de voir que toutes les configurations
de A sont des points fixes et que fi ne dépend pas de la composante i. Ainsi,
le graphe d’interaction G de f n’a pas de boucle.
Montrons que f est monotone. Supposons, par contradiction, qu’il
existe deux configurations x et y et une composante i telles que x 6 y
et fi(x) > fi(y). On a donc |x| < |y|. Comme fi ne dépend pas de la
composante i on peut supposer, sans perte de généralité, que xi = yi = 1.
Si |xi1| > w alors |yi1| > w + 1 et donc |yi0| > w d’où yi0 6∈ A. Mais alors
fi(y) = 1, ce qui est faux. On en déduit que |xi1| 6 w et comme fi(x) = 1
cela implique xi1 ∈ A. Donc |yi1| > w. Si yi0 ∈ A on a |yi1| = w + 1 =
|xi1|+ 1, donc il existe une composante j 6= i telle que yi1 = xi1 + ej. Mais
alors yi0 = x + ej + ei et xi1 = x sont deux éléments de A qui ne diffèrent
qu’en deux composantes seulement, ce qui contredit le choix de A. On a
donc yi0 6∈ A d’où fi(y) = 1, ce qui est faux. f est donc monotone.
Ainsi, tous les arcs de G sont positifs, et pour montrer que G = K+n
il suffit de montrer que pour toutes composantes distinctes i et j, G a un
arc de j sur i. Soit X l’ensemble des configurations x de poids w telles que
xi < xj, x 6∈ A et x + ei + ej 6∈ A. Montrons que X 6= ∅. En effet, il existe
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une configuration x de poids w telle que xi < xj et x 6∈ A. Supposons que
x + ei + ej ∈ A. Soient trois composantes k, l, m, distinctes entre elles et
distinctes de i et j, telles que xk < xl = xm ; ces composantes existent car
n > 6 et w = bn/2c. On a x + ei + ej + ek + el 6∈ A et x + ei + ej + ek + em 6∈
A. Comme x + ek + el et x + ek + em ne diffèrent qu’en deux composantes
seulement, l’une de ces deux configurations au moins n’est pas dans A, et
donc l’une de ces deux configurations au moins est dans X. Ainsi, X 6= ∅.
Soit donc x ∈ X. On a |xi1| = |x|+ 1 = w+ 1 et xi0 = x 6∈ A donc fi(x) = 1.
De plus (x + ej)i1 = x + ei + ej n’est pas dans A et est de poids w, donc
fi(x + ej) = 0. G a donc bien un arc de j sur i. 
Démonstration de la seconde inégalité du Théorème 4.3.13. On montre, plus
généralement, que si G est un graphe d’interaction qui n’a que des arcs
positifs et aucune boucle, alors max(G) 6 2n+1/n + 2. Soit f ∈ F(G) et
soient x et y deux points fixes distincts de f . Si fi(x) = xi < yi = fi(y)
alors, d’après la Proposition 4.3.1, y 6Gi x est faux, et donc G a un arc de j
sur i avec xj < yj, et j 6= i puisque G n’a pas de boucle. On montre de façon
similaire, si fi(x) = xi > yi = fi(y) alors il existe j 6= i tel que xj > yj. Donc
pour tous points fixes distincts x et y il existe au moins 2 composantes i
telles que xi < yi ou au moins 2 composantes i telles que xi > yi. On déduit
alors de la Borne de Varshamov, appliquée au cas d = 2, que












Démonstration de l’égalité dans le Théorème 4.3.13. Soit G un graphe d’inter-
action qui n’a que des arcs négatifs. Soit f ∈ F(G) et soient x, y ∈ Fixe( f ).
Si x 6 y alors, comme tous les arcs sont négatifs, on a f (x) > f (y) et
comme x et y sont fixes on obtient x > y, de sorte que x = y. Ainsi, deux
points fixes sont comparables si et seulement si ils sont égaux, ce qui signi-
fie que Fixe( f ) est une antichaîne. D’après le Lemme de Sperner, on a donc
max(G) 6 ( nbn/2c), et en particulier, max(K
−
n ) 6 (
n
bn/2c).
On montre maintenant l’inégalité inverse. Soit f le réseau booléen à n
composantes défini par fi(x) = 1 si et seulement si il existe au moins n/2
composantes j 6= i telles que xj = 0 (i = 1, . . . , n). Il est facile de voir que
f ∈ F(K−n ) et que toutes les configurations de poids bn/2c sont des points
fixes. Donc max(K−n ) > |Fixe( f )| > ( nbn/2c). 
Exercice 4.3.17. L’étude de min(K+n ) et min(K−n ) est bien plus simple, et l’exer-
cice consiste à montrer que l’on a : min(K+n ) = 2 pour tout n > 2 ; min(K−n ) = 1
pour 2 6 n 6 3 ; et min(K−n ) = 0 pour tout n > 4.
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4.3.4 Influence des cycles disjoints dans le cas monotone
Nous avons vu que la borne du feedback positif est perfectible car elle
ne prend pas en compte les cycles négatifs, dont l’influence sur le nombre
maximum de points fixes est difficile à cerner. Mais la borne du feedback
positif est-elle au moins bonne lorsque tous les cycles sont positifs ? Nous
allons montrer que ce n’est pas le cas. Nous avons pour cela besoin d’un
paramètre de graphe supplémentaire.
Étant donné un graphe d’interaction G, on note ν(G) la taille maximale
d’un ensemble de cycles deux à deux disjoints (c’est-à-dire ne partageant
aucun sommet). On note également ν+(G) la taille maximale d’un ensemble
de cycles positifs deux à deux disjoints. On a, évidemment, ν(G) = ν+(G)
si tous les cycles sont positifs, et ν(G) = 0 si et seulement si G est acyclique.
De plus, ν+(G) 6 ν(G) 6 τ(G) et ν+(G) 6 τ+(G) 6 τ(G). On dit que
deux cycles C et C′ sont indépendants s’ils sont disjoints et s’il n’y a aucun
arc de C à C′ et aucun arc de C′ à C.
Lemme 4.3.18. Si f ∈ F(G) et Fixe( f ) a une chaîne de k + 1 points fixes, alors
ν(G) > k.
Démonstration. Soit x1 6 x2 6 · · · 6 xk+1 une telle chaîne. D’après le
Lemme 4.3.7, G[∆(xl , xl+1)] a un cycle pour tout 1 6 l 6 k, que l’on note Cl .
Comme les k ensembles ∆(x1, x2), ∆(x2, x3), . . . , ∆(xk, xk+1) sont disjoints
deux à deux, les cycles C1, . . . , Ck sont disjoints, et donc ν(G) > k. 
Lemme 4.3.19. Si G est sans arc négatif, de degré entrant maximal au plus 2, et
n’a pas deux cycles indépendants, alors
max(G) 6 ν(G) + 1.
Démonstration. Soit f ∈ F(G). On note Ni les voisins entrants de i dans
G. Comme le degré entrant de i est au plus 2, et que tous les arcs sont
positifs, on a soit fi(x) = min({xj : j ∈ Ni} ∪ {1}) soit fi(x) = max({xj :
j ∈ Ni} ∪ {0}). Dans le premier cas, on dit que i est de type ET et dans le
second cas on dit que i est de type OU.
Supposons, afin d’obtenir une contradiction, que x et y sont deux
points fixes incomparables de f . Soit I l’ensemble des composantes i telles
que xi < yi, et J l’ensemble des composantes telles i telles que xi > yi.
Comme x et y sont incomparables I et J ne sont pas vides. Si i ∈ I alors
fi(x) = xi < yi = fi(y) donc y 6Gi x est faux : G a un arc de j sur i avec
xj < yj. Donc le degré entrant minimal G[I] est au moins 1. Donc G[I] a un
cycle CI . On montre de même que G[J] a un cycle C J . Soit i ∈ I. Si i est de















FIGURE 4.1 – K∗4
type ET, comme fi(y) = 1 on a yj = 1 pour tout j ∈ Ni et donc G n’a pas
d’arc de J sur i. Si i est de type OU, comme fi(x) = 0 on a xj = 0 pour tout
j ∈ Ni et donc G n’a pas d’arc de J sur i. On en déduit que G n’a pas d’arc
de J sur I, et on montre de même que G n’a pas d’arc de I sur J. Les cycles
CI et C J sont donc indépendants, une contradiction.
Donc les points fixes de f sont deux à deux comparables. Autrement
dit, Fixe( f ) est une chaîne, et d’après le Lemme 4.3.18 on a |Fixe( f )| 6
ν + 1. 
Théorème 4.3.20 (Aracena-Richard-Salinas [5]). Pour tout k > 1, il existe un
graphe d’interaction G fortement connexe ne possédant que des arcs positifs tel que
max(G)− 1 6 ν(G) = τ(G) = k.
Démonstration. Soit I = {0, . . . , k− 1}. Soit K∗k le graphe d’interaction défini
comme suit : l’ensemble des sommets est l’ensemble I× I ; pour tout i, j ∈ I
il existe un arc positif de (i, j) à (i, j + 1), avec une addition modulo k ;
pour tout i, j ∈ I, si i 6= j alors il existe un arc positif de (i, i) sur (j, i). Le
graphe K∗4 est illustré dans le Figure 4.1. On montre sans difficulté que
ν(K∗k ) = τ(K
∗
k ) = k et que K
∗
k n’a pas deux cycles indépendants. Ainsi,
d’après le Lemme 4.3.19, on a max(K∗k ) 6 k + 1. 
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On voit donc que la borne du feedback positif est très perfectible
même lorsque tous les arcs sont positifs. Est-il donc possible de l’améliorer
dans ce cas ? C’est en effet possible, en utilisant le Lemme 4.3.18, le célèbre
théorème de Knaster-Tarski, et la généralisation suivante bien connue du
Lemme de Sperner établie par Erdős (on retrouve le Lemme de Sperner en
prenant k = 2).
Théorème 4.3.21 (Knaster-Tarski [21, 41]). Si f est un réseau booléen monotone
alors |Fixe( f )| est un treillis non-vide.
Théorème 4.3.22 (Erdős [10]). Si A ⊆ {0, 1}n est sans chaîne de taille k + 1










Théorème 4.3.23 (Aracena-Richard-Salinas [5]). Si G n’a que des arcs positifs,
alors max(G) est au plus 2 plus la somme des ν(G)− 1 plus grands coefficients
binomiaux d’ordre τ(G) :









Démonstration. Soit f ∈ F(G) et soit I un FVS de taille τ(G). Nous allons
montrer que
∀x, y ∈ Fixe( f ), x 6 y ⇐⇒ xI 6 yI . (4.1)
Il suffit évidemment de montrer que xI 6 yI implique x 6 y, puisque
l’autre direction est triviale. Soit i1, . . . , ik un tri topologique de G− I. On
pose I0 := I et I l := I ∪ {i1, . . . , il} pour tout 1 6 l 6 k. On montre, par
induction sur l allant de 0 à k que xI l 6 yI l . Le cas de base l = 0 est
donné par hypothèse, donc on suppose l > 1. Comme fil ne dépend que de
composantes j dans I l−1, comme xI l−1 6 yI l−1 par induction, et comme f est
monotone, on a fil (x) 6 fil (y). Comme x et y sont fixes on obtient xil 6 yil
et donc xI l 6 yI l ce qui complète l’induction.
Soit
A := {xI : x ∈ Fixe( f )}.
D’après (4.1), A est un ensemble partiellement ordonné isomorphe à
Fixe( f ). Ainsi, d’après le théorème de Tarski, A est un treillis non-vide, et
d’après le Lemme 4.3.18, A n’a pas de chaîne de taille ν(G) + 1. Comme
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A est un treillis, il possède un unique élément minimal a− et un unique
élément maximal a+. Il est clair que toutes les chaînes de taille maximale
de A contiennent à la fois a− et a+. Donc A′ = A \ {a−, a+} n’a pas de
chaîne de taille ν(G)− 1. Comme A′ ⊆ {0, 1}I , d’après le Théorème 4.3.22,
|A′| = |A| − 2 est au plus la somme des ν(G)− 1 plus grands coefficients
binomiaux d’ordre |I| = τ(G). 
Notons β(G) la borne du théorème précédent. Il est facile de voir que
β(G) 6 2τ(G) et que l’égalité est atteinte si et seulement si ν(G) = τ(G),
et donc si max(G) = 2τ alors ν(G) = τ(G). En fait, l’écart entre β(G) et
2τ est d’autant plus grand que l’écart entre ν(G) et τ(G) est important. Il
est cependant difficile de démontrer l’existence de graphes qui réalisent
un écart important entre ν(G) et τ(G). Le meilleur résultat dans cette
direction est dû à Seymour [36] : pour tout n, il existe un graphe G à n
sommets tel que τ(G)/ν(G) > 130 log ν(G). (Notons que pour le graphe
complet dirigé Kn, qui possède n2− n arcs et aucune boucle, on a seulement
τ(Kn)/ν(Kn) > 2.) Par ailleurs, on sait que pour ν(G) fixé, τ(G) ne peut
pas être arbitrairement grand (la preuve est très complexe) :
Théorème 4.3.24 (Reed-Robertson-Seymour-Thomas [30]). Il existe une fonc-
tion h : N→N telle que, pour tout graphe G,
τ(G) 6 h(ν(G)).
On en déduit que, pour tout graphe d’interaction G, il est possible de
borner max(G) en fonction des cycles disjoints seulement :
max(G) 6 2τ
+(G) 6 2τ(G) 6 2h(ν(G)).
Peut-on borner max(G) en fonction des cycles positifs uniquement ? Il sem-
blerait malheureusement qu’il n’existe pas de fonction h+ : N→ N telle
que τ+(G) 6 h+(ν+(G)) ... mais cela n’empêche pas nécessairement l’exis-
tence d’une fonction h+ telle que max(G) 6 2h
+(ν+(G)) pour tout graphe
d’interaction G !
4.4 Étude des trajectoires par interprétation abstraite
Une trajectoire π est une séquence finie d’itérations de f suivant le
mode de mise à jour choisi. On note |π| la longueur de cette séquence ; la
i-ème itération est donnée par πi. Nécessairement, ∀i ∈ {1, . . . , |π| − 1}, si
πi = x → y, alors il existe z ∈ {0, 1}n tel que πi+1 = y→ z.
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L’étude des trajectoires se heurte à un problème combinatoire dû au
nombre exponentiel (en n, le nombre de composantes du réseau) d’ité-
rations possibles. Cette section présente une approche par interprétation
abstraite pour raisonner sur ces trajectoires.
Cette section présente tout d’abord une abstraction des itérations par
leurs impliquants premiers (4.4.1) pour calculer une sur-approximation des
itérations accessibles depuis un ensemble de configurations X ⊆ {0, 1}n
(4.4.2). Nous présentons ces abstractions en suivant un cadre classique de
l’interprétation abstraite, reposant sur des correspondances de Galois entre
les domaines concrets (itérations) et abstraits (impliquants premiers) et une
sémantique de point fixe.
Lorsque l’étude des trajectoires est focalisée sur l’accessibilité d’une
itération ou d’une configuration particulière, nous pouvons définir la notion
de trajectoire causalement minimale (4.4.3). Nous montrons que l’ensemble
des itérations formant les trajectoires causalement minimales peut être
capturé efficacement par cette abstraction.
Enfin, en s’appuyant sur une représentation sous forme de graphe des
impliquants premiers d’itération, nous pouvons également caractériser un
sous-ensemble des trajectoires possibles (4.4.4).
Nous concluons cette section en discutant de quelques généralisations
possibles de cette approche (4.4.5).
Notations supplémentaires Dans cette section, nous utilisons des
formules propositionnelles, notées entre crochets, pour exprimer des
contraintes sur les configurations du réseau. Ces formules sont uniquement
des conjonctions de littéraux portant sur la valeur des composantes d’une
configuration, dénotée par la variable v. Ainsi, étant donnés i ∈ N et
b ∈ {0, 1}, la formule [vi = b] est vraie si et seulement si la valeur de la
composante i de la configuration est b. Une conjonction C est un ensemble
de littéraux de la forme [vi = b] où i ∈ N et b ∈ {0, 1}. Étant donné
x ∈ {0, 1}n, nous notons C(x) son évaluation pour la configuration x :
C(x)⇔ ∀[vi = b] ∈ C, xi = b .
Étant donnée une fonction λ d’un ensemble vers un ensemble, on note
lfp λ son plus petit point fixe au sens de l’inclusion ⊆ ; dans cette section il
sera toujours unique. Étant donné un ensemble X, on note lfpXλ son plus
petit point fixe incluant X ; dans cette section il sera toujours unique.
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Exemples suivis Dans cette section, nous illustrerons les résultats sur
deux réseaux différents à 4 composantes.
f1(x) := ¬x2 g1(x) := ¬x2
f2(x) := x1 ∧ ¬x3 g2(x) := x1 ∨ x2
f3(x) := x1 g3(x) := ¬x1
f4(x) := x2 g4(x) := ¬x2 ∧ x3


















4.4.1 Abstraction des itérations
L’ensemble des itérations est de taille exponentielle en n, quel que
soit le mode de mise à jour choisi. Cependant, on peut remarquer que
l’application d’une même fonction peut générer un grand nombre d’itéra-
tions. Prenons par exemple un réseau à n > 2 composantes pour lequel
f1(x) = x2. À partir de toute configuration x où x1 = 0 et x2 = 1, il existe
une itération asynchrone vers la même configuration sauf pour la compo-
sante 1 qui vaut 1. Il existe ainsi 2n−2 itérations différentes représentant la
seule application de f1 pour augmenter la valeur de la composante 1.
Dans cette section, nous proposons d’étudier une abstraction des itéra-
tions qui considère les conditions minimales sur une configuration pour
les changements de valeurs induits par l’itération.
Définition 4.4.1 (Impliquant premier d’itération). Étant donnés une itération
x → y et i ∈ N où xi 6= yi, la conjonction C ⊆ {[vj = xj] | j ∈ N} est un
impliquant premier de l’itération x → y par i si et seulement si
∀z ∈ {0, 1}n, zi = xi ∧ C(z)⇒ fi(z) = yi
et C est minimal. On note 〈vi : xi  yi, C〉 un tel impliquant premier d’itération.
Ainsi, 〈vi : a b, C〉 se lit : pour changer la valeur a à b de la compo-
sante i, il est suffisant qu’une configuration x ∈ {0, 1}n où xi = a vérifie
C(x). Remarquons que la cardinalité de C est au plus le degré entrant de i
dans le graphe d’interaction G( f ).
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Nous pouvons alors définir une fonction d’abstraction α qui associe à
un ensemble d’itérations leurs impliquants premiers :
Définition 4.4.2 (Abstraction des itérations). Étant donné un ensemble d’ité-
rations T ⊆ {0, 1}n × {0, 1}n,
α(T) := {〈vi : xi  yi, C〉 | i ∈ N , x → y ∈ T, xi 6= yi,
C est un impliquant premier de x→ y par i} .
La fonction de concrétisation qui associe un ensemble d’impliquants
premiers d’itération à un ensemble d’itérations suivant le mode de mise à
jour général peut se définir comme suit :
Définition 4.4.3 (Concrétisation des impliquants premiers d’itération).
Étant donné un ensemble P d’impliquants premiers d’itération,
γ(P) := {x → y | x, y ∈ {0, 1}n, x 6= y, α({x → y}) ⊆ P} .
Cette concrétisation assure que les itérations générées ne révèlent pas
d’impliquants premiers d’itération autres que P (condition α({x → y}) ⊆
P). Nous pouvons illustrer cet effet sur le petit exemple suivant : prenons
un réseau avec 3 composantes, où f1(x) := x2 ∨ x3, et P = {〈v1 : 0  
1, [v2 = 1]〉}. Une définition alternative pourrait générer toute itération
x → y telle que x1 = 0 ∧ x2 = 1, ce qui donnerait 2 itérations concrètes :
010→ 110 et 011→ 110. Or, l’abstraction de cette dernière itération révèle
l’impliquant premier d’itération 〈v1 : 0 1, [v3 = 1]〉. Avec la définition
proposée, on obtient bien γ(P) = {010→ 110}.
Les fonctions monotones α et γ forment une correspondance de Ga-
lois entre les ensembles d’itérations et les ensembles d’impliquants pre-
miers d’itération, en considérant la relation d’ordre ⊆ d’inclusion entre
ensembles.
Définition 4.4.4 (Correspondance de Galois). Soient (A,vA) et (B,vB)
deux ensembles partiellement ordonnés. Les fonctions α : A→ B et γ : B→ A
forment une correspondance de Galois si et seulement si α et γ sont monotones,
∀a ∈ A, a vA γ(α(a)), et ∀b ∈ B, α(γ(b)) vB b.
Propriété 4.4.5 (Correspondance de Galois). Pour tout ensemble d’itérations
T ⊆ IT( f ), T ⊆ γ(α(T)), et pour tout ensemble P d’impliquants premiers
d’itération, α(γ(P)) ⊆ P .
Démonstration. (T ⊆ γ(α(T))) Soit une itération x → y ∈ T. Pour chaque
i ∈ N tel que xi 6= yi il existe un moins un impliquant premier d’itération
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〈vi : xi  yi, C〉 où C(x) et donc appartenant à α(T). Ainsi, x → y ∈
γ(α(T)).
(α(γ(P)) ⊆ P) On remarque que pour tout T = {x → y} ∪ T′, α(T) =
α({x → y}) ∪ α(T′). La définition de γ s’assure que pour tout x → y ∈
γ(P), on a α({x → y}) ⊆ P. 
Une propriété équivalente est que α(T) ⊆ P⇔ T ⊆ γ(P).
Une correspondance de Galois est une manière de formaliser le lien
entre un domaine concret (les itérations) et abstrait (leurs impliquants
premier). La composition γ ◦ α est dite extensive, et garantit que l’abstraction
est correcte car sa concrétisation retrouve bien les éléments initiaux. La
composition α ◦ γ est dite réductive et indique que la concrétisation ne perd
pas en précision vis-à-vis de l’abstraction.
On peut remarquer une propriété un peu plus forte : α(γ(P)) = P.
En effet, pour tout impliquant premier d’itération 〈vi : a b, C〉, il existe
au moins un x tel que xi = a ∧ C(x), ainsi 〈vi : a  b, C〉 ∈ α(γ(P)). Les
fonctions α et γ forment donc une insertion de Galois.
Étant donné un réseau booléen f , l’ensemble complet de ses impli-
quants premiers d’itération peut être défini directement, sans passer par
les ensembles explicites d’itération. En effet, 〈vi : 1− b  b, C〉 est un
impliquant premier d’itération si et seulement si [vi = 1− b ∧ C] est un
impliquant premier (IP) de [ fi(v) = b].
Définition 4.4.6. L’abstraction d’un réseau booléen f en impliquants premiers
d’itération est définie par
α( f ) := {〈vi : 0 1, C〉 | i ∈ N , [vi = 0∧ C] IP de [ fi(v) = 1]}
∪{〈vi : 1 0, C〉 | i ∈ N , [vi = 1∧ C] IP de [ fi(v) = 0]} .
La propriété suivante souligne que α( f ) est complet, et que le mode
de mise à jour n’influe pas sur le résultat de l’abstraction :
Propriété 4.4.7. α( f ) = α(ITG( f )) = α(ITA( f )) = α(ITS( f )) .
L’intérêt principal de ce domaine abstrait est sa taille comparée
aux ensembles d’itérations : |ITS( f )| ∈ O(2n) ; |ITA( f )| ∈ O(n · 2n) ;
|ITG( f )| ∈ O(2n · (2n − 1)). Le nombre d’impliquants premiers d’itéra-
tion, et donc d’impliquants premiers, est exponentiel suivant le nombre de
termes. Si une composante du réseau a d régulateurs (degré entrant dans le
graphe d’interaction), alors elle a au plus 2d impliquants premiers d’itéra-
tion. Ainsi |α( f )| ∈ O(n · 2d) dans le cas général. Si les fi sont monotones,
alors la borne se raffine à ( dbd/2c). Cette abstraction est donc intéressante si
d est bien plus petit que n.
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Exemple 4.4.8. Prenons le réseau exemple f à 4 composantes défini page 21, où
notamment f2(x) := x1 ∧ ¬x3 et f3(x) = x1. Nous obtenons |ITS( f )| = 15,
|ITA( f )| = 32, |ITG( f )| = 59. Soit l’itération 1000→ 1110 ∈ ITG( f ) :
α({1000→ 1110}) = {〈v2 : 0 1, {[v1 = 1], [v3 = 0]}〉,
〈v3 : 0 1, {[v1 = 1]}〉} .
De manière similaire,
α({0100→ 0000}) = {〈v2 : 1 0, {[v1 = 0]}〉} .
Appliqué directement à f , |α( f )| = 9, avec en particulier les impliquants premiers
d’itération pour la désactivation de 2 : 〈v2 : 1  0, {[v1 = 0]}〉 et 〈v2 : 1  
0, {[v3 = 1]}〉.
Appliqué au réseau exemple g, où notamment g2(x) := x1 ∨ x2, le seul
impliquant premier d’itération pour 2 est pour son activation : 〈v2 : 0 1, {[v1 =
1]}〉, sa désactivation étant impossible.
Abstraction des configurations Dans les analyses qui suivent, nous al-
lons également avoir besoin de définir la relation d’abstraction entre un
ensemble de configurations et un ensemble de littéraux.
L’abstraction consiste simplement à lister tous les littéraux correspon-
dant aux valeurs des composantes des configurations données ; et la concré-
tisation consiste à générer toutes les configurations formées uniquement
par ces littéraux.
Définition 4.4.9. Étant donné un ensemble de configurations X ⊆ {0, 1}n,
α̊(X) := {[vi = xi] | i ∈ N , x ∈ X} .
Définition 4.4.10. Étant donné un ensemble L de littéraux,
γ̊(L) := {x ∈ {0, 1}n | ∀i ∈ N , [vi = xi] ∈ L} .
Les opérateurs ainsi définis forment une correspondance de Galois
entre les ensembles de configurations et les ensembles de littéraux, toujours
en considérant la relation d’ordre ⊆ d’inclusion entre ensembles.
Propriété 4.4.11 (Correspondance de Galois). Pour tout ensemble de confi-
gurations X ⊆ {0, 1}n, X ⊆ γ̊(α̊(X)), et pour tout ensemble L de littéraux,
α̊(γ̊(L)) ⊆ L .
Exemple 4.4.12.
α̊({0100, 1100}) = {[v1 = 0], [v1 = 1], [v2 = 1], [v3 = 0], [v4 = 0]}
γ̊(α̊({0100, 1100})) = {0100, 1000, 1100}
4.4. Étude des trajectoires par interprétation abstraite 25
4.4.2 Sur-approximation des trajectoires
Partant d’un ensemble de configurations X ⊆ {0, 1}n, nous nous
intéressons à l’ensemble des trajectoires possibles partant de n’importe
quelle configuration de X. Cet ensemble est infini s’il existe des répétitions
possibles.
Une représentation plus compacte de cet ensemble de trajectoires est
tout simplement l’ensemble des itérations qui les composent. Cet ensemble
est fini (c’est un sous-ensemble du mode choisi, ici nous choisissons le
mode général) et permet de reconstruire toutes les trajectoires possibles.
Nous définissons AX(T) la fonction qui ajoute à l’ensemble d’itérations
T les itérations de ITG( f ) qui peuvent poursuivre une trajectoire composée
uniquement des itérations T. Pour cela, nous collectons l’ensemble des
configurations atteintes avec une itération de T (φ(T)), et nous ajoutons
toutes les itérations partant soit de X, soit de cet ensemble.
Définition 4.4.13. Étant donné un ensemble d’itérations T ⊆ ITG( f ),
AX(T) := T∪{z→ y ∈ ITG( f ) | z ∈ X ∪ φ(T)}
où
φ(T) := {y | x → y ∈ T} .
En appliquant cette fonction récursivement à partir de l’ensemble vide,
c’est-à-dire (AX ◦ AX ◦ · · · ◦ AX)(∅), on obtient l’ensemble des itérations
formant exactement l’ensemble des trajectoires possibles depuis X. Comme
il n’existe qu’un nombre fini d’itérations et que AX est monotone, la récur-
sion de AX converge toujours vers un point fixe. De plus, par le théorème
du point fixe de Kleene [38], on remarque que ce point fixe est le plus petit
point fixe de AX, noté lfp AX.
Propriété 4.4.14. Étant donné X ⊆ {0, 1}n, x → y ∈ lfp AX si et seulement si
il existe une trajectoire π d’itérations parmi ITG( f ) depuis x ∈ X où il existe
p ∈ {1, . . . , |π|} avec πp = x → y.
Comme discuté dans la sous-section précédente, calculer AX est coû-
teux car il existe un nombre exponentiel (en n) d’itérations. Nous cherchons
donc à calculer le pendant abstrait de lfp AX, c’est-à-dire α(lfp AX), où le
domaine est plus petit.
L’idée est la suivante : nous allons définir une version abstraite de AX
qui, au lieu de prendre en argument un ensemble d’itérations, prend en
argument un ensemble d’impliquants premiers d’itération, et va calculer
une extension de cet ensemble de manière similaire.
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Étant donné un ensemble de littéraux L, la fonction A#L(P) collecte les
impliquants premiers d’itération 〈vi : a  b, C〉 où pour chaque littéral
[vj = d] ∈ C, soit [vj = d] ∈ L, soit il existe un impliquant premier
d’itération dans P de la forme 〈vj : e d, C′〉.
Définition 4.4.15. Étant donné un ensemble d’impliquants premiers d’itération
P,
A#L(P) := P ∪ {〈vj : a b, C〉 ∈ α( f ) | C ∪ {[vj = a]} ⊆ L ∪ φ#(P)}
où
φ#(P) := {[vi = b] | ∃〈vi : a b, C〉 ∈ P}
Comme pour AX, on remarque que le plus petit point fixe de A#L
correspond au point fixe obtenu par son itération successive appliquée
initialement à l’ensemble vide.
Pour démontrer que cette fonction A#L permet de calculer une abstrac-
tion du plus petit point fixe de AX, nous montrons que, avec L = α̊(X), le
résultat de A#L(P) inclut le résultat de α(AX(γ(P))).
Lemme 4.4.16. α(AX(γ(P))) ⊆ A#α̊(X)(P)
Démonstration. Soit z → y ∈ AX(γ(P)). Si z ∈ X, on vérifie ∀〈vi : a  
b, C〉 ∈ α({z → y}), C ⊆ α̊(X) et donc 〈vi : a  b, C〉 ∈ A#α̊(X0)(P). Si z ∈
φ(T), nécessairement α̊({z}) ⊆ α̊({x}) ∪ φ#(P). Ainsi, ∀〈vi : a  b, C〉 ∈
α({z→ y}), C ⊆ α̊(X) ∪ φ#(P), et donc 〈vi : a b, C〉 ∈ A#α̊(X0)(P). 
Cette propriété nous assure ainsi que les itérations successives de A#L
calculent un sur-ensemble de l’abstraction des itérations successives de AX,
comme illustré par la figure 4.2. On obtient alors le théorème suivant sur
l’approximation du point fixe de AX :
Théorème 4.4.17. Étant donné un ensemble de configurations X ⊆ {0, 1}n,
α(lfp AX) ⊆ lfp A#α̊(X)
Cette abstraction permet de donner une condition nécessaire pour des
propriétés d’accessibilité depuis X, par exemple :
— il existe une trajectoire depuis X contenant l’itération x → y seule-
ment si α({x → y}) ⊆ lfp A#α̊(X) ;
— il existe une trajectoire menant à une configuration satisfaisant une
conjonction de littéraux C seulement si C ⊆ α̊(X) ∪ φ#(lfp A#α̊(X)).
Ces propriétés se vérifient en un temps linéaire avec la taille de α( f ).








FIGURE 4.2 – Schéma de l’abstraction de AX par A#α̊(X)
Exemple 4.4.18. Prenons le réseau exemple g à 4 composantes défini page 21.
Avec X1 = {0101}, nous obtenons
lfp A#α̊(X1) = {〈v3 : 0 1, {[v1 = 0]}〉, 〈v4 : 1 0, {[v2 = 1]}〉}
Avec X2 = {1000}, nous obtenons
lfp A#α̊(X2) = α(g) = {〈v2 : 0 1, {[v1 = 1]}〉,
〈v1 : 0 1, {[v2 = 0]}〉, 〈v1 : 1 0, {[v2 = 1]}〉,
〈v3 : 0 1, {[v1 = 0]}〉, 〈v3 : 1 0, {[v1 = 1]}〉,
〈v4 : 0 1, {[v2 = 0], [v3 = 1]}〉,
〈v4 : 1 0, {[v2 = 1]}〉, 〈v4 : 1 0, {[v3 = 0]}〉}
Ce dernier exemple montre l’effet de sur-approximation apporté par notre abstrac-
tion : il n’existe aucune trajectoire permettant d’activer 4 depuis 1000, cependant
l’abstraction du point fixe contient bien l’abstraction d’une itération activant 4.
4.4.3 Raffinement pour les trajectoires causalement minimales
L’étude des trajectoires dans les réseaux booléens est souvent motivée
par l’étude de l’atteinte d’une valeur b pour une composante i en particu-
lier : par exemple l’activation d’un gène ou d’un facteur de transcription
connu comme important. Dans ce cas de figure, nous pouvons nous intéres-
ser à l’ensemble des trajectoires menant à toute configuration satisfaisant le
littéral [vi = b], et par exemple observer des points communs entre toutes
ces trajectoires (points de passage obligés, etc.).
Plus précisément, nous nous intéressons aux trajectoires causalement
minimales pour l’atteinte de [vi = b], c’est-à-dire aux trajectoires acycliques
où chaque mise à jour de composante dépend soit d’une itération précé-
dente, soit de la configuration initiale.
Définition 4.4.19 (Trajectoire causalement minimale). Une trajectoire π est
causalement minimale pour [vi = b] depuis x0 si et seulement s’il n’existe pas
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de trajectoire v 6= π, |v| 6 |π|, depuis x0 vers z telle que zi = b et telle
qu’il existe une injection σ : {1, . . . , |v|} → {1, . . . , |π|} vérifiant ∀p, q ∈
{1, . . . , |v|}, p < q ⇔ σ(p) < σ(q) et, avec vp = x → y et πσ(p) = x′ → y′,
∆(x, y) ⊆ ∆(x′, y′).
Ces trajectoires font ainsi appel à un ensemble minimal de mises à jour
pour atteindre [vi = b] : toute autre trajectoire utilise un sur-ensemble de
ces mises à jour. On remarque que l’ensemble des trajectoires causalement
minimales est fini.
Exemple 4.4.20. Prenons le réseau exemple f à 4 composantes défini page 21,
pour lequel nous nous intéressons aux trajectoires causalement minimales pour
l’atteinte de [v4 = 1] depuis la configuration 1000.
La trajectoire acyclique π = (1000→ 1100; 1100→ 1110; 1110→ 1111)
n’est pas minimale car il existe une trajectoire v = (1000→ 1100; 1100→ 1101)
avec l’injection σ = {1 7→ 1; 2 7→ 3} telle que ∆(v1) = ∆(π1) et ∆(v2) =
∆(π3). La trajectoire v est quant à elle l’unique trajectoire minimale.
À l’aide de notre abstraction par impliquants premiers d’itération,
nous pouvons calculer une sur-approximation des itérations formant les
trajectoires causalement minimales.
Commençons par observer que s’il existe x ∈ X tel que xi 6= b, alors
une trajectoire atteignant [vi = b] depuis x va forcément utiliser une ité-
ration modifiant la valeur de la composante i de 1 − b vers b. D’après
notre résultat de la sous-section précédente, cette itération appartient à
l’ensemble P = {〈vi : a b, C〉 ∈ lfp A#α̊(X)}.
L’idée est alors d’ajouter à cet ensemble P les impliquants premiers
d’itération qui sont nécessaires pour pouvoir appliquer les itérations abs-
traites par P : étant donné un impliquant premier d’itération 〈vi : a  
b, C〉 ∈ P, pour chaque littéral [vj = d] ∈ C, s’il existe une configuration
x ∈ X où xj 6= d (xj = 1− d), ou s’il existe un autre impliquant premier
d’itération dans P qui nécessite [vj = 1− d], alors nous ajoutons tout im-
pliquant premier d’itération 〈vj : 1− d d, C′〉 ∈ lfp A#L. Ce processus est
alors répété jusqu’à son point fixe.
Définition 4.4.21 (Clôture minimale par causalité). Étant donnés un ensemble
de configurations X ⊆ {0, 1}n et un ensemble d’impliquants premiers d’itération
P ⊆ lfp A#α̊(X), lfpP∇
#
α̊(X) est la clôture minimale par causalité de P depuis X où
∇#L(P) := P ∪ {〈vi : a b, C〉 ∈ lfp A#L




{C | 〈vi : a b, C〉 ∈ P}
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Le calcul de lfpP∇#α̊(X) est de complexité linéaire avec la taille de α( f ).
L’ensemble obtenu forme alors une sur-approximation des itérations
formant les trajectoires causalement minimales :
Théorème 4.4.22. Toute trajectoire de ITG( f ) causalement minimale pour l’at-
teinte de [vi = b] depuis une configuration de X utilise seulement des itérations
de γ(lfpP∇#α̊(X)) où P = {〈vi : a b, C〉 ∈ lfp A
#
α̊(X)}.
Une preuve possible, que nous ne détaillerons pas ici, est donnée dans
[26], et démontre que si une trajectoire utilise une itération n’appartenant
pas à l’ensemble γ(lfpP∇#α̊(X)), alors elle n’est pas causalement minimale.
Exemple 4.4.23. Prenons le réseau exemple f à 4 composantes défini page 21, pour
lequel nous nous intéressons aux trajectoires causalement minimales pour l’atteinte
de [v4 = 1] depuis la configuration 1000. On remarque que lfp A#α̊(X) = α( f )




α̊(X) = {〈v4 : 0 1, {[v2 = 1]}〉, 〈v2 : 0 1, {[v1 = 1]}〉}
4.4.4 Sous-approximation des trajectoires en asynchrone
Les deux résultats précédents produisent une sur-approximation des
trajectoires. Ces analyses sont utiles pour donner des conditions nécessaires
à l’existence de trajectoires, et pour raisonner sur leur ensemble.
Dans cette sous-section, nous abordons la question d’une sous-
approximation des trajectoires asynchrones, c’est-à-dire de conditions suffi-
santes à l’existence de trajectoires concrètes formées par ITA( f ).
L’approche que nous présentons utilise toujours l’abstraction par im-
pliquants premiers d’itération, et montre que lorsqu’un ensemble de tels
impliquants satisfait une certaine propriété, alors cela garantit l’existence
de trajectoires qui peuvent être reconstruites à partir de l’abstraction.
Un ingrédient important de cette sous-approximation est la mise en
avant de relations de dépendance entre les impliquants premiers d’itération :
si 〈vi : a  b, C〉 et 〈vj : d  e, C′〉 sont tels que [vj = e] ∈ C, alors la
résolution du premier impliquant peut dépendre du second. Ces relations
se modélisent sous la forme d’un graphe dirigé, c’est-à-dire une relation
binaire entre les impliquants premiers d’itération.
Définition 4.4.24. Étant donné un ensemble P d’impliquants premiers d’itération,
E(P) ⊆ P2 est la relation binaire suivante :
E(P) := {(〈vi : a b, C〉, 〈vj : d e, C′〉) ∈ P2 | [vj = e] ∈ C}
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Pour tout élément p ∈ P, ΛE(P)(p) est l’ensemble des éléments en relation avec p
dans la clôture transitive de E(P) :
ΛE(P)(p) := lfp (Q 7→ Q ∪ {q′ | (q, q′) ∈ E(P), p = q ∨ q ∈ Q})
On dit que E(P) est acyclique si ∀p ∈ P, p /∈ ΛE(P)(p).
Dans le cas où E(P) est acyclique, pour tout p ∈ P, on note M(p)
l’ensemble des impliquants présents sur tous les chemins entre toutes les
racines de p et p (dans le cas où E(P) est un arbre, M(p) est tout simplement
l’ensemble des ancêtres de p). Intuitivement, les impliquants dans M(p)
sont les responsables, indépendamment et à eux seuls, de la dépendance
envers p.
Définition 4.4.25. Étant donné un ensemble P d’impliquants premiers d’itération
tel que E(P) est acyclique, pour tout p ∈ P,
M(p) := {p} ∪⋂q:(q,p)∈E(P) M(q)
Le théorème suivant donne une condition suffisante pour qu’un
ensemble P d’impliquants premiers d’itération puisse se concrétiser en
une trajectoire à partir d’une configuration x ∈ {0, 1}n donnée. La pre-
mière condition s’assure de l’acyclicité des relations dans P, ce qui per-
met un raisonnement par induction. La seconde condition s’assure que
pour tout impliquant d’itération p = 〈vi : a  b, C〉, pour tout littéral
[vj = d] ∈ C, si xj 6= d ou s’il existe un impliquant hors M(p) de la forme
〈vj : d 1− d, D〉, alors il doit exister au sein de P un impliquant pour une
itération permettant d’atteindre la valeur d de la composante j, autrement
dit, il doit exister 〈vj : 1− d  d, C′〉 ∈ P. Enfin, la troisième condition
s’assure qu’il existe un ordre entre les littéraux de C de telle sorte que les
dépendances d’un littéral ne contredisent pas les littéraux inférieurs.
Théorème 4.4.26. Soient x ∈ {0, 1}n une configuration et P ⊆ α( f ) un en-
semble d’impliquants premiers d’itération qui satisfait les propriétés suivantes :
1. E(P) est acyclique ;
2. ∀p = 〈vi : a b, C〉 ∈ P,
∀[vj = d] ∈ C, (xj 6= d ∨ [vj = 1− d] ∈ φ#(P \M(p)))
⇒ ∃〈vj : 1− d d, C′〉 ∈ P;
3. ∀〈vi : a b, C〉 ∈ P, la clôture transitive de la relation binaire ⊆ C2
définie par
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[vj = d]  [vk = e]
∆⇔(j = k ∧ d = e)
∨∃p = 〈vj : 1− d d, C′〉 ∈ P,
q = 〈vk : e 1− e, C′′〉 ∈ P : q ∈ ΛE(P)(p)
est une relation d’ordre.
Pour tout 〈vi : a b, C〉 ∈ P, il existe une séquence d’itérations asynchrones de x
à une configuration y ∈ {0, 1}n telle que yi = b et ∀[vj = d] ∈ C : i 6= j, yj = d.
Démonstration. Par induction. Cas de base. Si P est un singleton, P = {〈vi :
a b, C〉}, alors nécessairement, ∀[vj = d] ∈ C, xj = d. Ainsi, il existe une
trajectoire composée d’une seule itération pour chaque itération dans γ(P)
(qui n’est jamais vide).
Induction. E(P) étant acyclique, on choisit p = 〈vi : a b, C〉 ∈ P tel
qu’il n’existe aucun q ∈ P avec (q, p) ∈ E(P) (p est une racine). L’ensemble
P \ {p} satisfait les conditions du théorème, et par hypothèse d’induction,
∀q = 〈vj : d  e, C′〉 ∈ P, p 6= q, il existe une trajectoire de x vers une
configuration y où yj = e. D’après la condition 3 du théorème, il existe un
ordre  entre les littéraux C. On note ainsi C = {C1, . . . , Ct} ces littéraux
avec ∀r, s ∈ {1, . . . , t}, r 6 s ⇔ Cr  Cs. Partant avec C1 = [vj = d], soit
xj = d, soit, par la condition 2 du théorème, il existe q1 = 〈vj : 1− d  
d, C′〉 ∈ P et par hypothèse d’induction, il existe une trajectoire depuis x
menant à une configuration z1 vérifiant [vj = d]. Cette trajectoire utilise
uniquement des itérations de T1 = γ(ΛE(P)(q1)). Avec C2 = [vk = e], si
z1k 6= e, nous pouvons appliquer le même raisonnement pour l’existence
de q2 = 〈vk : 1− e  e, C′′〉 ∈ P et d’une trajectoire depuis z1 vers une
configuration z2 vérifiant [vk = e] et utilisant uniquement des itérations
de T2 = γ(ΛE(P)(q2)). De plus, comme C1  C2, nous avons la garantie
qu’aucune itération de T2 ne modifie la composante j, ainsi, z2 vérifie
également [vj = d]. Ce raisonnement est itéré jusqu’à Ct. La trajectoire ainsi
obtenue arrive dans une configuration zt telle que C(zt). Cette trajectoire
peut alors être étendue avec l’itération correspondante dans γ({p}) pour
obtenir une configuration y où yi = b et ∀[vj = d] ∈ C, yj = d. 
Étant donné un ensemble P d’impliquants premiers d’itération, vérifier
si P satisfait les conditions du théorème de sous-approximation s’effectue
en temps linéaire en la taille de P. Étant donné un impliquant premier
d’itération p, trouver s’il existe un ensemble P contenant p et vérifiant les
conditions du théorème peut se formuler comme un problème de satis-
faction de contraintes booléennes (SAT), où les variables sont les littéraux
[vj = d] impliqués dans la résolution de p, et leurs valeurs sont les différents
impliquants premiers d’itération de la forme 〈vj : 1− d d, C′〉.
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Exemple 4.4.27. Prenons le réseau exemple g à 4 composantes défini page 21.
L’ensemble P1 ⊆ α(g), dont E(P1) est représenté ci-dessous satisfait les
critères du théorème de sous-approximation depuis x = 1000
〈v3 : 0 1, {[v1 = 0]}〉
〈v1 : 1 0, {[v2 = 1]}〉
〈v2 : 0 1, {[v1 = 1]}〉
On remarque qu’aucun impliquant d’itération pour v1 : 0  1 n’est présent
malgré l’impliquant p = 〈v2 : 0  1, {[v1 = 1]}〉 car M(p) = P1, ainsi
la condition 2 est bien satisfaite. En appliquant le raisonnement par induction,
nous pouvons construire à partir de P1 la trajectoire (1000 → 1100; 1100 →
0100; 0100→ 0110).
On cherche maintenant à construire P2 ⊆ α(b) tel que 〈v4 : 0 1, {[v2 =
0], [v3 = 1]}〉 ∈ P2. Nécessairement P1 ⊆ P2 (condition 2). Ainsi, il est nécessaire
d’avoir un impliquant pour une itération de la forme v2 : 1 0 dû à la présence
de 〈v2 : 0  1, {[v1 = 1]}〉 (condition 2), or il n’existe pas de tel impliquant.
Ainsi, notre sous-approximation ne permet pas de conclure sur l’existence d’une
trajectoire depuis x pour activer la composante 4.
Nous illustrons la condition 3 sur deux autres exemples.
Exemple 4.4.28. Prenons le réseau booléen f ′ à 3 composantes défini par
f ′1(x) := ¬x1 ∧ ¬x2, f ′2(x) := ¬x1 ∧ ¬x2, et f ′3(x) = x1 ∧ x2 ; et cherchons
P ⊆ α( f ′) contenant 〈v3 : 0 1, {[v1 = 1], [v2 = 1]〉 vérifiant les conditions
du théorème depuis la configuration 000. En appliquant la condition 2, nous
obtenons l’ensemble suivant P, dont nous représentons E(P) :
〈v3 : 0 1, {[v1 = 1], [v2 = 1]}〉
〈v1 : 0 1, {[v2 = 0]}〉 〈v2 : 0 1, {[v1 = 0]}〉
〈v2 : 1 0, ∅〉 〈v1 : 1 0, ∅〉
Or la condition 3 n’est pas vérifée : en effet, [v1 = 1]  [v2 = 1] par la branche
gauche de l’arbre ci-dessus ; et [v2 = 1]  [v1 = 1] par sa branche droite. Ainsi 
n’est pas une relation d’ordre ; donc P ne satisfait pas la condition 3. Et en effet : il
n’existe aucune trajectoire asynchrone permettant d’atteindre une configuration
dont la composante 3 vaut 1.
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Exemple 4.4.29. Prenons le réseau booléen g′ à 3 composantes défini par g′1(x) :=
¬x1, g′2(x) := ¬x1, g′3(x) := x1 ∧ x2 ; et cherchons P ⊆ α(g′) contenant
〈v3 : 0 1, {[v1 = 1], [v2 = 1]〉 vérifiant les conditions du théorème depuis la
configuration 000. En appliquant la condition 2, nous obtenons l’ensemble suivant
P′, dont nous représentons E(P′) :
〈v3 : 0 1, {[v1 = 1], [v2 = 1]}〉
〈v1 : 0 1, ∅〉 〈v2 : 0 1, {[v1 = 0]}〉
〈v1 : 1 0, ∅〉
La condition 3 est ici vérifiée car le seul couple non réflexif de  est [v2 = 1] 
[v1 = 1] ; ainsi  est une relation d’ordre qui indique l’ordre dans lequel les
itérations doivent être effectuées : d’abord activer 2, puis 1, pour pouvoir activer 3,
l’activation de 1 ne modifiant pas la valeur de la composante 2. Nous pouvons ainsi
construire la trajectoire concrète suivante : (000→ 010; 010→ 011; 011→ 111).
4.4.5 Discussion
Propriétés des trajectoires Les deux derniers résultats portent sur l’étude
de trajectoires dont la finalité est l’accessibilité d’une configuration où une
composante (i) a une valeur donnée (b). On remarque que cette spécifica-
tion permet également de considérer des configurations partielles et des
séquences de configurations partielles en s’autorisant à rajouter des va-
riables dans notre système. Ainsi, pour étudier les trajectoires amenant à
toute configuration x ∈ {0, 1}n vérifiant C(x), où C est une conjonction
de littéraux, on ajoute au réseau une composante m = n + 1 telle que
fm(x) = 1 ⇔ C(x) ; et on applique les résultats précédents avec i = m et
b = 1. Pour étudier les trajectoires passant d’abord par une configuration
vérifiant C1, puis C2 on ajoute deux composantes m1 = n + 1 et m2 = n + 2
au réseau avec fm1(x) = 1 ⇔ C1(x) et fm2(x) = 1 ⇔ xm1 = 1 ∧ C2(x) ; et
on applique les résultats précédents avec i = m2 et b = 1 (en considérant
ces nouvelles composantes à la valeur 0 initialement).
Généralisations L’interprétation abstraite définie dans cette section peut
se généraliser aux réseaux discrets où le domaine des variables est fini et
discret, mais pas forcément binaire. Elle se généralise également aux ré-
seaux d’automates et réseaux de Petri 1-bornés où, au lieu de spécifier des
fonctions déterministes pour calculer les mises à jour, sont définies direc-
tement les conditions pour les changements de valeurs des composantes
34 Chapitre 4. Analyse statique des réseaux booléens
des configurations [28, 12, 26]. Ainsi, pour ces derniers formalismes, le
calcul des impliquants d’itération n’est pas nécessaire, car ils sont donnés
explicitement dans la spécification du modèle. On peut en effet remar-
quer que l’aspect premier des impliquants d’itération est une considération
d’optimalité pour l’interprétation abstraite définie : les résultats tiennent
toujours dans le cas où des impliquants d’itération non minimaux sont uti-
lisés, tant que leur ensemble forme une couverture complète des conditions
d’itération.
En pratique Le principal avantage de cette interprétation abstraite est le
passage d’un ensemble d’itérations de taille exponentielle selon le nombre
de composantes du réseau à l’ensemble de leurs impliquants premiers
de complexité exponentielle selon le nombre de régulateurs de chaque
composante. Pour les réseaux biologiques, le nombre de régulateurs est
généralement bien plus petit que le nombre de composantes. Quand des
réseaux comprennent plusieurs centaines, voire milliers de composantes, le
nombre maximum de régulateurs par composante est au pire de l’ordre de
la dizaine. De plus, les fonctions booléennes sont généralement monotones
(un régulateur est soit un inhibiteur, soit un activateur, mais rarement les
deux), et ont souvent une forme proche de disjonctions entre la présence
des activateurs, conjugué avec l’absence des inhibiteurs. Ainsi, le nombre
d’impliquants premiers d’itération est bien en deçà de la borne maximale
de 2d ou ( dbd/2c) dans le cas monotone, où d est le degré entrant des sommets
dans le graphe d’interaction.
La vérification de l’existence de trajectoires est très difficile en pratique
dans les grands réseaux booléens, à cause de l’explosion combinatoire des
itérations possibles. D’ailleurs, le problème de l’atteignabilité est PSPACE-
complet pour les réseaux booléens avec les itérations asynchrones. L’in-
terprétation abstraite présentée ici a rendu possible l’analyse de réseaux
de taille jusqu’alors inabordable par les outils classiques de model checking.
Pour de nombreux réseaux, les sur- et sous-approximations présentées ici
s’avèrent souvent suffisantes pour conclure formellement sur l’existence
ou absence de trajectoires [29, 12, 25].
Hormis la vérification de l’existence de certaines trajectoires, notre
interprétation abstraite permet de spécifier des problèmes de contrôle sous
la forme de problèmes SAT sur un nombre de variables restreint, et donc ap-
plicables à l’analyse de réseaux de grande taille. Nous pouvons par exemple
citer l’identification de points communs entre toutes les trajectoires menant
à un ensemble de configurations donné (cut sets) [27] ; l’identification de
mutations (composantes forcées à une valeur donnée) pour contrôler l’ac-
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cessibilité d’un ensemble de configurations [25] ; ou encore l’identification
d’itérations responsables de la perte d’accessibilité de configurations [11].
4.5 Quelques applications en biologie des systèmes
Outre leur apport sur la compréhension fondamentale des systèmes
dynamiques complexes, une part importante des résultats théoriques sur
les réseaux booléens aide à produire des méthodes formelles et efficaces
pour l’étude des modèles de réseaux biologiques. Nous présentons briève-
ment dans cette section quelques-unes de ces méthodes.
4.5.1 Identification de réseaux booléens
En biologie, il n’y a pas de code source (ni même de binaire) disponible
à partir duquel un modèle formel peut être automatiquement dérivé, ou
intensivement comparé. Les modèles de réseaux biologiques sont élaborés
à partir de la connaissance très partielle sur les interactions entre les mo-
lécules étudiées issue de la lecture d’articles scientifiques ou de bases de
données, elles-mêmes peuplées suite à la lecture d’articles.
Pour la majorité des applications en biologie, la connaissance actuelle
ne permet pas de spécifier complètement un réseau booléen. En pratique,
les modélisations partent souvent du graphe d’interaction. Ce dernier ras-
semble toutes les interactions découvertes expérimentalement entre les
variables choisies du système. Mais les fonctions booléennes sous-jacentes
sont rarement connues. Par exemple, dans le cas où il serait connu que deux
variables influencent directement et positivement la valeur d’une troisième
variable, il est rarement connu si l’influence est additive (disjonction) ou
multiplicative (conjonction). Pour parfaire l’incertitude du modeleur, le
graphe d’interaction peut être incomplet (interactions inconnues), et mé-
lange souvent des interactions découvertes dans des types cellulaires et
conditions expérimentales très différents (souris, éléphant, humain, . . .).
L’identification de réseaux booléens est ainsi un problème récurrent
et épineux pour les applications en biologie des systèmes. L’objectif est
alors, étant donné un graphe d’interaction G d’identifier le ou les réseaux
booléens f tels que G( f ) ⊆ G et qui vérifient des contraintes sur ses points
fixes, et des contraintes sur ses trajectoires. Ces contraintes peuvent être
issues de connaissances générales sur le système, ou de données expéri-
mentales mesurant l’activité des gènes dans un état stationnaire (point
fixe), ou mesurant l’expression de gènes ou protéines au cours du temps
(trajectoires).
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Le problème majeur de l’identification de réseaux réside dans la
grande combinatoire des modèles possibles et dans la complexité de la
vérification des propriétés recherchées. Si une variable est directement
influencée par d variables, il y a grossièrement 22
d
fonctions booléennes
possibles (pour les fonctions monotones, cela correspond au Dedekind num-
ber, inconnu pour d > 8).
Les analyses statiques des réseaux permettent alors de restreindre effi-
cacement cet espace de recherche en apportant des contraintes supplémen-
taires comme la présence de certains cycles, ou des conditions nécessaires
pour l’existence de trajectoires. Les méthodes les plus efficaces actuellement
combinent analyses statiques et problèmes de satisfaction de contraintes
booléennes (SAT) ou apparentés, comme l’Answer Set Programming [8, 24].
Le sujet de l’identification de réseau est un domaine de recherche
très actif où se mêlent intelligence artificielle, apprentissage automatique,
et méthodes formelles, et où beaucoup de progrès restent à accomplir.
Notre domaine manque également cruellement de méthodes permettant
de raisonner sur des familles de modèles : en effet, il est extrêmement
rare qu’un unique réseau booléen vérifie les propriétés demandées. En
pratique, ce sont souvent des milliers ou millions de modèles possibles,
non distinguables expérimentalement. Or peu d’approches permettent
actuellement de traiter formellement ces ensembles de modèles.
4.5.2 Reprogrammation cellulaire
Au fil de ses divisions, et en fonction de l’environnement, une cel-
lule pluripotente (par exemple une cellule souche) peut se spécialiser en
différents types de cellules (peau, graisse, os, . . .). Ces différenciations s’ob-
servent aussi au niveau de l’expression de certains gènes, qui ne vont être
exprimés que dans certains sous-types cellulaires. Pendant longtemps, il
était supposé qu’une fois une cellule différenciée, elle ne peut pas revenir en
arrière et se transformer en un autre type de cellule. Mais des expériences
récentes ont montré qu’il était possible de changer le type de certaines cel-
lules, en déstabilisant son réseau de gènes, pour transformer par exemple
de la peau en neurone, ou de la graisse en os [39, 43, 40]. On parle alors de
dé-différenciation (retour à un état pluripotent) et de trans-différenciation
(changement de type cellulaire). La figure 4.3 illustre ces processus.
De nombreux travaux portent actuellement sur l’étude de la reprogram-
mation cellulaire à l’aide des réseaux booléens [1, 6, 46, 7]. L’objectif est de
prédire automatiquement des perturbations à appliquer à la cellule pour
provoquer un changement de type. Ces perturbations sont typiquement des
mutations de certains gènes, afin de bloquer ou de forcer leur expression.
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FIGURE 4.3 – Représentation schématique des différenciations cellulaires au cours
d’une partie de l’hématopoïèse (processus de production des cellules sanguine), et
quelques mécanismes de reprogrammation connus via l’action de facteurs de trans-
criptions indiqués sur les arcs ; iPSC : cellules souches induites (dé-différenciation).
Reproduit depuis [31].
Une des hypothèses utilisées est que les états différenciés stables de
la cellule correspondent à des points fixes (ou plus généralement à des
attracteurs cycliques) du réseau booléen associé. La reprogrammation des
réseaux booléens revient alors à trouver les perturbations à appliquer à un
point fixe pour rendre possible l’existence d’une trajectoire vers un point
fixe différent.
Les réseaux booléens utilisés pour les problématiques de reprogram-
mation sont généralement de très grande taille, allant de plusieurs dizaines
à plusieurs centaines, voire milliers de variables. La prédiction de pertur-
bations pour la reprogrammation pose ici un problème combinatoire du
nombre de perturbations candidates à tester.
Les analyses statiques permettent alors de restreindre l’espace de
recherche des perturbations candidates, que ce soit d’un point de vue
formel pour éviter d’étudier des candidats qui ne peuvent pas provoquer
une reprogrammation [22] ; ou d’un point de vue pratique pour guider
la recherche d’une solution possible. Par exemple, dans [9], les auteurs
exploitent les cycles positifs du graphe d’interaction pour prédire certaines
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perturbations pour provoquer un changement de point fixe. Des travaux
en cours utilisent également les abstractions des trajectoires pour déduire,
à l’aide de résolution de problèmes SAT, les perturbations nécessaires pour
atteindre un état ciblé.
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