Scalable dynamic graph-based vehicular routing by Polický, Adam
BACHELOR THESIS
Adam Polický
Scalable dynamic graph-based vehicular
routing
Department of Software Engineering
Supervisor of the bachelor thesis: RNDr. Miroslav Kratochvíl, Ph.D.
Study programme: Computer Science
Study branch: General Computer Science
Prague 2021

I declare that I carried out this bachelor thesis independently, and only with the
cited sources, literature and other professional sources. It has not been used to
obtain another or the same degree.
I understand that my work relates to the rights and obligations under the Act
No. 121/2000 Sb., the Copyright Act, as amended, in particular the fact that the
Charles University has the right to conclude a license agreement on the use of this
work as a school work pursuant to Section 60 subsection 1 of the Copyright Act.




I thank my family and loved ones for supporting me and pushing me forward.
Most of all, I thank my supervisor Miroslav Kratochvíl for his advice, patience
and enthusiasm that motivated me to write this thesis.
iii
iv
Title: Scalable dynamic graph-based vehicular routing
Author: Adam Polický
Department: Department of Software Engineering
Supervisor: RNDr. Miroslav Kratochvíl, Ph.D., Department of Software Engi-
neering
Abstract: Algorithms for finding shortest paths in large graphs form an essential
part of many modern navigation and routing systems. In vehicular navigation,
the problem is complicated by dynamic nature of the network caused by road
closures and changes in traffic, preventing application of many common speed-
up techniques. The aim of this thesis is to design an algorithm for finding paths
in large graphs that gains efficiency and scalability by minimizing the number of
visited graph objects in storage. This was achieved by iteratively simplifying the
graph into a multi-layered approximative structure, and developing a modifica-
tion of Dijkstra’s algorithm that allow efficient navigation in the structure. The
results show that the proposed method examines 4× less graph objects than A*
and 14× less than Dijkstra, achieving better performance at the cost of slightly
longer discovered paths. Additionally, the layered structure is able to accommo-
date changes in the base graph, allowing the algorithm to work on a changing
network without costly recomputations.





1 Pathfinding in large graphs 5
1.1 Finding paths with Dijkstra’s algorithm . . . . . . . . . . . . . . 5
1.2 Pathfinding optimizations . . . . . . . . . . . . . . . . . . . . . . 7
1.2.1 A* algorithm . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2.2 Bidirectional search . . . . . . . . . . . . . . . . . . . . . 8
1.2.3 Landmarks . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2.4 Reach for A* . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2.5 Contraction hierarchies . . . . . . . . . . . . . . . . . . 12
1.2.6 Highway dimensions . . . . . . . . . . . . . . . . . . . . 13
2 Vehicle routing and congestion avoidance 15
2.1 Types of routing . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 Dynamic routing . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Practical dynamic routing algorithms . . . . . . . . . . . . . . . 17
3 Scalable algorithms on layered network 19
3.1 Layered network graph . . . . . . . . . . . . . . . . . . . . . . . 21
3.1.1 Aggregation algorithm . . . . . . . . . . . . . . . . . . . 22
3.1.2 Handling dynamic changes . . . . . . . . . . . . . . . . 24
3.2 Pathfinding in the layered network . . . . . . . . . . . . . . . . 27
3.2.1 Dijkstra’s algorithm with precision limit (DwPL) . . . . 28
3.3 Network updates . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4 Benchmarks and results 33
4.1 Preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2 Pathfinding in layered network . . . . . . . . . . . . . . . . . . 34
4.3 Complexity of path updates . . . . . . . . . . . . . . . . . . . . 38
4.4 Routing efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . 38
1
Conclusion 41
A Installation and use of the attached program 45
A.1 How to build . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
A.2 Preparing data for benchmark . . . . . . . . . . . . . . . . . . . 45
A.2.1 Note on the use of graphic functions . . . . . . . . . . . 46
A.3 Starting the program . . . . . . . . . . . . . . . . . . . . . . . . 47
A.3.1 Graph loading . . . . . . . . . . . . . . . . . . . . . . . . 47
A.3.2 Pre-simulation phase . . . . . . . . . . . . . . . . . . . . 48
A.3.3 Post-simulation phase . . . . . . . . . . . . . . . . . . . 48
A.4 Sample use of the program . . . . . . . . . . . . . . . . . . . . . 48
A.5 Commands & Parameters . . . . . . . . . . . . . . . . . . . . . . 50
A.5.1 Commands . . . . . . . . . . . . . . . . . . . . . . . . . 50
A.5.2 Parameters . . . . . . . . . . . . . . . . . . . . . . . . . 50
2
Introduction
Ever since Dijkstra’s algorithm was presented, it still holds its place in the field
of pathfinding in graphs. A typical modern use-case for fast pathfinding is nav-
igation in maps, used by millions of road users, which increases the need for a
fast and reliable navigation system.
Vehicles should be able to react to real time events quickly. The network state
should also be taken into consideration. Moreover routes should prevent other
congestions along the line. Another problem is to spread the vehicles across the
whole network in the shortest possible time.
To improve the performance of the search for best pathsmany speed-up tech-
niques for the Dijkstra-style search algorithms have been invented. However,
application of many of the invented speed-up techniques is complicated by the
changing network conditions caused congestions, road closures and car acci-
dents. Specialized routing and congestion avoidance algorithms are studied to
overcome situations caused by these conditions.
This thesis proposes a pathfinding algorithm with quick response times
working on dynamically simplified graph structure. The routes are computed
with respect to the real time information and are based on the prediction of the
future network state thanks to reservations vehicles make. This approach is
supposed to improve the network throughput.
Finally, this thesis demonstrates the capabilities of the proposed algorithm
in a simulated road network. The lengths of the approximate routes computed
by the algorithm are only about 16% longer on average then the shortest ones.
Furthermore, the number of scanned graph objects (e.g. vertices opened in Di-
jkstra’s algorithm) required for the computation is significantly lower than in
the case of A* and Dijkstra’s algorithm, reducing the number of opened objects
to less than 25% in case of A* and less than 8% in case of Dijkstra. The compu-
tation time is reduced to around 8%, resp. 3%, of computation time of A*, resp.
Dijkstra’s algorithm.
Layout of the thesis Chapter 1 (Pathfinding in large graphs) gives an
overview on existing pathfinding algorithms and speed-up techniques that
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improve query times.
Chapter 2 (Vehicle routing and congestion avoidance) lists the problems of
traffic routing and shows categorization of routing approaches.
In chapter 3 (Scalable algorithms on layered network) the proposed pathfind-
ing algorithm and its dependencies are presented.
Several variants of the algorithm are tested in chapter 4 (Benchmarks and
results) where more results can be found.
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Chapter 1
Pathfinding in large graphs
A reduction of road networks to graphs is commonly used for computer based
pathfinding. Roads or streets are represented by edges and intersections are rep-
resented by vertices. This chapter gives an overview on pathfinding algorithms
and speed-up techniques.
1.1 Finding paths with Dijkstra’s algorithm
Definition 1 (Weighted graph). Weighted graph (V,E) is a graph in where each
edge 𝑒 ∈ 𝐸 is given a numerical weight [13]. Weight can be represented as a function:
weight∶ 𝐸 → ℝ+
Definition 2 (Shortest path). Path in a graph connecting two vertices is a sequence
of edges such that following edges share a common vertex, the first edge of the
sequence is adjacent to one of the vertices and the last edge is adjacent to the other
vertex. The shortest path between two vertices is such a path that the sum of edge
weights is minimal.
Dijkstra’s algorithm is well known in the field of pathfinding. It was pub-
lished by Edsger Dijkstra in 1959[3]. It uses the basic idea of breadth first search
but adapts it on edges with weights.
The algorithm can be used in multiple purposes. The original variant was
focused on finding the shortest path between two vertices. Another variant com-
putes shortest paths between a single fixed vertex and all others.
Dijkstra’s algorithm works on a graph structure and uses a priority queue
that determines the order of vertex exploration. The algorithm receives a starting
vertex (source) and possibly a destination vertex (target). Verticesmight be in one
of three states in the following order: not found, open, closed.
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The algorithm takes the source vertex, finds all adjacent vertices, changes
their state to open and pushes them together with the distance from the source
to the priority queue. The state of source vertex is set to closed. In the next
iteration a vertex on the top of the queue, the one with the shortest distance from
the source, gets popped out of the queue and all of its neighbors are explored.
The computation follows until the target vertex is reached or there are no vertices
left to explore, i.e. no open vertices. The pseudocode for the algorithm can be
seen in algorithm 1.
Algorithm 1 Dijkstra’s algorithm
procedure dijkstra(vertices, source, target = null)
for v ∈ vertices do






while PQ is not empty do
v ← PQ.pop() ▷ v is the vertex with the smallest distance
if v = target then
return the path from source to target
end if
for n ∈ neighbors(v) do
if distance(n) > distance(v) +weight(v, n) then









As already mentioned Dijkstra’s algorithm explores vertices in order of their
distance from the source vertex. Figure 1.1 shows the illustration of the compu-
tation of Dijkstra’s algorithm.
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Figure 1.1: Illustration of the search of Dijkstra’s algorithm. Purple corresponds
to opened vertices, green is for the source and red is for the target.
Performance of Dijkstra’s algorithm on large graphs
Dijkstra’s algorithm can not be used on graphs with negative edge weights. In
the pseudocode the vertex with the smallest distance from source is taken, ex-
panded and closed. The assumption is that the reached vertex must have been
reached using the shortest path possible. If there were edges with negative
weights, there might be a shorter path leading towards a vertex that has already
been closed. Closed vertices can not be reopened. Since roads do not have neg-
ative weights this is not an issue.
The main limitation of the Dijkstra’s algorithm is its performance. In graph
with 𝑉 vertices each vertex is expanded at most once during the computation.
The time complexity is 𝒪(𝑉 2), resp. 𝒪(𝑉 log 𝑉 + 𝐸) if an efficient priority queue
is used. To improve the performance, the number of scanned vertices must be
reduced.
Other pathfinding algorithms
There are also another algorithms that can be used for finding the shortest path in
a graph, such as Bellman-Ford or Floyd-Warshall algorithm. Bellman-Ford com-
putes shortest paths from a single vertex to every other vertex. Floyd-Warshall
computes shortest paths for all pairs of vertices. Both are not suitable in this case
mainly because of their performance and difficulty of use on a changing graph
structure which is why they are not addressed any further.
1.2 Pathfinding optimizations
Here, several common approaches for making the path finding more efficient
are reviewed, namely: A* (1.2.1), bidirectional search (1.2.2), ALT (1.2.3), reach
(1.2.4), and contraction hierarchies (1.2.5). In addition, the good performance




A* algorithm is a variant of Dijkstra’s algorithm that is modified to provide bet-
ter performance when a heuristic is available for the graph. It was published in
1968 by Hart, Nilsson, and Raphael [7]. It is broadly used in the field of pathfind-
ing algorithms mainly due to its efficiency. The difference between Dijkstra’s
algorithm and A* is that A* uses some additional information about the vertices
that might have an impact on the order in which the vertices are expanded. It
is called heuristics. The heuristic function should help to reduce the number of
expanded vertices by directing the search towards the target. It must also be ad-
missible for A* to guarantee the optimal result, which means that each vertex 𝑣
gets a heuristic value that is less than or equal to the “true distance to the target”.
The combination of the vertex’s actual distance from source and the heuristic
value is then used in the priority queue to determine the expansion order. If
the heuristic function assigned only 0 to each vertex the computation would
effectively be the same as of Dijkstra’s algorithm.
A commonly used heuristic for A* is the Euclidean distance of two objects in
Euclidean space, which are represented by vertices in the graph. This function
favors vertices that are closer to the target. However Euclidean distance has its
limitations. Figure 1.2 is one of the examples. In the following section another
heuristic function for A* will be shown.
(a) (b)
Figure 1.2: Various situations that occur in A* algorithm. Part 1.2a shows that the
search is directed towards the target. In part 1.2b it can be seen that even though
some of the open vertices are not directly on the shortest path, the number of
open vertices is still reduced.
1.2.2 Bidirectional search
Dijkstra’s algorithm expands vertices by their distance from the source. It can
be thought of as expanding in circles. Each iteration means setting the radius to
the distance from source of the expanded vertex. The aim of bidirectional search
is to reduce the number of expanded vertices by searching in two directions –
from source to target and from target to source. For example in a graph where
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Algorithm 2 A* algorithm
Ensure: h(x) a heuristic function assigning values to vertices
procedure aStar(vertices,source,target = null)
for v ∈ vertices do






▷ queue of open vertices, sorted by 𝑓 (𝑥) = distance(x) + h(x)
while PQ is not empty do
v ← PQ.pop() ▷ v has the smallest 𝑒 = distance(v) + h(v)
if v = target then
return the path from source to target
end if
for n ∈ neighbours(v) do
if distance(n) > distance(v) + h(v) then









the search tree branches with coefficient 𝑏 and the distance of vertices from each
other is 𝑑, the number of opened vertices is reduced from 𝒪(𝑏𝑑) to 𝒪(𝑏𝑑/2). The
two search branches should meet somewhere in the middle.
The computation of each branch works the same as Dijkstra’s algorithm, or
even A*. Each branch has its own priority queue. A vertex from top of prior-
ity queue is expanded, adjacent vertices opened, pushed to appropriate priority
queue and the vertex gets closed. Since there are two priority queues, vertex
with the smaller distance from both queues is expanded. The natural stopping
condition is that a vertex is reached by both branches.
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Figure 1.3: Illustration of bidirectional search.
1.2.3 Landmarks
In addition to heuristics, graph preprocessing might also help to speed up the
search. This section describes a preprocessing technique that yields heuristic
values for A*. Its name is ALT which is an acronym for A*, Landmarks and Tri-
angle inequality[2].
Landmarks are a subset of vertices of a graph. The distance between every
landmark and every other vertex of the graph is computed and stored. This in-
formation is then used to compute the heuristic values of vertices for A*. The
value the heuristic function returns for a vertex 𝑣 corresponds to an estimated
lower bound of the distance between 𝑣 and the target 𝑡. The heuristic value de-
pends only on the distance between any landmark 𝑙 and 𝑡 is known, the distance
between 𝑙 and 𝑣 is known. Then from the triangle inequality follows that:
distance(v, t) ≤ distance(l, t) + distance(l, v)
This is computed for each landmark and the maximum value is chosen as the
estimated lower bound on the distance from 𝑣 to 𝑡.
The number of landmarks depends on implementation. Delling and Wagner
[2] measured how the number of landmarks affects response times and memory
usage. The more landmarks, the more space is used. On the other hand, with
more landmarks, the better the estimates can be. Hence, the response times are
reduced.
Landmark section
The choice of optimal landmarks is a difficult problem to solve and it is not the
aim of this thesis. There are more sophisticated heuristics such as avoid which
iteratively starts a randomly rooted shortest path tree and selects the branch that
avoids existing landmarks, or maxCover which selects the set of vertices that
have the maximum coverage[2, 4]. Here are some of the more simple methods
reviewed by Fuchs [4].
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The farthest selection is a greedy method. Randomly choose a vertex 𝑣0.
From this vertex find the longest possible path. It end is in vertex 𝑣1 which is now
the first landmark. Then choose next vertex 𝑣2 so that its geographic distance
from all the landmarks is maximum.
In grid selection the graph is divided into the same number of cells as the
number of coveted landmarks. In each cell the vertex with the greatest distance
from imaginary center of the graph is selected. This should evenly spread the
landmarks across the whole graph. Thus the coverage should be better and the
possibility of having tighter distance estimates should be higher.
Landmarks and A*
The implementation of ALTs query phase is relatively simple. TheA* remains the
same, only the heuristic function changes from h(x) used in algorithm 2 to ALT
Potential (see algorithm 3). It returns the upper bound on the distance between
the vertex and the target derived from the triangle inequality.
Algorithm 3 ALT Potential
function altPotential(v)
return maxl∈landmarks(|distance(l, v) − distance(l, target)|)
end function
1.2.4 Reach for A*
Goldberg, Kaplan, and Werneck [6] described another speed-up technique for
pathfinding in graphs based on Dijkstra’s algorithm that is called reach. The
idea here is to consider only such vertices and edges that are likely to be on the
shortest path, i.e. vertices that are able to “reach” the target.
Vertex 𝑣 divides a path 𝑝 (𝑣 ∈ 𝑝) in two parts 𝑝1 and 𝑝2. The reach of 𝑣 is
defined for every path that uses 𝑣 as:
reach𝑝(𝑣) = min(length(𝑝1), length(𝑝2))
reach(𝑣) = max𝑝∈paths(reachp(v))
In the query phase bidirectional Dijkstra’s algorithm is used and vertices are
pruned with respect to their reach. Whether in the forward search vertex 𝑣 gets
pruned or not, i.e. is inserted in the forward priority queue, depends on meeting
the following condition:
reach(𝑣) > min(distanceF(𝑣), distanceB(𝑏))
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where 𝑏 is the vertex on top of the backward priority queue. For this condition
to hold 𝑣 must lie on such shortest path that is at least as long as the distance of
𝑏 from the target. If the condition did not hold, 𝑣 would be only on such shortest
path that would end somewhere not reaching the target. Goldberg, Kaplan, and
Werneck [6] showed that ALT is competitive with reach for smaller graphs (<
1M edges), but for large graphs (> 20M edges) reach is more than 20 times faster.
1.2.5 Contraction hierarchies
Geisberger et al. [5] described the last speed-up technique to be mentioned in
this thesis called contraction hierarchies. Its goal is again to reduce the number
of scanned vertices. A shortcut between two vertices of the length of the shortest
path between these vertices is added to the graph.
Preprocessing is iterative. Choose a vertex 𝑣. Compute shortest paths be-
tween all pairs of 𝑣’s neighbors. If such a path uses 𝑣, a new shortcut between
this pair of vertices is added. Its weight is the weight of the path. Vertex 𝑣 is
labelled as processed, is removed from the vertices of preprocessing phase and is
numbered in the order it was contracted. This vertex is ignored in the following
iterations because all edges adjacent to it were either contracted or were not part
of shortest path.
Figure 1.4: A contraction of vertex C
There is a number of heuristics to choose from that specify the order of con-
traction. Each contraction should reduce the number of edges as much as pos-
sible. Intuitively, the vertex with the highest degree should be contracted first.
Geisberger et al. [5] state that it would be best to contract the vertices evenly
across the graph. Doing so yields a structure where shortcuts do not overlap
which is the desired result. Unpacking a shortcut is simple with an additional
information containing the two shortcuts or edges that formed the new one.
This speed-up is used with bidirectional Dijkstra’s algorithm on a graph
structure where the vertices are the same and the edges are the original edges
and shortcuts. When scanning a vertex 𝑣, only vertices that were contracted
later will be considered. The computation ends when there is no such vertex
left. For each vertex scanned 𝑣, this computes an upper bound on its distance
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from 𝑠 and 𝑡 – distance𝑠(𝑣) and distance𝑡(𝑣). Among these vertices, the one that
minimizes the sum of these distances is selected. Its name is 𝑢 and is on the
shortest path. Next, the paths from 𝑠 to 𝑢 and from 𝑢 to 𝑡 are computed in the
same way.
1.2.6 Highway dimensions
The above speed-up techniques compute shortest paths very well on real road
networks. Abraham et al. [1] state it can be explained using the notion of high-
way dimension. Graph has highway dimension of ℎ if for every 𝑟 and for every
ball of radius of 4𝑟 and all paths of length greater than 𝑟 inside this ball there exist
a set of vertices 𝑆 that covers all these paths and |𝑆| ≤ ℎ. Meaning that there is a
small set of vertices that occur on all paths longer than 𝑟.
Then there is defined shortest-path cover (SPC), respectively (r,k)-SPC, which
is a set 𝑆 of vertices that covers all shortest paths with length between 𝑟 and 2𝑟
and 𝑆 ≤ 𝑘.
This notion is used to explain the performance of both contraction hierar-
chies and reach. Having small highway dimension guarantees that fewer objects
are scanned by the aforementioned speed-ups. During the preprocessing phase
of both techniques the vertices are ordered into layers by their SPC. Vertices from
lower layers will not be used for shortest paths that have a certain length. This




Vehicle routing and congestion
avoidance
The previous chapter discussed speed-up techniques for pathfinding in graphs. If
all networks, whether road, rail or footpaths, had unlimited capacity, this chapter
would be sufficient, but that cannot be assumed in the real world. The vehicle
cruising speed depends on the speed limit and the occupation of a road. For
example, a vehicle may not travel faster than a speed-limited vehicle that travels
before it on the same road, and the road may have capacity for only a limited
amount of vehicles in a given time interval. To be able to represent this, the edge
weights will represent the expected time of traversing the edge by the vehicle.
It is supposed that vehicles receive route that is optimal, i.e. takes the shortest
amount of time. This must also hold for multiple vehicles, hence the current
network state must be taken into account.
Definition 3 (Route schedule). A route schedule as a set of edges and correspond-
ing times when these edges are planned to be used.
Definition 4 (Graph with capacities). Graph with capacities is a graph where
each edge has a numeric value (capacity) corresponding to the maximum amount
of vehicles present on it in a given time interval.
Definition 5 (Traffic flow). Traffic flow is a measure defined as:
traffic flow =
number of passing vehicles
|time segment|
2.1 Types of routing
Optimal routing The goal the vehicle routing problem is to determine the opti-
mal set of routes for delivering goods to a set of customers. The problem is
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related to scheduling problems and is known to beNP-hard[11]. In the con-
text of this thesis, NP-hardness of exact routing problems suggests that, for
practical deployments and problem sizes, we should aim for implementing
an approximate algorithm.
Independent routing Independent routing is a model where vehicles use a dy-
namically aggregated information about the road network, i.e. road occu-
pation or congestions. Based on this information, the vehicles are given
best routes and set on their way. The model responds well to events on
the roads in real time. This allows vehicles to be rerouted and reach their
destination earlier. The rerouting overhead is small due to the lack of in-
teraction with other vehicles. Since vehicles in this model do not consider
others, the network information is most of the time delayed. Meaning, it
takes some time for the routing system to process information from vehi-
cles stuck in traffic and send it to other vehicles. There are no warranties
that new routes will be faster or not.
This type of routing fails in cases where vehicles need to cooperate to
avoid causing another problem by simply avoiding the problem on the
road. There is a textbook example situation where independent routing
fails. There happens a congestion on a highway. The navigation system
decides that it is quicker to exit the highway and continue on a country
road. Suppose the vehicle is not the first one and someone had the same
idea even sooner. By definition 4, each road has its capacity and with more
vehicles coming here, the country road is likely to be congested too.
Traffic routing Traffic routing is the process of improving traffic flow by dis-
tributing vehicles evenly across the network[8]. This may be a setback for
some vehicles as their route may not be optimal. The difference between
traffic and independent routing is that traffic routing is dedicated to im-
proving traffic flow throughout the network while making some vehicles
use sub-optimal routes.
Dynamic routing Dynamic traffic routing handles real time changes of the
road network in order to improve the traffic flow.
2.2 Dynamic routing
Dynamic traffic routing handles real time changes of the road network in or-
der to improve the traffic flow. Changes are either recurrent or non-recurrent.
Recurrent being rush hours and non-recurrent traffic jams. Isa, Mohamed, and
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Yusoff [8] summarized that there are two criteria by which routing algorithms
are categorized: environment and routing strategy.
Traffic routing can be implemented in two types of environment: determin-
istic and stochastic.
Deterministic environment is fully observable and the state it is in deter-
mines the next state.
Stochastic environment is partially observable and the next state is non-
deterministic. Changes in the network are saved and used for routing
purposes such as computing new routes.
A routing algorithm should be able to react to changes during the routing
process. It should be able to reroute vehicles whose routes are affected by the
changes.
Offline rerouting strategy takes into consideration the current state of the
network. With respect to this states new routes are planned and are fol-
lowed by the vehicles. The routing process stops when vehicles leave their
starting points.
Online rerouting strategy pre-planes routes in the same way as the offline
strategy. After the vehicles leave towards their destinations the routing al-
gorithm keepsmonitoring the network state. Should there be faster routes,
the vehicles get rerouted. The routing process stops when the vehicles ar-
rive to their destinations.
The type of rerouting can be also divided into other two categories: reactive
and proactive.
Reactive approach to routing determines next steps based on the current state.
Proactive approach uses the current state and historical data to predict the next
state. The proactive type of routing tries prevent congestions.
2.3 Practical dynamic routing algorithms




Wang, Djahel, and McManis [12] suggested the following routing strategy. Vehi-
cles are given the best route computed by Dijkstra’s algorithm based on metrics
such as: fuel consumption, travel time, travelled distance, …The vehicles then
start driving.
A vehicle follows its initial route until a real time event report is received,
the route should be updated. New route is computed and the traversal continues.
This routing strategyworks as the computer interruption. The event information
is pushed only to related vehicles so they do not have to check network status.
New routes are computed by Dijkstra’s or a heuristic algorithm based on the time
it takes for the vehicle to get to the next road junction. Dijkstra gives the exact
route, heuristic algorithm gives an estimate.
Online and offline, stochastic
Taniguchi and Shimamoto [10] focused on solving the vehicle routing problem
(VRP) with time windows and real time road network information. The goal
of their work was to create a routing and scheduling model for a delivery ser-
vice that delivered goods for customers in a certain time window. Two types of
models were compared: forecasted and dynamic. Both models used aggregated
network information.
The forecasted model plans routes for each carrier beforehand. The routes
are planned using historical data and information about the current state of the
network. This routing strategy is considered to be offline because the routing
process stops when the carrier leaves the depot.
The dynamic model uses the same principles as the forecasted model but the
routing process continues even after the carrier departure. Each time the vehicle
arrives to a customer, its route is recalculated using the real time information.
The order of visiting customers and route may be change if there was a conges-
tion or different problem with the previous route. The routing strategy of this
model is online since the routes are being updated.
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Chapter 3
Scalable algorithms on layered
network
In section 1.2 (Pathfinding optimizations) some speed-up techniques were men-
tioned. They work well on graphs where the weights of edges do not change at
all or change by an insignificant amount. If they changed, all three of these—
ALT, reach and contraction hierarchies—might work on a graph structure that is
no longer valid. Hence, the results might not be entirely correct and the prepro-
cessing might have to be redone.
Finding paths with plain A* might be a solution to the invalidated prepro-
cessed data. However, the number of scanned vertices and edges is quite high
for longer distances.
In this section, we propose a structure that supports dynamic updates that are
sufficiently frequent to support the dynamics of the real world, while allowing
for fast pathfinding that visits fewer vertices. The structure will be constructed
by gradually contracting/aggregating edges into different layers according to the
area they occupy. In the resulting structure, the vehicles will be able to search
for exact paths in close proximity, further away they will be able to use con-
tracted/aggregated hyperedges, which will speed up the search.
In addition, if vehicles cooperate with the navigation system and upload in-
formation about the edges they intend to use, they will not have to put reserva-
tions on all the edges they plan to be on, but will be able to report the approximate
position in higher layers. This will reduce the number of reservations they make.
To navigate on this structure, we propose a modification of the Dijkstra
algorithm—Dijkstra algorithm with precision limit (section 3.2.1)—the perfor-
mance of which is measured in chapter 4 (Benchmarks and results).
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Layers
Exact routes can be found in the original graph. The proposed structure should
contain both precise and imprecise information about the network. This is done
by creating a layered structure of the graph. The original graph forms the base
layer of the structure. Each higher layer is formed from the previous by its sim-
plification which is done by grouping suitable adjacent edges. These groups are
called hyperedges.
Figure 3.1: Edge grouping
The connection between vertices on the base layer is exact. An edge belongs
to, or makes contact with exactly two vertices. The hyperedges on the upper
layers can make contact with 0 or more hyperedges.
The difference in structure between the base and all the other layers might
be an inconvenience while pathfinding in such a structure. For simplicity, the
base layer—consisting of vertices and edges—will be transformed into the hy-
peredge representation. The edges will be viewed as hyperedges and vertices
will be viewed as their contact points from which the neighborhood relationship
is derived. The number of scanned objects will be reduced since the scanningwill
be performed only on hyperedges. This customization makes the graph struc-
ture undirected. The ability to distinguish between one-way and two-way streets
disappears.
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Figure 3.2: Transformation of vertex-edge based graph to hyperedge based
graph.
3.1 Layered network graph
We define the previously mentioned terms more formally:
Neighborhood Edge 𝑒1 is the neighbor of edge 𝑒2 if there exists a path con-
necting 𝑒1 and 𝑒2 that consists only these two edges. The same holds for
hyperedges.
Hyperedge An edge is a hyperedge. Recursively hyperedge is a set of hyper-
edges.
Parent-child relationship Hyperedge 𝑝 is the parent of hyperedge 𝑐 and 𝑐 is
the child of 𝑝 if 𝑝 was formed from a set of hyperedges 𝑠 such that 𝑐 ∈ 𝑠
and layer(p) = layer(c) + 1.
Weight The weight of hyperedge is the sum of weights of its children. The base
layer hyperedge does not have any children. Its weight is the weight of the
edge it was formed from.
Layer Layer is a graph where the elements are hyperedges. There is a neigh-
borhood relation between the hyperedges. The hyperedges have the same
depth of the successor tree.
Layered graph Layered graph is a hierarchical graph structure where the
leaves are formed of the edges of the original graph. Each layer was







Figure 3.3: Illustration of layers in graph with 2,000 hyperedges.
3.1.1 Aggregation algorithm
Asmentioned above the hyperedges of new layer are constructed by aggregating
suitable hyperedges from the highest existing layer. Hyperedges should be as
compact as possible. Whereas stretched out ones may cause an error during the
pathfinding. Needless to say the hyperedges must be connected.
Here is described an algorithm that created one layer. The algorithm is run
over again as long as there are still more layers that can be created or until the
desired number of hyperedges at the top level is reached.
The algorithm works with a certain layer of the graph. The first time it is
run, it is the original graph, respectively its hyperedge version. In one iteration,
it finds the best pair of hyperedges to merge, merges it, and makes it a hyperedge
at the next layer. The pairs of hyperedges are rated by a potential function.
Choosing a viable shape for the new hyperedge
The potential function used to construct new layers should yield higher values
for hyperedges with round shape as opposed to oblong shape to ensure that the
time required to traverse a hyperedge is approximately the same in all directions.
The potential for pair of hyperedges is computed as follows. For a pair of hy-
peredges the underlying structure is considered, i.e. the base layer hyperedges
that are successors of the hyperedges of this pair. These hyperedges are consid-
ered to be a graph. On this graph a modified Dijkstra’s algorithm is executed. In
the initial phase all border hyperedges are pushed to the priority queue. Then
the process is the same as usual. The computation stops when there are no hy-
peredges to be expanded. The potential of the newly considered hyperedge—the
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pair of hyperedges—is the highest value assigned to an hyperedge. It is called
𝑟𝑒𝑠𝑢𝑙𝑡 in equation (3.1).
(a) Round shape has higher label.
(b) Oblong shape
Figure 3.4: Dijkstra’s algorithm from the outside in.






and tuning the parameter 𝑘 ∈ [1, ∞) makes it possible to control the order of
hyperedge merging.
Creating new layers
The aggregation algorithm processes one layer at a time. Each hyperedge of the
processed layer starts as a single component. In each iteration of the aggrega-
tion algorithm the pair with the highest potential is selected. A new hyperedge,
whose children are hyperedges of the pair, is created in the next layer. This con-
tinues until there are no suitable pairs of hyperedges left. For each hyperedge ℎ,
that remained as single component, a new parent hyperedge is created. Its only
child is ℎ.
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Algorithm 4 Aggregation algorithm
procedure createNewLayer(currentLayer)
for h ∈ hyperedges of currentLayer do
ci ← h ▷ ci is a new component whose only element is h
end for
while number of components > 𝑐 || there are suitable pairs do
▷ 𝑐 is the desired number of hyperedges on the top layer
c1, c2 ← the pair with the best potential
c3 ← merge(c1, c2)
newLayer.add(c3) ▷ new component c – parent of c1 and c2
end while




Minimum Spanning Tree approach
A variant of Sollin’s or Borůvka’s algorithm for minimum spanning tree was
also considered. Starting with components each of size 1 corresponding 1 ∶ 1
to hyperedges. Each component was merged with neighboring component with
the smallest distance between them. The computation is very fast but the whole
structure was out of balance and the components were not of a nice shape.
3.1.2 Handling dynamic changes
Dynamic networks can change their structures. Edges of the graph can be deleted
and new edges can be added. This can be used to simulate various common
real-world phenomena, such as road closures that are long term, and temporary
road closures due to an accident that happen dynamically. In a single layered
graph this can be handled with no issues. Both operations can be divided into
two categories. One that affects the parent hyperedge—its connectivity or its
neighborhood–and one that does not. Neighbors are either given or taken a link
to the new/old neighbor. On graphs with multiple layers these operations are
more complex.
Adding edges
This subsection describes and illustrates situations that can occur when adding a
new edge to a graph. A more precise description of the algorithm is described in
algorithm 5. The later described situations are illustrated in figures 3.5 and 3.6.
24
• Edge addition that connects elements in a single component does not af-
fect parent’s neigbors. Parent hyperedge is still connected, only its weight
changes.
• Edge addition that connects two or more components affects parent’s
neighbors. Parent hyperedge must be informed about its new neighbors.
The change is propagated towards all ancestors whose neighbors have
changed.
Removing edges
This subsection describes and illustrates situations that can occur when remov-
ing an edge from a graph. A more precise description of the algorithm is de-
scribed in algorithm 6. The later described situations are illustrated in figures
3.7 and 3.8.
• The removal of an edge does not change the connectivity of the parent
hyperedge. The connections of parent hyperedge to its neighbors are still
present. The structure of upper layers does not have to be changed.
• The removal of an edge splits the parent hyperedge into two parts or
changes its neighbors. In figure 3.8 only a single hyperedge is split into
two parts. The neighbors of these parts are subsets of the neighbors of the
former hyperedge. The change is propagated towards all ancestors whose
connectivity or neighbors have changed.
Algorithm 5 Edge addition
procedure addEdge(edgeID)
for n ∈ neighbors(edgeID) do
neighbors(n).insert(edgeID)
end for
p ← parent of the most fitting hyperedge
parent(edgeID) ← p
children(p).insert(edgeID)
while neighbors(p) changed do







Figure 3.5: Edge addition not affecting parent’s neighbors
Figure 3.6: Edge addition affecting parent’s neighbors
Figure 3.7: Edge removal not affecting parent’s neighbors
Figure 3.8: Edge removal that splits the parent hyperedge into two parts
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while parent(currentEdge) is not connected do
split(parent(currentEdge))






Balancing the dynamic structure
The operations of edge addition and removal are fast, but not optimized in terms
of balance. Since the structure is not self-balancing, a large number of changes
causes an imbalance of the layer hierarchy.
In a realistic situation, this should not matter, because the roads change rel-
atively slowly and the imbalance arises gradually. In the worst case, the whole
structure can be rebuilt. If the structure were to be dynamic, it could be check
after each addition if there is any suitable neighboring hyperedge to merge with.
3.2 Pathfinding in the layered network
Vehicles need exact driving instructions for the few following junctions but for
junctions close to the destination, less precise information is sufficient.
Layer where the search is executed is determined by the distance travelled
so far. Exact information must be used near the vehicle’s current position, hence
the search must be executed in the base layer. However, the computation on this
layer is time consuming. The further the search gets from the current position.
the less precise it needs to be. This is called a precision trade-off and it will be
discussed in the next subsection.
Definition 6 (Jump-based precision limit). For algorithm calculation constants
𝑗 representing the number of hyperedges on current path from the source(jumps),
𝑙 representation the minimum number of hyperedges any path must use on each
layer, and 𝑐 representing the additional number of jumps performed on the base
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3.2.1 Dijkstra’s algorithm with precision limit (DwPL)
We propose a modification of Dijkstra’s algorithm that can be used on layered
graph network. The precision limit is used to determine whether a transition
to an upper layer is possible or not. A priority queue is used to determine the
order of hyperedge expansion. Each hyperedge is assigned the number of steps it
takes to get there. The transition happens only when the precision limit is met.
Another criterion for transition is that the parent of the scanned hyperedge is
distinct from the parent of the expanded hyperedge. This ensures that already
expanded hyperedges are not counted more than once. The DwPL pseudocode
can be seen in algorithm 7 and the function testing the precision limit can be
seen in algorithm 8.
Figure 3.9: Direct jump to the parent hyperedge
Theorem 1 (Complexity of Dijkstra’s algorithm with precision limit). On a
graph with 𝑛 edges that describes a realistic road network, Dijkstra’s algorithm
with precision limit explores at most 𝒪(log 𝑛) hyperedges.
Proof. On each layer 𝑙, DwPL extends all paths from the starting hyperedge by 𝑠
steps, where 𝑠 is bounded by:
precisionLimit ≤ 𝑠 ≤ precisionLimit + parentSteps.
and precisionLimit is ∈ 𝒪(1) and parentSteps corresponds to the number
of steps it takes to reach an hyperedge whose parent is distinct from the parent
of the expanded hyperedge.
There must be at least precisionLimit steps on each path on a single layer.
Then the number of additional steps depends on when a hyperedge with a dis-
tinct parent gets found. Hence at most parentStepsmore steps have to be done.
Since each parent has either one or two children (algorithm 4), parentSteps ∈
𝒪(1).
The number of paths depends on the number of neighbors a hyperedge has,
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more specifically on the degree of appropriate vertices in the original—vertex-
edge based—graph. For road networks this number is small 1.
Hence the number of paths from each starting point is 𝒪(1)𝒪(1) and there are
𝒪(1) steps per path. On each layer 𝒪(1) hyperedges are opened. By the nature
of algorithm 4 there are 𝒪(log 𝑛) layers of the graph. Since 𝒪(1) hyperedges are
opened on 𝒪(log 𝑛) layers the total number of hyperedges opened is 𝒪(log 𝑛).
The design of DwPL is not suitable for offline navigation. The vehicles are
located on the base layer only. Routes are made out of hyperedges on upper
layers too but the vehicles are not able to get there. DwPL is supposed to be used
as a online routing navigation system. New search must be performed at each
junctionwhere the instructions contain hyperedges that are not on the base layer.
Search in the aggregated structure is fast, hence the time consumption needed
to perform search at such junction is minor. Moreover, the route can be more
specific on the base layer by a fixed number of steps (𝑐 in definition 6).
3.3 Network updates
The proposed navigation system is able to work with the current hyperedge oc-
cupancy. In addition, reservations are added to help determine hyperedge occu-
pancy in the future. Predictions are therefore not based on historical data but
rather on serious reservations made by the vehicles. The vehicles create reser-
vations on hyperedges they plan to use. The time of expected entrance is regis-
tered. The prediction of the time expected to traverse a road section can be more
specific.
Aggregation of reservations
Reservations in a layered graph made by vehicles are registered in relevant hy-
peredges. Those do not have to be on the base layer. Since vehicles receive
driving instructions that include hyperedges from upper layers, the reservations
are registered there. The information about a new reservation is propagated
to all ancestors of the reserved hyperedge. Moreover each vehicle can have at
most one reservation for each hyperedge. On a graph with 𝐻 hyperedges in the
base layer, there are at most 𝒪(log𝐻) layers above a certain hyperedge, hence
𝒪(log𝐻) records must be done, one for each ancestor.
1Edges in graph used for the experiment have 3 neighbors on average and the maximum
number of neighbors is 12(8 on one and 4 on the other end).
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Algorithm 7 Dijkstra’s algorithm with precision limit
procedure DwPL(source,target)
for h ∈ hyperedges do





PQ.push(source, 0) ▷ PQ queue of pairs (open hyperedge, #jumps)
while PQ is not empty do
h, currJumps ← PQ.pop()
if h = target or h = ancestor(target) then
return the path from source to h
end if
for n ∈ neighbors(h) do
if transitionAllowed(h, n, currJumps) then
n ← parent(n)
end if
if distance(n) > distance(h) +weight(h, n) then










Algorithm 8 Function that determines if a transition to an upper layer for cer-
tain hyperedge and number of jumps can be done. precisionLimit is the num-
ber of jumps needed to be done on each layer.









Use of aggregated reservations
The routing system computes optimal routes with respect to the current and also
the expected state of the network. As already mentioned, the expected state is
not predicted from historical data but rather from reservations made by vehicles.
Hyperedge occupancy depends on the number of vehicles planning to be there
at a certain point of time.
The expected number of vehicles present on a hyperedge at a time segment is
determined by the number of reservations on this hyperedge and all of its ances-
tors. That is computed as the number of vehicles with direct reservations on the






The pathfinding and routing system was tested on a dataset by Li et al. [9]1 that
has been customized to support the hyperedge based approach.
The benchmarking programwas implemented in C++ and uses SFML2 library
for simple dynamic graphical output. It works as a discrete simulation that nav-
igates and reroutes vehicles in a layered graph. A python script was used to
transform the vertex-edge based graph into an edge based graph.
Experiments have been performed on one core of a single Intel Core i5-7200U
processor clocked at 2.50 GHz with 8 GB main memory running Ubuntu 20.04
(kernel 5.4.0). The program was compiled by the g++ compiler 9.3.0 using opti-
mization level 3. More details can be seen in appendix A.
4.1 Preprocessing
First, the time needed to construct the hyperedge hierarchy is measured. There
are 𝒪(log 𝑛) layers of the graph, hence the preprocessed data takes 𝒪(𝑛 log 𝑛)
space. (𝑛 is the number of edges of the original graph.) We do not aim to prove
this bound rigorously, instead we have observed that realistic graphs did not pro-
duce any pathological cases and the hyperedge hierarchy contractions were suf-
ficiently regular and balanced. More rigorous evidence (and precise conditions
or required structure modifications) are a subject of future work. Table 4.1 shows
the empirical observations of the space usage of the multi-layered structure.
1Data was downloaded from https://www.cs.utah.edu/~lifeifei/SpatialDataset.




Graph Size [#edges] Preprocessing Time [s]
Used Space [kB]
Original graph DwPL w/ hyperedges
2k 1 58 153
30k 44 790 2060
220k 625 5359 13763
Table 4.1: Listing of preprocessing times needed to construct hyperedge hierar-
chy for DwPL and comparison of the space used to store the original graph and
graph with hyperedge hierarchy.
4.2 Pathfinding in layered network
Clustering parameter 𝑘
In subsection 3.1.1 (Aggregation algorithm) tuning parameter 𝑘 was defined, see
equation 3.1. Its purpose is to control the order of hyperedge merging. Since
𝑘 is used as a power constant in the denominator, the higher the 𝑘, the more
the smaller hyperedges are preferred, more precisely hyperedges with smaller
weights. Figure 4.1 shows a comparison of the results from navigating vehicles
in a graph structure created with different values of the parameter 𝑘, here 𝑘 ∈
{1.25, 1.5, 2}. The results show how many times longer the routes computed on
the layered version of the graph were compared to the ideal time spend driving.
The following experiments are performed with 𝑘 = 2.
Precision limit
Figure 4.2 shows the dependency of route times on the precision limit. As ex-
pected the precision limit corresponds to the route precision. Meaningmore time
is spent in each layer so the routes are more precise.
However, the precision limit is also related to computational overhead. Ta-
ble 4.2 shows the dependency of time, number of scanned objects and number of
reroutes on the precision limit. The simulation was performed on a graph with
220 thousand edges with 100 vehicles having different endpoints.
Comparison with A* and Dijkstra’s algorithm
In this subsection the performances of Dijkstra, A* and Dijkstra wPL are com-
pared. There are 100 vehicles driving in the simulation. Each of them has dif-
ferent endpoints generated. A version of the map of San Francisco with 220,000





























Figure 4.1: Comparison of route times computed by DwPL compared to the ideal
route times. Column labels correspond to 𝑘, row labels correspond to graph size
in thousands of edges.
Precision limit [#jumps] Scanned objects [M] Simulation time [s] Reroutes [K]
2 94 72 7.8
3 112 90 6.0
4 123 103 4.7
5 134 121 4.0
10 159 158 2.3
Table 4.2: The dependence of time, number of scanned objects and number of
reroutes on the precision limit in simulation on a graph with 220K and 100 vehi-
cles.
35





























Figure 4.2: Comparison of route times by DwPL compared to the ideal route
times. Column labels correspond to the precision limit(#jumps), row labels cor-
respond to graph size in thousands of edges.
Dijkstra and A* are used in the same way as DwPL, i.e. as an online routing
system. Experiments were performed for 𝛼 = 5 and 𝛼 = 10, which means that
both will recompute the route every 5 or 10 hyperedges. Dijkstra with precision
limit is forced to do so because it has no more instructions on the base layer,
Dijkstra and A* are forced to do it artificially. The results are shown in table 4.3.
Even though the vehicles are rerouted 2.5 times more often compared to A*
with 𝛼 = 10 the number of scanned objects is only 43% of what is scanned by A*.
And the computation time is 15% of the A* value at the same 𝛼. The routes are
16% longer than ideal on average.
Moreover, if DwPL is compared to A* for 𝛼 = 5 (which is an even more
Algorithm Scanned objects [M] Simulation time [s] Precision limit / 𝛼
Dijkstra 2314 4070 5
Dijkstra 1176 2110 10
A* 675 1563 5
A* 388 879 10
Dijkstra wPL 169 131 4
Table 4.3: Comparison of the number of scanned objects and simulation time

































































Figure 4.4: Comparison of scans of path-finding algorithms.
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appropriate comparison), the number of scanned objects is approximately 25%
of what is scanned by A*, and the simulation time is less than 9% of the A*’s.
4.3 Complexity of path updates
Regarding graph updates, there are two situations that need to be distinguished:
congestions and hyperedge removals. Vehicles that are to use the affected hyper-
edges are informed by the system. The information is not propagated into upper
layers because its impact there is considered to be negligible. To simplify the
implementation, it is assumed that each congested hyperedge causes traffic delays
only for vehicles that traverse that precise hyperedge. In the real world, adjacent
hyperedges would likely be congested as well.
In case of hyperedge removal, multiple layers may be affected. The parent
hyperedge can be divided into two parts. As the change is propagated into upper
layers and hyperedges are split, the vehicles with direct reservations on affected
hyperedges are informed. If a hyperedge remains connected even after the pro-
cess, the vehicles with direct reservation in it do not need to be informed. Their
destinations are still reachable via this hyperedge.
In a graph with 𝐻 hyperedges in the base layer, a network update involves
only directly affected vehicles. There are at most 𝒪(|vehicles|) of them. Each
of these vehicles has only one direct reservation in one of the 𝒪(log𝐻) affected
hyperedges. The change causes at most 𝒪(|vehicles|) reroutes. Since each of
the 𝒪(log𝐻) hyperedges has 𝒪(1) neighbors, the network transformation takes
𝒪(log𝐻).
4.4 Routing efficiency
In this section the reservation system is tested. The goal is to see if vehicles
choose the best route based on the real time state of the network.
In real world networks the road capacity depends on the number of lanes,
shape, etc. To simplify the implementation the maximum capacity is the same
for all edges of the network. The simulation model has a tunable parameter cor-
responding to the capacity. It is set very low compared to the real value3 to
enhance the edge occupancy.
In this experiment, 100 vehicles with the same start and end point are running
on San Francisco graph with 2k edges. They set off moments after each other
to make sure that the edges fill up and the vehicles are forced to use different
3In this case, it was set to 5 as opposed to 30. The parameter can be found in table A.2 as
‘vehs_per_unit’ in appendix A.
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Algorithm Precision limit / 𝛼 Avg route duration Computation time [ms]
Without With Without With
Ideal (no traffic) 535.829 —
A* 5 657.890 643.812 3752 5826
Dijkstra wPL 4 714.543 660.827 965 2690
Table 4.4: Comparison of ideal route time and average route times of A* and
DwPL with and without real-time network state information.
edges. The endpoints are chosen to be on opposite sides of the graph so that the
differences in the paths used are more visible. The goal of this experiment is to
show that vehicles reach their destination faster if they work with the predicted
network state based on reservations. The results can be seen in table 4.4 and the
routes vehicles used are illustrated in figure 4.5.
Figure 4.5 shows routes the vehicles used in this experiment. Part 4.5a shows
the ideal route computed by A* (red) and the ideal route computed by DwPL (vio-
let). This also demonstrates one of the cases where DwPL chooses a slightly sub-
optimal path. Parts 4.5b and 4.5c show that vehicles are spread across the road
network when using the real-time information. The simulation time is longer in
the second case for both A* and DwPL because of the way occupancy is com-
puted. With each query there is a simulation of the occupation of the edges from
the very beginning of the simulation. The computation time could be reduced
by possibly using a cache to store snapshots of the network state and simulate
future states using these snapshots.
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(a) Ideal routes by A* and DwPL
(b) Routes used by A* (c) Routes used by DwPL
Figure 4.5: Comparison of route utilization with and without real time informa-
tion. Yellow - source, green - target, red - ideal route, violet - in part 4.5a the
ideal route by DwPL and in parts 4.5b and 4.5c routes used by the vehicles.
40
Conclusion
The goal of this thesis was to propose an algorithmwhich could be used as part of
a routing system. The algorithm should be usable on a structure that represents
a road network, even including its utilization, and the system should disperse
vehicles across the network to make the best use of its throughput. The algo-
rithm should use the knowledge of routing strategies and pathfinding speed-up
techniques and explore as few objects as possible in order to be fast.
We have proposed an algorithm achieves this by using a layered graph net-
work that makes it possible to trade off the precision of pathfinding computation
for speed gains from the approximation. This network is created by aggregat-
ing edges into successively larger hyperedges, which create a smaller, quickly
searchable representation of the same graph.
To navigate vehicles in such a structure, we proposed a modified version of
Dijkstra’s algorithm—Dijkstra’s algorithm with precision limit (DwPL)—which
approximates the best path, with precision–performance trade-off determined
by tunable constants. In particular, it is faster compared to Dijkstra’s or A* algo-
rithm but the computed paths are sub-optimal. The computation process is also
affected by the precision limit. The higher it is, the better the calculated paths
are, the longer the calculation time. As opposed to A*, DwPL computes paths
effectively even without heuristics.
The number of scanned objects by DwPL in the previously mentioned sim-
ulation on a graph with 220k edges is reduced to 25% of what A* scans and 7%
of what Dijkstra scans. The simulation time is reduced to 8% of what A* takes
and 3% of what Dijkstra takes. In other words, DwPL scans 4× and 14× less ob-
jects than A* and Dijkstra. The simulation time is more than 12× and 33× faster
than in case of A* and Dijkstra. The routes computed by the said algorithm are
only 16% longer on average than the optimal ones. Moreover, the information a
vehicle must upload to the system to make a reservation is reduced to size loga-




In the future, it might be interesting to add heuristics as used by A* (section
1.2.1) or to use the reach (section 1.2.4) to prune some of the hyperedges during
the search.
The layered hyperedge structureworks empiricallywell, but it would be great
to design an algorithm that keeps the structure always in a provably good shape.
We expect that such structure might be similar to the tree-balancing algorithms.
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Installation and use of the
attached program
A.1 How to build
The attached programuses the SFML1 library for graphical purposes. OnDebian-
based Linux systems (such as Ubuntu), it may be installed with APT:
apt-get install libsfml-dev
The program is build with make command and uses g++ compiler with c++17
standard.




A.2 Preparing data for benchmark
After the program is compiled, it can be run. The program works with an edge-
based graph, i.e. edges that are in a neighborhood relation with other edges.
There are a few such graphs in the data folder with names ending with the
suffix .edgs.
However, the user is not limited to this data. Any dataset following the




[edgeId] [x1] [y1] [x2] [y2] [neighborId ...]
The data in the mentioned folder are in the said schema. Its original format,
as downloaded from [9]2, can be converted to the edge-based format by a simple
python script located in data/processing/shave_data.py, more specifically
its function to_edge_based() that takes two input files, one with vertices and
one with edges.
There are also files ending with .layers in the data folder. These are the
pre-processed layers for the above layered graph(3.1) with corresponding name.
Their primary use is to get the program up and running quickly. If the *.layers
files for the corresponding graphs did not exist, the layers for the graph would
have to be created. For a graph with 220k edges it takes about 2 minutes, so it is
a nice way to speed it up.
If any .edgs file does get edited, the corresponding .layers file needs to be
deleted to avoid using invalid information. A new .layers file gets created and
saved for the following use during the start up.
A.2.1 Note on the use of graphic functions
For the graphical output to work correctly, a folder with name img must be
present. The programs executable accesses the folder with path ../img/. If

















A.3 Starting the program




In the second way, the user chooses the graph on which the program will run.
If the user runs program in the first way, the data/sf2k.edgs file is used by
default.





















Figure A.1: Program workflow diagram.
A.3.1 Graph loading
The file with input graph must either be given as a parameter on the com-
mand line, or data/sf2k.edgs is chosen by default. Or the filename inside
main.cpp(38) can be changed and the program must be recompiled.
The graph (from a .edgs file) is loaded into memory and is the base layer of
the graph structure used by DwPL. Next, the layers of the graph must be created.
If the layers already existed and were stored in data/.layers file, they would
be used to save some time. If the layers for the graph have not been created yet,
they need to be created. After some time it moves to the Pre-simulation phase.
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A.3.2 Pre-simulation phase
In this phase the graph and all of its layers are loaded in the memory. The sim-
ulation can be run with the predefined configuration. The configuration can be
changed by commands listed in section A.5.1 (Commands ).
The graph with its layers can also be drawn by the draw command. Its
paremeters are mentioned in the previously mentioned section.
The command run moves the program in the Post-simulation phase. At this
moment the routes on which the vehicles will travel are created(depending on
the configuration), the vehicles are created and sent on their way.
A.3.3 Post-simulation phase
At this phase all vehicles have completed their routes, whether successfully
or unsuccessfully. Information about their routes are printed to the console.
Records of their routes still remain in memory, more specifically the routes they
have used.
With this, the routes parameter for the draw command makes the program
draw the edges the vehicles used.
The previous phase can be accessed by commands clear and reset. The
clear command clears the data about vehicles and routes. It also deletes the
created routes (pairs of endpoints), the seed of the random generator remains
the same. So the command run will perform a new simulation where the con-
figuration remains the same and the vehicles will follow different routes. The
reset command also clears the data about vehicles and routes. The random
generator is given the same seed as last time. The run command will run the
same simulation as last time, thus having the same result.
A.4 Sample use of the program
Suppose the user wants to run a simulation on the San Francisco graph with 2k
edges, with 50 vehicles that drive between 5 pairs of endpoints and are navigated
by DwPL. The user should do the following steps.
1. Run the programwith the command line parameter -f to specify the input
file. Make sure you are in the bin folder where main is located.
./main -f ../data/sf2k.edgs
2. To see how the fifth layer of the graph looks like, command draw with
parameter specifying the layer must be run.
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draw 4
3. The current configuration can be listed using command conf. The com-
mand outputs the navigation type, the number of vehicles, and the number
of routes that will be used when the simulation is run.
conf
4. The default number of vehicles is 30. To set it to 50, command v must be
run.
v 50
5. The default number of routes is 0which means that each vehicle will get a
random route. To set the number of routes to 5, command r must be run.
r 5
6. The user can check whether the configuration is to his expectations by
running command conf again. Now the program should be ready to run
the simulation. To do so, command run must be run.
run
7. The program prints stats when the simulation is finished. Now, if the user
wants to see which routes were used, command draw routes must be
run. The path to the rendered file is printed to the console.
draw routes
8. The simulation can be reset with the command reset which would make
the program run the same simulation again.
reset
9. To run a new simulation with the same configuration but different routes,
the command clear should be run.
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clear
10. To exit the program, type in ctrl + D.
To run the experiment referenced in table 4.4, the user can define macro
SF2K_EFFICIENCY by appending -DSF2K_EFFICIENCY to CXXFLAGS in
src/Makefile. This macro sets the endpoints to the appropriate edges. The
vehicles use only those two endpoints. To fully replicate the experiment, the
number of vehicles must be set to 100, and the edge capacity (in table A.2 as
‘vehs_per_unit’) must be changed to 5. The changed source code needs to be
recompiled. The easiest way to do it is to run:
make clean
make
A.5 Commands & Parameters
A.5.1 Commands
The program waits for commands in the console or executes the commands. Ta-
ble A.1 contains a list of all commands of this program, their description, and
possibly their parameters and default values.
A.5.2 Parameters
The program also works with various configuration parameters, such as preci-
sion limit or clustering parameter 𝑘. Table A.2 lists the parameter names, their
description, and where to find them.
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Name Description Parameters Implicit
run Runs the configured simulation.
v Sets the number of vehicles to new value. Ex-
pects one non-negative integer.
uint 30
r
Sets the number of routes. Vehicles will travel
between the given number of pairs of locations.
If 0 then #routes == #vehicles
uint 0




conf Lists the specification of simulation.
clear
Deletes existing routes, deletes congestions,
keeps the random generator the same. Perform-
ing run starts new simulation, different routes
will be created.
reset
Deletes existing routes, deletes congestions, re-
sets the random generator. Performing run
should end with the same result as last time.
help Prints help.
draw
Draws the base layer of the loaded graph.
Draws the layer with the specified number.
Must be between 0 and (#layers-1)
uint
Draws the routes vehicles drove, if there are any. ”routes”




The precision limit for DwPL(definition 6).
Specifies the number of jumps DwPL has
to make on path of each layer.
main.cpp(33)
hca_k The clustering parameter 𝑘 from def 3.1 Preprocessing.hpp(18)
realtime
Indicates whether vehicles find their routes
with respect to reservations and current
network state or not.
main.cpp(32)
a_star_jumps
Equivalent of dwpl_jumps for A* and Dijk-
stra. Specifies after how many hyperedges
the algorithm tries to foind better routes.
Navigation.hpp(39)
specify_more Specifies howmany more hyperedges need
to be explored on the base layer.
Navigation.hpp(40)
vehs_per_unit Capacity of edges Navigation.hpp(41)
routes How many routes will the vehicles use in
the simulation
command 'r'
vehicles How many vehicles will be part of the sim-
ulation
command 'v'
nav_type What navigation algorithm will be used in
the simulation.
command 'n'
Table A.2: List of simulation parameters and their descriptions.
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