The wide spread use of online recruitment services has led to information explosion in the job market. As a result, the recruiters have to seek the intelligent ways for Person-Job Fit, which is the bridge for adapting the right job seekers to the right positions. Existing studies on Person-Job Fit have a focus on measuring the matching degree between the talent qualification and the job requirements mainly based on the manual inspection of human resource experts despite of the subjective, incomplete, and inefficient nature of the human judgement. To this end, in this paper, we propose a novel end-to-end Ability-aware Person-Job Fit Neural Network (APJFNN) model, which has a goal of reducing the dependence on manual labour and can provide better interpretation about the fitting results. The key idea is to exploit the rich information available at abundant historical job application data. Specifically, we propose a word-level semantic representation for both job requirements and job seekers' experiences based on Recurrent Neural Network (RNN). Along this line, four hierarchical ability-aware attention strategies are designed to measure the different importance of job requirements for semantic representation, as well as measuring the different contribution of each job experience to a specific ability requirement. Finally, extensive experiments on a large-scale realworld data set clearly validate the effectiveness and interpretability of the APJFNN framework compared with several baselines.
Job Requirement Work Experience
I have used Weibo textual data, combined with the characteristics of Weibo platform and the dissemination mechanism of false information. I have used the data mining technology and natural language processing technology to propose a Weibo credibility assessment algorithm. Programming: Python I have participated in the students innovation team of university, as the team lead. I used the GBRT to predict the stock changes with the team members, and mainly focused on the model development. Programming: Python
INTRODUCTION
The rapid development of online recruitment platforms, such as LinkedIn and Lagou, has enabled the new paradigm for talent recruitment. For instance, in 2017, there are 467 million users and 3 million active job listings in LinkedIn from about 200 countries and territories all over the world [3] . While popular online recruitment services provide more convenient channels for both employers and job seekers, it also comes the challenge of Person-Job Fit due to information explosion. According to the report [24] , the recruiters now need about 42 days and $4,000 dollars in average for locking a suitable employee [24] . Clearly, more effective techniques are urgently required for the Person-Job Fit task, which targets at measuring the matching degree between the talent qualification and the job requirements.
Indeed, as a crucial task for job recruitment, Person-Job Fit has been well studied from different perspectives, such as job-oriented skill measuring [36] , candidate matching [23] and job recommendations [21, 28, 40] . Along this line, some related tasks, such as talent sourcing [35, 41] and job transition [33] have also been studied. However, these efforts largely depend on the manual inspection of features or key phrases from domain experts, and thus lead to high cost and the inefficient, inaccurate, and subjective judgments.
To this end, in this paper, we propose an end-to-end Abilityaware Person-Job Fit Neural Network (APJFNN) model, which has a goal of reducing the dependence on human labeling data and can provide better interpretation about the fitting results. The key idea of our approach is motivated by the example shown in Figure 1 . There are 4 requirements including 3 technical skill (programming, machine learning and big data processing) requirements and 1 comprehensive quality (communication and team work) requirement. Since multiple abilities may fit the same requirement and different candidates may have different abilities, all the abilities should be weighed for a comprehensive score in order to compare the matching degree among different candidates. During this process, traditional methods, which simply rely on keywords/feature matching, may either ignore some abilities of candidates, or mislead recruiters by subjective and incomplete weighing of abilities/experiences from domain experts. Therefore, for developing more effective and comprehensive Person-Job Fit solution, abilities should be not only represented via the semantic understanding of rich textual information from large amount of job application data, but also automatically weighed based on the historical recruitment results.
Along this line, all the job postings and resumes should be comprehensively analyzed without relying on human judgement. To be specific, for representing both the job-oriented abilities and experiences of candidates, we first propose a word-level semantic representation based on Recurrent Neural Network (RNN) to learn the latent features of each word in a joint semantic space. Then, two hierarchical ability-aware structures are designed to guide the learning of semantic representation for job requirements as well as the corresponding experiences of candidates. In addition, for measuring the importance of different abilities, as well as the relevance between requirements and experiences, we also design four hierarchical ability-aware attention strategies to highlight those crucial abilities or experience. This scheme will not only improve the performance, but also enhance the interpretability of matching results. Finally, extensive experiments on a large-scale real-world data set clearly validate the effectiveness of our APJFNN framework compared with several baselines.
Overview. The rest of this paper is organized as follows. In Section 2, we briefly introduce some related works of our study. In Section 3, we introduce the preliminaries and formally define the problem of Person-Job Fit. Then, technical details of our Abilityaware Person-Job Fit Neural Network will be introduced in Section 4. Afterwards, we comprehensively evaluate the model performance in Section 5, with some further discussions on the interpretability of results. Finally, in Section 6, we conclude the paper.
RELATED WORK
The related works of our study can be grouped into two categories, namely Recruitment Analysis and Text Mining with Deep Learning.
Recruitment Analysis
Recruitment is always a core function of human resource management to support the success of organizations. Recently, the newly available recruitment big data enables researchers to conduct recruitment analysis through more quantitative ways [12, 16, 22, 35, 36, 41] . In particular, the study of measuring the matching degree between the talent qualification and the job requirements, namely Person-Job Fit [29] , has become one of the most striking topics.
The early research efforts of Person-Job Fit can be dated back to [23] , where Malinowski et al. built a bilateral person-job recommendation system using the profile information from both candidates and jobs, in order to find a good match between talents and jobs. Then, Lee et al. followed the ideas of recommender systems and proposed a comprehensive job recommender system for job seekers, which is based on a broad range of job preferences and interests [21] . In [40] , Zhang et al. compared a number of user-based collaborative filtering and item-based collaborative filtering algorithms on recommending suitable jobs for job seekers.
Recently, the emergence of various online recruitment services provides a novel perspective for recruitment analysis. For example, in [39] , Zhang et al. proposed a generalized linear mixed models (GLMix), a more fine-grained model at the user or item level, in the LinkedIn job recommender system, and generated 20% to 40% more job applications for job seekers. In [4] , Cheng et al. collected the job-related information from various social media sources and constructed an inter-company job-hopping network to demonstrate the flow of talents. In [33] , Wang et al. predicted the job transition of employees by exploiting their career path data. Xu et al. proposed a talent circle detection model based on a job transition network which can help the organizations to find the right talents and deliver career suggestions for job seekers to locate suitable jobs [35] .
Text Mining With Deep Learning
Generally, the study of Person-Job Fit based on textual information can be grouped into the tasks of text mining, which is highly related to Natural Language Processing (NLP) technologies, such as text classification [18, 37] , text similarity [11, 18, 30] , and reading comprehension [2, 14] . Recently, due to the advanced performance and flexibility of deep learning, more and more researchers try to leverage deep learning to solve the text mining problems. Compared with traditional methods that largely depend on the effective humandesigned representations and input features (e.g., word n-gram [34] , parse trees [5] and lexical features [25] ), the deep learning based approaches can learn effective models for large-scale textural data without labor-intensive feature engineering.
Among various deep learning models, Convolutional Neural Network (CNN) [20] and Recurrent Neural Network (RNN) [9] are two representative and widely-used architectures, which can provide effective ways for NLP problems from different perspectives.
Specifically, CNN is efficient to extract local semantics and hierarchical relationships in textural data. For instance, as one of the representative works in this field, Kalchbrenner et al. [17] proposed a Dynamic Convolutional Neural Network (DCNN) for modeling sentences, which obtained remarkable performance in several text classification tasks. Furthermore, Kim et al. have shown that the power of CNN on a wide range of NLP tasks, even only using a single convolutional layer [18] . From then on, CNN-based approaches have attracted much more attentions on many NLP tasks. For example, in [13] In this paper, we follow some outstanding ideas in the above works according to the properties of Person-Job Fit. And we propose an interpretable end-to-end neural model APJFNN based on RNN with four ability-aware attention mechanisms. Therefore, APJFNN can not only improve the performance of Person-Job Fit, but also enhance the model interpretability in practical scenarios.
PROBLEM FORMULATION
In this paper, we target at dealing with the problem of Person-Job Fit, which focuses on measuring the matching degree between job requirements in a job posting, and the experiences in a resume.
Specifically, to formulate the problem of Person-Job Fit, we use J to denote a job posting, which contains p pieces of ability requirements, denoted as J = {j 1 , j 2 , ..., j p }. For instance, there exist 4 requirements in Figure 1 , thus p = 4 in this case. Generally, we consider two types of ability requirements, i.e., the professional skill requirements (e.g., Data Mining and Natural Language Processing skills), and comprehensive quality requirements (e.g., Team Work, Communication Skill and Sincerity). All the requirements will be analyzed comprehensively without special distinction by different types. Moreover, each j l is assumed to contain m l words, i.e., j l = {j l,1 , j l,2 , ..., j l,m l }.
Similarly, we use R to represent a resume of a candidate, which includes q pieces of experiences, i.e., {r 1 , r 2 , ..., r q }. In particular, due to the limitation of our real-world data, in this paper we mainly focus on the working experiences of candidate, as well as description of some other achievements, e.g., project experiences, competition awards or research paper publications. Besides, each experience r l is described by n l words, i.e., r l = {r l,1 , r l,2 , ..., r l,n l }.
Finally, we use S to indicate a job application, i.e., a Person-Job pair. Correspondingly, we have a recruitment result label y ∈ {0, 1} to indicate whether the candidate has passed the interview process, i.e., y = 1 means a successful application, while y = 0 means a failed one. What should be noted is that, one candidate is allowed to apply several jobs simultaneously, and one job position could be applied by multiple candidates. Thus, the same J may exist in different S, so does R. Along this line, we can formally define the problem of Person-Job Fit as follow:
. Given a set of job applications S, where each application S ∈ S contains a job posting J and a resume R, as well as the recruitment result label y. The target of Person-Job Fit is to learn a predictive model M for measuring the matching degree between J and R, and then corresponding result label y could be predicted.
In the following section, we will introduce the technical details of our APJFNN model for addressing the above problem.
ABILITY-AWARE PERSON-JOB FIT NEURAL NETWORK
As shown in Figure 2 , APJFNN mainly consists of three components, namely Word-level Representation, Hierarchical Ability-aware Representation and Person-Job Fit Prediction. Specifically, in Word-level Representation, we first leverage an RNN to project words of job postings and resumes onto latent representations respectively, along with sequential dependence between words. Then, we feed the word-level representations into Hierarchical Ability-aware Representation, and extract the ability-aware representations for job postings and resumes simultaneously by hierarchical representation structures. To capture the semantic relationships between job postings and resumes and enhance the interpretability of model, we design four attention mechanisms from the perspective of ability to polish their representations at different levels in this component. Finally, the jointly learned representations of job postings and resumes are fed into Person-Job Fit Prediction to evaluate the matching degree between them.
Word-level Representation
To embed the sequential dependence between words into corresponding representations, we leverage a special RNN, namely Bidirectional Long Short Term Memory network (BiLSTM), on a shared word embedding to generate the word-level representations for job postings and resumes. Compared with the vanilla RNN, LSTM [15] cannot only store and access a longer range of contextual information in the sequential input, but also handle the vanishing gradient problem in the meanwhile. Figure 3 (a) illustrates a single cell in LSTM, which has a cell state and three gates, i.e., input gate i, forget gate f and output gate o. Formally, the LSTM can be formulated as follows:
where X = {x 1 , x 2 , ..., x m } and m denote the input vector and the length of X respectively. And
are the parameters as weight matrices and biases, ⊙ represents elementwise multiplication, σ is the sigmoid function, and {h 1 , h 2 , ..., h m } represents a sequence of semantic features. Furthermore, the above formulas can be represented in short as:
As shown in Figure 3 (b), the BiLSTM uses the input sequential data and their reverse to train the semantic vectors
The hidden vector h ′ t is the concatenation of the forward hidden vector − → h t and backward hidden vector ← − h t at t-step. Specifically, we have
We can represent the above formulas in short as:
, where x 1:m denotes the input sequence {x 1 , ..., x m }. Now, we can use BiLSTM to model word-level representation in job posting J and resume R. For l-th job requirement j l = {j l,1 , ..., j l,m l }, we first embed the words to vectors by
where w J l,t denotes d 0 -dimensional word embedding of t-th word in j l . As for R, word embedding w R l ′ ,t ′ of t ′ -th word in candidate experience r l ′ is generated by a similar way. It should be noted that the job postings and resumes share a same matrix W e which is initialized by a pre-trained word vector matrix and re-trained during training processing.
Then, for each word in the l-th job requirement j l and l ′ -th candidate experience r l ′ , we can calculate the word-level representation {h
where w ,h R l ′ ,t ′ are d 0 -dimension semantic representations of the t-th word in the l-th job requirement j l and t ′ -th word in the l ′ -th candidate experience r l ′ .
Hierarchical Ability-Aware Representation
After getting the representations of job postings and resumes at word-level, we further extract more high-level representations for them. As for job postings, we consider that each ability requirement refers to a specific need of a job, and the entire needs of a job can further be summarized from all of its requirements. Following this intuition, we design a hierarchical neural network structure to model such hierarchical representation. And as for resumes, similar hierarchical relationships also exist between a candidate experiences and her qualification, thus a similar hierarchical neural network structure is also applied for resumes.
Besides, as we know, both of job postings and resumes are documents with relatively well-defined formats. For example, most of candidates tend to separate their past experiences by work contents and order them by time for facilitating understanding. Indeed, such kinds of format can help us to better extract representations. Thus, to improve the performance and interpretability, we follow the above intuitions and design four attention mechanisms to polish representations extracted by our model at different levels.
Specifically, this component can further be divided into four parts: 1) Single Ability-aware in Job Requirement for getting the semantic representation of each requirement in a job posting; 2) Multiple Ability-aware in Job Requirement for further extracting entire representation of a job posting, 3) Single Ability-aware in Candidate Experience for highlighting some experiences in resumes by ability requirements; 4) Multiple Ability-aware in Candidate Experience for finally profiling candidates with all previous experiences. In the following, we will introduce the technical details of each component.
• Single Ability-aware in Job Requirement. It is obvious that the meaning of a sentence is dominated by several keywords or phrases. Thus, to better capture the key information for each ability requirement, we use an attention mechanism to estimate the importance of each word in it.
This attention layer is the weighted sum of the semantic vector of each word in each ability requirement. Specifically, for l-th ability requirement j l , we first use the word representation {h Particularly, the attention scores β can greatly improve the interpretability of the model. It is helpful for visualizing the importance of each ability requirement in practical recruitment applications.
• Single Ability-aware in Experience. Now we turn to introduce the learning of resume representations. Specifically, when a recruiter examines whether a candidate matches a job, she tends to focus on those specific skills related to this job, which can be reflected by the candidate experiences. As shown in Figure 1 , for candidate A, considering the fourth job requirement, we will pay more attention to the highlighted "green" sentences. Meanwhile, we may focus on the "blue" sentences when matching the second requirement. Thus, we design a novel ability-aware attention mechanism to qualify the ability-aware contributions of each word in candidate experience to a specific ability requirement. Formally, for the l-th candidate experience r l , its word-level semantic representation is calculated by a BiLSTM. And we use an attention-based relation score γ l,k,t to qualify the ability-aware contribution of each semantic representation h R l,t to the k-th ability requirement j k . It can be calculated by
where the W γ ,U γ , v γ are parameters, s J k is the semantic vector of ability requirement j k which is calculated by Equation 2.
Finally, the single ability-aware candidate experience representation is calculated by the weighted sum of the word-level semantic representation of r l
Here, the attention score γ further enhances the interpretability of APJFNN. It enables us to understand whether and why a candidate is qualified for an ability requirement, we will further give a deep analysis in the experiments.
• Multiple Ability-aware in Experience. For a candidate, her ordered experiences can reveal her growth process well and such temporal information can also benefit the evaluation on her abilities. To capture such temporal relationships between experiences, we leverage another BiLSTM. Specifically, we first add a mean-pooling layer above the single ability-aware candidate experience representation to generate the latent semantic vector u R l for l-th candidate experience r l .
Now we get a set of semantic vectors for candidate experiences, that is {u R 1 , ..., u R q }. Considering there exist temporal relationships among {u R 1 , ..., u R q }, we use a BiLSTM to chain them, i.e.,
Finally, we use the weighted sum of the hidden states {c R 1 , ..., c R q } to generate the multiple ability-aware candidate experience representation, i.e.,
Person-Job Fit Prediction
With the process of Hierarchical Ability-aware Representation, we can jointly learn the representations for both job postings and resumes. To measure the matching degree between them, we finally treat them as input and apply a comparison mechanism based on a fully-connected network to learn the overall Person-Job Fit representation D for predicting the label y by a logistic function. The mathematical definition is as follows.
where W d ,b d ,W y ,b y are the parameters to tune the network and y ∈ [0, 1]. Meanwhile, we minimize the binary cross entropy to train our model.
EXPERIMENTS
In this section, we will introduce the experimental results based on a real-world recruitment data set. Meanwhile, some case studies are demonstrated for revealing interesting findings obtained by our model APJFNN.
Data Description
In this paper, we conducted our validation on a real-world data set, which was provided by a high tech company in China. To protect the privacy of candidates, all the job application records were anonymized by deleting personal information. The data set consists of 17,766 job postings and 898,914 resumes with a range of several years. Specifically, four categories of job postings, namely Technology, Product, User Interface and Others were collected. Figure 4 (b) summarizes the distribution of job postings and resumes, according to different categories. We find that most of the applications are technology-oriented, and only about 1% applications were accepted, which highlights the difficulty of talent recruitment. To a certain degree, this phenomenon may also explain the practical value of our work, as the results of Person-Job Fit may help both recruiters and job seekers to enhance the success rate. Along this line, to ensure the quality of experiments, those incomplete resume (e.g., resumes without any experience records) were removed. Correspondingly, those job postings without any successful applications were also removed. Finally, 3,652 job postings, 12,796 successful applications and 1,058,547 failed ones were kept in total, which lead to a typical imbalanced situation. Some basic statistics of the pruned data set are summarized in Table 1 . What should be noted is that, it is reasonable to have more applications than the number of resumes, since one candidate could apply several positions at the same time, which is mentioned above.
Experimental Setup
Here, we introduce the detailed settings of our experiments, including the technique of word embedding, parameters for our APJFNN, as well as the details of training stage.
• Word Embedding. First, we explain the embedding layer, which is used to transfer the original "bag of words" input to a dense vector representation. In detail, we first used the Skip-gram Model [26] to pre-train the word embedding from job requirements and candidate's experiences. Then, we utilized the pre-trained word embedding results to initialize the embedding layer weight W e , which was further fine-tuned during the training processing of APJFNN. Specifically, the dimension of word vectors was set to 100.
• APJFNN Setting. In APJFNN model, according to the observation in Figure 4 (c), 4(d), 4(e) and 4(f), we set both the maximum number of job requirements in each job posting as 15, and so does the constraint of candidate experiences in each resume. Then, the maximum number of words in each requirement/experience was set as 30 and 300, respectively. Along this line, the excessive parts were removed. Also, the dimension of hidden state in BiLSTM was set as 200 to learn the word-level joint representation and requirement/experience representation. Finally, the dimension of parameters to calculate the attention score α and β were set as 200, as well as 400 for γ and δ .
• Training Setting. Following the idea in [10] , we initialized all the matrix and vector parameters in our APJFNN model with uniform distribution in [− 6/(n in + n out ), 6/(n in + n out )], where n in , n out denote the number of the input and output units, respectively. Also, models were optimized by using Adam [19] algorithm. Moreover, we set batch size as 64 for training, and further used the dropout layer with the probability 0.8 in order to prevent overfitting.
Baseline Methods
To validate the performance of our APJFNN model, several stateof-the-art supervised models were selected as baseline methods, including the classic supervise learning methods like Logistical Regression (LR), Decision Tree (DT), Adaboost (AB), Random Forests (RF) and Gradient Boosting Decision Tree (GBDT). For these baselines, we used two kinds of input features to construct the experiment, separately.
• Bag-of-words vectors. We first created the bag-of-words vectors of ability requirements and candidate experiences respectively, where the i-th dimension of each vector is the frequency of the i-th word in dictionary. Then, two vectors were spliced together as input.
• Mean vector of word embedding. We respectively averaged the pre-trained word vector of the requirements and experiences, and then spliced them as model input. Besides, we also propose an RNN-based model called Basic Person-Job Fit Neural Network (BPJFNN) as baseline, which could be treated as a simplified version of our APJFNN model. The structure of BPJFNN model is shown in Figure 5 . To be specific, in this model, two BiLSTM are used to get the semantic representation of each word in requirements and experiences. What should be noted is that, here we treat all the ability requirements in one job posting as a unity, i.e., a "long sentence", instead of separate requirements, and so do the experiences in candidate resumes. Then, we add a mean-pooling layer above them to got two semantic vectors s J , s R , respectively. Finally, we can use following equations to estimate the Person-Job Fit result label y.
where the W d and b d are the parameters to learn.
Evaluation Metrics
Since, in the real-world process of talent recruitment, we usually have a potential "threshold" to pick up those adequate candidate, which results in a certain "ratio of acceptance". However, we could hardly determine the acceptance rate properly, as it could be a personalized value which is affected by complicated factors. Thus, to comprehensively validate the performance, we selected the AUC index to measure the performance under different situations. Besides, we also adopted the Accuracy, Precision, Recall and F1-measure as the evaluation metrics.
Experimental Result
• Overall Results. We conducted the task of Person-Job Fit based on the real-word data set, i.e., we used the successful job applications as positive samples, and then used the failed applications as the negative instance to train the models. In order to reduce the impact of imbalances in data, we used the under-sampling method to randomly select negative instances that are equal to the number of positive instances for each job posting to evaluate our model 1 . Along this line, we randomly selected 80% of the data set as training data, another 10% for tuning the parameters, and the last 10% as test data to validate the performance. The performance is shown in Table 2 . According to the results, clearly, we realize that our APJFNN outperforms all the baselines with a significant margin, which verifies that our framework could well distinguish those adequate candidates with given job postings. Especially, as APJFNN performs better than BPJFNN, it seems that our attention strategies could not only distinguish the critical ability/experience for better explanation, but also improve the performance with better estimation of matching results.
At the same time, we find that almost all the baselines using the Bag-of-Words as input feature outperform those using the pretrained word vector as input features (i.e., those with "word2vec" in Table 2 ). This phenomenon may indicate that the pre-trained word vectors are not enough to characterize the semantic features of the recruitment textural data, this is the reason of why we use the BiLSTM above the embedding layer to extract the word-level semantic word representation.
• The Robustness on Different Data Split. To observe how our model performs at different train/test split, we randomly selected 80%, 70%, 60%, 50%, 40% of the dataset as training set, another 10% for tuning the parameters, and the rest part as testing set 2 . The 1 Since there were some job postings which the number of failed applications was less than the number of successful applications, we finally got 12,762 negative samples. The number of training, validation, testing samples is 20,446, 2,556 and 2,556 respectively. results are shown in Figure 6 (a), 6(b). We can observe that the overall performance of our model is relatively stable, while it gets better as the training data increases. Indeed, the improvements of the best performance compared with the worst one are only 5.44% and 2.99% for two metrics respectively. Furthermore, we find that our model with 60% of data for training has already outperforms all the baselines methods, which use 80% of the data for training. The results clearly validate the robustness of our model in terms of training scalability.
• Computational Efficiency. Here we evaluate the computational efficiency of our model APJFNN. Specifically, all of our experiments were conducted on a server with 2-core CPU@2.40GHz, 160GB RAM, and a Tesla K40m GPU. First, we present the training time of different data split. As shown in Figure 7 , we observe the training time of our model does not increase dramatically with the increase of training data. Although our model is relatively slower than the BPJFNN, however, it can achieve the better performance as presented in the Table 2 . Moreover, after the training process, the average cost of each instances in testing set is 13.46ms. It clearly validate that our model can be effectively used in the real world recruitment analysis system.
Case Study
With the proposed attention strategies, we target at not only improving the matching performance, but also enhancing the interpretability of matching results. To that end, in this subsection, we will illustrate the matching results in three different levels by visualizing the attention results. ⋄ Word-level: Capturing the key phrases from the sentences of job requirement. Firstly, we would like to evaluate whether our APJFNN model could reveal the word-level key phrase from long sentences in job requirements. The corresponding case study is shown in Figure 8 , in which some words (in Chinese) are highlighted as key phrases, and their darkness correlated to the value of attention α.
According to the results, it is unsurprising that the crucial skills are highlighted compared with common words. Furthermore, in the same requirement, different abilities may have different importance. For instance, In the requirement in line 1, which is technique-related, C/Python/R could be more important than Hadoop, which might be due to the different degrees ("proficient" v.s. "familiar"). Similarly, for the product-related requirement in line 2, more detailed skills are more important, e.g., data analysis compared with logical thinking.
⋄ Ability-level: Measuring the different importance among all abilities.
Secondly, we would like to evaluate whether APJFNN could highlight the most critical abilities. The corresponding case study is shown in Figure 9 , in which histogram indicates the importance of each ability, i.e., the distribution of attention β.
From the figure, striking contrast can be observed among the 6 abilities, in which the bachelor degree with the lowest significance is usually treated as the basic requirement. Correspondingly, the ability of independent business negotiation could be quite beneficial in practice, which leads to the highest significance. In other words, the importance of abilities could be measured by the scarcity, as most candidates have the bachelor degree, but only a few of them could execute business negotiation independently.
⋄ Matching-level: Understanding the matching between job requirements and candidate experiences.
At last, we would like to evaluate how APJFNN model could guide the matching between requirements and experiences. The corresponding case study is shown in Figure 10 , in which darkness is also correlated to the importance of experience with considering the different job requirements, i.e., the attention value of γ .
Definitely, we find that those key phrases which could satisfy the requirements are highlighted, e.g., WeChat public platform and focus on social products for the requirement SNS, forums. Also, we realize that the "importance" here indeed indicates the degree of satisfying the requirements. For instance, the phrase WeChat public platform (a famous SNS in China) is darker than ordering APP, since the former one is strongly related to the SNS requirement, but the latter one is only a rough matching. Thus, this case study also proves that our APJFNN method could provide good interpretability for Person-Job Fit task, since key clues for matching the job requirements and candidate experience can be highlighted.
CONCLUSIONS
In this paper, we proposed a novel end-to-end Ability-aware PersonJob Fit Neural Network (APJFNN) model, which has a goal of reducing the dependence on manual labour and can provide better interpretation about the fitting results. The key idea is to exploit the rich information available at abundant historical job application data. Specifically, we first proposed a word-level semantic representation for both job requirements and job seekers' experiences based on Recurrent Neural Network (RNN). Then, four hierarchical ability-aware attention strategies were designed to measure the different importance of job requirements for semantic representation, as well as measuring the different contribution of each job experience to a specific ability requirement. Finally, extensive experiments conducted on a large-scale real-world data set clearly validate the effectiveness and interpretability of our APJFNN framework compared with several baselines.
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APPENDIX
Admittedly, while the accuracy of the algorithm is essential, another paramount issue, which needs to be paid attention to, is ensuring the fairness of the algorithm and empowering the correct values of intelligent recruitment system. In recent years, it has been received extensive attention from academics and the media [7] . As for machine learning based algorithms, avoiding bias in training data is necessary for their fairness, such as the significant difference in employment ratio of women to men. Unfortunately, for many existing recruitment practices in our real life, the prejudices seem hard to be completely avoid. For example, according to a recent report [32] , doctor has long been a male bastion of the Tokyo Medical University, where they confessed to marking down the test scores of female applications to keep the ratio of women in each class below 30%.
So, in the construction of the intelligent recruitment system, one of the questions that must be answered is that if we already have a dataset with potential value discrepancy, how can we avoid further misleading the algorithm? Intuitively, if the data with gender bias are used for training machine learning models of intelligent recruitment, Gender would be regarded as a dominant feature based on the commonly feature engineering, since whether the Chi-squared test result, information gain or correlation coefficient score indicate that it has a significant correlation with the recruitment result. Therefore, Gender feature is seen as a potential factor affecting the values of the machine learning algorithm. In our conjecture, we should not add Gender feature to train the model. = In order to confirm our conjecture, here we adjust equation 3 to:
where o is the Gender feature. And we evaluate on a semi-synthetic data based on a real-world recruitment system. First of all, we constructed a "balanced dataset" in terms of gender. Specifically, we randomly selected 5,678 successful job applications (positive instances) from the recruitment records of historical job postings, where half of them are female candidates. Then, for each of the job postings, we also randomly selected the same number of failed job applications (negative instances). In particular, both successful and failed applications satisfy that the numbers of male and female candidates are equal.Next, in the model validation step, we randomly selected 80% of the dataset as training data, another 10% for tuning the parameters, and the last 10% as test data to validate the performance and robustness. As same time, in order to simulate the possible unfairness scenario in the recruitment system, we randomly labeled 50% female successful applications as negative, and labeled 50% male failed applications as positive ones, in the training set and validation set. After the manual construction, in both training and validation sets, the success rates of male and female candidates become 75% and 25%, respectively. Note that, we did not change the labels in test set, where has the same cutoff ratio as "balance dataset" for both women and men to ensure it has the correct values. Table 3 shows the performance on the validation set and testing set of the semi-synthetic data. Clearly, we observe that with Gender feature, each model in validation set has better performance since validation set has similar distribution with training set. However, in other words, those models have unfortunately learned the value bias that existed therein. In contrast, we realize that all the models perform better without using gender information on the testing set, which demonstrates that the models can avoid value deviation from the training data to a great extent without leveraging the Gender information. Therefore, we can conclude that when historical recruitment dataset contains the bias of data distribution, such as gender discrimination, we should not use the corresponding features to train the model, thus avoiding algorithm to produce value deviations like humans.
