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Abstract
We are developing the algebraic construction for form factors of local operators in the sinh-
Gordon theory proposed in [1]. We show that the operators corresponding to the null vectors in this
construction are given by the degenerate Macdonald polynomials with rectangular partitions and the
parameters t = −q on the unit circle. We obtain an integral representation for the null vectors and
discuss its simple applications.
1. Introduction
We study the structure of the space of local fields in integrable two-dimensional massive models by
developing the algebraic approach proposed in [1]. Our basic example, the massive sinh-Gordon model,
is defined by the action
A =
∫
d2x
(
1
16pi
(∂µϕ)
2 − 2λ ch bϕ
)
. (1.1)
The space of local operators of the model consists of the exponential operators eαϕ and fields of the form
∂n1ϕ · · · ∂nkϕ ∂¯m1ϕ · · · ∂¯mkϕ eαϕ , (1.2)
where ∂ = 12 (∂1−∂0), ∂¯ =
1
2 (∂1+∂0) are derivatives corresponding to the light-cone variables z = x
1−x0,
z¯ = x1+x0. The pair of the numbers (l, l′), where l =
∑
ni, l
′ =
∑
mi, is called the level of the operator.
The number s = l−l′ is its (Lorentz) spin. An operator with l′ = 0 will be called a right chiral descendant
operator, while that with l = 0 will be called a left one.
When the coupling constant λ is zero and the action describes the free massless boson field, the
operators (1.2) are well-defined and form a basis in the space of local operators. The problem we address
is the structure of the space of local operators in the interactive case. To elucidate the problems we
encounter recall that the sinh-Gordon model can be considered as a perturbation of the Liouville field
theory: A = ALiouv. +Apert., where
ALiouv. =
∫
d2x
(
1
16pi
(∂µϕ)
2 − λebϕ
)
,
Apert. = −λ
∫
d2x e−bϕ.
(1.3)
The Liouville theory is a model of the conformal field theory [2]. The Laurent components Lk of the
energy-momentum tensor form the Virasoro algebra with the central charge c = 1 + 6Q2, Q = b + b−1.
We assume Lk to act on any local operator O(z, z¯) according to the rule
LkO(z, z¯) =
∮
dw
2pii
(w − z)n+1T (w)O(z, z¯), (1.4)
1
where
T (z) = −
1
4
(∂ϕ)2 +
Q
2
∂2ϕ. (1.5)
Here the integration is taken over a small circle around the point x = (z, z¯) in the Euclidean plane.
The exponential fields are primary operators with respect to the Virasoro algebra. The conformal
dimension of the field eαϕ is ∆α = α(Q − α). In fact, the fields e
αϕ and e(Q−α)ϕ, which have the same
dimensions, are proportional in the Liouville theory [3]: eαϕ = R(α)e(Q−α)ϕ. The reflection coefficient
R(α) is known exactly. This fact is related to the exponentially growing potential term in the Liouville
action.
Equations (1.4), (1.5) define the action of the Virasoro algebra on the Fock spaces with the bases (1.2).
At generic values of α these spaces are irreducible representations of the Virasoro algebra, but for
particular values of α their structure as Virasoro representations is more complicated. For example, it
is not difficult to check that
D12e
αϕ|α→−b/2 = 0, (1.6)
where
D12 = L
2
−1 + b
2L−2.
The only level 2 vector that belongs to the irreducible module generated from the field e−(b/2)ϕ is
∂2e−
b
2
ϕ = L2−1e
− b
2
ϕ. Take any linearly independent level 2 operator, e.g. (∂ϕ)2e−
b
2
ϕ. Such operator
corresponds to a so called cosingular vector in the representation of the Virasoro algebra. The cosingular
vector is defined modulo the vector corresponding to L2−1e
−(b/2)ϕ and generates the whole Virasoro
module. The cosingular vector operator can be obtained as well by means of a limiting procedure.
Namely, the operator
1
α+ b/2
D12e
αϕ
∣∣∣∣
α→−b/2
= −b
(
(∂ϕ)2 −Q∂2ϕ
)
e−(b/2)ϕ
is its another representative.
Now consider the Fock space over the ‘reflected’ field e(Q+b/2)ϕ. Its structure is different. The field
D12e
αϕ does not vanish as α→ Q+ b/2. On the contrary, it gives an operator
D12e
(Q+b/2)ϕ = Q(Q+ b)
(
(∂ϕ)2 + b∂2ϕ
)
, (1.7)
which is apparently nonzero. This operator corresponds to a singular (or null) vector and possesses some
peculiar features. The correlation functions of this singular vector operator vanish, if all other operators
are the exponential operators or their Virasoro descendants. In particular,〈
e−(b/2)ϕ(x1)D12e
(Q+b/2)ϕ(x2)
〉
= 0.
But if a correlation function contains a cosingular vector operator or a Virasoro descendant of a cosingular
vector operator, it can be nonzero. For example,
〈
(∂ϕ)2e−(b/2)ϕ(x1)D12e
(Q+b/2)ϕ(x2)
〉
=
const
(z1 − z2)2∆12+4(z¯1 − z¯2)2∆12
with a nonzero proportionality constant.
The described structure is general for the operators Vmn(z, z¯) = e
αmnϕ with αmn =
1−m
2 b
−1 + 1−n2 b.
There are operators Dmn of the level m · n, constructed from the Virasoro operators L−k (k > 0), such
that DmnVmn = 0. The codimension of the levelmn subspace of the Virasoro module generated from Vmn
is just one, so that there is only one (modulo this subspace) cosingular vector. The ‘reflected’ descendant
operator DmnV−m,−n 6= 0 is a singular vector one. The singular vectors are known to be represented
in terms of the Jack symmetric polynomials corresponding to rectangular (n ×m) partitions [4]. The
symmetric power (Newton) polynomials must be substituted by the boson oscillator modes. We shall
see that there are analogous vectors in the form factor theory given by the Macdonald polynomials with
rectangular partitions and special values of parameters, q = −t = e−ipir, with a similar substitution for
the symmetric power polynomials.
The existence of the singular and cosingular vector operators leads to two important facts. The first
fact is the possibility to reduce the Liouville theory by excluding these operators from the theory. More
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precisely, the reduced theory only contains the operators that belong to the irreducible Virasoro modules
generated over exponential operators. The resulted theory is minimal in the sense that it contains just one
primary field of each conformal dimension. The classes of primary and of exponential operators coincide
in such reduced Liouville theory. Surely, from the physical point of view this reduction is negligible on
the background of the continuous spectrum of the Liouville field theory. However, it becomes essential,
if the theory is restricted to the degenerate operators, as it takes place in the Liouville gravity or in the
minimal c < 1 conformal models.
The second fact is more subtle and is related to the existence of the second Virasoro algebra, related
to the second light-cone variable z¯. We shall denote its generators as L¯k and the operators that annihilate
Vmn as D¯mn. Define the operators
Φα|mn(z, z¯) =
DmnD¯mne
αϕ(z,z¯)
(α− αmn)2
. (1.8)
It is easy to show that the operator Φα|mn is expressed as a linear combinations of the basic operators (1.2)
with the coefficients finite as α → αmn. Nevertheless, in the Liouville field theory it possesses a pole
at this point due to the resonance phenomenon [5]. The singular part of the field is proportional to
Vm,−n(z, z¯), while the regular one gives the renormalized version of this operator:
Φα|mn(z, z¯) =
2Λ4nb(α−αmn)Bmne
(α−nb)ϕ(z,z¯)
α− αmn
+Φrenmn(Λ|z, z¯) +O(α − αmn). (1.9)
Here Λ is an arbitrary parameter of the dimension of mass, which affects the definition of the renormalized
operator. It reflects the uncertainty due to the logarithmic divergences in the perturbation theory. The
singular part was found exactly (including the coefficient Bmn) by Al. Zamolodchikov in his prominent
work on the higher equations of motion in the Liouville theory [6].
It is important to notice that the resonance identity (1.9) preserve the same form in the sinh-Gordon
theory unless the integers m and n are both odd [7]. In the case of odd m,n the r.h.s. of the resonance
identity is modified by a contribution of additional operators. Here we show that the corresponding
resonance identities for even mn exist in the bootstrap form factor theory. A more complete and math-
ematically rigorous consideration will be published separately.
Return to the sinh-Gordon theory. Recall that it can be considered as a perturbation of the Liouville
theory in two ways: we may consider the term with ebϕ as a part of the Liouville action and that with
e−bϕ as a perturbation, and vice versa. The second way differs from (1.3) by the substitution ϕ→ −ϕ.
Hence, there are two kinds of identifications in the sinh-Gordon theory:
eαϕ = R(α)e(Q−α)ϕ,
eαϕ = R(−α)e−(Q+α)ϕ.
(1.10)
Repeating these identities we obtain an infinite set of identities:
Gβe
αϕ = Gαe
βϕ, if
β − α
Q
∈ 2Z or
α+ β
Q
∈ 2Z+ 1. (1.11)
Here Gα = 〈e
αϕ〉 is the vacuum expectation value of the exponential operator [8].
Surely, the Virasoro algebra is not an algebra of conserved currents in the sinh-Gordon theory.
Nevertheless, there are some traces of the singular and cosingular vectors there. The multiple identifica-
tions (1.11) look for the degenerate values of α as follows:
Gm′n′Vmn = GmnVm′n′ , if m
′ −m = n′ − n ∈ 4Z or m+m′ = n+ n′ ∈ 4Z. (1.12)
Naturally, up to the overall normalization the form factors of these operators coincide. We shall see
below that the construction of the form factors contains some objects that correspond to the singular
and cosingular vectors of all equivalent operators Vmn.
Off the conformal point there is no infinite-dimensional Virasoro like symmetry in the coordinate
space. Still the theory is integrable and it has an infinite number of commutative integrals of motion.
This leads to factorized scattering and admits a bootstrap approach.
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Namely, we treat the theory (1.1) as a scattering theory that contains the only sort of particles with
a factorized S matrix. The two-particle S matrix reads
S(θ) =
th 12 (θ + ipi(r − 1))
th 12 (θ − ipi(r − 1))
, (1.13)
where θ is the rapidity difference and the parameter r is defined by the relation b2 = (1 − r)/r. In
this bootstrap theory every local operator O(x) is defined by a set of form factors, i.e. the matrix
elements 〈vac|O(x)|θ1, . . . , θN 〉 between the vacuum state and the eigenstate containing N particles
with the rapidities θ1, . . . , θN , being considered as analytic functions of the rapidities. All other matrix
elements are expressed in terms of these ones by means of the crossing symmetry. The set of the form
factors for any operator is a solution to a system of bootstrap equations (the so called form factor
axioms) [9, 10]. Any solution corresponds to some local operator. Nevertheless, it is yet unknown how
to identify particular solutions to these equations with operators defined in terms of the Lagrangian
fields. In particular, in the case of the sinh-Gordon theory the identification is known for the exponential
operators eαϕ [11, 12] and several other operators (see e.g. [10]). There is no general identification for
the descendant operators (1.2). Here we shall show that, nevertheless, it is possible to find some traces
of the Lagrangian field theory, in particular, the resonance poles and resonance identities, in the form
factor theory. It provides some reference points for a future identification procedure.
Note that the sine-Gordon model can be defined by the same action (1.1) but with an imaginary
parameter b. The spectrum of the sine-Gordon model consists of kinks and breathers. The particle of
the sinh-Gordon theory transforms into the first breather of the sine-Gordon model for imaginary values
of b. All discussed below is applicable to the sine-Gordon model being restricted to the breather sector.
The problem of the one-to-one correspondence between the operator spaces in conformal field theory
and massive integrable models in the framework of the bootstrap form factor approach has a long history.
The correspondence was first explicitly demonstrated in the case of the Ising model in [13]. Some evidence
for the one-to-one correspondence for a more general case was found in [14]. Rigorous proofs for some
rather general cases were found in [15–18]. In the particular case of the Lee–Yang model a simple proof
was proposed in [19, 20]. Some promising steps towards finding the explicit correspondence has been
made in [21, 22]. The importance of resonances for understanding this problem was noted in [5, 23] for
the Lee–Yang model and in [24, 25] for the ZN Ising model.
In this paper we only give some most important results without computational details and provide
their elementary explanations. A more detailed and extended treatment of the subject will be provided
in the forthcoming paper.
The paper is organized as follows. In section 2 we recall the basic results of [1]. In section 3 we explain
what can be called null vectors in the form factor theory and formulate the main statement concerning
their relation to the Macdonald polynomials. In section 4 we introduce the screening operators and give
the integral representation for the degenerate Macdonald polynomials with rectangular partitions. In
section 5 we show how the resonance phenomenon manifests in the bootstrap form factors.
2. Free field construction for generic α
The form factors in the sinh-Gordon model were studied by many authors [5, 26, 11, 12]. It was shown
that they as functions of the rapidities θj factorize as follows
〈vac|O(0)|θ1, . . . , θN〉 = ρ
NJO(e
θ1 , . . . , eθN )
∏
i<j
R(θi − θj). (2.1)
Here O(x) is any local field. The constant
ρ =
(
2 cos
pir
2
)−1/2
exp
∫ pi(1−r)
0
dt
2pi
t
sin t
(2.2)
and the function
R(θ) = exp
(
4
∫ ∞
0
dt
t
sh pit2 sh
pi(r−1)t
2 sh
pirt
2
sh2 pit
ch(pi − iθ)t
)
, (2.3)
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often called the minimal form factor, constitute a factor common for all operators in the theory. The
operator-specific factor JO(x1, . . . , xN ) is a rational symmetric function of the variables xi = e
θi with the
only poles at xi = −xj . For a definite spin s operator this factor is also homogeneous of the homogeneity
power s. Below we concentrate on the study of this rational factor.
The idea of the work [1] was to construct the functions JO(x1, . . . xN ) algebraically. Consider two
sets of the operators d+k and d
−
k (k 6= 0) that commute within each set,
[d+k , d
+
l ] = 0 ,
[d−k , d
−
l ] = 0 ,
(2.4)
and have the following non-trivial relations between the two sets:
[d+k , d
−
l ] = kAkδk+l,0 . (2.5)
Here the additional factor
Ak = −4i
−k sin
pik(r − 1)
2
sin
pikr
2
. (2.6)
is chosen to simplify the expressions below. Define the highest weight vectors |a〉 and 〈a|. By definition,
the oscillators d+k and d
−
k with positive k annihilate the ket highest weight vector, while those with
negative k annihilate the bra highest weight vector. The highest weight vectors are eigenvectors of the
zero mode P :
P|a〉 = a|a〉, d±k |a〉 = 0 , (2.7)
〈a|P = 〈a|a, 〈a|d±−k = 0 (k > 0). (2.8)
With the Heisenberg algebra operators (2.5) let us construct the current similar to that of the deformed
Virasoro algebra:
t(z) = eipiPλ−(z) + e
−ipiPλ+(z), (2.9)
where the operators λ+ and λ− have an exponential form in the oscillators:
λ±(x) = exp
∑
k 6=0
d±k z
−k
k
. (2.10)
The construction (2.4)—(2.10) was adjusted in such a way that it give a simple free field representation
for the form factors of the exponential operators. Let1
Va(x) = e
αϕ(x), a =
1
2
−
α
Q
.
The rational part of the form factors of the operator G−1a Va is given by
Ja(x1, . . . , xN ) = 〈a|t(x1) · · · t(xN )|a〉 . (2.11)
This matrix element is easily computed by means of the simple rule
λ±(z)λ±(w) = :λ±(z)λ±(w) : ,
λ+(z)λ−(w) = λ−(w)λ+(z) = f(w/z) :λ+(z)λ−(w) : ,
(2.12)
where f(z) = (z + q)(z − q−1)/(z2 − 1).
The approach makes it possible not only to compute form factors for the exponential fields but also
for descendants. In the case of generic values of the parameters r and a the naive guess would be to find
them by computing arbitrary matrix elements of the product t(x1) · · · t(xN ). However, an explicit check
showed the resulting expressions not to satisfy the kinematic pole condition in general. It was found
1The definition of a here differs by the sign from that of [1]. Due to the reflection relations it is physically equivalent,
but the correspondence between the descendant fields and the elements of the algebra A changes.
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that the Fock space vectors that lead to form factors of local fields are given in terms of the following
combinations of oscillators
c−k =
d−k − d
+
k
Ak
,
c¯−k =
d−−k − d
+
−k
Ak
(k > 0).
(2.13)
where the denominator Ak is defined in (2.6). The elements c−k, c¯−k commute except for the even
elements of different sorts:
[c−2k, c¯−2k] = −4kA
−1
2k . (2.14)
Besides, evidently,
c−k|a〉 = 0, 〈a|c¯−k = 0. (2.15)
The elements c−k form a commutative algebra A with the natural grading A =
⊕∞
l=0Al: the element
c−k has the degree k. The dimension of the level l subspace Al coincides with the number of level l
chiral descendants. The vectors 〈a|h, h ∈ A, form a free right module of the algebra A. It can be proved
that each matrix element 〈a|h t(x1) · · · t(xN )|a〉 with h ∈ Al gives the rational part of the form factors
of some level (l, 0) right descendant operator. Moreover, for generic values of r and a every right chiral
descendant operator can be represented in such form. Let A¯ be the commutative algebra generated by
the elements c¯−k. If h ∈ A, the element h¯ ∈ A¯ is obtained by the substitution c−k → c¯−k. The vectors
h¯|a〉 form a free left module of A. The matrix elements 〈a|t(x1) · · · t(xN ) h¯|a〉 with h¯ ∈ A¯l produce form
factors of a level (0, l) left chiral descendant operator.
A generic matrix element
Jhh¯
′
a (x1, . . . , xN ) = 〈a|h t(x1) . . . t(xN ) h¯
′|a〉 (2.16)
corresponds to some descendant operator V hh¯
′
a (x) of spin l− l
′, if h ∈ Al, h
′ ∈ Al′ . It can be shown that
if h ∈ Al, h
′ ∈ Al′ the resulting operator is a linear combination of descendants of levels not exceeding
l in the right sector and l′ in the left one. The conjecture that its level is just (l, l′) has not been well
substantiated, though not yet disproved as well.
The functions Jhh
′
a are computed by means of pushing h to the right and h¯
′ to the left with the use
of the commutation relations
[c−k, λ±(z)] = (∓)
k+1zkλ±(z),
[λ±(z), c¯−k] = (±)
k+1z−kλ±(z).
(2.17)
This rule together with (2.12), (2.14), (2.15) uniquely defines the matrix elements (2.16).
By definition the function Jhh¯
′
a is quasiperiodic with respect to the variable a:
Jhh¯
′
a+1(x1, . . . , xN ) = (−)
NJhh¯
′
a (x1, . . . , xN ). (2.18)
This quasiperiodicity reflects a part of the reflection equations. For the exponential operators (h =
h′ = 1) another symmetry property appears: J−a = Ja. Together with (2.18) it forms all the reflection
properties and the property that the substitution α→ −α (a→ 1− a) is equivalent to the substitution
ϕ→ −ϕ. For generic h, h′ the reflection a→ −a demands also application of some map (reflection map)
to the elements h, h′ [1]. We may say that the symmetries that follow from both perturbation theories
(about the free massless boson and about the Liouville theory) are realized in the algebraic construction
in a nontrivial way, while a combination of two such symmetries is only realized trivially. This fact
stresses the nonperturbative nature of form factors.
For generic values of r and α the definition (2.16) provides the existence of a (yet unknown explicitly)
one-to-one correspondence between elements of A⊗A¯ and descendant operators (1.2). For special values
of α it is not so. We shall see that, at least, for the values α = ±αmn there are some singular or cosingular
vectors that break this correspondence.
3. Null vectors and Macdonald polynomials
We have already said that in the conformal field theory the Fock space is not irreducible as a represen-
tation of the Virasoro algebra. Having in mind further application of the construction to the restricted
sine-Gordon model we would like to study possible reductions in the space of local fields.
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Let us focus our attention on one (right) chirality and consider the form factors of the level 2 de-
scendant operators. There are two elements c−2 and c
2
−1, which produce such operators. The explicit
computation for the V
c−2
a operator gives the following expressions up to three particles:
〈a|c−2|a〉 = 0 ,
〈a|c−2 t(x1)|a〉 = 2iσ
2
1 sinpia ,
〈a|c−2 t(x1)t(x2)|a〉 = 2i
(
(σ21 − 2σ2) sin 2pia− 2σ2 sinpir
)
,
〈a|c−2 t(x1)t(x2)t(x3)|a〉 =
8iσ21σ3 sin
2 pir sinpia∏
i<j(xi + xj)
+ 4i cospia ((σ21 − 2σ2) sin 2pia− 2σ2 sinpir) .
(3.1)
Here σr = σr(x1, . . . , xN ) denotes the rth elementary symmetric polynomial. As for the operator V
c2
−1
a ,
its form factors are proportional to the form factor of the exponential field Va with the extra factor
σ21 = (
∑
xj)
2
. The corresponding matrix elements are
〈a|c2−1|a〉 = 0 ,
〈a|c2−1 t(x1)|a〉 = 2σ
2
1 cospia ,
〈a|c2−1 t(x1)t(x2)|a〉 = 4σ
2
1 cos
2 pia ,
〈a|c2−1 t(x1)t(x2)t(x3)|a〉 = 4σ
2
1 cospia
(
σ1σ2 − σ3 cos 2pir∏
i<j(xi + xj)
+ cos 2pia
)
.
(3.2)
For generic exponential fields Va the expressions for the two level 2 operators V
c−2
a and V
c2
−1
a are linearly
independent. However, it is easy to see that for a = a12 ≡ 1−
r
2 the following identity holds
〈a12|c−2 t(x1) · · · t(xN )|a12〉 = −i tan
pir
2
〈a12|c
2
−1 t(x1) · · · t(xN )|a12〉 .
for N = 0, . . . , 3. It also can be checked for an arbitrary nonnegative integer N . Since the identity
between polynomials holds for all matrix elements, this is a relation between the corresponding local
fields. In other words, for the second level descendants of the exponential field Va12 a nonvanishing null
(or singular) vector
N12 ∼ c−2 + i tan
pir
2
c2−1
appears, such that
〈a12|N12t(x1) · · · t(xN )|a12〉 = 0
for arbitrary N , xi, and, hence, V
N12
a12 = 0.
A level 2 nonzero null vector appears as well for a = a21 ≡ 1−
1−r
2 :
N21 ∼ c−2 + i cot
pir
2
c2−1 ,
so that
〈a21|N21t(x1) · · · t(xN )|a21〉 = 0 .
This observation can be continued further and one can check that similar identities appear for all a =
amn ≡
1
2 (mr + n(1 − r)). These values correspond to the values α = αmn in the sense that Vamn =
Vmn = e
αmnϕ.
It can be shown that the singular vectors are expressed in terms of the Macdonald symmetric func-
tions. Let Pλ;q,t({pk}
∞
k=1) be the Macdonald symmetric function (see also Appendix) for a partition λ
and parameters q, t as a function of the symmetric power (Newton) polynomials pk =
∑
xki . Let n×m
be the rectangular partition {m}ni=1. For the values
q = −t = exp(−ipir) (3.3)
define the algebraic element
Nmn = CmnPn×m;q,t({c−k(1− q
−k)}) ∈ A. (3.4)
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We reserved an arbitrary nonzero coefficient Cmn for future convenience. This element gives a singular
vector in the following sense:
〈amn|Nmn t(x1) · · · t(xN )|amn〉 = 0 , (3.5)
for all sets {x1, . . . , xN}. The corresponding form factor vanishes as well. The quasiperiodicity property
(2.18) leads to the identification of some Fock spaces, so that the Fock space over 〈amn| contains infinitely
many singular vectors in the form factor sense.2 Namely, we have
〈amn|Nm−n+s,s t(x1) · · · t(xn)|amn〉 = 0 , s > 0, n−m; s− n ∈ 2Z. (3.6)
The result for the left chiral sector is obtained by the substitution amn → a−m,−n:
〈a−m,−n| t(x1) · · · t(xn)N¯m−n+s,s|a−m,−n〉 = 0 , s > 0, n−m; s− n ∈ 2Z. (3.7)
We see that the construction does not respect the P -invariance (z ↔ −z¯) of the theory. Instead, it
respects the combined symmetry z ↔ −z¯, α→ Q− α.
Due to the ϕ→ −ϕ symmetry of the sinh-Gordon theory, we may expect the same nullification over
the exponential operators e−αmnϕ. Again, the algebraic construction for form factors turns out not to
respect this symmetry. Instead of singular vectors for the corresponding values a = 1 − amn we have a
kind of cosingular vectors. We shall describe this structure in detail elsewhere. Here we give examples of
such cosingular vectors later in section 5, since the cosingular vectors in the left sector play an important
role in the resonance identities.
4. Screening operators
The integral representation for the Macdonald polynomials with rectangular partitions for generic values
of q, t is known to be related to the integral representation of null vectors of the deformed Virasoro
algebra in terms of the screening operators [27]. This representation does not have the limit t → −q,
regular on the unit circle, due to the divergence of the q-gamma functions and the theta functions it
involves. Here we present a construction of the screening operators and an integral representation in the
case t = −q.
The basic object of the integral representation is the screening current3
S(z) = ei(r−1)Q exp
(∑
k>0
Bk c¯−kz
k
)
exp
(∑
k>0
Bkc−kz
−k
)
,
Bk =
qk/2 − (−)kq−k/2
k
.
(4.1)
Here we introduced the zero modeQ canonically conjugate to the operator P : [P ,Q] = −i. The screening
current satisfies the following commutation relation
PS(z) = S(z)(P + r − 1).
Recall that in our construction the zero mode P only enters the definition of the particle creation
operator (2.9). For this reason we will identify the vectors
ei(r−1)Q|amn〉 = |am,n−2〉 ,
〈am,n−2|e
i(r−1)Q = 〈amn| ,
(4.2)
and, thus, the screening current shifts the eigenvalues of P .
By using the commutation relations for the operators d±k we find the exponential fields to satisfy the
following operator expansion
S(z)S(w) =
(
1−
w2
z2
)
:S(z)S(w) : . (4.3)
2Such abundance of null vectors is the specificity of sinh-Gordon model related to the reflection equations. We expect
that in the sine-Gordon model the null vectors 〈amn|Nmn only survive. It seems very plausible that these singular vectors
reflect the existence of the cosingular vectors in the Liouville theory.
3This expression appears as a x → i limit of the deformed screening current defined in [28] with q = x−2r , t = x−2(r−1).
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It means that the modes of the screening current essentially anticommute. Now we introduce the screen-
ing operators composed of a ‘fermion’ single screening operator, Σ, and a ‘boson’ double screening
operator W , quadratic in the current4:
Σmn =
∮
dz
2pii
zm−nS(z), (4.4)
Wmn =
∮
dz1
2pii
∮
dz2
2pii
zm−n+21 z
m−n
2 S(z1)S(z2)F
n(z2/z1) , (4.5)
where the factor Fn(z) is a formal series
Fn(z) =
∞∑
k=1
Fnk z
k =
∞∑
k=1
(−)k
1− (−)nqk
1 + (−)nqk
zk. (4.6)
The operators Σ and W make it possible to define the operator
Q(s)mn =
{
Wm,n−2s+4 · · ·Wm,n−4Wm,n, if s ∈ 2Z;
Σm,n−2s+2Wm,n−2s+6 · · ·Wm,n−4Wm,n, if s ∈ 2Z+ 1.
(4.7)
The form of the operator depends drastically on the evenness of the integer s. An important property
of the operator is its commutation with the current t(z), if s− n is even:
[Q(s)mn, t(z)] = 0 on the Fock space over |amn〉, if s− n ∈ 2Z. (4.8)
Besides
Q(s)mn|amn〉 = 0, if s > n−m. (4.9)
Hence, we have the identity
〈am,n−2s|Q
(s)
mnt(x1) · · · t(xN )|amn〉 = 0. (4.10)
Define the element Nmn in terms of the operator Q according to
〈amn|Nmn = 〈am,−n|Q
(n)
mn. (4.11)
Then eq. (3.6) is the immediate consequence of (4.10). We used the arbitrariness of Cmn to fix the
normalization of the null vector. While performing the computation of the r.h.s. one can find that only
a finite number of terms of the series (4.6) enters the answer and the expressions are well defined for
generic values of the parameter r. The result of taking integrals will be a sum of the terms c−k1 · · · c−ks
with k1 + ... + ks = mn. The identity (3.5) (as well as (3.6)) immediately follows from (4.8) and (4.9).
To check the connection of the singular vectors (4.11) with the degenerate Macdonald polynomials it is
necessary to check that the properties described in Appendix are satisfied.
This provides the promised integral representation for the degenerate Macdonald polynomials:
Pn×m;q,−q = C
−1
mn Res
w1=0
· · · Res
wn−1=0
n−1∏
i=1
w
−(n−i)(m+i)−1
i
∏
1≤i≤j<n
(
1−
j∏
t=i
w2t
)
⌊n/2⌋∏
i=1
Fn(w2i−1)×
× Res
z=0
z−mn−1 exp
∞∑
k=1
qk/2 − (−)kq−k/2
k(qk/2 − q−k/2)
qk/2
(
1 +
n−1∑
i=1
i∏
j=1
wkj
)
zkpk. (4.12)
The last residue in this expression just extracts a finite number of terms of the power mn. The integral
representation is valid, in particular, on the unit circle |q| = 1 off roots of unity. The constants Cmn
must be chosen so that it provide the correct coefficient e.g. at pmn1 . Up to now we have no explicit
general expression for these constants.
4It is interesting that these operators looks very similar to those defined in [16] for sine-Gordon model at the reflectionless
points.
9
5. Resonance identities
Note that the construction of null vectors for the left chiral sector is essentially the same as for the
right one, but a singular vector appears for a = a−m,−n, m,n > 0, (see (3.7)), while for a = amn a
cosingular vector appears. It leads to a new phenomenon, when we study descendant fields that contain
both chiralities or, in our language, when both the c−k and c¯−k operators meet.
Consider as an example the vector 〈am1|Nm1 with even m > 0. By definition (4.11) 〈am1|Nm1 =
〈am,−1|Σm1. The operator Σ has a nontrivial commutation relation with the left chirality oscillator. For
even m the commutator [c−m, c¯−m] 6= 0 and we have the following exact relation
Σm1c¯−m|am1〉 = κm|am,−1〉, m ∈ 2Z ,
where κm = −2/(q
m/2 − q−m/2). One may say that c−m|am1〉 represents a cosingular vector, which is
dual to the singular vector 〈am1|Nm1. Indeed, consider the matrix element:
〈am1|Nm1t(x1) · · · t(xk)c¯−m|am1〉
= 〈am,−1|Σm,1t(x1) · · · t(xk)c¯−m|am1〉 = 〈am,−1|t(x1) · · · t(xk)|Σm,1c¯−m|am1〉
= κm 〈am,−1|t(x1) · · · t(xk)|am,−1〉. (5.1)
The matrix element in the first line corresponds to the field G−1m1V
Nm1c¯m
m1 , while that in the last line to the
exponential field G−1m,−1Vm,−1. Hence, these two operators coincide. Note that the operator V
Nm1c¯−m
a is
a level (m,m) descendant. It means that the identity (5.1) provides an identity between a descendant
field and an exponential field with different values of a.
More generally, define the element Mmn ∈ A by
M¯mn|amn〉 = (κ
(m+n)
m )
−1Q
(m)
m,2m+n|am,2m+n〉, (5.2)
where
κ(2k)m = k!
k∏
i=1
Fm2i−1, κ
(2k+1)
m = (−)
kk!
k∏
i=1
Fm+12i .
Notice that this element does not coincide withN2n−m,n and is not represented in terms of the Macdonald
polynomials unless m− n is even. It can be seen that
Q(n)mnM¯mn|amn〉 = (κ
(m+n)
m )
−1Q
(m+n)
m,2m+n|am,2m+n〉 = |am,−n〉,
and, hence,
〈amn|Nmnt(x1) · · · t(xk)M¯mn|amn〉 = 〈am,−n|t(x1) · · · t(xk)|am,−n〉, if mn ∈ 2Z. (5.3)
This means the operator identity G−1mnV
NmnM¯mn
mn (x) = G
−1
m,−nVm,−n(x). Comparing this relation with
(1.9), which, as we have already mentioned, remains valid in the sinh-Gordon model for even values of
mn, we obtain
Φα|mn(x) =
2Bmn
α− αmn
Gm,−n
Gmn
V NmnM¯mn1/2−α/Q (x) +O(1).
We see that this is a rather weak identity. It only fixes the poles of the coefficients in the expansion of the
field Φα|mn(x) in the level (mn,mn) descendants obtained by c−k, c¯−k from the field Va(x). Nevertheless,
up to now it is nearly the only available information concerning the descendant operators.
6. Conclusion
Here we give a brief report of some results obtained within the algebraic approach to form factors of
descendant fields. In particular, for the sinh-Gordon model there are vectors analogous to the null
vectors in the Liouville theory among the descendants of the exponential fields exp(αmnϕ). We prove
that such vectors can be expressed in terms of the Macdonald polynomials with the parameters t = −q
on the unite circle. We construct an integral representation for these polynomials and show that the null
vectors might be important in studying the space of local fields. As an application of the construction
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we consider a set of operator resonances in the sinh-Gordon theory. We show that the corresponding
resonance identities can be obtained in the framework of the algebraic approach.
It would be interesting to clarify the relation of the proposed construction to the fermion structure
in the sine-Gordon model discovered in [21,22]. The advantage of the approach by Jimbo et al. is that it
is based on the lattice model, where all operators are well-defined, and the renormalization only enters
the construction during the scaling limit. This makes it possible to relate the operators in the conformal
field theory and in the massive model. A half of the fermion modes in their construction seems to be
related to the modes of our screening current.
A more detailed study of the level (2, 2) descendants is also necessary. It is the first nontrivial
example, where both chiralities are present. In particular, the results should be compared with [29]. We
delay it for a separate paper.
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A. Macdonald polynomials for generic q, t
The Macdonald polynomials and the Macdonald operator are defined in [30]. Consider the space of sym-
metric polynomials from variables {x1, . . . , xN} for some natural N . The ring of symmetric polynomials
can be generated by the symmetric power functions
pk =
N∑
i=1
xki .
It is convenient to use a basis in this ring indexed by partitions. Let λ = {λi}
∞
i=1 be a partition, i.e. a
sequence of nonnegative integers λ1 ≥ λ2 ≥ · · · ≥ 0 such that |λ| =
∑∞
i=1 λi is finite. Then pλ =
∏∞
i=1 pλi .
It is possible to introduce an inner product in this ring. For the polynomials pk we define
〈pk, pl〉 = k
1− qk
1− tk
δkl , (A.1)
which depends on a couple of parameters q and t. For the general polynomials pλ we assume
〈pλ, pµ〉 = δλµSλ
∞∏
i=1
〈pλi , pλi〉 , (A.2)
where
Sλ =
∞∏
k=1
#{i ∈ Z>0|λi = k}!
is the number of the admissible permutations of the partition λ. The factor Sλ in the inner product
imposes the Wick rule on the symmetric power polynomials, making possible to define the boson operators
pˆk,
∂
∂pk
on the space of symmetric polynomials.
The Macdonald polynomials are known to be eigenfunctions of the following difference operator (the
Macdonald operator)
H =
N∑
i=1
N∏
j 6=i
txi − xj
xi − xj
Tq,i ,
where the operator Tq,i acts on any function of the variables {xi} by dilation of the ith variable:
Tq,if(x1, . . . , xi, . . . , xN ) = f(x1, · · · , qxi, · · · , xN ).
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Suppose the length of the partition λ does not exceed the number of variables N . In other words,
λN+1 = 0. The Macdonald polynomial Pλ = Pλ(x1, . . . , xN ) is the degree |λ| symmetric polynomial that
satisfies the condition
HPλ =
N∑
i=1
tN−iqλiPλ.
It is convenient to consider the Macdonald polynomials with a large enough number N of variables as
a function of the symmetric power functions pk: Pλ = Pλ;q,t(p1, p2, . . .). These functions are orthogonal
with respect to the scalar product (A.1)—(A.2). The Macdonald polynomials are usually normalized as
follows:
〈Pλ, Pµ〉 = δλµ
∏
s∈λ
1− qa(s)+1tl(s)
1− qa(s)tl(s)+1
,
where the product is taken over cells of the Young tableau corresponding to the partition λ, and a(s)
and l(s) are the ‘arm’ and ‘leg’ lengths of the cell s.
The simplest examples of the Macdonald polynomials are P∅ = 1, P1 = p1 and the two polynomials
used in section 3:
P11 =
1
2
(−p2 + p
2
1).
P2 =
(1− q)(1 + t)p2 + (1 + q)(1− t)p
2
1
2(1− qt)
,
The last two functions give the elements N12, N21 introduced in Sect. 3 after the specialization t =
−q = e−ipir and the substitution pk → c−k(1 − q
−k). For generic Nmn the proof of (3.4) is based on
the boson representation (i.e. the representation in terms of the operators pˆk,
∂
∂pk
) of the Macdonald
operator obtained in [4].
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