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1. Introduction
The concept of Riemann-Stieltjes integral
R b
a f(t) du(t); where f is called
the integrand and u is called the integrator, plays an important role in Math-
ematics, for instance in the denition of complex integral, the representation
of bounded linear functionals on the Banach space of all continuous functions
on an interval [a; b]; in the spectral representation of selfadjoint operators on
complex Hilbert spaces and other classes of operators such as the unitary
operators, etc.
One can approximate the Riemann-Stieltjes integral
R b
a f(t) du(t) with the
following simpler quantity:
1
b  a [u(b)  u(a)] 
Z b
a
f(t) dt ([11], [12]). (1.1)
In order to provide a priory sharp bounds for the approximation error,
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consider the functionals:
D(f; u; a; b) :=
Z b
a
f(t) du(t)  1
b  a [u(b)  u(a)] 
Z b
a
f(t) dt:
If the integrand f is Riemann integrable on [a; b] and the integrator
u : [a; b]! R is L Lipschitzian, i.e.,
ju(t)  u(s)j  Ljt  sj for each t; s 2 [a; b]; (1.2)
then the Riemann-Stieltjes integral
R b
a f(t) du(t) exists and, as pointed out in
[11], the following quasi Gruss type inequality holds
jD(f; u; a; b)j  L
Z b
a
f(t)  Z b
a
1
b  af(s) ds
 dt: (1.3)
The inequality (1.3) is sharp in the sense that the multiplicative constant
C = 1 in front of L cannot be replaced by a smaller quantity. Moreover,
if there exists the constants m;M 2 R such that m  f(t)  M for a.e.
t 2 [a; b]; then [11]
jD(f; u; a; b)j  1
2
L(M  m)(b  a): (1.4)
The constant 12 is best possible in (1.4).
We call this type of inequalities of quasi Gruss type since for integrators
of integral form u(t) := 1b a
R t
a g(s)ds the left hand side becomes 1b  a
Z b
a
f(t) du(t)  1
b  a
Z b
a
f(t) dt  1
b  a
Z b
a
g(s) ds

that is related with the well known Gruss inequality.
A dierent approach in the case of integrands of bounded variation were
considered by the same authors in 2001, [12], where they showed that
jD(f; u; a; b)j  max
t2[a;b]
f(t)  1b  a
Z b
a
f(s)ds
 b_
a
(u); (1.5)
provided that f is continuous and u is of bounded variation. Here
Wb
a(u)
denotes the total variation of u on [a; b]: The inequality (1.5) is sharp.
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If we assume that f is K Lipschitzian, then [12]
jD(f; u; a; b)j  1
2
K(b  a)
b_
a
(u); (1.6)
with 12 the best possible constant in (1.6).
For various bounds on the error functional D(f; u; a; b) where f and u
belong to dierent classes of function for which the Stieltjes integral exists,
see [9], [8], [7], and [6] and the references therein.
For other inequalities for the Riemann-Stieltjes integral see [1] - [4], [5] -
[10], [14] and the references therein.
For continuous functions f : C(0; 1) ! C, where C(0; 1) is the unit circle
from C centered in 0 and u : [a; b]  [0; 2] ! C is a function of bounded
variation on [a; b]; we can dene the following functional of quasi Gruss type
as well:
DC(f ;u; a; b) :=
Z b
a
f(eit)du(t)  1
b  a [u(b)  u(a)] 
Z b
a
f(eit)dt: (1.7)
In this paper we establish some bounds for the magnitude of SC(f ;u; a; b)
when the integrand f : C(0; 1)! C satises some Holder's type conditions on
the circle C(0; 1) while the integrator u is of bonded variation.
It is shown that this functional can be naturally connected with continuous
functions of unitary operators on Hilbert spaces.
We recall here some basic facts on unitary operators and spectral families
that will be used in the sequel.
We say that the bounded linear operator U : H ! H on the Hilbert space
H is unitary i U = U 1:
It is well known that (see for instance [13, p. 275-p. 276]), if U is a
unitary operator, then there exists a family of projections fEg2[0;2], called
the spectral family of U with the following properties:
a) E  E for 0      2;
b) E0 = 0 and E2 = 1H (the identity operator on H);
c) E+0 = E for 0   < 2;
d) U =
R 2
0 e
idE; where the integral is of Riemann-Stieltjes type.
Moreover, if fFg2[0;2] is a family of projections satisfying the require-
ments a) - d) above for the operator U; then F = E for all  2 [0; 2]:
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Also, for every continuous complex valued function f : C(0; 1)! C on the
complex unit circle C(0; 1), we have
f(U) =
Z 2
0
f
 
ei

dE (1.8)
where the integral is taken in the Riemann-Stieltjes sense.
In particular, we have the equalities
hf(U)x; yi =
Z 2
0
f
 
ei

dhEx; yi (1.9)
and
kf(U)xk2 =
Z 2
0
f ei2dkExk2 = Z 2
0
f ei2dhEx; xi; (1.10)
for any x; y 2 H:
From the above properties it follows that the function gx() := hEx; xi is
monotonic nondecreasing and right continuous on [0; 2] for any x 2 H.
Such functions of unitary operators are
exp(U) =
Z 2
0
exp
 
ei

dE
and
Un =
Z 2
0
eindE
for n an integer.
We can also dene the trigonometric functions for a unitary operator U
by
sin(U) =
Z 2
0
sin
 
ei

dE and cos(U) =
Z 2
0
cos
 
ei

dE
and the hyperbolic functions by
sinh(U) =
Z 2
0
sinh
 
ei

dE and cosh(U) =
Z 2
0
cosh
 
ei

dE
where
sinh(z) :=
1
2
[exp z   exp( z)] and cosh(z) := 1
2
[exp z + exp( z)]; z 2 C.
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2. Inequalities for Riemann-Stieltjes integral
We say that the complex function f : C(0; 1)! C satises an H-r-Holder's
type condition on the circle C(0; 1); where H > 0 and r 2 (0; 1] are given, if
jf(z)  f(w)j  Hjz   wjr (2.1)
for any w; z 2 C(0; 1):
If r = 1 and L = H then we call it of L-Lipschitz type.
Consider the power function f : Cnf0g ! C, f(z) = zm where m is a
nonzero integer. Then, obviously, for any z; w belonging to the unit circle
C(0; 1) we have the inequality
jf(z)  f(w)j  jmjjz   wj
which shows that f is Lipschitzian with the constant L = jmj on the circle
C(0; 1):
For a 6= 1; 0 real numbers, consider the function f : C(0; 1)! C, fa(z) =
1
1 az : Observe that
jfa(z)  fa(w)j = jajjz   wjj1  azjj1  awj (2.2)
for any z; w 2 C(0; 1):
If z = eit with t 2 [0; 2]; then we have
j1  azj2 = 1  2aRe(z) + a2jzj2 = 1  2a cos t+ a2
 1  2jaj+ a2 = (1  jaj)2
therefore
1
j1  azj 
1
j1  jajj and
1
j1  awj 
1
j1  jajj (2.3)
for any z; w 2 C(0; 1):
Utilising (2.2) and (2.3) we deduce
jfa(z)  fa(w)j  jaj
(1  jaj)2 jz   wj (2.4)
for any z; w 2 C(0; 1); showing that the function fa is Lipschitzian with the
constant La =
jaj
(1 jaj)2 on the circle C(0; 1):
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Theorem 1. Let f : C(0; 1)! C satises an H-r-Holder's type condition
on the circle C(0; 1); where H > 0 and r 2 (0; 1] are given. If u : [a; b] 
[0; 2]! C is a function of bounded variation on [a; b]; then
jDC(f ;u; a; b)j  2
rH
b  a maxt2[a;b]Br(a; b; t)
b_
a
(u)
 H
r + 1
(b  a)r
b_
a
(u)
(2.5)
where
Br(a; b; t) :=
Z t
a
sinr

t  s
2

ds+
Z b
t
sinr

s  t
2

ds
 1
2r
(t  a)r+1 + (b  t)r+1
r + 1
(2.6)
for any t 2 [a; b]:
In particular, if f is Lipschitzian with the constant L > 0; and [a; b] 
[0; 2] with b  a 6= 2; then we have the simpler inequality
jDC(f ;u; a; b)j  8L
b  a sin
2

b  a
4
 b_
a
(u)  1
2
L(b  a)
b_
a
(u): (2.7)
If a = 0 and b = 2 and f is Lipschitzian with the constant L > 0; then
jDC(f ;u; 0; 2)j  4L

2_
0
(u): (2.8)
Proof. We have
DC(f ;u; a; b) =
Z b
a

f
 
eit
  1
b  a
Z b
a
f
 
eis

ds

du(t)
=
1
b  a
Z b
a
Z b
a

f
 
eit
  f eis ds du(t): (2.9)
It is known that if p : [c; d]! C is a continuous function and v : [c; d]! C is
of bounded variation, then the Riemann-Stieltjes integral
R d
c p(t)dv(t) exists
and the following inequality holdsZ d
c
p(t)dv(t)
  maxt2[c;d] jp(t)j
d_
c
(v): (2.10)
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Utilising this property and (2.9) we have
jDC(f ;u; a; b)j = 1
b  a
Z b
a
Z b
a

f
 
eit
  f eis ds du(t)
 1
b  a maxx2[a;b]
Z b
a

f
 
eit
  f eis ds b_
a
(u):
(2.11)
Utilising the properties of the Riemann integral and the fact that f is of
H-r-Holder's type on the circle C(0; 1) we haveZ b
a

f
 
eit
  f eis ds  Z b
a
f eit  f eis ds
 H
Z b
a
eis   eitr ds (2.12)
Since eis   eit2 = eis2   2Reei(s t)+ eit2
= 2  2 cos(s  t) = 4 sin2

s  t
2

for any t; s 2 R, then eis   eitr = 2r sins  t2
r (2.13)
for any t; s 2 R.
ThereforeZ b
a
eis   eitr ds = 2r Z b
a
sins  t2
r ds
= 2r
Z t
a
sinr

t  s
2

ds+
Z b
t
sinr

s  t
2

ds
 (2.14)
for any t 2 [a; b]:
On making use of (2.12) and (2.14) we have
max
x2[a;b]
Z b
a

f
 
eit
  f  eis ds  2rH maxt2[a;b]Br(a; b; t)
and the rst inequality in (2.5) is proved.
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Utilising the elementary inequality j sin(x)j  jxj; x 2 R we have
Br(a; b; t) 
Z t
a

t  s
2
r
ds+
Z b
t

s  t
2
r
ds
=
1
2r
(t  a)r+1 + (b  t)r+1
r + 1
(2.15)
for any t 2 [a; b]; and the inequality (2.6) is proved.
If we consider the auxiliary function ' : [a; b]! R,
'(t) = (t  a)r+1 + (b  t)r+1; r 2 (0; 1]
then
'0(t) = (r + 1) [(t  a)r   (b  t)r]
and
'00(t) = (r + 1)r[(t  a)r 1 + (b  t)r 1]:
We have '0(t) = 0 i t = a+b2 ; '
0(t) < 0 for t 2  a; a+b2  and '0(t) > 0 for
t 2 (a+b2 ; b): We also have that '00(t) > 0 for any t 2 (a; b) showing that '
is strictly decreasing on
 
a; a+b2

and strictly increasing on (a+b2 ; b): We also
have that
min
t2[a;b]
'(t) = '

a+ b
2

=
(b  a)r+1
2r
and
max
t2[a;b]
'(t) = '(a) = '(b) = (b  a)r+1:
Taking the maximum over t 2 [a; b] in (2.15) we deduce the second inequality
in (2.5).
For r = 1 we have
B(a; b; t) :=
Z t
a
sin

t  s
2

ds+
Z b
t
sin

s  t
2

ds
= 2  2 cos

t  a
2

  2 cos

b  t
2

+ 2
= 2

1  cos

t  a
2

+ 1  cos

b  t
2

= 2

2 sin2

t  a
4

+ 2 sin2

b  t
4

= 4

sin2

t  a
4

+ sin2

b  t
4

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for any t 2 [a; b]:
Now, if we take the derivative in the rst equality, we have
B0(a; b; t) = sin

t  a
2

  sin

b  t
2

= 2 sin
 
t  a+b2
2
!
cos

b  a
4

;
for [a; b]  [0; 2] and b  a 6= 2:
We observe that B0(a; b; t) = 0 i t = a+b2 ; B
0(a; b; t) < 0 for t 2  a; a+b2 
and B0(a; b; t) > 0 for t 2 (a+b2 ; b): The second derivative is given by
B00(a; b; t) = cos
 
t  a+b2
2
!
cos

b  a
4

and we observe that B00(a; b; t) > 0 for t 2 (a; b):
Therefore the function B(a; b; ) is strictly decreasing on  a; a+b2  and
strictly increasing on
 
a+b
2 ; b

: It is also a strictly convex function on (a; b):
We have
min
t2[a;b]
B(a; b; t) = B

a; b;
a+ b
2

= 8 sin2

b  a
8

and
max
t2[a;b]
B(a; b; t) = B(a; b; a) = B(a; b; b) = 4 sin2

b  a
4

:
This proves the bound (2.7).
If a = 0 and b = 2; then
B(0; 2; t) = 4

sin2

t
4

+ sin2

2   t
4

= 4
and by (2.5) we get (2.8).
The proof is complete.
The following result also holds:
Theorem 2. Let f : C(0; 1)! C satises an H-r-Holder's type condition
on the circle C(0; 1); where H > 0 and r 2 (0; 1] are given. If u : [a; b] 
[0; 2] ! C is a function of Lipschitz type with the constant K > 0 on [a; b];
then
jDC(f ;u; a; b)j  2
rHK
b  a Cr(a; b) 
2HK(b  a)r+1
(r + 1)(r + 2)
(2.16)
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where
Cr(a; b) :=
Z b
a
Z t
a
sinr

t  s
2

ds dt+
Z b
a
Z b
t
sinr

s  t
2

ds dt
 (b  a)
r+2
2r 1(r + 1)(r + 2)
:
(2.17)
In particular, if f is Lipschitzian with the constant L > 0; then we have
the simpler inequality
jDC(f ;u; a; b)j  16LK
b  a

b  a
2
  sin

b  a
2

 LK(b  a)
2
3
:
(2.18)
Proof. It is well known that if p : [c; d] ! C is a Riemann integrable
function and v : [c; d] ! C is Lipschitzian with the constant M > 0, then
the Riemann-Stieltjes integral
R d
c p(t)dv(t) exists and the following inequality
holds Z d
c
p(t)dv(t)
 M Z d
c
jp(t)jdt: (2.19)
Utilising the equality (2.9) and this property we have
jDC(f ;u; a; b)j = 1
b  a
Z b
a
Z b
a

f
 
eit
  f  eis ds du(t)
 K
b  a
Z b
a
Z b
a

f
 
eit
  f  eis ds dt:
(2.20)
From (2.12) and (2.14) we have Z b
a

f
 
eit
  f  eis ds

Z b
a
f  eit  f  eis ds
 H
Z b
a
eis   eitr ds
= 2rH
Z t
a
sinr

t  s
2

ds+
Z b
t
sinr

s  t
2

ds

(2.21)
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and by (2.20) we deduce the rst part of (2.16).
Since, by (2.15), we have
Z t
a

t  s
2
r
ds+
Z b
t

s  t
2
r
ds =
1
2r
(t  a)r+1 + (b  t)r+1
r + 1
;
then
Cr(a; b) 
Z b
a
Z t
a

t  s
2
r
ds+
Z b
t

s  t
2
r
ds

dt
 1
2r
Z b
a
(t  a)r+1 + (b  t)r+1
r + 1
dt
=
(b  a)r+2
2r 1(r + 1)(r + 2)
;
which proves the inequality (2.17).
For r = 1; we have
C1(a; b) :=
Z b
a
Z t
a
sin

t  s
2

ds+
Z b
t
sin

s  t
2

ds

dt
=
Z b
a

2  2 cos

t  a
2

  2 cos

b  t
2

+ 2

dt
= 4(b  a)  4 sin

b  a
2

  4 sin

b  a
2

= 8

b  a
2
  sin

b  a
2

;
which, by (2.16), produces the desired inequality (2.18).
Remark 1. In the case b = 2 and a = 0 the inequality (2.18) produces
the simple inequality
jDC(f ;u; 0; 2)j  8LK: (2.22)
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The following result for monotonic integrators also holds.
Theorem 3. Let f : C(0; 1)! C satises an H-r-Holder's type condition
on the circle C(0; 1); where H > 0 and r 2 (0; 1] are given. If u : [a; b] 
[0; 2]! R is a monotonic nondecreasing function on [a; b]; then
jDC(f ;u; a; b)j  2
rH
b  aDr(a; b)
 H
(r + 1)(b  a)
Z b
a

(t  a)r+1 + (b  t)r+1 du(t)
 H
(r + 1)
(b  a)r[u(b)  u(a)]
(2.23)
where
Dr(a; b) :=
Z b
a
Br(a; b; t)du(t) (2.24)
and Br(a; b; t) is given by (2.6).
In particular, if f is Lipschitzian with the constant L > 0; then we have
the simpler inequality
jDC(f ;u; a; b)j  8L
b  a
Z b
a

sin2

t  a
4

+ sin2

b  t
4

du(t)
 L
2
(b  a)[u(b)  u(a)]:
(2.25)
Proof. It is well known that if p : [c; d] ! C is a continuous function and
v : [c; d]! R is monotonic nondecreasing on [c; d]; then the Riemann-Stieltjes
integral
R d
c p(t)dv(t) exists and the following inequality holds
Z d
c
p(t)dv(t)
  Z d
c
jp(t)jdv(t): (2.26)
Utilising this property and the identity (2.9) we have
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jDC(f ;u; a; b)j
=
1
b  a
Z b
a
Z b
a

f
 
eit
  f  eis ds du(t)
 1
b  a
Z b
a
Z b
a

f
 
eit
  f  eis ds du(t)
 1
b  a
Z b
a
Z b
a
 f  eit  f  eis ds du(t)
 H
b  a
Z b
a
Z b
a
eis   eitr ds du(t)
=
2rH
b  a
Z b
a
Z t
a
sinr

t  s
2

ds+
Z b
t
sinr

s  t
2

ds

du(t):
(2.27)
We also have thatZ b
a
Z t
a
sinr

t  s
2

ds+
Z b
t
sinr

s  t
2

ds

du(t)

Z b
a
Z t
a

t  s
2
r
ds+
Z b
t

s  t
2
r
ds

du(t)
=
1
2r
Z b
a
(t  a)r+1 + (b  t)r+1
r + 1
du(t)
=
1
2r(r + 1)
Z b
a
[(t  a)r+1 + (b  t)r+1]du(t)
and the rst part of the inequality (2.23) is proved.
Since
max
t2[a;b]

(t  a)r+1 + (b  t)r+1 = (b  a)r+1
then the last part of (2.23) is also proved
For r = 1 we have
D1(a; b) :=
Z b
a
B1(a; b; t)du(t)
= 4
Z b
a

sin2

t  a
4

+ sin2

b  t
4

du(t)
and the inequality (2.25) is obtained.
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Remark 2. The case a = 0; b = 2 can be stated as
jDC(f ;u; 0; 2)j  4L

[u(2)  u(0)]: (2.28)
Indeed, by (2.25) we have
jDC(f ;u; 0; 2)j  8L
2
Z 2
0

sin2

t
4

+ sin2

2   t
4

du(t)
=
4L

Z 2
0

sin2

t
4

+ sin2


2
  t
4

du(t)
=
4L

Z 2
0

sin2

t
4

+ cos2

t
4

du(t)
=
4L

[u(2)  u(0)]:
3. Applications for functions of unitary operators
We have the following vector inequality for functions of unitary operators.
Theorem 4. Assume that f : C(0; 1) ! C satises an L-Lipschitz type
condition on the circle C(0; 1); where L > 0 is given. If the operator
U : H ! H on the Hilbert space H is unitary and fEg2[0;2] is its spectral
family, thenhf(U)x; yi   12
Z 2
0
f(eit)dt  hx; yi

 4L

2_
0
(hE()x; yi) 
4L

kxkkyk
(3.1)
for any x; y 2 H:
Proof. For given x; y 2 H; dene the function u() := hEx; yi;  2 [0; 2]:
We will show that u is of bounded variation and
2_
0
(u) =:
2_
0
 hE()x; yi  kxkkyk: (3.2)
It is well known that, if P is a nonnegative selfadjoint operator on H; i.e.,
hPx; xi  0 for any x 2 H; then the following inequality is a generalization of
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the Schwarz inequality in H
jhPx; yij2  hPx; xihPy; yi; (3.3)
for any x; y 2 H:
Now, if d : 0 = t0 < t1 <    < tn 1 < tn = 2 is an arbitrary partition
of the interval [0; 2]; then we have by Schwarz's inequality for nonnegative
operators (3.3) that
2_
0
 

E()x; y

= sup
d
(
n 1X
i=0

 Eti+1   Etix; y
)
 sup
d
(
n 1X
i=0
h
 
Eti+1   Eti

x; x
1=2 
 
Eti+1   Eti

y; y
1=2i)
:= I:
(3.4)
By the Cauchy-Buniakovski-Schwarz inequality for sequences of real numbers
we also have that
I  sup
d
8<:
"
n 1X
i=0

 
Eti+1   Eti

x; x
#1=2 "n 1X
i=0

 
Eti+1   Eti

y; y
#1=29=;
 sup
d
"
n 1X
i=0

 
Eti+1   Eti

x; x
#1=2
sup
d
"
n 1X
i=0

 
Eti+1   Eti

y; y
#1=2
=
"
2_
0
 

E()x; x
#1=2 " 2_
0
 

E()y; y
#1=2
= kxkkyk
(3.5)
for any x; y 2 H:
Utilising the inequality (2.8) we can write that Z 2
0
f(eit) dhEtx; yi   1
2
[hE2x; yi   hE0x; yi] 
Z 2
0
f(eit)dt

 4L

2_
0
 

E()x; y

;
(3.6)
for any x; y 2 H:
On making use of the representation theorem (1.9) and the inequality (3.2)
we deduce the desired result (3.1).
62 s. s. dragomir
Remark 3. Consider the function f : C(0; 1) ! C, fa(z) = 11 az with a
real and 0 < jaj < 1: We know that this function is Lipschitzian with the
constant L = jaj
(1 jaj)2 : Since jaeitj = jaj < 1; thenZ 2
0
f
 
eit

dt =
Z 2
0
1
1  aeitdt =
Z 2
0
1X
n=0
 
aeit
n
dt
=
1X
n=0
an
Z 2
0
 
eit
n
dt =
Z 2
0
dt = 2;
since for any natural number n  1 we have R 20 (eit)ndt = 0:
Applying the inequality (3.1) we haveD(1H   aU) 1 x; yE  hx; yi
 4jaj
(1  jaj)2
2_
0
 

E()x; y
  4jaj
(1  jaj)2 kxkkyk
(3.7)
for any x; y 2 H:
4. A quadrature rule
We consider the following partition of the interval [a; b]
n : a = x0 < x1 <    < xn 1 < xn = b:
Dene hk := xk+1   xk, 0  k  n  1 and (n) = maxfhk : 0  k  n  1g
the norm of the partition n:
For the continuous function f : C(0; 1) ! C and the function u : [a; b] 
[0; 2]! C of bounded variation on [a; b]; dene the quadrature rule
Dn(f; u;n) :=
n 1X
k=0
u(xk+1)  u(xk)
xk+1   xk
Z xk+1
xk
f
 
eit

dt (4.1)
and the remainder Rn(f; u;n) in approximating the Riemann-Stieltjes inte-
gral
R b
a f(e
it)du(t) by Dn(f; u;n): Then we haveZ b
a
f
 
eit

du(t) = Dn(f; u;n) +Rn(f; u;n): (4.2)
The following result provides a priory bounds for Rn(f; u;n) in several in-
stances of f and u as above.
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Proposition 1. Assume that f : C(0; 1) ! C satises the following Lip-
schitz type condition
jf(z)  f(w)j  Ljz   wj
for any w; z 2 C(0; 1); where L > 0 is given given.
If [a; b]  [0; 2] and the function u : [a; b]! C is of bounded variation on
[a; b]; then for any partition n : a = x0 < x1 <    < xn 1 < xn = b with
the norm (n) < 2 we have the error bound
jRn(f; u;n)j  8L
n 1X
k=0
1
xk+1   xk sin
2

xk+1   xk
4
 xk+1_
xk
(u)
 1
2
L(n)
b_
a
(u):
(4.3)
Proof. Since (n) < 2; then on writing inequality (2.7) on each interval
[xk; xk+1]; where 0  k  n  1; we haveZ xk+1
xk
f
 
eit

du(t)  u(xk+1)  u(xk)
xk+1   xk
Z xk+1
xk
f
 
eit

dt

 8L
xk+1   xk sin
2

xk+1   xk
4
 xk+1_
xk
(u):
Utilising the generalized triangle inequality we then have
jRn(f; u;n)j
=

n 1X
k=0
Z xk+1
xk
f
 
eit

du(t)  u(xk+1)  u(xk)
xk+1   xk
Z xk+1
xk
f
 
eit

dt


n 1X
k=0
Z xk+1
xk
f
 
eit

du(t)  u(xk+1)  u(xk)
xk+1   xk
Z xk+1
xk
f
 
eit

dt


n 1X
k=0
8L
xk+1   xk sin
2

xk+1   xk
4
 xk+1_
xk
(u)
 8L max
0kn 1

1
xk+1   xk sin
2

xk+1   xk
4
 n 1X
k=0
xk+1_
xk
(u)
= 8L max
0kn 1

1
xk+1   xk sin
2

xk+1   xk
4
 b_
a
(u):
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Since
1
xk+1   xk sin
2

xk+1   xk
4

 1
16
(xk+1   xk)
then
max
0kn 1

1
xk+1   xk sin
2

xk+1   xk
4

 1
16
(n)
and the last part of (4.3) also holds.
Remark 4. The above proposition has some particular cases of interest. If
we take for instance a = 0; x1 =  and b = 2; then we have from (4.3) thatZ 2
0
f
 
eit

du(t)  u()  u(0)

Z 
0
f
 
eit

dt  u(2)  u()

Z 2

f(eit)dt

 8L

2_
0
(u):
Remark 5. We observe that the last bound in (4.3) provides a simple way
to choose a division such that the accuracy in approximation is better that a
given small " > 0: Indeed, if we want
1
2
L(n)
b_
a
(u)  "
then we need to take n such that
(n)  2"Wb
a(u)L
:
The above proposition can be also utilized to approximate functions of
unitary operators as follows.
We consider the following partition of the interval [0; 2]
 n : 0 = 0 < 1 <    < n 1 < n = 2
where 0  k  n  1:
If U is a unitary operator on the Hilbert space H and fEg2[0;2], the
spectral family of U; then we can introduce the following sums:
Dn(f; U; n;x; y)
:=
n 1X
k=0
1
k+1   k
Z k+1
k
f
 
eit

dt  
 Ek+1   Ekx; y : (4.4)
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Corollary 1. Assume that f : C(0; 1) ! C satises the following Lips-
chitz type condition
jf(z)  f(w)j  Ljz   wj
for any w; z 2 C(0; 1); where L > 0 is given. Assume also that U is a unitary
operator on the Hilbert space H and fEg2[0;2] is the spectral family of U:
If  n is a partition of the interval [0; 2] with ( n) < 2 then we have
the representation
hf(U)x; yi = Dn(f; U; n;x; y) +Rn(f; U; n;x; y) (4.5)
with the error Rn(f; U;n;x; y) satisfying the bounds
jRn(f; U; n;x; y)j
 8L
n 1X
k=0
1
k+1   k sin
2

k+1   k
4
 k+1_
k
 

E()x; y

 1
2
L( n)
2_
0
 

E()x; y
  1
2
L( n)kxkkyk
(4.6)
for any x; y 2 H:
Remark 6. Consider the exponential mean
Ez(p; q) :=
exp(pz)  exp(qz)
p  q
dened for complex numbers z and the real numbers p; q with p 6= q:
For the function f(z) = zm with m an integer we haveZ p
q
f
 
eit

dt =
Z p
q
eimtdt =
1
im
 
eimp   eimq = 1
im
(p  q)Eeim(p; q):
For a partition  n as above, dene the sum
Pn(U; n;x; y) :=
1
im
n 1X
k=0
Eeim(k+1; k)

 
Ek+1   Ek

x; y

: (4.7)
We can approximate the power m of an unitary operator as follows:
hUmx; yi = Pn(U; n;x; y) + Tn(U; n;x; y) (4.8)
66 s. s. dragomir
where the error Tn(U; n;x; y) satises the bounds
jTn(U; n;x; y)j
 8jmj
n 1X
k=0
1
k+1   k sin
2

k+1   k
4
 k+1_
k
 

E()x; y

 1
2
jmj( n)
2_
0
 

E()x; y
  1
2
jmj( n)kxkkyk
(4.9)
for any vectors x; y 2 H:
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