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Abstract
Extreme values of a stationary, multivariate time series may exhibit dependence across coordinates and
over time. The aim of this paper is to offer a new and potentially useful tool called tail process to describe
and model such extremes. The key property is the following fact: existence of the tail process is equivalent to
multivariate regular variation of finite cuts of the original process. Certain remarkable properties of the tail
process are exploited to shed new light on known results on certain point processes of extremes. The theory
is shown to be applicable with great ease to stationary solutions of stochastic autoregressive processes with
random coefficient matrices, an interesting special case being a recently proposed factor GARCH model. In
this class of models, the distribution of the tail process is calculated by a combination of analytical methods
and a novel sampling algorithm.
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1. Introduction
Extreme values of a stationary, multivariate time series may exhibit dependence across
coordinates and over time. The aim of this paper is to offer a new and potentially useful tool
called tail process to describe and model such extremes. Let (Xt )t∈Z be a strictly stationary time
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series of d-variate row vectors and let ‖ · ‖ be an arbitrary norm on Rd . For x > 0, consider the
process with distribution equal to
(Xt/x)t∈Z conditionally on ‖X0‖ > x . (1.1)
The tail process (Yt )t∈Z of (Xt )t∈Z is defined as the process which is the limit in law of the
process in the display as x →∞, provided the limit exists and is non-degenerate. The limit is to
be understood in the sense of convergence of finite-dimensional distributions. If instead we start
from the process with distribution equal to
(Xt/‖X0‖)t∈Z conditionally on ‖X0‖ > x,
then the limit in law is denoted by (2t )t∈Z and is called the spectral tail process or spectral
process in short. By the continuous mapping theorem, the processes (2t )t∈Z and (Yt/‖Y0‖)t∈Z
are equal in law.
The key property to justify these new concepts is the following fact: the tail process of a
stationary process (Xt )t∈Z exists if and only if (Xt )t∈Z is jointly regularly varying, that is, if
all vectors of the form (Xk, . . . ,Xl) are multivariate regularly varying. In that case, the law of
20 is just the spectral measure of X0. Multivariate regular variation is a property shared by
many interesting processes: linear processes with heavy-tailed innovations [28,15], stationary
solutions to stochastic recurrence equations with ARCH(1) and GARCH(1, 1) processes as
special cases [17,2], and moving maxima processes with heavy-tailed innovations [7,8,35].
Recall that the law of a d-dimensional random vector X is multivariate regularly varying with
index α ∈ (0,∞) if for some norm ‖ · ‖ on Rd there exists a random vector2 on the unit sphere
Sd−1 = {x ∈ Rd | ‖x‖ = 1} such that for every u ∈ (0,∞) and as x →∞,
1
Pr(‖X‖ > x) Pr(‖X‖ > ux,X/‖X‖ ∈ · )
w→ u−α Pr(2 ∈ · ), (1.2)
where
w→ denotes weak convergence. The law of 2 is called the spectral measure of X. The
definition of regular variation does not depend on the particular norm chosen in the sense
that (1.2) holds for some norm if and only if it holds for every norm, the spectral measure of
course depending on the norm. For more background on multivariate regular variation, see for
instance [26,27,21,1,14].
The tail process (Yt )t∈Z is itself not stationary, but a recurrent theme in this paper is the fact
that the distribution of the tail process (Yt )t∈Z is determined by the distribution of the forward
tail process (Yt )t>0. In particular, it is sufficient to verify convergence of the finite-dimensional
distributions of the process in (1.1) for non-negative t only. In other words, it suffices to look at
the present and the future of the process given that it starts in a value far away from the origin.
This property is particularly useful for processes with a Markovian structure, and we will exploit
it to find the tail process of the multivariate stationary autoregressive processes with random
coefficients.
Point processes form a natural language to formulate limit theorems concerning extremes of
stationary time series. One such process, studied in [5,6], is
Nn =
n∑
t=1
δa−1n Xt ,
where δx denotes the Dirac measure at x and where (an)n>1 is a positive real sequence such
that n Pr(‖X0‖ > an) → 1 as n → ∞. The point process Nn is instrumental for instance in
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the study of stable limits of appropriately normalized partial sums Sn = ∑n1 Xi . The theory
of tail processes now permits a relatively short and essentially self-contained derivation of the
asymptotic behavior of Nn . Not only will some conditions in [5,6] turn out to be redundant, but
also will the weak limit N of Nn be described explicitly, both in terms of Laplace functionals
and distributional representations. The key to all this is the relationship between the tail process
(Yt )t∈Z and the forward tail process (Yt )t>0 on the one hand and a certain cluster process Cn on
the other hand, defined as a point process with distribution
rn∑
t=1
δa−1n Xt conditionally on max16t6rn
‖Xt‖ > an,
where (rn)n>1 is a positive integer sequence such that rn →∞ and rn/n→ 0 as n→∞. Other
useful point processes in extreme value theory depend on a time coordinate [20,13], and their
asymptotic behavior can be analyzed by means of the tail process as well; for the sake of brevity,
however, we will restrict attention to Nn and Cn .
An example in which the tail process is particularly easy to compute is the case of a
multivariate autoregressive process of order one with random coefficient matrices, that is, a
stationary solution to the stochastic recurrence equation
Xt = AtXt−1 + Bt , t ∈ Z,
where (At ,Bt ), t ∈ Z, is an i.i.d. sequence of random d × d matrices At and d-variate column
vectors Bt (in the above display, Xt is to be read as a column vector). Under technical conditions
due to [17], the stationary distribution of X0 is multivariate regularly varying. It then follows
easily that the forward tail process of (Xt )t>Z exists, the forward spectral process being given by
2t = A∗t · · ·A∗t−120
where (A∗t )t>1 are independent copies of A1. Moreover, the law of 20, which is the spectral
measure of X0, is completely characterized by a certain invariance property involving A1. Under
an additional boundedness assumption, this invariance property allows us to derive a Markov
Chain Monte Carlo (MCMC) algorithm for simulating from the law of 20. The algorithm will
be shown at work for the process of conditional variances in a multivariate factor GARCH model
recently proposed in [12].
The outline of our paper is as follows. The equivalence between joint regular variation and
existence of the tail process is established in Section 2. In Section 3, the key distributional
properties of the tail and spectral processes are derived. These properties will enable us in
Section 4 to find the weak limits of the point process Nn and Cn introduced above. The
application to autoregressive processes with random coefficients in Section 5 concludes the paper.
Besides the notation already appearing in this introduction, the following symbols and
conventions are used throughout the paper: E = [−∞,∞]d \ {0} and Eu = {x ∈ E | ‖x‖ > u};
the law of the random vector X is L(X); for a random variable X and an event A we write
E[X; A] := E[X1A] where 1A is the indicator variable of A; convergence of probability
distributions and vague convergence of Radon measures (see below) are indicated by and v→,
respectively; for a topological space T the space of continuous functions f : T→ R is denoted
by C(T), decorations with the subscript K and the superscript + indicating the subclasses of
those f ∈ C(T) that have compact support or take values in [0,∞), respectively.
For the reader’s convenience, we briefly recall the concept of vague convergence of measures;
see e.g. [16, Chapter 15] or [26, Section 3.4]. A subset K of E is compact if and only if it is
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closed as a subset of [−∞,∞]d and does not contain the origin. A Radon measure µ on E is
therefore a Borel measure such that µ(Eu) < ∞ for every u ∈ (0,∞). A sequence of Radon
measures (µn) on E converges vaguely to a Radon measure µ if
∫
f dµn →
∫
f dµ as n →∞
for every f ∈ C+K (E). In the following, integrals will be denoted often in operator notation
µ( f ) = ∫ f dµ.
The following equivalent characterization of multivariate regular variation as defined in (1.2)
will also be needed. Recall that a measurable function V : (0,∞)→ (0,∞) is regularly varying
with index ρ ∈ R if V (xy)/V (x)→ yρ as x →∞ for all y ∈ (0,∞). A d-dimensional random
vector X is regularly varying of index α ∈ (0,∞) if and only if there exists a regularly varying
function V of index −α and a non-zero Radon measure µ on E such that, as x →∞,
1
V (x)
Pr(x−1X ∈ · ) v→ µ( · ) (1.3)
[25, p. 69]. The measure µ is homogeneous of order −α; as a consequence, it does not put
any mass on hyperplanes through infinity. A possible choice for the function V in (1.3) is
V (x) = Pr(‖X‖ > x), in which case for all u ∈ (0,∞) and with 2 as in (1.2),
µ({x | ‖x‖ > u, x/‖x‖ ∈ · }) = u−α Pr(2 ∈ · ). (1.4)
2. Tail process
The most important object in this paper is introduced in our first theorem.
Theorem 2.1. Let (Xt )t∈Z be a stationary process in Rd and let α ∈ (0,∞). The following three
statements are equivalent:
(i) (Xt )t∈Z is jointly regularly varying of index α.
(ii) There exists a process (Yt )t∈N in Rd with Pr(‖Y0‖ > y) = y−α for y > 1 such that for
every t ∈ N and as x →∞,
L(x−1X0, . . . , x−1Xt | ‖X0‖ > x) L(Y0, . . . ,Yt ).
(iii) There exists a process (Yt )t∈Z in Rd with Pr(‖Y0‖ > y) = y−α for y > 1 such that for
all s, t ∈ Z with s 6 t and as x →∞,
L(x−1Xs, . . . , x−1Xt | ‖X0‖ > x) L(Ys, . . . ,Yt ).
The process (Yt )t∈Z in Theorem 2.1(iii) is called the tail process of (Xt )t∈Z. As the
convergences in Theorem 2.1 are in law, the tail process (Yt )t∈Z need not be defined on the
same probability space as the original process (Xt )t∈Z. In general, the tail process (Yt )t∈Z is not
stationary. Further properties will be explored in Section 3.
The interest of the apparently weaker criterion (ii) is that it is sufficient to look at the
conditional distribution of the future of the process; for certain examples with a Markovian
structure, criterion (ii) is much easier to check than (iii), which also involves the process’ past,
see for instance Section 5 for discussion of autoregressive processes with random coefficients.
Part of the proof of Theorem 2.1 rests on the property that a certain class of functions
F ⊂ CK (E) is measure-determining, that is, two Radon measures µ and ν on E coincide if
and only if µ( f ) = ν( f ) for every f ∈ F . For the following lemma, fix k, l ∈ N and identify
Ek+l = [−∞,∞]k+l \ {0} with ([−∞,∞]k × [−∞,∞]l) \ {(0, 0)}. Further, fix two arbitrary
norms on Rk and Rl , both of which are conveniently denoted by ‖ · ‖.
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Lemma 2.2. Every Radon measure µ on Ek+l is uniquely determined by µ( f ) with f ranging
over F1 ∪ F2 where
F1 = { f ∈ CK (Ek+l) | ∃u ∈ (0,∞) : ‖y1‖ 6 u ⇒ f (y1, y2) = 0},
F2 = { f ∈ CK (Ek+l) | f (y1, y2) = f (0, y2)}.
Proof. For n ∈ N, define φn(y1, y2) = min{max(n‖y1‖−1, 0), 1}where (y1, y2) ∈ Ek+l . Clearly
φn ∈ F1. Moreover, as n→∞, the sequence φn increases pointwise to the indicator function of
Fk,l = {(y1, y2) | y1 6= 0}.
Let µ be a Radon measure on Ek+l and let g ∈ CK (Ek+l). We have to show that µ(g) is
uniquely determined by the values of µ( fi ) with fi ranging over Fi and i ∈ {1, 2}. Define the
function f2 by f2(y1, y2) = g(0, y2); clearly f2 ∈ F2. The function g can be decomposed as
g = (g − f2)+ f2 = (g − f2)1Fk,l + f2 = limn→∞(g − f2)φn + f2.
By the dominated convergence theorem, µ{(g − f2)φn} + µ( f2) → µ(g) as n → ∞. Since
(g − f2)φn ∈ F1 for every n, the lemma follows. 
Proof of Theorem 2.1. (i) implies (iii). Without loss of generality, assume s 6 0 6 t . By
assumption, the law of (Xs, . . . ,Xt ) is regularly varying at infinity of index α. A possible choice
for V in (1.3) is V (x) = Pr(maxi=s,...,t ‖Xi‖ > x). The limit of Pr(‖X0‖ > x)/V (x) as x →∞
must exist and since Pr(‖X0‖ > x) 6 V (x) 6 (t−s+1)Pr(‖X0‖ > x), this limit must be a finite,
positive constant. Therefore, an alternative choice for V in Eq. (1.3) is V (x) = Pr(‖X0‖ > x):
there exists a non-trivial Radon measure µs,t on E(t−s+1)d such that as x →∞,
1
Pr(‖X0‖ > x) Pr{(x
−1Xs, . . . , x−1Xt ) ∈ · } v→ µs,t ( · ). (2.1)
By construction, the restriction of µs,t to the set {(ys, . . . , yt ) | ‖y0‖ > 1} is a probability
measure, say νs,t . Let (Ys, . . . ,Yt ) be a random vector with law νs,t . For f : (Rd)t−s+1 → R
bounded and continuous, as x →∞,
E[ f (x−1Xs, . . . , x−1Xt ) | ‖X0‖ > x]
→
∫
f (ys, . . . , yt )1(‖y0‖ > 1)µs,t (dy) = E[ f (Ys, . . . ,Yt )].
Here it was used thatµs,t is homogeneous and therefore puts no mass on the set of (ys, . . . , yt ) for
which ‖y0‖ = 1 as well as on the set of vectors with at least one infinite coordinate. The above
display establishes the convergence in distribution stated in (iii). By Kolmogorov’s extension
theorem, there exists a single random process (Yt )t∈Z such that for all s, t ∈ Z, the distribution
of (Ys, . . . ,Yt ) is νs,t . The law of ‖Y0‖ follows from the fact that the function x 7→ Pr(‖X0‖ > x)
is regularly varying of index −α.
(iii) implies (ii). Trivial.
(ii) implies (i). For every t ∈ N, the vector (X0, . . . ,Xt ) will be shown to be regularly varying
of index α in the sense of (1.3) with V (x) = Pr(‖X0‖ > x). The proof is by induction on t .
First, let t = 0. By (ii), for all u > 1 and as x →∞,
Pr(‖X0‖ > ux)/Pr(‖X0‖ > x) = Pr(‖x−1X0‖ > u | ‖X0‖ > x)
→ Pr(‖Y0‖ > u) = u−α.
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The limit relation Pr(‖X0‖ > ux)/Pr(‖X0‖ > x) → u−α as x → ∞ then holds in fact for all
u ∈ (0,∞). For such u and for f ∈ C(Sd−1),
1
Pr(‖X0‖ > x)E
[
f
(
X0
‖X0‖
)
; ‖X0‖ > ux
]
= Pr(‖X0‖ > ux)
Pr(‖X0‖ > x) E
[
f
(
(ux)−1X0
‖(ux)−1X0‖
) ∣∣∣∣ ‖X0‖ > ux]
→ u−αE[ f (Y0/‖Y0‖)].
Hence (1.2) holds true with 2
d= Y0/‖Y0‖.
Next, pick an integer t > 1. For x ∈ (0,∞), define the finite measure µx on E(t+1)d by
µx ( · ) = 1Pr(‖X0‖ > x) Pr{(x
−1X0, . . . , x−1Xt ) ∈ · }.
It has to be shown that µx
v→ µ as x → ∞ for some Radon measure µ on E(t+1)d . Since
µx ({(y0, . . . , yt ) | ‖y0‖ > 1}) = 1, the vague limit, µ, provided it exists, is certainly non-zero.
Vague convergence of µx will follow from the following two statements:
(a) the family (µx )x>0 is relatively compact in the vague topology;
(b) there can be at most one limit of µx as x →∞.
First, by [26, Proposition 3.16], a necessary and sufficient condition for (a) is that
supx>0 µx (B) <∞ for every Borel set B with compact closure. For such B, there exists u > 0
such that (y0, . . . , yt ) ∈ B implies ‖yi‖ > u for some i ∈ {0, . . . , t}. But then, by stationarity,
µx (B) 6 (t + 1)Pr(‖X0‖ > ux)Pr(‖X0‖ > x) .
Since Pr(‖X0‖ > ·) is regularly varying of index −α, (a) follows.
Second, to prove (b), it is sufficient to show that limx→∞ µx ( f ) exists for every f in a
measure-determining subsetF of CK (E(t+1)d). According to Lemma 2.2 with k = d and l = td ,
F = F1 ∪ F2 is such a set, where
F1 = { f | ∃u ∈ (0,∞) : f (y0, . . . , yt ) = 0 whenever ‖y0‖ 6 u},
F2 = { f | f (y0, y1, . . . , yt ) = f (0, y1, . . . , yt )}.
On the one hand, if f ∈ F1 with u as above, then by (ii),
µx ( f ) = 1Pr(‖X0‖ > x)E[ f (x
−1X0, . . . , x−1Xt ); ‖x−1X0‖ > u]
= Pr(‖X0‖ > ux)
Pr(‖X0‖ > x) E[ f (x
−1X0, . . . , x−1Xt ) | ‖X0‖ > ux]
→ u−αE[ f (uY0, . . . , uYt )],
as x →∞. On the other hand, if f ∈ F2, then by stationarity,
µx ( f ) = 1Pr(‖X0‖ > x)E[ f (0, x
−1X1, . . . , x−1Xt )]
= 1
Pr(‖X0‖ > x)E[ f (0, x
−1X0, . . . , x−1Xt−1)],
the limit of which as x →∞ exists by the induction hypothesis. 
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3. Spectral process
The tail process (Yt )t∈Z in Theorem 2.1 has a number of remarkable properties. The two most
important ones are described in the next theorem.
Theorem 3.1. Let (Yt )t∈Z be the tail process in Theorem 2.1(iii) and define 2t = Yt/‖Y0‖ for
t ∈ Z.
(i) ‖Y0‖ is independent of (2t )t∈Z.
(ii) For all i, s, t ∈ Z with s 6 0 6 t and for all bounded and continuous g : (Rd)t−s+1 → R
satisfying g(ys, . . . , yt ) = 0 whenever y0 = 0,
E[g(Ys−i , . . . ,Yt−i )] =
∫ ∞
0
E[g(r2s, . . . , r2t ); r‖2i‖ > 1]d(−r−α). (3.1)
(iii) For all i, s, t ∈ Zwith s 6 0 6 t and for all bounded and continuous f : (Rd)t−s+1 → R
satisfying f (ys, . . . , yt ) = 0 whenever y0 = 0,
E[ f (2s−i , . . . ,2t−i )] = E
[
f
(
2s
‖2i‖ , . . . ,
2t
‖2i‖
)
‖2i‖α
]
. (3.2)
Theorem 3.1(i) shows that the tail process (Yt )t∈Z can be decomposed into two independent
components: a real-valued radial component, ‖Y0‖, and a sequence-valued angular component,
(2t )t∈Z. As the law of 20 coincides with the spectral measure of X0, we coin the process
(2t )t∈Z the angular or spectral process of (Xt )t∈Z. The identity (Yt )t∈Z = (‖Y0‖2t )t∈Z is
called the spectral decomposition of the tail process. Note that the support of 2t for t 6= 0 is not
necessarily a subset of the unit sphere.
Parts (ii) and (iii) imply in particular that the distributions of the forward (t > 0) and backward
(t 6 0) tail and spectral processes mutually determine each other. This is of course related
to the equivalence of criteria (ii) and (iii) in Theorem 2.1. For univariate Markov chains, this
phenomenon was already described in [31]. We will have occasion to apply (ii) and (iii) several
times in the paper.
Proof of Theorem 3.1. (i) Let s, t ∈ Z with s 6 0 6 t . Consider the following subsets of
E(t−s+1)d :
Es,t = {(ys, . . . , yt ) | 0 < ‖y0‖ <∞},
Ss,t = {(ys, . . . , yt ) | ‖y0‖ = 1}.
Further, define a bijection T : Es,t → (0,∞)× Ss,t by
T (ys, . . . , yt ) =
(
‖y0‖,
(
ys
‖y0‖ , . . . ,
yt
‖y0‖
))
.
Let µs,t be as in (2.1) and define the measure Φs,t on Ss,t by
Φs,t (B) = µs,t
(
T−1((1,∞)× B)
)
for Borel-measurable B ⊂ Ss,t . Since the law of (Ys, . . . ,Yt ) is equal to the restriction of µs,t to
T−1((1,∞) × Ss,t ), the measure Φs,t is in fact equal to the law of (Ys/‖Y0‖, . . . ,Yt/‖Y0‖) =
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(2s, . . . ,2t ). Moreover, as µs,t is homogeneous of order −α, for u ∈ (0,∞) and Borel sets
B ⊂ Ss,t ,
µs,t
(
T−1((u,∞)× B)
)
= u−αΦs,t (B). (3.3)
For u > 1, the left-hand side is equal to Pr{‖Y0‖ > u, (2s, . . . ,2t ) ∈ B}, while the right-
hand side is equal to Pr(‖Y0‖ > u)Pr{(2s, . . . ,2t ) ∈ B}. As a consequence, ‖Y0‖ and
(2−s, . . . ,2t ) are independent. Since s and t were arbitrary, (i) follows.
(ii) By stationarity and (2.1),
E[g(Ys−i , . . . ,Yt−i )] = lim
x→∞
1
Pr(‖X0‖ > x)E[g(x
−1Xs−i , . . . , x−1Xt−i ); ‖X0‖ > x]
= lim
x→∞
1
Pr(‖X0‖ > x)E[g(x
−1Xs, . . . , x−1Xt ); ‖Xi‖ > x]
=
∫
g(ys, . . . , yt )1(‖yi‖ > 1)µs∧i,t∨i (dy).
By the assumed property of g, the region of integration can be restricted to {y | y0 6= 0}. By (3.3)
applied to µs∧i,t∨i , we arrive at (3.1).
(iii) Define
g(ys∧i , . . . , yt∨i ) = f
(
ys
‖yi‖ , . . . ,
yt
‖yi‖
)
(‖yi‖ ∧ 1). (3.4)
Since 2 j = Y j/‖Y0‖ and ‖Y0‖ > 1,
E[ f (2s−i , . . . ,2t−i )] = E
[
f
(
Ys−i
‖Yi−i‖ , . . . ,
Yt−i
‖Yi−i‖
)
(‖Yi−i‖ ∧ 1)
]
= E[g(Y(s∧i)−i , . . . ,Y(t∨i)−i )].
In combination with (3.1) applied to this particular function g, it follows that
E[ f (2s−i , . . . ,2t−i )] is equal to∫ ∞
0
E[g(r2s∧i , . . . , r2t∨i ); r‖2i‖ > 1]d(−r−α).
By the definition of g in (3.4), the above expression can be rewritten as∫ ∞
0
E
[
f
(
2s
‖2i‖ , . . . ,
2t
‖2i‖
)
(‖r2i‖ ∧ 1); r‖2i‖ > 1
]
d(−r−α).
Apply Fubini’s theorem and use the formula
∫∞
0 1(r‖2i‖ > 1)d(−r−α) = ‖2i‖α to identify
the above expression with the right-hand side of (3.2). 
The characterizations of joint regular variation in Theorem 2.1 can be rephrased in terms of
the spectral process.
Corollary 3.2. Let (Xt )t∈Z be a stationary process in Rd . Assume that the function x 7→
Pr(‖X0‖ > x) is regularly varying with index −α for some α ∈ (0,∞). The following three
statements are equivalent:
(i) (Xt )t∈Z is jointly regularly varying with index α.
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(ii) There exists a process (2t )t∈N in Rd such that for every t ∈ N and as x →∞,
L
(
X0
‖X0‖ , . . . ,
Xt
‖X0‖
∣∣∣∣ ‖X0‖ > x) L(20, . . . ,2t ).
(iii) There exists a process (2t )t∈Z in Rd such that for every s, t ∈ Z with s 6 t and as
x →∞,
L
(
Xs
‖X0‖ , . . . ,
Xt
‖X0‖
∣∣∣∣ ‖X0‖ > x) L(2s, . . . ,2t ).
In this case, the tail process (Yt )t∈Z of (Xt )t∈Z is given by Yt
d= Y2t jointly in t ∈ Z, the
random variable Y being independent of (2t )t∈Z and having distribution function Pr(Y 6 y) =
1− y−α for y ∈ [1,∞).
Proof of Corollary 3.2. (i) implies (iii). The stated convergence in distribution follows from
Theorem 2.1(iii) and the continuous mapping theorem. The connection between the tail process
and the spectral process was already established in Theorem 3.1(i).
(iii) implies (ii). Trivial.
(ii) implies (i). Let Y be a random variable independent of (2t )t∈N and for which Pr(Y >
y) = y−α for y ∈ [1,∞). If we can show that as x →∞,
L
( ‖X0‖
x
,
X0
‖X0‖ , . . . ,
Xt
‖X0‖
∣∣∣∣ ‖X0‖ > x) L(Y,20, . . . ,2t ) (3.5)
then joint regular variation of (Xt )t∈Z will follow from the continuous mapping theorem and
implication (ii) ⇒ (i) of Theorem 2.1 with Yt = Y2t . So let y ∈ [1,∞), t ∈ N and
f : (Rd)t+1 → R be bounded and continuous. We have
E
[
1
(‖X0‖
x
> y
)
f
(
X0
‖X0‖ , . . . ,
Xt
‖X0‖
)∣∣∣∣ ‖X0‖ > x]
= Pr(‖X0‖ > xy)
Pr(‖X0‖ > x) E
[
f
(
X0
‖X0‖ , . . . ,
Xt
‖X0‖
)∣∣∣∣ ‖X0‖ > xy] .
By regular variation of Pr(‖X0‖ > · ) and by (ii), the right-hand side converges as x → ∞
to y−αE[ f (20, . . . ,2t )] = E[1(Y > y) f (20, . . . ,2t )]. Hence the family of probability
measures on the left-hand side of (3.5) is tight and every possible limit point coincides with
the right-hand side of (3.5). The convergence stated in (3.5) follows, as required. 
The final result in this section exploits Theorem 3.1(iii) to derive a relation between the
distributions of20 and2t for arbitrary t ∈ Z. A special role is played by the value of E[‖2t‖α].
Recall that Sd−1 = {x ∈ Rd | ‖x‖ = 1}.
Proposition 3.3. Let (Xt )t∈Z be a stationary process in Rd , jointly regularly varying of index
α ∈ (0,∞) and with tail process (Yt )t∈Z and spectral process (2t )t∈Z. Fix t ∈ Z.
(i) limδ↓0 limx→∞ Pr(‖X0‖ > δx | ‖Xt‖ > x) = E[‖2t‖α].
(ii) For h ∈ C(Sd−1),
E[h(2t/‖2t‖)‖2t‖α] = E[h(20);2−t 6= 0] (3.6)
and in particular E[‖2t‖α] = Pr(2−t 6= 0).
(iii) E[‖2t‖α] = 1 if and only if
Pr(20 ∈ · ) = E[‖2t‖α;2t/‖2t‖ ∈ · ].
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Proof. (i) By Theorem 2.1 and stationarity, as x →∞,
Pr(‖X0‖ > δx | ‖Xt‖ > x)
= Pr(‖X0‖ > δx)
Pr(‖Xt‖ > x) Pr(‖Xt‖ > x | ‖X0‖ > δx)→ δ
−α Pr(δ‖Yt‖ > 1).
From the spectral decomposition of (Yt ) and Fubini’s theorem,
δ−α Pr(δ‖Yt‖ > 1) =
∫ ∞
δ
Pr(r‖2t‖ > 1)d(−r−α) = E[{min(‖2t‖, δ−1)}α].
Let δ ↓ 0 to arrive at (i).
(ii) Let z ∈ (0,∞) and define fz(y) = h(y/‖y‖)min(‖y‖α, z) for y ∈ Rd \ {0} while
fz(0) = 0. The function fz is bounded and continuous. Hence, by Theorem 3.1(iii) with
s = t = 0, for i ∈ Z,
E[h(2−i/‖2−i‖)min(‖2−i‖α, z)] = E[ fz(2−i )]
= E[ fz(20/‖2i‖)‖2i‖α]
= E[h(20)min(1, z‖2i‖α)]. (3.7)
The case h ≡ 1 yields E[min(‖2−i‖α, z)] = E[min(1, z‖2i‖α)], whence, by taking limits as
z → ∞ and applying the monotone convergence theorem, E[‖2−i‖α] = Pr(2i 6= 0). Let
z→∞ in (3.7) to arrive at (3.6) with t replaced by −i .
(iii) The ‘if’ part is trivial. The ‘only if’ part follows from (ii): if E[‖2t‖α] = 1, then also
Pr(2−t 6= 0) = 1, whence for h ∈ C(Sd−1),
E[h(20)] = E[h(2t/‖2t‖)‖2t‖α].
Since probability measures are determined by integrals of bounded, continuous functions, the
result follows. 
4. Point processes
Equipped with the results in Sections 2 and 3, we revisit in this section the asymptotic behavior
of the point processes
Nn =
n∑
i=1
δa−1n Xi , n > 1,
with state space E; here an is a sequence of positive numbers such that n Pr(‖X0‖ > an)→ 1 as
n →∞. The same problem was the subject of Davis and Hsing [5] and Davis and Mikosch [6],
where sufficient conditions were established for the existence of the limit in distribution for
Nn as n → ∞ for the univariate and multivariate cases respectively. Not only will we give an
alternative and self-contained proof of the same fact, but we will also present a new, detailed and
rather intuitive description of the limiting point process using the notions of the tail and spectral
process.
The main result of the section is Theorem 4.5. The proof relies on Conditions 4.1 and 4.4, due
to [5], limiting to some extent the force of dependence in the original time series and allowing
us to treat finite stretches (X1, . . . ,Xn) as if being composed of several independent blocks. The
final and essential ingredient is Theorem 4.3, giving the asymptotic distribution of what can be
loosely described as a cluster of extremes, i.e. a block of observations of which at least one is far
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from the origin. We also show that one of the cases of Theorem 2.7 in [5] and Theorem 2.8 in [6]
is superfluous, since under the stated conditions it can never occur.
Let (Xt )t∈Z be a stationary time series in Rd , jointly regularly varying with index α ∈ (0,∞).
Let (Yt )t∈Z and (2t )t∈Z be the tail process and spectral process respectively of (Xt )t∈Z with
respect to an arbitrary norm ‖ · ‖ on Rd . The following notations will be convenient: X t = ‖Xt‖
and Yt = ‖Yt‖ for t ∈ Z as well as Mi, j = max{Xk : k = i, . . . , j} and MYi, j = max{Yk : k =
i, . . . , j} for i, j ∈ Z, with max∅ = −∞ by convention. Abbreviate Mr = M1,r for r ∈ Z.
Fix u ∈ (0,∞) and let rn be a positive integer sequence such that rn →∞ and rn/n → 0 as
n →∞. Under these assumptions, Pr(Mrn > anu) 6 rn Pr(X0 > anu)→ 0 as n →∞, that is,
the event {Mrn > anu} can be qualified as rare. Conditionally on the event {Mrn > anu}, there is
at least one but there may be more than one i ∈ {1, . . . , rn} such that X i > anu. In that case, we
think of the observations with large norm as forming a single cluster of extremes. Formally, we
define the cluster process as the point process Cn with state space E having the same distribution
as
rn∑
i=1
δ(anu)−1Xi conditionally on Mrn > anu.
The point process Cn describes the distribution of each block (cluster) containing at least some
points with large norm. The derivation of the asymptotic distribution of Nn will rely heavily on
the one of Cn .
An important role will be played by the quantity θ defined by
θ := lim
r→∞ limx→∞Pr(Mr 6 x | ‖X0‖ > x)
= Pr(sup
i>1
‖Yi‖ 6 1). (4.1)
In what follows, we will need the following condition.
Condition 4.1. For every u ∈ (0,∞),
lim
m→∞ lim supn→∞
Pr
(
max
m6|t |6rn
‖Xt‖ > anu
∣∣∣∣ ‖X0‖ > anu) = 0.
Condition 4.1 prohibits large values of ‖Xt‖ from lingering on indefinitely. If it holds, the tail
process (Yt )t∈Z cannot have too many large values either, in a way made precise by the following
proposition.
Proposition 4.2. If Condition 4.1 holds, then Pr(Yt → 0 as |t | → ∞) = 1 and for every
u ∈ (0,∞)
θ = lim
n→∞Pr(Mrn 6 anu | ‖X0‖ > anu)
= lim
n→∞
Pr(Mrn > anu)
rn Pr(‖X0‖ > anu) > 0. (4.2)
Proof. Recall X t := ‖Xt‖. By Condition 4.1 and regular variation of X0, for every u, v ∈ (0,∞),
lim
m→∞ lim supn→∞
Pr(M−rn ,−m ∨ Mm,rn > anuv | X0 > anu) = 0. (4.3)
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As a consequence, for every v, ε ∈ (0,∞) there exists m ∈ N such that for all integers r > m
we have Pr(maxm6|t |6r Yt > v) 6 ε. This proves that Pr(lim|t |→∞ Yt = 0) = 1.
For m, n ∈ N, define θn = Pr(Mrn > anu)/rn Pr(X0 > anu), θn,m = Pr(Mm 6 anu |
X0 > anu), and θYm = Pr(maxi=1,...,m Yi 6 1); also, recall θ in (4.1). By [30, Section 2, p. 332],
lim infn→∞ θn > 0. Further, from the definition of the tail process, θn,m → θYm as n→∞, while
by monotone convergence, θYm → θ as m →∞. Finally, by [30, Theorem 3.1, Eq. (5)],
lim
m→∞ lim supn→∞
|θn − θn,m | = 0.
It follows that θ = limn→∞ θn > 0, as required. 
The following theorem makes clear the connection between the distribution of clusters of
extremes on the one hand and the tail and spectral processes on the other hand.
Theorem 4.3. If Condition 4.1 holds, then for all u ∈ (0,∞) we have Cn  C as n → ∞
where C is a point process on E having the same distribution as
∞∑
t=−∞
δY j conditionally on sup
t6−1
‖Yt‖ 6 1.
The Laplace functional of C is given by
E
[
exp
{
−
∞∑
−∞
f (Yt )
}
| sup
t6−1
‖Yt‖ 6 1
]
= θ−1
∫ ∞
0
E
[
exp
{
−
∞∑
0
f (y2i )
}
1(y sup
i>0
‖2i‖ > 1)
− exp
{
−
∞∑
1
f (y2i )
}
1(y sup
i>1
‖2i‖ > 1)
]
d(−y−α) (4.4)
for f ∈ C+K (E); if additionally f (x) = 0 whenever ‖x‖ 6 1, then the expression simplifies to
E
[
exp
{
−
∞∑
−∞
f (Yt )
}
| sup
t6−1
‖Yt‖ 6 1
]
= θ−1E
[
exp
{
−
∞∑
0
f (Yt )
}
− exp
{
−
∞∑
1
f (Yt )
}
1(MY1,∞ > 1)
]
= 1− θ−1E
[
exp
{
−
∞∑
1
f (Yi )
}
− exp
{
−
∞∑
0
f (Yi )
}]
. (4.5)
Proof. The theorem can be shown using multivariate generalizations of results on cluster
functionals in [29,30]. However, we prefer to give a direct proof. Recall the conventions
Yt = ‖Yt‖ and MYk,l = maxk6t6l Yt . It will follow from the proof that Pr(MY−∞,−1 6 1) = θ ,
which is strictly positive by Proposition 4.2. Since moreover Yt → 0 as |t | → ∞with probability
one, the point process C is well-defined.
Take u ∈ (0,∞) and f ∈ C+K (E). There exists v ∈ (0, 1] such that f (x) = 0 whenever‖x‖ 6 v. Decompose the event {Mrn > anu} according to the smallest j ∈ {1, . . . , rn} such that
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X j := ‖X j‖ > anu. For integer k 6 l, write
cn(k, l) = exp
{
−
l∑
j=k
f ((anu)
−1X j )
}
.
We have
E[cn(1, rn);Mrn > anu] =
rn∑
j=1
E[cn(1, rn);M j−1 6 anu < X j ].
Fix a positive integer m and let n be large enough so that rn > 2m+1. For j ∈ {m+1, . . . , rn−m}
we have cn(1, rn) = cn( j − m, j + m) unless M1, j−m−1 ∨ M j+m+1,rn > anuv. Therefore, for
such j ,
∆n,m( j) := |E[cn(1, rn);M j−1 6 anu < X j ]
−E[cn( j − m, j + m);M j−m, j−1 6 anu < X j ]|
6 Pr(M1, j−m−1 ∨ M j+m+1,rn > anuv, X j > anu)
6 Pr(M−rn ,−m−1 ∨ Mm+1,rn > anuv, X0 > anu).
Denote θn = Pr(Mrn > anu)/{rn Pr(X0 > anu)}. By stationarity,
∆n,m := |E[cn(1, rn) | Mrn > anu] − θ−1n E[cn(−m,m);M−m,−1 6 anu | X0 > anu]|
= |E[cn(1, rn);Mrn > anu]
− rnE[cn(−m,m);M−m,−1 6 anu < X0]|/Pr(Mrn > anu)
6 {rn Pr(M−rn ,−m−1 ∨ Mm+1,rn > anuv, X0 > anu)
+ 2m Pr(X0 > anu)}/Pr(Mrn > anu)
= {Pr(M−rn ,−m−1 ∨ Mm+1,rn > anuv | X0 > anu)+ 2m/rn}/θn .
By Proposition 4.2, θn → θ > 0 as n→∞. As a consequence, in view of (4.3),
lim
m→∞ lim supn→∞
∆n,m = 0.
Further, by the definition of the tail process and from the fact that the distribution of MYk,l =
Y0 maxk6 j6l ‖2 j‖ does not have atoms except maybe at zero,
lim
n→∞ θ
−1
n E[cn(−m,m);M−m,−1 6 anu | X0 > anu]
= θ−1E
[
exp
{
−
m∑
−m
f (Y j )
}
;MY−m,−1 6 1
]
.
Finally, since Yt → 0 as |t | → ∞, the series ∑∞−∞ f (Y j ) converges, and by the bounded
convergence theorem,
lim
n→∞E[cn(1, rn) | Mrn > anu]
= lim
m→∞ limn→∞ θ
−1
n E[cn(−m,m);M−m,−1 6 anu | X0 > anu]
= θ−1E
[
exp
{
−
∞∑
−∞
f (Y j )
}
;MY−∞,−1 6 1
]
.
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The special case f = 0 yields θ = Pr(MY−∞,−1 6 1). The weak convergence Cn  C as
n→∞ now follows from the above limit relation for general f ∈ C+K (E).
Next we prove formula (4.4). Again let f ∈ C+K (E) and let v ∈ (0, 1] be such that f (x) = 0
if ‖x‖ 6 v. We have
E[exp(−C f )] = θ−1E
[
exp
{
−
∞∑
−∞
f (Y j )
}
;MY−∞,−1 6 1
]
= θ−1 lim
m→∞E
[
exp
{
−
m∑
−m
f (Y j )
}
;MY−m,−1 6 1
]
.
Fix integer m > 1. Put am,q := E[exp{−∑m−q f (Y j )};MY−q,−1 6 1] for q ∈ {0, 1, . . . ,m}.
Then
E
[
exp
{
−
m∑
−m
f (Y j )
}
: MY−m,−1 6 1
]
= am,m = am,0 +
m∑
q=1
(am,q − am,q−1).
Fix q ∈ {1, . . . ,m}. We have am,q − am,q−1 = E[gm,q(Y−q , . . . ,Ym)] where
gm,q(y−q , . . . , ym) = exp
{
−
m∑
−q
f (y j )
}
1( max
−q6 j6−1
‖y j‖ 6 1)
− exp
{
−
m∑
−q+1
f (y j )
}
1( max
−q+16 j6−1
‖y j‖ 6 1).
Note that gm,q(y−q , . . . , ym) = 0 if ‖y−q‖ 6 1. Hence, except for continuity, the function gm,q
satisfies the conditions of Theorem 3.1(ii) for s = 0 and t = m + q. Write the indicator function
1(−∞,1] as a limit of a sequence of continuous functions 1 > fn ↓ 1(−∞,1] and apply the bounded
convergence theorem to see that (3.1) applies to gm,q too; note that the integrand on the right-
hand side of (3.1) will be zero for all r 6 1 for each approximating function. As a consequence,
denoting Θt := ‖2t‖ and MΘk,l = maxk6t6l Θt ,
am,q − am,q−1 =
∫ ∞
0
E[gm,q(r20, . . . , r2m+q); rΘq > 1] d(−r−α)
=
∫ ∞
v
E
[
exp
{
−
m+q∑
0
f (r2t )
}
; r MΘ0,q−1 6 1 < rΘq
]
d(−r−α)
−
∫ ∞
v
E
[
exp
{
−
m+q∑
1
f (r2t )
}
; r MΘ1,q−1 6 1 < rΘq
]
d(−r−α).
The range of integration has been restricted to r > v, since if r 6 v(6 1) then the two
expectations are equal; recall that ‖20‖ = 1 with probability one. Define
bm,q =
∫ ∞
v
E
[
exp
{
−
m∑
0
f (r2t )
}
; r MΘ0,q−1 6 1 < rΘq
]
d(−r−α)
−
∫ ∞
v
E
[
exp
{
−
m∑
1
f (r2t )
}
; r MΘ1,q−1 6 1 < rΘq
]
d(−r−α).
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We have
∑m+q
l f (r2t ) =
∑m
l f (r2t ), for each l 6 m unless r‖2t‖ > v for some t > m + 1.
As a consequence
|(am,q − am,q−1)− bm,q | 6 2
∫ ∞
u
Pr(r MΘm+1,∞ > v, r MΘ1,q−1 6 1 < rΘq) d(−r−α).
Summing over q ∈ {1, . . . ,m} yields∣∣∣∣∣ m∑
q=1
(am,q − am,q−1)−
m∑
q=1
bm,q
∣∣∣∣∣ 6 2
∫ ∞
v
Pr(r MΘm+1,∞ > v, r MΘ1,m > 1) d(−r−α)
6 2
∫ ∞
v
Pr(r MΘm+1,∞ > v) d(−r−α)
= 2v−α
∫ ∞
1
Pr(yMΘm+1,∞ > 1) d(−y−α)
= 2v−α Pr(MYm+1,∞ > 1),
which vanishes as m →∞. Moreover, since v 6 1 and Θ0 = 1 with probability one,
am,0 = E
[
exp
{
−
m∑
0
f (Y j )
}]
=
∫ ∞
1
E
[
exp
{
−
m∑
0
f (r2t )
}]
d(−r−α)
=
∫ ∞
v
E
[
exp
{
−
m∑
0
f (r2t )
}
; rΘ0 > 1
]
d(−r−α).
As a consequence,
am,0 +
m∑
q=1
bm,q =
∫ ∞
v
E
[
exp
{
−
m∑
0
f (r2t )
}
; r MΘ0,m > 1
]
d(−r−α)
−
∫ ∞
v
E
[
exp
{
−
m∑
1
f (r2t )
}
; r MΘ1,m > 1
]
d(−r−α).
The previous results justify the following chain of equalities:
E[exp(−C f )] = θ−1 lim
m→∞E
[
exp
{
−
m∑
−m
f (Y j )
}
;MY−m,−1 6 1
]
= θ−1 lim
m→∞
{
am,0 +
m∑
1
(am,q − am,q−1)
}
= θ−1 lim
m→∞
(
am,0 +
m∑
1
bm,q
)
= θ−1
∫ ∞
v
E
[
exp
{
−
∞∑
0
f (r2t )
}
; r MΘ0,∞ > 1
]
d(−r−α)
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− θ−1
∫ ∞
v
E
[
exp
{
−
∞∑
1
f (r2t )
}
; r MΘ1,∞ > 1
]
d(−r−α).
If we write the final expression as a single integral, then the range of integration can be extended
again to (0,∞) since the integrand vanishes for r 6 v. This proves (4.4).
Finally, the first equality in (4.5) follows from (4.4) and the fact that by the special property
of f , the range of integration can be restricted to (1,∞). The second equality in (4.5) follows
from the identity
E
[
exp
{
−
∞∑
1
f (Yt )
}
;MY1,∞ 6 1
]
= Pr(MY1,∞ 6 1) = θ.
This finishes the proof of the theorem. 
Theorem 4.3 can be utilized to characterize the limiting behavior of the point processes Nn ,
provided the following additional condition holds.
Condition 4.4 (A(an)). For every f ∈ C+K (E), denoting kn = bn/rnc,
E
[
exp
{
−
n∑
i=1
f (a−1n Xi )
}]
−
(
E
[
exp
{
−
rn∑
i=1
f (a−1n Xi )
}])kn
→ 0.
Condition A(an) was introduced in [5]. It is satisfied for strongly mixing series and allows
us to approximate Nn by a sum of kn i.i.d. clusters with the same distribution as
∑rn
1 δa−1n Xt .
Note that in [5,6], step functions rather than continuous functions are used in the definition of
A(an). From those papers, we know that Nn converges in distribution to a limit, say N . The next
theorem describes this limit in a precise way and excludes the possibility that it is trivial, since
θ > 0 by Proposition 4.2. Recall the notation Eu = {x ∈ E | ‖x‖ > u} for u ∈ (0,∞).
Theorem 4.5. If Conditions 4.1 and 4.4 hold, then Nn  N as n → ∞, where N is a point
process on E whose Laplace functional Ψ( f ) = E[exp(−N f )] is given by
exp
(
−
∫ ∞
0
E
[
exp
{
−
∞∑
1
f (v2i )
}
− exp
{
−
∞∑
0
f (v2i )
}]
d(−v−α)
)
(4.6)
for f ∈ C+K (E). For 0 < u < ∞, the restriction N (u)( · ) = N ( · ∩ Eu) of N to Eu admits the
representation
N (u)
d=
T (u)∑
i=1
∞∑
j=1
δuZi j 1(‖Zi j‖ > 1), (4.7)
where T (u) is a Poisson random variable with mean θu−α and (
∑∞
j=1 δZi j )∞i=1 are i.i.d. copies
of the process C =∑∞1 δZ j in Theorem 4.3 and independent of T (u).
Proof. We first show that the Laplace functionals of the point processes Nn converge to (4.6). In
the second step, we also show that the sequence (Nn)n>1 is tight.
For f ∈ C+K (E), define
φn( f ) = kn
(
1− E
[
exp
{
−
rn∑
1
f (a−1n Xi )
}])kn
.
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By Condition 4.4, the Laplace functional, Ψn , of Nn can be written as
Ψn( f ) = E[exp(−Nn f )] =
(
E
[
exp
{
−
rn∑
1
f (a−1n Xi )
}])kn
+ o(1)
= {1− k−1n φn( f )}kn + o(1)
as n→∞. Fix f ∈ C+K (E) and let u ∈ (0,∞) be such that f (x) = 0 if ‖x‖ 6 u. Then
φn( f ) = knE
[
1− exp
{
−
rn∑
1
f (a−1n Xi )
}
;Mrn > anu
]
= kn Pr(Mrn > anu)E
[
1− exp
{
−
rn∑
1
f (a−1n Xi )
}
| Mrn > anu
]
.
On the one hand, by Proposition 4.2 and regular variation of ‖X0‖, we have kn Pr(Mrn > anu)→
u−αθ as n→∞. On the other hand, by Theorem 4.3,
lim
n→∞E
[
1− exp
{
−
rn∑
1
f (a−1n Xi )
}
| Mrn > anu
]
= 1− E
[
exp
{
−
∞∑
1
f (uZ j )
}]
.
Therefore,
lim
n→∞φn( f ) = u
−αθ
(
1− E
[
exp
{
−
∞∑
1
f (uZ j )
}])
=: φ( f ), (4.8)
and
lim
n→∞Ψn( f ) = exp{−φ( f )} =: Ψ( f ).
The function g : E → [0,∞) defined by g(x) = f (ux) belongs to C+K (E) and is such that
g(x) = 1 whenever ‖x‖ 6 1. In view of (4.5) and Theorem 3.1,
φ( f ) = u−αθ
{
1−
(
1− θ−1E
[
exp
{
−
∞∑
1
f (uYi )
}
− exp
{
−
∞∑
0
f (uYi )
}])}
= u−αE
[
exp
{
−
∞∑
1
f (uYi )
}
− exp
{
−
∞∑
0
f (uYi )
}]
= u−α
∫ ∞
1
E
[
exp
{
−
∞∑
1
f (uy2i )
}
− exp
{
−
∞∑
0
f (uy2i )
}]
d(−y−α)
=
∫ ∞
u
E
[
exp
{
−
∞∑
1
f (v2i )
}
− exp
{
−
∞∑
0
f (v2i )
}]
d(−v−α).
If v ∈ (0, u], then f (v20) = 0 so that the integrand in the final integral is zero. Therefore, the
range of integration can be extended to the interval (0,∞) without changing the value of the
integral. This proves (4.6).
Note that for fixed f ∈ C+K (E), the function s 7→ Ψ(s f ), defined for s ∈ [0,∞), is
continuous at s = 0. Since s 7→ Ψn(s f ) = E[exp(−s Nn f )] is the Laplace transform of
the non-negative random variable Nn f , by the continuity theorem for Laplace transforms [10,
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Theorem VIII.2], the random variables Nn f must converge weakly to some random variable. In
particular, the sequence (Nn f )∞n=1 is tight. Since this is true for every f ∈ C+K (E), the sequence
of point processes (Nn)∞n=1 must itself be tight [26, Lemma 3.20]. Since moreover the Laplace
functionals Ψn converge to Ψ , there must exist a point process N with Laplace functional Ψ and
such that Nn  N as n→∞.
The final assertion of the theorem follows by calculating the Laplace functional of the process
on the right-hand side of (4.7) and showing that it is equal to Ψ( f ) = exp{−φ( f )} with φ( f )
as in (4.8). Here we silently use the fact that N (∂Eu) = 0 with probability one, which follows
easily from regular variation of ‖X0‖. 
Remark 4.6. By Theorem 4.3 and the continuous mapping theorem, the point processes Qn ,
n ∈ N, with points in the state space E and with the same distribution as the point process
rn∑
i=1
δM−1rn Xi
conditionally on Mrn > anu,
converge in distribution to the point process Q = ∑∞1 δM−1Z j , where M = max j ‖Z j‖ and∑
j δZ j = C is the process of Theorem 4.3. By [6, Corollary 2.4], the limit process N in
Theorem 4.5 can also be represented as
N
d=
∑
i
∑
j
δPiQi j , (4.9)
consisting of the following ingredients:
1. a non-homogeneous Poisson process
∑
i δPi on (0,∞) with intensity measure ν( dy) =
θαy−α−1 dy for y ∈ (0,∞);
2. an i.i.d. sequence (
∑
j δQi j )i of point processes in E, independent of
∑
i δPi , and with
common law equal to the one of
∑
j δM−1Z j .
Remark 4.7. By Theorem 3.1(i), alternative expressions for θ in (4.1) are
θ =
∫ ∞
1
Pr(sup
t>1
‖2t‖α 6 y−α) d(−y−α)
= E[max(1− sup
t>1
‖2t‖α, 0)]
= E[sup
t>0
‖2t‖α − sup
t>1
‖2t‖α]. (4.10)
Moreover, under the conditions of Theorem 4.5, for every u ∈ (0,∞) and as n→∞,
P(Mn 6 anu) = Pr{Nn(Eu) = 0}
→ Pr{N (Eu) = 0} = Pr(T (u) = 0) = exp(−θu−α).
Therefore, θ is equal to the extremal index of the sequence (‖Xt‖)t∈Z.
Remark 4.8. An interesting application of Theorem 4.5 concerns the convergence to non-normal
stable distributions of the sequence of partial sums Sn =∑n1 Xt . For simplicity, we only discuss
the case 0 < α < 1. By [6, Proposition 3.3(i)], as n→∞,
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a−1n Sn =
∫
xNn( dx) 
∫
xN ( dx) =: S.
Eq. (4.9) yields the representation S d=∑i ∑ j PiQi j , from which it follows that the law of S is
stable. Using Theorems 4.3 and 4.5, we can derive an expression for the characteristic function
of S in terms of the forward spectral process (2t )t>0. First restricting the point processes Nn and
N to Eu and then allowing u ↓ 0, we obtain for z ∈ Rd ,
E[exp{i〈z,S〉}]
= exp
(
−
∫ ∞
0
E
[
exp
{
iv
∞∑
1
〈z,2t 〉
}
− exp
{
iv
∞∑
0
〈z,2t 〉
}]
d(−v−α)
)
.
In case α ∈ [1, 2), the partial sums Sn need to be centered as well, and the analysis becomes
more technical.
5. Autoregressive process with random coefficients
As we have demonstrated in the earlier sections, the forward tail process (Yt )t>0 of a
stationary multivariate time series (Xt )t∈Z permits a complete description of the asymptotic
distribution of clusters and point processes of extremes. For Markov processes, the distribution
of the forward tail process (Yt )t∈Z is typically that of a multivariate random walk, called the
tail chain. This phenomenon was already discovered for squared ARCH(1) processes in [11] and
described for general univariate Markov processes in [32,23]; see also [24,33,34,3,31].
In this section, we illustrate the general theory for the following particular multivariate
Markov process, the extremes of which were already studied in [24,2,19]. Let (Xt )t∈Z be a
stationary time series which satisfies the stochastic difference equation
Xt = AtXt−1 + Bt , t ∈ Z, (5.1)
for some i.i.d. sequence (At ,Bt ), t ∈ Z, of random d×d matrices At and random d-dimensional
vectors Bt . We view (Xt )t∈Z as a multivariate autoregressive process of order one with random
coefficient matrices. It is known that under the condition that the top Lyapunov exponent for
the sequence (At )t∈Z is negative, a stationary solution of (5.1) exists. Under additional mild, but
technical conditions due to [17], this stationary solution forms a regularly varying process. See
for instance Theorem 2.4 and Corollary 2.7 in [2] for a precise statement of these conditions; see
also [18]. Observe that the model in (5.1) also includes the higher order (say p) autoregressive
processes with random coefficient matrices, since in that case the (pd)-dimensional random
vectors (X′t , . . . ,X′t−p+1)′ satisfy the first-order recursion.
The index of regular variation for the process (Xt )t∈Z can be found as the unique strictly
positive solution α of the equation
lim
n→∞
1
n
ln E[‖An · · ·A1‖α] = 0, (5.2)
where ‖A‖ denotes the operator norm of the matrix A corresponding to a fixed norm on Rd ,
denoted by ‖ · ‖ as well. Moreover, the conditions in [17], entail among everything else that
E[‖A1‖γ ] <∞ for some γ > α as well as Pr(‖B1‖ > x) = o(Pr(‖X0‖ > x)).
Following these results, we will simply assume that the law of X0 is multivariate regularly
varying with index α ∈ (0,∞). Let 20 a random vector whose law is the spectral measure of
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X0. From (1.2) and the recursion
X1 = A1X0 + B1,
X2 = A2A1X0 + A2B1 + B2,
X3 = A3A2A1X0 + A3A2B1 + A3B2 + B3,
. . .
it follows that characterization (ii) of Theorem 2.1 is fulfilled, yielding joint regular variation of
(Xt )t∈Z; the forward tail process (Yt )t>0 of (Xt )t∈Z satisfies (Yt )t>0 = (Y02t )t>0 with Y0 a
random variable independent of (2t )t>0 and with distribution Pr(Y0 > y) = y−α for y > 1, and
2t = A∗t · · ·A∗2A∗120, integer t > 1,
where A∗t , t > 1, are i.i.d. random matrices with the same distribution as A1 and independent of
Y0 and 20; see also [2, Corollary 2.7]. For convenience, we will drop the stars in what follows
and just write At .
By (4.1) and Remark 4.7, the extremal index of the sequence (‖Xt‖)t>0 can be expressed as
θ = Pr(sup
k>1
‖Ak · · ·A2A1Y0‖ 6 1)
= E[max(1− sup
t>1
‖At · · ·A2A120‖α, 0)]; (5.3)
see [2] for a verification of Conditions 4.1 and 4.4 for the process (Xt )t∈Z. This relation has
been used to evaluate the extremal index by Monte Carlo methods in [11] for univariate non-
negative regularly varying sequences satisfying (5.1), the squared ARCH(1) process being a
prime example. However, in that case Θ0 = 1 with probability one. Hence, if we know (or
can estimate reasonably well) the tail index α and are able to generate independent random
samples from A1, we can simulate trajectories of the spectral process and estimate the extremal
index using (5.3). For univariate sequences satisfying (5.1) with possibly negative values, similar
results have been obtained by Segers [31]; now the support of Θ0 is the zero-dimensional unit
sphere {−1, 1} and Pr(Θ0 = 1) = limx→∞ Pr(X0 > x)/Pr(|X0| > x). Unfortunately, the
analysis gets much more complicated in the multivariate case.
If we want to use (5.3) in order to obtain a Monte Carlo estimate of the extremal index θ , we
still need to know the distribution of20. In very few cases this distribution is known analytically,
but under an additional boundedness assumption, it can be obtained by simulations as well. In a
nutshell, by Proposition 3.3(iii), the law of 20 satisfies a certain invariance relation determined
by α and the law of A1. As a consequence, the law of 20 is equal to the invariant distribution of
a certain Markov chain. MCMC simulation can then be used to simulate from the law of 20.
The invariance property of 20 is described next.
Proposition 5.1. Assume there exists a stationary solution (Xt )t∈Z of the stochastic recurrence
equation
Xt = AtXt−1 + Bt , t ∈ Z,
with (At ,Bt ), t ∈ Z, an i.i.d. sequence of random d × d matrices At and random d-dimensional
vectors Bt such that E[‖A1‖γ ] is finite for some γ > α, and Pr(‖B1‖ > x) = o(Pr(‖X0‖ > x)),
as x → ∞. If the process (Xt )t∈Z is also regularly varying of index α > 0, then 20 satisfies
E[‖A120‖α] = 1 and
Pr(20 ∈ · ) = E[‖A120‖α;A120/‖A120‖ ∈ · ]. (5.4)
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Proof. Relation (5.4) follows directly from Proposition 3.3(iii), provided that we can show that
E[‖A12‖α] = 1, or in view of Proposition 3.3(i), that
lim
δ↓0 limx→∞Pr(‖X0‖ 6 δx | ‖X1‖ > x) = 0. (5.5)
Since X1 = A1X0 + B1 has the same law as X0,
Pr(‖X0‖ 6 δx | ‖X1‖ > x) 6 1Pr(‖X0‖ > x) Pr(‖X0‖ 6 δx, ‖A1‖‖X0‖ + ‖B1‖ > x)
6 Pr(‖X0‖ 6 δx, ‖A1‖‖X0‖ > x/2)
Pr(X0 > x)
+ Pr(‖B1‖ > x/2)
Pr(‖X0‖ > x) .
By assumptions, we have Pr(‖B1‖ > x/2) = o{Pr(‖X0‖ > x)} as x → ∞. Moreover, if
0 < δ < 1/2, then from E[‖A1‖γ ] <∞ and Breiman’s lemma [4], as x →∞,
Pr(‖X0‖ 6 δx, ‖A1‖‖X0‖ > x/2) 6 Pr(‖A1‖ > 1/(2δ), ‖A1‖‖X0‖ > x/2)
= Pr[1{‖A1‖ > 1/(2δ)}‖A1‖ · ‖X0‖ > x/2)
∼ E[{1(‖A1‖ > 1/(2δ))‖A1‖}α]Pr(‖X0‖ > x/2)
∼ 2αE[‖A1‖α; ‖A1‖ > 1/(2δ)]Pr(‖X0‖ > x).
By dominated convergence, E[‖A1‖α; ‖A1‖ > 1/(2δ)] → 0 as δ ↓ 0. Eq. (5.5) follows, as
required. 
We make now the additional assumption that the distribution of A1 has a bounded support,
i.e. we assume that there exists C > 0 such that ‖A1‖ 6 C with probability one. By (5.4), we
can build a variant of the rejection algorithm which will produce a Markov chain (θi )i>1 on Sd−1
whose invariant distribution is the law of 20. If the current value of the chain is θi , then we
generate θi+1 by the following simple procedure:
repeat
{
sample A from the law of A1,
set Y = Aθi/‖Aθi‖,
with probability ‖Aθi‖α/Cα accept Y as θi+1,
}
until Y is accepted.
It turns out that the law of20 is an invariant distribution for this Markov chain. To see this, let
θ0 be equal in distribution to 20 and consider the distribution of θ1 generated by the algorithm
above. By Proposition 5.1, for Borel sets S ⊂ Sd−1, and with U denoting a uniform(0, 1) random
variable independent of everything else,
Pr(θ1 ∈ S) = Pr(Y ∈ S | Y accepted) = Pr(Y ∈ S, and accepted)Pr(Y accepted)
= Pr(Aθ0/‖Aθ0‖ ∈ S,U 6 ‖Aθ0‖
α/Cα)
Pr(U 6 ‖Aθ0‖α/Cα)
= E[‖Aθ0‖
α/Cα;Aθ0/‖Aθ0‖ ∈ S]
E[‖Aθ0‖α/Cα]
= E[‖Aθ0‖α;Aθ0/‖Aθ0‖ ∈ S] = Pr(θ0 ∈ S).
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MCMC literature abounds with conditions which ensure that the Markov chain (θi )i>0
obtained in this way is ergodic, i.e.
1
n
n∑
i=1
1(θi ∈ S)→ Pr(20 ∈ S) almost surely,
as n →∞. For instance, this holds if the chain is Harris recurrent [22, Theorem 17.1.7]. In that
case, the relative frequencies on the left-hand side above for large values of n can be used to
estimate the probability on the right.
Example 5.2. Our first example is just an illustration of the algorithm’s performance in a special
case when the law of 20 is known. Suppose that (X t )t∈Z is the stationary, non-negative, and
regularly varying solution to the univariate stochastic difference equation
X t = At X t−1 + Bt , t ∈ Z, (5.6)
where (At , Bt ), t ∈ Z, is a sequence of i.i.d. bivariate random vectors in [0,∞)2 satisfying the
univariate version of the conditions in [17]. Such a recursion encompasses two widely used
models, namely ARCH(1) and GARCH(1, 1) processes. Now consider the bivariate lagged
process Xt = (X t−1, X t )′, t ∈ Z. Clearly, (Xt )t∈Z is stationary as well and regularly varying
with the same index as the univariate process. Moreover, the lagged process solves (5.1) with
At = (0, 1; 0, At ) and Bt = (0, Bt )′; here, a semicolon separates two rows of a matrix.
Under the conditions of Proposition 5.1, the spectral measure of X0 satisfies (5.4). We will
calculate this distribution using Proposition 5.1 when At = tan(c0Ut ) and Bt = Vt , where
(Ut )t∈Z and (Vt )t∈Z are two independent sequences of independent uniform(0, 1) random
variables, and where c0 ≈ 1.16556 is the smallest positive solution to the equation tan c0 = 2c0.
This choice of c0 ensures that E[A2t ] =
∫ 1
0 tan
2(c0u) du = 1. The sufficient conditions of [17]
are easily verified to be met, guaranteeing the existence of a stationary and regularly varying
solution (X t )t∈Z. The index of regular variation is α = 2.
Let 20 be a random vector whose law is the spectral measure of X0 with respect to the
Euclidean norm on R2. Write 20 = (cos ξ0, sin ξ0)′ with ξ0 a random variable with values in
[0, pi/2] (indeed, since X t are non-negative, 2t take their values in the first quadrant only).
For ϕ ∈ [0, c0], writing Sϕ = {(cos t, sin t)′ : t ∈ [0, ϕ]}, by Proposition 5.1 and elementary
calculations,
Pr(ξ0 6 ϕ) = Pr(20 ∈ Sϕ)
= E[‖A120‖2;A120/‖A120‖ ∈ Sϕ]
= E[(1+ A21) sin2 ξ0; A1 6 tanϕ]
= E[sin2 ξ0]
∫ 1
0
{1+ tan2(c0u)}1(c0u 6 ϕ) du
= E[sin2 ξ0]c−10 tanϕ,
where we have used the substitution t = tan(c0u) to compute the last integral above. Moreover,
by Proposition 5.1 and the above formula for ϕ = c0, we have 1 = E[‖A120‖2] =
E[sin2 ξ0]c−10 tan c0 = Pr(ξ0 6 c0). Consequently, the distribution function of ξ0 is Pr(ξ0 6
ϕ) = tanϕ/ tan c0 for ϕ ∈ [0, c0]. Fig. 1 compares the density of ξ0 with the histogram of a
sample of 1600 values obtained from the MCMC algorithm.
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Fig. 1. Histogram of a sample of 1600 values generated from the MCMC algorithm applied to the process in Example 5.2
compared with the density of the law of 20.
Example 5.3. The econometrics literature contains a very long list of models which extend
Robert Engle’s original ARCH model. In a recent article, Hafner and Preminger [12] considered
a natural generalization of the GARCH(1, 1) process to the multivariate setting, called factor
GARCH model. They showed that their model includes some other previously considered models
as special cases and found sufficient conditions for geometric ergodicity of such processes.
For simplicity, we present and analyze their model in the two-dimensional setting only. The
parameters of the model are given in three 2 × 2 matrices: W, A and B. The matrix W of factor
loadings is assumed to be of full rank, while the entries of the matrices A and B are all positive.
The stochastic component of the model is introduced via an i.i.d. sequence of two-dimensional
random vectors Zt = (Z1,t , Z2,t )′, t ∈ Z, with mean zero and uncorrelated components.
The factor GARCH process (Xt )t∈Z depends on the so-called factors Vt = (V1,t , V2,t )′ and
conditional factor variances σ 2t = (σ 21,t , σ 22,t )′ through the relations
Xt = WVt and Vt = Σ 1/2t Zt for t ∈ Z,
where Σt = diag(σ 2t ) is a diagonal matrix with σ 2t on the diagonal. The final assumption of the
model is that the conditional factor variances satisfy the autoregressive relation
σ 2t = [A diag(Z2t−1)+ B]σ 2t−1 + (1, 1)′, t ∈ Z.
Hence, the process (σ 2t )t∈Z of conditional factor variances represents yet another example of a
process satisfying (5.1). Provided the assumptions of [2, Corollary 2.7] are verified, the stationary
process of the conditional variances exists and is regularly varying. Moreover by the multivariate
version of Breiman’s lemma in [2, Proposition A.1], the same is true for the factor process
(Vt )t∈Z and for the factor GARCH process (Xt )t∈Z. By the results in this section, we can obtain
the tail process of (σ 2t )t∈Z, and then indirectly we can do the same for (Vt )t∈Z and (Xt )t∈Z. For
simplicity, we only consider the conditional factor variances themselves.
For the sake of a small simulation study, let Z2i,t , i ∈ {1, 2} and t ∈ Z, be independent
uniform(0, 1) random variables and set A = (1, 0.6; 0.5, 1) and B = (0.1, 0.1; 0.1, 0.1), the
semicolon separating matrix rows. A typical trajectory of (σ 2t )t∈Z is depicted in Fig. 2. For both
conditional variance components, relatively high values come in clusters, as is usual for GARCH
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Fig. 2. One realization of the time series (σ 2t )t∈Z, with each component plotted separately.
Fig. 3. Left: Histogram of a sample of 20,000 values generated by the MCMC algorithm. Right: Empirical spectral
measure based on a realization of length 100,000 of (σ 2t )t∈Z.
models. Moreover, extremes tend to occur jointly at both coordinates and in fact can spill over
from component to the other.
In Fig. 3, an MCMC estimate of the spectral measure of σ 2t with respect to the L1 norm is
compared with an empirical estimate based on one very long realization of the process using an
empirical version of (1.2). We refer to [9,27] for more details on the empirical spectral measure.
Since in this particular example 20 = (Θ0, 1− Θ0), we represent the distribution of 20 by the
distribution of its first coordinate. The tail index α in this particular example was estimated at
1.60.
By the results of [12], for the chosen parameter values, the process (σ 2t )t∈Z is geometrically
ergodic. Moreover by the proof of Theorem 2.10 in [2] Condition 4.1 holds as well. Therefore
it makes sense to speak about the extremal index θ of the process (‖σ 2t ‖1)t∈Z. A Monte Carlo
estimate for θ can be obtained from (5.3), resulting in the estimate θˆ = 0.093 based on 5000
runs of the tail process truncated at time 500, other truncation times leading to the same value.
Note finally, that θ in this model has an interpretation as the extremal index of the conditional
variances (volatilities) for a portfolio V1,t + V2,t , t > 1. Similar estimates can be obtained for
any other portfolio based on the factors Vt by appropriate choice of the norm.
B. Basrak, J. Segers / Stochastic Processes and their Applications 119 (2009) 1055–1080 1079
Acknowledgements
The first author was supported by research grant MZOSˇ project no. 037-0372790-2800 of
the Croatian government. The second author was supported by the IAP research network grant
no. P6/03 of the Belgian government.
References
[1] B. Basrak, R.A. Davis, T. Mikosch, A characterization of multivariate regular variation, Annals of Applied
Probability 12 (2002) 908–920.
[2] B. Basrak, R.A. Davis, T. Mikosch, Regular variation of GARCH processes, Stochastic Processes and their
Applications 99 (2002) 95–115.
[3] P. Bortot, S.G. Coles, Extremes of Markov chains with tail switching potential, Journal of the Royal Statistical
Society, Series B 65 (2003) 851–867.
[4] L. Breiman, On some limit theorems similar to the arc-sine law, Theory of Probability and its Applications 10
(1965) 323–331.
[5] R.A. Davis, T. Hsing, Point process and partial sum convergence for weakly dependent random variables with
infinite variance, Annals of Probability 23 (1995) 879–917.
[6] R.A. Davis, T. Mikosch, The sample autocorrelations of heavy-tailed processes with applications to ARCH, Annals
of Statistics 26 (1998) 2049–2080.
[7] R.A. Davis, S.I. Resnick, Basic properties and prediction of max-ARMA processes, Advances in Applied
Probability 21 (1989) 781–803.
[8] R.A. Davis, S.I. Resnick, Prediction of stationary max-stable processes, Annals of Applied Probability 3 (1993)
497–525.
[9] J.H.J. Einmahl, L. de Haan, V.I. Piterbarg, Nonparametric estimation of the spectral measure of an extreme value
distribution, The Annals of Statistics 29 (2001) 1401–1423.
[10] W. Feller, An Introduction to Probability Theory and its Applications, vol. II, Wiley, New York, 1971.
[11] L. De Haan, S.I. Resnick, H. Rootze´n, C.G. de Vries, Extremal behaviour of solutions to a stochastic difference
equation with applications to ARCH processes, Stochastic Processes and their Applications 32 (1989) 213–224.
[12] C.M. Hafner, A. Preminger, Asymptotic theory for a factor GARCH model, Econometric Theory, IAP
Technical Report TR0647 of the Institut de statistique, Universite´ catholique de Louvain, 2009 (in press).
http://www.uclouvain.be/stat.
[13] T. Hsing, J. Hu¨sler, M.R. Leadbetter, On the exceedance point process for a stationary sequence, Probability Theory
and Related Fields 78 (1989) 97–112.
[14] H. Hult, F. Lindskog, On Kesten’s counterexample to the Crame´r-Wold device for regular variation, Bernoulli 12
(2006) 133–142.
[15] H. Hult, G. Samorodnitsky, Tail probabilities for infinite series of regularly varying random vectors, 2007. Available
on http://arxiv.org/abs/math.PR/0702112.
[16] O. Kallenberg, Random Measures, 3rd ed., Akademie-Verlag, Berlin, 1983.
[17] H. Kesten, Random difference equations and renewal theory for products of random matrices, Acta Mathematica
131 (1973) 207–248.
[18] C. Klu¨ppelberg, S. Pergamenchtchikov, Renewal theory for functionals of a Markov chain with compact state space,
Annals of Probability 31 (2003) 2270–2300.
[19] C. Klu¨ppelberg, S. Pergamenchtchikov, Extremal behaviour of models with multivariate random recurrence
representation, Stochastic Processes and their Applications 117 (2006) 432–456.
[20] M.R. Leadbetter, H. Rootze´n, Extremal theory for stochastic processes, Annals of Probability 16 (1988) 431–478.
[21] M.M. Meerschaert, H.-P. Scheffler, Limit Distributions for Sums of Independent Random Vectors, John Wiley &
Sons, New York, 2001.
[22] S.P. Meyn, R.L. Tweedie, Markov Chains and Stochastic Stability, Springer-Verlag, New York, 1993.
[23] R. Perfekt, Extremal behaviour of stationary Markov chains with applications, Annals of Applied Probability 4
(1994) 529–548.
[24] R. Perfekt, Extreme value theory for a class of Markov chains with values in Rd , Advances of Applied Probability
29 (1997) 138–164.
[25] S.I. Resnick, Point processes, regular variation and weak convergence, Advances in Applied Probability 18 (1986)
66–138.
1080 B. Basrak, J. Segers / Stochastic Processes and their Applications 119 (2009) 1055–1080
[26] S.I. Resnick, Extreme Values, Regular Variation, and Point Processes, Springer-Verlag, New York, 1987.
[27] S.I. Resnick, Heavy-Tail Phenomena: Probabilistic and Statistical Modeling, Springer-Verlag, New York, 2006.
[28] S.I. Resnick, E. Willekens, Moving averages with random coefficients and random coefficient autoregressive
models, Communications in Statistics. Stochastic Models 7 (1991) 511–525.
[29] J. Segers, Functionals of clusters of extreme events, Advances in Applied Probability 35 (2003) 1028–1045.
[30] J. Segers, Approximate distributions of clusters of extremes, Statistics & Probability Letters 74 (2005) 330–336.
[31] J. Segers, Multivariate regular variation of heavy-tailed Markov chains, 2007. Available on
http://arxiv.org/abs/math.PR/0701411.
[32] R.L. Smith, The extremal index for a Markov chain, Journal of Applied Probability 29 (1992) 37–45.
[33] S. Yun, The extremal index of a higher-order stationary Markov chain, Annals of Applied Probability 8 (1998)
408–437.
[34] S. Yun, The distributions of cluster functionals of extreme events in a dth-order Markov chain, Journal of Applied
Probability 37 (2000) 29–44.
[35] Z. Zhang, R.L. Smith, The behavior of multivariate maxima of moving maxima processes, Journal of Applied
Probability 41 (2004) 1113–1123.
