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This thesis focuses on the propagation of charged particle beams in
plasmas, and is divided into two main parts. In the second chapter, a novel
theoretical model for underdense electron beam propagation during the non-
linear stage of the resistive Weibel instability (WI) is presented and is used to
calculate the stopping time of the beam. The model and supporting simulation
results lead to the conclusion that the WI initially enhances beam deceleration
but then reduces it when compared to a filamentation-suppressed beam (with-
out WI), so that the overall stopping time of the beam is essentially unaffected
by the instability. Using the theoretical model, a criterion is derived that de-
termines when deceleration is no longer enhanced by the instability. We also
demonstrate that exotic plasma return current distributions can be obtained
within and outside of beam filaments that sharply contrast those observed in
collisionless systems. For example, the plasma return current is reversed in
selected areas.
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In the next chapter, a new method for initiating the modulation insta-
bility (MI) of a proton beam in a proton driver plasma wakefield accelerator
using a short laser pulse preceding the beam is presented. A diffracting laser
pulse is used to produce a plasma wave that provides a seeding modulation
of the proton bunch with the period equal to that of the plasma wave. Using
the envelope description of the proton beam, this method of seeding the MI
is analytically compared with the earlier suggested seeding technique that in-
volves an abrupt truncation of the proton bunch. The full kinetic simulation
of a realistic proton bunch is used to validate the analytic results. It is further
used to demonstrate that a plasma density ramp placed in the early stages
of the laser-seeded MI leads to its stabilization, resulting in sustained accel-
erating electric fields (of order several hundred MV/m) over long propagation
distances (100-1000 m). The final chapter describes a harmonic expansion for-
malism that attempts to explain the post-linear stage of the MI. The formalism
is developed first, and then several crippling problems with it are identified.
vi
Table of Contents
Acknowledgments iv
Abstract v
Chapter 1. Introduction 1
1.1 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Fast ignition via laser-generated relativistic electron beams . . 2
1.3 Proton driver plasma wakefield acceleration . . . . . . . . . . . 7
1.4 Electromagnetic field equations and plasma response . . . . . . 11
1.4.1 Maxwell’s equations . . . . . . . . . . . . . . . . . . . . 11
1.4.2 Plasma fluid equation of motion . . . . . . . . . . . . . 12
1.4.3 Current neutrality in the beam/plasma system . . . . . 13
1.4.4 Plasma density’s response to beam density and pondero-
motive potential . . . . . . . . . . . . . . . . . . . . . . 16
1.4.5 Field equations for REB propagation described in Chap-
ter 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.4.6 Field equations for PDPWA driver propagation described
in Chapters 3 and 4 . . . . . . . . . . . . . . . . . . . . 19
1.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
Chapter 2. Analytic model of electron beam thermalization dur-
ing the resistive Weibel Instability 23
2.1 Introduction and motivation . . . . . . . . . . . . . . . . . . . 23
2.2 Equations and background . . . . . . . . . . . . . . . . . . . . 29
2.3 Deceleration of a uniformly distributed beam with suppressed
filamentation: 0-D model . . . . . . . . . . . . . . . . . . . . . 36
2.4 Filament merging and diffusion of the magnetic field . . . . . . 37
2.5 Internal structure of a single beam filament: Bennett pinch equi-
librium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.6 Magnetic and electron energy in beam-plasma system . . . . . 43
vii
2.7 Qualitative description of beam slowing for a filamenting beam 45
2.7.1 The impact of a time varying magnetic field on beam
deceleration . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.7.2 The effect of diffusion on plasma return current and beam
deceleration . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.8 Analytic calculation of beam dynamics . . . . . . . . . . . . . 49
2.8.1 Analytic calculation of deceleration for system of merging
filaments . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.8.2 Analytic calculation of isolated filament deceleration . . 55
2.8.3 Calculation of beam propagation stopping time . . . . . 57
2.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
Chapter 3. Laser-seeded modulation instability in a proton driver
plasma wakefield accelerator 62
3.1 Introduction and Motivation . . . . . . . . . . . . . . . . . . . 62
3.2 Theoretical Formalism and Simplifying Assumptions . . . . . . 67
3.3 Envelope description for an ultra-thin proton beam driver . . . 74
3.3.1 Initial conditions . . . . . . . . . . . . . . . . . . . . . . 77
3.3.2 Linear analysis of laser and hard-cut seeded MI . . . . . 80
3.4 Numerical simulations of the seeded modulation instability . . 85
3.4.1 Simulation description . . . . . . . . . . . . . . . . . . . 85
3.4.2 Comparison between kinetic simulations and envelope equa-
tion modeling . . . . . . . . . . . . . . . . . . . . . . . . 88
3.4.3 MI in proton beams with realistic longitudinal density
profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
Chapter 4. On the harmonic expansion formalism that attempts
to describe the nonlinear stage of the modulation
instability 99
4.1 Introduction and motivation . . . . . . . . . . . . . . . . . . . 99
4.2 Harmonic expansion formalism . . . . . . . . . . . . . . . . . . 104
4.2.1 Derivation of equations for zeroth and first harmonics of rb106
4.2.2 Axial field within harmonic expansion framework . . . . 111
4.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
viii
Chapter 5. Conclusion 117
Appendices 120
Appendix A. Longitudinal electric field during modulation in-
stability 121
Appendix B. Calculation of r1b during linear stage for the mod-
ulation instability 124
Appendix C. Separation of fast and slow variables used in har-
monic expansion formalism 126
Bibliography 129
ix
Chapter 1
Introduction
1.1 Outline
Charged particle beam propagation through a background plasma oc-
curs in a variety of physical systems and has many applications. Some exam-
ples include electron beam generated gamma ray bursts in astrophysical sce-
narios [1, 2, 3], free electron lasers used to create x-rays and high frequency elec-
tromagnetic radiation [4], suprathermal electron beams propagating through
the sun’s corona [5], and inertial fusion driven by ion beams [6]. In this thesis,
we focus on two topics. The first is relativistic electron beam (REB) propaga-
tion through a high density deuterium-tritium plasma in the context of inertial
confinement fusion (ICF). We describe the evolution of the transverse electro-
magnetic Weibel Instability within the REB in the presence of background
plasma resistivity (characterized by plasma electron-ion collisions), which is
an anticipated prevalent collective instability, and determine the effect of the
instability on beam stopping. The second topic is proton-driven plasma wake-
field acceleration using the proton beams generated at CERN’s (European
Centre for Particle Physics) Large Hadron Collider (LHC). Here, we model
the so-called modulation instability within the proton driver, which is relied
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upon to produce large accelerating gradients that lead to high ‘witness’ elec-
tron bunch energies (∼ TeV).
1.2 Fast ignition via laser-generated relativistic elec-
tron beams
Inertial confinement fusion (ICF) has been a topic of intense research
over the past decades. Throughout the 1950s and 1960s, Kidder, Colgate, and
Nuckolls independently described various methods that use high-power lasers
to illuminate a spherical deuterium and tritium (D-T) fuel mix, or ‘target’,
over the target’s surface to implode and ignite it [7] . In the ‘direct drive’ ICF
approach envisioned by Kidder, a spherically symmetric pulse of laser light is
focused directly onto the target, while in the ‘indirect drive’ approach envi-
sioned by Colgate and Nuckolls, lasers are focused onto a metal cylinder, or
‘hohlraum’, which then radiates x-rays that heat the target. The heat gener-
ated by the driver causes the outer layer of the the target to explode outward,
which causes the remaining target material to implode according to Newton’s
third law. The target’s implosion leads to high densities (in some cases, orders
of magnitude greater than solid density, ∼ 1000 g/cm3) and temperatures of
order KeV. Under these conditions, energetic alpha particles are created by
fusion reactions, which further thermalize the surrounding plasma, leading to
a chain-reaction known as ‘thermonuclear burn’ that produces many times the
input energy.
More recently, the chirped laser pulse amplification [8] technique, which
2
generates high laser powers (>Terawatt) and intensities (> 1018 W/cm2), has
led to a promising approach to ICF known as ‘fast-ignition’ (FI) [9], which
consists of two main stages: first, D-T fuel is imploded via either direct or
indirect drive, leading to a high density configuration; second, a relativis-
tic electron beam (REB) created by the ponderomotive force of a secondary
high-power/intensity laser propagates from the critical density surface to the
high-density core, where it deposits its energy and ‘ignites’ the target. Figure
1.1 [9] shows a schematic diagram of this. The originally envisioned, more
conventional approach to ICF utilizes only the first part of this scheme, which
requires that the implosion produce both sufficiently high densities and tem-
peratures for the target to ignite. By separating the compression and heating
phases, FI significantly reduces the total input energy needed in comparison
to the single stage approach, making it an attractive scheme to accomplish
fusion [9].
The secondary laser and corresponding REB parameters required to
ignite the D-T target in the FI scheme are determined by the target’s size,
‘disassembly time’ (the amount of time it takes for a target with temperature
∼ KeV to thermally expand and disassemble), and energy transfer rates be-
tween the laser, electron beam, and plasma [9]. The REB heats mostly the
plasma electrons via collisions due to their small mass, and the laser duration
cannot be much smaller than the plasma electron-ion thermal equilibrium rate-
otherwise, the heated electrons will cause the target to expand before the ions
can be heated to fusion temperatures. Also, if the laser pulse is longer than
3
Figure 1.1: Schematic representation of fast ignition [9]. Fast ignition consists
of two main stages: 1) D-T fuel is imploded via either direct or indirect drive,
leading to a high density configuration; 2) a relativistic electron beam (REB)
created by the ponderomotive force of a secondary high-power/intensity laser
propagates from the critical density surface to the high-density core, where it
deposits its energy and ‘ignites’ the target.
the disassembly time, then the target will break apart before the laser’s energy
can be deposited. To satisfy these conditions and heat a target with density
ρ = 300 g/cm3, radius R = 10 µm, and areal density ∼ .4 g/cm2 from tem-
perature ∼ 1 KeV to ∼ 10 KeV, a & 3 kJ laser with power ∼ 1014 W and
intensity ∼ 1020 W/cm2 is required. PIC simulations show that these laser
parameters lead to ∼ MeV electron beams with ∼ MA currents and ∼ 1 fs
duration, which are expected to stop near the target’s core.
Without collective instabilities, the expected dominant stopping mech-
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anism for the REB is binary collisions with the plasma electrons near the
target’s core [9]. At densities greater than or comparable to solid density,
many particles in the plasma interact simultaneously with a beam electron.
To calculate the energy loss of a beam electron, this effect can be treated
macroscopically by considering the dielectric response of the plasma to the
particle [10]. For a very dense plasma with electrons that have a DeBroglie
wavelength comparable to their typical separation distance, which is the case
for a compressed FI target, the electrons’ wavefunctions begin to overlap. In
this case, electron degeneracy must be taken into account when computing
the plasma’s dielectric function. This is accomplished in Ref. [11], where a
pseudoanalytic fit is found for their quantum stopping numerics:
−dE
dx
=
4πnp0e
4
mv2
log(
2mc2γ2
~ωp
). (1.1)
Here, dE
dx
is the rate at which work is done by the plasma on the REB propagat-
ing along the x axis with velocity |~v| ≈ c and kinetic energy E = (γ − 1)mc2,
where γ is the beam’s relativistic Lorentz factor, ωp ≡
√
4πe2np0
m
is the electron
plasma frequency, e is fundamental charge, m is the electron mass, and np0 is
the quiescent plasma number density. The quantity dE
dx
is commonly termed
the ‘stopping power’ of the beam. For >MeV electron beams, Eq. (1.1) yields
the approximate stopping time [11]
τc ∼ m
2c3γ(t = 0)
4πnp0e4 log(
2mc2γ2
~ωp
)
. (1.2)
Direct energy deposition of the REB into the target via REB-plasma
collisions is not the only mechanism for it to stop within an FI target; collective
5
instabilities can also play a significant role in the REB’s deceleration. These
instabilities arise mainly through two effects: first, the electric current carried
by the REB is quickly neutralized by an induced plasma return current [12],
and the transverse repulsion between the counter-propagating currents leads
to instabilities; second, portions of the REB towards the beam’s head can
excite density oscillations within the plasma that affect the REB’s tail, which
can lead to positive feedback and longitudinal/oblique instabilities within the
REB. The latter effect is considered to play a less significant role for high
energy REB’s in FI because of two reasons: oblique instabilities are believed to
saturate by beam electron trapping before a significant fraction of the beam’s
energy is removed [13, 14, 15]; and the REB’s longitudinal length is much
longer than the plasma wavelength so that it does not resonantly drive plasma
oscillations, leading to small oscillation amplitudes.
In FI scenarios, the anti-parallel current repulsion between the REB and
plasma return current leads to what is believed to be the most robust collective
instability within the beam: the transverse electromagnetic Weibel Instability
(WI). The WI leads to beam pinching and filamentation, beam and plasma
heating, and the generation of strong magnetic fields [16, 17, 18, 19], which
can take away energy from the beam’s longitudinal motion. In outer coronal
regions of the FI target that have lower temperature and density than the core,
beam-plasma collisions are less dominant, and finite plasma resistivity (FPR)
created by plasma electron-ion collisions can enhance the WI via transverse
magnetic field diffusion. In this thesis, we investigate the effect of the WI in
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the presence of FPR on beam stopping time without considering beam-plasma
collisions, where Eq. (1.2) is used as a benchmark for comparison.
1.3 Proton driver plasma wakefield acceleration
The concept of the plasma-based accelerator was first proposed by
Tajima and Dawson [20]. These accelerators aim to efficiently accelerate ‘wit-
ness’ electrons via a dynamically produced accelerating structure within the
plasma. This structure is created by a ‘driver’ propagating close to the speed
of light that excites plasma density oscillations behind it, known as Langmuir
waves [21]. Langmuir waves result in considerable transverse and longitudi-
nal electromagnetic fields, known as ‘wakefields’, that co-propagate with the
driver. Electrons that are in phase with the accelerating portion of the wake-
field can gain considerable energy from the driver, and in the past decade, mo-
noenergetic electron beams with ∼ 1 GeV have been reported [22, 23, 24, 25].
The driver is usually either an intense laser pulse [20, 26], a relativistic electron
beam [27, 28, 30], or a relativistic positron beam [31]. Figure 1.2 displays a
schematic representation of plasma wakefield acceleration [29].
Plasma-based accelerators are of interest due to the large electric fields
supported by plasmas in comparison to those in conventional radio frequency
(RF) accelerating structures. The electric fields in an RF accelerator can lead
to ‘RF breakdown’ or arcing that degrades the accelerating structure [32], lim-
iting the accelerating gradient to ∼ 100 MV/m [33]. In a plasma-based accel-
erator, this problem is circumvented because the plasma is already ‘electrically
7
Figure 1.2: Schematic representation of plasma wakefield acceleration [29].
‘Drive’ bunch (laser pulse, electron beam, positron bream, or proton beam)
excites plasma density oscillations behind it, known as Langmuir waves [21].
Langmuir waves produce considerable transverse and longitudinal electromag-
netic fields, known as ‘wakefields’, that co-propagate with the driver. ‘Witness’
electrons that are in phase with the accelerating portion of the wakefield can
gain considerable energy from the driver.
broken’, so that much larger fields can be supported. For example, plasmas
with Langmuir waves that are oscillating near the ‘wavebreaking’ limit sup-
port electric fields of order E ∼ meωp
e
, which is E(V/cm) ≈√np0(cm−3) ∼ 100
GV/m for a plasma with density np0 = 10
18 cm−3- roughly three orders of mag-
nitude greater than the maximum accelerating gradient supported by an RF
accelerator. These large accelerating gradients make plasma-based accelerators
attractive for the following applications due to the prospect of considerable size
reduction and cost: colliders for high energy particle physics research [34, 35];
x-ray generation for materials and biological research [36]; and radiation ther-
apy in oncology [37].
As mentioned above, charged particle beams may be used as a driver
8
for plasma based accelerators. For a particle driver, the maximum energy gain
possible for the accelerated electrons is limited by the transformer ratio [38]:
R =
Ewitnessmax
Edrivemax
≤ 2− Nwitness
Ndrive
, (1.3)
where Ewitnessmax is the maximum accelerating field of the wake, E
drive
max is the
maximum decelerating field within the drive beam itself, and Nwitness (Ndrive)
is the number of electrons (particles) in the witness (driver) bunch, respec-
tively. Eq. (1.3) implies that individual witness electrons can at most achieve
twice the energy of an individual driver particle’s energy for a longitudinally
symmetric driver. For example, meter long plasmas have been used to double
the energy of a witness electron bunch initially accelerated via RF technology
in a kilometer long conventional linear electron accelerator (LINAC) [39]. Due
to the transformer ratio limitation, achieving ultra-high energy electrons ∼
TeV, which is of great interest in the particle physics community, is currently
not possible using electron beam drivers.
To achieve unprecedented electron beam energies in the TeV range, TeV
proton beams from CERN’s Large Hadron Collider (LHC) have been proposed
as a driver in a proton driver plasma wakefield acclerator (PDPWA) [34, 35].
For a Gaussian shaped driver bunch in which the charge bunch density is much
lower than np0, the maximum axial electric field is given by [40]
Ez,max = eNk
2
p exp
(−k2pσ2z
2
+
k2pσ
2
r
2
)
Γ(0, k2pσ
2
r/2), (1.4)
whereN is the number of particles in the driving bunch, Γ(0, x) ≡ ∫∞
x
tα−1e−tdt
is the incomplete Gamma function, σr is the rms transverse size of the driv-
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ing bunch in one dimension, σz is the rms length of the driving bunch, and
kp ≡ ωp/c is the plasma wavenumber. According to Eq. (1.4), the σz value
at which Ez,max is maximized is σz =
√
2k−1p , and the field rapidly decays in
strength for σz values greater than this. However, suggested plasma wave-
lengths of order 1 mm, which corresponds to the wave-breaking field of ∼1
GV/m, are much shorter than the r.m.s length of the proton beams at the
LHC, σz ∼ 100 λp.
To resonantly excite plasma waves using a long proton beam with
σz ≫ λp, it has been suggested to rely on the so-called modulation instability
(MI) within the proton beam to break it up into a ‘train’ of bunchlets sepa-
rated by λp [41, 42]. The MI is a parametric, transverse, and axially symmetric
electro-magnetic instability. It arises within long beams with σz ≫ λp and oc-
curs because the beam generates its own wakefield within its body, leading to
its self modulation and higher beam densities. This drives stronger wakefields,
forming a positive feedback loop. Plasma wakefields excited towards the ‘head’
of the beam can only influence parts of the beam towards the ‘tail’, causing
the instability to grow more rapidly towards the tail, making the MI a ‘spatio-
temporal’ instability. The ‘hosing-instability’ (HI) [43, 44, 45], which develops
in a similar way to the MI, but results in non-axially symmetric modulation
throughout the proton beam and much weaker accelerating gradients, can also
play an important role in the beam’s evolution if given time to develop. To
excite axially symmetric instability modes within the beam and ensure that
the MI develops without the presence of the HI, an MI ‘seed’ is required. In
10
this thesis, we describe a novel way in which to seed the MI within a PDPWA
driver, which is the first proposed experimentally achievable seeding method.
1.4 Electromagnetic field equations and plasma response
In the following sections, general expressions for the electromagnetic
field equations and plasma response are obtained, which are used throughout
Chapters 2, 3, and 4 of this thesis. First, Maxwell’s equations are stated,
then the plasma equation of motion is given. Using these two equations,
global current neutrality is then demonstrated for the systems studied in this
thesis. The resulting scaling relationship between the beam and plasma current
densities is then used to simplify the plasma equation of motion and write down
the plasma density’s response to the driver bunch’s density and laser pulse’s
ponderomotive force. Finally, with the plasma density’s response known in
terms of the sources, the electromagnetic field equations are written.
1.4.1 Maxwell’s equations
The response of a charged particle beam propagating through a back-
ground plasma is coupled to the plasma response via the electromagnetic fields.
These fields are given by Maxwell’s equations:
~∇ · ~E = 4πρ, (1.5)
~∇ · ~B = 0, (1.6)
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~∇× ~E = −1
c
∂ ~B
∂t
, (1.7)
and
~∇× ~B = 4π
c
~J +
1
c
∂ ~E
∂t
, (1.8)
where ~E is the electric field, ~B is the magnetic field, c is the speed of light, ~J
is the current density, and ρ is the charge density. The beam and plasma both
contribute to the sources ~J and ρ, and the plasma can both current and charge
neutralize the beam. To see how this happens, it is useful to first consider the
equation of motion for the plasma’s electrons.
1.4.2 Plasma fluid equation of motion
To determine the plasma’s dynamic response to a particle beam and
laser pulse in the presence of plasma electron-ion collisions, we assume that
the relatively heavy plasma ions are immobile and that the plasma electrons
respond as a nonrelativistic, cold-fluid [46, 47]:
me
∂~vp
∂t
+me(~vp · ~∇)~vp = −e ~E − e~vp
c
× ~B − ~∇φp − νme~vp, (1.9)
where ~vp is the plasma electron fluid velocity, ν is the plasma-electron ion
collision frequency, φp ≡ mec24 |a|2, |a| ≡ emecω0 | ~EL|, ~EL is the electric field of a
laser, and ω0 is the laser’s frequency. The term −ν~vp accounts for momentum
loss due to collisions between the plasma electron stream and plasma ions,
while the term ∝ −~∇φp represents the laser’s ponderomotive force. The pon-
deromotive force is derived in Ref. [47] and can be separated from the −e ~E,
12
−e~vp × ~B forces created by the fields of the plasma wake and particle beam
only if ω0 ≫ ωp, γI . Here, γI is the instability growth rate within the beam.
Next, Eq. (1.9) and Maxwell’s equations are used to show that the plasma
current neutralizes the beam.
1.4.3 Current neutrality in the beam/plasma system
The plasma’s equation of motion and Maxwell’s equations (1.5-1.8) are
now used to demonstrate that the plasma can neutralize the beam’s current.
We first take the curl of Eq. (1.8) and insert Eqs. (1.6) and (1.7), which gives(
∇2 − 1
c2
∂2
∂t2
)
~B = −4π
c
~∇× ~J, (1.10)
or in terms of the magnetic vector potential,(
∇2 − 1
c2
∂2
∂t2
)
~A = −4π
c
~J. (1.11)
We now switch from the coordinates (~x⊥, z, t) to the co-moving dependence
(~x⊥, ζ, t), where ~x⊥ is the position vector transverse to the beam’s propagation
direction, ζ ≡ ct− z is the co-moving coordinate for a relativistic beam, and
z is the longitudinal spatial coordinate along the direction of propagation.
The z and t derivatives then transform as ∂
∂z
|~x⊥,t = − ∂∂ζ |~x⊥,t and ∂∂t |~x⊥,z =
c ∂
∂ζ
|~x⊥,t + ∂∂t |~x⊥,ζ, so that Eq. (1.11) becomes(
∇2⊥ −
2
c
∂2
∂ζ∂t
− 1
c2
∂2
∂t2
)
~A = −4π
c
~J. (1.12)
For the systems considered in this thesis, the typical transverse length scale δ⊥
is much smaller than cτ , where τ is the time scale over which change occurs at
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a fixed ζ value, so that the t derivatives can be ignored in this equation. This
is known as the quasi-static approximation, under which Eq. (1.12) simplifies
to
∇2⊥ ~A = −
4π
c
~J. (1.13)
Equation (1.13) can be expressed in an alternate form by integrating over a
transverse area A′ bounded by contour L and invoking the divergence theorem:∮
L
~∇⊥Am · ~dl = −4π
c
∫
A′
Jmd
2x⊥, (1.14)
where Am and Jm are the m
th Cartesian components of ~A and ~J , respectively.
We immediately see from Eq. (1.14) that with periodic boundary conditions
applied to ~∇⊥Am on L, which are assumed for REB propagation through a
resistive plasma in Chapter 2, the LHS of Eq. (1.14) is zero, implying that the
plasma neutralizes the beam’s total current.
To see how Eq. (1.14) implies current neutrality for a particle beam of
finite transverse width (no periodic boundary conditions) propagating through
a collisionless plasma, which applies to the PDPWA driver considered in Chap-
ters 3 and 4, we examine the behaviour of ~A far from the source ~Jb. To ac-
complish this, we separate ~J = ~Jp + ~Jb into its beam and plasma constituents
in Eqs. (1.13,1.14) and then relate ~Jp to ~A. To express ~Jp in terms of ~A, we
rewrite (~vp · ~∇)~vp = 12 ~∇|~vp|2 − ~vp × (~∇× ~vp) in Eq. (1.9), take the curl of the
resulting equation, and insert Eq. (1.7), yielding [48]
∂~Ω
∂t
− ~∇× (~vp × ~Ω) = −ν ~∇× ~vp, (1.15)
14
where Ω ≡ ~∇ × ~vp − e ~B/mec is the generalized vorticity. In a collisionless
(ν = 0), initially quiescent plasma, Eq. (1.15) implies that ~Ω = 0 for all times,
so that ~∇× ~vp = e ~B/mec, or
~vp = e ~A/mec. (1.16)
With
~Jp ≈ −enp0~vp, (1.17)
where we have assumed the plasma number density np ≈ np0 is weakly per-
turbed, Eqs. (1.16,1.17) yield the desired relationship between ~Jp and ~A.
Substituting ~J = ~Jp + ~Jb ≈ −enp0~vp + ~Jb into Eq. (1.13) and inserting Eq.
(1.16) into the resulting equation yields
(∇2⊥ − k2p) ~A = −
4π
c
~Jb. (1.18)
The solution to Eq. (1.18) is given by
~A(~x⊥) =
4π
c
∫
G(~x⊥ − ~x′⊥) ~Jb(~x′⊥)d2x′⊥, (1.19)
where G(~x⊥ − ~x′⊥) ≡ iH(1)0 (ikp|~x⊥ − ~x′⊥|)/4 is the Green’s function, H(1)0 is
the Hankel function of the first kind and order zero, and the integration is
performed over the entire transverse plane. The Green’s function G is a real,
monotonically decreasing function and is only sizeable for kp|~x⊥ − ~x′⊥| . 1.
The solution Eq. (1.19) therefore implies that ~A decays rapidly over roughly
one skin depth k−1p away from a localized source ~Jb. In this case, the left hand
side of Eq. (1.14) is zero for the contour L taken at infinity, implying that the
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net current
∫
A′ Jmd
2x⊥ is zero.
The existence of global current neutrality for both of the beam prop-
agation scenarios considered in this thesis allows us to write the important
scaling relation
nb~vb ∼ np~vp, (1.20)
where nb is the driver beam’s number density, ~vb is its velocity vector, immobile
ions have been assumed. Equation (1.20) means that for the underdense beams
nb ≪ np dealt with throughout this thesis, ~vp ∼ nbnpvb and hence ~vp ≪ ~vb. The
plasma’s motion can therefore be treated non-relativistically, consistent with
Eq. (1.9). Next, Eq. (1.20) is used to simplify the plasma equation of motion
Eq. (1.9) which enables us to derive a useful equation involving the perturbed
plasma number density δnp ≡ np − np0, nb, and φp.
1.4.4 Plasma density’s response to beam density and ponderomo-
tive potential
The plasmas response to the driver beam and laser pulse is now found,
resulting in an important equation that contains δnp, nb, and φp. To ac-
complish this, we first use the neutrality scaling Eq. (1.20) to simplify the
plasma equation of motion. We find from Eqs. (1.5), (1.13), and (1.20) the
relations ~B = ~∇ × ~A ∼ 4πqδ⊥
c
~nb~vb and ~E ∼ 4πδ⊥(qnb − eδnp), where q is
the charge of a driver beam particle, which imply
~E
~vp
c
× ~B ∼ np/nb ≫ 1 and
e ~E
me(~vp·~∇)~vp ∼ np/nb ≫ 1 assuming δ⊥ ∼ k
−1
p . Under these scalings, Eq. (1.9)
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becomes
me
∂~vp
∂t
= −e ~E − ~∇φp − νme~vp. (1.21)
With Eq. (1.21), the desired relationship between δnp and the sources
nb, φp can be now be found. Taking the divergence of Eq. (1.21) and inserting
Eq. (1.5) results in
∂~∇ · ~vp
∂t
= − ω
2
p
np0
(
q
|q|nb − δnp)−
1
me
∇2φp − ν ~∇ · ~vp. (1.22)
The plasma electrons’ continuity equation is given by ∂np
∂t
+(~∇·~vp)np+~∇np·~vp =
0. Inserting np = np0 + δnp and assuming small perturbations δnp ≪ np0, the
continuity equation becomes ∂δnp
∂t
+ (~∇ · ~vp)np0 = 0 to lowest order. The time
derivative of this expression combined into Eq. (1.22) yields
∂2δnp
∂t2
= ω2p(
q
|q|nb − δnp) +
np0
me
∇2φ+ νnp0~∇ · ~vp. (1.23)
Upon switching from (~x⊥, z, t) to (~x⊥, ζ, t) and assuming ∂tδnp ≪ ωpδnp at a
fixed ζ value, Eq. (1.23) transforms to
c2
∂2δnp
∂ζ2
= ω2p(
q
|q|nb − δnp) +
np0
me
∇2ζφp + νnp0~∇ζ · ~vp, (1.24)
where ∇2ζ ≡ ∇2⊥+∂2ζ , ~∇ζ ≡ ~∇⊥− zˆ∂ζ , and zˆ is the unit normal vector pointing
along the direction of propagation. For the systems considered in this thesis,
the collision frequency ν is taken to be sufficiently small that the right-most
term of Eq. (1.24) can be neglected, allowing us to write
c2
∂2δnp
∂ζ2
= ω2p(
q
|q|nb − δnp) +
np0
me
∇2ζφp. (1.25)
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Equation (1.25) describes the plasma’s response to the sources nb and φp. With
the plasma response known, useful expressions for the electromagnetic fields
are found next.
1.4.5 Field equations for REB propagation described in Chapter 2
The field equations for REB propagation described in Chapter 2 are
now derived. For beams that are sufficiently long and smooth, which is the
case for the REB considered in this thesis, the ζ derivatives in Eq. (1.25) are
negligible. Assuming that there is no laser present (φp = 0), Eq. (1.25) then
becomes
nb = −δnp, (1.26)
the quasi-neutrality relation. Under quasi-neutrality, the electro-magnetic
fields can be characterized solely by the potential ~A. If the beam’s trans-
verse directed velocity is much smaller than its longitudinal velocity, which is
assumed in this thesis, then according to Eq. (1.13), the transverse compo-
nents of ~A, ~A⊥, are much smaller than the longitudinal component ψ. The
dominant fields can therefore be determined from ψ only, so that the transverse
magnetic field and longitudinal electric field are given by
~B⊥ = −eˆz × ~∇ψ (1.27)
and
Ez = −1
c
∂ψ
∂t
, (1.28)
respectively. Since ~A⊥ is small, we neglect the longitudinal magnetic field.
The transverse electric field, though small, can be estimated by setting the
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LHS of Eq. (1.9) equal to zero and neglecting the effect of plasma resistivity
on transverse motion, resulting in
~E⊥ =
vpz
c
~∇ψ. (1.29)
The assumption of transverse force equilibrium in the plasma fluid is justified
since the transverse electron plasma velocity of order ~vp⊥ ∼ nbnp~vb⊥ is very small
for low transverse beam temperatures. The treatment outlined in this subsec-
tion was originally described in Ref. [46]. Next, we derive the expressions for
the electromagnetic fields that are used in Chapters 3 and 4.
1.4.6 Field equations for PDPWA driver propagation described in
Chapters 3 and 4
The electromagnetic field equations relevant to PDPWA propagation
described in Chapters 3 and 4 are now found. The electric field experienced
by the PDPWA driver can be calculated by first taking the time derivative
of Eq. (1.8), inserting Eq. (1.7), and then substituting ~∇ × (~∇ × ~E) =
~∇(~∇ · ~E)−∇2 ~E = 4π~∇ρ−∇2 ~E, resulting in(
∇2 − 1
c2
∂2
∂t2
)
~E =
4π
c2
∂ ~J
∂t
+ 4π~∇ρ. (1.30)
Separating ~J = ~Jb + ~Jp into its beam and plasma components in Eq. (1.30)
yields (
∇2 − 1
c2
∂2
∂t2
)
~E =
4π
c2
∂ ~Jb
∂t
− 4πenp0
c2
∂~vp
∂t
+ 4π~∇ρ, (1.31)
where we have neglected δnp in computing ~Jp = −e(np0+δnp)~vp ≈ −enp0~vp un-
der the assumption δnp ≪ np0. We now seek the wakefields downstream from
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a laser pulse that are experienced by a much longer particle beam. Inserting
Eq. (1.21) with φp = 0 into Eq. (1.31) yields(
∇2 − k2p −
1
c2
∂2
∂t2
)
~E =
4π
c2
∂ ~Jb
∂t
+ 4πe~∇(nb − δnp). (1.32)
Switching to the co-moving dependence in the quasi-static approximation and
assuming cylindrical symmetry, Eq. (1.32) becomes [49]
(∇2⊥ − k2p) ~E = −4πe∂~δnp∂ζ zˆ + 4πe ∂∂r (nb − δnp) rˆ. (1.33)
To determine ~B, we take the curl of Eq. (1.18) [49]:
(∇2⊥ − k2p) ~B = 4πe∂nb∂r θˆ. (1.34)
From Eqs. (1.33) and (1.34), we see that the wakefield ~W⊥ ≡ e ~E⊥ + eẑ × ~B⊥
and longitudinal electric field are thus determined from the single potential ψ
given by [49]
(∇2⊥ − k2p)ψ = −4πeδnp (1.35)
according to
~W⊥ = ~∇⊥ψ (1.36)
and
~W⊥ = ~∇⊥ψ,Ez = −∂ψ
∂ζ
. (1.37)
1.5 Summary
This thesis is divided into three main chapters. Chapter 2 gives theo-
retical and qualitative descriptions of the nonlinear stage of the resistive WI
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for an initially cold and fully current neutralized beam in the underdense beam
limit with supporting computational results. The temporal evolution of the
beam and its overall stopping time are calculated. In Chapter 3, we demon-
strate that a laser pulse placed ahead of a PDPWA driver beam can efficiently
seed the modulation instability within the driver beam and create maximal
accelerating gradients that are comparable previously proposed seeding meth-
ods. The envelope equation for the proton beam’s r.m.s radius is used to
analytically describe these seeding methods, providing a theoretical compari-
son between each seed. Simulations are then used to supplement our theory
and describe more realistic beam propagation scenarios. Chapter 4 describes
a harmonic expansion formalism that attempts to describe the nonlinear stage
of the modulation instability with the PDPWA driver. The formalism is de-
veloped first, then several crippling problems with it are identified. Despite
this negative result, it is still important for the community to learn about the
techniques that were attempted here so that it may try other methods and
approximations to describe the nonlinear stage of the modulation instability.
The Appendix consists of three separate derivations that supplement
the material within Chapters 2, 3, and 4. Appendix A derives the expression
for the longitudinal electric field in the narrow beam limit generated by the
PDPWA driver, which requires special treatment. Appendix B calculates the
asymptotic behaviour of the perturbed beam radius of the PDPWA driver
during the linear stage of the MI using complex analysis and steepest descent
techniques. Finally, Appendix describes the separation of the co-propagating
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longitudinal coordinate into the fast and slow variables relied upon by the
harmonic expansion formalism used in Chapter 4.
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Chapter 2
Analytic model of electron beam
thermalization during the resistive Weibel
Instability
2.1 Introduction and motivation
1 Relativistic electron beam propagation through a background plasma
occurs in a variety of physical systems, including inertial confinement fusion
and astrophysical scenarios [1, 2, 3, 9, 50, 51, 52, 53]. In the originally envi-
sioned Fast Ignition (FI) scheme, underdense relativistic electron beams (MeV)
produced by a laser near the critical surface density are the final transport
mechanism for energy deposition into the core of a pre-compressed target pel-
let, sparking the ignition [9]. Therefore, it is of great interest to understand
the physics of this transport process both far away from and close to the
dense target core, where plasma electron-plasma ion collisions are negligible
and prevalent, respectively, due to increased plasma density. According to this
scheme, the electron beam should stop inside the dense core and deposit its
energy through collisions [9]. Electron beams with too high energies are capa-
1This chapter was previously published in the work C. Siemon, V. Khudik, and G.
Shvets, Physics of Plasmas 18, 103109 (2011). Vladimir Khudik provided supporting work
and Gennady Shvets was the supervisor.
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ble of propagating through the core without stopping, failing to deposit their
energy into it, while electron beams traveling too slowly can become scattered
by collisions in the coronal region of the target before reaching the core [9].
The electric current carried by an underdense, ‘fast’ moving electron
beam excited by the laser is quickly neutralized by an induced plasma re-
turn current, which is dense and ‘slow’ moving [12]. This is an unstable
configuration that results in collective instabilities. The electrostatic two
stream/oblique instabilities play a less significant role for high energy beams
because they are believed to saturate by beam electron trapping before a sig-
nificant fraction of the beam’s energy is removed [13, 14, 15]. For relativistic
beams, the robust instability is the transverse electromagnetic Weibel Instabil-
ity (or WI) [16]. The WI leads to beam pinching and filamentation, beam and
plasma heating, and the generation of strong magnetic fields [16, 17, 18, 19].
It is an important mechanism for beam slowing because it induces transverse
thermalization and transfers energy from the beam to fields and background
plasma [16]. The WI proceeds through the linear stage, in which beam den-
sity and magnetic field strength grow exponentially in time, and the nonlinear
stage, in which beam filaments formed during the linear stage merge together.
Electron beam propagation has been studied using full Particle-in-Cell
codes [17, 18, 59, 60, 61, 64], but it is, in general, very difficult to model FI sce-
narios with these codes. This is due to the large temporal and spatial scales
involved and also the large number of macroparticles required to simulate
high-density plasmas. Reduced hybrid approaches that treat the beam kinet-
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ically and background plasma as a fluid mitigate this problem [55, 56, 57, 58].
The theory developed in this chapter is supported computationally by the
2-d hybrid models described in Refs. [46, 54, 68]. The model neglects two
stream/oblique instabilities [13, 14, 15] because it assumes high beam energies
and deals only with the effect of the WI on the beam’s dynamics. The inter-
play between these instabilities is beyond the scope of this chapter.
While the original FI concept [9] relied on the electon beams losing en-
ergy via direct collisions (collisional stopping) with the ambient plasma, this
mechanism is significantly suppressed due to the strong inverse dependence
of the collision frequency on the beam’s energy [69]. Finite plasma resistiv-
ity (FPR) presents another important mechanism for beam slowing since it
produces energy dissipation and enhances energy transfer from the beam to
magnetic field (due to enhanced filament merging caused by magnetic field dif-
fusion). In this chapter, the effects of FPR on beam deceleration, which could
possibly lead to much shorter stopping times than expected, are investigated
without considering the simple, uninteresting collisional stopping mechanism.
For underdense beams, this is most relavent to the coronal regions of FI tar-
gets, where the plasma temperature Tp is lower than it is in the core, and
also for moderately low beam-plasma density ratios, nb/np. This can be seen
by taking the ratio of the collisional stopping time τc ∼ m
2c3γ(t=0)
4πnpe4 log(λc)
[11] dis-
cussed in Section 1.2 (valid scaling for >MeV beams) to the FPR stopping
time τr ∼ γ(t=0)ν(nb/np) ∼
γ(t=0)106T
3/2
p
4np(nb/np) log(λr)
(derived in Section 2.3), which is
Γ ≡ τc/τr ∼ 3(nb/np) log(λr)
10(Tp/mc2)3/2 log(λc)
. (2.1)
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Here, m is the electron mass, c is the speed of light, γ(t = 0) is the ini-
tial relativistic Lorentz factor for the beam, ν ∼ 4 · 10−5T−3/2p np [69] is the
plasma electron-ion collision frequency for light ions, and log(λr) ∼ 10 is the
Coulomb logarithm for plasma electron-ion collisions [69]. Also, the logarithm
log(λc) depends on the plasma’s degeneracy and beam’s energy and is typically
∼ 10 for ∼ MeV beams [11]. As an example, Γ ≈ 10 for Tp = 500 eV and
nb/np = 1/1000.
The linear stage of the resistive WI has been studied both analytically
and computationally [54, 57, 63, 64], but analytic descriptions of the nonlinear
stage are limited. This chapter gives theoretical and qualitative descriptions
of the nonlinear stage of the resistive WI for an initially cold and fully current
neutralized beam in the underdense beam limit, with supporting computa-
tional results. The temporal evolution of the beam and its overall stopping
time are calculated.
To set the stage for the rest of the chapter, the typical evolution of
an underdense, filamenting electron beam (Case 1) during the nonlinear stage
of the resisitve WI (WI in the presence of plasma electron-ion collisions) is
presented in Fig. 2.1. Case 1 shows unusual behavior when compared to the
evolution of a uniformly distributed, filamentation-suppressed beam (Case 2)
in which there is no WI. In Case 1, filaments are merging until they collect into
one filament at time t = 105ω−1p , where ωp =
√
4πe2np
m
is the plasma frequency
in CGS units, which will be used throughout this chapter. Past this time,
there is only one filament propagating, which shows how the beam decelerates
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when filaments are separated by far enough distances (on average) that they
are essentially isolated from each other. The bottom row of Fig. 2.1 shows
beam density snapshots for Case 1 during both of these stages. This figure
raises the following questions, which are answered by this chapter: why is
beam deceleration enhanced during the early stage (filaments’ merger) of the
beam’s evolution, and why is deceleration reduced when Case 1’s filaments are
essentially isolated from each other?
The remainder of this chapter is organized as follows. The hybrid model
of charge-neutralized beam propagation through a denser plasma [46, 54, 68] is
reviewed in Section 2.2, and the background information pertaining to the WI
is also presented there. The 0-dimensional model of beam deceleration due to
finite plasma resisitivity is presented in Section 2.3. The diffusion of magnetic
field during the resistive WI and its effect on filament merging is described in
Section 2.4. The quantitave description of individual beam filaments in Ben-
nett equilibrium is given in Section 2.5. The magnetic and electron plasma
fluid energies in a filamented-beam system are calculated in Section 2.6. The
qualitative description of filamented-beam deceleration is discussed in Section
2.7. The analytic calculation of filamented-beam dynamics and also the calcu-
lation of filamented-beam propagation stopping time are presented in Section
2.8.
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Figure 2.1: Anamolous beam slowing of a filamenting beam during the non-
linear stage of the resistive Weibel Instability (Case 1) when compared to
a uniformly distributed, filamentation-suppressed beam (Case 2). Top row:
solid and dashed lines- simulated < vbz(t) > (longitudinal beam velocity)
and < γ(t) > for Cases 1 and 2, respectively. Brackets denote average over
beam particles. Bottom row: simulated nb/ni snapshots for Case 1 at times
104ω−1p , 10
5ω−1p , and 1.65 · 105ω−1p in a), b), and c) respectively. Beam and
plasma paramters: initial density nb(t = 0)/np = 1/1000, initial beam energy
γ(t = 0) = 2.29, and constant collision frequency ν = .02ωp.
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2.2 Equations and background
The theory presented and supporting computational results are based
on the model discussed in Refs. [46, 54, 68]. The model describes a relativistic
electron beam propagating through a resistive background plasma. The beam
is initially current neutralized by a slower moving, counter-propagating plasma
electron current (return current). The model assumes quasi-neutrality, which
is valid when the beam density nb is much less than the background plasma
electron density np, so that nb << np is also assumed. The growth rate of the
dominant beam-plasma instability that arises in the system, the Weibel Insta-
bility, is therefore much smaller than the plasma frequency in the high beam
energy-low beam density limit [16, 17, 18, 19], so that rapid plasma oscillations
average out over the development of the instability. The beam is assumed to
be long (Lbeam >> c/ωp), so that
∂
∂z
≡ 0, which enables a 2-D simulation (par-
ticles pushed in transverse plane). The relativistic beam electrons have much
higher energy than the counter streaming plasma electrons, enabling them to
be treated as a separate species- the beam electrons are modeled kinetically,
plasma electrons as a fluid, and ions are immobile.
The expressions for the electromagnetic fields and plasma fluid response
are now given, which have been derived in more detail in Section 1.4. The dom-
inant magnetic field is in the transverse plane, which generates an inductive
electric field Ez. The transverse electric field is found from the equation for
plasma electron equilibrium in the transverse plane- ~E⊥ +
vpz
c
~ez × ~B⊥ = 0,
where vpz is the longitudinal plasma electron velocity. In summary, the fields
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are given by
~B⊥ = −~ez × ~∇⊥ψ,
~E⊥ = −vpz
c
~∇⊥ψ,
and
Ez = −1
c
∂ψ
∂t
,
where ψ is the longitudinal magnetic vector potential. The longitudinal mag-
netic field is small and is neglected in what follows.
The z-projection of the plasma electron equation of motion given by
Eq. (1.21) (with the absence of a laser pulse, φp = 0) is
∂vpz
∂t
+ νvpz =
e
mc
∂ψ
∂t
, (2.2)
where ν is the plasma electron-ion collision frequency, which is assumed to be
constant. The beam electrons’ equations of motion are given by
d(γvjz)
dt
= − e
m
(Ez +
~vj⊥
c
× ~B⊥ · ~ez) = e
mc
dψ
dt
(2.3)
and
d(γ~vj⊥)
dt
=
e
mc
(vpz − vjz)~∇⊥ψ, (2.4)
where ψ is evaluated at the beam electron’s position.
Ampere’s law is used to solve for ψ, forming a closed system for the
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fields ψ and particles, which is described in more detail in Section 1.4.3. Pro-
jecting Eq. (1.13) onto the z axis yields
∇2ψ = 4πe
c
(vpznp + vbznb). (2.5)
Numerical results for this chapter were obtained from 2-D hybrid PIC
simulations [46, 54, 68] of initially charge/current neutralized, cold, under-
dense, uniformly distributed, flat top velocity beams. The plasma electron-ion
collision frequency ν was held fixed throughout the simulations, consistent
with previous treatments [54, 57]. The beam filaments merge until there is
only one filament remaining in the computational domain of area (128c/ωp)
2.
This reduced hybrid model is used to model collisional beam filamentation
shown in Fig. 2.1 and all subsequent figures.
A propagating charge/current neutralized beam is unstable because its
current is repelled by the counter-propagating return current. This repul-
sion creates density perturbations that induce magnetic fields. The magnetic
fields then deflect particles further, enhancing density, which forms a feedback
loop that results in exponential growth in the magnetic field and density per-
turbations. To model this process, known as the linear stage of the Weibel
instability, we first write Eq. (2.5) in the limit of small beam density (nb ≪ np)
and under the assumption of quasi-neutrality in which np ≈ np0:
∇2ψ = 4πe
c
(vpznp0 + vbznb). (2.6)
Here, np0 is the quiescent background plasma number density. vbz and γ will
be treated as constants for simplicity in the following analysis of the linear
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stage. To compute the beam density during the linear stage, we use: a) the
transverse equation of motion for the electron beam in fluid form,
∂~vb⊥
∂t
= − evbz
γmc
~∇⊥ψ, (2.7)
where we have assumed vbz ≫ vpz (valid for underdense beams) and also small
transverse beam temperature; and b) the beam’s continuity equation
∂nb
∂t
= −nb ~∇ · ~vb⊥ − ~∇nb · vb⊥ ≈ −nb ~∇ · ~vb⊥, (2.8)
where we have used nb~∇·~vb⊥ ≫ ~∇nb · vb⊥ = ~∇δnb · vb⊥ for small beam density
perturbations δnb ≡ nb − nb0 from the initial uniform value nb0. Rearranging
Eq. (2.8) and taking the partial time derivative gives
~∇ · ∂~vb⊥
∂t
= −∂
2 ln(nb)
∂t2
, (2.9)
which becomes
∇2ψ = γmc
evbz
∂2 ln(nb)
∂t2
(2.10)
upon insertion of the divergence of Eq. (2.7). Inserting Eq. (2.10) into Eq.
(2.6) and applying the operator ∂
∂t
+ ν gives
γmc
evbz
∂3 ln(nb)
∂t3
+
γmc
evbz
ν
∂2 ln(nb)
∂t2
=
4πe2
mc2
∂ψ
∂t
np0 +
4πevbz
c
∂nb
∂t
+
4πeνvbz
c
nb,
(2.11)
where we have used Eq. (2.2). Acting ∇2⊥ on Eq. (2.11) and inserting Eq.
(2.10) gives a closed equation for nb:
γm
eβ0
∂3∇2⊥ ln(nb)
∂t3
+
γm
eβ0
ν
∂2∇2⊥ ln(nb)
∂t2
=
4πeγnp0
c2β0
∂3 ln(nb)
∂t3
+ 4πeβ0
∂∇2⊥nb
∂t
+ 4πeβ0ν∇2⊥nb, (2.12)
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where β0 ≡ vbz/c. Writing nb = nb0 + δnb and ∂ ln(nb)∂t ≈ 1nb0
∂nb
∂t
for δnb ≪ nb0,
Eq. (2.12) becomes
γm
enb0β0
∂3∇2⊥nb
∂t3
+
γm
eβ0nb0
ν
∂2∇2⊥nb
∂t2
=
4πeγnp0
c2β0nb0
∂3nb
∂t3
+ 4πeβ0
∂∇2⊥nb
∂t
+ 4πeβ0ν∇2⊥nb. (2.13)
Introducing the constants ωb0 =
√
4πe2nb0
γm
and kpe = c/ωpe, Eq. (2.13) becomes
∂3∇2⊥nb
∂t3
+ ν
∂2∇2⊥nb
∂t2
= k2pe
∂3nb
∂t3
+ β20ω
2
b0
∂∇2⊥nb
∂t
+ β20ω
2
b0ν∇2⊥nb. (2.14)
Equation (2.14) describes the evolution of the beam’s density during the lin-
ear stage of the resistive Weibel instability. To determine how a perturbation
with transverse wavevector ~k⊥ grows, we insert nb ∼ ei(~k⊥·~x⊥−ωt) into Equa-
tion (2.14) and solve the resulting eigenvalue problem, yielding the dispersion
relation [54]
ω2 = − ω
2
b0β
2
0
~k2⊥
~k2⊥ + k2pe/(1 + iν/ω)
. (2.15)
The Weibel growth rates are given in the limiting cases of ν >> γW
and ν → 0 as
γstrongW ≈
ω2b0β
2k2pe
k2⊥ν
and
γweakW ≈
ωb0βk⊥√
k2pe + k
2
⊥
,
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respectively. The expressions for γstrongW and γ
weak
W are applicable in the limits
ν >> νcrit and ν << νcrit, respectively, where
νcrit =
ωb0β0k
2
pe
√
k2pe +
~k2⊥
~k3⊥
.
The growth in magnetic field and density perturbations described by these
growth rates characterizes the linear stage of the resistive Weibel Instability
(WI).
Eventually, the increasing density perturbations become comparable to
and exceed the initial, unperturbed density, so that the linear stage saturates
and exponential growth ceases, marking the beginning of the nonlinear stage
of the WI. At this point, particles execute oscillatory motion within isolated,
high beam density regions, or filaments, with ‘bounce’ frequency equal to the
Weibel growth rate [17]. These filaments exert attractive parallel-parallel cur-
rent forces on each other, causing them to merge. Figure 2.2 displays simulated
beam density snapshots that show filament merging during the nonlinear stage
of the WI for a strongly resistive system in which the growth rate of the linear
stage is given by γstrongW . The simulation parameters and snapshot times are
stated in the figure description.
In the next section, uniformly distributed beam propagation through
a resistive plasma without filamentation (WI is suppressed artificially) is con-
sidered as a basis for comparison to the case of a filamenting beam (with WI).
This highly simplified description is referred to as the 0-dimensional model
(0-D) model.
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Figure 2.2: Density snapshots during filament’s merger for a strongly resistive
simulation. a), b), c) and d) show nb/np at times 540ω
−1
p , 1.1 · 103ω−1p ,1.8 ·
103ω−1p , and 4.5 · 103ω−1p , respectively, for simulation with γ(t = 0) = 2.29,
nb0/np = .001, ν = .1ωp, and Ld = 32c/ωp.
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2.3 Deceleration of a uniformly distributed beam with
suppressed filamentation: 0-D model
Cosider a system of merging filaments that have collected from an ini-
tially uniform, cold beam of density nb0 propagating through a resistive plasma.
To study the effect of the resistive WI on beam deceleration, it is useful to
compare this system to the propagation of a uniformly distributed beam of
density nb0 in which filamentation is suppressed (0-D beam). The only mech-
anism for the 0-D beam to slow is through the electric field Ez induced by the
resistive plasma. This field arises because plasma electrons are slowed down by
collisions so that the plasma, seeking to neutralize current, induces an electric
field along the beam propagation direction that decelerates the beam. This is
expressed as
d(γvz)
dt
= − e
mc
Ez = νvpz +
∂vpz
∂t
,
where transverse motion has been neglected. Inserting the current neutrality
relationship nb0vbz = −np0vpz into this equation gives a closed equation for
vbz(t):
d(γvbz)
dt
=
−nb0
np0
(νvbz +
∂vbz
∂t
). (2.16)
The neutrality relation nb0vbz = −np0vpz is the consequence of the 0-d model.
Eq. (2.16) defines the resistive slowing-down (momentum-dissipation) time
scale
τr ≡ γ(t = 0)(νnb/np)−1
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for the filamentation-suppressed beam. This is the same slowing time scale
for a beam in which filamentation is not suppressed, as shown later in Section
2.8.3. τr is referred to as the resistive slowing-down time scale throughout the
remainder of this chapter.
2.4 Filament merging and diffusion of the magnetic field
In this section, the process of filament merging is described, which is
essential for understanding the temporal evolution of the beam-plasma sys-
tem during the resistive WI. Without resistivity, filament merging is impeded
because filaments separated by distances greater than c/ωp are effectively
screened from each other. With finite resistivity, however, merging is expe-
dited because plasma resistivity enables magnetic field diffusion, which allows
filaments to exert attractive forces on each other over distances much greater
than c/ωp. Fig. 2.3, which demonstrates this effect, displays the beam density
evolution during the nonlinear stage for a strongly resistive simulation (top
row) and a collisionless resistive simulation (bottom row). The system param-
eters, which are the same for each system (except for resistivity), and density
snapshot times are given in the figure’s caption.
Rewriting Ampere’s law as the diffusion equation shows that plasma
resistivity enables diffusion. This is done by neglecting the inertial term in the
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plasma equation of motion-
∂vpz
∂t
+ νvpz ≈ vpz/τr + νvpz ≈ νvpz ≈ e
mc
∂ψ
∂t
,
or
νvpz ≈ − e
m
Ez =
e
mc
∂ψ
∂t
, (2.17)
which is valid for underdense beams since τr ≡ γ(t = 0)(νnb/np)−1 << ν−1.
Inserting this into Ampere’s law gives the diffusion equation with source nbvbz-
∇2ψ = ω
2
p
νc2
∂ψ
∂t
+
4πe
c
nbvbz. (2.18)
Identifying the constant of diffusivity in this equation as D = νc2/ω2p, the area
of magnetic field spread at a given time is estimated as
r2⋆ ≈ 4Dt. (2.19)
Since magnetic field diffusion is the slowest process in the context of filament
merging, the number of filaments Nf (t) remaining in a computational domain
of L2d after elapsed time t is approximately
Nf ≈ L2d/r2⋆ = L2dω2p/(4νc2t). (2.20)
The simulation presented in the top row of Fig. 2.3 supports this relation.
Note that r⋆ ∼
√
L2d/Nf is the average separation distance between filaments.
Several relationships regarding the plasma electrons can now be made
that greatly symplify the modelling of this sytem: since vpz diffuses with ψ, as
implied by Eq. (2.17), the return current is diffused throughout the area r2⋆;
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Figure 2.3: Comparison between the rates of filaments’ merger in the plasma
with finite (top row) and vanishing (bottom row) resistivity. Top row- a), b),
c) and d) show nb/np at times 540ω
−1
p ,1.1·103ω−1p ,1.8·103ω−1p , and 4.5·103ω−1p ,
respectively, for γ(t = 0) = 2.29, nb0/np = .001, ν = .1ωp, and Ld = 32c/ωp.
Bottom row- same as top row except ν = 0ωp. Merging is expedited in the
top row because plasma resistivity enables magnetic field diffusion.
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assuming that the typical area of a filament πr2f remains of order ∼ (c/ωp)2,
the inequality r2⋆ >> r
2
f is true during most of the beam’s evolution according
to Eq. (2.19); the return current fully neutralizes a filament’s current within
the area r2⋆, as seen by integrating Ampere’s law across the transverse plane.
Within filaments, the plasma return current density is therefore typically much
smaller in magnitude than the beam’s current density.
Next, a description of the beam’s filaments are given that enable the
dynamics of the beam-plasma system to be calculated.
2.5 Internal structure of a single beam filament: Ben-
nett pinch equilibrium
Before beam slowing during the nonlinear stage of the resistive WI can
be discussed qualitatively and quantified, it is necessary to describe the in-
ternal structure of the beam’s filaments. In this section, some of the useful
relationships between the temperature, size, and current of a self-focused elec-
tron beam are derived/reviewed. The role of the plasma is to charge-neutralize
the beam. For situations in which the longitudinal velocity is not changing
or changing slowly, one can expect a beam filament to enter an equilibrium
or near equilibrium state. Since the beam particles are thermalized by the
transverse magnetic field, it is natural to assign transverse temperature to a
filament. For a filament to be in equilibrium, the inward magnetic pressure
must balance the outward thermal pressure of the filament. Expressing the
thermal pressure as Pb = nbkBTb, where Tb is defined as kBTb =
γ
2
m < v2b⊥ >
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(brackets denote average over beam particles), the transverse force balance
equation for an electron filament is given by
~∇⊥(nbkBTb) = −enb[ ~E⊥ + βbzBθrˆ], (2.21)
where βbz = vbz/c.
In order to make use of this equation, the following assumptions are
made: cylindrical symmetry; βbz and Tb are uniform throughout the filament;
the plasma return current is negligible compared to the beam’s current within
the filament. The last assumption enables the magnetic field to be calculated
from Ampere’s law as
Bθ =
4π
r
e
∫ r
0
dr
′
r
′
nb(r
′
)βbz,
where r is the distance from the center the filament. The radial electric force
−e ~E⊥ = eβpzBθrˆ is much less than the −eβbzBθrˆ force since vbz >> vpz, so
that it can be neglected. With these relations, the force balance equation
becomes
kBTb
nb
∂nb
∂r
= −4πe
2βbz
r
∫ r
0
dr
′
r
′
nb(r
′
), (2.22)
which can be solved to give the density profile
nb(r) = n̂b/(1 + r
2/r2f)
2.
n̂b and rf are the maximum beam density and approximate filament radius,
respectively. n̂b is related to rf through the relationship
2kBTb/(e
2β2bz) = n̂bπr
2
f . (2.23)
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This equation expresses the standard Bennett pinch equilibrium [66].
Integrating the above density profile over the transverse plane yields
the particle conservation identity
n̂bπr
2
f = Nb, (2.24)
where Nb is the number of particles per filament per unit length. With this
relation, Eq. (2.24) combined with Eq. (2.23) yields another useful form of
the Bennett equilibrium:
mγ < v2b⊥ > /(e
2β2bz) = Nb. (2.25)
The assumption of Bennett pinch equilibrium becomes invalid when
the beam’s velocity changes too rapidly and its filaments’ outward tempera-
ture/pressure cannot adjust to the decreasing inward magnetic pressure, caus-
ing the filaments to expand. This typically happens when a) the beam’s energy
is low so its velocity rapidly decays; and b) filament merging, which increases
magnetic pressure and helps to hold filaments together, is no longer prevalent.
To understand criterion a), consider an isolated filament that is decelerated
by the electric field that exists due to plasma electron-ion collisions (discussed
in Section 2.3). For v2bz >> v
2
b⊥, the longitudinal equation of motion for the
beam electrons is approximately ∂mγvbz
∂t
∼ −eEz , which can be rewritten as
∂mvbz
∂t
∼ −eEz
γ3
. If γ >> 1, then the electric field cannot affect vbz significantly
because it is reduced by the 1/γ3 factor. If γ ∼ 1, then this is no longer
true, and the electric force causes the beam’s velocity and magnetic pressure
to decay rapidly, which can cause the filaments to expand and break apart if
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filament merging is not prevalent because the beam’s outward pressure cannot
decrease as fast.
2.6 Magnetic and electron energy in beam-plasma sys-
tem
In this section, the magnetic and plasma electron energies are calculated
in terms of the beam’s velocity in order to solve the equations that determine
the temporal evolution of the beam presented later in this chapter. We procede
by calculating these energies in the region 0 < r < r⋆, which when multiplied
byNf yield the energies contained in the entire system (including all filaments).
The azimuthal magnetic field within filaments, ~Bθin, is found by substituting
the beam density profile nb(r) = n̂b/(1 + r
2/r2f)
2 into the integral form of
Ampere’s law, yielding
| ~Bθin| =
2eπr2f n̂b(vbz/c)r
r2 + r2f
(2.26)
for 0 < r < rf . The magnetic field in the region rf < r < r⋆, ~Bθout, is estimated
by summing the fields due to the filament’s current contained inside of the
region r < rf and plasma return current contained in the region rf < r < r⋆.
Using the average plasma electron velocity
< vpz >= −nb0vbz/np (2.27)
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(from current neutrality) for vpz in the region rf < r < r⋆, this field is found
from Ampere’s law and is
| ~Bθout| ≈ 2eπβbznb0(r2∗/r − r). (2.28)
In deriving this relation, rf << r∗ was assumed. Assuming rf ∼ c/ωp, rf <<
r∗ is valid as long as t >> 1/ν, as seen from Eq. (2.19), which is true during
most of the beam’s evolution. The magnetic energy in the region 0 < r < r⋆,
E ~B =
1
8π
∫ r∗
0
~B2d2xLz , is then calculated using Eqs. (2.26)-(2.28) to be
E ~B =
kβ2bze
2N2bLz
2
, (2.29)
where k = log(n̂b/nb0)−α and α = log(4)−2 ≈ 1.3. We have used the relation
nb0r
2
⋆ ≈ Nb in deriving Eq. (2.29), which follows directly from the assumption
that a filament’s current has collected from the area r2⋆.
Note that the perpendicular beam energy within a filament
Eb⊥ =
∫
m
2
nbγ < v
2
b⊥ > d
2xLz = Lze
2β2bzN
2
b /2
is related to the magnetic energy E ~B by
Eb⊥ = E ~B/k. (2.30)
This agrees well with simulations when the assumption of Bennett equilibrium
is valid. Since k is typically greater than 1, the magnetic energy is typically
greater than the transverse kinetic energy of the beam.
The plasma electron fluid energy in the region 0 < r < r⋆, Ep, is
estimated by inserting Eq. (2.27) into the energy density 1
2
mnpv
2
pz and then
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integrating over this area. This smooths over potentially large deviations of vpz
from < vpz > in the vicinity of filaments, which is acceptable since r
2
f << r
2
⋆.
The resulting energy of the directed motion of the plasma electron fluid is then
Ep =
mn2b0v
2
bzπr
2
⋆Lz
2np
= E ~B
4
kr̂2⋆
, (2.31)
where r̂⋆ = r⋆ωp/c is typically much greater than one in resistive systems.
The energy hierarchy for the beam-plasma system is therefore E ~B ∼
Eb⊥ >> Ep. The magnetic and transverse beam energies are comparable be-
cause the magnetic pressure balances the outward thermal pressure within
filaments. The relation E ~B ∼ Eb⊥ >> Ep is true in general because filament
merging in the presence of a resistive plasma produces strong increases in E ~B
and Eb⊥ as seen later while Ep decreases because the plasma is resistive.
2.7 Qualitative description of beam slowing for a fila-
menting beam
2.7.1 The impact of a time varying magnetic field on beam decel-
eration
The presence of a time varying transverse magnetic field affects the
deceleration of a filamented beam in addition to deceleration caused by the
finite plasma resistivity (discussed in Section 2.3). This can be understood
by the following argument: depending on how rapid filament merging is, the
magnetic field can either increase or decrease within filaments. According to
Lenz’s law, the change in magnetic field induces a longitudinal electric field
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that opposes this change. This modifies the magnitude of the net longitudinal
electric field compared to the case of a filamentation-suppressed beam in which
there are no magnetic fields.
In the initial stages of a filamented beam’s evolution, when filaments
are merging rapidly, the beam density and therefore magnetic field strength
increase so that the induced electric field acts to decelerate the beam. In later
stages, when filaments are separated by large distances (on average) and many
are isolated from each other for long periods, the magnetic field decreases as
filaments are slowed by deceleration caused by the finite plasma resistivity.
Therefore, in the late stages of the beam’s evolution, the induced electric
field acts to accelerate the beam. Deceleration is therefore enhanced in the
initial stages of the nonlinear resistive WI when compared to a filamentation-
suppressed beam, but is reduced in the later stages.
2.7.2 The effect of diffusion on plasma return current and beam
deceleration
The solution of the diffusion equation for the plasma electron velocity
can be used to explain how the plasma return current and hence decelerating
electric field (related via Eq. (2.17)) are affected within beam filaments. The
diffusion equation for vpz is found by taking the time derivative of Eq. (2.18)
and inserting Eq. (2.17). The result is the equation
∂vpz
∂t
= D∇2vpz − 1
np
∂(nbvbz)
∂t
, (2.32)
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which has the solution
vpz = vpz0 − 1
np
∫ t
0
∫ ∞
−∞
∫ ∞
−∞
∂(vbznb)
∂τ
G(~x, ~ζ, t− τ)d2~ζdτ, (2.33)
where D = νc2/ω2p and
G(~x, ~ζ, t) =
1
4πDt
e−|~x−
~ζ|2/(4Dt).
vpz0 represents the initial plasma fluid velocity and is assumed to be uniform.
The sign of the source term − 1
np
∂(vbznb)
∂t
depends on how rapidly fila-
ments are merging: in the early stages when merging is dominant, nb increases
rapidly, so that this term is negative and |vpz| is greater within filaments than
outside according to Eq. (2.33). In later stages, when the average amount
of time for a filament to merge becomes large and nb changes slowly, the de-
creasing beam velocity causes the source term to become positive, so that |vpz|
is smaller within filaments than outside according to Eq. (2.33). Because
Ez ∝ |vpz|, the beam’s deceleration is enhanced by diffusion in the early stages
of the beam’s evolution and is reduced by it in the later stages.
Figure 2.4 shows simulated beam and plasma return current profiles
for a group of merging filaments and an isolated filament. For the isolated fil-
ament, the return current is clearly smaller within the filament than outside,
while for the merging system, the opposite is true, supporting the conclusions
made in the previous paragraph. The density is lower in the bottom row of
Fig. 2.4 because the filament has already begun to expand. This filament
is shown at the time t0 directly after its two ‘parent’ filaments merged. For
0 < t ≤ t0 (when filaments are merging), the above ‘diffusion’ interpretation
47
Figure 2.4: Snapshots of beam current (left column) and plasma return current
(right column) density for a group of merging filaments (top row) and an
isolated beam filament without filament merging (bottom row). a) and b)
show vbznb/(npc) and |npvpz/(npc)|, respectively at t = 2.5 · 103ω−1p ; c) and d)
show the same at time t = 105ω−1p . Simulation parameters: γ(t = 0) = 2.29,
nb0/np = 1/1000, and ν = .02ωp. Note: in b), the return current is greater
within the filaments than outside; in d), the opposite is true.
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applies, but past t0, since the field can no longer diffuse beyond the simulation
domain, the interpretation breaks down. The arguments presented in Section
2.7.1 still apply to this special case, however. Note how for the group of merg-
ing filaments, there are regions in which the return current co-propagates with
the beam. This occurs when a filament migrates quickly across the transverse
plane, causing the magnetic field to decrease rapidly so that ∂ψ
∂t
and therefore
the plasma electron velocity become positive according to Eq. (2.17).
Having established the qualitative basis for the role of magnetic field in
the beam’s deceleration due to finite plasma resistivity, the analytic description
of this process is given in the next section.
2.8 Analytic calculation of beam dynamics
We proceed with the analysis of the beam’s slowing down by computing
the rate of energy loss of the entire system comprised of the beam and plasma’s
kinetic energy and the energy of the magnetic field. This energy is converted
into the thermal energy of the ambient plasma. The energy loss equation is
∂E ′system
∂t
= −ν
∫
npmv
2
pzd
2xLz ≈ −2νE ′p, (2.34)
where E ′system = E
′
beam+E
′
~B
+E ′p can be rewritten in terms of vbz providing the
evolution equation for vbz. The primes denote quantities for the entire beam-
plasma system, which contains all of the beam filaments. The derivation of
this equation in collisionless plasmas is discussed in Ref. [54]; it is simple to
generalize it to include finite resistivity.
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Assuming that γ is constant throughout a filament and that it can be
calculated according to γ ≈ 1/√1− v2bz/c2− < v2b⊥ > /c2, the energy of the
beam comprising of Nf filaments is calculated by
E ′beam =
∫
mc2γnbd
2xLz = γmc
2NbNfLz = γmc
2N ′bLz, (2.35)
where N ′b = NbNf is the total number of particles per unit length present in the
beam. It is convenient to introduce the dimensionless variables ld = Ldωp/c,
τ = tωp, ν˜ = ν/ωp, n˜b0 = nb0/np, βbz = vbz/c, and N˜b = ω
2
p/(c
2np)Nb. Inserting
Eqs. (2.29) and (2.31) multiplied by Nf (since they represent the energies for a
single filament) along with Eq. (2.35) into Eq. (2.34) and dividing bymc2N ′bLz
yields
∂(γ + kβ2bzN˜b/(8π))
∂τ
= −ν˜n˜b0β2bz, (2.36)
where k(t) = log(n̂b/nb0)−α. Note that E ′p << E ′beam, E ′~B has been neglected.
It is useful to consider this equation in two limits: a) the general case in which
filaments are merging and Nb is changing with time; b) the limiting case in
which filaments are isolated from each other and Nb = constant
2.8.1 Analytic calculation of deceleration for system of merging
filaments
For a system of merging filaments, γ and k(n̂b/nb0) need to be written
in terms of τ in order to close Eq. (2.36). γ is calculated by writing
γ = (1− β2bz− < β2⊥ >)−1/2 ≈ (1− β2bz −
β2bzN˜
′
b
γNf4π
)−1/2 (2.37)
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and solving for γ, where the normalized version of Eq. (2.25) from Bennett
equilibrium has been used. Inserting Nf from Eq. (2.20) into the resulting
expression for γ yields
γ ≈ Lτβ
2
bz +
√
L2τ 2β2bz + 4− 4β2bz
2(1− β2bz)
, (2.38)
where L = n˜b0ν˜/π.
To express n̂b as a function of time, we note that n̂b depends both on
the number of the remaining filaments Nf (t) and on the average filament’s
size rf (t). rf (t), in turn, is related to the time-evolution of the beam’s tem-
perature, Tb, and its forward moving velocity βbz according to Eq. (2.23). To
establish the relationship between Tb(t) and βbz(t), an adiabatic assumption
in which PAα = constant for the entire multi-filament beam is used. Here, P
is the beam pressure, A = Nfπr
2
f is the net area occupied by the beam, and
α is the adiabatic index. In two dimensions, α = 2.
Adiabatic expansion is a reasonable assumption because plasma electron-
ion collisions do not affect the transverse motion of the particles directly, and
the dominant mechanism for the beam to change its transverse energy, E⊥,
is through the work W done by the magnetic ~v × ~B force on the transverse
direction. This means that dE⊥ ≈ dW , assuming that the net velocity does
not change. When the net velocity does change due to damping, heat Q can
flow into or out of the transverse plane, but the rate at which it is transferred
is assumed to be much less than the rate at which W changes, which is true for
weakly resistive plasmas. Thus, dE/dt ≈ dW/dt >> dQ/dt, so that adiabatic
expansion is a valid assumption.
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Figure 2.5: Theoretical (dashed lines) and simulated (solid lines) < vbz(t) > /c
and < γ(t) > curves for filamenting beams during the early stages of their
filaments’ merger for a mildly and strongly relativistic beam. Suppressed-
filamentation curves are also plotted as dotted lines. Brackets denote average
over beam’s particles. Each plot has nb0/np = 1/1000. Parts a) and b):
γ(t = 0) = 2.29, ν = .02ωp; Parts c) and d): γ(t = 0) = 5, ν = .014ωp.
The curves end when all of the filaments within the simulation domain stop
merging consistently.
Using the identity n̂b = N
′
b/A, and estimating the pressure as P ≈
kBn̂bTb, the relationship PA
2 = constant becomes Tb/n̂b = constant. Insert-
ing Tb ∝ β2bz/Nf into Tb/n̂b = constant gives
n̂b =
κβ2bz
Nf
, (2.39)
where κ is determined from the initial conditions. Note that to properly use
Eq. (2.39) to calculate n̂b, the relation
1/Nf = 1/Nf0 + 4ντ/ℓ
2
d,
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where Nf0 = Nf (t = 0), should be used instead of the expression given above
for Nf . Otherwise, n̂b is not well defined at t = 0. Inserting this relationship
into Eq. (2.39) and multiplying by Nf0 yields
n̂b =
n̂b0β
2
bz(1 + 4ντ/r
2
0∗)
β2bz0
, (2.40)
where n̂b0 = n̂b(t = 0), β
2
bz0 = β
2
bz(t = 0), and r0∗ = r∗(t = 0)ωp/c.
Inserting N˜b = 4n˜b0ν˜τ and Eq. (2.38) into Eq. (2.36) gives a dimen-
sionless ODE for vbz:
∂
∂τ
(
Lτβ2bz +
√
L2τ 2β2bz + 4− 4β2bz
2(1− β2bz)
+
kβ2bzLτ
2
) = −πLβ2bz, (2.41)
where n̂b(t) is given by Eq. (2.40). The initial conditions are n̂b0 = n̂b(t = 0),
β2bz0 = β
2
bz(t = 0), and r0∗ = r∗(t = 0).
Figure 2.5 shows the theoretical (dashed lines: from Eq. (2.41)) and
simulated (solid lines) < vbz(t) > /c (top row) and < γ(t) > (bottom row)
curves for two filamenting beams in the early stages of their filaments’ merger.
Suppressed-filamentation curves are also plotted as dotted lines, showing that
deceleration for the filamenting beams is comparatively enhanced during these
times. The beam energy curves for the filamenting beams generally lie below
those of the suppressed-filamentation beams because a significant amount of
energy is transferred from the filamenting beams to magnetic energy (which is
proportional to
kβ2bzLτ
2
). Deviations of the simulated curves from the theoretical
ones are attributed to the finite number of filaments inside the simulation
domain.
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To show how a time varying magnetic field affects beam deceleration in
support of the qualitative arguments presented in Section 2.7.1, Equation 2.36
is rewritten in the v2bz ∼ c2 >> < v2b⊥ > limit. This is done by combining
Eq. (2.25) with the approximation
γ ≈ pbz
mc
+
p2⊥
2pbzmc
≈ pbz
mc
+
γ < v2b⊥ >
2c2
(2.42)
and inserting into Eq. (2.36). The result is the relation
∂(γvbz/c)
∂τ
≈ −ν˜n˜b0β2bz −
1
2π
∂[(k + 1)β2bzn˜b0ν˜τ ]
∂τ
. (2.43)
The second term on the right hand side, Eeff = − 12π
∂[(k+1)β2bzn˜b0ν˜τ ]
∂τ
, is
due to the effect of the time varying magnetic field discussed in Section 2.7.1
and also change in the transverse beam energy. Eeff is negative (positive) so
that deceleration is enhanced (reduced) by Eeff when the condition
1
2
βbz >
t|∂βbz
∂t
| is true (false). Solutions to Eq. (2.41) show that this condition holds
until time t ≈ τr/2- past this time, the condition is violated. Taking Eeff = 0
yields the dynamics for a filamentation-suppressed beam since there are no
magnetic fields or beam thermalization in the 0-D system. The deceleration
of a filamenting beam is therefore enhanced in comparison to a filamentation-
suppressed beam during the first half of its evolution and is reduced in the
second half.
We now examine the energy loss rate of a relativsitic beam using Eq.
(2.36). First, we study the loss rate during early times in which 1
2
βbz > t|∂βbz∂t |
holds. Using N˜b = 4n˜b0ν˜τ , neglecting the time derivative of k(t) since it has
weak logarithmic dependence, and assuming a sufficiently relativistic beam
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that we can take βbz ≈ 1 and neglect βbz’s time derivative, we conclude in
early times that
∂γ
∂τ
∼ −n˜b0ν˜[1 + k(t)/(2π)]. (2.44)
k(t)/(2π) is typically of order 1 and is due to energy transfer of the beam
into the magnetic field during filamentation. For the 0-D system without
filamentation, the loss rate scales as
∂γ
∂τ
∼ −n˜b0ν˜ (2.45)
during early times for relativistic beams. Equations (2.44, 2.45) indicate that
the loss rate is enhanced by approximately a factor of 2 during the early stage
propagation of a filamenting beam, which is supported by Fig. 2.5. The scaling
for the energy transfer rate becomes more complicated during later times in
which 1
2
βbz > t|∂βbz∂t | holds, and we must either numerically solve Eq. (2.41) or
simulate the beam’s evolution to determine the loss rate during this stage.
2.8.2 Analytic calculation of isolated filament deceleration
In this section, Eq. (2.36) is solved in the Nb = constant limit in
which filaments are effectively isolated from each other. This is done to better
understand why deceleration for a filamented beam in the presence of the
resistive WI is reduced in the later stages of its evolution when compared to
a filamentation-suppressed beam. The Nb = constant limit is valid during
the late stages of a beam’s evolution in which filaments are separated by large
distances and the expected time for a given filament to merge is large. Note
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how in this limit, Eeff is always positive, so that deceleration is weaker than
the filamentation-suppressed beam.
To solve Eq. (2.36) with Nb = constant, βbz is written in terms of γ by
solving Eq. (2.37) for βbz(γ). The result is the relation
β2bz = (γ
2 − 1)/(γ2 + N˜b
4π
γ).
Inserting this into Eq. (2.36), dividing by β2bz, and multiplying by dτ yields
γ2 + N˜b
4π
γ
(γ2 − 1) dγ + kN˜b
dβ2bz
8πβ2bz
= −dτ ν˜n˜b0. (2.46)
Integrating this equation gives the solution
γ − arctanh(γ) + 1
8π
N˜b ln (γ
2 − 1) + kN˜b
8π
ln ( γ
2−1
γ2+
N˜b
4π
γ
) = −τ ν˜n˜b0 +K,
where K is determined from the initial conditions. γ can then be related
to βbz through the above relation.
Figure 2.6 displays the simulated (solid lines) and analytical (dashed
lines generated from the above relation) < vbz(t) > and < γ(t) > curves for two
thermalized, isolated filaments propagating through a resistive plasma. The
filaments have collected from an initially uniform beam of density nb0/np =
1/1000 upon its filamentation and subsequent merger of all filaments. The
curves for filamentation-suppressed beams of density nb0 with the same initial
energies and fixed transverse energies are plotted as dotted lines. The system
parameters are given in the figure description. Deceleration for the isolated
filaments is clearly reduced when compared to the filamentation-suppressed
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beams, and the analytic model agrees well with the simulated results in parts
b) and d) until the filaments begin to break apart and the assumption of Ben-
nett pinch equilibrium becomes invalid. No analytic curves are presented for
parts a) and c) because the filament is expanding and the model does not not
apply to an isolated, expanding filament.
The beam energy Ef−s for the filamentation-suppressed beam is lower
than the beam energy Ef for the isolated filament in Fig. 2.6 d) because
the magnetic field helps to supply energy into the filament. Ef−s is typically
higher than Ef in Fig. 2.6 c) because the filamentation-suppressed beam has
fixed transverse energy. Because beam velocities are decoupled at these ener-
gies, this does not impact longitudinal deceleration, and the isolated filament’s
velocity decays at a slower rate than the filamentation-suppressed beam’s be-
cause the decelerating electric field is smaller for the filamented case.
2.8.3 Calculation of beam propagation stopping time
Equation (2.36) rewritten as
∂(γ + E ′~B/(N
′
bLzmc
2))
∂τ
= −ν˜n˜b0β2bz
is used to calculate the time at which the beam stops propagating, τstop. Inte-
grating this equation from time τ = 0 to τ = τstop yields
γ0 − γf = ν˜n˜b0 < β2bz >τ τstop, (2.47)
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Figure 2.6: Theoretical (dashed lines) and simulated (solid lines) < vbz(t) > /c
and < γ(t) > curves for isolated beam filaments (no filament merging). Fila-
ments have collected from initially uniform beam of density nb0/np = 1/1000
upon its filamentation and subsequent merger of all filaments. Dotted lines-
filamentation-suppressed beam of density nb0 with fixed transverse beam en-
ergy (same as initial transverse energy of the isolated filaments). Parts a) and
c): γ(t = 0) = 1.2, ν = .02ωp; Parts b) and d): γ(t = 0) = 2.2, ν = .014ωp.
No analytic curves are presented for parts a) and c) because the model does
not not apply to expanding filaments.
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where
< β2bz >τ=
∫ τstop
0
β2bz(τ
′)dτ ′
τstop
is the time average of β2bz throughout the entire evolution of the beam, and
γ0 = γ(τ = 0) and γf = γ(τ = τstop). The magnetic energy does not appear
explicitly in Eq. 2.47 because it is zero initially and is zero at τstop since
the beam’s longitudinal velocity and plasma electron velocity are both zero
at this time (they must be in order to maintain current neutrality). The
magnetic energy does, however, affect < β2bz >τ . Solutions of Eq. (2.41) for
>MeV beams show that if the maximum amount of magnetic and transverse
beam energy generated during the beam’s evolution is artificially removed
from the beam’s longitudinal energy initially, then vbz remains close to c.
This, combined with the fact the beam’s velocity decays rapidly when γ ∼ 1
(discussed in Section 2.5), implies that the beam cannot spend a significant
amount of time at low velocities during its evolution. Therefore, for MeV
beams with γ >> 1, the beam’s longitudinal velocity is typically close to c
and < β2bz >t∼ 1.
In general, the beam can have transverse energy at τ = τstop, but
solutions of Eq. (2.41) show that the maximum possible transverse kinetic
energy throughout the beam’s evolution is small enough that γf ≈ 1. The
total amount of time for the beam to stop propagating for γ0 >> 1 is therefore
approximately
τstop ≈ γ0
ν˜n˜b0
, (2.48)
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or in dimensional units tstop =
npγ0
nb0ν
, which is the same as the stopping time of
the filamentation-suppressed beam.
2.9 Summary
This chapter has demonstrated that the resistive WI enhances beam
deceleration at first when compared to a filamentation-suppressed beam, but
eventually reduces it, so that the net stopping time is essentially unaffected by
the WI in the underdense beam limit. This is due to the fact that an electric
field is induced before (after) time t ≈ τr/2 (about halfway through the beam’s
evolution) by an increasing (decreasing) magnetic field within filaments that
acts to enhance (reduce) the deceleration of the filamented beam, respectively.
A novel theoretical model has been presented that supports these statements
and accurately calculates the dynamics of a filamenting beam during the non-
linear stage of the resistive WI. Using this model, we analytically demonstrated
that the energy transfer of a filamenting beam into the magnetic field increases
the beam’s energy loss rate during early times (when the energy content of
the beam is most important) by approximately a factor of two in comparison
to a filamentation-suppressed beam. This conclusion was supported by both
numerical solutions and simulation. The model was also used to calculate the
net stopping time for the beam in the presence of the resistive WI, which is
approximately
tstop ≈ γ(t = 0)np0/(nb0ν)−
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about the same stopping time as a filamentation-suppressed beam.
This work was supported by the US DOE grant DE-FG02-05ER54840
and the 2008 NDSEG Fellowship award.
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Chapter 3
Laser-seeded modulation instability in a
proton driver plasma wakefield accelerator
3.1 Introduction and Motivation
1 The past decade witnessed tremendous advances in plasma based
particle acceleration [20, 27]. 100 MeV to 2 GeV accelerated electrons have
been reported using either laser [23, 24, 25, 70, 71, 72] or particle beams
[28, 30, 39, 73] as the driver. To achieve higher electron energies with a laser
driver, improvements in power, focusing, and repetition rate are required. In
particle-beam driven plasma wakefield accelerators (PWA) [27], the maximum
energy gain of the witness bunch is restricted by the transformer ratio limit,
which roughly states that a witness bunch’s energy cannot exceed twice the
driver bunch’s energy [38].
To achieve unprecedented electron beam energies in the TeV range, TeV
proton beams from CERN’s Large Hadron Collider (LHC) have been proposed
as a driver in a proton driver plasma wakefield acclerator (PDPWA) [34, 35].
1This chapter was previously published in the work C. Siemon, V. Khudik, S. A. Yi,
A. Pukhov, and G. Shvets, Physics of Plasmas 20, 103111 (2013). Vladimir Khudik, S.
Austin Yi, and Alexander Pukhov provided supporting work, and Gennady Shvets was the
supervisor.
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In order to efficiently excite plasma waves that produce large accelerating
gradients, the driver beam should be of order one plasma wavelength, λp ≡
2πc/ωp, where ωp =
√
4πe2np0/me is the plasma frequency, c is the speed
of light, np0 ∼ 1015cm−3 is the density of the unperturbed plasma, −e and
me are the electron charge and mass, respectively. However, for the plasma
with np0 ∼ 1015cm−3 and wave-breaking field EWB = mcωp/e ∼1GV/m, the
corresponding plasma wavelength λp ∼ 1mm is much shorter than the r.m.s
length σz ∼ 10cm of the proton beams at the LHC. The proposed solution
[41, 42] to this length scale mismatch is to rely on the modulation instability
(MI) of a long proton bunch with σz ≫ λp. The MI perturbs the proton
bunch density with the spatial period equal to λp and resonantly excites the
plasma wake, thereby producing a strong plasma wakefield. But as any linear
instability, the MI needs to be initialized (seeded).
One recently proposed seeding method is to ‘hard-cut’ the proton beam
in the longitudinal direction [42] by creating a co-propagating ionization front
via a laser pulse within the beam as it propagates through an initially neutral
gas, leading to a sharp transition in the plasma density [77]. A second method
is to hard-cut using a ‘dog-leg’ device [76] in a pre-ionized plasma, creating a
very sharp and large proton bunch density transition at its head. To avoid con-
fusion with the seeding method proposed below, we mainly consider the latter
method throughout this chapter. The density jump created by the dog-leg
device excites a plasma density perturbation δnp ∼ nˆb throughout the proton
beam, where nˆb is the density of the beam at the position of the cut. The MI
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seeded by this perturbation undergoes an exponential spatio-temporal amplifi-
cation as the proton bunch advances through the plasma [42, 83, 84]. Techno-
logically, such abrupt termination of the beam is difficult to accomplish. Here
we propose an alternative approach: to use a short (picosecond-scale) strongly
focused laser pulse traveling in front of the proton bunch to produce a plasma
wave in its wake. This method assumes a pre-ionized plasma which extends
the variety of usable plasma sources in comparison to the hard-cut seeding
scheme that involves a co-propagating ionization front. Although the laser
pulse rapidly diffracts after propagating for a distance of order its Rayleigh
range zR = πw
2
0/λL, where w0 is the laser spot size and λL is the laser wave-
length, the resulting transient plasma wake can produce sufficient compression
of the proton bunch to seed the MI. Naturally, because the seeded bunch com-
pression is produced by the plasma wake, its spatial period is equal to λp and
can be further amplified by the MI. The two instability seeding approaches
are schematically shown in Fig. 3.1.
While the concept of laser-seeded modulational instability of a proton
bunch in the plasma is quite straightforward, there are several technical issues
that need to be addressed. First, the seed produced by the laser must be
comparable to that produced by the hard-cut beam to be competitive. Second,
the required laser intensity must be low enough so as not to produce any
secondary ionization of the gas Rubidium vapor, which is the planned plasma
source for the PDPWA experiments at the LHC’s Super Proton Synchrotron
(SPS) [74]. Higher plasma density during the transient period of laser wakefield
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generation would result in seeding the bunch’s compression with a mismatched
spatial period corresponding to higher plasma density. Finally, for the sake of
designing a constant gradient plasma wakefield accelerator, it is important to
ensure that the amplitude of the saturated laser-seeded MI can be stabilized at
a constant value for very long propagation distances. Addressing these issues
is the main objective of this chapter.
Specifically, we demonstrate that it is more advantageous to use a laser
pulse produced by a CO2 laser (λL ≈ 10µm) rather than by a solid state laser
(λL ≈ 1µm). In a nutshell, for a laser pulse with peak intensity IL whose
duration cτL ∼ λp/2 and spot size w0 ∼ σr are matched to the plasma period
and proton bunch’s spotsize σr, the strength of the plasma wakefield is pro-
portional to its ponderomotive potential φp ∝ λ2LIL. Assuming that the laser
intensity is limited by the ionization potential of the gas, stronger wakefields
favor longer laser wavelengths. This conclusion holds even when the shorter
Rayleigh range of a CO2 laser is taken into account. Recent advancements in
CO2 laser technology [87, 88] have led to the development of terawatt scale pi-
cosecond laser systems that match the requirements of a laser-seeded PDPWA
and produce accelerating fields comparable to those generated by hard-cut
seeding of the MI.
The rest of the chapter is organized as follows. Section 3.2 introduces
the equations governing the excitation of the plasma wakefields, the transverse
dynamics of the protons, and the evolution of the laser pulse. Laser ionization
of the gas is also examined. In Sec. 3.3, the proton bunch dynamics is simplified
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Figure 3.1: Schematic representation of laser (a) and hard-cut (b) modulation
instability (MI) seeds. ζ = ct − z is the co-moving coordinate that measures
the distance from the beam’s head located at the vertical dashed lines. Laser
is shown in black, proton beam in red, and plasma in blue.
by introducing the envelope equation for the beam’s r.m.s radius. This simpli-
fied formalism is used to analytically describe the linear stage of the hard-cut
and laser wakefield seeding of the MI. Comparisons between the results ob-
tained using the envelope description of the protons with direct particle-in-cell
(PIC) modeling of the protons is presented in Sec. 3.4 for both MI seeding
techniques. It is also shown that a density ramp of the plasma can be used
to stabilize the laser-seeded MI and create a quasi-equilibrium accelerating
electric field of order 100MV/m which is sustained over long propagation dis-
tances.
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3.2 Theoretical Formalism and Simplifying Assumptions
An important simplifying assumption used throughout this chapter is
that only the transverse dynamics of the proton beam in response to the plasma
wakefield needs to be taken into account to describe the MI. This assumption
is valid as long as the proton beam’s relativistic factor γ = 1/
√
1− (vbz/c)2,
where vbz is the proton beam’s longitudinal velocity, is ultra-relativistic: γ ≫
1. One consequence of this assumption is that the protons are moving with
the longitudinal velocity essentially equal to the speed of light and that the
linear density of the proton bunch λ(ζ), where ζ = ct − z is the co-moving
(with the bunch) coordinate, does not depend on the propagation distance z
into the plasma.
The transverse dynamics of the ith proton of mass mp is then given by
the following equation:
c
∂
∂z
(
γimpv
(i)
⊥
)
= F
(i)
⊥ , (3.1)
where ~F
(i)
⊥ = e ~W
(i)
⊥ is the transverse force exerted by the plasma wakefield
~W⊥ = e ~E⊥ + eẑ × ~B⊥ on the proton, and v(i)⊥ is its transverse velocity. As
derived in Section 1.4, the longitudinal component of the electric field Ez as
well as the transverse component of the electric field ~W⊥ experienced by the
proton bunch can be expressed as the gradients of the effective wake potential
ψ:
Ez = −∂ζψ, ~W⊥ = ~∇⊥ψ, (3.2)
where ψ is determined [43, 49, 78] solely by the plasma density perturbation
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δnp according to (∇2⊥ − k2p)ψ = −4πeδnp. (3.3)
Here, kp ≡ ωp/c the plasma wavenumber.
It will be further assumed that the beam hosing instability [43, 44, 45]
can be neglected, and all relevant beam and plasma quantities are azimuthally
symmetric, i. e. are functions of the co-moving variable ζ , radial variable r,
and the propagation variable z. For example, np,b ≡ np,b(ζ, r, z). In the thin
proton driver limit of σr ≪ k−1p , the transverse (radial) component of the wake
Wr ≡ ∂rψ is given by
Wr(ζ, r, z) = −4πe
r
∫ r
0
dr′r′δnp(ζ, r′, z), (3.4)
which considerably simplifies the theoretical analysis presented in Section 3.3.
The slightly more involved calculation of Ez in the thin bunch limit is carried
out in Sec. A. Here, we present for reference the expression for the axial (accel-
erating) electric field Eaxialz ≡ Ez(r = 0) without a derivation (see Appendix
A):
Eaxialz = 4πe
∂
∂ζ
∫ ∞
0
dr′r′ ln (kpr′)δnp. (3.5)
Although Ez is not needed for modeling the protons’ dynamics, it needs to be
calculated behind the proton bunch in order to evaluate the peak accelerating
field of the PDPWA.
Throughout this chapter, another simplifying assumption is made: that
the response of the ambient cold plasma is linear. Then, as derived in Section
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1.4, the excitation of the plasma wave perturbation δnp is given by the following
linear equation [49, 79, 80]:
∂2δnp
∂ζ2
+ k2pδnp = k
2
pnb + np0∇2
( |a|2
4
)
, (3.6)
where |a| = e| ~EL|/(mecωL) is the laser’s normalized magnetic vector potential
and ωL ≡ 2πc/λL is the laser’s angular frequency. Throughout this chapter,
we assume np0 = 7 ·1014cm−3, which corresponds to k−1p = .2mm. These values
are motivated by those of the planned PDPWA experiments at the SPS [81].
The linear approximation of the plasma wave enables the analytic cal-
culation presented in the Section 3.3 and greatly simplifies the numerical mod-
eling of the MI described in the Section 3.4. This is because it reduces the
computationally intensive kinetic modeling of the plasma to solving Eq. (3.6)
in quadratures. The physical basis for this approximation is provided by as-
suming (i) an initially underdense proton bunch with the peak on-axis density
nb0 ≪ np, (ii) weakly-relativistic laser amplitude |a| ≪ 1, and (iii) modest
r.m.s longitudinal bunch length σz. The latter assumption will be justified
a posteriori by examining the saturation amplitude of the MI and ensuring
that |δnp| ≪ np0 throughout the proton beam for long propagation lengths.
As demonstrated in Section 3.4, this restricts the validity of the linear ap-
proximation to beam lengths that are roughly 2 − 3 times shorter than the
σz ≈ 12cm typical of the beams generated at the SPS [82, 93]. However, our
demonstration of the laser-seeded MI using these shorter beams is still valid
as a proof principle.
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Equation (3.6) can be solved in quadratures. To simplify the solution,
we choose ζ = 0 to either (a) coincide with the abrupt beam cut-off or other
density discontinuity of the proton bunch, or (b) to be immediately in front of
the seeding laser pulse such that |aL| = 0 for ζ < 0. Then the leading portion
of the proton bunch located at ζ < 0 can be assumed non-evolving, and the
expression for δnp(ζ > 0, r, z) can be expressed as the sum of three density
perturbation terms: δnp = N
(b)
p (ζ, r, z) +N
(L)
p (ζ, r, z) +N
(i)
p (r, ζ), where
N (b)p = kp
∫ ζ
0
dζ ′ sin[kp(ζ − ζ ′)]nb(ζ ′, r, z) (3.7)
is induced by the portion of the evolving beam located in the ζ > 0 region,
N (L)p = np0
∫ ζ
0
dζ ′ sin[kp(ζ − ζ ′)]∇2
( |a|2
4kp
)
(3.8)
is induced by the diffracting laser pulse, and
N (i)p = cos(kpζ)δnp(ζ = 0)−
sin(kpζ)
kp
∂δnp
∂ζ
(ζ = 0) (3.9)
is induced by the leading (non-evolving) portion of the proton bunch. The
assumption of the non-evolving leading portion of the beam implies that it is
charge-neutralized by the plasma and self-focused by its own magnetic field
in such a way that its emittance, radius, and density are matched to enable
z−independent propagation. A trivial case of the non-evolving leading portion
of the beam arises when there are no protons at all for ζ < 0, i.e. the hard-cut
case. The boundary conditions δnp|ζ=0 and ∂ζδnp|ζ=0 are chosen depending
which of these two cases is under consideration.
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Finally, we introduce several assumptions about the evolution and in-
tensity of the laser pulse. First, we assume that the laser amplitude a0
and spotsize w0 in the focal plane are such that its power given by P =
(π/2)(w0/1mm)
2(a0/.85)
2(1µm/λL)
21016W is much smaller than the critical
power for relativistic self-focusing Pcrit = (16.2 GW)×ω2L/ω2p. The intensity of
such a laser pulse evolves as if in vacuum according to
|a|2 = a20(w0/w(z))2e−2r
2/w(z)2e−(ζ−ζc)
2/(
√
2σLz )
2
, (3.10)
where σLz is the pulse’s longitudinal r.m.s length, ζc > 0 is the ζ value at
which |a| is maximized, w(z) ≡ w0
√
1 + (z − zfocal)2/z2R is the evolving pulse’s
spotsize. Second, we assume that the laser pulse diffracts rapidly enough to
make the phase slippage between the proton beam (moving essentially at the
speed of light) and the pulse (moving with a slower group velocity vg/c ≈
1−λ2L/(2πw0)2−ω2p/ω2L [94]) small: zR(1−vg/c)≪ k−1p . Finally, it is assumed
that the maximal slippage between the plasma waves created by the laser pulse
and proton beam a distance ζmax ∼ 100λp from the laser pulse is also negligible:
(1− vg/c)ζmax ≪ λp/2.
It will be further assumed that the peak laser intensity is smaller
than required for producing secondary ionization of Rb vapor, which is the
planned plasma source for the PDPWA experiments at the SPS [74]. Figure
3.2 shows the ionization level np0/n
max
p0 of Rubidium vapor calculated using
the ADK model [91] for the laser parameters given in the caption for two
laser wavelengths: λL = 10µm (top panel) and λL = 1µm (bottom panel).
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Figure 3.2: Ionization level np0/n
max
p0 of Rubidium vapor for different laser
parameters. Parts (a) and (b): a0 = .2 and a0 = .15, respectively, for a
λL = 10µm laser. Parts (c) and (d): a0 = .06 and a0 = .03, respectively,
for a λL = 1µm laser. Light blue: single ionization state of Rb, yellow/red:
second/third states. Laser pulse is centered at ζc = 4.3k
−1
p , has σ
L
z = k
−1
p =
.2mm and spotsize w(z) = .28mm, and is propagating to the left. Laser
intensities greater than Imax ∼ 5.5 · 1014W/cm2 lead to significant secondary
ionization.
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The laser pulse is propagating from right to left. The ADK model is used
to calculate the Rubidium atom’s ionization probability as a function of the
laser’s intensity IL ∝ a20/λ2L, which is then used to calculate np0(ζ, r). Here,
nmaxp0 = 2.1 · 1015cm−3 is the density of triply-ionized Rb vapor. The light blue
regions correspond to first level ionization while the yellow and red regions
correspond to secondary and tertiary ionization, respectively. According to
the ADK model, laser intensities exceeding Imax ∼ 5.5 · 1014W/cm2 result in
substantial secondary ionization.
The comparison between ionization plots for the two laser wavelengths
shown in the Fig. 3.2 indicates that a λL = 10µm laser can have significantly
higher (by at least a factor 5) values of a0 than a λL = 1µm laser without
producing secondary ionization. According to Eq. (3.6), the strength of the
laser wake is proportional to a20. Therefore, a CO2 laser with λL ≈ 10µm
is better suited to seed the MI than a solid-state laser with λL ≈ 1µm even
after the shorter Rayleigh range of the former is taken into account. For the
remainder of this chapter, we assume that λL = 10µm and a0 = .1, thereby
ensuring that the peak laser intensity is below Imax and no secondary ionization
by the laser is expected according to Fig. 3.2(b). The unperturbed plasma
density np0 = 7 · 1014cm−3 will be assumed throughout the rest of the chapter.
Under the stated above assumptions, the full kinetic modeling of the
MI can be numerically carried through the following steps: (a) calculating the
proton bunch density nb(ζ, r, z) using numerical macro-particles emulating the
protons; (b) calculating δnp(ζ > 0, r, z) from Eqs. (3.7,3.8,3.9); (c) calculat-
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ing the wake potential ψ(ζ, r, z) and the transverse force W⊥ calculated from
Eqs. (3.2,3.3) using δnp obtained in the previous step, and (d) advancing the
numerical macro-particles along the propagation distance z according to Eq.
(3.1). This full kinetic modeling is described in Sec. 3.4. Below we simplify
the treatment of the proton bunch by assuming that it retains its Gaussian
radial profile in every cross section ζ = const for all propagation distances z,
and by further assuming that its radius remains smaller than the plasma skin
depth: rb(ζ, z)≪ k−1p .
3.3 Envelope description for an ultra-thin proton beam
driver
To analytically model the proton beam’s evolution, we use the envelope
equation [92] for its r.m.s radius, rb(ζ, z). We assume that the beam focal spot
is at the plasma’s entrance at z = 0 and, therefore, rb(ζ, z = 0) = σr, where
σr is the initial radius. A self-similar azimuthally symmetric Gaussian density
ansatz is assumed:
nb(ζ, r, z) ≡ λ(ζ)
πr2b (ζ, z)
e−r
2/r2b (ζ,z), (3.11)
where λ(ζ) is a non-evolving but, in general, non-uniform linear density of
the proton bunch. Throughout this section it will be assumed that λ(ζ >
0) ≡ λ = πnb0σ2r is constant in every cross section of the beam, where nb0 is
the beam’s initial maximal density. The normalized emittance of the proton
bunch ǫn ≡ γσrσθ is proportional to σr and its initial angular divergence σθ.
Although σr and σθ are determined by the beam’s injector, we further assume
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that a charged-neutralized beam remains in equilibrium in the plasma due
to its own magnetic self-focusing. Therefore, the relevant betatron frequency
of the proton bunch in the plasma is given by ωβ =
√
4πe2nb0/γmp is the
betatron frequency of the proton beam. The MI develops [42] over a typical
scale on the order of the proton beam’s betatron length k−1β ≡ c/ωβ ≈ 4.2m.
The envelope equation for the radius of a proton bunch [92] is given by
∂2rb
∂z2
=
ǫ2n
γ2r3b
+
e
γmpc2rb
〈rWr〉, (3.12)
where the brackets denote the radial averaging operation, i. e. 〈A(r)〉 =
(2/r2b )
∫∞
0
dr r exp (−r2/r2b)A(r) for an arbitrary function A(r). Using the sim-
plified expression for the radial wake Wr given by Eq. (3.4) and inserting δnp
from Eqs. (3.7,3.8,3.9), we obtain the transverse wakeWr = W
(b)+W (i)+W (L)
as the sum of separate contributions of the trailing (perturbed) portion of the
proton bunch located at ζ > 0,
W (b) = −2ekpλ
r
∫ ζ
0
dζ ′
(
1− e−r2/r2b (ζ′)
)
sin[kp(ζ − ζ ′)], (3.13)
of the leading portion of the proton bunch located at ζ < 0 expressed as the
boundary conditions δnp(ζ = 0, r) and ∂ζδnp(ζ = 0, r),
W (i) = −4πe
r
∫ r
0
dr′r′N (i)p , (3.14)
and of the laser pulse’s wake,
W (L) =
π3/2enp0a
2
0
2
√
2kpr
σLz e
−k2pσL2z /2PL(r, z) sin kp(ζ − ζc). (3.15)
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Here the diffracting radial profile is given by
PL(r, z) = 16
w20r
2
w4(z)
e−2r
2/w2(z) + k2pw
2
0
(
1− e−2r2/w2(z)
)
, (3.16)
and the boundary condition function N
(i)
p (r, ζ) given by Eq. (3.9) describes
the transversely non-uniform plasma perturbation produced by the leading
(unperturbed) portion of the proton bunch.
For simplicity, and as justified below in the Section 3.3.1, we assume
the following initial conditions determined by the density profile of the leading
portion of the bunch: ∂ζδnp(r)|ζ=0 = 0 and δnp(r)|ζ=0 = κnb0 exp (−r2/σ2r),
where 0 < κ < 1 is a real number. Under this assumption, the envelope
equation becomes:
∂2rb
∂z2
=
ǫ2n
γ2r3b
− κcos(kpζ)k
2
βσ
2
r
2
rb
σ2r + r
2
b
− k
2
βkpσ
2
r
2
∫ ζ
0
dζ ′
rb(ζ) sin kp(ζ − ζ ′)
r2b (ζ
′) + r2b (ζ)
+
[
a20GL(z)q
L
z np0
nb0
]
k2βrb sin kp(ζ − ζc), (3.17)
where qLz ≡ kpσLz exp−(kpσLz )2 is the longitudinal form-factor of the laser pulse
maximized for σLz = k
−1
p , and GL(z) describes the diminishing laser impact on
the bunch as a function of the propagation length:
GL(z) =
√
π
32
w20[8 + k
2
p(2r
2
b + w
2(z))]
k2p(2r
2
b + w
2(z))2
, (3.18)
which decays on a spatial scale of zR ≪ k−1β . The first term in the rhs of
the Eq. (3.17) describes proton bunch spreading due to finite transverse emit-
tance ǫn, the second through fourth terms describe its focusing/defocusing
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by the plasma wakes generated by the leading portion of the bunch (second
term), trailing portion of the bunch (third term), and the diffracting laser
pulse (fourth term). A similar envelope equation was utilized earlier for pro-
ton bunches with a flat-top density transverse distribution [42, 83]. Equation
(3.17) is different from the earlier work in two respects. First, it describes
the bunch with a transverse profile (Gaussian) which is naturally produced by
beam injectors. Second, the effect of a laser pulse on the bunch is described.
The latter feature is essential for modeling the laser-seeded MI. As shown be-
low, another feature of the Eq. (3.17) is that it describes the effect of beam
density discontinuity at ζ = 0 by proper choice of κ. We also note that equa-
tion Eq. (3.17) is formally similar [75] to the one describing the evolution of a
Gaussian laser pulse undergoing relativistic self-focusing.
3.3.1 Initial conditions
To understand the evolution of the MI, it is instructive to first ex-
amine the equilibrium of the bunch which is self-focused in the plasma. We
assume that the beam is in the state of equilibrium if it is completely charge-
neutralized by the plasma, i.e. δnp = n¯b ≡ nb0 exp (−r2/r2b0), where n¯b and rb0
are the equilibrium beam density and radius, respectively. Because the beam’s
current is not neutralized due to rb0 ≪ k−1p , the self-magnetic field of the bunch
counter-balances its transverse thermal pressure, resulting in the emittance-
matched beam with rb0 =
√
2ǫn/γωβ. Any finite deviation δn¯p = δnp − n¯b
from the equilibrium plasma density, or from the equilibrium beam radius,
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δrb = rb− rb0, acts as a seed for the MI. Because the evolutions of both rb and
δnp are governed by second-order differential equations, the finite derivatives
∂zrb and ∂ζδnp seed the MI as well. Note that the fully charge-netralized beam
at ζ = 0 (δn¯p = 0) corresponds to κ = 1, whereas the hard-cut at ζ = 0 beam
(δn¯p = −n¯b), which is out of equilibrium, corresponds to κ = 0.
Mathematically, the evolution of rb according to Eq. (3.17) can be de-
scribed on the (ζ > 0, z > 0) domain subject to the initial/boundary conditions
(IBCs) at the z = 0/ζ = 0 boundaries, respectively. This simplification is jus-
tified on the physical grounds as long as (i) the Rayleigh range of the laser
satisfies zR ≪ k−1β , and (ii) the laser centroid’s position satisfies ζc ≪ σz, i.e.
it is placed sufficiently close to ζ = 0 to justify the assumption of non-evolving
leading portion of the bunch. In that limit, the effect of the laser pulse can
be modeled as a position-dependent radial velocity kick to the bunch. The
resulting radial velocity wave throughout the proton beam does not change
rb substantially (during the laser’s time of influence) and can be modeled as
an IBC at the z = 0 boundary: ∂zδrb(ζ ≥ 0, z = 0) = VLc sin[kp(ζ − ζc)] and
δrb = 0. The velocity amplitude VL is calculated by integrating GL(z) over
the propagation distance:
VL
ωβrb0
≈ π
3/2qLz
4
√
2
np0
nb0
[
a20kβzR
] [
w0
4 + k2p(2r
2
b0 + w
2
0)
k2p(2r
2
b0 + w
2
0)
3/2
]
, (3.19)
where we have assumed without loss of generality that kpζc = 2πM (whereM is
a small integer number). In deriving Eq. (3.19), the aforementioned z integra-
tion was simplified by substituting rb = rb0 into the expression for GL(z). This
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I.B.C’s Laser-seed Hard-cut seed
δrb(ζ ≥ 0, z = 0) 0 0
∂δrb
∂z
(ζ ≥ 0, z = 0) VL
c
sin(kpζ) 0
δn¯p(ζ = 0, z ≥ 0) 0 −n¯b
∂δn¯p
∂ζ
(ζ = 0, z ≥ 0) 0 0
Table 3.1: Initial/boundary conditions (I.B.C’s) the laser and hard-cut seeded
MI. The non-zero conditions for ∂δrb
∂z
(ζ ≥ 0, z = 0) and δn¯p(ζ = 0, z ≥ 0) each
excite the MI for the laser and hard-cut cases, respectively. For a proton beam
in equilibrium, all of these I.B.C’s are equal to zero.
is justified since the fractional change in the radius δrb/rb0 ∼ VLzRcrb0 ≪
VL
ωβrb0
≪ 1
is small during the laser’s time of influence for the parameters considered
throughout this chapter.
On the other hand, for the hard-cut seeded MI, the non-trivial IBC
δn¯p(ζ = 0, z ≥ 0) = −n¯b (or κ 6= 1) is established at the head of the proton
beam at ζ = 0. A schematic representation of the two seeding approaches is
shown in Fig. 3.3. The shaded region of the proton beam in part Fig. 3.3(a)
corresponding to the laser-seeded MI represents the leading (ζ < 0) portion of
the proton bunch that is unperturbed by the laser and propagates through the
plasma in the state of self-focused equilibrium. An instructive mathematical
comparison of the IBCs for the two seeding scenarios is summarized in Table
3.1.
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Figure 3.3: Schematic for laser (a) and hard-cut (b) MI seeds in a uniform
proton beam for the theory presented in Sec. 3.3. The shaded region of the
proton beam in part a) denotes the portion of the beam that is unperturbed
and in equilibrium, which extends to ζ = −∞. Laser is shown in black, proton
beam in red, and plasma in blue.
3.3.2 Linear analysis of laser and hard-cut seeded MI
In this section, we analytically describe the linear stage of the MI for
both the hard-cut and laser-seeded MI. By absorbing the effect of the laser
pulse into the initial condition for ∂zrb(ζ, z = 0) and assuming a matched
proton bunch, we recast Eq. (3.17) as
∂2rb
∂z2
=
k2βr
4
b0
4r3b
− κcos(kpζ)k
2
βr
2
b0
2
rb
r2b0 + r
2
b
− kpk
2
βr
2
b0
2
∫ ζ
0
dζ ′ sin[kp(ζ − ζ ′)] rb(ζ)
r2b (ζ
′) + r2b (ζ)
, (3.20)
where κ = 1 (κ = 0) corresponds to the laser (hard-cut) seeded cases, respec-
tively. Note that the variant of Eq. (3.20) with κ = 0 modified to account for
a flat-top radial density profile considered earlier [42, 83] is strictly valid only
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for a hard-cut beam with λ(ζ < 0) ≡ 0. We further observe that at z = 0,
Eq. (3.20) becomes ∂2z rb = (k
2
βr
2
b0/4)(1 − κ) cos kpζ. Therefore, the radial ve-
locity modulation of the beam is seeded by either the laser wake (through
the initial condition ∂zrb(ζ, z = 0) = (VL/c) sin kpζ) for κ = 1, or by the
non-vanishing value of (1 − κ) for a proton bunch with a finite beam density
jump at ζ = 0. Moreover, it follows from the same equation that the leading
edge (ζ = 0) of a hard-cut beam expands as if in vacuum because of its finite
emittance.
The linearized equation for the perturbed beam is found by Taylor
expanding Eq. (3.20) about rb = rb0 to first order in δrb, yielding(
∂2
∂z2
+
3k2β
4
)
δrb =
1− κ
4
k2βrb0 cos kpζ
+
kpk
2
β
4
∫ ζ′
0
dζ ′δrb(ζ ′) sin kp(ζ − ζ ′). (3.21)
For a long proton bunch with ζ ≫ k−1p , Eq. (3.21) can be further sim-
plified by assuming a slowly varying beam radius ansatz
δrb = (1/2)r
1
b (ζ, z) exp (ikpζ) + c.c, where ∂ζr
1
b ≪ kpr1b . Inserting thus ex-
pressed δrb into Eq. (3.21) yields
∂2r1b
∂z2
+
ik2βkp
8
∫ ζ
0
dζ ′r1b (ζ
′) = (1− κ)k
2
βrb0
4
, (3.22)
where we have assumed the strongly coupled instability limit of ∂2zr
1
b ≫ k2βr1b .
Consistent with the initial conditions given in Table 3.1, Eq. (3.22) is solved
with the following initial conditions on r1b : (a) r
1
b (ζ, z = 0) = 0, ∂zr
1
b (ζ, z =
0) = −iVL, κ = 1 for the laser-seeded MI, and (b) r1b (ζ, z = 0) = ∂zr1b (ζ, z =
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0) = 0, κ = 0 for the hard-cut seeded MI. Note that in Case (b) the non-
vanishing rhs of Eq. (3.22) plays the role of the initial condition.
Using the Laplace transform technique method outlined in Refs. [98,
99], we obtain the asymptotic solutions for R1 ≡ ℜ(r1b exp (ikpζ)) in the long-
beam (kpζ ≫ 1) regime (see Appendix B for a detailed derivation):
R
(L)
1 ≈
37/4
8
√
2π
VL
c
z
N3/2
eN cos
(
kpζ − N√
3
+
3π
4
)
(3.23)
for the laser-seeded MI, and the corresponding solution for the hard-cut seed-
ing:
R
(HC)
1 ≈
27 · 31/4
128
√
2π
k2βrb0z
2
N5/2
eN cos
(
kpζ − N√
3
− 7π
12
)
. (3.24)
Here N = (3
√
3/4)(k2βkpz
2ζ/4)1/3 is the number of e-foldings of the MI, which
is the same for both seeding methods. The asymptotic solutions given by
Eqs. (3.23,3.24) are valid in the limit of 1 ≪ kβz ≪ N ≪ kpζ . The pres-
ence of N(ζ, z) in the expression for the phase of R
(HC)
1 manifests [83, 84] in
the reduction of the phase velocity of the plasma wake produced by the MI.
We observe from Eq. (3.23) that the same effect exists when the instability is
seeded by the laser pulse.
To compare the effectiveness of the two seeding methods, we calculate
the condition for which the amplitude of the laser-seeded radius perturba-
tion |R(L)1 (ζ, z)| exceeds the radius perturbation |R(HC)1 (ζ, z)| seeded by the
hard-cut proton bunch. The comparison is somewhat complicated by the fact
that despite having the same exponential factors, the two seeding approaches
have pre-exponential factors that have different spatio-temporal dependencies
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on ζ and z. However, a simple estimate of VL/ωβrb0 & kβz/N can be used
to find the conditions on the laser intensity required to produce a stronger
linear modulation of the beam than in the hard-cut case. We find that this
condition is satisfied for typical laser and plasma parameters such as a0 = .1,
w0 = .28mm, np0 = 7 · 1014cm−3, z = k−1β = 4.2m, and ζ = 30mm. Direct
numerical integration of the nonlinear envelope equation given by Eq. (3.17)
as well as direct PIC simulations of the proton bunch carried out in Section
3.4 confirm this conclusion.
We also note that the asymptotic spatio-temporal scaling of the pre-
exponential factor in the expression for R
(HC)
1 (ζ, z) with ζ and z is proportional
to ζ−5/6z1/3. Figure 3.4 shows the pre-exponential factor dependence during
the linear stage of the instability as analytically calculated from Eq. (3.24)
(dashed red lines) and extracted from the numerical solution of Eq. (3.20)
(solid blue lines). The figure demonstrates excellent agreement between the
analytic and numerical solutions, thus confirming the spatio-temporal scaling
of the exponential pre-factor shown in Eq. (3.24). Note that this scaling dif-
fers from the one obtained in Ref. [83], where an equation of the same form as
Eq. (3.21) (with κ = 0) was analyzed.
The expressions for R
(HC)
1 and R
(L)
1 can now be used to calculate the
plasma density perturbation δnp ≈ N (b)p for a developed instability. Assuming
that the amplitude of the plasma wave varies slowly on the scale of k−1p , we ex-
press the density perturbation as δnp = (1/2)p1 exp (ikpζ) + c.c. and compute
p1 using the expressions for r
1
b for the two seeding scenarios. After straight-
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Figure 3.4: Spatio-temporal dependence of the pre-exponent factor during
the linear stage of the modulational instability seeded by a hard-cut proton
bunch. The pre-exponent factor is plotted on the linear (panels (a), (b)) and
logarithmic (panels (c), (d)) scales of the distance ζ = ct − z from the head
of the bunch (panels (a) and (c)) at z = 5, and of the propagation distance
z (panels (b) and (d)) at the tail end of the bunch at ζ = 24λp. Dashed
red lines: from Eq. (3.24). Solid blue lines: from the numerical solution of
Eq. (3.20) with κ = 0 and the initial conditions at z = 0, rb(ζ > 0) = rb0 and
∂zrb(ζ > 0) = 0. Plasma/beam parameters: k
−1
β = 4.2 meters, k
−1
p = .2mm,
and rb0 = 0.1k
−1
p .
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forward algebraic calculations, the following expressions for the plasma wave
amplitudes P1 ≡ ℜ(p1 exp (ikpζ)) are obtained:
P
(L)
1 =
8
√
2nb0
35/4
√
π
VL
ωβrb0
N1/2
kβz
eN cos
(
kpζ − N√
3
− 7π
12
)
× (1− r2/r2b0)e−r
2/r2b0 ,
P
(HC)
1 =
31/4nb0√
2π
1√
N
eN cos
(
kpζ − N√
3
+
π
12
)
× (1− r2/r2b0)e−r
2/r2b0 . (3.25)
These expressions for the plasma wave amplitude can now be used for calcu-
lating the respective amplitudes of the axial electric field using Eq. (3.5):
E(L)z =
8
√
2πekprb0nb0
35/4
VL
ωβ
N1/2
kβz
eN
× cos
(
kpζ − N√
3
− 13π
12
)
,
E(HC)z =
31/4
√
πekpnb0r
2
b0√
2
1√
N
eN
× cos
(
kpζ − N√
3
− 5π
12
)
. (3.26)
3.4 Numerical simulations of the seeded modulation in-
stability
3.4.1 Simulation description
In this Section, numerical simulations that were used to supplement
and validate the above theoretical analysis are described. The simulations
are carried out using a hybrid particle-in-cell (h-PIC) code analogous to the
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Figure 3.5: Moving “window” geometry of the h-PIC simulation. Blue dots:
macro-particles emulating protons of the bunch. Top row, left panel: initial
proton distribution in the 0 < ζ < 144λp window at z = 0. Top row, right
panel: same for z = z1 = 6.3m. Bottom row: ‘zoomed in’ view of inset shown
in the top row denoted by dashed red lines.
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Proton beam parameters Laser parameters
rb0 = .02mm w0 = .28mm
nb0/np0 = 1/500 σ
L
z = .2mm
γ = 479 λL = 10µm
k−1β = 4.2m zR = 2.5cm
σθ = .0024mrad a0 = .1
λp = 1.3mm zfocal = 4zR
ζmax = 24λp ζc = λp
Table 3.2: Proton beam and seeding laser parameters used in h-PIC simula-
tions.
LCODE developed by Lotov [86]. The full set of equations solved by the h-PIC
is given in Sec. 3.2. The beam’s protons are treated kinetically, plasma ions
are assumed immobile, and plasma electrons are described using a single linear
quantity, its density perturbation δnp, which is calculated using Eq. (3.6). For
the laser-seeded simulations, the laser is evolved in the presence of the proton
beam according to Eq. (3.10). This is in contrast to the theory presented in
Sec. 3.3.2 which modeled the effect of the laser pulse as a single impact im-
parting position-dependent transverse momenta to the protons. The protons’
transverse momenta and positions are advanced in the laboratory frame ac-
cording to Eq. (3.1) inside a computational ‘window’ co-propagating with the
beam with the speed of light. Figure 3.5 shows the macro-particles (in blue)
of a PDPWA driver inside the moving computational window at the initial
(z = 0) and later propagation distances (z = z1 = 6.3m).
The h-PIC simulations are initialized and advanced in propagation dis-
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tance z as follows. At z = 0, the beam’s macro-particles are given a Maxwellian
velocity distribution in the transverse direction with r.m.s velocity equal to σθc,
and are spatially distributed according to Eq. (3.11) with rb = rb0 = .1k
−1
p
in every ζ > 0 transverse slice. At each step z, the proton bunch density
nb(r, ζ, z) is calculated on a 2D grid (r, ζ) according to the chosen weighting
function [85] from the numerically obtained positions of the driver’s macro-
particles. The grid dimensions were .7k−1p in the radial direction and 150.7k
−1
p
in the ζ-direction, with the grid unit ∆ζ = .2k−1p and δr = .7/256k
−1
p
Thus obtained nb(r, ζ, z) is then used to, first, numerically compute δnp
from Eqs. (3.7,3.8,3.9) subjected to the initial condition listed in the Table
3.1 depending on the seeding method, and then to calculate ψ(ζ, r, z) using
Eq. (3.3) in cylindrical geometry. Protons are then advanced in z by the
second order leap-frog integration of Eq. (3.1), and the simulation procedure
described above is repeated. Approximately 105 macro-particles (4 particles
per cell) were utilized per given transverse slice.
3.4.2 Comparison between kinetic simulations and envelope equa-
tion modeling
In this Section, the results of kinetic h-PIC simulations are described
and compared with the predictions of the simplified theory developed in Sec.
3.3 based on the envelope description of the proton bunch. To ensure the
consistency of the two approaches, the proton beam parameters used in this
Section and listed in Table 3.2 correspond to an emittance-matched beam
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with rb0 ≪ k−1p (as was assumed in Sec. 3.3). The laser parameters listed in
Table 3.2 were chosen to provide an MI seed comparable in strength to the one
provided by the hard-cut beam. The magnitude of the laser-generated seed is
such that at the beam’s tail (ζmax = 24λp), the velocity modulation amplitude
VL = .047ωβrb0 is much smaller than the transverse thermal velocity of the
beam σθc. The magnitude of the velocity modulation is in good agreement with
the prediction of the impulsive excitation estimate given by Eq. (3.19). The
physical parameters of such a laser, corresponding to the power P ≈ 200 GW,
the FWHM duration of τL ≈ 1.6 ps, and the total energy of U ≈ 0.3 Joules, are
not significantly more ambitious than those of the presently developed [87, 89]
short-pulse CO2 laser systems.
Figure 3.6 displays the amplitude of the proton bunch envelope per-
turbation |r1b | during the linear stage of the MI for the laser (top-row) and
hard-cut (bottom-row) seeded cases. The dashed red lines are obtained from
Eqs. (3.23,3.24), solid blue lines are obtained by numerically solving the non-
linear envelope equation for the beam’s radius given by Eq. (3.20), and the
dotted black lines are obtained from the h-PIC simulation. The snapshots of
|r1b |(ζ) at z = 5m are displayed in panels (a) and (c) for the two seeding meth-
ods. Similarly, the evolution of |r1b |(ζ = 24λp) with the propagation distance
z is shown in panels (b) and (d). The modulational instability exhibits a clear
spatio-temporal pattern: its amplitude grows towards the tail end of the beam
and increases with the propagation distance. Overall, Fig. 3.6 indicates good
agreement between the analytic linear model, the nonlinear envelope model,
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Figure 3.6: Evolution of |r1b | according to envelope description and simulations
during the linear stage of the laser (top) and hard-cut (bottom) seeded MI.
Dashed red lines- Eqs. (3.23) and (3.24). Solid blue lines- solutions to Eq.
(3.20) with initial conditions rb|z=0 = rb0 + δrb|z=0 and ∂rb∂ζ |z=0 = ∂δrb∂ζ |z=0,
where δrb|z=0 and ∂δrb∂ζ |z=0 are given in Table 3.1. Dotted black lines- simulated
solutions with δn¯p|ζ=0 and ∂δn¯p∂ζ |ζ=0 given in Table 3.1 and initial macro-particle
phase-space distribution described in text. System parameters are given in
Table 3.2.
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Figure 3.7: Evolution of Emaxz vs. z according to envelope description and
simulations during the linear stage of the MI for the cases of Fig. 3.6. Parts
(a) and (b): laser and hard-cut seeded MI, respectively. Dashed red lines-
analytically calculated from Eq. (3.26). Solid blue lines- obtained from Eq.
(A.8), where rb is obtained numerically from Eq. (3.20). Dotted black lines-
calculated from simulation. Simulated curves here and in Fig. 3.6 begin once
VL ≈ .047rb0ωβ is achieved throughout the proton beam.
and the full kinetic model. The difference between the envelope solutions and
full kinetic simulations is attributed to the fact that the proton beam’s trans-
verse shape eventually deviates from its Gaussian shape.
Because the ultimate deliverable of the PDPWA is the accelerating
field behind the proton bunch that can be utilized for wakefield acceleration
of electrons or positrons, we have computed the electric field inside the proton
bunch of finite length 0 < ζ < 24λp. To facilitate the comparison with analytic
calculations carried out in Sec. 3.3.2, we have limited the propagation length
z < 7m to avoid the onset of the strongly nonlinear regime of the modulation
instability. The results are plotted in Fig. 3.7.
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3.4.3 MI in proton beams with realistic longitudinal density profile
While analytic calculations were considerably simplified by assuming
that the longitudinal profile of the proton bunch is flat-top, realistic bunches
provided by typical high energy storage rings (such as, for example, a Super
Proton Synchrotron at CERN) have a monotonic shape. Below, using h-PIC
simulations, we model the laser-seeded MI in a proton beam that has the
following density profile [93] prior to entering the plasma region:
nb =
nb0
2
exp (−r2/σ2r)
[
1 + cos
(√
π
2
(ζ − σz
√
2π)
σz
)]
(3.27)
for 0 < ζ < 2σz
√
2π. Beam parameters, which are closer to those available at
CERN’s SPS-LHC ring, are listed in Table 3.3. The analytic results derived
in Section 3.3 are no longer strictly valid because the ultra-thin beam condi-
tion kpσr ≪ 1 is no longer satisfied for the beam parameters given in Table
3.3. However, the kinetic h-PIC simulations do not make the ultra-thin beam
assumptions and, therefore, are applicable. As in the previous Section, both
laser-seeded and hard-cut seeded modulational instability scenarios illustrated
in Fig. 3.1 are modeled.
The simulations presented in this section are performed on the com-
putational domain ζ0 ≤ ζ ≤ 2
√
2πσz , where ζ0 is the location of the beam’s
head. The value of ζ0 and the boundary conditions at this location depend
on the seeding scenario as stated in Table 3.4, where nˆp ≡ δnp − nˆb and
nˆb ≡ nb(r, ζ = ζ0, z). Note that for the hard-cut beam, nˆb can indeed be a
function of the propagation distance z because the leading edge of the bunch
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Proton beam parameters
σr = .28mm σz = 3.7cm σθ = .04mrad
γ = 479 k−1β = 4.2m nb0/np0 = 1/500
Table 3.3: Proton beam parameters (similar to those of the planned PDPWA
experiments using CERN’s SPS-LHC beam) used for simulating the modula-
tional instability of the bunch with the longitudinal density profile given by
Eq. (3.27).
B.C’s at ζ0 Laser-seed Hard-cut seed
ζ0 0
√
π/2σr
nˆp(ζ = ζ0, z ≥ 0) 0 −nˆb
∂nˆp
∂ζ
(ζ = ζ0, z ≥ 0) 0 0
Table 3.4: Boundary conditions (B.C’s) for tapered proton beam simulations.
Simulations are performed on the domain ζ0 ≤ ζ ≤ 2σz
√
2π. Terminating the
beam at ζ0 = σz
√
π/2 was found to maximize Emaxz for the hard-cut seed,
where the non-zero value of δnˆp(ζ = ζ0, z ≥ 0) excites the MI.
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is not charge-neutralized and, therefore, expands as it propagates through the
plasma. Figure 3.1 shows a schematic representation of the laser/hard-cut
seeds for the tapered proton beam, where the vertical dashed lines denote the
location of ζ0.
The choice of ζ0 is governed by maximizing the amplitude of the plasma
wave in the wake of the bunch. Clearly, for the laser-seeded scenario it is ad-
vantageous to place the laser pulse immediately in front of the beam head at
ζ = ζ0 and to choose ζ0 = 0 in order to maximize the length of the bunch over
which the MI develops. The situation is somewhat different for the hard-cut
case because the amplitude of the seed would vanish if the beam’s head was
at ζ0 = 0. Specifically, the finite value of nˆp(ζ = ζ0, z ≥ 0) = −nb(ζ0) seeds
the MI. While the strongest seed for the MI corresponds to ζ0 = σz
√
2π (mid-
dle of the bunch), such a choice of the beam’s cut-off point would effectively
reduce the beam’s length by a factor of 2, thereby suppressing the instabil-
ity. Our calculations indicate that the intermediate choice of ζ0 = σz
√
π/2
approximately maximizes Emaxz by providing a strong instability seed while
maintaining a sufficiently long bunch.
The nonlinear evolution of the peak accelerating field Emaxz vs. z
modeled by h-PIC simulations is shown in Fig. 3.8(a) for the two scenarios of
seeding the MI: using a laser (blue line) and hard-cut proton bunch (dashed
black line). For the laser-seeded case, laser parameters from Table 3.2 are used.
For clarity, the relatively high but transient values of Emaxz produced by the
transient plasma wake prior to the laser pulse’s diffraction (z < 2zfocal) are not
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Figure 3.8: Results of h-PIC simulation of laser and hard-cut seeded modula-
tional instability of a realistically shaped proton beam. (a): Emaxz vs. z for the
hard-cut (dashed black line) and laser-seeded (blue line) MI. (b): Snapshot of
Eaxialz (ζ) after z = 5m of beam propagation for laser-seeded MI. Proton beam
parameters and boundary conditions for the linearized plasma wave: Tables
3.3 and 3.4. Beam’s density profile is given by Eq. (3.27). Seeding laser
parameters: Table 3.2. Plasma density: np0 = 7 · 1014cm−3.
displayed. The strongest accelerating field is produced towards the tail end
of the proton bunch as shown in Fig. 3.8(b), where a snapshot of laser-seeded
Eaxialz (ζ) is plotted after z = 5m of bunch propagation through the plasma
with density np0 = 7 · 1014cm−3. As Fig. 3.8(a) clearly demonstrates, seeding
the modulational instability with a modestly intense laser pulse can produce
peak accelerating fields of the same magnitude as the hard-cut bunches. The
advantage of laser seeding is that no manipulation of the SPS proton bunch
aimed at producing a sharp leading edge of the beam is required.
As can be observed from Fig. 3.8(a), the accelerating field of the plasma
saturates after several meters of beam propagation and monotonically de-
creases afterwards regardless of how the modulational instability is seeded.
This general behavior has been predicted earlier [93] for a hard-cut proton
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bunch with the shape given by Eq. (3.27) and the beam cut-off point at
ζ0 = σz
√
2π. It was attributed to off-axis scattering of the protons by the
plasma wake whose phase velocity is always smaller [83, 84] than the speed of
light. The proposed solution [93] is to allow the wake to catch up with the
micro-bunched proton beam by introducing a short plasma ramp. An upshift
in plasma density decreases the plasma wavelength, which aligns the focusing
phase of the wakefield with regions of the proton beam that are tightly fo-
cused, providing stable propagation for the tightly focused bunches.
Below we demonstrate that the same approach works for a laser-seeded
MI. Specifically, a density ramp placed in the early stages of the laser-seeded
MI stabilizes the instability and leads to a quasi-equilibrium for which Emaxz
of order ∼ 100MV/m is sustained over very long propagation distances. Here,
we use a linear plasma ramp that starts at z = L0 into the plasma and ter-
minates at z = L0 + Lr. Plasma density inside the ramp is assumed to be
linearly increasing with z from the initial value of np0 to the terminal value of
np0 + δnp0. The ramp is represented schematically in Fig. 3.9(a).
The peak accelerating field Emaxz is plotted as a function of the propa-
gation distance z for the two seeding scenarios in Fig. 3.9(b) in the presence of
the plasma ramp. To maximize the quasi-equilibrium value of Emaxz , different
ramp parameters (L0 and Lr given in the figure caption) were used for the
hard-cut (dashed black line) and laser-seeded (blue line) scenarios. With the
exception of the somewhat larger σz = 6.5 cm bunch length, the same laser
and beam parameters were used in the ramped simulation as in the homoge-
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Figure 3.9: Stabilization of the MI using a plasma density ramp for the two
seeding scenarios. (a) Schematic of the plasma ramp. (b) Simulated accel-
erated field Emaxz vs. propagation distance z with plasma density ramp for
the hard-cut (dashed black line) and laser-seeded (blue line) cases. Laser and
proton beam parameters are the same as in Fig. 3.8, except σz = 6.5 cm. For
laser (hard-cut) seed, L0 = 1.68m (L0 = 1.8m) and Lr = 2.2m (Lr = 2.6)m.
Initial plasma density is np0 = 7 · 1014cm−3 and δnp0 = .038np0 for both seeds.
neous plasma simulation shown in Fig. 3.8. This is done to maximize Emaxz
because the density ramp leads to lower peak accelerating fields and smaller
density perturbations than for the homogeneous plasma [93]. Figure 3.9 clearly
demonstrates that the concept of ramp-stabilization of the accelerating field
can be applied to the laser-seeded MI as effectively as the earlier considered
case of a hard-cut proton bunch, leading to sustained Emaxz values over long
distances.
3.5 Conclusion
In summary, we have shown that a laser pulse can be used to efficiently
seed the MI inside a PDPWA driver. It is found that a 10µm CO2 laser is
required to prevent secondary/tertiary ionization while providing a sufficiently
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strong instability seed. The amplitude of the transverse radial velocity wave
imparted to the proton beam by the laser’s wakefield has been calculated. Us-
ing this velocity as an initial condition, the linear stage of the MI was described
analytically and compared to the hard-cut seeded MI, and this theory was then
compared with simulation results. Using simulations, we then demonstrated
that a laser pulse with experimentally achievable parameters produces peak
accelerating gradients that are comparable to those produced by a hard-cut
seed in a proton beam with a realistic longitudinal density profile. Finally, we
have shown that a density ramp placed in the early stages of the laser-seeded
MI stabilizes the instability and leads to a quasi-equilibrium for which Emaxz
values of order ∼ 100MV/m are sustained over long distances.
This work was supported by the US DOE grant DE-FG02-12ER41794.
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Chapter 4
On the harmonic expansion formalism that
attempts to describe the nonlinear stage of
the modulation instability
4.1 Introduction and motivation
The initial growth stage of the modulation instability (MI) in a pro-
ton driver plasma wakefield accelerator, or ‘linear stage’, has been studied in
Chapter 3 and also in other works [42, 83], and is characterized by exponential
growth of the longitudinal accelerating gradient and beam density. Growth
during the linear stage occurs until a nonlinear saturation regime is reached in
which these quantities cease growing and then begin to decrease. The particle-
in-cell (PIC) simulated curves (see Chapter 3 for PIC description) of Fig. 4.1
demonstrate this phenomenon for several different initial r.m.s. beam widths,
σr. This effect has also been observed in Ref. [93], but a theoretical descrip-
tion of the MI’s saturation and subsequent decay is lacking.
The harmonic expansion formalism described here was intended to
explain the behaviour of the MI after its linear stage ends, such as the field
decay observed in Fig. 4.1. The original idea or thesis was to use the formal-
ism to argue that growth in the proton beam’s average r.m.s. radius (zeroth
harmonic) during the MI’s post-linear stage leads to axial field decay. First, we
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Figure 4.1: Growth, saturation, and decrease of maximal accelerating gradient
produced by a PDPWA driver subjected to the modulation instability (MI)
for several different initial beam sizes. Solid green, dashed blue, dotted red,
and dashed/dotted black curves correspond to kpσr values of 1, .7, .35, and .1,
respectively, which were calculated using the particle-in-cell (PIC) described
in Chapter 3 and the system parameters of Fig. 4.2. This paper describes
the nonlinear saturation of these curves and calculates their peak accelerating
gradient.
outline the formalism and then highlight several problems with it. Then, we
give an example in which a proton beam’s zeroth harmonic grows indefinitely
but the axial field remains stable, which is in direct contradiction to the thesis
and what is suggested by the formalism.
We begin by assuming an ultrarelativistic hard-cut proton beam prop-
agating through a cold plasma with Lorentz factor γ ≡ 1/√1− (vbz/c)2 ≫ 1,
where vbz is the beam’s longitudinal velocity. For a linear plasma wake, the
envelope equation for the beam’s r.m.s. radius rb(ζ, z) at distance ζ ≡ ct − z
from the beam’s head after propagation distance z is (from Chapter 3)
∂2rb
∂z2
=
k2β0ρ
4
0
4r3b
− kpk
2
β0ρ
2
0
2
∫ ζ
0
dζ ′
sin[kp(ζ − ζ ′)]rb(ζ, z)
r2b (ζ
′, z) + r2b (ζ, z)
, (4.1)
where ρ0 ≡
(
4ǫ2n
γ2ω2β0
)1/4
is the radius of an emittance-matched proton beam with
normalized emittance ǫn, kβ0 ≡ c/ωβ0, ωβ0 ≡
√
4πe2nb0
γmp
is the initial betatron
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frequency of the proton beam, and mp is the proton mass. Equation (4.1) has
assumed a self-similar Gaussian beam profile
nb =
nb0ρ
2
0e
−r2/r2b
r2b
(4.2)
for tractability, is used as a benchmark for the analytical theory presented be-
low, and is similar to the evolution equation given in Ref. [75] that describes
a Gaussian laser pulse undergoing relativistic self-focusing. The initial condi-
tions (I.C’s) of a hard-cut beam for Eq. (4.1) are ∂rb
∂z
(ζ ≥ 0, z = 0) = 0 and
rb(ζ ≥ 0, z = 0) = ρ0 on ζ ≥ 0. It is convenient to rewrite Eq. (4.1) using
integration by parts:
∂2rb
∂z2
=
k2β0ρ
4
0
4
(
1
r3b
− 1
ρ20rb
)
+
k2β0ρ
2
0
2
cos(kpζ)
rb(ζ, z)
r2b(ζ = 0, z) + r
2
b (ζ, z)
+
k2β0ρ
2
0
2
∫ ζ
0
dζ ′ cos[kp(ζ − ζ ′)] ∂
∂ζ ′
[
rb(ζ, z)
r2b (ζ
′, z) + r2b (ζ, z)
]
. (4.3)
The second term of Eq. (4.3) corresponds to the effect of the beam’s trans-
verse emittance, the third term represents the beam’s response to the plasma
wave excited at the hard-cut beam’s leading edge, and the fourth term models
the effect of the transverse plasma wakefield excited by the beam on itself,
providing feedback that results in the MI. With the above I.C’s, Eq. (4.3) is
∂2rb
∂z2
=
k2β0ρ0
4
ℜ(eikpζ)
at z = 0, thereby seeding the modulation of rb which subsequently undergoes
an exponential growth in (z, ζ) for large propagation distances.
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The evolution of the axial accelerating gradient Eaxz , the ultimate de-
liverable of the PDPWA, is tied closely to that of nb and rb through the follow-
ing expression that is used to compare between different numerical/analytical
models (from Chapter 3):
Eaxz = 4πek
2
p
∫ ∞
0
∫ ζ
0
dζ ′dr′r′K0(kpr′) cos(kp(ζ − ζ ′))nb(ζ ′, r′, z). (4.4)
This expression becomes
Eaxz = −eλk2p
∫ ζ
0
dζ ′ cos(kp(ζ − ζ ′))ek2pr2b/4Ei(k2pr2b/4) (4.5)
upon insertion of the Gaussian profile Eq. (4.2), where
Ei(z) = −
∫ ∞
−z
e−t
t
dt. (4.6)
Figure 4.2(a) shows a comparison between the beam’s r.m.s. at z =
2/kβ0 as calculated from PIC (solid black), numerical solution to Eq. (4.3)
(dotted blue), and rb = r
0
b + |r1b | cos(kpζ + ψ) (dotted red) extracted from
envelope solution at this bin for which ψ ≈ π. Figure 4.2(b) shows the maximal
accelerating gradient using the same line scheme as Fig. 4.2(a). The envelope
solution produces a nonphysical structure near the axis, where the presence of
higher harmonics is clearly present in this structure, and this type of structure
leads to nonphysical ‘wiggles’ in the maximal electric field plot. The system
parameters used are np0 = 7 · 1014c.m−3, k−1p = .2 mm, nb0/np0 = 1/500,
γ = 479, k−1β0 = 4.2m, and kpρ0 = .7, which are similar to those of the planned
PDPWA experiments at CERN’s SPS-LHC [81]. As discussed in Ref. [96],
the envelope equation disagrees with PIC due to its assumption of constant
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Figure 4.2: Comparison between PIC and numerical solution to envelope
equation. (a): z = 2/kβ0; r.m.s. radius as calculated from PIC (solid
black), Eq. (4.3) (dotted blue), and extracted two harmonic solution rb =
r0b + |r1b | cos(kpζ + ψ) (dashed red); beam’s emittance is shown in dash-dot
green. (b): Maximal electric field using same line scheme as (a). Emittance
growth and absence of couplings between higher moments cause envelope de-
scription to differ from PIC, leading to nonphysical rb structure and ‘wiggles’ in
the field behaviour. Two harmonic solution agrees better with PIC, motivating
need for a two harmonic description. System parameters: nb0/np0 = 1/500,
γ = 479, k−1β0 = 4.2m, kpρ0 = .7, np0 = 7 · 1014c.m−3, and k−1p = .2 mm.
emittance ǫ =
√
< ~x2⊥ >< ~v
2
⊥ > − < ~x⊥ · ~v⊥ >2 and the absence of couplings
between higher moments. In support of this, the PIC-calculated emittance
(dash-dot green) in Fig. 4.2(a) shows substantial deviation from its initial
value of ǫ = .5ρ20ωβ0, especially in more compressed portions of the beam. The
two harmonic solution shows better agreement with PIC in Fig. 4.2.
In an attempt to allow for an analytical and more physical description
of the MI in its nonlinear stages and avoid the aforementioned shortcomings
of the envelope equation, we proceed by extracting coupled equations for the
beam’s zeroth and first harmonic envelopes from Eq. (4.3).
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4.2 Harmonic expansion formalism
The formalism used to compute a) the evolution equations for the
beam’s zeroth and first harmonic envelopes and b) the expression for the axial
field in terms of these envelopes is now described. We begin by noting that
Eqs. (4.3, 4.5) contain integrals of the form Q ≡ ∫ ζ
0
dζ ′G(ζ, ζ ′, z) with kernel
G(ζ, ζ ′, z) ≡ cos[kp(ζ − ζ ′)]F (ζ˜ , ζ˜ ′, z). (4.7)
Separating the ζ dependence of rb and G into the rapidly and slowly varying
scales described by the variables φ ≡ kpζ and ζˆ, respectively, and then Fourier
expanding in terms of these variables yields
rb(ζˆ , z;φ) = r
0
b +
m=M∑
m=−M,m6=0
rmb (ζˆ , z)e
imφ/2, (4.8)
G(ζˆ , ζˆ ′, z;φ, φ′) =
m=M∑
m=−M
m′=M ′∑
m′=−M ′
Gm,m′(ζˆ , ζˆ ′, z)ei(mφ+m
′φ′),
(4.9)
where the sums are taken over the indices/harmonics of interest (e.g. M,M ′ =
1). The envelopes rmb and Gm,m′ are given by
rmb (ζˆ , z) =
1
π(δˆm,0 + 1)
∫ 2π
0
dφe−imφrb(ζˆ , z;φ),
Gm,m′(ζˆ , ζˆ ′, z) =
1
4π2
∫ 2π
0
dφ′
∫ 2π
0
dφe−i(mφ+m
′φ′)G(ζˆ , ζˆ ′, z;φ, φ′), (4.10)
where δˆm,m′ is the Kronecker delta function, and are assumed to satisfy
∂ζ′,ζGm,m′ ≪ kpGm,m′ and ∂ζrmb ≪ kprmb . The length scale separation and
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accompanying equations used above are justified in Appendix C.
The dominant contribution to the integral
Q ≡
∫ ζ
0
dζ ′G =
m=M∑
m=−M
m′=M ′∑
m′=−M ′
∫ ζ
0
dζ ′Gm,m′(ζˆ , ζˆ ′, z)ei(mφ+m
′φ′) (4.11)
is from the m′ = 0 terms which is simply
Q =
m=M∑
m=−M
∫ ζˆ
0
dζˆ ′Gm,0(ζˆ , ζˆ ′, z)e
imφ. (4.12)
To compute the mth harmonic of
Q = Q0(ζˆ , z) +
1
2
m=M∑
m=−M
Qm(ζˆ , z)e
imφ, (4.13)
we integrate Eq. (4.13) over 1
π(δm,0+1)
∫ 2π
0
dφe−imφ, yielding
Qm(ζˆ , ζˆ ′, z) ≡ 1
π(δˆm,0 + 1)
∫ 2π
0
dφe−imφQ(ζˆ , z;φ). (4.14)
Inserting Eq. (4.12) yields
Qm(ζˆ , ζˆ ′, z) ≡ 1
π(δˆm,0 + 1)
m′′=M∑
m′′=−M
∫ 2π
0
dφ
∫ ζˆ
0
dζˆ ′Gm′′,0(ζˆ , ζˆ ′, z)ei(m
′′−m)φ
=
2
(δˆm,0 + 1)
∫ ζˆ
0
dζˆ ′Gm,0(ζˆ , ζˆ ′, z)
=
∫ ζˆ
0
dζˆ ′Rm(ζˆ , ζˆ ′, z), (4.15)
where
Rm(ζˆ , ζˆ ′, z) ≡ 2
(δˆm,0 + 1)
Gm,0(ζˆ , ζˆ ′, z) (4.16)
and Gm,0 is given by Eq. (4.10) with m
′ = 0. Eq. (4.16) is now used in
computing both the evolution equations for r0b and r
1
b and the axial field in
terms of these envelopes.
105
4.2.1 Derivation of equations for zeroth and first harmonics of rb
In this section, the evolution equations for the harmonic envelopes of
rb are derived. To accomplish this, we integrate Eq. (4.3) against
1
π(δm,0+1)
∫ 2π
0
dφe−imφ with rb written according to Eq. (4.8). The result is the
evolution equation
∂2rmb
∂z2
= Em(ζˆ , z) + Im(ζˆ , z) +Wm(ζˆ , z) (4.17)
with terms
∂2rmb
∂z2
=
1
π(δm,0 + 1)
∫ 2π
0
dφe−imφ
∂2rb
∂z2
, (4.18)
Em(ζˆ , z) ≡
k2β0ρ
4
0
4π(δˆm,0 + 1)
∫ 2π
0
dφe−imφ
(
1
r3b (ζˆ , z;φ)
− 1
ρ20rb(ζˆ , z;φ)
)
,
Im(ζˆ , z) ≡
k2β0ρ
2
0
2π(δˆm,0 + 1)
∫ 2π
0
dφe−imφ
cos(φ)rb(ζˆ , z;φ)
r2b (ζˆ = 0, z;φ = 0) + r
2
b (ζˆ , z;φ)
,
Wm(ζˆ , ζˆ ′, z) ≡
k2β0ρ
2
0
2
∫ ζˆ
0
dζˆ ′Rm(ζˆ , ζˆ ′, z). (4.19)
The expression for Rm in Eq. (4.19) is given by Eq. (4.16). The G integral
kernel from Sec. 4.2 that is required to compute Rm is
G = kp cos[φ− φ′] ∂
∂φ′
[
rb(ζˆ , z;φ)
r2b (ζˆ
′, z;φ′) + r2b (ζˆ , z;φ)
]
(4.20)
in this case.
We now consider the evolution of r0b and r
1
b only with the I.C’s r
0
b (ζˆ ≥
0, z = 0) = 1, ∂zr
0
b (ζˆ ≥ 0, z = 0) = 0, r1b (ζˆ ≥ 0, z = 0) = 0, ∂zr1b (ζˆ ≥ 0, z =
0) = 0, which are consistent with the I.C’s for Eq. (4.3), and assume all higher
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harmonics are zero (corresponding to m = 0, 1 in Eq. (4.17)). The kernels
R0(ζˆ , ζˆ ′, z) ≡
k2β0ρ
2
0
2
G0,0(ζˆ , ζˆ ′, z) (4.21)
and
R1(ζˆ , ζˆ ′, z) ≡k2β0ρ20G1,0(ζˆ , ζˆ ′, z) (4.22)
are found by first writing Eq. (4.20) as
G =
kpi
2
(ei(φ−φ
′) + e−i(φ−φ
′))
rb(ζˆ , z;φ)rb(ζˆ ′, z;φ′)
[r2b (ζˆ , z;φ) + r
2
b (ζˆ
′, z;φ′)]2
×
(r1∗b (ζˆ ′, z)e
−iφ′ − r1b (ζˆ ′, z)eiφ
′
) (4.23)
under this truncation. The expressions for G0,0 and G1,0 are then
G0,0(ζˆ ,ζˆ ′, z) =
1
4π2
∫ 2π
0
dφ′
∫ 2π
0
dφG(ζˆ, ζˆ ′, z;φ, φ′)
=
kpi
8π2
∫ 2π
0
dφ′
∫ 2π
0
dφ
rb(ζˆ , z;φ)rb(ζˆ ′, z;φ′)
[r2b (ζˆ , z;φ) + r
2
b (ζˆ
′, z;φ′)]2
× [ei(φ−2φ′)r1∗b (ζˆ ′, z)− eiφr1b (ζˆ ′, z) + e−iφr1∗b (ζˆ ′, z)− ei(2φ
′−φ)r1b (ζˆ ′, z)]
(4.24)
and
G1,0(ζˆ , ζˆ ′, z) =
1
4π2
∫ 2π
0
dφ′
∫ 2π
0
dφe−iφG(ζˆ , ζˆ ′, z;φ, φ′)
=
kpi
8π2
∫ 2π
0
dφ′
∫ 2π
0
dφ
rb(ζˆ , z;φ)rb(ζˆ ′, z;φ′)
[r2b(ζˆ , z;φ) + r
2
b (ζˆ
′, z;φ′)]2
× [r1∗b (ζˆ ′, z)(e−2iφ
′
+ e−2iφ)− r1b (ζˆ ′, z)e2i(φ
′−φ) − r1b (ζˆ ′, z)].
(4.25)
The terms proportional to e±2iφ
′
and/or e±2iφ typically have negligible contri-
bution due to their rapid oscillation, but during the post-linear stage in which
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|r˜1b | ≈ r0b is achieved throughout much of the beam, these pieces can have some
effect. However, for the sake of the discussion below, which argues that lack
of analytic tractability after the MI’s linear stage inhibits theoretical progress,
we do not need to keep these rapidly oscillating terms to get our point across.
In fact, if we did keep them, it would only make the argument for lack of
analytic tractability stronger. Eqs. (4.24,4.25) are then approximately
Figure 4.3: The functions C(χ(ζ˜), χ(ζ˜ ′), κ(ζ˜ , ζ˜ ′)) and H(χ(ζ˜), χ(ζ˜ ′), κ(ζ˜ , ζ˜ ′))
displayed over a wide range of inputs as calculated from Eqs. (4.30,4.31) for
κ = 1. Here, χ ≡ |r1b |/r0b . Typically C(κ = 1) ≈ 1/16 and H(κ = 1) ≈ 1/8.
However, for both χ(ζ˜), χ(ζ˜ ′) ≈ 1, C and H are divergent.
G0,0(ζˆ , ζˆ ′, z) ≈ kp
4π2
ℑ[r1b (ζˆ ′, z)
∫ 2π
0
dφ′
∫ 2π
0
dφeiφ
rb(ζˆ , z;φ)rb(ζˆ ′, z;φ′)
[r2b (ζˆ , z;φ) + r
2
b (ζˆ
′, z;φ′)]2
]
(4.26)
and
G1,0(ζˆ , ζˆ ′, z) ≈ −kpir
1
b (ζˆ
′, z)
8π2
∫ 2π
0
dφ′
∫ 2π
0
dφ
rb(ζˆ , z;φ)rb(ζˆ ′, z;φ′)
[r2b (ζˆ , z;φ) + r
2
b (ζˆ
′, z;φ′)]2
.
(4.27)
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Defining r˜mb ≡ rmb /ρ0, R˜m ≡ Rm/(kpk2β0ρ0), ζ˜ ≡ kpζˆ, and χ ≡ |r1b |/r0b , the
corresponding expressions for R˜0 and R˜1 are
R˜0(ζ˜ , ζ˜ ′, z) ≈ − r˜
0
b (ζ˜)χ(ζ˜
′)χ(ζ˜)
(r˜0b (ζ˜
′))2
sin[ψ(ζ˜ ′)− ψ(ζ˜)]C(χ(ζ˜), χ(ζ˜ ′), κ(ζ˜ , ζ˜ ′)) (4.28)
and
R˜1(ζ˜ , ζ˜ ′, z) ≈ −ieiψ(ζ˜′) r˜
0
b (ζ˜)χ(ζ˜
′)
(r˜0b (ζ˜
′))2
H(χ(ζ˜), χ(ζ˜ ′), κ(ζ˜ , ζ˜ ′)), (4.29)
where ψ is the complex phase of r˜1b = |r˜1b |eiψ. The expressions for the C and
H functions contained in Eqs. (4.28,4.28) are
C(χ(ζ˜), χ(ζ˜ ′), κ(ζ˜ , ζ˜ ′)) ≡
− 1
8π2
∫ 2π
0
∫ 2π
0
dφdφ′
cos(φ)(χ(ζ˜)−1 + cos(φ))(1 + χ( ˜˜ζ ′) cos(φ′))
[κ(ζ˜ , ζ˜ ′)2(1 + χ(ζ˜) cos(φ))2 + (1 + χ(ζ˜ ′) cos(φ′))2]2
(4.30)
and
H(χ(ζ˜), χ(ζ˜ ′), κ(ζ˜ , ζ˜ ′)) ≡
1
8π2
∫ 2π
0
∫ 2π
0
dφdφ′
(1 + χ(ζ˜) cos(φ))(1 + χ(ζ˜ ′) cos(φ′))
[κ(ζ˜ , ζ˜ ′)2(1 + χ(ζ˜) cos(φ))2 + (1 + χ(ζ˜ ′) cos(φ′))2]2
,
(4.31)
where
κ(ζ˜ , ζ˜ ′) ≡ r˜
0
b (ζ˜)
r˜0b (ζ˜
′)
. (4.32)
Figure 4.3 displays C and H for κ = 1 over a wide range of inputs,
which shows that typically C(κ = 1) ≈ 1/16 and H(κ = 1) ≈ 1/8. However,
for both χ(ζ˜), χ(ζ˜ ′) ≈ 1, C and H are divergent. Attempts to simplify Eqs.
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(4.30,4.31) for χ(ζ˜), χ(ζ˜ ′) ≈ 1 have been futile, and this is important because
as discussed more below, χ(ζ˜), χ(ζ˜ ′) ≈ 1 is achieved throughout much of the
beam after the MI’s linear stage. As an example of one of these simplification
attempts, we note that Taylor expanding about χ(ζ˜), χ(ζ˜ ′) = 1 and assuming
small deviations is not possible because of the divergences. Another attempt to
simplify Eqs. (4.30,4.31) involved using the technique of evaluation of definite
trigonometric integrals via complex analysis [90], but this failed because it
requires solving a quartic equation that does not simplify.
It is now convenient to introduce the normalized quantities r˜b ≡ rb/ρ0,
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Figure 4.4: Plots of χ and κ during the MI’s post-linear stage generated from
numerical solutions to Eq. (4.17) with m = 0, 1 for the system parameters of
Fig. 4.2. The curves show that κ > 1 and both χ(ζ˜), χ(ζ˜ ′) ≈ 1 are achieved
throughout most of the beam during the post-linear stage. In this nonlinear
limit (χ(ζ˜), χ(ζ˜ ′) ≈ 1), C and H are divergent (see Fig. 4.3) and their expres-
sions do not simplify. Also, the (1− χ2)−5/2 dependencies in Eqs. (4.33, 4.34)
imply strong nonlinearity. Both of these facts hinder analytic progress during
the post-linear stage. Even if we could write down analytic expressions for C
and H , they would still be divergent for χ(ζ˜), χ(ζ˜ ′) ≈ 1, and the strong degree
of nonlinearity present in Eqs. (4.33, 4.34) makes it very difficult for useful
statements to be made.
E˜m ≡ Em/(k2β0ρ0) I˜m ≡ Im/(k2β0ρ0), W˜m ≡ Wm/(k2β0ρ0), R˜m ≡ Rm/(kpk2β0ρ0),
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and z˜ ≡ kβ0z. Under Eqs. (4.28,4.29) and the truncation of harmonics with
|m| > 1 in the expansion of r˜b, Eq. (4.17) with m = 0, 1 is
∂2r˜0b
∂z˜2
≈ 1
8(r˜0b )
3
2 + χ2 − 2(r˜0b )2(1− χ2)2
(1− χ2)5/2 −
r˜0bχ
∫ ζ˜
0
dζ˜ ′ sin[ψ(ζ˜ ′)− ψ(ζ˜)]C(ζ˜
′, ζ˜)χ(ζ˜ ′)
(r˜0b (ζ˜
′))2
, (4.33)
∂2r˜1b
∂z˜2
≈ 1
4r˜0b
− 3
4(r˜0b)
3
χ
(1− χ2)5/2 e
iψ − ir˜0b
∫ ζ˜
0
dζ˜ ′H(ζ˜ ′, ζ˜)eiψ(ζ˜
′) χ(ζ˜
′)
(r˜0b (ζ˜
′))2
,
(4.34)
where we have not written the z˜ dependence explicitly for brevity. Eqs. (4.33,
4.34) are not tractable after the MI’s linear stage. The main reason for this is
that after the linear stage, κ > 1 and χ(ζ˜), χ(ζ˜ ′) ≈ 1 are achieved throughout
most of the beam, as seen in Fig. 4.4. In this nonlinear limit (χ(ζ˜), χ(ζ˜ ′) ≈ 1),
C and H are divergent (see Fig. 4.3) and their expressions do not simplify.
Also, the (1 − χ2)−5/2 dependencies in Eqs. (4.33, 4.34) imply strong nonlin-
earity. Even if we could write down analytic expressions for C and H , they
would still be divergent for χ(ζ˜), χ(ζ˜ ′) ≈ 1, and the strong degree of nonlin-
earity present in Eqs. (4.33, 4.34) makes it very difficult for useful statements
to be made.
The axial accelerating gradient is calculated within our harmonic ex-
pansion formalism next.
4.2.2 Axial field within harmonic expansion framework
In this section, expressions for the harmonic envelopes of the axial field
Eaxz are derived from Eq. (4.5), which are then shown to predict nonphysical
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results. To determine the mth harmonic of Eaxz = E
0
z +
1
2
∑m=M
m=−M E
m
z (ζˆ , z)e
imφ
using Eq. (4.15) from Sec. 4.2, we write
Emz /(eλk
2
p) = Qm(ζˆ , ζˆ
′, z) =
∫ ζˆ
0
dζˆ ′Rm(ζˆ , ζˆ ′, z), (4.35)
where Rm is given by Eq. (4.16). In this case,
F = F (ζˆ ′, z;φ′) = ek
2
pr
2
b (ζˆ
′,z;φ′)/4Ei(k2pr
2
b (ζˆ
′, z;φ′)/4) (4.36)
in the function G = kp cos[φ − φ′]F (ζˆ ′, z;φ′) from Sec. 4.2 that is required to
compute Rm. The corresponding kernels R0 and R1 are
R0 = G0,0(ζˆ , ζˆ ′, z) =
1
4π2
∫ 2π
0
dφ′
∫ 2π
0
dφ cos[φ− φ′]F (ζˆ ′, z;φ′) = 0 (4.37)
and
R1 = 2G1,0(ζˆ , ζˆ ′, z) =
1
2π2
∫ 2π
0
dφ′
∫ 2π
0
dφe−iφ cos[φ− φ′]F (ζˆ ′, z;φ′)
=
1
2π
∫ 2π
0
dφ′e−iφ
′
F (ζˆ ′, z;φ′). (4.38)
Writing F = F (rb(ζˆ ′, z;φ′)) = F (r0b (ζˆ ′, z) + |r1b (ζˆ ′, z)| cos(φ′ + ψ(ζˆ ′))), Eq.
(4.38) becomes
R1 =e
iψ(ζˆ′) 1
2π
∫ 2π
0
dφ′e−iφ
′
F (r0b(ζˆ
′, z) + |r1b (ζˆ ′, z)| cos(φ′))
=eiψ(ζˆ
′)Z(ζˆ ′, z), (4.39)
where
Z(ζˆ ′, z) ≡Z(χ(ζˆ ′, z), kpr0b (ζˆ ′, zˆ)) ≡
1
4π
∫ 2π
0
dφ′ cos(φ′)T (kpr0b (ζˆ ′, z)(1 + χ(ζˆ ′, z) cos[φ
′])) (4.40)
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Figure 4.5: Visualization of Z kernel of Eq. (4.41) used to calculate the axial
field in terms of beam’s harmonic envelopes. (b): lineout of Z vs. kpr
0
b for
χ = 1. Z is a monotonic increasing function in χ with maximum value at
χ = 1, and Z is a monotonic decreasing function in kpr
0
b .
and T (x) = Ei(x2/4)ex
2/4. According to Eq. (4.35), the harmonic envelopes
of Eaxz are then E
0
z = 0 and
E1z = eλk
2
p
∫ ζˆ
0
dζˆ ′eiψ(ζˆ
′,z)Z(ζˆ ′, z). (4.41)
Figure 4.5(a) shows Z plotted as a function of χ and kpr
0
b while Fig. 4.5(b)
displays a line-out of Z vs. kpr
0
b at χ = 1. Z is a monotonic increasing function
in χ with maximum value at χ = 1, and Z is a monotonic decreasing function
in kpr
0
b .
The decay of the Z kernel of Eq. (4.41) with increasing kpr
0
b implies
another serious problem with the harmonic expansion formalism. In short,
this is because there are cases in which kpr
0
b grows to very large values but the
maximal accelerating gradient Emaxz does not decay and remains stable, which
is in direct contradiction to what our formalism predicts. To see an example
of this, we first note that it has been reported that the accelerating gradient
can be stabilized during the MI’s post linear stage by introducing a shift in
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Figure 4.6: Behaviour of maximal accelerating gradient Emaxz throughout the
MI for the system of Fig. 4.2 with and without the introduction of a shift in
background plasma number density (plasma ramp). See text for plasma ramp
parameters. Part (a): schematic of plasma ramp. Part (b): PIC-calculated
Emaxz with (dashed black curve) and without (solid black curve) a plasma ramp;
dashed red curve- Emaxz without a plasma ramp as calculated from Eq. (4.17)
with m = 0, 1. Part (c): PIC-calculated growth of kpr
0
b with (dashed black
curve) and without (solid black curve) plasma ramp; growth in kpr
0
b should
cause Emaxz to decay regardless of whether or not there is a plasma ramp
according to our harmonic expansion formalism (see Fig. 4.5 and Eq. (4.41)),
but in fact, Emaxz is stable for hundreds of k
−1
β0 beyond what is shown in panel
(b) for propagation with a plasma ramp. This a) invalidates the hypothesis
that growth in kpr
0
b is the reason for E
max
z to decay, and b) makes the harmonic
expansion formalism’s ability to explain the MI’s post-linear-stage behaviour
questionable.
background plasma number density (plasma ramp) during the initial growth
stage of the MI [93, 97]. Figure 4.6(a) shows a schematic of a linear plasma
ramp. For kβ0L0 = .9, kβ0Lr = .26, and δnp0 = .08np0, we observe that the
accelerating gradient is stabilized by the plasma ramp for the system of Fig.
4.2 considered thus far, where Fig. 4.6(b) shows the stabilized Emaxz curve
(dashed black). Figure 4.6(b) also displays Emaxz without the plasma ramp as
calculated from PIC (solid black) and Eq. (4.17) with m = 0, 1 (dashed red).
Figure 4.6(c) shows the PIC-calculated growth of kpr
0
b at kpζ = 24λp with
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(dashed black) and without (solid black) a plasma ramp- these curves both
grow indefinitely for large z. According to our harmonic expansion formalism,
the exhibited growth in kpr
0
b should cause E
max
z to decay regardless of whether
or not there is a plasma ramp, but in fact, Emaxz is stable for hundreds of k
−1
β0
beyond what is shown in Figure 4.6(b) for propagation with a plasma ramp.
This observation a) invalidates the hypothesis that growth in kpr
0
b is the reason
for Emaxz to decay, and b) makes the harmonic expansion formalism’s ability
to explain the MI’s post-linear-stage behavior questionable.
4.3 Conclusion
In summary, the harmonic expansion formalism fails to explain the
post-linear stage behavior of the modulation instability (MI) within a PDPWA
driver for two main reasons. The first major problem is the lack of analytic
tractability in the evolution equations for the zeroth and first harmonics of
rb after the linear stage of the MI, which overall makes the formalism self-
defeating since its intention is to analyze the post-linear stage in an analytic,
understandable manner. The second major downfall of the harmonic expan-
sion formalism is that the expression for the axial accelerating gradient cal-
culated within this formalism predicts nonphysical results. Collectively, and
arguable individually, these problems are substantial enough to warrant the
discontinuation of this work.
Even though the attempt described here was unsuccessful, it is impor-
tant to note that other approximations and approaches may be able to describe
115
the nonlinear stage of the modulation instability within a PDPWA driver.
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Chapter 5
Conclusion
The propagation of charged particle beams through a background plasma
is a rich field. A variety of interesting collective instabilities can arise within
the these beams due to feedback between the plasma and beam, which interact
via the electromagnetic fields. This thesis focused on the following important
beam instabilities: the Weibel Instability (WI) of a relativistic electron beam
propagating through a plasma with finite plasma resistivity (FPR) created by
electron-ion collisions; and the modulation instability (MI) within a long, ultra
relativistic proton bunch.
Chapter 2 has shown that the WI in the presence of FPR enhances
beam deceleration at first when compared to a filamentation-suppressed beam
(without the WI), but eventually reduces it, so that the net stopping time is
essentially unaffected by the WI in the underdense beam limit. This is due to
the fact that an electric field is induced before (after) time t ≈ τr/2 (about
halfway through the beam’s evolution) by an increasing (decreasing) magnetic
field within filaments that acts to enhance (reduce) the deceleration of the
filamented beam, respectively. A novel theoretical model has been presented
that supports these statements and accurately calculates the dynamics of a
filamenting beam during the nonlinear stage of the resistive WI. The model
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was used to calculate the net stopping time for the beam in the presence of
the resistive WI, which is approximately
tstop ≈ γ(t = 0)np0/(nb0ν)−
about the same stopping time as a filamentation-suppressed beam.
In Chapter 3 we have shown that a laser pulse can be used to efficiently
seed the MI in a proton driver plasma wakefield accelerator (PDPWA), which
is the first proposed experimentally feasible seeding method. We have found
that a 10µm CO2 laser is required to prevent secondary/tertiary ionization
while providing a sufficiently strong instability seed. The amplitude of the
transverse radial velocity wave imparted to the proton beam by the laser’s
wakefield has been calculated. Using this velocity as an initial condition, the
linear stage of the MI was described analytically and compared to the hard-cut
seeded MI, and this theory was then compared with simulation results. Us-
ing simulations, we then demonstrated that a laser pulse with experimentally
achievable parameters produces peak accelerating gradients that are compa-
rable to those produced by a hard-cut seed in a proton beam with a realistic
longitudinal density profile. Finally, we have shown that a density ramp placed
in the early stages of the laser-seeded MI stabilizes the instability and leads to
a quasi-equilibrium for which Emaxz values of order ∼ 100 MV/m are sustained
over very long distances.
Chapter 4 has described a harmonic expansion formalism that attempts
to explain the post-linear stage behavior of the MI within a PDPWA driver.
The formalism was shown to be unsuccessful in its attempt for two main
118
reasons. The first major problem is the lack of analytic tractability in the evo-
lution equations for the zeroth and first harmonics of rb after the linear stage
of the MI, which overall makes the formalism self-defeating since its inten-
tion is to analyze the post-linear stage in an analytic, understandable manner.
The second major downfall of the harmonic expansion formalism is that the
expression for the axial accelerating gradient calculated within this formal-
ism predicts nonphysical results. Collectively, and arguable individually, these
problems are substantial enough to warrant the discontinuation of this work.
It is important to note that other approximations and approaches may
be able to explain the the nonlinear stage of the modulation instability within
a PDPWA driver, but the attempt described here was unsuccessful.
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Appendix A
Longitudinal electric field during modulation
instability
General expressions for the longitudinal accelerating gradient and its
form during the linear stage of the modulation instability (MI) are derived in
this section, which requires special treatment for σr ≪ k−1p . In this limit, Eq.
(3.3) becomes ∇2⊥ψ = S ≡ −4πeδnp. The solution to this equation is given by
ψ =
∫ r
0
dr′r′S(r′, ζ, z) log(r/r′) + F (ζ, z). (A.1)
Note that while determining the radial component Wr ≡ ∂rψ of the plasma
wake does not require knowledge of the function F (ζ, z) as expressed by
Eq. (3.4), the calculation of Ez ≡ −∂ζψ does.
To determine the function F (ζ, z), which is required to calculate Ez,
we match ψ to the solution of the equation (∇2⊥ − k2p)ψ′ = −4πeδnp in the
small kp limit, where the k
2
pψ
′ term includes the effect of the plasma’s return
current:
ψ′ =−
∫ r
0
dr′r′S(r′, ζ, z)K0(kpr)
−
∫ ∞
r
dr′r′S(r′, ζ, z)K0(kpr′). (A.2)
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Here, K0 is the zeroth order modified Bessel function of the second kind. In
the limit of small kp, K0(kpr) ≈ −[γ′ + ln(kpr/2)], where γ′ ≈ .577 is the
Euler-Mascheroni constant, and
ψ′ =
∫ r
0
dr′r′S(r′, ζ, z) ln(r)
+
∫ ∞
r
dr′r′S(r′, ζ, z) ln(r′)
+
∫ ∞
0
dr′r′S(r′, ζ, z)[γ′ + ln(kp/2)]. (A.3)
Inserting ∫ ∞
r
dr′r′S(r′, ζ, z) ln(r′) =
∫ ∞
0
dr′r′S(r′, ζ, z) ln(r′)
−
∫ r
0
dr′r′S(r′, ζ, z) ln(r′) (A.4)
yields
ψ′ =
∫ r
0
dr′r′S(r′, ζ, z) ln(r/r′)
+
∫ ∞
0
dr′r′S(r′, ζ, z)[γ′ + ln(kpr′/2)]. (A.5)
Matching Eq. (A.1) to Eq. (A.5) gives F (ζ, z) =
∫∞
0
dr′r′S(r′, ζ, z)[γ′ +
ln(kpr
′/2)], so that
ψ =
∫ r
0
dr′r′S(r′, ζ, z) ln(r/r′)
+
∫ ∞
0
dr′r′S(r′, ζ, z)[γ′ + ln(kpr′/2)]. (A.6)
The axial accelerating gradient Eaxialz ≡ Ez(r = 0) is therefore given by
Eaxialz = 4πe
∫ ∞
0
dr′r′ ln (kpr′)
∂δnp
∂ζ
, (A.7)
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where we have neglected γ′ − ln 2 ≈ 0.12 in the integrand in comparison with
the ln (kpr
′) term in the relevant limit of kprb ≪ 1.
To calculate Eaxialz for the laser (κ = 1) and hard-cut (κ = 0) seeded
MI as a function of rb, we insert np = N
(b)
p + N
(i)
p with δnp|ζ=0 = κn¯b and
∂δnp
∂ζ
|ζ=0 = 0 into Eq. (A.7), where N (b)p and N (i)p are given by Eqs. (3.7) and
(3.9), respectively. N
(L)
p = 0 has been taken for the laser-seeded case since we
are only interested in Eaxialz after the laser has diffracted away. Integration
over r′ then yields
Eaxialz =− eλk2p
∫ ζ
0
dζ ′ cos(kp(ζ − ζ ′)) ln(k2pr2b/4)
+ eκλkp sin(kpζ) ln(k
2
pr
2
b0/4). (A.8)
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Appendix B
Calculation of r1b during linear stage for the
modulation instability
To demonstrate how r1b is calculated during the linear stage of the
modulation instability (MI), we Laplace transform Eq. (3.22) with κ = 1
(valid for laser-seeded MI) in both ζ and z to k and s, respectively, yielding
s2kr̂1b +
iVL
2c
= −ikpω
2
β
8c2
r̂1b , (B.1)
where we have inserted
∂r1b
∂z
(k, z = 0) = − iVL
2ck
, the Laplace transform in ζ of
the initial condition
∂r1b
∂z
(ζ, z = 0) = − iVL
2c
. Solving for r̂1b and inverse Laplace
transforming yields
rb =
1
4π2
∫
C
∫
C′
iVLe
sz+kζ
2c
[
s2k + ikpω
2
β/(8c
2)
]dsdk,
where C and C ′ denote the Bromwich contours in s and k, respectively. Ap-
plying the residue theorem to this integral in the k coordinate yields
r1b = −
1
4πc
∫
C
VLe
φ
s2
ds, (B.2)
where φ ≡ sz − ikpω
2
βζ
8c2s2
. We now apply the method of steepest descent to
compute the integral in Eq. (B.2). The saddle point s0 is given by the solution
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to the equation ∂φ
∂s
|s=s0 = 0 with the largest positive real value, and is given
by
s0 =
[√
3
25/3
− i
25/3
]
ζ˜1/3ω
2/3
β
c2/3z1/3
. (B.3)
The second derivative of φ at the saddle point is
∂2φ
∂s2
|s=s0 =
[
3
√
3
21/3
+
3i
21/3
]
c2/3z4/3
ω2/3ζ˜1/3
. (B.4)
Eq. (B.2) then becomes
r1b = −
VLe
φ|s=s0
4πcs20
∫
C
e
1
2
(s−s0)2 ∂
2φ
∂s2
|s=s0ds,
Deforming the contour C so that it passes through s = s0 and exponentially
decays away from s = s0 yields
r1b = −
VLe
φ|s=s0
4πcs20
√
−∂2φ
∂s2
|s=s0
∫ ∞
−∞
e−
1
2
t2dt = − VLe
φ|s=s0
2
√
2πcs20
√
−∂2φ
∂s2
|s=s0
.
Inserting Eqs. (B.3) and (B.4) into this equation yields
r1b =
√
1
6π
VL
ωβ
1
ζ˜1/2
e
3
√
3
4
4/3
(z˜2ζ˜)1/3−i 3
4
4/3
(z˜2ζ˜)1/3+i 3π
4 . (B.5)
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Appendix C
Separation of fast and slow variables used in
harmonic expansion formalism
In this appendix, we study the separation of the ζ dependence of quan-
tities into the slow and fast scales described by the variables ζˆ and φ, respec-
tively. First, we assume an arbitrary function of the form
A(rb(ζ˘ , z, φ), rb(ζ˘
′, z, φ′), φ, φ′), where ζ˘ ≡ ζ , φ ≡ kpζ , ζ˘ ′ ≡ ζ ′, and φ′ ≡ kpζ ′.
Fourier expanding A according to
A(rb(ζ˘ , z, φ), rb(ζ˘
′, z, φ′), φ, φ′) =
m=M∑
m=−M
m′=M ′∑
m′=−M ′
Am,m′(ζ˘ , ζ˘
′, z)ei(mφ+m
′φ′)
(C.1)
and Taylor expanding the right hand side (RHS) only in ζ˘ , ζ˘ ′ about ζ˘ = ζˆ , ζ˘ ′ =
ζˆ ′ to first order, we arrive at
A(rb(ζ˘ ,z, φ), rb(ζ˘
′, z, φ′), φ, φ′) =
m=M∑
m=−M
m′=M ′∑
m′=−M ′
ei(mφ+m
′φ′)×
[Am,m′(ζˆ , ζˆ
′, z) +
∂Am,m′
∂ζ˘
(ζˆ , ζˆ ′, z)ǫ(ζ˘ , ζˆ) +
∂Am,m′
∂ζ˘ ′
(ζˆ , ζˆ ′, z)ǫ(ζ˘ ′, ζˆ ′)].
(C.2)
Here,
ǫ(ζ˘ , ζˆ) ≡ ζ˘ − ζˆ (C.3)
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and the sums are taken over the indices/harmonics of interest (e.g. M,M ′ =
1). Integrating Eq. (C.2) against
k2p
4π2
∫ ζˆ+2π/kp
ζˆ
∫ ζˆ′+2π/kp
ζˆ′
dζdζ ′e−i(nkpζ+n
′kpζ′)
yields
k2p
4π2
∫ ζˆ+ 2π
kp
ζˆ
∫ ζˆ′+ 2π
kp
ζˆ′
dζdζ ′e−i(nkpζ+n
′kpζ′)A(rb(ζ˘ , z, φ), rb(ζ˘
′, z, φ′), φ, φ′)
≈ An,n′(ζˆ , ζˆ ′, z) + 1
2kp
∂An,n′
∂ζ˘
(ζˆ , ζˆ ′, z) +
1
2kp
∂An,n′
∂ζ˘ ′
(ζˆ , ζˆ ′, z). (C.4)
In writing this we have assumed that M ,M ′ are sufficiently small that higher
order contributions from the RHS of Eq. (C.2) are negligible. If the envelopes
satisfy
∂ζ˘,ζ˘An,n′ ≪ kpAn,n′ (C.5)
so that they are slowly varying in ζ˘ , ζ˘ ′ on the k−1p scale, then the dominant
ordering of Eq. (C.4) is
An,n′(ζˆ , ζˆ
′, z) ≈ k
2
p
4π2
∫ ζˆ+ 2π
kp
ζˆ
∫ ζˆ′+ 2π
kp
ζˆ′
dζdζ ′e−i(nkpζ+n
′kpζ′)×
A(rb(ζ˘ , z, φ), rb(ζ˘
′, z, φ′), φ, φ′). (C.6)
Taylor expanding the kernel in the RHS of Eq. (C.6) in ζ˘ , ζ˘ ′ about ζ˘ = ζˆ , ζ˘ ′ =
ζˆ ′ to first order results in
A(rb(ζ˘ , z, φ), rb(ζ˘
′, z, φ′), φ, φ′) ≈A(rb(ζˆ , z, φ), rb(ζˆ ′, z, φ′), φ, φ′)
+
∂A
∂rb
∂rb
∂ζ˘
ǫ(ζ˘ , ζˆ) +
∂A
∂rb
∂rb
∂ζ˘ ′
ǫ(ζ˘ ′, ζˆ ′). (C.7)
Inserting Eq. (C.7) into Eq. (C.6) and assuming ∂ζ˘rb ≪ kprb allows us to
write
An,n′(ζˆ , ζˆ
′, z) ≈ 1
4π2
∫ 2π
0
∫ 2π
0
dφdφ′e−i(nφ+n
′φ′)A(rb(ζˆ , z;φ), rb(ζˆ ′, z;φ
′);φ, φ′),
(C.8)
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where the semi-colons denote independence of the ζˆ and φ variables from each
other. For a function
B(rb(ζˆ , z, φ), φ) = B0(ζˆ , z) +
m=M∑
m=−M,m6=0
Bm(ζˆ , z)e
imφ/2 (C.9)
without the primed spatial dependence, the analogous expression to Eq. (C.8)
is
Bn(ζˆ , z) ≈ 1
π(δˆn,0 + 1)
∫ φ
0
dφe−inφB(rb(ζˆ , z, φ), φ). (C.10)
δˆn,n′ is the Kronecker delta function in Eq. (C.10).
Equations (C.8,C.10) imply that the slow and fast variables ζˆ (ζˆ ′) and
φ (φ′) can be separated from each other under integration/differentiaion in ζ
(ζ ′), respectively, so that they are effectively independent of each other. The
approach is valid if the harmonic envelopes of A, B, and rb are slowly varying
functions in ζ compared to the scale ∼ k−1p .
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