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(57) ABSTRACT 
A system and method identify a set of rules for determining 
a commonality of attributes across different behavior 
changes for a network. The system performs the method by 
receiving a set of data correlating network triggers to 
performance changes of one or more network devices. The 
set of data further includes an indication of a sign of the 
performance change for each of the network devices based 
on the triggers. The method further includes extracting a set 
of rules relating to a set of relationships between the triggers 
and the performance changes. The rules identify a common 
ality of the performance changes for multiple network 
devices based on the triggers. 
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1. 
METHOD AND SYSTEM FOR DETECTING 
COMMON ATTRIBUTES OF NETWORK 
UPGRADES 
BACKGROUND 
Networks continue to develop to support new functions, 
improve reliability and performance, and decrease operating 
costs. In order to Support such development, the hardware, 
Software, and configuration of Such networks may periodi 
cally be upgraded. When Such upgrades occur, networks 
should be monitored to determine the various ways that 
upgrades may affect network performance. 
SUMMARY 
The exemplary embodiments describe a method for iden 
tifying a set of rules for determining a commonality of 
attributes across different behavior changes for a network. 
The method includes receiving a set of data correlating 
network triggers to performance changes of one or more 
network devices, the set of data further including an indi 
cation of a sign of the performance change for each of the 
network devices based on the triggers and extracting a set of 
rules relating to a set of relationships between the triggers 
and the performance changes, wherein the rules identify a 
commonality of the performance changes for multiple net 
work devices based on the triggers. 
The exemplary embodiments further describe a system for 
identifying a set of rules for determining a commonality of 
attributes across different behavior changes for a network. 
The system having a memory device storing a set of data 
correlating network triggers to performance changes of one 
or more network devices, the set of data further including an 
indication of a sign of the performance change for each of 
the network devices based on the triggers. The system 
further having an analysis device receiving the set of data 
from the memory device and extracting a set of rules relating 
to a set of relationships between the triggers and the per 
formance changes, wherein the rules identify a commonality 
of the performance changes for multiple network devices 
based on the triggers. 
The exemplary embodiments also describe a non-transi 
tory storage medium storing a set of instructions executable 
by a processor, to perform a method of identifying a set of 
rules for determining a commonality of attributes across 
different behavior changes for a network. The method is 
executed as a set of instructions that are operable to receive 
a set of data correlating network triggers to performance 
changes of one or more network devices, the set of data 
further including an indication of a sign of the performance 
change for each of the network devices based on the triggers 
and extract a set of rules relating to a set of relationships 
between the triggers and the performance changes, wherein 
the rules identify a commonality of the performance changes 
for multiple network devices based on the triggers. 
BRIEF DESCRIPTION OF THE DRAWINGS 
FIG. 1 shows an exemplary system. 
FIG. 2 illustrates an exemplary method for commonality 
detection for trigger/change point pairs that indicate network 
upgrade sessions with persistent network performance 
changes that may result from Such upgrades. 
FIG. 3 shows an exemplary matrix containing routers, 
attributes, triggers and changes that may be used to correlate 














The exemplary embodiments may be further understood 
with reference to the following description and the appended 
drawings, wherein like elements are referred to with the 
same reference numerals. The exemplary embodiments 
describe methods and systems for detecting network 
upgrades that may impact overall network performance. 
Network providers may continually upgrade networks in 
order to Support new functions and applications, improve 
performance and reliability, and decrease operational costs. 
These upgrades may be planned upgrades or they may be 
reactive upgrades that are the result of external network 
conditions, for example, Denial of Service (DoS) attacks or 
worm propagations. Possible upgrades may include the 
implementation of hardware, firmware or software, the 
introduction of new network or service features, and changes 
to network and/or device configuration. Typically, the 
changes are made one network element at a time (e.g., at a 
single router) and then applied across multiple network 
elements. While changes Such as, for example, the introduc 
tion of new software governing the operation of a router may 
be tested in a controlled environment prior to implementa 
tion, such testing may not necessarily be able to accurately 
predict all possible results of implementation into a larger 
operational network environment. Thus, when Such 
upgrades occur, it is important for overall network perfor 
mance to be monitored in order to detect any unintended 
changes or results. 
In an exemplary embodiment, the monitoring of the 
network may include the monitoring of different types of key 
performance indicators (“KPIs) at various points in the 
network. KPIs may include customer-perceived perfor 
mance-related metrics (e.g., packet loss, delays, service 
glitches, etc.), network-related performance metrics (e.g., 
protocol flaps, line card crashes, etc.), and network element 
health (e.g., router CPU utilization, memory available, etc.). 
Monitoring may occur at routers or at various other points 
within a network. According to the exemplary embodiments, 
monitoring a behavior change in these KPIs may be a good 
indicator of whether the upgrades have had the desired 
impact or to discover any new or unexpected impacts caused 
by the upgrades. These behavior changes in a KPI may be 
termed a “change point.” A behavior change may include a 
persistent change in network performance induced by a 
network trigger Such as an upgrade. It should be noted that 
throughout this description, the term “trigger” may be used 
to characterize any event that materially alters the network. 
For example, a Software upgrade may be a trigger. However, 
triggers are not limited to upgrades. The behavior change 
may be instantaneous and result immediately after the 
trigger (e.g., a KPI has an immediate level shift) or may also 
be gradual (e.g., a KPI slowly ramps up over time). Behavior 
changes may also correlate across multiple locations, typi 
cally induced by the same triggers applied across different 
network elements. 
U.S. Pat. No. 8,774,023 describes exemplary systems and 
methods for monitoring KPIs of network devices, identi 
fying relevant change points of these KPI’s to determine 
changes in network performance and correlating these 
changes to triggers. The exemplary embodiments described 
below use the correlated trigger/change point data to identify 
if there is a commonality across different behavior changes. 
The trigger and change points form a correlated pair when 
they correlate in time and share the same location. For 
example, an operating System upgrade trigger and change 
points in router CPU utilization may be observable only on 
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a specific group of routers that have the same OS version, 
model numbers and vendors. Thus, extracting common 
attributes for different changes may be helpful for the 
network operations team to determine the root causes of the 
changes in network behavior. 
FIG. 1 illustrates an exemplary system 100. The system 
includes a plurality of routers 102, 104, 106, 108 and 110 
that are connected to one another in a network 101. The 
network 101 includes a plurality of links 120 joining the 
routers to one another, but because the number and arrange 
ment of these links 120 is extraneous to the scope of the 
exemplary embodiments, they are not identified individually 
in this disclosure. The network 101 may be a computing 
network, a communications network, etc. Those of skill in 
the art will understand that the number and arrangement of 
the routers is only exemplary and that an unlimited number 
of variations may be possible in other embodiments. The 
system 100 may also include a control point 130, at which 
a user may issue commands to the routers 102-110, perfor 
mance measurements for the routers 102-110 may be 
received, etc. Those of skill in the art will understand that 
each of the routers 102-110 may include memory storing 
firmware and Software, a processor executing the firmware 
and Software, one or more network interfaces, etc.; for 
clarity, these elements are not shown in FIG.1. Those skilled 
in the art should also understand that an actual network may 
have many more types of components in addition to routers 
(e.g., network servers, network appliances, memory devices, 
etc.). However, for the purposes of describing the exemplary 
embodiments, the network 101 is simplified to include only 
the routers 102-110 and the control point 130. 
There are multiple attributes that can be associated with 
the exemplary routers 102-110. Some exemplary attributes 
include location, operating system (OS) version, role, 
model, vendor, type of line cards, number of Border Gate 
way Protocol (“BGP) peers, uplink or downlink interfaces, 
customers, etc. As will be described in greater detail below, 
one of the challenges of identifying the common attributes 
for trigger/change point pairs is that a search in a multi 
dimensional space of k attributes, where each attribute can 
take up to a maximum m values, results in m' possible 
combinations. Thus, where there are a large number of 
attributes, a brute force enumeration of the possibilities is 
not possible. The exemplary embodiments solve this issue 
by using a rule learner to automatically identify the common 
attributes as will be described in greater detail below. 
FIG. 2 illustrates an exemplary method 200 for common 
ality detection for trigger/change point pairs that indicate 
network upgrade sessions with persistent network perfor 
mance changes that may result from Such upgrades. In step 
210, a set of correlated triggers and performance changes are 
received. As described above, U.S. Pat. No. 8,774,023 
describes exemplary systems and methods for monitoring 
KPIs of network devices, identifying relevant change points 
of these KPIs to determine changes in network performance 
and correlating these changes to triggers. Thus, in one 
exemplary embodiment, the data that is received is the 
correlated trigger/change point pairs from a system operat 
ing in accordance with the exemplary embodiments of the 
above-identified application. However, those skilled in the 
art will understand that the present exemplary embodiment 
is not limited to receiving input from Such a system. Rather, 
the exemplary embodiment may receive the described input 
from any type of system. In particular, the correlated trigger/ 
change point pairs identify a change in the behavior of the 
router that is caused by the identified trigger. Thus, the input 













change point pairs, but may include any identification of the 
correlation of a trigger and a corresponding performance 
change caused by that trigger for the router. 
In step 220, the triggers and performance changes are 
placed into a matrix that further encompasses, for each item, 
a router identifier and various details about the correspond 
ing router. These details may include a location, an operating 
system version, a role, a model, a vendor, a type of line 
cards, a number of BGP peers, a number of uplink interfaces, 
a number of downlink interfaces, a number of customers, 
etc. 
FIG. 3 illustrates an exemplary matrix 300 that may be 
created in step 220. In this matrix, each row may correspond 
to one router from R to R. A first column may represent 
an identifier of a trigger corresponding to a change experi 
enced by the router in each row. Further columns may 
represent various router attributes as described above. A last 
column may represent a sign (e.g., positive, negative, or no 
change) of the change observed due to the trigger in the first 
row. As will be apparent, the router attributes may be 
real-valued numbers or may have nominal values (e.g., 
strings). Nominal values may be used to represent attributes 
Such as location, OS version, role, model, Vendor and type 
of line cards; real numbers may be used to represent attri 
butes Such as number of routing sessions, number of cus 
tomers, etc. 
Because real-valued attributes can take many values, 
identifying commonalities may become more challenging. 
To address this challenge, in step 230, clustering is per 
formed on each real-valued attribute to identify a small 
number of clusters. For example, some routers may have 
many BGP peers (e.g., peering routers), while others may 
have very few (e.g., core routers). Clustering may group 
these values into nominal values such as "less than X'. 
“between X and y”, and “greater thany’. In one exemplary 
embodiment, this may be accomplished by k-means clus 
tering. 
Next, in step 240, rules are identified in the data set. These 
rules may take the form, for example, of “if (trigger-OS 
upgrade) and (vendor XYZ) then positive change in 
memory” or “if (router role-border) and (trigger-BGP 
policy change) then positive change in CPU usage). In one 
exemplary embodiment, this may be accomplished by a rule 
learning algorithm; in a preferred embodiment, this may be 
accomplished by a repeated incremental pruning to produce 
error reduction (“RIPPER') machine learning algorithm. 
These rules may provide an easy-to-interpret representation 
of triggers and resulting behavior changes across a network; 
this step may also eliminate coincidental co-occurrence. 
Thus, at the completion of step 240, the method has pro 
duced a set of rules that may then be used to identify the 
commonalities across different behavior changes, thereby 
allowing network operators to determine the root causes of 
the changes. 
Step 250 presents an optional step that may be performed 
to identify routers that have not experienced performance 
changes that have been correlated with triggering activities. 
These uncorrelated routers are output so that they may be 
aggregated. This may enable the discovery of changes that 
may not be detectable at individual routers (e.g., due to 
background noise), but may be detected at higher aggrega 
tion levels (e.g., network-wide aggregation or aggregation 
across certain types of routers.) For example, a BGP policy 
change may result in a change in numbers of BGP timer 
expirations that may not be significant at each individual 
router, but may become significant across all peering routers 
in the network. This may increase the signal-to-noise ratio of 
US 9,667,503 B2 
5 
genuine changes that are of interest to network maintenance 
personnel. Thus, the method of determining commonalitie 
among the routers may also identify those routers that are 
not correlated based on the common attributes. These uncor 
related routers may then be subject to a further aggregation 
analysis to determine if their KPI data does indicate any 
changes in network behavior based on being aggregated 
with KPI data from other routers. Exemplary embodiments 
of aggregation methods are described in U.S. Pat. No. 
8,774,023. 
By functioning as described above, the exemplary 
embodiments may detect commonalities between triggers 
that may have an impact on network performance, and 
performance changes that may have resulted from Such 
triggers. These commonalities may take the form of logical 
rules that may be useful for network maintenance personnel 
to use in order to insure that good network performance is 
maintained. Such rules may also help understand why per 
formance changes have occurred, in order that negative 
performance changes can be avoided in the course of 
planning and implementing future upgrades, in order that 
upgrades may be targeted to appropriate routers or groups of 
routers, and in order that positive performance changes may 
be duplicated during the course of future upgrades. 
Those skilled in the art will understand that the above 
described exemplary embodiments may be implemented in 
any number of manners, including, as a separate software 
module, as a combination of hardware and Software, etc. For 
example, the method 200 may be a program containing lines 
of code that are stored on a non-transitory computer readable 
storage medium that, when compiled, may be executed by a 
processor. The computing device, which may be referred to 
as an analysis device, that includes Such lines of code may 
be connected to the network 101, for example, the control 
point 130 may include the functionality described above or 
it may be a separate device that receives the data from the 
network 101 and performs the functionality described 
herein. 
It will be apparent to those skilled in the art that various 
modifications may be made to the exemplary embodiments, 
without departing from their spirit or scope. Thus, it is 
intended that the present disclosure cover modifications and 
variations of the exemplary embodiments provided they 
come within the scope of the appended claims and their 
equivalents. 
What is claimed is: 
1. A method, comprising: 
receiving, by an analysis device, a set of data correlating 
network triggers to performance changes of one or 
more network devices, the set of data further including 
an indication of a sign of the performance change for 
each of the network devices based on the triggers; 
extracting, by the analysis device, a set of rules relating to 
a set of relationships between the triggers and the 
performance changes, wherein the rules identify a 
commonality of the performance changes for multiple 
network devices based on the triggers; 
identifying, by the analysis device, a network device 
corresponding to each of the triggers; and 
determining, by the analysis device, a set of attributes 
relating to each of the network devices, 
wherein the set of rules further relates to the set of 
attributes, 
wherein the extracting includes creating a matrix hav 














triggers as one column, the attributes as a set of 
columns and the sign of the performance change as 
a further column. 
2. The method of claim 1, wherein the set of attributes 
includes, for each of the network devices, one of a location, 
an operating system version, a role, a model, a vendor, a type 
of link cards, a number of Border Gateway Protocol peers, 
a number of uplink interfaces, a number of downlink inter 
faces, and a number of customers. 
3. The method of claim 2, wherein the set of attributes 
includes a quantitative attribute having a real number value, 
further comprising: 
clustering, by the analysis device, the attribute into a 
plurality of ranges of nominal values. 
4. The method of claim 1, wherein the network devices 
include routers. 
5. The method of claim 1, wherein the set of rules is 
extracted using a rule learning algorithm. 
6. The method of claim 5, wherein the rule learning 
algorithm is a repeated incremental pruning to produce error 
reduction algorithm. 
7. The method of claim 1, further comprising: 
outputting, by the analysis device, a list of network 
devices that do not contribute to the extraction of the set 
of rules. 
8. A system, comprising: 
a memory device storing a set of data correlating network 
triggers to performance changes of one or more net 
work devices, the set of data further including an 
indication of a sign of the performance change for each 
of the network devices based on the triggers; and 
an analysis device receiving the set of data from the 
memory device and extracting a set of rules relating to 
a set of relationships between the triggers and the 
performance changes, wherein the rules identify a 
commonality of the performance changes for multiple 
network devices based on the triggers, the analysis 
device further identifying a network device corre 
sponding to each of the triggers and determining a set 
of attributes relating to each of the network devices, 
wherein the set of rules further relates to the set of 
attributes, wherein the extracting includes creating a 
matrix having the network devices for rows of the 
matrix, the triggers as one column, the attributes as a set 
of columns and the sign of the performance change as 
a further column. 
9. The system of claim 8, wherein the set of attributes 
includes, for each of the network devices, one of a location, 
an operating system version, a role, a model, a vendor, a type 
of link cards, a number of Border Gateway Protocol peers, 
a number of uplink interfaces, a number of downlink inter 
faces, and a number of customers. 
10. The system of claim 8, wherein the set of attributes 
includes a quantitative attribute having a real number value, 
the analysis device clustering the attribute into a plurality of 
ranges of nominal values. 
11. The system of claim 8, wherein the network devices 
include routers. 
12. The system of claim 8, wherein the analysis device 
includes a rule learning algorithm for extracting the set of 
rules. 
13. A non-transitory computer readable storage medium 
storing a set of instructions executable by a processor, the set 
of instructions, when executed by the processor, causing the 
processor to perform operations comprising: 
receiving a set of data correlating network triggers to 
performance changes of one or more network devices, 
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the set of data further including an indication of a sign 
of the performance change for each of the network 
devices based on the triggers; 
extracting a set of rules relating to a set of relationships 
between the triggers and the performance changes, 5 
wherein the rules identify a commonality of the per 
formance changes for multiple network devices based 
on the triggers; 
identifying, by the analysis device, a network device 
corresponding to each of the triggers; and 
determining, by the analysis device, a set of attributes 
relating to each of the network devices, 
wherein the set of rules further relates to the set of 
attributes, 
wherein the extracting includes creating a matrix hav 
ing the network devices for rows of the matrix, the 
triggers as one column, the attributes as a set of 
columns and the sign of the performance change as 




14. The non-transitory computer readable storage medium 
of claim 13, wherein the set of attributes includes, for each 
of the network devices, one of a location, an operating 
system version, a role, a model, a vendor, a type of link 
cards, a number of Border Gateway Protocol peers, a 
number of uplink interfaces, a number of downlink inter 
faces, and a number of customers. 
15. The non-transitory computer readable storage medium 
of claim 13, wherein the operations further comprise: 
clustering the attribute into a plurality of ranges of nomi 
nal values, when the attribute has a real number value. 
16. The non-transitory computer readable storage medium 
of claim 13, wherein the operations further comprise: 
outputting a list of network devices that do not contribute 
to the extraction of the set of rules. 
17. The non-transitory computer readable storage medium 
of claim 13, wherein the set of rules is extracted using a rule 
learning algorithm that is a repeated incremental pruning to 
produce error reduction algorithm. 
k k k k k 
