ABSTRACT The instantaneous penetration of renewable generation, such as wind and solar generation, reaches over 50% in certain balancing areas in the United States. These generation resources are inherently characterized by uncertainties and variabilities in their output. Stochastic security-constrained unit commitment (S-SCUC) using a progressive hedging algorithm (PHA) has been utilized to schedule the generation resources under uncertainties. However, dual bounds obtained in the PHA are sensitive to the penalty factor chosen, and the convergence of the PHA is problematic due to the existence of integer decisions. In this paper, we apply a novel Frank-Wolfe-based simplicial decomposition method in conjunction with the PHA (FW-PHA) to improve the quality of dual bounds and the convergence characteristics in solving the S-SCUC. The numerical tests are carried out on the IEEE RTS-96 and IEEE 118-bus systems. The numerical results show the effectiveness of the proposed FW-PHA-based S-SCUC. In comparison with the traditional PHA, the proposed algorithm converges to a tighter dual bound and is robust to any penalty factor selected.
I. INTRODUCTION
In the Electric Reliability Council of Texas (ERCOT), installed wind capacity grew from a little over 100 MW in 2000 to over 22,000 MW by the end of 2018 [1] . Utilityscale solar installation in ERCOT is also gaining momentum. While the installed capacity of solar in ERCOT is only 1,500 MW, more than 40,000 MW of solar capacity is under study [2] . Meanwhile, the Southwest Power Pool (SPP) has also seen a drastic capacity growth of wind generation to over 20,000 MW at an installed capacity of 22.9%, which is just below the capacity of coal generation. In 2018, 23.5% of the total energy produced was from wind, which ranked second in the SPP's generation portfolio [3] .
The introduction of a greater amount of renewable energy, combined with increased distributed resources and demand-side participation, is augmenting the power system variability and uncertainty and leading to new operational challenges for bulk power systems. The research community has recently made considerable efforts to study the impact of renewable energy using security-constrained unit
The associate editor coordinating the review of this manuscript and approving it for publication was M. Jahangir Hossain. commitment (SCUC) and/or economic dispatch (SCED). In general, there are several noteworthy power system scheduling approaches to account for such impact, including dynamic operating reserve [4] , robust optimization [5] , interval optimization [6] , chance-constrained optimization [7] , and scenario-based stochastic optimization (SO) [11] . A comprehensive review of those methods is provided in [8] .
One of the main approaches is the use of SO to deal with uncertainties stemming from wind and solar generation in the SCUC. The SO generates a large number of scenarios to represent the possible realization of uncertainties [9] and models the SCUC problem as a two-stage optimization problem [10] , [11] . In general, the SO is capable of dealing with uncertainties inherent to the SCUC, but may lead to intractable optimization problems with an exponentially expanding problem size [12] .
Progressive Hedging Algorithm (PHA) has been studied in the literature [13] - [16] to overcome the computational challenge. The PHA is a scenario-based decomposition technique originally devised for continuous optimization problems and has been shown efficient in solving multistage stochastic convex problems. In [14] , PHA was applied to a broad class of scenario-based resource allocation problems with integer decision variables. Computing effective penalty factor, detecting and breaking cyclic behavior, and terminating criteria were discussed in [14] . One pioneer work in the application of PHA to the S-SCUC problem was reported in [15] where a decomposition-based strategy for solving the S-SCUC using PHA was proposed. An extensive analysis of the PHA in SCUC was provided in [16] , encompassing novel approaches to define penalty factors.
Nonetheless, one inherent drawback associated with PHA in the literature is that it is not provably convergent due to the non-convexity of S-SCUC problems. Furthermore, the Lagrangian dual solution, i.e., the lower bound, obtained from the PHA is sensitive to the penalty factor chosen a priori. Without fine-tuning the penalty factor, the dual solution may significantly deviate from the optimal one [14] , [15] , which is also shown in the numerical results of this paper. The situation gets further exacerbated in an online application where a near-optimal solution is required within a limited execution time. It is conceivable that an improved lower bound can lead to a better primal solution in term of economic metrics, signifying millions of dollar savings in system operating cost and increased renewable energy adoption. In addition, an improved dual solution can provide a more precise duality gap to quantify the quality of primal solutions.
Motivated by a combined Frank-Wolfe and PHA (FW-PHA) algorithm [17] , we apply it for the first time to the S-SCUC problem by proposing an improved approach to obtain the Lagrangian dual solution. Numerical tests are performed on the IEEE RTS-96 and IEEE 118-bus systems. Numerical results show the effectiveness and robustness of the proposed FW-PHA based S-SCUC. We also conduct sensitivity analysis to present an in-depth comparison between the FW-PHA and the traditional PHA in terms of solution quality and convergence characteristics.
The remainder of this paper is organized as follows. In Section II, we provide problem formulation of the two-stage S-SCUC followed by a detailed description of the traditional PHA and the novel FW-PHA. We propose a systematic method for applying the FW-PHA to the S-SCUC problem in Section III. We compare numerical results between the traditional and the novel PHA in Section IV, and draw a conclusion in Section V.
II. PROBLEM FORMULATION
A variety of S-SCUC formulations can be found in the literature and textbooks. Here, we borrow notations used in [17] in combination with our prior work [18] to formulate the S-SCUC problem in a generalized form as follows:
where c T -vector-valued first-stage known parameters x -first-stage UC decision variables (integer)
X -a mixed-integer linear set consisting of linear constraints and integer restrictions such as enforced ON/OFF and minimum up/downtime constraints.
The second-stage expected generation cost is defined as:
where s -a possible realization of a finite set of scenarios q T s -vector-valued second-stage known parameters y -the second-stage dispatch decisions h -the right-hand side of the second-stage constraint T -matrix connecting the first-stage and the second-stage decisions W -generation cost matrix Problem (1) in its deterministic extensive form is given as:
where
p s -is the probability of realization of a scenario. It is computationally intractable to solve problem (3) with a large number of scenarios. Since the first-stage, here-andnow UC decisions are the same across all the scenarios (x s = z), a decomposition approach can be applied to solve problem (3), whereby each scenario is solved individually, often in parallel, until a consensus is reached.
i.e., x s = z is the so-called non-anticipativity constraint. We obtain the following scenario sub-problem by relaxing the non-anticipativity constraint: (5) is re-written as:
Without loss of generality, a condition of dual feasibility is required to bound the Lagrangian function from below:
Under this condition, the z term vanishes.
Problem (9) can be solved individually for each scenario.
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A. PROGRESSIVE HEDGING ALGORITHM (PHA)
The PHA algorithm, first proposed by Rockafeller and Wets [13] to solve SO problems, has seen revival in recent years. The major advantage of this algorithm is that it is based on a horizontal decomposition framework wherein each scenario is solved independently. Under the PHA, the objective function (9) is transformed into an augmented Lagrangian (10) by adding a quadratic penalty term:
Problem (10) is then iteratively solved by using the PHA algorithm shown below. Note that Step 6 in Algorithm 1 is optional and only employed to calculate the lower bound by using mixed-integer linear programming (MILP).
Step 7 corresponds to a mixed-integer quadratic programming (MIQP) problem.
Algorithm 1 Progressive Hedging
1. k := 0 2. (x k s , y k s ) := arg min x,y c + ω k s T x + q T s y| (x, y) ∈ K s ∀s ∈ S 3. z k := s∈S p s x k s 4. ω k+1 s := ω k s + ρ x k s − z k ∀s ∈ S 5. For k := 1, .., k max 6. φ(s) := arg min x,y c + ω k s T x + q T s y| (x, y) ∈ K s ∀s ∈ S 7. (x k s , y k s ) := arg min x,y c+ω k s T x+q T s y+ ρ 2 x−z k 2 2 |(x, y) ∈ K s ∀s ∈ S 8. Z k := s∈S p s x k S 9. ω k+1 s := ω k s + ρ x k s − z k ∀s ∈ S 10. if s∈S p s x k s − z k 2 2 < , terminate
end
Since the set K s is non-convex due to the existence of integer variables in the SCUC problem, the PHA may be solved using a heuristic approach and its algorithmic convergence is not guaranteed. In addition, its convergence characteristic and solution are highly sensitive to the penalty parameter ρ known a priori. Heuristic rules on the selection of ρ were thus discussed in [19] , which shed light on addressing this issue, but a systematic yet robust approach is still lacking.
It is imperative to procure a near-optimal dual solution since it provides a lower bound that quantitatively measures how good a primal solution is according to the duality theorem. Without such a dual solution, the quality of any primal solution is unknown or at least not accurately measured. One may argue that a counterpart from the deterministic extensive form can provide such a lower bound; however, such a solution is computationally expensive and rarely available for large-scale S-SCUC problems or when the execution time is strictly limited. The S-SCUC problem is NP-hard, and the computation time for solving it increases exponentially as the problem size (e.g., the number of scenarios) increases, as opposed to the PHA-based method whereby the computational time increases only linearly [25] . The deterministic extensive form of the S-SCUC with a moderate number of scenarios can result in a computational burden that quickly exceeds the capability of any current state of the art MIP solver. This is the main reason why the decomposition-based algorithms (e.g., Bender decomposition, Lagrangian relaxation, etc.) are proposed to solve it iteratively. Given the fact that K s is non-convex, we apply a novel Frank-Wolfe based simplicial decomposition approach [17] to tackle this barrier.
B. FRANK-WOLFE BASED SIMPLICIAL DECOMPOSITION

If
Step 7 in Algorithm 1 can be modified to solve the problem over a convex hull Conv(K s ) instead of K s , then the PHA works for the SCUC problem and the dual solution converges to the optimal Lagrangian dual. However, the Conv (K s ) is not readily available. Consequently, we create a convex hull as shown in Step 3 of the combined FW-PHA algorithm below.
The simplicial decomposition is an extension of the FW method.
where f (x) is convex and continuously differentiable. Set D is a nonempty and bounded polyhedron; = {x ∈ R n : Ax ≤ b, x ≥ 0} , A ∈ R m×n and b ∈ R m . Given a current solution x t−1 and inner approximation D t−1 ⊆ D at iteration t, the simplicial decomposition involves solving
followed by updating
and choosing
The simplicial decomposition terminates when the bound gap is small
where tolerance τ ≥ 0. Here, line searches in FrankWolfe method are replaced by searches over polyhedral inner approximations. The combined FW-PHA is given in Algorithm 2, where V s ⊂ conv(K s ).
Algorithm 2 Combined FW-PHA (One Iteration k)
III. FW-PHA BASED S-SCUC
Initialization of the convex set is important since the proposed FW-PHA method performs only one iteration of simplicial decomposition for each outer iteration. This requires that the initial scenario vertex sets share a common point. Figure 1 shows the initialization of the convex hull for the FW-PHA algorithm. First, problem (9) is solved to obtain both first-stage and second-stage solutions for the first scenario, and then the rest of the scenarios are solved to get the second-stage decisions by fixing the first-stage unit commitment from the first scenario. The first-stage and second-stage solutions are used to initialize the inner approximation V s as shown in Figure 1 . Both the implementable and the dual variables are calculated based on the above initialization. The set, V s is passed as parameters to the continuous quadratic programming (QP). While solving the QP, integrality constraints of unit status, unit startup and unit shutdown are relaxed and constrained between 0 and 1 inclusive. The objective function of the continuous QP is shown in Step 4 of the combined FW-PHA algorithm. In our implementation, Step 4 of Algorithm 2 is solved as follows:
where L ρ s (x, y, z, ω s ) is the objective function. The only decision variable in Step 4 of Algorithm 2 is a i which is associated with two constraints as formulated in (16) .
The MILP and QP are sequentially solved in each scenario in Algorithm 2. The implementable, lower bound, and dual variables are calculated after all scenarios are optimized. This outer loop is repeated until a terminating criterion is met or a maximum number of iterations is reached.
IV. NUMERICAL RESULTS
We conduct numerical tests on a modified single-area IEEE Reliability Test System [20] and IEEE 118-bus System [21] . The proposed algorithms are implemented in MATLAB within the Flexible Energy Scheduling Tool for Integrating Variable (FESTIV) framework [22] . The S-SCUC is modeled in GAMS [23] and problems (9), (10) and (16) were solved using CPLEX [24] . The computing platform has 256 GB RAM, Intel Xeon CPU E5-2640 with dual processors.
For the initial test, we generate a certain number of scenarios, each representing a possible realization of wind and load condition. The forecast errors of wind generation and load are represented by a low order autoregressive moving average, i.e., ARMA (1, 1)
where e− the forecast error of wind generation or load at time t. L t − a normal distribution function with a standard deviation equal to 3% of the load forecast and 6% of the wind generation forecast.
α, β− ARMA parameters determining the degree to which the previous value influences the current value.
A. MODIFIED IEEE RTS-96 SYSTEM
The modified single-area IEEE RTS-96 has 24 buses, 38 branches, and 26 generators. The average load is around 1,200 MW and the peak load is nearly 2,500 MW. A wind turbine generator (WTG) is connected to Bus 23 with an installed capacity of 130 MW, which is 4% of the total capacity in the system. Figure 3 highlights the sensitivity of the lower bound to different penalty factors chosen using both approaches. However, the lower bound obtained through the FW-PHA is barely affected by the penalty factor. As the penalty factor increases from 100 to 5,000, the lower bound obtained through the PHA dropped about 16.6% from $331,350 to $276,336. For the same range of penalty factors, the lower bound in the FW-PHA remains approximately the same (only 0.84% change). Figure 4 shows the lower bound obtained over iteration using the PHA (dotted plot) and the FW-PHA (line plot). Dotted lines obtained from the PHA can be distinctively seen, while solid lines from the FW-PHA are close to each other at the top of this figure. The lower bound from the PHA tends to settle at different values depending on the chosen ρ whereas the lower bound from the FW-PHA, regardless of ρ, settles near the same value. Note that Figure 4 shows the cyclic behavior for the PHA with ρ = 1000 (red-dotted) and ρ = 2000 (magenta-dotted), which is an inherent drawback of the PHA mentioned earlier.
B. IEEE 118-BUS SYSTEM
A modified IEEE 118-bus system is used to validate the proposed approach in a large-scale system. This system has 118 buses, 186 transmission lines and 54 generators including 10 wind generators. The installed capacity of 10 WTGs, connected at Buses 4, 26, 27, 40, 49, 62, 89, 100, 107 and 112, totals 376 MW, which is 8% of the total capacity in this system. Analogously, 10 scenarios are generated by the ARMA. Figure 5 compares the sensitivity of the lower bound to the penalty factors in both the PHA and the FW-PHA. The lower bound obtained in the IEEE 118-bus system demonstrates a similar sensitivity to that in the IEEE RTS-96 system. The percentage drop of lower bound for the penalty factor increasing from 100 to 5,000 is about 6.6% in the PHA, while it is negligibly small, i.e., 0.3% in the FW-PHA.
The lower bounds over iterations using the PHA (dotted plot) and the FW-PHA (line plot) are shown in Figure 6 . This figure illustrates a similar trend to that in the modified IEEE RTS-96 system. The lower bound from the FW-PHA converges to around the same value regardless of ρ, while the lower bound in the PHA tends to settle at different values depending on ρ. It is worth mentioning that for ρ = 2, 000 in the PHA, this is the only case when the solution met our strict termination criteria, i.e., = 0.001, while all other cases in Figure 6 were terminated at the maximum iterations.
To illustrate the effectiveness of the proposed algorithm in a larger S-SCUC problem, we conduct a similar comparative case study on the IEEE 118-bus system with 50 scenarios under the same penalty factors as tested before. The lower bound versus iterations is shown in Figure 7 . The convergence characteristics are analogous to those observed with 10 scenarios. Furthermore, an increase in the number of scenarios may result in a slightly different lower bound that is attributed to different sets of scenarios generated.
C. DUALITY GAP COMPARISON
Ideally, the optimal primal solution of S-SCUC can be obtained by solving the extensive form (3). However, the deterministic extensive form for a large-scale system is computationally infeasible unless other techniques such as constrained extensive form are used [19] . In PHA, one needs to recover a feasible primal solution from the dual solution. The implementable set z is utilized to provide guidance on how to obtain a primal feasible solution. Note that set z obtained from the dual solution may contain decimal unit commitment that needs to be converted to a binary value. As studied in our prior work [25] , this ought to be done in a systematic manner such that the resulting unit commitment does not violate any individual unit constraints (e.g., minimum up and downtime constraints) while minimizing an increase in the operating cost from the dual to the primal solution. This is out of the scope of this paper and will be discussed in our subsequent paper. Here, we simply round the implementable to the nearest integer followed by a quick check to see if there are any violations against individual unit constraints. If so, a heuristic approach is then employed to adjust the implementable until no violation exists. We calculate the duality gap [26] to quantify how good a primal solution is. The formula of this calculation is given as
where C f− the cost of a feasible primal solution − a near-optimal dual solution Tables 1 and 2 show the duality gap for PHA and FW-PHA on IEEE RTS-96 and IEEE 118-bus, respectively. For all penalty factors considered, the FW-PHA method displays a better lower bound than the PHA. The duality gap for the FW-PHA is less than 1% for all but highest penalty factor used (for the penalty factor of 5,000 the gap is 1.023%) for IEEE RTS-96 system, and less than 0.6% for the IEEE 118-bus system regardless of the penalty factor chosen. The results in Tables 1 and 2 demonstrate that the proposed FW-PHA is very robust to the penalty parameters chosen. Furthermore, it leads to a much tighter lower bound and a smaller duality gap.
D. COMPUTATIONAL EFFICIENCY OF FW-PHA
The computational time of both algorithms on the IEEE 118-bus system is compared in Table 3 , in which 'T' indicates the algorithm fails to converge within a certain duality gap after the maximum number (i.e., 200) of iterations is reached.
In Table 3 , the proposed FW-PHA algorithm converges within the specified duality gap using less execution time than the conventional PHA. While the penalty factor chosen in the FW-PHA has little impact on the lower bound, it does affect the solution time. Therefore, a well-tuned ρ in the FW-PHA is necessary for improved computational efficiency. Another interesting observation is that, as the number of iterations increases, the FW-PHA algorithm becomes slower since the size of convex hull |V s | in (16) grows, leading to a longer solution time of problem (16) . It is worth mentioning that the computational time of the FW-PHA can be greatly reduced if the parallel computing technique can be applied to take full advantage of the decomposable structure of PHA-based methods.
V. CONCLUSION
In this paper, we apply a novel FW-PHA approach to solve the S-SCUC resulting in an improved Lagrangian dual solution. We perform numerical tests in the IEEE RTS-96 and IEEE 118-bus systems under various penalty factors and compare the results between the FW-PHA and the traditional PHA. We find that the dual solution in the FW-PHA is not sensitive to the penalty factor chosen, which constitutes the most salient feature compared to the traditional PHA. This can effectively avoid any cyclic behaviors that plague the use of the PHA. Moreover, the duality gap calculated in the FW-PHA is smaller than that in the PHA. Consequently, the FW-PHA-based S-SCUC is superior to its PHA counterpart in terms of algorithmic robustness, solution quality, and convergence characteristics.
Our future work will focus on applying the FW-PHA to a real-world large-scale system in an integrated, multitimescale bulk power system operational model that represents the current state of the art in ISO's operation. Both the economic and the reliability improvement by the proposed FW-PHA algorithm will be quantified.
