ABSTRACT It is well known that the super-resolution reconstruction method based on sparse representation has a superior research value. However, the sparse coefficients of low-resolution (LR) patches by a classic method are not loyal to high-resolution (HR) patches due to the lack of image structure information. Therefore, based on the sparse representation, a self-similarity learning method is proposed to solve the sparse coefficients so that they are more loyal to HR patches. First, the Gaussian mixture model is used to guide the grouping of internal structure similar patches. The neighbor patches of each group and their corresponding sparse coefficients maintain the local geometric angle unchanged in the embedded spaces. Furthermore, the sparse matrix corresponding to similar patches has the property of low rank to capture the global structure of the data. The coefficients obtained by this method are more satisfied with the reconstruction of HR patches. Therefore, our proposed method obtains more accurate sparse coefficients, improving visual performance and algorithm stability.
I. INTRODUCTION
Image super-resolution (SR) reconstruction technology refers to the reconstruction of recovering HR images from observed LR images. It has many applications in the field of machine vision, such as video surveillance, satellite image and medical imaging. Wang et al. [1] investigated the state-of-the-art super-resolution methods and classified them into two categories: learning-based and reconstruction-based. The former way reconstructs higher quality images using prior information provided by training data and the magnification is greater than the latter, so the learning-based methods have been widely used in visual applications.
Image super-resolution (SR) reconstruction technology refers to the reconstruction of recovering HR images from observed LR images. It has many applications in the field of machine vision, such as video surveillance, satellite image and medical imaging. Wang et al. [1] investigated the stateof-the-art super-resolution methods and classified them into two categories: learning-based and reconstruction-based. The former way reconstructs higher quality images using prior information provided by training data and the magnification is greater than the latter, so the learning-based methods have been widely used in visual applications.
The general mathematical model of the image reconstruction problem is described as (1) :
where H is a degradation matrix, x is original image (i.e. HR image), v is noise matrix and y is the degraded image (i.e. LR image). Due to the mathematical model of (1), we can see that the process of obtaining x from the corresponding y is an ill-posed inverse problem, which requires a priori information introduced into the solution process to solve it. Thus, how to extract and utilize more prior information of images is the key issue to reconstruct the higher quality HR images.
In recently years, researchers have proposed many methods to improve this performance with respect to the ill-posed problem. In all of these methods, based on sparse representation regularization [2] - [7] shows its powerful function. Yang et al. [2] proposed a super-resolution reconstruction algorithm based on sparse representation, which caused a great deal of research and attracted much attention. Because of its superior research value, many researchers have conducted in-depth and more comprehensive research on sparse representation. Dong et al. [3] proposed the ASDS algorithm that combined a set of autoregressive models and the image non-local similarity was incorporated as the regularization term to reconstruct HR image. It improved the effectiveness of sparse modeling and the performance of SR results. References [4] and [5] proposed the methods that improved dictionary training based on the Yang's method corresponding to coupled dictionary training and semi-coupled dictionary learning respectively. And it added regularization term to improve accuracy of the dictionary, and enhance the reconstruction. Double sparsity regularized manifold learning [6] is also proposed to achieve good performance in image SR.
These algorithms based on sparse representation take the norm of image gradient or the sparsity of dictionary as regularization constraint terms without making use of the information of the image itself. However, the SR method based on structural self-similarity takes advantage of the structural similarities that are widely available in images and improves the visual performance. Reference [7] proposed a method to obtain accurate sparse coding coefficients by using the nonlocal self-similarity of the original image with the classical sparse representation. From [3] and [7] , we can get a key point that taking the structural similarity of the image itself as prior information can achieve good performance.
According to the above, we can obtain two key issues in the image SR: the first is to obtain and use valid image prior information; the second is to solve the sparse coefficients. This paper aims to solve these two problems:
1. More efficient prior information is serviced to solve sparse coefficients. Based on the sparse representation, in this paper we utilize the self-similarity of the image to reconstruct the image. The difference from the previous method is that the Gaussian mixture model (GMM) is used to classify similar patches, and the structural similarity of the image are fully utilized in this paper. We get the sparse coefficient is more consistent with the reconstruction of HR images.
2. When the learning data set is in-complete, the correlation is very low between the input LR image and the dictionary. The reconstructed image will be missing high-frequency details, the effect is not good, and the method does not have a strong stability. In order to solve this problem, this paper we proposed involves the conformal relations between similar image patches and their corresponding sparse coefficients. When similar patches are super-resolution reconstructing, these similar sample patches can use conformal properties, keeping the embedded structure at the same angle and reconstructing high-quality images. Therefore, the stability of the super-resolution method is strengthened.
II. RELATED WORK
The SR method based on self-similarity takes advantage of the structural self-similarity that the image has extensively, and uses this property as an additional prior information in the image SR reconstruction process.
Some SR methods using non-local (NL) similar have appeared successively [7] - [12] . The basic idea of these methods is to search for similar image patches of the same scale in the whole image, and use these patches to provide complementary information to reconstruct HR images. The additional information provided by similar image patches of the same scale in the image itself has certain limitations, it further restricts the improvement of the image reconstruction effect of this method. References [13] and [14] regard the similar image patches of the same scale and different scales patches as prior adding the process of image SR reconstruction. Using these similarity patches with the same scale equate to using multiple LR images; different scales patches provide correspondence between different resolution image patches. This method has achieved significant performance improvement [7] , [15] . And in [15] , it proposed that the sparse codes for non-local similar patches should be lowrank. So the problem of image reconstruction is transformed into the minimum rank of similar patches matrix by using the low rank characteristic of non-local self-similar patches. And it excavates the image's own information and structured sparse features, and protects the structure and texture details of the image.
Based on the above, researchers have applied low-rank matrix decomposition theory to image super-resolution reconstruction. Since the matrix composed of similar patches is highly correlated, it is low-rank, so [16] pulls the similar patches into columns and forms a highly relevant matrix. The recovery of the original matrix is according to the lowrank matrix recovery theory. Reference [17] proposed a novel method. When the sparse coefficients are solving, the sparse coefficient matrix, formed by the current patches and its similar image patches, is directly solved, so that the first column of the matrix is the sparse coefficient of the current patches. Reference [15] constructs low-rank matrix and uses WNNM [18] algorithm to solve sparse coefficients so that make the method more versatile and can be applied to image restoration (image denoising, image restoration). Reference [19] adds the conformal property to the lowrank sparse during the process of dictionary training, which improved the performance of the low-rank sparse method.
III. PROPOSED METHOD
The basic principle of sparse representation is: the image signal can be represented by a linear combination of a set of atoms on an over-complete dictionary and the set of atoms is sparse. Formulated as: min α α 0 s.t. x = α and it's NP-hard. We convert the problem of solving l 0 to solving l 1 , i.e. non-convex problem transforms into convex optimization problem: min α α 1 s.t. x = α. Therefore, the general model is:
The objective function for solving sparse coefficients is:
Although the sparse representation algorithm does not use the structural characteristics of the image itself, it can be seen that the sparse representation has a powerful function and research value in image reconstruction. Therefore, an algorithm based on the self-similarity of image self-structure is proposed.
A. SELF-SIMILARITY CONSTRAINT
The multi-scale structure self-similarity of images refers to the existence of similar structures of the same scale or different scales in the same image, which is specifically represented by similar image patches of the same scale and different scales in the image. Fig. 1 shows two examples of images with explicit self-similarity in the structure. There are a large number of structurally similar tiles in the figure. This kind of multi-scale structure self-similarity is in view, and provides necessary additional information for achieving spatial resolution improvement. Most of the methods that based on the image self-similarity use the Euclidean distance(ED) to search for similar patches [7] , [10] - [17] , and have achieved good performance improvements. However the literature [20] proved that the image patches space is not a ball Euclidean space, and the Mahalanobis distance(MD) is a better choice for measuring the similarity between image patches. Fig. 2 shows that comparison of patch (a),(b),(c). They are from the same image lena, calculating the Euclidean distance between them, and finding that patch (b) is closer to (a) than (c). But we can find the visual comparison shows that (a) and (c) have the same edge structure. And their collaborative filtering can better maintain the image patch structure. Therefore, we use Mahalanobis distance to measure the similarity between these similar image patches. This paper uses the bicubic interpolation image of the lowresolution image as the initial reconstruction image, and then iteratively updates the reconstructed image through iteration. In this paper we use the full covariance matrix when we use the MD. The intuitive method is to use the Gaussian mixture model [20] (GMM). Assuming that the structure of the image patch x i comes from K low-dimensional subspaces, so the probability of a given image patch can be defined as a K Gaussian weighted sum:
where
The negative exponent is the Mahalanobis distance from x i to µ i , and c is a normalization constant. We can define a class label, where C = (c 1 , c 2 , ..., c m ), c i ∈ {1, ..., K } represent that which x i is from. (2) can add a regularization term:
In the experiments, the total number of similar image patches of a class is too small or less than 10, the image patches are merged into other classes that are most similar to them, forming a class of similarly-sorted similar patches. The parameter settings is in section IV.
B. CONFORMAL LOW-RANK CONSTRAINT
Each image patch is defined and classified, therefore the image patches in this class are all similar. Similar image patches correspond to similar sparse coefficients. Reference [19] projected data from high-dimensional space to low-dimensional manifold while maintaining the geometric angle formed by the adjacent samples. These angle relationships calculated by Conformal Eigenmaps simulate the internal structure of the data and are called conformal features. By considering the conformal nature of sparse coefficient, it is possible to preserve the local geometric relationships in the sample, so that all samples can find corresponding embedding in the coefficient space with similar local structures. Fig.3 shows that similar image patches and their corresponding sparse coefficients have the same manifold geometry. The mathematical model is as follows.
Inspired by the mapping of conformal characteristic [19] , let f : e i = f (x i ) mean the mapping between point set X and E. We assume that point x i is similar to points x j and x k in its class (discussed in the previous section), and their corresponding mappings are e i , e j and e k respectively. In order to implement the conformal mapping, the triangle formed by point x should resemble the triangle formed by point e. The mathematical expression is: s i indicates the proportion of these triangles. In order to find the maximum degree of conformal embedding, point e can be solved by minimizing the cost function:
where N i includes the point that similarity to x i and x i itself. In the process of sparse coding, this mapping relationship exists in similar image patches and their corresponding sparse coefficients, so (7) can be changed to (8) .
A matrix of similar image patches has low-rank property. It is also suitable for the sparse coefficient matrix. The lowrank of the sparse coefficient matrix is defined as rank(A). Since this problem is a non-convex optimization problem, it is transformed into a nuclear norm A * convex optimization problem. This can capture the global structure, so the conformal low-rank constraint is:
The effectiveness of this strategy will be demonstrated in subsequent experiment.
C. OBJECTIVE FUNCTION
The algorithm proposed in this paper can be obtained from the synthesis of part A and part B. Combining (5) and (9) into (3) yields the overall objective function:
From (10), it can be seen that the third term which guided by the GMM model for image patches clustering can be pre-trained for classification to prepare for later work. For each class of image patches, it is similar to each other. The cost function of the third term can be written as
, and it is taken into (10):
According to sparse theory, (11) can be rewritten as:
The first and third term in (12) can be merged into:
.
D. SOLUTION AND ALGORITHM OPTIMIZATION
To solve the problem of (13), introduce variable M:
The problem of (14) can be solved by the Alternating direction method of multipliers (ADMM) [21] . So the Lagrangian function is:
where Y is a Lagrangian multiplier and ρ is a positive scalar.
Observe that there are three variables A, S and M in (15) , so the solution is divided into three sub-problems. Fix two sub-problems while solving the other, and iteratively updates to convergence, as shown in Alg.1. Fixed S, M, update sparse coefficient A by:
Fixed A, S, update M by:
Fixed A, M ,update S by:
Update Lagrange multiplier Y by:
Update ρ by:
Until converged:
10: End while 11: Return A In Alg.1, the fourth step is to solve the coefficient A. Let
According to the above, A can be solved by iterative projection method (IPM) [22] , where τ = λ 1 2 . The solution process is shown in Alg.2. (16) 1: σ, τ > 0 2: Initialize: A 0 = 0 3: While not converged do 4: t := t + 1
Algorithm 2 IPM for Solving
where ∇F(A t−1 ) represent the derivative of F(A t−1 ),
5: Soft threshold operation:
6: End while 7: Return A t
The fifth step of the Alg.1 is solved by singular value threshold convergence operator [18] , [23] . From [18] and [23] , let β j (M k ), where is the jth singular value of
The ninth step of the Alg.1 is convergence conditions. Requires (A-M) to infinitely close to zero, so the total loss is set to 10 −8 .
According to the model proposed by (15) , it can be seen that the proposed method cannot guarantee convergence to global optimum. However, experience shows that the proposed algorithm is convergent. Fig.4 shows the convergence curves of the proposed method on the images bird, butterfly, lena, peppers, cameraman, hat, parrots, flower. It can be seen that the proposed method in this paper can converge on these images. These images are shown in Fig.5 .
IV. EXPERIMENTS RESULTS
The method proposed in this paper aims to solve the problem of image super-resolution reconstruction, and has a certain improvement in vision performance on this issue. In the process of method implementation, proper parameter selection VOLUME 6, 2018 TABLE 1. Average PSNR and SSIM results of these super-resolution methods on Set5, Set14, BSD100 and Urban100. The best results are highlighted in bold. (Scaling factor = 2, scaling factor = 3 and scaling factor = 4). Fig.6, Fig.7, Fig.8, Fig.9 and Fig.10 . is crucial. This paper selects the parameters based on the converged minimum energy. Parameters include λ 1 , λ 2 , λ 3 , λ 4 , the value is 0.02, 0.67, 0.0005, 0.005 respectively. For the pre-trained GMM model with 5×5, 6×6, 7×7, 8×8, and 9×9 size of the image patches and has its corresponding same size dictionary. The data used to train the dictionary and GMM model are come from BSD500. And the training data set of the contrast methods are also BSD500. According to [24] , the learned GMM's has 250 mixed components, and this paper is also set to 250. The code to train GMM is the same as [20] .
TABLE 2. PSNR and SSIM results of
The contrast methods in this paper are Bicubic, SCSR [2] , ASDS [5] , LRNESR [15] , CLRSR [19] , WLR-SR [17] . The overall framework is similar to the Yang et al. [2] . For color images, this paper first converts the image from RGB to YCbCr space, then performs image super-resolution reconstruction only on the luminance channel, and also calculates PSNR and SSIM only on this channel. It is worth noting that the LR image is obtained in the same way as the WLR-SR [17] . For a fair comparison, We set the way of each method to obtain the LR image the same way as WLR-SR [17] . In the reconstruction phase, the LR-bicubic image is used as the initialized HR image. Each image is divided into 5×5 image patches with 4 overlap. And the test images are from [5] , set5, set14, BSD100 and Urban100.
As shown in Table 1 , the average peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) of the performance indicators obtained by each method when the image patch size is 5×5 with the up-factor is 2, 3, and 4 on Set5, Set14, BSD100 and Urban100 respectively are compared. From this table, we can see that our method performs better than other methods. The average values of PSNR and SSIM are higher than others on each testing data set. When factor = 2, our values of PSNR are higher than WLR-SR [17] by 0.506dB, 0.343dB, 0.492dB and 0.604dB on Set5, Set14, BSD100 and Urban100 respectively, and higher than CLRSR [19] by 0.373dB, 0.230dB, 0.373dB and 0.402dB. Similarly, SSIM is higher than them. When factor = 3, our values of PSNR are higher than WLR-SR [17] by 0.447dB, 0.110dB, 0.077dB and 0.111dB on Set5, Set14, BSD100 and Urban100 respectively, and higher than CLRSR [19] by 0.304dB, 0.061dB, (d) ASDS [5] . (e) LRNESR [15] . (f) CLRSR [19] . (g) WLR-SR [17] . (h) Ground truth. (i) Ours. [5] . (e) LRNESR [15] . (f) CLRSR [19] . (g) WLR-SR [17] . (h) Ground truth. (i) Ours.
0.053dB and 0.076dB. Similarly, SSIM is higher than them. Our method is not only superior to other methods in a small scale, but also slightly superior to other algorithms in a large scale. When factor = 4, our values of PSNR are higher than WLR-SR [17] by 0.165dB, 0.113dB, 0.058dB and 0.144dB on Set5, Set14, BSD100 and Urban100 respectively, and higher than CLRSR [19] by 0.139dB, 0.096dB, 0.052dB and 0.113dB. Similarly, SSIM is higher than them. It can be seen that our model is also suitable for slightly largescale reconstruction. Fig.6 shows the results of the image ''img011'' from Set14 and Fig.7 shows the results of the image ''img002'' from Set5 with factor = 2. Fig.6 and Fig.7 show us that from left to right is LR image, the vision results of Bicubic, SCSR [2] , ASDS [5] , LRNESR [15] , CLRSR [19] , and WLR-SR [17] , ground truth image and ours respectively. We can see that Fig.6(c) and Fig.7 (c) produce blurred edge. Fig.6(d) , Fig.6(g) and Fig.7(f) have smooth edge and region. The edges of the image have artifacts can be seen at Fig.6(e) . However, our method Fig.6 (i) produces a sharper edge effect. These conclusions can also be observed in Fig.7 . Fig.8 and Fig.9 show the results of the image ''bike'' from [5] and the image ''flower'' from [5] with factor = 3. We can see that other methods have varying degrees of [5] . (e) LRNESR [15] . (f) CLRSR [19] . (g) WLR-SR [17] . (h) Ground truth. (i) Ours. blur, smooth and artifact, but our methods have a clearer texture than other results. Sample bike can be seen intuitively, the visual about Fig.8(i) is better than Fig.8(g) and Fig.8(f) . It shows that the proposed method is visually better than other methods. Fig.10 illustrates the visual results of ''img099'' form Urban100 when factor = 4. Table 2 show the PSNR and SSIM about Fig.6, Fig.7, Fig.8, Fig.9 and Fig.10 . When factor = 4, although the visual results is not obviously better, our method still has slightly higher PSNR and SSIM than others. This paper uses the Mahalanobis distance to search for similar structural image patches. According to the structure information of the image, the selection of the image patch size also affects the final performance. Fig.11 shows the effect of image patch size on PSNR, SSIM, and convergence speed with cameraman sample. From Fig.11 , the values of PSNR and SSIM are the highest while patch size is 5×5. The convergence speed is almost the same except the patch size is 4×4. On the other hand, the patch size should not be chosen too large and too small. Too large and too small will missing some useful structural information. So according to the above, the size of the image patch is chosen 5×5 in this paper.
In order to prove the validity of GMM model guided similar patches clustering constraints and conformal lowrank constraints, Table 3 shows our method with these two regularization terms contribution to SR performance with up-factor 3. Comparing with standard sparse representation, our average higher 0.909dB in PSNR and 0.0160 in SSIM. 
V. CONCLUSION
In this paper, we proposed a novel super-resolution reconstruction method via self-similarity learning and conformal sparse representation. We exploit the self-similarity of the image and combine the local geometric angle invariance of the similar patches and their corresponding coefficients. It retains the local structural information of the image. And the low-rank constraint of the coefficient matrix can capture the global structure of the data. With these constraints, sparse coefficients can be obtained by our method, which can meet the sparse coefficients of HR reconstruction and improve the visual performance. Our method is compared with other methods which based on self-similarity learning. Experiments show that although our method is not the fastest because of conformal characteristics, the average values of PSNR and SSIM are the highest with the best visual performance and clearer texture. Although our method does not run very fast due to the extra computation of the conformal relationship especially for big dataset, we are a little faster than [17] , and the overall visual effect is better than it. This can be seen from the values of PSNR and SSIM with factor = 2, factor = 3 and factor = 4 on Set5, Set14, BSD100 and Urban100 respectively in Table 2 . Therefore, we will focus on reducing the complexity of algorithm while maintaining the performance in future works. 
