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a b s t r a c t
We prove a conjecture of Daia [L. Daia, On a conjecture, Gaz. Math. 89 (1984) 276–279
(in Romanian)] asserting that if a point P in the interior of the square ABCD has the property
that the quadrilateral with vertices in the incenters of triangles ABP , BCP , CDP ,DAP is cyclic,
then P is on a diagonal. Co-operation man-machine is needed for the proof.
© 2008 Elsevier Ltd. All rights reserved.
1. The problem
It iswell-known (and easily proven) that if P is a point in the interior of an orthodiagonal quadrilateralABCD, the centroids
of the triangles ABP , BCP , CDP,DAP are the vertices of a rectangle. Trying to extend this property to other triangle centers,
Al.V. Mihai proposed some 25 years ago the following problem. Recall that a quadrilateral is called cyclic if its four vertices
sit on the same circle.
Let P be a point in the interior of a square ABCD. Prove that the quadrilateral having vertices in the incenters of triangles ABP ,
BCP , CDP , DAP is cyclic.
Despite its innocuous statement, the problem resisted all attempts to solve it by using techniques, no matter how
ingenious, of synthetic or analytic geometry. The reasons for this failure are well known to those who ever tried to solve
problems referring to incenter, and are best explained in terms of analytic geometry. The condition that a point sits on
an angle bisector is expressed by an equation in which trigonometric functions make an appearance. This corresponds to
radicals involving Cartesian coordinates. In order to rationalize such expressions one has to square them, and so polynomials
of higher degrees are encountered. The same difficulties appear when trying to check that a point sits on a given circle by
either using angle congruences or Ptolemy’s theorem.
Repeated unsuccessful attempts to solve the problem shed doubts on the truth of the statement. Indeed, Daia [1] found
a counterexample to this statement: for P chosen such that 4ABP is equilateral, the incenters are not on the same circle.
This configuration is well-known in elementary geometry, and Daia uses some of its numerous properties to numerically
compute the relevant distances, deriving a contradiction. Due to fortunate peculiarities of the well-chosen configuration,
these computations were doable by hand.
The next natural question was to identify the points for which the problem holds. It is easy to see that any point on the
diagonals of the square has the property asked for. To be precise, the incenters in question are the vertices of an isosceles
trapezium. Daia suggested that there are no other points with this property.
Conjecture. A point P in the interior of a square ABCD has the property that the quadrilateral having vertices in the incenters of
triangles ABP , BCP , CDP , DAP is cyclic if and only if P belongs to AC or BD.
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The aim of this paper is to provide a proof for this conjecture by means belonging to what is known as automated
geometry theorem proving. A presentation of the ideas needed for the proof is sketched in the next section. The details
of the proof are given in Section 3.
2. The approach
The automatic methods for proving theorems can be classified according to several criteria. Thus one has to distinguish
those which use coordinates from the coordinate-free approaches. The methods of the former kind have a common
structure:
(a) An appropriate coordinate system is chosen.
(b) The hypotheses and the thesis are translated into polynomial relations among the geometric data (e.g., coordinates of
points, lengths of segments, areas of figures, etc.).
(c) It is shown that the thesis polynomial is a consequence of the hypothesis polynomials.
The specific implementation of these steps makes the difference between methods of this type. In a classical approach,
a thesis t , expressed by the vanishing of a polynomial t , is a consequence of hypotheses h1, h2, . . . , hr , expressed by the
vanishing of corresponding polynomials h1, h2, . . . , hr , if t belongs to the radical of the ideal generated by h1, h2, . . . , hr .
This approach is successful in many instances. However, it is not as simple as it looks. Apart from not being able to deal
with all geometric statements (Gödel’s theorem), there are several other reasons for failure, nicely discussed in [2].
The most powerful computer algebra systems can compute primary decompositions by means of Gröbner-bases
computations, so the goal of automatically proving (some) geometric theorems is presentlywithin our reach. Readerswilling
to study the Gröbner bases theory are referred to [3] or [4], while those desiring to see several hundreds of geometric
theorems proved this way can have a look at [5].
Another specialization of the generic steps (a)–(c), possible thanks to work of Wen-tsünWu [6] and his school, is known
as the characteristic sets method or Ritt–Wu method. For the sake of completeness we present the relevant notions and
fundamental results of the theory in the way and at an extent sufficient to follow the details of the paper. More explanations
and the proofs of the results we use are found in [6,7] or [8]. This and other techniques successfully used in algebrization
of geometric reasoning are described in various chapters of [9]. A comprehensive bibliography can be found on Dongming
Wang’s web site [10].
A basic fact underlying the theory of characteristic sets is the so-called pseudo-division algorithm, valid for univariate
polynomials over an integral domain R. Given a non-zero polynomial f =∑mi=0 aixi of degreem, we call am the initial form
of f and denote it In(f , x). For any other polynomial g there exist uniquely determined polynomials q, r ∈ R[x] such that
In(f , x)tg = fq+ r, with t = max{0, deg(g)− deg(f )+ 1},
and either r is the zero polynomial or has degree smaller than m. The polynomial r thus obtained is called the pseudo-
remainder of g with respect to f and x, and is denoted prem(g, f , x).
Apply the above result for R the ring of multivariate polynomials in x1, x2, . . . , xn with coefficients in a field K . The
ordering of variables is arbitrarily chosen but fixed in the sequel, and all future constructions depend on it. Let f1, f2, . . . , fs ∈
K [x1, x2, . . . , xn] be given with the property that for certain integers 1 ≤ i1 < i2 < · · · < is ≤ n one has
fj ∈ K [x1, x2, . . . , xij ] \ K [x1, x2, . . . , xij−1], j = 1, 2, . . . , s.
For any g ∈ K [x1, x2, . . . , xn] define by descending induction Rs = g , Rt = prem(Rt+1, ft+1, xit+1) for 0 ≤ t < s.
The polynomial R0 obtained lastly is denoted prem(g, f1, f2, . . . , fs) and called the pseudo-remainder of g with respect to
AS := f1, f2, . . . , fs. The list AS is an ascending set if fj = prem(fj, f1, f2, . . . , fj−1) for j = 2, . . . , s. AS is called an irreducible
ascending set if each fj is an irreducible polynomial in Kj[xij ], where
K1 := K(x1, . . . , xi1−1) and
Kj :=
(
Kj−1[xij−1 ]/fj−1Kj−1[xij−1 ]
)
(xij−1+1, . . . , xij−1) for j = 2, . . . , s.
Let h1, h2, . . . , hr ∈ K [x1, x2, . . . , xn] be arbitrary polynomials and I the ideal they generate. Then one can prove the
existence of an ascending set CS = f1, f2, . . . , fs with all fj belonging to I and such that prem(hj, CS) = 0 for j = 1, 2, . . . , s.
An ascending set having these properties is called a characteristic set for the polynomials h1, h2, . . . , hr we started with. In
general, a characteristic set CS of a set of generators of an ideal I generates an ideal contained in I . The difference between
the two ideals depends on the initial product
∏s
j=1 In(fj, xij) of CS.
In the frame of Ritt–Wu theory, the generic steps (a)–(c) may be specialized as follows:
Step 1. (algebrization) Choose an appropriate coordinate system. Proving the theorem is converted into deciding whether
one can derive the conclusion equation from the hypothesis equations.
Step 2. (triangulation) Transform the set of hypothesis polynomials into a characteristic set CS by Wu’s well-ordering
principle.
Step 3. (successive pseudo-division) Obtain R = prem(C, CS). If R = 0 then the theorem is valid under the subsidiary
conditions Jk 6= 0.
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Using Wu–Ritt zero decomposition theorem, one has
Zero(HS/D) =
⋃
k
Zero(CSk/DJk),
with Jk the initial product of the characteristic set CSk. A conclusion C = 0 is true on the component Zero(CSk/DJk) if
prem(C, CSk) = 0. The converse is true if CSk is irreducible. Here D denotes a polynomial whose vanishing represents some
degenerate cases of the geometric configuration, and Zero(HS/D) denotes the set of all roots of the polynomial set HS for
which D is non-zero.
A confirmation of the conjecture above is obtained along these lines. The details are given in the next section.
3. The solution
Let us consider a system of coordinates such that the vertices of the square are A(0, 0), B(1, 0), C(1, 1), D(0, 1). Let
P(u, v) be a point interior to the square and I1(x1, y1), I2(x2, y2), I3(x3, y3), I4(x4, y4) the incenter of triangle ABP , BCP , CDP ,
DAP , respectively. Denote
a = tan 6 (AB, AI1), b = tan 6 (BC, BI2),
c = tan 6 (CD, CI3), d = tan 6 (DA,DI4),
and observe that
0 < a, b, c, d < 1 (1)
because P ∈ int ABCD.
The condition that the lines AI1 and BI1 intersect each other in I1 results in relations
x1 = 1− bab+ a− b+ 1 , y1 =
a− ab
ab+ a− b+ 1 ,
which yield the polynomials
f1 := (ab+ a− b+ 1)x1 − 1+ b, f2 := (ab+ a− b+ 1)y1 − a+ ab.
Similarly one gets
x2 = 2bc − c + 1bc + b− c + 1 , y2 =
1− c
bc + b− c + 1 ,
x3 = cd+ ccd+ c − d+ 1 , y3 =
2cd− d+ 1
cd+ c − d+ 1 ,
x4 = d− adad+ d− a+ 1 , y4 =
ad+ d
ad+ d− a+ 1 ,
and the corresponding polynomials
f3 := (bc + b− c + 1)x2 − 2bc + c − 1, f4 := (bc + b− c + 1)y2 + c − 1,
f5 := (cd+ c − d+ 1)x3 − cd− c, f6 := (cd+ c − d+ 1)y3 − 2cd+ d− 1,
f7 := (ad+ d− a+ 1)x4 + ad− d, f8 := (ad+ d− a+ 1)y4 − ad− d.
Having in view that 6 (AP, AB) = 26 (AI1, AB), it follows that the coordinatesu and v of P are related by the equation v = 2au1−a2 ,
rewritten as
f9 := (1− a2)v − 2au.
In the same manner one produces further polynomials
f10 := 2bv − (1− u)(1− b2), f11 := (1− c2)(v − 1)− 2c(u− 1),
f12 := 2d(v − 1)+ u(1− d2).
The hypothesis that I1, I2, I3, I4 are on the same circle is translated into algebraic relations bymeans of Ptolemy’s theorem
I1I2 · I3I4 + I1I4 · I2I3 = I1I3 · I2I4.
Squaring twice, one gets a polynomial
f13 := (d13d24 − d14d23 − d12d34)2 − 4d12d23d34d14,
where dij = IiI2j for 1 ≤ i < j ≤ 4.
What we are looking for are real solutions of the polynomial system f1 = · · · = f12 = f13 = 0 with 0 < a, b, c, d < 1.
In algebraic terms, one has to compute J := I ∩ R[a, b, c, d], where I denotes the ideal generated by f1, f2, . . . , f12, f13 in
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the polynomial ring R[xk, yk, u, v, a, b, c, d] (1 ≤ k ≤ 4). The conjecture is confirmed if in all such solutions one of the
components a, b, c , d satisfies the polynomial X2+2X −1. Indeed, from one of the polynomials f9–f12 it then readily follows
that v−u = 0 or v+u−1 = 0. Note also that the same conclusion can be reached if two of a, b, c , d are equal. For instance,
if a = c , then from f9 = 0 and f11 = 0 one easily infers a2 + 2a− 1 = 0, so one may proceed as explained before.
In this formulation, the computing task is far too difficult to be solved automatically by an ordinary computer. In order to
obtain a polynomial system of a manageable size, we eliminated the variables xk, yk (1 ≤ k ≤ 4). The polynomial resulting
from f13 has 6373 monomials in a, b, c , d. Fortunately, any decent computer algebra system can factor it as −16f 214, where
f14 is a sum of 576 terms. Now we have to find all real solutions of the polynomial system f9 = f10 = f11 = f12 = f14 = 0
with 0 < a, b, c, d < 1.
The computer algebra system Singular [11] is able to compute the primary decomposition for the radical of J as an
intersection of 12 prime ideals Q j, whose generators are
Q1 = (c2 + 2c − 1, bd+ b+ d− 1, a+ c + 2), Q 2 = (c2 + 2c − 1, bd+ b+ d− 1, a− c),
Q3 = (d2 + 2d− 1, c + d+ 2, b+ d+ 2, a− d), Q4 = (d2 + 2d− 1, c − d, b+ d+ 2, a+ d+ 2),
Q5 = (d2 + 2d− 1, c + d+ 2, b+ d+ 2, a+ d+ 2), Q6 = (d2 + 2d− 1, c − d, b+ d+ 2, a− d),
Q7 = (d2 − 2d− 1, c − d+ 2, b− d, a+ d), Q8 = (d2 − 2d− 1, c + d, b− d, a+ d),
Q9 = (d2 + 1, c2 + 2c − 1, b+ d, a+ c + 2), Q10 = (d2 + 1, c2 + 2c − 1, b+ d, a− c),
Q11 = (d2 − 2d− 1, c + d, b− d, a− d+ 2),
Q12 = (d2 − 2d− 1, c − d+ 2, b− d, a− d+ 2).
The proof cannot be completed by polynomial arithmetic alone, it heavily depends on the fact that the configuration is
meaningful for a, b, c , d all positive and smaller than 1. On the component defined by the ideal Q1 or Q9 there are no positive
solutions because of the generator a+ c+ 2. Similarly one rejects Q3, Q4, Q5, Q6, Q7, Q8, Q11. The presence of the polynomial
d2+1 among the generators of Q10means there are no real solutions on this component, while from 0 < c, d < 1 one infers
that the polynomial c − d+ 2 ∈ Q12 does not vanish in the region of interest for us. So we are left with the component Q2,
the only one significant in the geometric context, from which one learns c2 + 2c − 1 = 0. Therefore, one concludes that if
the quadrilateral I1I2I3I4 is cyclic, then the point P belongs to a diagonal of the square. Puzzling enough, we were not able to
replicate the primary decomposition computation with a later version Singular 3-0-3.
The same conclusion can be reached with the help of the packageWsolve implemented by DingKang Wang in Maple.
Invoking the function wsolve for the polynomials f1–f12, f14 and variables [x1, y1, x2, y2, x3, y3, x4, y4, u, v, a, b, c, d], the
output consists of 23 ascending sets. All but one of them contain one of a, b, c , d, which means that the solutions described
by these ascending sets do not satisfy the required inequalities 0 < a, b, c, d < 1. Among the 12 polynomials of the last
ascending set one finds
d2 − 2bd2 + 4bcd2 − b2d2 − c2d2 + b2c2d2 + 2bc2d2 + 8bcd− 1+ 2b− 4bc + b2 + c2 − b2c2 − 2bc2.
Hence, if the corresponding solution fulfills the restriction (1) it results that
(b2 + 2b− 1)(1− c2)(1− d2) = 4bc(d2 + 2d− 1).
In particular, b2 + 2b− 1 and d2 + 2d− 1 have the same sign. Since
b2 + 2b− 1 < 0⇐⇒ P ∈ int BCD⇐⇒ d2 + 2d− 1 > 0,
this only happens when b2 + 2b − 1 = 0 = d2 + 2d − 1. As already explained, this ends the proof of the conjecture with
the Ritt–Wu method.
4. Conclusions
The difficulty of this conjecture is due, on one hand, to the fact that trigonometric functions are unavoidable when
expressing the incenter in terms of the vertices of the triangle, and, on the other hand, to the intrinsic difficulty of checking
that four points are on the same circle. When turning to computer algebra systems, the difficulties are the amount of
computing time and memory needed to tackle the conjecture. However, the improvements of the hardware and software
we have access to finally allowed a successful attack of the conjecture.
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