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ANALYTIC COMPACTIFICATIONS OF C2 PART II - ONE IRREDUCIBLE
CURVE AT INFINITY
PINAKI MONDAL
Abstract. We classify primitive normal compactifications of C2 (i.e. normal analytic surfaces
containing C2 for which the curve at infinity is irreducible), compute the moduli space of these
surfaces and their groups of auomorphisms. In particular we show that in ‘most’ of these surfaces
C2 is ‘rigidly embedded’. As an application we give a description of ‘embedded isomorphism
classes’ of planar curves with one place at infinity. We also compute the canonical divisor of
these surfaces; it turns out that their log discrepancy is related to the Frobenius number of the
semigroup of poles along the curve at infinity. We use the computation to classify Gorenstein
primitive compactifications of C2 with rational and minimally elliptic singularities, extending a
result of Brenton, Drucker and Prins [BDP81]. As another application we characterize weighted
projective spaces of the form P2(1, 1, q) in terms of their log discrepancy and index, generalizing
a characterization of P2 due to Borisov [Bor14].
1. Introduction
Normal analytic compactifications (henceforth to be denoted by simply ‘compactifications’) of
C2 are arguably the simplest, and consequently a well-studied, class of surfaces: see e.g. [Mor72],
[Bre73], [Bre80], [BDP81], [MZ88], [Fur97], [Oht01], [Koj01], [KT09], [FJ11]. In [Mon16b] we
studied singularities of these surfaces and of the curves at infinity (i.e. the complement of C2), and
in [Mon16a] we gave an effective algorithm to determine the algebraicity of the simplest among
these surfaces, namely those for which the curve at infinity (i.e. the complement of C2) is irre-
ducible; following [Oht01] we call these primitive compactifications.
Combining results of [Mon16a] and [Mon16b] yields a description of singularities of primitive
compactifications (Proposition 3.3), and in the case of algebraic primitive compactifications, an
explicit description of the defining equations (Proposition 3.4) and the singularities of the curve at
infinity (Corollary 3.5). In particular, all primitive algebraic compactifications of C2 are weighted
complete intersections and the curve at infinity has at most one singular point, which is at worst
a toric (or monomial) singularity. Starting from these observations, we undertake in this article a
detailed study of primitive compactifications.
The order of vanishing of polynomials along the curve at infinity on a primitive compactifica-
tion of C2 is a discrete valuation on C[x, y], and it completely determines the compactification.
The valuation is in turn determined by a finite sequence of polynomials called the key forms -
these are natural analogues of the key polynomials (introduced by MacLane [Mac36] and widely
used in valuation theory) of valuations centered at the origin. The key sequence associated to the
compactification is the sequence consisting of orders of poles of these key forms along the curve
at infinity. The notion of key sequences generalize the notion of δ-sequences which are ubiquitous
(see e.g. [Sat77, Section 2.1], [Suz99, Section 3]) in the theory of plane curves with one place at
infinity. The main technical observation of this article is that under appropriate choices of co-
ordinates on C[x, y], the key sequence associated to a primitive compactification can be brought
to a (unique) normal form (Theorem 4.6). Moreover, if the key sequence is in the normal form,
then the automorphisms of C[x, y] that preserve the key sequence or the corresponding valuation
can be explicitly described (Theorems 4.7 and 4.9). Using these properties of normal forms of key
sequences, we establish a number of results, namely:
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• We show that the embeddings of C2 in ‘most’ primitive compactifications are ‘rigid’; more
precisely, if X¯ is a primitive compactification of C2 which is not isomorphic to a weighted pro-
jective surface of the form P2(1, 1, q) (for some positive integer q), then X¯ has only one subset
isomorphic to C2 (Proposition 5.1).
• We compute the groups of automorphisms of primitive compactifications of C2 (Theorem 5.2).
In particular, it turns out that ‘most’ primitive compactifications, including all the non-algebraic
ones, admit only finitely many automorphisms (Corollary 5.3).
• We explicitly describe the moduli space of primitive compactifications, i.e. the space of (iso-
morphism classes of) compact analytic surfaces of Picard rank 1 which contain a copy of C2. The
moduli space of primitive compactifications with a fixed key sequence (in the normal form) turns
out to be of the form (C∗)k ×Cl for some k, l ≥ 0 (Theorem 6.3). As an application of our result,
we give a description (originally due in another form to Oka [Oka98]) of the moduli space of em-
bedded isomorphism classes of planar curves with one place at infinity with a fixed δ-sequence (in
the normal form) (Theorem 6.7); in particular, the latter space is a quotient of (C∗)k × Cl under
an (explicitly described) action of (C∗)2 .
The remaining main result of this article is a computation of the canonical divisors of primitive
compactifications in terms of associated key sequences (Theorem 7.2). This leads to a characteri-
zation (Corollary 7.7) of the primitive compactifications with rational and elliptic singularities and
those which are Gorenstein. As an immediate application we recover the classification in [BDP81]
of primitive Gorenstein compactifications of C2 with rational singularities (Corollary 7.9), and in
addition classify primitive Gorenstein compactifications of C2 with minimally elliptic singularities
(Corollary 7.10).
Two invariants of divisorial valuations (corresponding to curves at infinity on compactifications
of C2) play a special role in this article: log discrepancy1 (Definition 7.1) and index2 (Remark-
Definition 7.3). As an application of our computation of the canonical class, we give a characteri-
zation of weighted projective spaces of the form P2(1, 1, q), q ≥ 0, in terms of the log discrepancy
and index of the valuation at infinity (Corollary 7.4). As a special case we recover Borisov’s [Bor14]
characterization of P2 as (up to isomorphism) the unique compactification of C2 such that the
valuation corresponding to the curve at infinity has index 1 and log discrepancy −2.
It follows from our computation of the canonical divisor (Theorem 7.2) that the log discrepancy
Aν and the index αν of a divisorial valuation ν centered at infinity satisfy the following identity:
Aν + αν =
n+1∑
k=1
αkωk −
n+1∑
k=0
ωk(1)
where (ω0, . . . , ωn+1) is the key sequence associated to ν, and for each k = 1, . . . , n + 1, αkωk is
the smallest positive multiple of ωk which is in the (additive) group generated by ω0, . . . , ωk−1. It
turns out (see e.g. lemma A.2) that ω0, . . . , ωn+1 generate the semigroup of poles of polynomials
along the corresponding curve at infinity. In the case that each αkωk is the semigroup generated
by ω0, . . . , ωk−1 (which is the case e.g. when ν comes from a primitive algebraic compactification
of C2 and the curve at infinity is non-singular - see assertion (2b) of Corollary 3.5), it follows
from a result of Herzog [Her70, Proposition 2.1] that the semigroup of poles is symmetric3 and the
1We follow [Jon12] to call it “log discrepancy”; it is called “K¯ label” in [Bor14].
2It is called “determinant label” in [Bor14]; in [Jon12] it is defined, but not given any name; the motivation for
our choice of the term ‘index’ is explained in Remark-Definition 7.3
3 A sub-semigroup S of Z is called symmetric if there exists m in the group S˜ generated by S such that for all
s ∈ S˜, s ∈ S iff m− s 6∈ S.
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expression on the right hand side of (1) computes its Frobenius number4!
In [Mon16c] we use the results of this article to classify G2a-surfaces (i.e. equivariant compacti-
fications of C2 with the additive group structure) of Picard rank one and answer some questions
posed by Hassett and Tschinkel [HT99].
We finish the introduction with a mention of one of the things not achieved in this work, namely
a description of non-algebraic primitive compactifications of C2 as explicit as the description of
algebraic ones. More precisely, in section 3 we see that a primitive compactification X¯ of C2 which
is not isomorphic to a weighted projective surface has a unique point P∞ with non-cyclic quotient
singularity. The complement of P∞ in X¯ is quasi-projective, and can be explicitly described
in terms of key forms of the valuation associated to the curve C∞ at infinity (assertion (1) of
Proposition 3.4). However, if X¯ is non-algebraic, then unlike the algebraic case we do not have an
explicit description of any neighborhood of P∞ in X¯ . In particular, we believe that answer(s) to
any of the following questions would be interesting:
Problem 1.1. Assume X¯ is non-algebraic.
(1) Find an explicit description of the (analytic) local ring OX¯,P∞ of X¯ at P∞.
(2) In particular, describe when C∞ is singular at P∞ and the corresponding singularity type.
1.1. Organization. In section 2 we recall and introduce some preliminary notions and results
necessary for the statement of the results of this article. In particular, we introduce descending
Puiseux series (which in our setting are more convenient than usual Puiseux series for studying
valuations centered at infinity), key sequences, and describe their relation with divisorial valua-
tions centered at infinity. In section 3 we present basic results about singularities of primitive
compactifications and the curves at infinity, and in the case of algebraic primitive compactifica-
tions, their embedding into (weighted) projective spaces. The results of this section are mostly
reformulation or simple applications of results from [Mon16b, Mon16a]. Section 4 is the techni-
cal heart of this work; here we define the normal forms of key sequences, and state their basic
properties. The proof of these properties are differed to the appendices, essentially because of the
length. Sections 5 and 6 consist of applications of normal forms. In section 5 we establish the
‘rigidity’ of C2 in ‘most’ primitive compactifications and compute their groups of automorphism.
We use the description of these groups of automorphisms in section 6 to compute moduli spaces
of primitive compactifications (modulo isomorphisms) and of curves in C2 with one place at in-
finity (modulo automorphisms of C2). In section 7 we compute the canonical divisor of primitive
compactifications and apply it to characterize weighted projective spaces P2(1, 1, q) in terms of
log discrepancy and index, and to classify (Gorenstein) primitive compactifications with rational
and elliptic singularities. The main tool in our computation of canonical divisor is a result of
Kuo and Parusin´ski [KP00] on multiplicities of Puiseux roots of polynomials. Appendix A collects
some technical results on key forms that are used throughout the article. The remaining four
appendices are devoted to the proof of the properties of normal forms stated in section 4. In
particular, we study in appendix B the effect of changes of the coefficients of a descending Puiseux
series on the associated key forms, and in appendix C the effect of change of coordinates on C2 on
the coefficients of a descending Puiseux series. Finally, in appendices D and E we combine these
results to prove the properties of key forms.
2. Preliminaries
2.1. Divisorial semidegrees and descending Puiseux series. Let X¯(x,y) be a copy of P
2 such
that X := C2 is embedded into X¯(x,y) via the map (x, y) 7→ [1 : x : y].
Definition 2.1 (Divisorial discrete valuations). A discrete valuation on C(x, y) is a map ν :
C(x, y) \ {0} → Z such that for all f, g ∈ C(x, y) \ {0},
• ν(f + g) ≥ min{ν(f), ν(g)},
4The Frobenius number of a sub-semigroup of Z is the greatest integer not belonging to it.
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• ν(fg) = ν(f) + ν(g).
A discrete valuation ν on C(x, y) is called divisorial iff there exists a normal algebraic surface Yν
equipped with a birational map σ : Yν → X¯(x,y) and a curve Cν on Yν such that for all non-
zero f ∈ C[x, y], ν(f) is the order of vanishing of σ∗(f) along Cν . The center of ν on X¯(x,y) is
σ(Cν). ν is said to be centered at infinity (on X¯(x,y)) iff the center of ν on X¯(x,y) is contained in
X¯(x,y) \X ; equivalently, ν is centered at infinity iff there is a non-zero polynomial f ∈ C[x, y] such
that ν(f) < 0.
Definition 2.2 (Divisorial semidegrees). A divisorial semidegree on C[x, y] is a map δ : C(x, y) \
{0} → Z such that −δ is a divisorial discrete valuation centered at infinity.
Definition 2.3 (Descending Puiseux series). The field of descending Puiseux series in x is
C〈〈x〉〉 :=
∞⋃
p=1
C((x−1/p)) =


∑
j≤k
ajx
j/p : k, p ∈ Z, p ≥ 1

 ,
where for each integer p ≥ 1, C((x−1/p)) denotes the field of Laurent series in x−1/p. Let φ be a
descending Puiseux series in x. The polydromy order (terminology taken from [CA00]) of φ is the
smallest positive integer p such that φ ∈ C((x−1/p)). For any r ∈ Q, let us denote by [φ]>r (resp.
[φ]≥r) sum of all terms of φ with order greater than (resp. greater than or equal to) r. Then the
Puiseux pairs of φ are the unique sequence of pairs of relatively prime integers (q1, p1), . . . , (qk, pk)
such that the polydromy order of φ is p1 · · · pk, and for all j, 1 ≤ j ≤ k,
• pj ≥ 2,
• [φ]
>
qj
p1···pj
∈ C((x
− 1
p0···pj−1 )) (where we set p0 := 1), and
• [φ]≥ qj
p1···pj
6∈ C((x
− 1
p0···pj−1 )).
The exponents qj/(p1 · · · pj), 1 ≤ j ≤ k, are called the characteristic exponents of φ. Let
φ =
∑
q≤q0
aqx
q/p, where p is the polydromy order of φ. Then the conjugates of φ are φj :=∑
q≤q0
aqζ
qxq/p, 1 ≤ j ≤ p, where ζ is a primitive p-th root of unity.
The relation between descending Puiseux series and semidegrees is given by the following propo-
sition, which is a reformulation of the corresponding result for Puiseux series and valuations [FJ04,
Proposition 4.1].
Proposition 2.4 (cf. [FJ04, Proposition 4.1]). Let δ be a divisorial semidegree on C(x, y) such that
δ(x) > 0. Then there exists a descending Puiseux polynomial (i.e. a descending Puiseux series
with finitely many terms) φδ ∈ C〈〈x〉〉 (unique up to conjugacy) and a unique rational number
rδ < ordx(φδ) such that for every polynomial f ∈ C[x, y],
δ(f) = p degx
(
f(x, y)|y=φδ(x)+ξxrδ
)
,(2)
where ξ is an indeterminate and p is the smallest positive integer such that all exponents of x
appearing in φδ(x
p)+ ξxrp are integers. Conversely, given a Puiseux polynomial φδ and a rational
number rδ < ordx(φδ), (2) defines a divisorial semidegree δ on C(x, y) such that δ(x) > 0. 
Definition 2.5. If δ, φ and r are as in Proposition 2.4, then we say that φ˜δ(x, ξ) := φ(x) + ξx
r
is the generic descending Puiseux series associated to δ and we call the integer p from (2) the
polydromy order of φ˜δ. Let the Puiseux pairs of φ be (q1, p1), . . . , (ql, pl). Then p1 · · · pl divides
p. Let pl+1 := p/(p1 · · · pl). Then r can be expressed as ql+1/p, ql+1 ∈ Z, gcd(ql+1, pl+1) = 1.
Then the formal Puiseux pairs (resp. formal characteristic exponents) of φ˜δ are (qj , pj) (resp.
qj/(p1 · · · pj)), 1 ≤ j ≤ l + 1. Note that
(1) δ(x) = p1 · · · pl+1,
(2) it is possible that pl+1 = 1, whereas pk ≥ 2 for 1 ≤ k ≤ l.
Definition 2.6. Given a divisorial semidegree δ on C[X ], X := C2, we say that δ is primitive iff
there exists a (necessarily unique) normal analytic compactification X¯ of X such that C∞ := X¯\X
is an irreducible curve and δ is the order of pole along C∞.
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The following result, which is an immediate corollary of [Mon16b, Proposition 3.5], gives a
connection between descending Puiseux series of a primitive semidegree with the geometry of the
associated compactification.
Proposition 2.7. Let X¯ be a primitive compactification of X, C∞ := X¯ \ X be the curve at
infinity, δ be the associated semidegree on C[x, y] and let φ˜δ(x, ξ) := φδ(x) + ξx
rδ be the generic
descending Puiseux series associated to δ. Then there is a unique point P∞ ∈ C∞ such that for
all P ∈ C∞ \ P∞ and all f ∈ C[x, y] \ {0}, P is on the curve (on X¯) defined by f iff there is a
descending Puiseux root5 φ(x) of f of the form
φ(x) = φδ(x) + cPx
rδ + l.d.t.(3)
for some cP ∈ C (where l.d.t. denotes terms with lower degree in x). 
2.2. Key sequences and key forms.
Definition 2.8 (Key sequences). A sequence ~ω := (ω0, . . . , ωn+1), n ∈ Z≥0, of integers is called
a key sequence if it has the following properties:
(1) ω0 ≥ 1.
(2) Let ek := gcd(|ω0|, . . . , |ωk|), 0 ≤ k ≤ n + 1 and αk := ek−1/ek, 1 ≤ k ≤ n + 1. Then
en+1 = 1, and
(3) ωk+1 < αkωk, 1 ≤ k ≤ n.
Moreover, ~ω is called primitive if ωn+1 > 0 (or equivalently, ωk > 0 for all k, 0 ≤ k ≤ n+ 1), and
it is called algebraic if
(4) αkωk ∈ Z≥0〈ω0, . . . , ωk−1〉, 1 ≤ k ≤ n.
Finally, ~ω is called essential if αk ≥ 2 for 1 ≤ k ≤ n. Note that
(a) Given an arbitrary key sequence (ω0, . . . , ωn+1), it has an associated essential subsequence
(ω0, ωi1 , . . . , ωil , ωn+1) where {ij} is the collection of all k, 1 ≤ k ≤ n, such that αk ≥ 2.
(b) If ~ω is an algebraic key sequence, then its essential subsequence is also algebraic.
Remark 2.9. Let ~ω := (ω0, . . . , ωn+1) be a key sequence. It is straightforward to see that
property 3 implies the following: for each k, 1 ≤ k ≤ n, αkωk can be uniquely expressed in the
form αkωk = βk,0ω0+βk,1ω1+ · · ·+βk,k−1ωk−1, where βk,j ’s are integers such that 0 ≤ βk,j < αj
for all j ≥ 1. If ~ω is in additional algebraic, then βk,0’s of the preceding sentence are non-negative.
Definition 2.10 (Key forms). Let ~ω := (ω0, . . . , ωn+1) be a key sequence and ~θ := (θ1, . . . , θn) ∈
(C∗)n. The corresponding key forms are elements g0, . . . , gn+1 in C[x, x
−1, y] defined as follows:
g0 := x, g1 := y, and
gk+1 = g
αk
k − θkg
βk,0
0 · · · g
βk,k−1
k−1 , 1 ≤ k ≤ n,
where αk’s and βk,j ’s are as in Remark 2.9.
Key forms are clear-cut analogues of the notion of key polynomials corresponding to discrete
valuations introduced by MacLane [Mac36]. It follows from the standard theory of discrete valu-
ations (as developed in e.g. [FJ04, Chapters 2, 4]) that there are pairwise correspondences among
the following families:
(A) Pairs (~ω, ~θ) where ~ω := (ω0, . . . , ωn+1) is a key sequence and ~θ := (θ1, . . . , θn) ∈ (C∗)n.
(B) Divisorial semidegrees δ on C[x, y] such that δ(x) > 0.
(C) Pairs (φ, r) where φ is a descending Puiseux polynomial, i.e. an element of C〈〈x〉〉 with
finitely many terms, r ∈ Q, r < ordx(φ).
The correspondence between (B) and (C) is given by Proposition 2.4. The mapping (ω, θ) 7→ δ~ω,~θ
defined in Theorem 2.11 below gives the correspondence (A) → (B).
5A descending Puiseux root of f is a descending Puiseux series φ(x) such that f(x, φ(x)) ≡ 0. It follows from
the standard theory of Puiseux series that if degy(f) = d, then f has d descending Puiseux roots.
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Theorem 2.11. Let (~ω, ~θ) be as in (A), y1, . . . , yn+1 be indeterminates and ω be the weighted
degree on S := C[x, x−1, y1, . . . , yn+1] corresponding to weights ω0 for x and ωj for yj, 0 ≤ j ≤
n+ 1 (i.e. the value of ω on a polynomial is the maximum ‘weight’ of its monomials). For every
polynomial f ∈ C[x, x−1, y], define
δ(f) := min{ω(F ) : F (x, y1, . . . , yn+1) ∈ S, F (g0, g1, . . . , gn+1) = f}.(4)
where g0, . . . , gn+1 are key forms corresponding to (~ω, ~θ). Then δ is a divisorial semidegree on
C[x, y] such that δ(gk) = ωk, 0 ≤ k ≤ n+ 1; in particular, δ(x) = ω0 > 0.
Proof. Follows from [Mon16a, Theorem 3.17]. 
Combining Theorem 2.11 with Proposition 2.4 gives the correspondence (A) → (C). The cor-
respondence (C) → (A) is described in detail in [Mon16a, Algorithm 5.1]; we summarize it below.
Algorithm 2.12 (Construction of (~ω, ~θ) and the key forms from (φ, r)). Define φ˜(x, ξ) := φ(x)+
ξxr. Set ω0 to be the polydromy order (Definition 2.5) of φ˜, ω1 := ω0 degx(φ˜), g0 := x, g1 := y.
We construct the rest of the elements inductively: assume ω0, . . . , ωk, θ1, . . . , θk−1, g0, . . . , gk
have been constructed for some k ≥ 1 such that degx
(
gj |y=φ˜
)
= ωj/ω0, 0 ≤ j ≤ k. Let
a˜k be the coefficient of x
ωk/ω0 in gk|y=φ˜. If a˜k ∈ C[ξ] \ C, then stop. Otherwise there exist
unique integers βk,0, . . . , βk,k−1 as in Remark 2.9 and a unique θk ∈ C∗ such that with gk+1 :=
gαkk − θkg
βk,0
0 · · · g
βk,k−1
k−1 , we have ω˜k+1 := degx
(
gk+1|y=φ˜
)
< αkωk/ω0, where αk is defined as in
Definition 2.8. Define ωk+1 := ω0ω˜k+1, and repeat the process.
Example 2.13. In the table below each pair pj , qj are relatively prime integers with pj > 0:
φ(x) r ~ω ~θ key forms
0 q1/p1 (p1, q1) – x, y
axq1/p1 , c ∈ C∗ q2/(p1p2) (p1p2, q1p2,
(p1−1)q1p2+q2)
ap1 x, y, yp1 − ap1xq1
a1x
2/3+a2x
−1,
a1, a2 ∈ C∗
−2 (3, 2, 1,−2) (a31, 3a2) x, y, y
3 − a31x
2,
y3−a31x
2−3a2x−1y2
Remark 2.14. δ-sequences of plane curves with one place at infinity are special cases of key
sequences; e.g. the definition of δ-sequences in [Sat77, p. 1116] is equivalent to the following
definition: a sequence ~ω := (ω0, . . . , ωn+1), n ∈ Z≥0, of integers is a δ-sequence if it is a primitive
algebraic key sequence such that
• αk ≥ 2 for k = 2, . . . , n. In other words, the essential subsequence of ~ω is either ~ω or
(ω0, ω2, ω3, . . . , ωn+1).
• αn+1ωn+1 ∈ Z≥0〈ω0, . . . , ωn〉, i.e. the identity from property (4) of primitive algebraic key
sequences holds for k = n+ 1 as well.
Geometrically the relation between δ-sequences of plane curves and key sequences of semidegrees
can be seen in the following way: let C = V (f) ⊆ C2 be a curve with one place at infinity,
where f ∈ C[x, y] is an irreducible polynomial. Let Cξ := V (f − ξ) ⊆ C
2 for each ξ ∈ C. It is a
classical result of Moh [Moh74] that each Cξ has one place at infinity, call it Pξ. Let δC be the
semidegree on C[x, y] that assigns to each h ∈ C[x, y] the order of pole at Pξ of h|Cξ for generic
ξ. Let ~ω := (ω0, . . . , ωn+1) be the key sequence of δC and ~ωe := (ωi0 , . . . , ωil+1) be its essential
subsequence, where 0 = i0 < · · · < il+1 = n + 1. Then ωil+1 = 0, and the δ-sequence of C in
(x, y)-coordinates is:
~d :=
{
(ωi0 , . . . , ωil) if i1 = 1,
(ωi0 , ω1, ωi2 , . . . , ωil) if i1 > 1.
(5)
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3. Basic structure of primitive compactifications of C2
Notation 3.1. Let (x, y) be a fixed system of coordinates on X := C2. Let ~ω := (ω0, . . . , ωn+1)
be a key sequence, ~θ := (θ1, . . . , θn) ∈ (C∗)n, and δ~ω,~θ be the associated semidegree on C[x, y] as
in Theorem 2.11. In case δ~ω,~θ is primitive (Definition 2.6), we write X¯~ω,~θ for the corresponding
primitive compactification of X .
Theorem 3.2.
(1) δ~ω,~θ is primitive iff ~ω is primitive.
(2) Assume δ~ω,~θ is primitive. Then X¯~ω,~θ is algebraic iff ~ω is algebraic.
Proof. The first assertion is a reformulation of [Mon16b, Corollary 6.3]. The second assertion
follows from [Mon16a, Theorem 4.1]. 
[Mon16b, Theorem 4.5] gives an explicit description of dual graphs of minimal resolutions of
singularities of primitive compactifications of C2. 3.3 below collects some information about the
singularities of primitive compactifications and the curves on infinity on these surfaces; it follows
in a straightforward manner from an examination of these dual graphs.
Proposition 3.3. Let ~ω := (ω0, . . . , ωn+1) be a primitive key sequence and ~θ ∈ (C∗)n. Let
X¯ := X¯~ω,~θ, C∞ be the curve at infinity on X¯, and P∞ ∈ C∞ be as in Proposition 2.7.
(1) X¯ has at most two singular points.
(a) If X¯ is isomorphic to a weighted projective surface of the form P2(1, p, q), with 1 ≤
p ≤ q, then
(i) If p = q, then X¯ ∼= P2 and therefore X¯ is nonsingular.
(ii) Otherwise let p′ := p/ gcd(p, q) and q′ := q/ gcd(p, q). If p′ = 1, then X¯ has
only one singular point, which is a cyclic quotient singularity6 of type 1q′ (1, 1).
(iii) Otherwise X¯ has two singular points, both cyclic quotient singularities, one of
type 1q′ (1, p
′) and the other of type 1p′ (1, q
′).
(b) Otherwise X¯ has a non-cyclic quotient singularity at P∞. Let ω
′ := gcd(ω0, . . . , ωn).
(i) If ω′ = 1, then X¯ has no other singular points, i.e. Sing(X¯) = {P∞}.
(ii) Otherwise X¯ has precisely one singular point P0 other than P∞. P0 is a cyclic
quotient singularity of type 1ω′ (1, ωn+1).
(2) C∞ is non-singular off P∞. In particular C∞ \ P∞ ∼= C. Moreover, in case (1a), C∞ is
non-singular, i.e. C∞ ∼= P1. 
Our next result is about embeddings of primitive compactifications X¯~ω,~θ into projective spaces.
If X¯~ω,~θ is not algebraic, then of course such embeddings do not exist. However, X¯~ω,~θ \ {P∞}
(where P∞ is as in Proposition 3.3) remains a quasi-projective variety (since X¯~ω,~θ \ {P∞} is either
non-singular or has only one rational singular point, and therefore is quasi-projective due to the
algebraicity criterion of Artin [Art62]). In particular, X¯~ω,~θ \ V (x) (where V (x) is the closure of
the y-axis) is quasi-projective (since Proposition 2.7 implies that P∞ ∈ V (x)). The first part of
the next proposition shows that X¯~ω,~θ \ V (x) is in fact an affine surface, with a closed embedding
defined by the key forms of δ~ω,~θ. In the case that X¯~ω,~θ is algebraic, the embedding extends to all
of X¯~ω,~θ, and realizes it as a weighted complete intersection in a weighted projective space, whose
defining equations can be explicitly described.
Proposition 3.4. Let ~ω := (ω0, . . . , ωn+1) be a key sequence and ~θ ∈ (C∗)n. Let g0, . . . , gn+1 be
the key forms associated to (~ω, ~θ) andWP be the weighted projective space Pn+2(1, ω0, ω1, . . . , ωn+1)
with (weighted) homogeneous coordinates [w : y0 : · · · : yn+1].
6Let P be an isolated singular point on a surface U , and a, b, c be positive integers. Then U is said to have a
cyclic quotient singularity at P of type 1
a
(b, c) iff P has a neighborhood in U isomorphic to a neighborhood of the
origin in the quotient of C2 under the action of the group of a-th roots of unity given by ζ · (u, v) = (ζbu, ζcv),
where ζ is a primitive a-th root of unity.
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(1) The map ι~ω,~θ : X \ V (x) →֒WP \ V (y0) given by
(x, y) 7→ [1 : g0(x, y) : g1(x, y) : · · · : gn+1(x, y)]
induces an open embedding of X \ V (x) into the closure Y in WP \ V (y0) of its image.
The complement C of X \ V (x) in Y is isomorphic to C and the order of pole along C is
precisely δ~ω,~θ. If ~ω is primitive, then Y
∼= X¯~ω,~θ \ V (x).
(2) If ~ω is primitive algebraic, then ι~ω,~θ induces an isomorphism of X¯~ω,~θ with the subvariety
of WP defined by weighted homogeneous polynomials Gk, 1 ≤ k ≤ n, given by
Gk := w
αkωk−ωk+1yk+1 −

yαkk − θk
k−1∏
j=0
y
βk,j
j

(6)
where αk’s and βk,j ’s are as in Remark 2.9.
Proof. The first assertion is a consequence of lemma A.2, and the second of [Mon16a, Theorem
4.1]. 
The curve at infinity on primitive algebraic compactifications can be completely described as
well:
Corollary 3.5. Assume ~ω is primitive algebraic. Identify X¯~ω,~θ with the subvariety of WP from
Proposition 3.4. Let C∞ := X¯~ω,~θ \X be the curve at infinity and P∞ (resp. P0) be the point on
C∞ with coordinates [0 : · · · : 0 : 1] (resp. [0 : 1 : θ¯1 : · · · : θ¯n : 0], where θ¯k is an αk-th root of θk,
1 ≤ k ≤ n). Then
(1) Let S be the subsemigroup of Z2 generated by {(ωk, 0) : 0 ≤ k ≤ n} ∪ {(0, ωn+1)}. Then
C∞ ∼= ProjC[S], where C[S] is the semigroup algebra generated by S, and the grading in
C[S] is induced by the sum of coordinates of elements in S.
(2) Let S˜ := Z≥0〈αn+1ωn+1〉 ∩ Z≥0〈ω0, . . . , ωn〉. Then C[C∞ \ P0] ∼= C[S˜], In particular,
(a) C∞ has at worst a (non-normal) toric singularity at P∞;
(b) C∞ is non-singular iff αn+1ωn+1 ∈ Z≥0〈ω0, . . . , ωn〉, i.e. iff the essential subsequence
of ~ω is a δ-sequence (Remark 2.14).
Remark 3.6.
(a) P0 and P∞ of Corollary 3.5 are the same as P0 and P∞ from Proposition 3.3.
(b) Assertion (2b) of Corollary 3.5, assertion (2) of lemma A.2 and [Her70, Proposition 2.1]
implies that if C∞ is non-singular, then the semigroup of poles of polynomials along C∞
is symmetric (see footnote 3 for the definition of symmetric semigroups).
Proof of Corollary 3.5. Since C∞ = V (w) ∩ X¯~ω,~θ, Proposition 3.4 implies that
C∞ ∼= ProjC[w, y0, . . . , yn+1]/〈w, G¯1, . . . , G¯n〉 ∼= ProjC[y0, . . . , yn+1]/〈G¯1, . . . , G¯n〉,
where G¯k := y
αk
k − θk
∏k−1
j=0 y
βk,j
j , 1 ≤ k ≤ n. [Mon16a, Lemma B.1] then implies that there is an
isomorphism of graded C-algebras of the form
C[y0, . . . , yn+1]/〈G¯1, . . . , G¯n〉 ∼= C[t
ω0 , . . . , tωn , yn+1],
where t is an indeterminate and the grading on the right hand side is given by assigning the
degrees of t and yn+1 to be respectively 1 and ωn+1. Moreover, the isomorphism maps yk 7→ tωk
for 0 ≤ k ≤ n, and yn+1 7→ yn+1. This immediately implies assertion (1). Moreover, since
P0 = C∞ ∩ V (yn+1), it follows that
C[C∞ \ P0] ∼= C
[
t
∑
βkωk
y
βn+1
n+1
: βk ≥ 0 for all k,
n∑
k=0
βkωk = βn+1ωn+1
]
.
Assertion 2 now follows from the definition of αn+1. 
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The index of a Q-Cartier divisor D is the smallest positive integer m such that mD is Cartier.
The following result describes the index of the divisor at infinity on a primitive algebraic com-
pactification.
Proposition 3.7. Let ~ω and C∞ be as in Corollary 3.5. Then the index of [C∞] is αn+1ωn+1,
where αn+1 := gcd(ω0, . . . , ωn) and [C∞] is the Weil divisor corresponding to C∞.
Proof. We have to show that m[C∞] is a Cartier divisor iff m is divisible by αn+1ωn+1. At first
we show the (⇐) implication. Since αn+1 = gcd(ω0, . . . , ωn), it follows that |m| = kωn+1 =
m0ω0−
∑n
j=1mjωj for non-negative integers k,m0, . . . ,mn. Consider the set up of Corollary 3.5.
Then it is straightforward to see that 1/gkn+1 and (
∏n
j=1 g
mj
j )/g
m0
0 defines the Cartier divisor
|m|[C∞] respectively near P∞ and P0. Since X¯~ω,~θ \ {P0, P∞} is non-singular, this complete the
proof of (⇐) direction.
Now we prove the (⇒) implication. Let h∞ = h∞,1/h∞,2 define m[C∞] near P∞, with
h∞,1, h∞,2 ∈ C[x, y]. Then for each i, the closure in X¯ of the curve on X defined by h∞,i = 0 does
not go through P∞. Proposition 2.7 and assertion (4) of Proposition A.1 then imply that δ(h∞,i)
is a multiple of ωn+1 for each i, where δ is the order of pole along C∞. It follows that ωn+1 divides
m = δ(h∞,2)− δ(h∞,1). Now assume h0 = h01/h02 defines m[C∞] near P0, with h01, h02 ∈ C[x, y].
Fix i, 1 ≤ i ≤ 2. Let h0i =
∑
aβg
β0
0 g
β1
1 · · · g
βn+1
n+1 be the expansion of h0i in terms of the basis B
of lemma A.2. Since P0 is not on the closure on X¯ of the curve h0i = 0, it follows that among
all β such that aβ 6= 0 and
∑
ωjβj = δ(h0i), there must be some β such that βn+1 = 0. Since
αn+1 divides ωj for every j, 0 ≤ j ≤ n, it follows that αn+1 divides δ(h0i). Consequently, αn+1
also divides m = δ(h02) − δ(h01). Since gcd(αn+1, ωn+1) = 1 (by definition of key sequences), it
follows that αn+1ωn+1 divides m, as required. 
4. Normal forms of key sequences
In this section we introduce normal forms of key sequences associated with divisorial semide-
grees, and state their basic properties. The proofs of these properties are in appendices D and E.
We start with some examples which motivate the definition of normal forms.
4.1. Motivation and definition of normal forms.
Example 4.1. Let ~ω = (p, q) for some p, q ∈ Z>0. Then δ := δ~ω,~θ is the weighted degree on C[x, y]
corresponding to weights p, q for x and y respectively, and the associated generic descending
Puiseux series is φ˜(x, ξ) = ξxq/p. After the change of coordinate (x, y) 7→ (y, x), the generic
descending Puiseux series of δ becomes ξxp/q and the key sequence becomes (q, p).
Example 4.2. Let δ be the semidegree on C[x, y] defined by δ(f) := 5 degx(f(x, φ˜)), where
φ˜ := x5 + 2x4 + 3x3/2 + ξx−1
Algorithm 2.12 shows that the key forms of δ are x, y, y− x5, y− x5− 2x4, (y− x5− 2x4)2− 9x3,
and the key sequence is ~ω := (2, 10, 8, 3, 1). However, after the change of coordinate (x, y) 7→
(x, y− x5 − 2x4), the generic descending Puiseux series of δ becomes 3x3/2+ ξx−1 with key forms
x, y, y2 − 9x3 and key sequence (2, 3, 1).
Example 4.3. Let δ be the semidegree on C[x, y] defined by δ(f) := 5 degx(f(x, φ˜)), where
φ˜ := x3/5 + 2x2/5 + 3x1/5 + ξ
Algorithm 2.12 shows that the key forms of δ are x, y, y5−x3, y5−x3−10xy3, y5−x3−10xy3+5x2y,
and the key sequence is ~ω := (5, 3, 14, 13, 12). The table below shows the result of substitution
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y = φ˜(x) into the key forms; the term l.d.t. denotes terms with lower degree in x.
g(x, y) g(x, y)|y=φ˜
y x3/5 + 2x2/5 + 3x1/5 + ξ
y5 − x3 10x14/5 + 55x13/5 + 5ξx12/5 + l.d.t.
y5 − x3 − 10xy3 −5x13/5 + 5ξx12/5 + l.d.t.
y5 − x3 − 10xy3 + 5x2y 5ξx12/5 + l.d.t.
Now consider a change of coordinates of the form (x, y) 7→ (x− sy, y), s ∈ C. It is not hard to see
that this converts the generic descending Puiseux series into
φ˜s = x
3/5 + 2x2/5 + (3 + 3s/5)x1/5 + ξ
It is straightforward to see that the terms with highest x-degree in y|y=φ˜s and (y
5 − x3)|y=φ˜s are
the same as those in y|y=φ˜ and (y
5 − x3)|y=φ˜ respectively, but the term with highest x-degree in
(y5− x3 − 10xy3)|y=φ˜s is (−5+ 3s)x
13/5. Algorithm 2.12 then implies that the key forms and the
key sequence of δ in the new coordinates behave differently depending on whether −5+ 3s is zero
or not. More precisely,
• If s 6= 5/3, then the key forms of δ in the new coordinates are x, y, y5−x3, y5−x3−10xy3,
y5 − x3 − 10xy3 − (−5 + 3s)x2y and the key sequence is (5, 3, 14, 13, 12).
• If s = 5/3, then the key forms of δ in the new coordinates are x, y, y5−x3, y5−x3−10xy3,
and the key sequence is (5, 3, 14, 12).
Let δ be a divisorial semidegree on C[x, y] with associated key sequence (ω0, . . . , ωn+1). Exam-
ple 4.1 shows that after a change of coordinate we may assume that
(i) ω0 ≥ ω1.
Moreover example 4.2 suggests (and the discussion in appendix D shows) that
(ii) if n ≥ 1, then it is possible to ensure that neither of ω0 and ω1 is a (non-negative) integer
multiple of the other.
Finally, example 4.3 suggests that sometimes it is possible to kill off some interior terms of the
key sequence without changing ω0 or ω1; we now precisely describe those terms which can be
eliminated in this way.
Let ~ω := (ω0, . . . , ωn+1) be a key sequence, and ~ωe := (ωi0 , . . . , ωil+1), where 0 = i0 < i1 <
· · · < il+1 = n+ 1, be the essential subsequence of ~ω. Let ~θ ∈ (C∗)n and δ~ω,~θ be the semidegree
associated to (~ω, ~θ). Identity (29) implies that the formal characteristic exponents of the generic
descending Puiseux series φ˜~ω,~θ of δ~ω,~θ are
χj :=
1
ω0
(ωij −
j−1∑
k=1
(αik − 1)ωik), 1 ≤ j ≤ l+ 1.(7)
where α1, . . . , αn+1 are as in Definition 2.8. Let
E~ω :=
{
{k ω1ω0 − 1 : k ∈ Z, max{0, (χl+1 + 1)
ω0
ω1
} < k < ω0ω1 + 1} ∪ {0} if ω1 > 0,
{k ω1ω0 − 1 : k ∈ Z, 0 < k < (χl+1 + 1)
ω0
ω1
} if ω1 < 0.
(8)
We show in appendix D that
(iii) Under conditions (i) and (ii), E~ω consists of precisely those β such that the coefficient cβ
of xβ in φ˜~ω,~θ can be independently varied by changes of coordinates of C[x, y] without
changing ω0 or ω1.
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Let β ∈ Q. We now describe the effect of changing cβ on the key sequence and key forms. Let
kˆ(β) :=
{
0 if β ≥ χ1,
max{k : 1 ≤ k ≤ l + 1, β < χk} otherwise.
(9)
ωˆβ := ω0β +
kˆ(β)∑
j=1
(αij − 1)ωij(10)
Iˆβ =
{
{i : ikˆ(β) < i < ikˆ(β)+1} if kˆ(β) ≤ l
∅ if kˆ(β) = l + 1.
(11)
Note that ωˆχj = ωij , 1 ≤ j ≤ l + 1. Theorem B.5 gives the following interpretation for ωˆβ and
Iˆβ : pick β distinct from each of the χj ’s. For each c ∈ C, let ψ˜c := φ˜~ω,~θ + cx
β and δc be the
corresponding semidegree. Pick the largest integer iˆβ such that the key forms g0, . . . , giˆβ remain
unchanged for all values of c. Then iˆβ ∈ Iˆβ and ωˆβ = δc(giˆβ ) for generic c ∈ C.
Example 4.4 (Example 4.3 continued). In the situation of example 4.3, iˆ1/5 = 3, Iˆβ = {2, 3},
ωˆ1/5 = 13.
If ωˆβ = ωiˆβ , then Theorem B.5 implies that
(iv) as in example 4.3, it is possible to ensure that ωiˆβ is less than ωˆβ by changing the value
of cβ while keeping fixed all cβ′ with β
′ > β. Moreover, it turns out that the property in
the preceding sentence holds iff ωi 6= ωˆβ for each i ∈ Iˆβ (lemma D.1).
Observations (i)–(iv) suggest the following definition of normal forms:
Definition 4.5. We say that a key sequence ~ω = (ω0, . . . , ωn+1) is in the normal form if it satisfies
one of the following (mutually exclusive) conditions:
(N0) (a) n = 0.
(b) ω0 ≥ ω1.
(N1) (a) n ≥ 1.
(b) ω0 > ω1.
(c) ω1ω0 6∈ {
1
k : k ∈ Z, k ≥ 1} ∪ {0}.
(d) For each β ∈ E~ω, there does not exist i ∈ Iˆβ such that ωi = ωˆβ .
4.2. Basic properties of normal forms. The results in this section state the fundamental
properties of normal forms. The proofs of Theorems 4.6 and 4.7 are in appendix D and the proof
of Theorem 4.9 is in appendix E.
Theorem 4.6. Let X := C2 and δ be a divisorial semidegree on C[X ]. Then
(1) There exist polynomial coordinates (x, y) on X such that δ(x) > 0 and the key sequence ~ω
of δ with respect to (x, y)-coordinates is in the normal form.
(2) If (x′, y′) is another system of coordinates on C[X ] such that δ(x′) > 0 and the key sequence
~ω′ of δ with respect to (x′, y′)-coordinates is in the normal form, then ~ω′ = ~ω.
Let X := C2 and δ be a divisorial semidegree on C[X ]. Pick a system of coordinates (x, y) on
X such that δ(x) > 0 and the corresponding key sequence ~ω := (ω0, . . . , ωn+1) of δ is in normal
form. The following theorem describes the changes of coordinates on X which preserves the key
sequence of δ. Let F := (F1, F2) : X → X be an isomorphism. Set (x
′, y′) := (F1(x, y), F2(x, y)).
Assume δ(x′) > 0. Let ~ω′ be the key sequence of δ with respect to (x′, y′)-coordinates. We write
φ˜δ(x, ξ) and ψ˜δ(x
′, ξ) for the generic descending Puiseux series of δ respectively in (x, y) and (x′, y′)
coordinates.
Theorem 4.7. Assume ~ω′ = ~ω. Then
(1) If ω0 = ω1, then F is an affine automorphism.
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(2) If ω1 = 0, then F is an automorphism of the form (x, y) 7→ (ax + f(y), by + c) for some
a, b ∈ C∗, c ∈ C, and f(y) ∈ C[y].
(3) If ω0 > ω1 > 0, then F is of the form below:
F : (x, y) 7→ (a¯x+ f(y), b¯y + c), where
a¯, b¯ ∈ C∗, c =
{
an arbitrary element in C if χl+1 ≥ 0,
0 otherwise.
f(y) ∈ C[y], deg(f) ≤
ω0
ω1
(χl+1 + 1)− 1
where χl+1 is the last formal characteristic exponent of φ˜δ(x, ξ); see (7).
(4) If ω0 > 0 > ω1, then F is of the form below:
F : (x, y) 7→ (a¯x+ f(y), b¯y), where
a¯, b¯ ∈ C∗, f(y) ∈ C[y], ord(f) ≥
ω0
ω1
(χl+1 + 1)− 1.
(5) Let φ˜δ(x, ξ) = φ(x) + ξx
r =
∑
β aβx
β + ξxr. Then
(a) ψ˜δ(x
′, ξ) = b
∑
β aβa
−ω¯0βx′β + ξx′r for some a, b ∈ C∗, where ω¯0 is the polydromy
order of φ(x).
(b) If F is as in (3) or (4), then a¯ = aω¯0 and b¯ = b.
Remark 4.8. Given a fixed divisorial semidegree δ on C[x, y], it can be shown that among all
key sequences ~ω of δ with respect to different coordinate systems on C[x, y], ω0 is the minimum
when ~ω is in the normal form.
The final result of this section describes the polynomial automorphisms which preserves a
divisorial semidegree; given an automorphism F of X , we say that F preserves δ, or that F ∗(δ) = δ
iff δ(f) = δ(f ◦ F ) for all f ∈ C[X ].
Theorem 4.9. Let X, δ, ~ω be as in Theorem 4.7 (in particular, ~ω is in the normal form) and let
F : X → X be an automorphism.
(1) If n = 0, then F ∗(δ) = δ iff F is as in one of assertions (1)–(4) of Theorem 4.7.
(2) If n ≥ 1, then F ∗(δ) = δ iff F is as in assertions (3) or (4) of Theorem 4.7 subject
to the following additional constraints on a¯ and b¯: let ω¯k := ωk/αn+1, 0 ≤ k ≤ n, and
ω¯∗k := α1ω¯1 +
∑k−1
j=2 (αj − 1)ω¯j − ω¯k, 2 ≤ k ≤ n, where α1, . . . , αn+1 are as in Definition
2.8. Set ω¯∗ := gcd(ω¯∗2 , . . . , ω¯
∗
n) (note that ω¯
∗ is defined only if n ≥ 2). Then a¯ = aω¯0 and
b¯ = aω¯1 , where
a =
{
an arbitrary element of C∗ if n = 1,
an ω¯∗-th root of unity if n ≥ 2.
5. Automorphisms of primitive compactifications
Our first application of normal forms is the ‘rigidity’ of C2 in a primitive compactification:
Proposition 5.1. Let X¯ be a primitive compactification of X := C2. Let U be an (open) subset
of X¯ isomorphic to C2.
(1) If X¯ 6∼= P2(1, 1, q) for any integer q, then U = X, i.e. there exists only one open subset of
X¯ isomorphic to C2.
(2) Assume X¯ ∼= P2(1, 1, q), q ≥ 1, with weighted homogeneous coordinates [z : y : x].
(a) If q = 1, then U = X¯ \ V (ax+ by + cz) for some (a, b, c) ∈ C3 \ {(0, 0, 0)}.
(b) If q > 1, then U = X¯ \ V (by + cz) for some (b, c) ∈ C2 \ {(0, 0)}.
Proof. Let X0 := X¯ \ {P∞}, where P∞ is as in Proposition 3.3. Then X0 is a quasi-projective
variety (see the discussion following Proposition 3.3). We start with an (obvious!) observation:
every irreducible curve on X0 is linearly equivalent (as a Weil
divisor) to an integer multiple of C∞ ∩X0, where C∞ := X¯ \X .
(12)
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Let δ be the semidegree on C[X ] corresponding to C∞ := X¯ \X . Assume there exists an open sub-
set U ⊆ X¯ such that U ∼= X , but U 6= X . We will show that assertion (2) of the proposition holds.
Indeed, under our assumption C := X¯ \ U is the closure (in X¯) of an irreducible curve on X
defined by some h ∈ C[x, y]. Since C is the curve at infinity on X¯ with respect to U , assertion (2)
of Proposition 3.3 implies that
(i) C \ {P∞} is non-singular; in particular, C ∩X is a non-singular rational curve.
On the other hand, observation (12) applied to U implies that C∞∩X0 is linearly equivalent to an
integer multiple of C∩X0. This implies that δ(h) = 1 (since div(h) = C−δ(h)C∞). Corollary A.3
implies that
(ii) h is a linear combination of some key forms of δ and constants, and
(iii) the curve h = 0 has only one place at infinity.
Combining (i) and (iii) yields:
(iv) C ∩X ∼= C.
Choose coordinates (x, y) on X such that the key sequence ~ω = (ω0, . . . , ωn+1) of δ is in the normal
form. Observation (iv) and the Abhyankar-Moh-Suzuki theorem [AM75] imply that
(v) either h is a polynomial of degree 1, or
(vi) one of the integers among {degx(h), degy(h)} divides the other.
Claim 5.1.1. (N0) holds with ω1 = 1. In particular, X¯ ∼= P
2(1, 1, ω0).
Proof. If (v) occurs, then since δ(h) = 1, we have either ω0 = δ(x) = 1 or ω1 = δ(y) = 1. An
inspection of normal forms shows that only possibility is (N0) with ω1 = 1. This implies that
X¯ ∼= P2(1, 1, ω0). On the other hand, if (v) does not hold, then (ii) and defining properties of key
forms imply that degx(h)/ degy(h) = ω1/ω0. Assertion (vi) and the defining properties of normal
forms then imply again that ω1 = 1 and X¯ ∼= P2(1, 1, ω0). 
Assertion 2 follows from combining Claim 5.1.1 with the observation that δ(h) = 1. 
Combining Theorem 4.9 with Proposition 5.1 immediately yields a complete description of
groups of automorphisms of primitive compactifications of C2.
Theorem 5.2. Fix a system of coordinates (x, y) on X := C2. Let ~ω := (ω0, . . . , ωn+1) be
a primitive key sequence in normal form, ~θ := (θ1, . . . , θn) ∈ (C∗)n, and X¯ := X¯~ω,~θ be the
corresponding primitive compactification of X. Let G be the group of automorphisms of X¯.
(1) If (N0) holds, then X¯ ∼= P2(1, ω0, ω1). Fix (weighted) homogeneous coordinates [z : x : y]
on X¯.
(a) If ω0 = ω1 = 1, then X¯ ∼= P2 and G ∼= PGL(3,C).
(b) If ω0 > ω1 = 1, then G = {[z : x : y] 7→ [az + by : cx + f(y, z) : dz + ey] : a, b, d, e ∈
C, ad− be 6= 0, c ∈ C∗, f is a homogeneous polynomial in (y, z) of degree ω0}.
(c) If ω0 > ω1 > 1, then G = {[z : x : y] 7→ [z : ax + f(y, z) : by + czω1 ] : a, b ∈ C∗, c ∈
C, f is a weighted homogeneous polynomial in (y, z) of weighted degree ω0}.
(2) If (N1) holds, define ω¯0, . . . , ω¯n, ω¯
∗ as in assertion (2) of Theorem 4.9, and set
kX¯ := −
(
ω0 + ωn+1 + 1−
n∑
k=1
(αk − 1)ωk
)
,
where α1, . . . , αn+1 are as in Definition 2.8. Then G consists of all F : X¯ → X¯ such that
F |X : (x, y) 7→ (aω¯0x+ f(y), aω¯1y + c), where
a =
{
an arbitrary element of C∗ if n = 1,
an ω¯∗-th root of unity if n ≥ 2.
c =
{
0 if ω0 + kX¯ ≥ 0,
an arbitrary element in C otherwise.
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and f(y) ∈ C[y] is a polynomial such that deg(f) ≤ −(kX¯ + ω1 + 1)/ω1. 
Proof. We only need to check that
(i) ω0ω1 (χl+1 + 1)− 1 = −(kX¯ + ω1 + 1)/ω1, and
(ii) χl+1 ≥ 0 iff ω0 + kX¯ < 0.
Identity (29) implies that
ωn+1 =
n∑
k=1
(αk − 1)ωk + χl+1ω0(13)
It follows that
(kX¯ + ω1 + 1)/ω1 = (−ω0 + ω1 − χl+1ω0)/ω1 = 1− ω0(χl+1 + 1)/ω1
which proves (i). Now (13) implies that
ω0 + kX¯ = −1− χl+1ω0
Since ω0 + kX¯ is an integer, it follows that χl+1 ≥ 0 iff ω0 + kX¯ < 0, as required to prove (ii). 
Corollary 5.3. Adopt the notations of Theorem 5.2. If kX¯ ≥ −1 and n ≥ 2, then X¯ admits only
finitely many automorphisms. In particular, every non-algebraic primitive compactification of C2
admits only finitely many automorphisms.
Proof. The first statement follows from assertion (2) of Theorem 5.2. For the last statement, we
show that if X¯ is non-algebraic, then kX¯ > −1 and n ≥ 2. Indeed, if kX¯ ≤ −1, then Corollary 7.7
implies that X¯ has only rational singularities, so that Artin’s contraction criterion [Art66] implies
that X¯ is algebraic. On the other hand, if n ≤ 1, then it is straightforward to see that ~ω is an
algebraic key sequence, so that X¯ is algebraic (Theorem 3.2). 
6. Moduli spaces
In this section we compute moduli spaces of two kinds of objects:
• primitive normal compactifications of C2 modulo isomorphisms (in the category of normal
analytic surfaces), and
• curves C ⊆ C2 with one place at infinity modulo automorphisms of C2.
Definition 6.1. Let ~ω be a primitive key sequence in normal form. We denote by Y~ω the moduli
space of primitive normal compactifications of C2 with key sequence ~ω. More precisely, Y~ω is the
set of (isomorphism classes of) compact normal analytic surfaces Y of Picard rank 1 such that
(1) Y has a subset X isomorphic to C2, and
(2) if δ is the semidegree on C[X ] corresponding to C∞ := Y \X , then there exists a system
of coordinates (x, y) on X such that δ(x) > 0 and ~ω is the key sequence of δ in (x, y)
coordinates.
In case that ~ω is also an essential key sequence, we denote by Ye~ω the union of all Y~ω′ such that
(3) ~ω′ is a primitive key sequence in normal form, and
(4) the essential subsequence of ~ω′ is ~ω.
Finally Ye,alg~ω is the subset of Y
e
~ω consisting of all Y ∈ Y
e
~ω such that Y is algebraic.
Remark 6.2. The algebraicity of Y~ω depends only on ~ω (Theorem 3.2), i.e. if ~ω is algebraic,
then all elements of Y~ω are algebraic surfaces, and if ~ω is not algebraic, then no element of Y~ω is
algebraic. Similarly, when ~ω is essential, the algebraicity of ~ω determines if Ye,alg~ω is non-empty.
Let ~ω := (ω0, . . . , ωn+1) be a primitive key sequence in normal form. Let X be a fixed copy of
C2 with fixed system of coordinates (x, y). Then the map
(C∗)n ∋ ~θ 7→ X¯~ω,~θ ∈ Y~ω(14)
is surjective. Consequently, Y~ω is isomorphic to the quotient space of (C
∗)n modulo the equivalence
relation ~θ ∼ ~θ′ iff X¯~ω,~θ
∼= X¯~ω,~θ′. Theorem 6.3 below describes this equivalence relation; we now
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set up necessary notations. Define αi’s and βi,j ’s as in Remark 2.9. Moreover, set α0 := 1. Let
~ωe := (ωi0 , . . . , ωil+1) be the essential subsequence of ~ω. Recall that i0 = 0 and il+1 = n+ 1. The
normality of ~ω further implies that i1 = 1. Define µ1, . . . , µn ∈ Z as follows: for each i, 1 ≤ i ≤ n,
pick the unique k such that ik ≤ i < ik+1, and set
µi := αi0 · · ·αik −
k∑
j=1
αi0 · · ·αij−1βi,ij
(we note that µi’s are the same as in Theorem B.2).
Theorem 6.3.
(1) If n = 0, then Y~ω is a point (corresponding to the weighted projective surface P
2(1, ω0, ω1)).
(2) If n = 1, then the map from (14) induces an isomorphism Y~ω ∼= (C
∗)n/(C∗)2, where the
action of (C∗)2 is given by
(λ1, λ2) · (θ1, . . . , θn) := (λ
−β1,0
1 λ
µ1
2 θ1, . . . , λ
−βn,0
1 λ
µn
2 θn).(15)
In particular, Y~ω ∼= (C
∗)max{n−2,0}.
Proof. Assertion 1 follows from Theorem 5.2. We now prove assertion (2). Pick ~θ, ~θ′ ∈ (C∗)n such
that there exists an isomorphism F : X¯~ω,~θ
∼= X¯~ω,~θ′ . Proposition 5.1 implies that F |X is an auto-
morphism of X . It follows that δ~ω,~θ′ = F
∗(δ~ω,~θ). Let φ˜δ(x, ξ) = φ(x) + ξx
r =
∑
β≤β0
aβx
β + ξxr
be the generic descending Puiseux series of δ~ω,~θ with respect to (x, y)-coordinates. Assertion 5 of
Theorem 4.7 then implies that the generic descending Puiseux series of δ~ω,~θ′ in (x, y)-coordinates
is b
∑
β≤β0
aβa
−ω¯0βxβ + ξxr for some a, b ∈ C∗, where ω¯0 is the polydromy order of φ(x). Theo-
rem B.2 then implies that (θ′1, . . . , θ
′
n) = (b
µ1a−ω0β1,0θ1, . . . , b
µna−ω0βn,0θn). This proves assertion
(2) and finishes the proof of the theorem. 
We continue to use the notations of Theorem 6.3. Assume in addition that ~ω is essential, i.e.
~ωe = ~ω. We now describe Ye~ω and Y
e,alg
~ω .
For each k, 1 ≤ k ≤ n, define
Ωˇk := (Z〈ω0, . . . , ωk〉 ∩ (ωk+1, αkωk)) \ Ω
×
k ,
Ωˇalgk := (Z≥0〈ω0, . . . , ωk〉 ∩ (ωk+1, αkωk)) \ Ω
×
k ,
where (ωk+1, αkωk) is the open interval between ωk+1 and αkωk; Z〈ω0, . . . , ωk〉, Z≥0〈ω0, . . . , ωk〉
denote respectively the group and the semigroup generated by ω0, . . . , ωk, and
Ω×k :=


k∑
j=1
(αj − 1)ωj +mω0 : m ≥ 0


⋃

k∑
j=2
(αj − 1)ωj + α1ω1 − ω0

 .
Let Ωˇ :=
⋃n
k=1 Ωˇk, Ωˇ
alg :=
⋃n
k=1 Ωˇ
alg
k , and mk := |
⋃k
j=1 Ωˇj |, 1 ≤ k ≤ n; note that |Ωˇ| = mn. Set
m0 := 1. For each k, 1 ≤ k ≤ n, denote the elements of Ωˇk in decreasing order by ωˇmk−1+1 >
ωˇmk−1+2 > · · · > ωˇmk . Then Ωˇ = {ωˇ1, . . . , ωˇmn}. Let
~ˆω := (ω1, ωˇ1, . . . , ωˇm1 , ω2, ωˇm1+1, . . . , ωˇm2 , . . . , ωn, ωˇmn−1+1, . . . , ωˇmn)(16)
Given a subset S of {1, . . . ,mn}, let πS(~ˆω) be the element formed from ~ˆω by omitting all ωˇi such
that i 6∈ S.
Claim 6.4. Let ~Ω′ be the set of all key sequences in normal form with essential subsequence ~ω.
Then
~Ω′ = {πS(~ˆω) : S ⊆ {1, . . . ,mn}}.
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Proof. The claim follows in a straightforward manner from the definition of normal forms and
essential subsequences, once we make the following observation: if ~ω′ is a primitive key sequence
with essential subsequence ~ω, say ωk = ω
′
i′
k
, 1 ≤ k ≤ n + 1. Then ~ω′ satisfies condition (N1d) of
normal forms iff for each k = 1, . . . , n, ω′i 6∈ Ω
×
k for each i = i
′
k + 1, . . . , i
′
k+1 − 1. 
Let Θ : (C∗)n × Cmn → Cmn+n be the map defined by
((θ1, . . . , θn), (θˇ1, . . . , θˇmn)) 7→ (θ1, θˇ1, . . . , θˇm1 , θ2, θˇm1+1, . . . , θˇm2 , . . . , θn, θˇmn−1+1, . . . , θˇmn)
(17)
Pick (~θ, ~ˇθ) ∈ (C∗)n×Cmn . Let S := {i : θˇi 6= 0} ⊆ {1, . . . ,mn}, andm := |S|. Let ~θ′
(~θ,~ˇθ)
∈ (C∗)m+n
be the element formed by dropping all the zero coordinates of Θ(~θ, ~ˇθ), and let ~ω′
(~θ,~ˇθ)
:= πS(~ˆω) be
the corresponding key sequence. Then the map
(C∗)n × Cmn ∋ (~θ, ~ˇθ) 7→ X¯~ω′
(~θ,~ˇθ)
,~θ′
(~θ,~ˇθ)
∈ Ye~ω(18)
is a surjection, and Theorem 6.3 combined with Theorem 3.2 immediately gives the following
description of Ye~ω and Y
e,alg
~ω .
Corollary 6.5. Fix i, 1 ≤ i ≤ mn. Pick (the unique) k, 1 ≤ k ≤ n, such that mk−1 < i ≤ mk.
Then there are unique integers βˇi,0, . . . , βˇi,k such that 0 ≤ βˇi,j < αj for 1 ≤ j ≤ k and ωˇi =∑k
j=0 βˇi,jωj. Define µˇi := α0 · · ·αk −
∑k
j=1 α0 · · ·αj−1βˇi,j.
(1) Ye~ω
∼= ((C∗)n × Cmn) /(C∗)2, where the action of (C∗)2 is given by
(λ1, λ2) · (~θ,
~ˇθ) := (λ
−β1,0
1 λ
µ1
2 θ1, . . . , λ
−βn,0
1 λ
µn
2 θn, λ
−βˇ1,0
1 λ
µˇ1
2 θˇ1, . . . , λ
−βˇmn,0
1 λ
µˇmn
2 θˇmn),(19)
where (~θ, ~ˇθ) := (θ1, . . . , θn), (θˇ1, . . . , θˇmn) ∈ (C
∗)n × Cmn .
(2) If ~ω is not algebraic then Ye,alg~ω = ∅.
(3) If ~ω is algebraic, then Ye,alg~ω
∼= Y
e,alg
~ω /(C
∗)2, where
Y e,alg~ω := {(θ, θˇ) ∈ (C
∗)n × Cmn : θˇi = 0 for all i, 1 ≤ i ≤ mn, such that ωˇi 6∈ Ωˇ
alg},
and the action of (C∗)2 on Y e,alg~ω is induced from (19).
As an application of Theorem 6.3 we describe the moduli space of embedded isomorphism
classes of planar curves with one place at infinity. 2.14 describes a coordinate-free correspondence
between plane curves C with one place at infinity and divisorial semidegrees δC on C[x, y]. If the
coordinates are chosen in a way that the key sequence of δC is in the normal form, identity (5)
implies that the δ-sequence of C in these coordinates is also in the normal form (when viewed as
a key sequence).
Definition 6.6. Let ~d be a δ-sequence in normal form. We denote by C~d the space of all pairs
(C,U) such that U ∼= C2 and C is a curve on U with one place at infinity such that the δ-sequence
of C is ~d with respect to some systems of coordinates on U . For (C,U), (C′, U ′) ∈ C~d, we write
(C,U) ∼ (C′, U ′) iff there is an isomorphism F : U → U ′ such that C′ = F (C). The ‘embedded
isomorphism classes’ of planar curves with one place at infinity is the quotient C¯~d of C~d by the
equivalence relation ∼.
Let ~d := (d0, . . . , dn) be a delta sequence in normal form. 2.14 implies that ~ω := (d0, . . . , dn, 0)
is an essential algebraic key sequence. Construct Ωˇ, Ωˇalg, ~ˆω and define mn, ~ω
′
(~θ,~ˇθ)
, ~θ′
(~θ,~ˇθ)
as in the
paragraphs following Theorem 6.3. Let g~θ,~ˇθ be the last key form of δ~ω′
(~θ,~ˇθ)
,~θ′
(~θ,~ˇθ)
.
Theorem 6.7. Adopt the notations of Corollary 6.5. Recall that X is a fixed copy of C2 with
fixed system of coordinates (x, y). Consider the map
Ψ : Y e,alg~ω × C ∋ (
~θ, ~ˇθ, c) 7→ (C~θ,~ˇθ,c, X) ∈ C¯~d
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where Y e,alg~ω is as in assertion (3) of Corollary 6.5, and C~θ,~ˇθ,c := {g~θ,~ˇθ − c = 0} ⊆ X. Then Ψ
induces an isomorphism C¯~d
∼= (Y
e,alg
~ω ×C)/(C
∗)2, where the action of (C∗)2 on Y e,alg~ω ×C is given
by
(λ1, λ2) · (~θ,
~ˇθ, c) = ((λ1, λ2) · (~θ,
~ˇθ), λd02 c)(20)
where (λ1, λ2) · (~θ,
~ˇθ) is as in (19).
Proof. The discussion in Remark 2.14 implies that Ψ is surjective, so that we only have to de-
termine when two points correspond to the same embedded isomorphism class. At first consider
the case n = 0, i.e. ~d = (1). Then ~ω = (1, 0), mn = 0, Y
e,alg
~ω is a singleton, and (20) shows
that (Y e,alg~ω × C)/(C
∗)2 is also a singleton. On the other hand, C~θ,~ˇθ,c’s are simply the curves
{y− c = 0}, which are all isomorphic. It follows that C¯~d is also a singleton, and the theorem holds.
So assume n ≥ 1, and pick (~θ, ~ˇθ, c), (~θ′,
~ˇ
θ′, c′) such that there is an isomorphism φ : X → X
such that F (C~θ,~ˇθ,c) = C~θ′, ~ˇθ′,c′
. It follows that δC
~θ′,
~ˇ
θ′,c′
= F ∗(δC~θ,~ˇθ,c), where δC~θ,~ˇθ,c and δC~θ′, ~ˇθ′,c′
are defined as in Remark 2.14. Since ~ω is the essential subsequence of both δC~θ,~ˇθ,c
and δC
~θ′,
~ˇ
θ′,c′
,
and since n ≥ 1 and ωn+1 = 0, assertion (3) of Theorem 4.7 and observation (ii) from the proof of
Theorem 5.2 imply that F : (x, y) 7→ (a¯x, b¯y) for some a¯, b¯ ∈ C∗. The arguments from the proof of
Theorem 6.3 and assertion (5b) of Theorem 4.7 imply that (~θ′,
~ˇ
θ′) = (λ1, λ2) · (~θ,
~ˇθ), with a¯ = λd01
and b¯ = λ2. It follows that
V (g
~θ′,
~ˇ
θ′
− c′) = F (V (g~θ,~ˇθ − c)) = V (g(λ
−d0
1 x, λ
−1
2 y)− c)
Since g~θ,~ˇθ and g~θ′, ~ˇθ′
are monic of degree d0 in y (assertion (3) of Proposition A.1), it follows that
g
~θ′,
~ˇ
θ′
= λd02 g(λ
−ω¯0
1 x, λ
−1
2 y) and c
′ = λd02 c, as required to complete the proof. 
7. Canonical divisor
In this section we compute the canonical divisor of a primitive compactifications of C2 in terms
of the associated key sequence (Theorem 7.2), and give some of its applications. In section 7.1 we
state Theorem 7.2 and use it to characterize P2(1, 1, q) in terms of log discrepancy and skewness
of the curve at infinity. In section 7.2 we characterize when a primitive compactification has
simple types of singularities or when it is Gorenstein. Finally, in section 7.3 we give the proof of
Theorem 7.2.
7.1. The formula for canonical divisor and a characterization of P2(1, 1, q). Let X := C2.
Throughout section 7.1 δ is a divisorial semidegree on C[X ].
Definition 7.1 ([Jon12, Section 9.3.3]). Let X¯ be a normal analytic compactification of X such
that δ is centered at a curve C at infinity on X¯. Let KX¯ be the (unique) Weil divisor representing
the canonical divisor of X¯ such that Supp(KX¯) ⊆ X¯ \X . The log discrepancy Aδ of δ is one plus
the coefficient of [C] in KX¯ (where [C] is the Weil divisor corresponding to C).
Theorem 7.2. Let ~ω := (ω0, . . . , ωn+1) be the key sequence of δ in some system of coordinates
on X. Then
Aδ = −ω0 − ωn+1 +
n∑
k=1
(αk − 1)ωk(21)
where α1, . . . , αn+1 are as in Definition 2.8. In particular, if δ is primitive algebraic and X¯ is the
corresponding primitive algebraic compactification of X, then the canonical divisor of X¯ is
KX¯ = −
(
ω0 + ωn+1 + 1−
n∑
k=1
(αk − 1)ωk
)
[C∞],(22)
where [C∞] is the Weil divisor corresponding to C∞.
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Remark-Definition 7.3 ([Jon12, Section 9.3.3]). Let X¯ be a normal analytic compactification
of X such that δ is centered at a curve C at infinity on X¯ . Let Cˇ be the unique curve supported
at X¯ \ X such that (Cˇ, C) = 1 and (Cˇ,D) = 0 for all irreducible curve D 6= C at infinity on
X¯ (here we consider the intersection product on normal surfaces defined by Mumford [Mum61]).
The index of δ is αδ := (Cˇ, Cˇ). It is straightforward to see that αδ is independent of the choice of
X¯. Moreover,
• [Mon16b, Theorem 1.5 and Remark 1.6] imply that if (ω0, . . . , ωn+1) is the key sequence
of δ in a system of coordinates on X , then
αδ = αn+1ωn+1(23)
where αn+1 := gcd(ω0, . . . , ωn).
• Identity (23) implies in particular that δ is primitive iff αδ > 0.
• 3.7 and identity (23) imply that if X¯ is primitive algebraic, then αδ is precisely the index
of the Weil divisor at infinity (this is the motivation for our terminology ‘index’ for αδ).
Corollary 7.4. The following are equivalent:
(1) αδ ≥ 0 and Aδ ≤ −αδ.
(2) there is a system of coordinates (u, v) on X and a non-negative integer q such that δ is
the weighted degree corresponding to weight 1 for u and q for v.
If either of these conditions holds, then q = αδ and Aδ = −(αδ + 1).
Proof. If condition (1) holds, then the key sequence of δ in (u, v) coordinates is ~ω = (1, q).
Condition (2) then follows immediately from identities (21) and (23). Now we verify the implication
(1) ⇒ (2). Choose a system of coordinates (x, y) on X such that the corresponding key sequence
~ω := (ω0, . . . , ωn+1) of δ is in the normal form. Identities (21) and (23) imply that
A(δ) + α(δ) = −ω0 +
n+1∑
k=1
(αk − 1)ωk = −ω1 + (α
′
0 − 1)ω0 +
n+1∑
k=2
(αk − 1)ωk
where α′0 := ω1/ gcd(ω0, ω1). Note that αk ≥ 1 for k = 2, . . . , n + 1. Moreover, the normality of
~ω implies that if α′0 > 1, then ω0 > ω1. Since A(δ) + α(δ) ≤ 0, it follows that α
′
0 = 1. It follows
then from the properties of normal form that n = 0 and ω1 = 1. Consequently αn+1 = ω0, so
that identity (23) implies that ω0 = αδ. Therefore δ is the weighted degree in (x, y) coordinates
corresponding to weight αδ for x and 1 for y, as required. 
Corollary 7.5 ([Bor14, Theorem 1.2]). The following are equivalent:
(1) αδ = 1 and Aδ = −2.
(2) δ is the degree of polynomials in some system of coordinates on X. 
7.2. Primitive compactifications with simple singularities. Throughout this section X¯ is
a primitive normal compactification of X := C2 and ~ω := (ω0, . . . , ωn+1) is the key sequence
corresponding to the semidegree δ on C[X ] with respect to a system of coordinates (x, y) on X
such that δ(x) > 0. In this section we characterize in terms of ~ω when X¯ has simple types of
singularities.
Recall that the geometric genus of an isolated singular point P on a complex surface Y is
pg(P ) := dimC(R
1π∗OY˜ )P , where π : Y˜ → Y is a resolution of singularities. The singularity of P
is called rational (resp. elliptic) if pg(P ) = 0 (resp. pg(P ) = 1).
Lemma 7.6 ([Fur97, Lemma 2.2]). Assume X¯ is algebraic. Then the sum of the geometric genera
of singular points of X¯ is equal to dimC(H
0(X¯,OX¯(KX¯)).
Recall from Proposition 3.3 that X¯ has at most two singular points, and P∞ (defined in Propo-
sition 2.7) is the only point on X¯ which may have a non-rational singularity (since all quotient
singularities are rational). The following result characterizes when the singularity at P∞ is rational
or elliptic. It follows immediately via combining Theorem 7.2 and lemmas 7.6 and A.2.
Corollary 7.7. Set kX¯ := − (ω0 + ωn+1 + 1−
∑n
k=1(αk − 1)ωk).
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(1) The singularity at P∞ is rational iff kX¯ < 0.
(2) Assume X¯ is algebraic. Then the singularity at P∞ is elliptic iff 0 ≤ kX¯ < ωmin, where
ωmin := min{ω0, . . . , ωn+1}.
(3) Assume X¯ is algebraic. Then pg(P∞) = |Σ|, where Σ is the collection of all (β0, · · · , βn+1) ∈
Zn+2≥0 such that βj < αj, 1 ≤ j ≤ n, and
∑n+1
j=0 ωjβj ≤ kX¯ . 
Recall that a normal surface is Goerenstein iff the canonical divisor is Cartier. Combining
Corollary 7.7 with Proposition 3.7 immediately gives the following characterization of Goerenstein
primitive algebraic compactifications.
Corollary 7.8. Assume X¯ is algebraic. Then the index of X¯ (i.e. the smallest positive integer
m such that mKX¯ is Cartier) is
ind(X¯) =
αn+1ωn+1
gcd(αn+1ωn+1, kX¯)
=
αn+1
gcd(αn+1, ωn+1 + 1)
·
ωn+1
gcd(ωn+1, kX¯)
(24)
where αn+1 := gcd(ω0, . . . , ωn) and kX¯ := − (ω0 + ωn+1 + 1−
∑n
k=1(αk − 1)ωk). In particular,
X¯ is Gorenstein iff kX¯ is divisible by αn+1ωn+1. 
Corollary 7.9 (cf. [BDP81, Theorem 6]). Let X¯ be a Gorenstein primitive compactification of X
with rational singularities. Then one of the following is true:
(1) X¯ ∼= P2,
(2) X¯ ∼= P2(1, 1, 2),
(3) X¯ ∼= P2(1, 2, 3),
(4) X¯ is the hypersurface in P2(1, 2, 3, r) (with weighted homogeneous coordinates [w : x : y :
z]) for 5 ≥ r ≥ 1 defined by the weighted homogeneous polynomial Fr given by
Fr :=


wz − (y3 + x2) if r = 5,
w2z − (y3 + x2 + awxy) if r = 4,
w3z − (y3 + x2 + awxy + bw2y2) if r = 3,
w4z − (y3 + x2 + awxy + bw2y2 + cw3x) if r = 2,
w5z − (y3 + x2 + awxy + bw2y2 + cw3x+ dw4y) if r = 1,
where a, b, c, d ∈ C.
Proof. W.l.o.g. assume X¯ 6∼= P2. Choose coordinates (x, y) on X such that the corresponding key
sequence ~ω := (ω0, . . . , ωn+1) of the semidegree on K[x, y] associated to C∞ is in the normal form.
In particular,
(a) ω0 > ω1, and
(b) either n = 0 or α1 > 1.
Let kX¯ := − (ω0 + ωn+1 + 1−
∑n
k=1(αk − 1)ωk). Corollary 7.7 implies that |kX¯ | = ω0 + ωn+1 +
1−
∑n
k=1(αk − 1)ωk ≥ 1. At first consider the case that n = 0. Then |kX¯ | = ω0 + ω1 + 1, so that
ω0 < |kX¯ | ≤ 2ω0. Consequently, αn+1 = ω0 divides kX¯ iff ω0 = ω1 + 1, i.e. |kX¯ | = 2ω1 + 2. But
then ωn+1 = ω1 divides kX¯ iff ω1 = 2 or ω1 = 1. Consequently we have two possibilities: ω0 = 2,
ω1 = 1, which corresponds to case (2), or ω0 = 3, ω1 = 2, which corresponds to case (3) of the
corollary. Now assume n ≥ 1. Then
|kX¯ | = ωn+1 + ω0 + 1−
n∑
k=1
(αk − 1)ωk
≤ ωn+1 + ω0 + 1− (α1 − 1)ω1
= ωn+1 + 1 + ω1 − (α
′
0 − 1)ω0 (where α
′
0 := ω1/ gcd(ω0, ω1))
Property (N1c) of normal forms ensures that α′0 > 1, so that |kX¯ | ≤ ωn+1. It follows that ωn+1
divides kX¯ iff ωn+1 = |kX¯ | iff
(i) αk = 1 for all k ≥ 2,
(ii) α′0 = 2, and
(iii) ω0 = ω1 + 1.
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But then, properties (i) and (ii) imply ω1 = α
′
0 = 2, so that ω0 = 3 due to (iii). Case 4 of the
corollary now follows from a straightforward examination of possibilities for equations (6). 
Following the characterization of Gorenstein primitive compactifications with rational singulari-
ties, we now characterize those with the next simplest type of singularities: we say that a primitive
compactification X¯ has a point with minimally elliptic singularity (in the sense of [Lau77]) if it is
Gorenstein and has a point with elliptic singularity.
Corollary 7.10.
(1) Let X¯ be a primitive algebraic compactification of C2. Then X¯ has a point with minimally
elliptic singularity iff kX¯ = 0.
(2) Let m ≥ 0, ~ω := (ω0, . . . , ωm+1) be a primitive algebraic key sequence in the normal form
and d be a positive integer such that
(a) αm+1ωm+1 ∈ Z≥0〈ω0, . . . , ωm〉, where αm+1 := gcd(ω0, . . . , ωn).
(b) ~ω 6= (1, 1).
(c) Either ~ω 6= (3, 2) or d ≥ 2.
Define ~ω′~ω,d := (dω0, . . . , dωm+1,
∑m+1
k=1 (αk − 1)dωk − dω0 − 1), where αk’s are as in Defi-
nition 2.8. Then
(i) For every ~θ := (θ1, . . . , θm+1) ∈ (C
∗)m+1, X¯~ω′
~ω,d
,~θ is a primitive algebraic compactifi-
cation of X having a point with minimally elliptic singularity.
(ii) Conversely, every primitive algebraic compactification of X having a point with min-
imally elliptic singularity is isomorphic to X¯~ω′
~ω,d
,~θ for some
~θ ∈ (C∗)m+1, d > 0, and
~ω satisfying properties (2a)–(2c).
Proof. Assertion (1) immediately follows from combining Corollary 7.8 with assertion (2) of Corol-
lary 7.7. For assertion (2), pick a primitive algebraic key sequence ~ω′ = (ω′0, . . . , ω
′
n+1) in the nor-
mal form and ~θ ∈ (C∗)n such that X¯~ω′,~θ has a point with minimally elliptic singularity. Assertion
1 implies that
ω′n+1 =
n∑
k=1
(αk − 1)ω
′
k − ω
′
0 − 1
In particular, this implies (due to primitiveness of ~ω′) that n ≥ 1. Note that ω′0, . . . , ω
′
n completely
determines ω′n+1; one has to only ensure that
αn+1(
n∑
k=1
(αk − 1)ωk − ω0)− 1 =
n∑
k=1
(αk − 1)ω
′
k − ω
′
0 − 1 > 0
where αn+1 = gcd(ω
′
0, . . . , ω
′
n) and ωk := ω
′
k/αn+1, k = 0, . . . , n. Since n ≥ 1, it follows that
~ω := (ω0, . . . , ωn) is a primitive algebraic key sequence which additionally satisfies αnωn ∈
Z≥0〈ω0, . . . , ωn−1〉. Assertion (2) now follows in a straightforward manner with m := n − 1
and d := αn+1. 
7.3. Proof of Theorem 7.2. Consider the notations of Proposition 3.4. Let W := Cn+2 with
coordinates (w, y1, . . . , yn+1). Then WP \ V (y0) is the quotient of W by the action of the cyclic
group of ω0 elements given by
ζ · (w, y1, . . . , yn+1) := (ζw, ζ
ω1y1, . . . , ζ
ωn+1yn+1)(25)
where ζ is a primitive ω0-th root of unity. Let π :W →WP \ V (y0) be the quotient map
(w, y1, . . . , yn+1) 7→ [w : 1 : y1 : · · · : yn+1]
Let Y˜ := π−1(Y ) and C˜ := π−1(C), where Y,C are as in Proposition 3.4. Then Y˜ is defined in
W by G1, . . . , Gk from (6). A computation shows that the matrix of partial derivatives ∂Gi/∂yj,
1 ≤ i, j ≤ n has non-zero determinant on C˜ = Y˜ ∩ {w = 0} and therefore Y˜ is non-singular at
every point on C˜. Moreover, the only ramification points of π|Y˜ on C˜ are the points with zero
yn+1-coordinate and π maps every such point to the same point on C (namely the point P0 from
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Corollary 3.5).
It follows from the preceding paragraph that for every P ∈ C \ {P0} and every Q ∈ π−1(P ),
π|Y restricts to an isomorphism near Q. It follows that (w, yn+1) defines a system of coordinates
near every P ∈ C \ {P0}. Now note that x = y0/wω0 = 1/wω0 and the last key form for δ is
gn+1(x, y) = yn+1/w
ωn+1 . It follows that
dw = −(wω0+1/ω0)dx
dyn+1 = w
ωn+1dgn+1 + gn+1d (w
ωn+1) , and
dwdyn+1 = −
wω0+ωn+1+1
ω0
∂gn+1
∂y
dxdy, so that
Aδ = poleC(w
ω0+ωn+1+1
∂gn+1
∂y
) + 1 = −ω0 − ωn+1 + δ (∂gn+1/∂y)(26)
where we wrote δ for δ~ω,~θ. We now compute δ (∂gn+1/∂y) using a result of [KP00].
Definition 7.11. Let q ∈ Q, f ∈ C[u, v], and φ(u) be a Puiseux series in u. We say that
(1) φ(u) is a root mod q of f = 0 iff there exists a Puiseux series φ¯(u) such that f(u, φ¯(u)) ≡ 0
and φ(u) − φ¯(u) = cuq + h.o.t. for some c ∈ C (where h.o.t. stands for terms with higher
order in;
(2) φ(u) is a root exactly mod q of f = 0 iff there exists a Puiseux series φ¯(u) such that
f(u, φ¯(u)) ≡ 0 and φ(u)− φ¯(u) = cuq + h.o.t. for some c ∈ C, c 6= 0.
A mod q root φ(u) of f = 0 has multiplicity m iff there are exactly m distinct Puiseux series
φ¯1(u), . . . , φ¯m(u) such that f(u, φ¯k(u)) ≡ 0 and φ(u) − φ¯k(u) = ckuq + h.o.t. for some ck ∈ C,
1 ≤ k ≤ m. Similarly, φ(u) is an exactly mod q root of multiplicity m of f = 0 iff there are exactly
m distinct Puiseux series φ¯1(u), . . . , φ¯m(u) which satisfy the conditions of the preceding sentence
with ck 6= 0, 1 ≤ k ≤ m.
Remark 7.12. Note that the notion of mod q roots and exactly mod q roots have (obvious) ana-
logues in the case of descending Puiseux series: namely in Definition 7.11 replace every occurrence
of ‘Puiseux series’ with ‘descending Puiseux series’, and ‘h.o.t.’ with ‘l.d.t.’, where as usual, l.d.t.
stands for terms with lower degree (in u).
Theorem 7.13 ([KP00, Theorem 1.1]). Let q ∈ Q>0 and φ(u) be a Puiseux series which is a mod
q root of f = 0 of multiplicity m ≥ 1. Then φ(u) is a mod q root of ∂f/∂v = 0 of multiplicity
m− 1.
Remark 7.14. It was assumed throughout [KP00] that f is mini-regular in v, i.e. if d := ord(f)
then there is a monomial term in f of the form cvd with c ∈ C∗. However, the proof of Theorem
1.1 of [KP00] does not use this assumption.
Corollary 7.15. Let g ∈ C[x, x−1, y] and φ(x) be a descending Puiseux series in x which is a
mod q root of g = 0 of multiplicity m ≥ 1. Then φ(x) is a mod q root of ∂g/∂y = 0 of multiplicity
m− 1.
Proof. Consider the (birational) change of coordinates (u, v) = (1/x, y/xd), where d ≫ 1. Let
g˜ := uddegy(g)g(1/u, v/ud) ∈ C[u, v]. Now note that y = φ(x) is a mod q root of g = 0 iff
v = udφ(1/u) is a mod d − q root of g˜. Theorem 7.13 implies that v = udφ(1/u) is a mod d − q
root of ∂g˜/∂v of multiplicity m− 1. Since ∂g˜/∂v = ud(degy(g)−1)∂g/∂y, it follows that y = φ(x) is
a mod q root of ∂g/∂y = 0 of multiplicity m− 1, as required. 
Corollary 7.16. Let f ∈ C[x, x−1, y] and φ(x) be a descending Puiseux series in x. Let the
multiplicity of φ(x) as a mod q and exactly mod q root of f = 0 be respectively m′ and m (so
that m′ ≥ m). Assume m′ > m ≥ 1. Then the multiplicity of φ(x) as an exactly mod q root of
∂f/∂y = 0 is also m.
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Proof. Let n := m′ −m ≥ 1. Then for all sufficiently small ǫ > 0, φ(x) is a mod (q − ǫ) root of
f = 0 of multiplicity n, so that Corollary 7.15 implies that it is a mod (q − ǫ) root of ∂f/∂y = 0
of multiplicity n− 1. On the other hand Corollary 7.15 also implies that φ(x) is a mod q root of
∂f/∂y = 0 of multiplicity m′ − 1. It follows that φ(x) is an exactly mod q root of ∂f/∂y = 0 of
multiplicity m′ − 1− (n− 1) = m. 
Corollary 7.17. Let f ∈ C[x, x−1, y] be monic in y and have an analytically irreducible branch
at infinity for which |x| → ∞; in other words, assume that
f =
∏
φi is a con-
jugate of φ
(y − φi(x)) ,
where φ(x) is a descending Puiseux series in x. Let the Puiseux pairs of φ be (q˜1, p˜1), · · · , (q˜k, p˜k),
k ≥ 1. Set p˜k+1 := 1. Then
min{degx(φ(x) − ψ(x)) : ψ(x) is a descending Puiseux root of ∂f/∂y = 0} =
q˜k
p˜1 · · · p˜k
(27)
degx
(
(∂f/∂y)|y=φ(x)
)
=
k∑
j=1
(p˜j − 1)p˜j+1 · · · p˜k+1
q˜j
p˜1 · · · p˜j
.(28)
Proof. Let p˜ := p˜1 · · · p˜k. Then f = 0 has precisely p˜ descending Puiseux roots in x, and for
each j, 1 ≤ j ≤ k, the multiplicity of φ(x) as a mod q˜j/(p˜1 · · · p˜j) root (resp. as an exactly mod
q˜j/(p˜1 · · · p˜j) root) of f = 0 is p˜j p˜j+1 · · · p˜k+1 (resp. (p˜j − 1)p˜j+1 · · · p˜k+1). Corollary 7.16 implies
that for each j, 1 ≤ j ≤ k, the multiplicity of φ(x) as an exactly mod q˜j/(p˜1 · · · p˜j) root of
∂f/∂y = 0 is (p˜j − 1)p˜j+1 · · · p˜k+1. The corollary follows since
∑k
j=1(p˜j − 1)p˜j+1 · · · p˜k+1 = p˜− 1,
and since ∂f/∂y has precisely p˜− 1 descending Puiseux roots in x. 
Now we go back to the proof of Theorem 7.2. Let φ˜δ(x, ξ) := φδ(x) + ξx
rδ be the generic
descending Puiseux series of δ and (q1, p1), . . . , (ql+1, pl+1) be the formal Puiseux pairs of φ˜δ. At
first consider the case that l = 0, i.e. φδ ∈ C((x)). Then gn+1 = y−φδ(x), so that δ (∂gn+1/∂y) = 0.
On the other hand, αk = 1 for all k ≥ 1, so that (21) follows from (26). Now assume l ≥ 1. Recall
from (2) that
δ (∂gn+1/∂y) = p degx
(
(∂gn+1/∂y) |y=φ˜δ(x,ξ)
)
,
where p := p1 · · · pl+1 = δ(x). Let φ(x) be the descending Puiseux root of gn+1 from assertion (4)
of Proposition A.1. Proposition A.1 implies that gn+1 satisfies the assumption of Corollary 7.17.
Since φδ is a mod rδ root of gn+1 and since rδ < ql/(p1 · · · pl), identity (27) implies that
degx
(
(∂gn+1/∂y) |y=φ˜δ(x,ξ)
)
= degx
(
(∂gn+1/∂y) |y=φ(x)
)
.
It then follows from (28) that
δ (∂gn+1/∂y) = p1 · · · pl
l∑
k=1
(pk − 1)pk+1 · · · pl+1
qk
p1 · · · pk
= ωn+1 − ql+1 =
n∑
k=1
(αk − 1)ωk,
where the last two equalities follow from (29) and (30). The theorem then follows from identity
(26). 
Appendix A. Some properties of key forms
Let δ be a divisorial semidegree such that δ(x) > 0, φ˜δ(x, ξ) := φδ(x) + ξx
rδ be the associated
generic descending Puiseux series, g0 = x, g1 = y, . . . , gn+1 be the corresponding sequence of key
forms, and ~ω := (ω0, . . . , ωn+1) be the key sequence. In this section we collect most of the proper-
ties of key forms used in this article. The assertions from Proposition A.1 and lemma A.2 are used
multiple times throughout the article; Corollary A.3 is used only in the proof of Proposition 5.1.
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The following notations are used in this section: we denote the formal Puiseux pairs (resp.
characteristic exponents) of φ˜δ by (q1, p1), . . . , (ql+1, pl+1) (resp. χ1, . . . , χl+1); recall that χj =
qj/(p1 · · · pj), 1 ≤ j ≤ l + 1. Also define α1, . . . , αn+1 as in Definition 2.8.
Proposition A.1.
(1) ωj = δ(gj), 0 ≤ j ≤ n+ 1.
(2) the essential subsequence of ~ω consists of l + 2 elements, i.e. it is of the form ~ωe :=
(ωi0 , . . . , ωil+1). Moreover,
(a) αik = pk, 1 ≤ k ≤ l + 1.
(b) for each k, 1 ≤ k ≤ l + 1,
ωik+1 =
k∑
j=1
(pj − 1)ωij + ω0χk+1(29)
= p1 · · · pl+1

 k∑
j=1
(pj − 1)pj+1 · · · pk
qj
p1 · · · pj
+
qk+1
p1 · · · pk+1

(30)
(3) For each j, 0 ≤ j ≤ n, gj+1 is monic in y and degy(gj+1) = α1 · · ·αj; in particular,
degy(gn+1) = p1 · · · pl, which is also the polydromy order of φδ.
(4) gn+1 has a descending Puiseux factorization of the form
gn+1 = x
mn+1
∏
φi is a con-
jugate of φ
(y − φi(x)) , where φ satisfies
φ(x) = φδ(x) + terms of degree less than or equal to rδ.
(31)
Proof. All the assertions follow from [Mon16a, Propositions 3.21 and 5.3]. 
Lemma A.2 (cf. [Abh77, Fundamental Theorem, Section 8.5]). Let R := C[x, x−1, y]. With the
above notations, define
I := {(β0, . . . , βn+1) ∈ Z
n+2 : 0 ≤ βj < αj , 1 ≤ j ≤ n, and βn+1 ≥ 0}, and
I ′ := {(β0, . . . , βn+1) ∈ I : β0 ≥ 0}.
For β := (β0, . . . , βn+1) ∈ I, we write gβ for the corresponding ‘monomial’ g
β0
0 g
β1
1 · · · g
βn+1
n+1 in
g0, . . . , gn+1. Define
B := {gβ : β ∈ I}, and
B′ := {gβ : β ∈ I
′}.
Then
(1) B is a C-vector space basis of R.
(2) Let g ∈ R. Write g as g =
∑
β∈I aβgβ, where each aβ ∈ C. Then
δ(g) = max{δ(gβ) : aβ 6= 0}.(32)
(3) Let R′ be the C-vector space spanned by B′. Then R′ ⊇ C[x, y]. In particular, for every
f ∈ C[x, y] \ {0}, δ(f) is in the semigroup generated by δ(g0), . . . , δ(gn+1).
Proof. We claim that B spans R as a vector space over C. Indeed, it suffices to show that for each
monomial of the form xdye where e ≥ 0, there is g ∈ B such that degy(x
dye − g) < e. It follows
from the definition of αj ’s that e can be expressed as
∑n+1
j=1 βjα1 · · ·αj−1 with 0 ≤ βj ≤ αj for
j = 1, . . . , n. The claim is proved by taking β := (d, β1, . . . , βn+1) and g := gβ .
Now pick d ∈ Z and pairwise distinct elements β1, . . . , βm ∈ I such that δ(gβk) = d for each k.
Let (a1, . . . , am) ∈ Cm \ {0} and g :=
∑
k akgβk .
Claim A.2.1. δ(g) = d; in particular, g 6= 0.
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Proof. algorithm 2.12 implies that
gj |y=φ˜δ(x,ξ) =
{
cjx
ωj/ω0 + l.d.t. for 0 ≤ j ≤ n,
h(ξ)xωn+1/ω0 + l.d.t. for j = n+ 1,
(33)
for some c0, . . . , cn+1 ∈ C∗ and a non-constant polynomial h ∈ C[ξ], where l.d.t. denotes terms
with lower degree in x. Consequently,
g|y=φ˜δ(x,ξ) = c(ξ)x
d/ω0 + l.o.t., where
c(ξ) :=
∑
k
ak(h(ξ))
βkn+1
n∏
j=0
c
βkj
j
If c(ξ) 6≡ 0, then δ(g) = d and we are done. So assume c(ξ) ≡ 0. Then there must exist k 6= k′
such that βkn+1 = β
k′
n+1 and
∑n
j=0 β
k
j ωj =
∑n
j=0 β
k
j ωj = d − β
k
n+1ωn+1. Let j
′ be the maximal
integer ≤ n such that βkj′ 6= β
′
j′ . Then it follows that (β
k
j′ − β
k′
j′ )ωj′ is in the group generated
by ω0, . . . , ωj′−1. Since |βkj′ − β
k′
j′ | < αj′ , this is impossible by definition of αj′ . Consequently
c(ξ) 6≡ 0, which proves the claim. 
Since B spans R, it is straightforward to see that assertions 1 and 2 follow from Claim A.2.1.
Assertion 3 follows from combining assertion (3) of Proposition A.1 and [Abh77, Theorem 2.13].

Corollary A.3. Assume that δ(gj) > 0 for all j, 0 ≤ j ≤ n+ 1, and that there exists f ∈ C[x, y]
such that δ(f) = 1. Then
(1) there exists j∗ ≤ n+ 1 such that δ(gj∗) = 1,
(2) (a) either j∗ = n+ 1, or
(b) αj∗ > 1 and for all k, j∗ < k ≤ n+ 1, gk is of the form
gk = gj∗+1 − hk(gj∗),
where hk is a polynomial in one variable with deg(hk) < αj∗ .
Moreover, δ(gi) > 1 for all i < j∗.
(3) (a) either f = agj∗ + b, for some a ∈ C
∗, b ∈ C, in which case gj∗ is a polynomial, or
(b) j∗ < n+ 1, δ(gn+1) = 1, and f = agj∗ + bgn+1 + c for some b ∈ C
∗, a, c ∈ C. In this
case both gn+1 and gj∗ are polynomials.
In every case the curve f = 0 has only one place at infinity.
Proof. Assertion 1 follows from assertion (3) of lemma A.2. But then an inspection of algo-
rithm 2.12 immediately yields assertion (2). We now prove assertion (3). Assume that (3a) does
not hold. Then assertions (2) and (3) of lemma A.2 and the assertion (2) imply that j∗ < n+ 1
and
f = agj∗ + bgn+1 + c(34)
for some b ∈ C∗, a, c ∈ C. Then (33) implies that
f |y=φ˜δ(x,ξ) = (acj∗ + bh(ξ))x
1/ω0 + l.d.t.,(35)
for some cj∗ ∈ C
∗. Since the coefficient of x1/ω0 in the right hand side of (35) is a non-constant
polynomial in ξ, it follows that there is a descending Puiseux root φ of f such that degx(φ−φδ) ≤
rδ. It follows that
degy(f) ≥ polydromy order of φ ≥ polydromy order of φδ = degy(gn+1)
(the last identity uses assertion (3) of Proposition A.1). On the other hand, assertion (2b), identity
(34), and assertion (3) of Proposition A.1 together imply that degy(f) = degy(gn+1). It follows
that
degy(f) = degy(gn+1) > deg(gj∗)(36)
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and φ is in fact the only descending Puiseux root of f , i.e. the descending Puiseux expansion of f
is of the form
f = dxm
∏
φi is a con-
jugate of φ
(y − φi(x))
for some d ∈ C∗. Let p := degy(f) = degy(gn+1). Then the coefficient of y
p in f is cxm. Since
gn+1 is monic in y (assertion (3) of Proposition A.1), identities (34) and (36) then imply that
m = 0. This implies that f = 0 has only one place at infinity. It then follows from [Mon16a,
Theorem 4.3] that gj is a polynomial for each j, 0 ≤ j ≤ n + 1. This proves that assertion (3b)
holds. It remains to show that f = 0 has only one place at infinity in the case of assertion (3a).
But since in that case gj∗ is a polynomial, this again follows from [Mon16a, Theorem 4.3]. 
Appendix B. Dependence of ~ω, ~θ on φ~ω,~θ
Let φ˜(x, ξ) :=
∑
β aβx
β + ξxr be a generic descending Puiseux series. Let ~ω = (ω0, . . . , ωn+1)
and ~θ = (θ1, . . . , θn) ∈ (C∗)n be the output when algorithm 2.12 is run with input φ˜. In this section
we establish some relations between φ˜ and ~ω, ~θ that we use later to prove the basic properties of
normal forms of key sequences. At first we set up some notations to be used throughout this
section:
Notation B.1.
• (q1, p1), . . . , (ql+1, pl+1), l ≥ 0, are the formal Puiseux pairs and χk = qk/(p1 · · · pk),
k = 1, . . . , l + 1, are the formal characteristic exponents of φ˜ (Definition 2.5).
• p := p1 · · · pl+1 = ω0.
• Eφ˜ := {β : aβ 6= 0}.
• ~ωe := (ωi0 , . . . , ωil+1) is the essential subsequence of ~ω.
• α1, . . . , αn+1 are as in Definition 2.8. Recall that αik = pk, 1 ≤ i ≤ l + 1 (assertion (2a)
of Proposition A.1).
B.1. Results to be used in the proof of properties of normal forms of key sequences.
Theorem B.2. Fix k, i such that 0 ≤ k ≤ l and max{1, ik} ≤ i < ik+1. Let βi,0, . . . , βi,i−1 be as
in Remark 2.9. Set βi,i := 0.
(1) θi ∈ C[aβ : β ∈ Eφ˜][a
−1
χ1 , . . . , a
−1
χl
].
(2) θi is homogeneous in aβ’s of degree µi := p1 · · · pk −
∑k
j=1 p1 · · · pj−1βi,ij .
(3) Let η be the weighted degree on C(aβ : β ∈ Eφ˜) so that the weight of each aβ is β. Then θi
is weighted homogeneous with respect to η with η(θi) = βi,0.
Definition B.3. We say that a rational number β is key compatible with φ˜ if
(a) either β ≤ r = χl+1, or
(b) β > r and β ∈ Z+ Z〈β′ ∈ Eφ˜ : β
′ > β〉 = Z+ Z〈χk : 1 ≤ k ≤ kˆ(β)〉, where kˆ(β) is defined
in (9).
In the case that (b) holds, we say that β is non-trivially key compatible with φ˜.
Remark B.4 (Motivation for the term “key compatible”). If β′ is key compatible with φ˜, then for
all c ∈ C, the formal characteristic exponents of φ˜+ cxβ
′
and φ˜ are the same, so that the essential
key sequences of the corresponding semidegrees are identical. If condition (a) of key compatibility
holds, then changing the coefficient of xβ in φ˜ does not have any effect on the semidegree; hence
this is the ‘trivial’ case.
Let β′1 > · · · > β
′
s be rational numbers which are key compatible with φ˜. For c1, . . . , cs ∈ C,
consider the generic descending Puiseux series
τ˜(c1,...,cs) := φ˜+
s∑
j=1
(cj − aβ′
j
)xβ
′
j
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Let σ be the semidegree and h0, h1, . . . be the sequence of key forms corresponding to τ˜(c1,...,cs).
Pick the largest integer iˆ such that hi = gi for all i = 0, 1, . . . , iˆ for all choices of c1, . . . , cs.
Theorem B.5.
(1) Assume β′1 is non-trivially key compatible with φ˜. Then there is a unique element cφ˜(β
′
1) ∈
C depending only on β′1 and (aβ : β ∈ Eφ˜, β > β
′
1) such that
(a) if c1 6= cφ˜(β
′
1), then σ(hiˆ) = ωˆβ′1 .
(b) if c1 = cφ˜(β
′
1), then σ(hiˆ) < ωˆβ′1 .
(2) Let E ′ ⊆ Eφ˜, ψ˜(x, ξ) :=
∑
β a
′
βx
β+ξxr
′
be a generic descending Puiseux series, and β′ ∈ Q
be non-trivially key compatible with φ˜. Assume
(a) there are a, b ∈ C∗ and m, 1 ≤ m ≤ N , such that a′β = ba
−ω0β for all β ∈ E ′.
(b) {β ∈ Eφ˜ : β > β
′} ⊆ E ′.
Then cψ˜(β
′) = ba−ω0β
′
cφ˜(β
′)
Theorem B.6. For each i, k such that 1 ≤ k ≤ l and ik < i ≤ ik+1, define
ω∗i := ωi −
k∑
j=2
(αij − 1)ωij − αi1ωi1
Then gcd{ω∗i : i1 < i ≤ n} = gcd{ω0β − ωi1 : β ∈ Eφ˜, β < χ1}.
B.2. Proof of Theorems B.2, B.5 and B.6. Let g0, . . . , gn+1 be the key forms associated to
φ˜ and ω˜i := ωi/ω0, 0 ≤ i ≤ n+ 1. It follows from algorithm 2.12 that for each i, 1 ≤ i ≤ n,
gi|y=φ˜(x,ξ) =
∑
ri<ǫ≤ω˜i
ai,ǫx
ǫ + ρi(ξ)x
ri + l.d.t.(37)
where
(i) ai,ω˜i is a non-zero element of C(aβ : β ∈ Eφ˜) (note that ai,ω˜i = a˜i in the notation of
algorithm 2.12);
(ii) ri < ω˜i;
(iii) ρi is a non-constant polynomial in ξ with coefficients in C(aβ : β ∈ Eφ˜).
Lemma B.8 extracts some information about ai,ǫ’s and ρi’s. To state it we need the following
definitions: for each ǫ ∈ Q and k = 0, . . . , l,
ω˜k,ǫ :=
k∑
j=1
(pj − 1)ω˜ij + ǫ,(38)
β˜k,ǫ := ǫ−
k∑
j=1
(pj − 1)ω˜ij .(39)
Note that
(iv) ω˜k,· and β˜k,· are inverse operations.
(v) ω˜kˆ(β),β = ωˆβ/ω0 in the notation of (9) and (10). In particular,
ω˜k,χk+1 = ωik+1/ω0 = ω˜ik+1 .(40)
We list some inequalities satisfied by ω˜k,· in lemma B.7 below; these are used in the proof of
lemma B.8.
Lemma B.7.
(1) Fix k, 1 ≤ k ≤ l. Pick 0 = j0 < j1 < · · · < jm ≤ l and βj0 , . . . , βjm ∈ Q such that∑m
s=0 βjsωijs ≤ pkωik . Assume
(a) m ≥ 1
(b)
∑m
s=1(χjs − ǫ) > χk − ǫ.
Then ω˜k,ǫ > βj0 +
∑m
s=1((βjs − 1)ω˜ijs + ω˜js−1,ǫ).
(2) Let β ∈ Q be such that ω˜k,β ≤ ω˜ik+1 . Then ω˜j,β < ω˜ij+1 for all j = 0, . . . , k − 1.
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Proof. For the first assertion note that
ω˜k,ǫ − βj0 −
m∑
s=1
(βjs − 1)ω˜ijs −
m∑
s=1
ω˜js−1,ǫ
=
k∑
j=1
(pj − 1)ω˜ij + ǫ −
m∑
s=0
βjsωijs +
m∑
s=1
(ω˜ijs − ω˜js−1,ǫ)
= (pkω˜ik −
m∑
s=0
βjsωijs )− (ω˜ik − ω˜k−1,ǫ) +
m∑
s=1
(ω˜ijs − ω˜js−1,ǫ)
= (pkω˜ik −
m∑
s=0
βjsωijs )− (χk − ǫ) +
m∑
s=1
(χjs − ǫ)
> 0.
For the second assertion, note that
ω˜k−1,β = ω˜k,β − (pk − 1)ω˜ik ≤ ω˜ik − (pkω˜ik − ω˜ik+1) < ω˜ik
since pkω˜ik > ω˜ik+1 . Now continue in the same way with j = k − 2 and so on. 
Lemma B.8. Let η be the weighted degree on C(aβ : β ∈ Eφ˜) which assigns weight β to aβ for all
β ∈ Eφ˜. Fix k, i, ǫ such that 0 ≤ k ≤ l, ik < i ≤ ik+1 and ri < ǫ ≤ ω˜i. Then
(1) Let β ∈ Eφ˜ such that ω˜k,β ≤ ω˜i (in particular, β > χk). Then
ω˜k,β = max{ǫ
′ : ai,ǫ′ depends non-trivially on aβ}(41)
(2) If k = 0, then ai,ǫ = aǫ. For k ≥ 1, ai,ǫ ∈ C[aβ : β ∈ Eφ˜, χ1 ≥ β ≥ β˜k,ǫ][a
−1
χ1 , . . . , a
−1
χk ].
(3) Assume ǫ = ω˜k,β for some β ∈ Eφ˜ (in other words, β := β˜k,ǫ is in Eφ˜). Then ai,ǫ =
ekaβ + a
′
i,ǫ, where
ek :=
(
k∏
s=1
pps+1···pks
)(
k∏
s=1
a(ps−1)ps+1···pkχs
)
(42)
and a′i,ǫ does not depend on aβ.
(4) ai,ǫ is weighted homogeneous with respect to η with weighted degree ǫ.
(5) ai,ǫ is homogeneous in aβ’s of degree p1 · · · pk.
(6) Fix j, k + 1 ≤ j ≤ l. Then
ω˜k,χj = max{ǫ
′ ∈ Q : ai,ǫ′ 6= 0, ǫ
′ 6∈
1
p1 · · · pj−1
Z}
ai,ω˜k,χj = aik+1,ω˜k,χj = ekaχj
where ek is from (42).
(7) ri = ω˜k,r.
(8) ρi = ekξ + ρ
′
i, where ek is from (42) and ρ
′
i ∈ C(aβ : β ∈ Eφ˜).
Proof. We prove the lemma by induction on k. It follows from algorithm 2.12 and the definition
of essential subsequence of key forms that there are precisely i1 − 1 elements in Eφ˜ which are
greater than χ1, and if we denote them as β1 > · · · > βi1−1, then each βi is an integer and
gi = y −
∑i−1
j=1 ajx
βj for each i = 1, . . . , i1. This implies that
gi|y=φ˜(x,ξ) =
∑
β≥βi
aβx
β + ξxr , i = 1, . . . , i1.
It follows that for each i, 1 ≤ i ≤ i1, ρi = ξ, ri = r and ai,ǫ = aǫ for each ǫ such that
r < ǫ ≤ ω˜i = βi. In particular lemma B.8 holds for k = 0.
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Now assume it holds for k, 0 ≤ k < l. Pick i, ik+1 ≤ i < ik+2. We prove by induction on i that
it holds for i+ 1. Note that
gαii |y=φ˜(x,ξ) = a
αi
i,ω˜i
xαiω˜i + l.d.t.
Consider βi,j ’s from Remark 2.9. Then αiω˜i = βi,0 + βi,i1 ω˜i1 + · · ·+ βi,ik+1 ω˜ik+1 (with βi,ik+1 = 0
for i = ik+1). Since gij |y=φ˜(x,ξ) = aij ,ω˜ij x
ω˜ij + l.d.t. for each j, 1 ≤ j ≤ k + 1, algorithm 2.12
implies that
θi =
aαii,ω˜i
a
βi,i1
i1,ω˜i1
· · ·a
βi,ik+1
ik+1,ω˜ik+1
, and(43)
gi+1|y=φ˜δ(x,ξ) = (g
αi
i − θix
βi,0g
βi,i1
i1
· · · g
βi,ik+1
ik+1
)|y=φ˜δ(x,ξ)(44)
Let β ∈ Eφ˜. For each j, 1 ≤ j ≤ i, denote by ǫj,β the right hand side of (41), i.e. ǫj,β is the largest
rational number such that aj,ǫj,β depends non-trivially on aβ . Assume
ω˜k+1,β ≤ ω˜i+1(45)
Since ω˜i+1 < pk+1ω˜ik+1 , it follows that
ω˜k,β = ω˜k+1,β − (pk+1 − 1)ω˜ik+1 < ω˜ik+1
Assertion (2) of lemma B.7 then implies that
ω˜j,β < ω˜ij+1 , j = 0, . . . , k.(46)
Therefore assertion (1) of lemma B.8 implies by induction that
ǫij+1,β = ω˜j,β , j = 0, . . . , k.(47)
From identity (44) we see that
gi+1|y=φ˜δ(x,ξ) = g
1
i+1(ξ, x)− g
2
i+1(ξ, x), where
g1i+1 :=
(
ai,ω˜ix
ω˜i + · · ·+ ai,ǫi,βx
ǫi,β + l.d.t.
)αi
,(48)
g2i+1 := θix
βi,0
k+1∏
j=1
(
aij ,ω˜ij x
ω˜ij + · · ·+ aij ,ω˜j−1,βx
ω˜j−1,β + l.d.t.
)βi,ij
(49)
For each j = 1, 2 and each ǫ′, denote gji+1,ǫ′ the coefficient of x
ǫ′ in the expansion of gi+1,j . Note
that the terms in gji+1 with degree αiω˜i in x cancel each other out. Denote by ǫ
j
i+1,β the largest ǫ
′
such that ǫ′ < αiω˜i and g
j
i+1,ǫ′ depends non-trivially on aβ . If i = ik+1, then αi = pk+1 (assertion
(2a) of Proposition A.1). Morever, (46) and (47) imply that ǫik+1,β < ω˜ik+1 , so that (48) implies
that
g1i+1,ǫ1
i+1,β
xǫ
1
i+1,β = pk+1a
pk+1−1
ik+1,ω˜ik+1
aik+1,ǫik+1,βx
(pk+1−1)ω˜ik+1+ǫik+1,β
In particular,
ǫ1i+1,β = (pk+1 − 1)ω˜ik+1 + ǫik+1,β
= (pk+1 − 1)ω˜ik+1 + ω˜k,β (due to (47))
= ω˜k+1,β
On the other hand, if ik+1 < i < ik+2, then assertion (1) of lemma B.8 implies by induction that
ǫi,β = ω˜k+1,β . Assumption (45) implies then that ǫi,β < ω˜i. Since αi = 1, it follows that
g1i+1,ǫ1
i+1,β
xǫ
1
i+1,β = ai,ǫi,βx
ǫi,β = ai,ω˜k+1,βx
ω˜k+1,β
In particular, ǫ1i+1,β = ω˜k+1,β in this case as well.
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Now we compute ǫ2i+1,β . Let 0 = j0 < · · · < jm ≤ k+1 be the unique sequence of integers such
that for all j = 1, . . . , k + 1, βi,ij > 0 iff j ∈ {j1, . . . , jm}. Identity (46) and the definition of g
2
i+1
from (49) imply that
g2i+1,ǫ2
i+1,β
xǫ
2
i+1,β =
{
0 if m = 0,
θix
βi,0
∏m
s=1
(
βi,ijs (aijs ,ω˜ijs x
ω˜ijs )βi,ijs−1aijs ,ω˜js−1,βx
ω˜js−1,β
)
otherwise.
Therefore,
ǫ2i+1,β = βi,0 +
m∑
s=1
((βi,ijs − 1)ω˜ijs + ω˜js−1,β)
Now (46) implies that
β = β˜k,ω˜k,β < β˜k,ω˜ik+1 = χk+1
Consequently, assertion (1) of lemma B.7 implies that
ǫ2i+1,β < ω˜k+1,β = ǫ
1
i+1,β
It follows that
ǫi+1,β = ǫ
1
i+1,β = ω˜k+1,β(50)
ai+1,ω˜k+1,β = g
1
i+1,ǫ1
i+1,β
= pk+1a
pk+1−1
ik+1,ω˜ik+1
aik+1,ω˜k,β(51)
Identity (50) proves assertion (1) of lemma B.8. Applying the inductive hypothesis to assertion (6)
shows that the denominator of θi in (43) is a monomial in aχ1 , . . . , aχk+1 . Assertion (1) coupled
with this observation proves assertion (2). Identity (51) and the inductive hypothesis implies that
ai+1,ω˜k+1,β = pk+1(ekaχk+1)
pk+1−1(ekaβ + a
′
ik+1,ω˜k,β
) = ek+1aβ + a
′
i+1,ω˜k+1,β
, where
a′i+1,ω˜k+1,β := pk+1(ekaχk+1)
pk+1−1a′ik+1,ω˜k,β ,
which proves assertion (3). The inductive hypothesis applied to (43) also gives
η(θi) = αiη(ai,ω˜i)−
k+1∑
j=1
βi,ijη(aij ,ω˜ij ) = αiω˜i −
k+1∑
j=1
βi,ij ω˜ij = βi,0,(52)
deg(θi) = pk+1 deg(ai,ω˜i)−
k+1∑
j=1
βi,ij deg(aij ,ω˜ij ) = p1 · · · pk+1 −
k+1∑
j=1
βi,ijp1 · · · pj−1(53)
Identities (44) and (52) immediately imply assertion (4). Note from (49) that the coefficient of
each term in the expansion of g2i+1 is a sum of terms of the form θi
∏k+1
j=1
∏βi,ij
s=1 aij ,ǫ′j,s with degree
deg(θi) +
k+1∑
j=1
βi,ij∑
s=1
deg(aij ,ǫ′j,s) = p1 · · · pk+1 −
k+1∑
j=1
βi,ijp1 · · · pj−1 +
k+1∑
j=1
βi,ijp1 · · · pj−1 = p1 · · · pk+1
which proves assertion (5). Assertion (6) follows from assertions (1) and (3) by setting β := χj ,
k + 2 ≤ j ≤ l. Assertions (7) and (8) also follow from assertions (1) and (3) by setting β := r.
This completes the proof of lemma B.8. 
Proof of Theorems B.2 and B.5. Theorem B.2 immediately follows from lemma B.8 and identities
(43), (52), (53). Assertion (3) of lemma B.8 implies that assertion (1) of Theorem B.5 holds, and
if β′ ∈ Q is non-trivially key compatible with φ˜, then
cφ˜(β
′) = −a′
iˆ,ω˜
kˆ(β′),β′
/ekˆ(β′)(54)
For assertion (2) of Theorem B.5 apply assertions (4) and (5) of lemma B.8 to get that
a′
iˆ,ω˜
kˆ(β′),β′
(ψ˜) = bp1...pkˆ(β′)a−ω0ω˜kˆ(β′),β′
ek˜(β′)(ψ˜) = b
p1...pkˆ(β′)−1a−ω0(ω˜kˆ(β′),β′−β
′)
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Assertion (2) of Theorem B.5 now follows from (54). 
Proof of Theorem B.6. For each i, 0 < i ≤ n, define kˆi := max{k : 0 ≤ k ≤ n, ik < i}. Then it is
straightforward to see that
ω∗i = ω0(β˜kˆi,ω˜i − χ1), i1 < i ≤ n.
with β˜·,· defined as in (39). Therefore to prove Theorem B.6 it suffices to show that
Z〈β˜kˆi,ω˜i − χ1 : i1 < i ≤ n〉 = Z〈β − χ1 : β ∈ Eφ˜, β < χ1〉(55)
Recall the definition of kˆ(β) from (9). The following claim is immediate from observation (iv)
following identity (39).
Claim B.9. The following are equivalent:
(1) there are β ∈ Eφ˜ and i ∈ {1, . . . , n} such that β = β˜kˆi,ω˜i .
(2) there are β ∈ Eφ˜ and i ∈ {1, . . . , n} such that ω˜i = ω˜kˆ(β),β.
If any of these conditions holds, then β > χ1 iff i > i1. 
Fix i, i1 < i ≤ n. We now study what happens when condition (1) from Claim B.9 does not
hold. For i = ik, 2 ≤ k ≤ l, identity (29) implies that
β˜kˆi,ω˜i = χk ∈ Eφ˜(56)
So assume ik < i < ik+1 for some k, 1 ≤ k ≤ l, and that β˜k,ω˜i 6∈ Eφ˜. Pick a monomial a
γ1
β1
· · ·aγsβs
that appears in ai,ω˜i . Assertions (2), (4) and (5) of lemma B.8 imply that
(a) β′j ≤ χ1, 1 ≤ j ≤ s.
(b)
∑s
j=1 γj = p1 · · · pk ,
(c)
∑s
j=1 γjβj = ω˜i.
It follows then from definition of β˜·,· in (39) that
β˜k,ω˜i − χ1 = ω˜i −
k∑
j=1
(pj − 1)ω˜ij − χ1
= ω˜i − (ω˜ik+1 − χk+1)− χ1 (due to (40))
= ω˜i −
k∑
j=1
(pj − 1)pj+1 · · · pkχj − χ1 (due to (30))
=
s∑
j=1
γj(βj − χ1)−
k∑
j=1
(pj − 1)pj+1 · · · pk(χj − χ1) (due to observations (b) and (c))
This implies the following claim:
Claim B.10. Fix i, i1 < i ≤ n. If β˜kˆi,ω˜i 6∈ Eφ˜, then β˜kˆi,ω˜i − χ1 ∈ Z〈β − χ1 : β ∈ Eφ˜, χ1 > β >
β˜kˆi,ω˜i〉. 
Theorem B.6 follows from combining Claims B.9 and B.10 and identity (56). 
Appendix C. Effect of changes of coordinates on the generic descending Puiseux
series of a semidegree
Theorem C.1 ([Jun42]). Every polynomial automorphism F of C[x, y] has a factorization of the
form
F = Fk ◦ · · · ◦ F1(57)
where each Fj is either an affine map of the form
(u, v) 7→ (au+ bv + c, a′u+ b′v + c′), a, b, c, a′, b′, c′ ∈ C(Type I)
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or a map of the form
(u, v) 7→ (au+ f(v), bv + c), a, b, c ∈ C, f(v) ∈ C[v](Type II)
Let δ be a semidegree on C[x, y] such that δ(x) > 0. Let φ˜δ(x, ξ) be the generic descending
Puiseux series of δ in (x, y) coordinates. For an automorphism F of C[x, y], we write F∗(φ˜δ) for
the generic descending Puiseux series of δ after change of coordinates by F ; the precise definition
is as follows.
Definition C.2. Let F : C[x, y] → C[x, y] is an automorphism. Set (u, v) := (F (x), F (y)). If
δ(u) > 0, then construct the generic descending Puiseux series ψ(u, ξ) of δ in (u, v) coordinates.
The push forward of φ˜δ by F is F∗(φ˜δ) := ψ(u, ξ)|u=x.
Remark C.3. F∗(φ˜δ) is defined only if δ(F (x)) > 0. Moreover, computing F∗(φ˜δ) is tantamount
to the following procedure:
(Step 1) convert the relation “y = φ˜δ(x, ξ)|ξ=λ”, λ ∈ C, to a relation of the form “F (y) =
ψ˜λ(F (x))”, where ψ˜λ =
∑
β a
′
βx
β is a descending Puiseux series in x.
(Step 2) Take the highest exponent r′ of x such that a′r′ is a non-constant function of λ. Then
F∗(φ˜δ) =
∑
β>r′ a
′
βx
β + ξxr
′
.
Lemma C.4.
(1) Assume δ(y) > 0 and F is the Type I automorphism (x, y) 7→ (y, x). Then
(a) degx(F∗(φ˜δ)) = ω0/ω1.
(b) If ω0/ω1 is a positive integer ≥ 2, then the polydromy order of F∗(φ˜δ) is a proper
divisor of ω0.
(2) Assume F is an automorphism of the form (x, y) 7→ (x, by − f(x)) for some b ∈ C∗ and
f ∈ C[x]. Then F∗(φ˜δ) = bφ˜δ(x, ξ)− f(x).
(3) Assume F is Type II with deg(f)δ(y) > δ(x) > 0. Then degx(F∗(φ˜δ)) = 1/deg(f).
Proof. If δ(y) > 0 and F is the automorphism (x, y) 7→ (y, x), then ψ˜λ from (Step 1) of the con-
struction of F∗(φ˜δ) is the unique descending Puiseux series in x such that ψ˜λ(φ˜δ(x, ξ)|ξ=λ) =
x. This immediately implies that degx(F∗(φ˜δ)) = 1/ degx(φ˜δ), which proves assertion (1a).
Now note that for each λ ∈ C, the relation “y = φ˜δ(x, ξ)|ξ=λ” is equivalent to the relation
“(x, y) = (tω0 , φ˜δ(t
ω0 , λ))”. In the scenario of assertion (1b), there are positive integers m, p
with m ≥ 2 such that ω0 = md and φδ(tω0 , λ) is an element in C[t, t−1] with degree d. Conse-
quently, φ˜δ(t
ω0 , λ) = atdτ(t), where τ(t) is of the form 1 +
∑
i≥1 ait
−i. It follows that the d-th
root τ˜(t) of τ(t) is a power series in t−1. Therefore setting s := tτ˜ (t) yields that the relation
“(x, y) = (tω0 , φ˜δ(t
ω0 , λ))” is equivalent to “(x, y) = (ψ˜(s), sd)” for some Laurent series ψ˜(s) in s.
It follows that the polydromy order of F∗(φ˜δ) is a divisor of d, which proves assertion (1b).
Assertions (2) and (3) follow in a straightforward way from (Step 1) of the construction of
F∗(φ˜δ). 
For the next result we consider a change of coordinate of the form F : (x, y) 7→ (a¯x+f(y), by+c)
where a¯, b ∈ C∗, c ∈ C and f =
∑
k cky
k ∈ C[y] under the assumptions that
(i) δ(x) > δ(y) 6= 0,
(ii) δ(x) > deg(f)δ(y).
Write φ˜δ =
∑
β aβx
β + ξxr and F∗(φ˜δ) =
∑
β a
′
βx
β + ξxr
′
. Let ω¯0 be the polydromy order of∑
β aβx
β . Fix an ω¯0-th root a of a¯.
Theorem C.5.
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(1) Let β1 := degx(φ˜δ) and β
′
1 := degx(F∗(φ˜δ)). Then
β′1 =
{
0 if δ(y) < 0 and c 6= 0,
β1 otherwise.
(58)
a′β′1 =
{
c if δ(y) < 0 and c 6= 0,
ba−ω¯0β1aβ1 otherwise.
(59)
(2) F∗(φ˜δ) has the same formal characteristic exponents and Puiseux pairs as those of φ˜δ.
(3) For each β > 0, a′β does not depend on c.
(4) Let β∗1 := (d+ 1)β1 − 1, where
d :=
{
deg(f) if δ(y) > 0,
ord(f) if δ(y) < 0.
For each β > β∗1 , a
′
β does not depend on any of the coefficients of f .
(5) Let
β∗ :=
{
β∗1 if c = 0,
max{β∗1 , 0} if c 6= 0.
Then for each β > β∗, a′β = ba
−ω¯0βaβ.
(6) If β∗1 > r, then
a′β∗1 =
{
ba−ω¯0β
∗
1aβ∗1 − β1ba
−ω¯0β1(d+1)ad+1β1 cd if β
∗
1 6= 0,
c+ baβ∗1 − β1ba
−ω¯0ad+1β1 cd if β
∗
1 = 0.
(60)
(7) If max{r, β∗1} < 0 then a
′
0 = c+ ba0.
Proof. Assumptions (i) and (ii) imply that
δ(a¯x+ f(y)) = δ(x)
δ(by + c) =
{
0 if δ(y) < 0 and c 6= 0,
δ(y) otherwise.
which implies (58). Let λ ∈ C. C.3 implies that there is an identity of the form∑
β′1≥β>r
′
a′βx
β +
∑
β≤r′
a′′β(λ)x
β = c+ b
∑
β1≥β>r
aβhβ(x) + bλhr(x)(61)
where a′′r′ is a non-constant function of λ, and for each β,
hβ(x) :=

x− f
((∑
β′1≥α>r
′ a′αx
β +
∑
α≤r′ a
′′
α(λ)x
α − c
)
/b
)
aω¯0


β
= a−ω¯0βxβ
(
1− f˜(x, λ)
)β
, where
f˜(x, λ) := x−1

∑
k
ckb
−k

 ∑
β′1≥α>r
′
a′αx
β +
∑
α≤r′
a′′α(λ)x
α − c


k


Identity (58) and assumption (ii) imply that
degx(f˜(x, λ)) = −1 + dβ
′
1 < 0.(62)
Therefore we can expand (1− f˜(x, λ))β in a descending Puiseux series to get
hβ(x) = a
−ω¯0βxβ
(
1− βx−1f˜(x, λ) + β(β − 1)x−2(f˜(x, λ))2/2 + · · ·
)
= a−ω¯0βxβ

1− βx−1

∑
k
ckb
−k

 ∑
β′1≥α>r
′
a′αx
β +
∑
α≤r′
a′′α(λ)x
α − c


k

− · · ·

(63)
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Combining (63) and (61) gives
∑
β′1≥β>r
′
a′βx
β +
∑
β≤r′
a′′β(λ)x
β − c
= b
∑
β1≥β>r
a−ω¯0βaβx
β

1− βx−1

∑
k
ckb
−k

 ∑
β′1≥α>r
′
a′αx
β +
∑
α≤r′
a′′α(λ)x
α − c


k

− · · ·


+ bλhr(x)
(64)
The term with highest degree in x in the expansion of the right hand side of (64) is
• c if β1 < 0 and c 6= 0,
• ba−ω¯0β1xβ1 otherwise.
This implies (59) and completes the proof of assertion (1). Now pick β ≤ β′1. Let Tβ be the term
in the expansion of the right hand side of (64) such that
(a) a′β appears in Tβ ,
(b) degx(Tβ) is the highest among all terms satisfying (a).
Note that
(c) if f is a constant polynomial, then Tβ = 0.
On the other hand, if f is a non-constant polynomial, then a straightforward computation yields
the following observations:
(d) If either β1 > 0, or if β1 < 0, c = 0 and d > 0, then
Tβ = ba
−ω¯0β1aβ1x
β1 × (−β1x
−1cdb
−ddβ(a
′
β′1
xβ
′
1)d−1a′βx
β)
= −β1a
−ω¯0β1b1−dcddβaβ1(a
′
β′1
)d−1a′βx
β+β1+(d−1)β
′
1−1, where
dβ =
{
1 if β = β′1,
d if β < β′1.
(e) If β1 < 0, c = 0 and d = 0, then
Tβ = −β1a
−ω¯0β1b1−d
′
cd′dβaβ1(a
′
β′1
)d
′−1a′βx
β+β1+(d
′−1)β′1−1
where d′ := ord(f − c0) and dβ is as in observation (d).
(f) If β1 < 0 and c 6= 0, then
Tβ =
{
0 if β = β′1 = 0,
−β1a−ω¯0β1b1−d
′
cd′d
′
βaβ1(a
′
β′2
)d
′−1a′βx
β+β1+(d
′−1)β′2−1 if β < 0.
where d′ := ord(f − c0), β′2 := degx(
∑
β<0 a
′
β′ + ξx
r′) is the second largest exponent
appearing in F∗(φ˜δ), and
d′β =
{
1 if β = β′2,
d′ if β < β′2.
Assumption (ii) and identity (58) imply that degx(Tβ) < β in every case. Equating coefficients of
both sides of (64) then implies that for each β there is an identity of the form
a′β =
{
ba−ω¯0β1aβ + Sβ if β 6= 0,
ba−ω¯0β1aβ + Sβ + c if β = 0.
(65)
where Sβ is a sum of monomials in aα and a
′
α′ ’s with α, α
′ > 0. Define
E := {β : aβ 6= 0}
E ′ := {β : a′β 6= 0}
Identity (65) implies that for each β ∈ Q,
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(g) if β ∈ E and β 6∈ Z〈β′ ∈ E : β′ > β〉, then β ∈ E ′.
(h) if β ∈ E ′, then either β ∈ E , or β ∈ Z〈β′ ∈ E ∪ E ′ : β′ > β〉
Observations (g) and (h) immediately imply assertion (2). If δ(y) < 0 then identity (58) shows that
assertion (3) is vacuously true. On the other hand, if δ(y) > 0, then an application of observation
(d) with β = 0 implies that the degree in x of each term on the right hand side of (64) in which
c appears is negative. This implies assertion (3). For assertion (4), let Tf be the term on the
right hand side of the expansion of (64) which has the highest degree in x among all terms which
depend non-trivially on coefficients of f . It is straightforward to see that
Tf =


Tβ′1 if either β1 > 0, or if β1 < 0, d > 0 and c = 0,
Tβ′2 if β1 < 0, d > 0 and c 6= 0,
−β1a−ω¯0β1bc0aβ1x
β1−1 if β1 < 0 and d = 0,
(66)
where β′2 is as in observation (f). If either β1 > 0, or d > 0 and c = 0, then observation (d)
implies that degx(Tf ) = (d + 1)β1 − 1 =: β
∗
1 . If β1 < 0, d > 0 and c 6= 0, then since a
′
β′1
= c,
identity (64) implies that β′2 = β1, so that observation (f) implies that degx(Tf ) = β
∗
1 . It follows
that degx(Tf ) = β
∗
1 in every case, which implies assertion (4). Identity (64) and a combination of
assertions (3) and (4) yields assertion (5). Moreover, identities (65) and (66) imply that
Sβ∗1 = Tf
which implies assertion (6). Assertion (7) follows from identity (64) and assertion (4). 
Appendix D. Existence and uniqueness of normal forms
In this section we prove Theorems 4.6 and 4.7.
D.1. Proof of assertion (1) of Theorem 4.6 (existence of normal forms). Let δ be a
semidegree on C[x, y] with key sequence ~ω := (ω0, . . . , ωn+1) in (x, y)-coordinates. It is straight-
forward to see from assertions (1a) and (1b) of lemma C.4 that after a sequence of changes of
coordinates of the form (x, y) 7→ (y, x) and (x, y) 7→ (x, y − f(x)), we can ensure that
• either n = 0 and ω0 ≥ ω1,
• or n ≥ 1, ω0 > ω1, and
ω1
ω0
6∈ { 1k : k ∈ Z, k ≥ 1} ∪ {0}.
Therefore, w.l.o.g. we may assume that δ satisfies properties (N1a)–(N1c). We now find a change
of coordinate which ensures that δ satisfies (N1d) as well (and continues to satisfy the other
properties). It is straightforward to see that the set E~ω from (8) can be expressed as follows:
E~ω =
{
{β : β = (d+ 1)ω1ω0 − 1, d ∈ Z, 0 ≤ d <
ω0
ω1
, χl+1 < β <
ω1
ω0
} ∪ {0} if ω1 > 0
{β : β = (d+ 1)ω1ω0 − 1, d ∈ Z, 0 ≤ d, χl+1 < β <
ω1
ω0
} if ω1 < 0
(67)
Let β′1 > · · · > β
′
M be the elements of E~ω \ {0}. Let dm := (βm + 1)ω0/ω1 − 1, 1 ≤ m ≤ M . Let
(a1, . . . , aM ) be an arbitrary element in C
M . Theorem C.5 implies that there is (c1, . . . , cM ) ∈ CM
such that the following holds: if Fm is the change of coordinates (x, y) 7→ (x + cmydm , y) and
ψ˜m := (Fm ◦ Fm−1 ◦ · · · ◦ F1)∗(φ˜δ), then for each m,
• the formal characteristic exponents of ψ˜m are the same as those of φ˜δ;
• for all β > β′m, the coefficients of x
β in ψ˜m and ψ˜m−1 are equal (here ψ˜0 is defined to be
φ˜δ);
• the coefficient of xβ
′
m in ψ˜m is cm.
Theorem B.5 then implies that there is a unique (c1, . . . , cM ) such that after the change of co-
ordinates by Fm ◦ · · · ◦ F1, property (N1d) is satisfied with E~ω replaced by E~ω \ {0}. In the case
that ω1 > 0, a subsequent change of coordinates of the form (x, y) 7→ (x, y + b) then ensures that
property (N1d) is completely satisfied. Since none of these changes of coordinates affect ω0 or ω1
(so that properties (N1a)–(N1c) continue to hold), this completes the proof. 
In appendix D.2 we use the following lemma, which follows immediately from the preceding
discussion.
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Lemma D.1. Let δ be a semidegree on C[x, y] with generic descending Puiseux series φ˜δ(x, ξ) =∑
β aβx
β + ξxr and key sequence ~ω := (ω0, . . . , ωn+1) in (x, y) coordinates. Assume ω1 6= 0. Then
the following are equivalent:
(1) ~ω satisfies (N1d).
(2) aβ = cφ˜δ (β) for all β ∈ E~ω (where cφ˜δ(β) is defined as in Theorem B.5). 
D.2. Proof of Theorem 4.7 and assertion (2) of Theorem 4.6 (uniqueness of normal
forms and automorphisms that preserve the normal form). In this section we prove
Theorem 4.7 and assertion (2) of Theorem 4.6 simultaneously. More precisely, we assume the
following:
• δ is a divisorial semidegree on C[x, y] such that δ(x) > 0 and the key sequence ~ω :=
(ω0, . . . , ωn+1) of δ in (x, y) coordinates is in the normal form. T
• F : C[x, y] → C[x, y] is an automorphism such that the key sequence ~ω′ of δ with espect
to (x′, y′) := (F (x), F (y)) coordinates is also in the normal form.
Under these assumptions we show that each of the assertions (1)–(5) of Theorem 4.7 holds, and
that in each case ~ω′ = ~ω.
Consider a factorization
F = Fk ◦ · · · ◦ F1
as in (57) such that the length k of the factorization is the minimum. It then follows that
(min-1) Type I and Type II maps alternate, i.e. Fj is Type I iff Fj+1 is Type II for all j.
(min-2) For each Fj of Type II, Fj(u, v) = (au+ f(v), bv + c) for some f with deg(f) > 1, and
(min-3) if there exists j such that Fj is Type I of the form (u, v) 7→ (au + bv + c, a′u + b′v + c′)
with a′ = 0, then in fact j = k = 1 and F = F1.
Now we show that k = 1. For all j, 1 ≤ j ≤ k, let (xj , yj) := (Fj ◦ · · · ◦ F1)(x, y). Let
~ωj := (ωj0, . . . , ω
j
nj+1
) be the key sequence of δ and φ˜j(xj , ξ) = φj(xj) + ξx
rj
j be the generic
descending Puiseux series of δ in (xj , yj) coordinates.
Claim D.2. Assume k > 1. Then there exists j, 1 ≤ j ≤ k, such that
(1) Fj is Type II,
(2) Let sj := 1/ degxj (φ˜j) = ω
j
0/ω
j
1 is an integer ≥ 2.
(3) φj 6= 0, or equivalently, nj ≥ 1.
Proof. If F1 is Type I, then (min-3) implies that a
′ 6= 0, so that δ(y1) = δ(x) ≥ δ(x1). Then
(min-2) and assertion (3) of lemma C.4 imply that j = 2 satisfies the first two assertions of
Claim D.2. On the other hand, assertion (1b) implies that the number of formal Puiseux pairs of
φ2 is one more than that of φ1. In particular, φ2 6= 0, which proves Claim D.2 in this case.
Now assume F1 is Type II. If deg(f)δ(y) > δ(x), then j = 1 satisfies the claim (assertion (3)
of lemma C.4). So assume deg(f)δ(y) ≤ δ(x). Since deg(f) ≥ 2 ((min-2)), the normality of ~ω
implies that deg(f)δ(y) < δ(x). It follows that δ(x1) = δ(x) and δ(y1) = δ(y). Since F2 is Type I,
(min-2) then implies that
(i) if a = 0, then ω21 > ω
2
0 ;
(ii) if a 6= 0, then the highest degree term of φ˜2(x, ξ) is
a′
a x2, so that ω
2
0 = ω
2
1 and φ2 6= 0.
In particular, ~ω2 is not in the normal form. It follows that k ≥ 3. Now the same arguments as in
the first paragraph of the proof of this claim shows that j = 3 satisfies the claim. 
Claim D.3. Let j be as in Claim D.2. Then k ≥ j + 2. Moreover j + 2 also satisfies Claim D.2.
Proof. Let j be as in Claim D.2. Then ~ωj is not in the normal form, so that k ≥ j + 1. Fj+1 is
Type I with a′ 6= 0, so that δ(yj+1) = δ(xj) = sjδ(yj). At first assume a = 0. Then δ(xj+1) =
δ(yj), so that ω
j+1
1 = sjω
j+1
0 > 0. Consequently, ~ω
j+1 violates (N0b) and (N1b); therefore it is
not in the normal form. In particular, k > j + 1. The same arguments as in the first paragraph
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of the proof of Claim D.2 then ensure that j + 2 also satisfies Claim D.2. On the other hand, if
a 6= 0, then, as in observation (ii) from the proof of Claim D.3, it follows that ωj+10 = ω
j+1
1 > 0
and nj+1 ≥ 1. Since ~ωj+1 is not in the normal form, we have that k ≥ j+2. The same arguments
as in the first paragraph of the proof of Claim D.2 then show that j + 2 satisfies Claim D.2, as
required. 
Since (xk, yk) = (x
′, y′) and ~ωk = ~ω′ is in the normal form, Claims D.2 and D.3 imply that
k = 1, i.e. F = F1. This immediately implies that
(iii) if ω0 = ω1 = 1, then assertion (1) of Theorem 4.7 holds, and ~ω
′ = ~ω;
(iv) if ω0 = 1 and ω1 = 0, then assertion (2) of Theorem 4.7 holds, and ~ω
′ = ~ω;
(v) otherwise F : (x, y) 7→ (a¯x+ f(y), b¯y + c) where a¯, b¯ ∈ C∗, c ∈ C and f(y) ∈ C[y].
Now we prove assertion (3) of Theorem 4.7. So assume ω0 > ω1 > 0. Let d := deg(f). The
normality of ~ω implies that dω1 6= ω0. If dω1 > ω0, then observation (v) would imply that ω′0 < ω
′
1,
contradicting the normality of ~ω′. It follows that dω1 < ω0. Assertion (2) of Theorem C.5 implies
that ~ω and ~ω′ have the same formal characteristic pairs, so that the sets E~ω and E~ω′ (defined as
in (8)) are identical. Since both ~ω and ~ω′ are normal, lemma D.1 implies that
aβ = cφ˜δ(β), a
′
β = cψ˜δ (β)(68)
for all β ∈ E~ω. Define β1, β
′
1, β
′ as in Theorem C.5. Assertion 3 of Theorem 4.7 is a straightforward
consequence of Claim D.4 below.
Claim D.4. β′ ≤ χl+1 (where χl+1 is as in assertion (3) of Theorem 4.7).
Proof. Assertion (5) of Theorem C.5 and assertion (2) of Theorem B.5 imply that
cψ˜δ (β
′) = ba−ω¯0β
′
cφ˜δ (β
′)(69)
where b := b¯, a is a primitive ω¯0-th root of a¯, and ω¯0 is the polydromy order of
∑
β aβx
β . Now
assume to the contrary of the claim that β′ > χl+1. The normality of ~ω implies that β
′
1 6= 0,
so that either β′ = β′1 > 0, or β
′ = 0 > β′1. At first consider the case that β
′ = β′1 > 0. Then
assertion (6) of Theorem C.5 implies that
a′β′1 = ba
−ω¯0β
′
1aβ′1 − β1ba
−ω¯0β1(d+1)ad+1β1 cd(70)
On the other hand, since β′1 > χl+1, it follows that β
′
1 ∈ E~ω. Identities (68) and (69) then
imply that a′β′1
= ba−ω¯0β
′
1aβ′1 , so that (70) imply that cd = 0, which is impossible. Now assume
β′ = 0 > β1. This implies in particular that c 6= 0. Now assertion (7) of Theorem C.5 implies that
a′0 = c+ ba0
On the other hand, since 0 ∈ E~ω, identities (68) and (69) imply that a
′
0 = ba0, which implies in
turn that c = 0. This gives the desired contradiction and concludes the proof of the claim. 
Assertion (4) of Theorem 4.7 follows from exactly the same argument as in the proof of assertion
(3) with d replaced by ord(f). In particular, Claim D.4 remains true in the case that ω0 > ω1 > 0.
Assertion (5) of Theorem 4.7 then follows from assertion (5) of Theorem C.5.
Note that we proved all the assertions of Theorem 4.7 under the weaker assumption that ~ω
and ~ω′ are both in normal form (i.e. we did not assume that ~ω′ = ~ω). Theorem B.2 and assertion
(5) of this stronger version of Theorem 4.7 then imply that ~ω′ = ~ω. This completes the proof of
assertion 2 of Theorem 4.6. 
Appendix E. Automorphisms preserving a semidegree
In this section we prove Theorem 4.9. Let the notation be as in Theorems 4.7 and 4.9. If
n = 0, then φ(x) = 0, and therefore assertion (1) of Theorem 4.9 is an immediate consequence of
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assertion (5) of Theorem 4.7. So assume n ≥ 1. Theorem 4.7 implies that the generic descending
Puiseux series of δ in (x′, y′) coordinates is
ψ˜δ(x
′, ξ) = b
∑
β
aβa
−ω¯0βx′β + ξx′r(71)
where φ˜δ(x, ξ) =
∑
β aβx
β + ξxr is the descending Puiseux series of δ in (x, y) coordinates. Let
G be the group consisting of all F described in assertion (2) of Theorem 4.9. It suffices to show
that F ∈ G iff ψ˜δ(x, ξ) is conjugate to φ˜δ(x, ξ). At first assume F ∈ G. Then
ψ˜δ(x
′, ξ) =
∑
β
aβa
ω¯1−ω¯0βx′β + ξx′r = aβ1x
′β1 +
∑
β<β1
aβa
ω¯1−ω¯0βx′β + ξx′r
where β1 := degx(φ˜δ) = ω1/ω0. If n = 1, then φ(x) has only one term aβ1x
β1 , so that
ψ˜δ(x, ξ) = φ˜δ(x, ξ). On the other hand, if n ≥ 2, then Theorem B.6 and the definition of a
from assertion (2) of Theorem 4.9 implies that aω¯1−ω¯0β = 1 for all β such that aβ 6= 0. It follows
again that ψ˜δ(x, ξ) = φ˜δ(x, ξ) and completes the proof of the (⇒) implication.
Now assume that ψ˜δ(x, ξ) is conjugate to φ˜δ(x, ξ). Then it follows from (71) that there is an
ω¯0-th root of unity ζ such that ba
−ω¯0β = ζω¯0β for all β such that aβ 6= 0. Since n ≥ 1, it follows
that φ 6= 0. In particular, aβ1 6= 0, where β1 := ω1/ω0 = ω¯1/ω¯0. Therefore b = (ζa)
ω¯0β1 =
(ζa)ω¯1 = a′ω¯1 , where a′ := ζa. Since a′ω¯0 = aω¯0 , we can replace a by a′ and assume that
b = aω¯0β for all β such that aβ 6= 0.
In particular, b = aω¯1 , which implies that F ∈ G in the case that φ has only one monomial term,
or equivalently, if n = 1. On the other hand if φ has more than one monomial term, then it follows
that aω¯0β−ω¯1 = 1 for all β such that aβ 6= 0. Theorem B.6 then implies that a is an ω¯∗-th root of
unity (ω¯∗ being as in assertion 2), so that F ∈ G in this case as well. This completes the proof of
assertion (2) of Theorem 4.9.
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