ABSTRACT Rainstorms, insect swarms, and galloping horses produce ''sound textures,'' which are the resulting natural sounds of many similar acoustic events. With new achievements emerging regularly for generative models, the deep convolutional neural network (CNN) has proven to be a tremendously successful approach for image and sound synthesis. Existing state-of-the-art sound texture generative models simply treat sound texture signals as 1-D images while discarding the difference between the human vision and auditory systems. This paper considers mel-frequency statistical features, which are designed according to the human auditory system and have been viewed as the dominant features for sound identification. We first construct a CNN structure for extracting mel-frequency features from sounds losslessly. This structure is called mel-frequency CNN (MF-CNN). Next, we investigate a novel sound texture generative model by incorporating the MF-CNN into a convolutional generative network composed of cascading upsampling groups. A jointly alternating back propagation algorithm is proposed to train the overall network. The feedback of the MF-CNN is used to advise the gradients in the inferential and learning back propagation to make the mel-frequency features of the synthesized sounds more similar to the natural ones. Moreover, the proposed generative model can also be extended to other sound synthesis tasks.
I. INTRODUCTION
Analogous to visual textures that have been studied for decades [1] , [2] , sound textures denote a category of sounds that are produced by the superposition of many similar acoustic events [3] , such as fires, rainstorms or insect swarms. Unlike the sound of an individual event or of the complex temporal sequences of speech or music, sound texture retains stationary properties over time, and its perception may rely on statistical representations in the human auditory system [4] , [5] . As they occur frequently in the natural environment, sound textures have been intensively studied by the computational audio community. Their temporal homogeneity suggests that they might be particularly amenable to statistical modeling.
Traditional sound texture synthesis schemes are always based on filter statistics, which hypothesize that humans encode sound textures with statistical measurements that capture their constituent features and the relationships among them. In [4] , rudimentary statistics of bandpass filter responses, including marginal subband statistics, as well as correlations of their envelopes, are used to produce realistic synthetic samples of many naturally occurring sound textures, and the results reveal that the auditory system represents textures through statistical measurements. In [3] , sound texture synthesis is realized with an auditory model containing filters tuned for sound frequencies and their modulations. These traditional statistic-based synthesis schemes utilize a general synthesis framework having two steps. The first step is to obtain values of the target statistics by calculating the model responses for a natural sound, and the next step is to go through an iterative procedure to progressively modify a random noise signal to have the target statistical values.
In recent years, there have been rapid developments in the field of deep learning represented by convolutional neural network (CNN) [6] , [7] , which was inspired by the mechanism of the human visual cortex. This method has shown considerable superiority in fields such as face recognition, image classification, and image synthesis. It is worth noting that generative adversarial nets (GAN) have provided a potential way to solve difficult modeling problems in image and sound synthesis [8] . The first study to introduce CNN into the research field of sound texture was an environmental sound classification scheme based on CNN proposed in [9] , in which mel-frequency cepstral coefficients (MFCCs) are extracted in the pre-processing stage to feed into a deep convolutional neural network to predict the corresponding label. Next, EnvNet, a CNN-based end-to-end environmental sound classification system was proposed in [10] , where raw waveforms with fixed duration are required for supervised learning. This scheme can achieve higher classification accuracy than the first CNN-based classification scheme. Similarly, a deep CNN architecture with localized kernels for environmental sound classification was proposed in [11] , which is used to learn discriminative spectro-temporal patterns. In [12] , a very deep CNN with up to 34 weight layers was proposed to learn acoustic models directly from the raw waveform data, which can be efficient to optimize over a very long sound sequence. Though these CNN-based classification schemes have proven that deep convolutional neural networks are, in principle, very suitable for the problem of sound texture classification because of their capability to capture energy modulation patterns across time and frequency when applied to spectrogram-like inputs, there still exist apparent obstacles in further improving the performance or considering practical applications as the model is dependent on the availability of large quantities of labeled training data.
Generative adversarial net (GAN), proposed in [8] , is a generative model that has become popular in recent years. It aims to simultaneously train two opponent networks, namely, the discriminator and the generator. To date, GAN has already been successfully applied to several tasks including image generation [13] , [14] , image in-painting [15] , news comment generation [16] and image-to-image translation [17] . Its outstanding performance has led to more generative models being applied to the field of sound texture synthesis. In [18] , an alternating back-propagation (ABP) algorithm for learning generative models was proposed, which is a nonlinear generalization of factor analysis. A convolutional neural network can be trained to transform a Gaussian noise vector with low dimensions into a sound waveform vector via iterative inferential back propagation and learning back propagation. The iterative inference and learning can be viewed as the Rubin-Thayer EM algorithm's extension in CNN [19] . Another contribution of ABP algorithm is that it can evaluate the generative models by learning from incomplete or indirect training data, unlike other existing training methods for the generator nets that avoid explainaway inference of latent factors. Later, a cooperative learning algorithm was proposed to jointly train the undirected energybased model and the directed latent variable model [20] . The two models correspond to a descriptor net and a generator net, respectively. The learning of the descriptor net is based on the contrastive divergence, and the finite-step Markov chain Monte Carlo (MCMC) sampling of the energy-based model is initialized from the synthesized samples generated by the latent variable model. The learning of the generator net is based on the alternating back propagation algorithm in [18] .
Though generative models have proven to be effective for sound texture synthesis, and descriptor net can also be applied to realize cooperative learning to further improve the naturalness, the higher-level representations of sound textures are still not taken into consideration in the above generative models. These representations are always obtained from acoustic features, which are commonly extracted from the time-frequency representations of the sound signals, predominantly from spectrograms and mel-frequency cepstral coefficients (MFCCs) [21] . As mel-scale is a perceptual scale in which the pitches are adjusted by the listeners so that successive pitches are perceived to have equal distance among the scale, acoustic features utilizing the mel-scale have proven to be a robust form of sound representation and have become standard features [22] .
Though existing sound texture generative models have yielded significantly better performance as compared to traditional statistic-based methods, sound textures are simply treated as one-dimensional images in them. Image generative models are used to synthesize sound textures, while important mel-scale statistical features for sound texture recognition are not taken into consideration. In actual fact, the human auditory system is quite different from human vision system. Thus, it is necessary to incorporate mel-scale statistical features into generative models.
To generate sound textures with more accurate mel-scale statistical features, we propose a sound texture generative model guided by a lossless mel-frequency convolutional neural network (MF-CNN). The following are the key contributions of this paper: 1) We propose an MF-CNN structure that can extract the mel-frequency features losslessly. It can overcome the drawbacks in the training process of generative model that aims to synthesize sound textures with more accurate mel-frequency features. The lossless neural network representation of mel-frequency features is crucial for enhancing the naturalness of the generated sounds. In addition, this MF-CNN structure can also be applied to sound texture recognition. 2) We propose a jointly alternating back propagation algorithm that can infer the latent factors and learn the generative network by reducing the time-domain distortion and the mel-frequency distortion. Unlike some VOLUME 6, 2018 other parallel multi-target generative models, MF-CNN is incorporated with the generative network, and the feedback of MF-CNN is used to advise the gradients in inferential and learning back propagation. The proposed learning algorithm extends the original alternating back propagation algorithm to more general generative models. The rest of the paper is organized as follows. In the next section, we give a brief review of existing sound texture synthesis methods and generative models. In Section 3, we give the description of the proposed MF-CNN. Then, in Section 4, we introduce the architecture of the proposed network and the corresponding training algorithm. Experimental results are presented in Section 5. Finally, in Section 6, we provide a conclusion for this paper and discuss future work.
II. RELATED WORK
In recent years, sound texture synthesis has become the research focus in the field of auditory systems. Earlier schemes were always based on statistical representations. In [4] , a sound texture synthesis scheme similar to that adopted in visual texture synthesis was proposed, which generates synthetic textures by imposing the statistics of a particular real sound on a sample of Gaussian noise, and the statistics only act as constraints on a noise signal. The sound texture is first decomposed into subband representation, and then, each statistical constraint is imposed on the subbands of an initialized noise. The process of imposing the statistical constraints and reconstructing the signal continues iteratively until the statistics converge to the target values. The main advantage of this synthesis scheme is that the subbands remain band-limited despite the statistical adjustments. In [3] , a model of biological texture representation was used for sound texture synthesis. The model is based on a cascade of two filterbanks which is designed to replicate the tuning properties of neurons in auditory system. The scheme also assumes that if the statistics used to synthesize the sound texture are similar to those used by the brain for texture recognition, then the synthetic signal should sound like the original sound.
The rise of deep convolutional neural networks has provided a new way to synthesize more realistic sound textures instead of the traditional statistic-based synthesis schemes because of their fitting ability of nonlinear transformation. The variational auto-encoder (VAE) [23] - [25] and the generative adversarial network (GAN) [8] , [26] , [27] are two main methods to train the generative network, both of which avoid explain-away interference of latent factors. They always need an assistant network to help train the generative network, e.g., an inferential network, recognition network or a discriminator network. In [18] , unlike VAE and GAN that need an assistant network, an alternating back propagation (ABP) algorithm for training the generator network without resorting to an extra network was proposed to synthesize sound and image textures. In that scheme, the generative network is viewed as a non-linear generalization of the factor analysis model. Similar to Rubin-Thayer EM algorithm, the ABP algorithm iterates the inferential back propagation for inferring the latent factors and the learning back propagation for updating the network parameters. For each training example, inferential back propagation stage infers the continuous latent factors by Langevin dynamics [28] . The learning back propagation stage updates the parameters given the inferred latent factors by gradient descent. In fact, the most significant advantage of ABP algorithm is that it can be used for tasks such as learning from incomplete or indirect data, or for learning models where the latent factors themselves follow sophisticated prior models with unknown parameters. In [20] , a cooperative learning method to train both the energy-based model and the latent variable model simultaneously was proposed, which can be viewed as an improvement of ABP algorithm by introducing exponential family models and is also an alternative system to GAN. In the latent variable model, the mapping from the latent variables to the signal is parameterized by a top-down CNN. In the energy-based model, the energy function is parameterized by a bottom-up CNN that maps the signal to the energy. The cooperative learning algorithm is stable, and can be statistically efficient, especially when learning from a small or moderate amount of training data.
Though alternating back propagation and cooperative learning algorithms have provided CNN-based sound texture synthesis methods that can generate sounds of high naturalness, it is worth noting that mel-frequency features, which have been regarded as the most popular features for identifying a sound texture, are not taken into consideration when training these models [9] , [10] , [12] , [22] .
To reduce the gap between the mel-frequency features of the synthesized sound textures and those of the training data, a novel network structure is designed which utilizes a jointly alternating back propagation algorithm (JABP) to accomplish the training process. The designed network is composed of a convolutional generative network and an MF-CNN. The JABP algorithm can be viewed as an extension of the ABP algorithm, which treats the MF-CNN as the guidance of the convolutional generative network.
III. LOSSLESS CNN REPRESENTATION OF MEL-FREQUENCY FEATURES
Mel-frequency features represented by MFCCs have been the dominant features used for speech recognition for some time. Their success is due to their ability to represent the speech amplitude spectrum in a compact form [21] , [29] . The overall process to extract MFCCs from a sound waveform is illustrated in Fig. 1 , which shows the sampled waveform being converted into the corresponding MFCCs. The sound waveform is first differentiated (pre-emphasis) and cut into a number of overlapping segments (windowing), each of which is t f milliseconds long and shifted by t milliseconds. Then, a Hamming window is applied and the fast Fourier transform (FFT) is computed from each frame. The power spectrum is warped according to the mel-scale to adapt the frequency resolution to the auditory perception. The spectrum is then segmented into a number of critical bands by means of a filterbank that typically consists of overlapping triangular filters. The logarithm of the resulting filterbank energies are then converted into the raw MFCCs with discrete cosine transformation (DCT). The final step applies a sinusoidal lifter to produce liftered MFCCs.
In this section, we give a lossless convolutional neural network representation of mel-frequency features. As the filterbank energy feature map is sufficient for representing the magnitude spectrum values in mel-scale, we only consider the processes in the dotted block in Fig. 1 . The resulting features are the triangular filterbank energies of each frame in mel-scale. In fact, the following stages can also be losslessly represented using a method similar to the one proposed in this section. Nevertheless, no additional performance gains can be achieved, while more network layers will lead to increasing computation complexity. Thus, we use the triangular filterbank energies (FBEs) in mel-scale as the utilized mel-frequency features in this study.
The lossless CNN representation of the FBEs is shown in Fig. 2 . Let y ∈ R n be the input sound waveform, which is represented as the general 3D array or tensor R H ×W ×C in a convolutional neural network where the first two dimensions H (height) and W (width) are interpreted as spatial dimensions. The third dimension C is interpreted as the number of feature channels (also called the number of feature maps).
It is common practice to pre-emphasize the sound waveform by applying the first-order difference equation to the sample values y i , i = 1, . . . , n. y 0 is initialized with zero.
where k denotes the pre-emphasis parameter which should be in the range [0, 1). This processing step can be represented with the filter f pre ∈ R 1×2×1×1 which is initialized with the vector [ −k 1 ]. In this study, the filterbank (also called kernel) of the convolutional layer is represented as the general form R H ×W ×C ×C , where the first two dimensions can be interpreted as the filter height and width, respectively. C and C denote the number of input feature maps and output feature maps, respectively. In this layer, the stride in width and the left padding length are each set to 1. Hereinafter, unless otherwise specified, the terms ''stride'' and ''padding'' refer specifically to those in width. It is usually beneficial to taper the pre-emphasized sound vector in each window so that discontinuities at the window edges are attenuated. This processing step contains framing and Hamming windowing. Framing is carried out to divide the pre-emphasized sound vector into overlapping frames. Each frame contains K samples, and the frame shift is K s , namely, the number of overlapping samples between adjacent frames is K − K s . With the framed samples, the following Hamming windowing transformation is applied to the samples in the frames.
where i = 1, . . . , K . To represent framing and Hamming windowing stages in CNN, we utilize a filterbank f Ham ∈ R 1×K ×1×K , the weights of which are initialized with 0.54
The stride in width is set to the frame shift K s .
To start the following magnitude spectrum computation, we first use a reshaping layer to adjust the dimensions of the output feature map. The output feature map R H ×W ×C is reshaped to R W ×C×H . Then, FFT is applied to convert the feature map per frame to the magnitude spectrum using the following equation.
where j = 1, . . . , L, L denotes the length of FFT, which is always set to the next higher power of 2 such that L ≥ K . To represent the above magnitude spectrum computation in a neural network, three concatenated layers are designed to accomplish the transformation. As shown in Fig. 2 , the first layer is a convolutional layer with the filterbank f FFT ∈ R 1×L×1×2L , which is composed of cosine filterbank f cos ∈ R 1×L×1×L and sine filterbank f sin ∈ R 1×L×1×L . The filterbank f FFT ∈ R 1×L×1×2L is initialized with
where i, j = 1, . . . , L. As the length of FFT is always larger than the number of samples per frame, the right padding length is L − K , and the strides in width and height are each set to 1. Next, a reshaping layer with square activation function is used to map the input feature map with dimensions N ×1×2L into a tensor with dimensions N ×2L×1, where N denotes the number of frames. The reshaping layer is used to exchange the second and third dimensions of the tensor, and the square activation function f (x) = x 2 can convert each component into the square value.
A convolutional layer with the square root activation function is utilized to accomplish the following computation in (3). The corresponding filterbank f mod ∈ R 1×(L+1)×1×1 VOLUME 6, 2018 is initialized using the following equation.
The following square root activation function f (x) = √ x is used to obtain the resulting magnitude spectrum coefficients.
The last stage is to map the feature map into mel-frequency. Here, we use a triangular filterbank f mel ∈ R 1×L×M ×1 designed in [29] to accomplish this task, where M denotes the number of filterbank channels. The adopted filters are triangular, and they are equally spaced along the mel-scale which is defined by
where f and Mel (f ) denote the frequency in common scale and in mel-scale, respectively. The output is a tensor R 1×M ×N . Specifically, each frame contains M mel-frequency energy coefficients. This mel-frequency convolutional neural network (MF-CNN) can be not only used to extract the features in sound texture classification tasks, but also play a significant role in sound synthesis tasks aiming to achieve mel-frequency features that are more similar to the training sound.
IV. SOUND TEXTURE GENERATIVE MODEL GUIDED BY MF-CNN
In this section, we first present the overall architecture of the proposed sound texture generative model, which is guided by the MF-CNN constructed in the previous section. The 7-layer convolutional neural network representation structure for extracting the mel-frequency features from training sound (hereinafter, sound and sound texture have the same meaning and will be used alternatively) is incorporated with a 4-layer deconvolutional neural network. Based on ABP algorithm proposed in [18] , we propose a jointly alternating backpropagation (JABP) algorithm to train the overall network. The JABP algorithm can feed the gradients of MF-CNN into the inferential back propagation and learning back propagation to make the generated sound more consistent with the training sound in mel-frequency features, while guaranteeing its naturalness.
A. OVERALL ARCHITECTURE OF THE PROPOSED MODEL
The proposed architecture is illustrated in Fig. 3 . Without loss of generality, the training sounds are scaled so that the intensities are within the range [−1, 1]. As shown in Fig. 3 , the generative model is composed of convolutional generative network and MF-CNN. The convolutional generative network is denoted as f G (x; W G ), which operates a nonlinear mapping with input signal x, where W G collects all the connection weights and bias terms of the convolutional neural network. This network aims to map the latent factors x into the sound vector y. It consists of several upsampling groups which start with a deconvolutional layer, followed by batch normalization (BN) and a ReLU layer (except the last upsamping group, which consists of only a deconvolutional layer). In this study, four upsampling groups and a Tanh layer are utilized to upsample the latent factors. The deconvolutional layer works as a learnable upsampling transformation that takes low-resolution high-level feature maps as inputs and outputs enlarged feature maps. Batch normalization is used to accelerate the training of deep feedforward neural networks. Apart from speed improvements, the technique enables the use of higher learning rates, less careful parameter initialization, and saturating nonlinearities. ReLU activation function can avoid more vanishing gradient The training sound y * is used to impose the output signal y of the Tanh layer to approach itself so that the complete data model p x, y * ; W G can be enlarged in the inferential back propagation and learning back propagation.
Following the convolutional generative network is the MF-CNN, which is denoted as f M (y; W M ). It operates a nonlinear mapping with the output signal y of the Tanh layer, and W M collects all the connection weights and bias terms of the network. The mel-frequency matrix v * of the training sound y * is used to force the synthesized sound holding more similar mel-frequency features as the training one, which can serve to enlarge the corresponding data model p x, v * ; W G , W M . The feedback gradients of the MF-CNN are incorporated into the gradients of the convolutional generative network to iterate the inferential back propagation and learning back propagation. It is worth noting that the network parameters W M of the MF-CNN will not be updated in learning back propagation as the network parameters have been well designed to represent the feature extraction process losslessly. The MF-CNN is mainly used as guidance for the training of the generative network.
B. JOINTLY ALTERNATING BACK PROPAGATION ALGORITHM
We propose a jointly alternating back propagation algorithm (JABP) to train the proposed network. Similar to ABP algorithm [18] , it can also be viewed as the neural network form of the Rubin-Thayer EM algorithm [19] , which can embed the high-dimensional non-Euclidean manifold formed by the observed signals into the low-dimensional Euclidean space of the latent factors, so that linear interpolation in the low dimensional factor space results in non-linear interpolation in the data space. Fig. 4 shows the training process of the proposed architecture.
In the architecture, latent factors and sound textures are both viewed as vectors, with the dimension of the former always being much smaller than that of the latter. The latent factors x and the parameters W G of the convolutional generative networks are first randomly initialized with Gaussian noises. The convolutional generative network f G (x; W G ) is used to map the latent factors x to the approximate form of the training sound. The utilized objective function aims to maximize the corresponding complete data model p x, y * ; W G , which can be transformed into the reconstruction error plus a regularization term. This complete data model is responsible for the reconstruction similarity in time domain.
The following MF-CNN f M (y; W M ) is used to extract the mel-frequency matrix v from the output vector y of the convolutional generative network. Thus, the overall network is composed of f G (x; W G ) and f M (y; W M ), which can be denoted as f M (f G (x; W G ) ; W M ). The utilized objective function is the corresponding complete data model p x, v * ; W G , W M , which aims to make the resulting melfrequency (MF) matrix approximately the same as the training MF matrix v * . The training MF matrix is derived from the training sound and the MF-CNN. The proposed training process iterates two steps: inferential back propagation and learning back propagation. The inferential back propagation aims to infer the latent factors by Langevin dynamics [28] and the learning back propagation aims to update the parameters of the network with the inferred latent factors by gradient descent.
Let y * ∈ R D and x ∈ R d be the training sound texture and its corresponding latent factors, and assume that d < D retains according to the factor analysis model. The convolutional generative network f G (x; W G ) is used to nonlinearly map the latent factors x into the approximate form of the training sound texture y * . The non-linear mapping relation is described using (7) .
where ε G denotes a noise vector with dimension D. In this study, x ∼ N (0, I d ) and ε G ∼ N (0, σ 2 G I D ) are both assumed to be Gaussian white noises, the standard deviations of which are 1 and σ G , respectively. I d stands for the d-dimensional identity matrix and I D stands for the D-dimensional one.
MF-CNN f M (y; W M ) is used to map the output vector y into the approximate form of the training MF matrix v * . The nonlinear mapping relation is described using (8) .
where ε M ∼ N (0, σ 2 M I M ) denotes a Gaussian noise vector with the dimension M . Here, M is the number of the melfrequency coefficients per frame (and it also denotes the number of triangular filters). σ M denotes the standard deviation and I M denotes the M -dimensional identity matrix.
Assume that there exists a training set of sound textures {y * i , i = 1, . . . , n * }, where each y * i corresponds to a latent factor vector x i and an MF feature matrix v * i , and all the sound textures share the same network. Then, unlike the learning of GAN, besides learning the parameters W G of the convolutional generative network f G (x; W G ), we should also infer the latent factors {x i , i = 1, . . . , n * } to maximize the overall complete data model.
To generalize the overall complete data model in the proposed architecture, we first define the overall complete data model as the weighted form of the complete data model in network f G (x; W G ) and the complete data model in network f M (y; W M ), as the proposed method aims to synthesize the sound textures with more accurate mel-frequency features while ensuring naturalness. The complete data model in the convolutional generative network f G (x; W G ) is given by
where C G is a constant, and p (x) and p (y * |x, W G ) denote the probability distribution of x and [y * |x, W G ], respectively. The complete data model corresponding to the MF-CNN with the output of f G (x; W G ) as input is given by
where C M denotes a constant term. Thus, the overall complete data model can be given by
where α denotes the weight parameter that can be used to adjust the priorities of the two complete data models. According to the EM algorithm, both the inferential back propagation and the learning back propagation iterate toward the maximization of the complete data model. In the inferential back propagation, Markov Chain Monte Carlo (MCMC) method is used to sample the latent factors from the distribution p(x|y * , v * , W G , W M ). Thus, the Langevin dynamics for sampling x iterates
where
Here, t denotes the time step for the Langevin sampling and β is the step size, and U t ∼ N (0, I d ) denotes the auxiliary random vector. In each iteration, after running some steps of Langevin dynamics, the resulting sampling vector x * is viewed as the initialized latent factors for the parameter learning in the next iteration. In learning back propagation, the stochastic gradient algorithm is used for the parameter learning of the convolutional generative network f G (x; W G ). With the sampled latent factors {x i , i = 1, . . . , n * }, the parameter set W G is updated based on gradient ascent. The gradient can be approximated with Monte Carlo algorithm as follows:
Inferential back propagation and learning back propagation are operated alternatingly to maximize the complete data model in (11) . The difference between them is that inferential back propagation is driven by ∂L /∂x while learning back propagation is driven by ∂L /∂W G .
V. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we benchmark the proposed sound texture generative model by comparing it with the ABP scheme proposed in [18] , which can achieve state-of-the-art performance on sound texture synthesis. The synthesis performances of the two schemes are evaluated by comparing time-domain statistical features and frequency-domain statistical features, including sound waveform, spectrogram and triangular filter energies in mel-scale. The spectrogram is the visual representation of the spectrum of frequencies in a sound signal as it varies with time or some other variables. The triangular filter energies in mel-scale are the representation of the VOLUME 6, 2018 short-term power spectrum of a sound on a non-linear melscale of frequency.
To be fair, we set the same parameters for the upsampling groups in two schemes. The training sounds are scaled so that the intensities are within the range [−1, 1], the width of the filter in deconvolutional layers is set to w = 25, and the dimensions of the latent factors and the training sound are set to d = 6 and D = 60000, respectively. The step number and the step size of the Langevin dynamic are set to L = 30 and β = 0.1, respectively.
For the additional parameters in the proposed scheme, the standard deviation of the noise vector ε G is set to σ G = 0.3, which is the same as the standard deviation of the noise vector adopted in ABP. However, the standard deviation of the noise vector ε M is set to σ G = 0.6 as the dimension of the output feature map corresponding to the convolutional generative network is much larger than that corresponding to the MF-CNN, which can impose a stronger constraint in the inferential back propagation and the learning back propagation. Thus, the priority of the gradients from the convolutional generative network should be higher. In addition, the weight parameter α in (11) is set to 0.6.
We implement the proposed architecture based on MatConvNet package [30] . The learning iteration number is set to 300, and the learning rate and the momentum are 0.0001 and 0.5, respectively. In two schemes, we learn a separate model from each training sound texture. Two different types of sound textures are used to evaluate the synthesis performance [18] . One type is the sound texture captured from a chicken coop, and the other is that captured from a herd of sheep, which are denoted as Type A and Type B, respectively. There exist a significant difference in characteristics between the two types of sound textures, the cock crow is rapid and has short duration while the bleat of a sheep is slow and has much longer duration. Each training sound texture is a 5-s clip with a sampling rate of 11025 Hz.
The training algorithms in ABP and the proposed scheme produce the learned network parameters and the inferred latent factors for each training sound texture. The synthesized sounds are obtained by mapping the randomly generated Gaussian noise signal sampled from N (0, I d ) to the sound vector using the learned network. For each type of sound texture, we synthesize sound signals with the same duration as the training signal. Fig. 5 shows the waveform of the training sound, synthesized sound produced with ABP, and synthesized sound produced with the proposed scheme. The horizontal axis denotes the ID of the sampling points and the vertical axis denotes the magnitude of each sampling point. The left subfigure depicts the results with the training sound of Type A and the right one depicts the results with the training sound of Type B. The following figures are of the same layout.
As shown in Fig. 5 , the synthesized sounds produced with ABP as well as those produced with the proposed scheme can mimic the time-domain characteristics of the training sound. Furthermore, as frequency-domain statistical features can illustrate the synthesis performance more effectively, we compare the spectrograms of the training sound and the synthesized sounds. Fig. 6 shows the results on spectrograms. According to the characteristics of the training sounds, different frequency-domain parameters should be used for analyzing the two types of sounds. For Type A, the number of frequency points used to calculate the discrete Fourier transform is n fft = 512, and the number of overlapping samples in each segment is n overlap = 256. For Type B, n fft and n overlap are set to 4096 and 512, respectively. The horizontal axis denotes the time duration, the vertical axis denotes the frequency, and the color of each point denotes the corresponding energy intensity. A warmer color indicates the stronger energy, and vice versa.
From Fig. 6 we see that the synthesized sound produced using the proposed scheme is more similar to the training sound when compared to that produced using ABP. In Fig. 6(a) , the energy distribution of the synthesized sound produced using ABP is rather more divergent than the energy distribution of the training sound and the sound produced with the proposed scheme, especially in high-frequency portions. In addition, the synthesized sound produced with ABP shows significantly stronger energies than the others during the duration of the last second. In Fig. 6(b) , we can also find that the spectrogram of the sound produced with the proposed scheme is more consistent with that of the training sound. There exists a significant gap between the sound produced using ABP and the training sound during the first second and the third second.
As the mel-scale is a perceptual scale of pitches judged by listeners to be equal in distance from one another and has been widely used in related fields of acoustics, we also compute the triangular filterbank energies in mel-scale for the training sound and the synthesized sounds. These melfrequency features have proven to be very effective to identify a sound texture. Fig. 7 shows the average triangular filterbank energies in single sound signal. Here, the channel number of the triangular filterbank is set to M = 20, namely, each frame contains M triangular filter energy coefficients. Let N be the frame number of each sound texture, then each point in Fig. 7 denotes the average energy value of the corresponding filterbank channel in N frames. The horizontal axis denotes the ID of the triangular filter in mel-scale, while the vertical axis denotes the corresponding energy value.
As shown in Fig. 7 , the synthesized sound produced with the proposed scheme is more similar to the training sound than that produced with ABP in mel-frequency domain, which means that the proposed scheme can synthesize sound textures which are more in line with human auditory characteristics. The more extensive experimental results on over 100 sound signals for each scheme are shown in Fig. 8 , which illustrates the mean energy deviation of each triangular filter in mel-scale between the synthesized sounds and the training sound. The horizontal axis denotes the ID of the triangular filter in mel-scale, while the vertical axis denotes the corresponding mean energy deviation. Each point is obtained using the average of 100 sound signals.
From Fig. 8 we see that the proposed scheme can achieve lower mean energy deviations than ABP. In Fig. 8(a) , the mean energy deviation of the proposed scheme is lower except the one corresponding to the last two filterbank channels. In fact, these two filterbank channels represent the statistics in very high frequency, which is never taken into consideration in designing acoustic features. In Fig. 8(b) , there exists performance improvement in all filterbank channels for the proposed scheme when compared with ABP. It is worth noting that ABP has been able to synthesize sound textures of high naturalness, i.e., the mel-frequency features of the sound produced with ABP have a similar shape as that of the training sound, but there still exists an apparent gap between their mel-frequency features. It is well known that mel-frequency features play the most important role in sound identification, i.e., the matching degree in melfrequency features is essential to the synthesis performance evaluation except some subjective evaluation methods such as mean opinion score (MOS). Thus, the stronger capability of mimicking the mel-frequency features has important significance. The comparative results in Fig. 7 and Fig. 8 show that the proposed scheme can produce sound textures matching the mel-frequency features of the training sound better.
VI. CONCLUSION
In this paper, we have proposed a sound texture generative model using a lossless mel-frequency convolutional neural network (MF-CNN) and a jointly alternating back propagation (JABP) algorithm. The proposed scheme can synthesize more realistic sound textures by using the mel-frequency features as one of the learning targets. The MF-CNN is designed to extract mel-frequency coefficients losslessly, which can be incorporated into existing generative models to synthesize sound textures with more accurate mel-frequency features. The JABP algorithm is then proposed to train the overall network which is composed of a convolutional generative network and an MF-CNN. Unlike some other generative models such as GAN or VAE, an additional assistant network is not necessary in the proposed network as it can be viewed as the CNN form of the EM algorithm. Using experiments with two completely different types of sound textures we have demonstrate the effectiveness of the proposed scheme with respect to mel-frequency statistical features.
Although the proposed scheme has been shown to be effective in generating sound textures with more accurate mel-frequency features, some novel features learned by the state-of-the-art CNNs designed for sound classification should be taken into consideration, as these features have achieved higher classification accuracy than the popular melfrequency features. In fact, the proposed training algorithm is convenient to extend for multi-guidance learning, which can be further studied in future work. He is currently a Professor with the School of Automation, Nanjing University of Science and Technology. His research interests are in multimedia security, system engineering theory, and network security. VOLUME 6, 2018 
