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LINEARIZATION AND HO¨LDER CONTINUITY FOR
NONAUTONOMOUS SYSTEMS
LUCAS BACKES, DAVOR DRAGICˇEVIC´, AND KENNETH J. PALMER
Abstract. We consider a nonautonomous system
x˙ = A(t)x+ f(t, x, y), y˙ = g(t, y)
and give conditions under which there is a transformation of the formH(t, x, y)
= (x + h(t, x, y), y) taking its solutions onto the solutions of the partially
linearized system
x˙ = A(t)x, y˙ = g(t, y).
Shi and Xiong [26] proved a special case where g(t, y) was a linear function of y
and x˙ = A(t)x had an exponential dichotomy. Our assumptions on A and f are
of the general form considered by Reinfelds and Steinberga [23], which include
many of the generalizations of Palmer’s theorem proved by other authors.
Inspired by the work of Shi and Xiong, we also prove Ho¨lder continuity of H
and its inverse in x and y. Again the proofs are given in the context of Reinfelds
and Steinberga but we show what the results reduce to when x˙ = A(t)x is
assumed to have an exponential dichotomy. The paper is concluded with the
discrete version of the results.
1. Introduction
One of the basic questions in the qualitative theory of dynamical systems is
whether a nonlinear system (in a neighborhood of its equilibrium) is equivalent to
its linear part. The celebrated Grobman-Hartman theorem (see [13, 14, 15, 16])
asserts that if x0 is a hyperbolic fixed point of a C
1-diffeomorphism F : Rd → Rd
(i.e. the spectrum of DF (x0) does not intersect the unit circle in C), then there
exists a neighborhood U of x0 such that F on U is topologically conjugated to
DF (x0). In addition, this result also has its global version. Namely, if A : R
d →
Rd is a hyperbolic automorphism and f : Rd → Rd is a bounded Lipschitz map
whose Lipschitz constant is sufficiently small, then A and A + f are topologically
conjugated on Rd. Furthermore, there are analogous results for the case of flows.
These results were extended to the case of Banach spaces independently by Palis [20]
and Pugh [22], who also greatly simplified the original arguments of Grobman and
Hartman.
It is well-known that even if F is C∞, the conjugacy can fail to be locally Lips-
chitz. In fact, the conjugacy is in general only locally Ho¨lder continuous. Although
this fact was apparently known to experts for some time, to the best of our knowl-
edge the first written proof appeared in [26] (in a more general setting that we
describe below). More recently, the same results was essentially reproved in [3]. We
stress that many works were devoted to the problem of formulating sufficient condi-
tions which would ensure that the conjugacy exhibits higher regularity properties.
In this direction, we refer to the seminal works of Sternberg [28] and Belitskii [4, 5],
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as well as to some more recent contributions [11, 12, 24, 25, 30, 31] and references
therein.
The first version of the Grobman-Hartman theorem for nonautonomous dynam-
ics is due to Palmer [21]. In order to describe this result, let us consider a nonlinear
and nonautonomous differential equation
x′ = A(t)x + f(t, x), (1)
where A : R → Md and f : R × R
d → Rd are continuous maps. Here, Md denotes
the space of all real matrices of order d. Furthermore, let
x′ = A(t)x, (2)
be the corresponding linear part. Assume that (2) admits an exponential dichotomy
(see Subsection 2.5) and that f is bounded and Lipschitz in x with a sufficiently
small Lipschitz constant. Under these assumptions, Palmer proved that (1) and (2)
are topologically conjugated. We note that an analogous result for the case of
discrete time was obtained by Aulbach and Wanner [1]. In a similar manner to that
in the case of autonomous dynamics, the conjugacies in Palmer’s theorem are in
general only locally Ho¨lder continuous [26, 3]. Recently, several authors formulated
sufficient conditions under which the conjugacies exhibit higher regularity. We refer
to [6, 8, 9, 10] and references therein.
In addition, several authors obtained important extensions of the Palmer’s the-
orem by relaxing some of its assumptions. In particular, Lin [19] discussed the
case when f can be unbounded and (2) is asymptotically stable. Moreover, Jiang
considered the case when (2) admits either ordinary or a certain general type of
dichotomy [17, 18]. Finally, Reinfelds and Steinberga [23] presented a rather gen-
eral linearization result than can be applied to situation when (2) does not possess
any type of dichotomy and that includes the main results from [17, 18, 21] as a
particular case. We also note that the approach developed in [23] was used in [2] to
establish sufficient conditions under which (1) and (2) are topologically equivalent,
when (2) admits the so-called generalized exponential dichotomy. However, in [2]
the authors in addition show that the conjugacies are unique in a suitable class.
An interesting extension of Palmer’s theorem was proposed by Shi and Xiong [26].
Let us consider the following coupled system
x′ = A(t)x + f(t, x, y), y′ = B(t)y, (3)
where A : R → Md1 , B : R → Md2 and f : R × R
d1 × Rd2 → Rd1 are continuous
maps. Furthermore, we consider the associated linear system
x′ = A(t)x, y′ = B(t)y. (4)
Assume that x′ = A(t)x admits an exponential dichotomy and that f is bounded
and Lipschitz in (x, y) with a sufficiently small Lipschitz constant. Under these
assumptions, it is proved in [26] that (3) and (4) are topologically conjugated and
that the corresponding conjugacies are locally Ho¨lder continuous.
The goal of the present paper is to essentially combine ideas from [23] and [26].
More precisely, following [23] we formulate new sufficient conditions under which (3)
and (4) are topologically conjugated (by also allowing the second equation in (3)
and (4) to be nonlinear). Our basic linearization result (see Theorem 2.1) does not
require that the first component in (4) admit an exponential dichotomy (or even or-
dinary dichotomy). We also formulate sufficient conditions for the Ho¨lder continuity
of the conjugacies in both variables x and y. We stress that Ho¨lder linearization
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was not previously discussed in the setting of [23]. Finally, we note that in the
particular case when the first equation in (4) admits an exponential dichotomy, our
Ho¨lder linearization result improves that from [26] (see Remark 2.12).
The paper is organized as follows. In Section 2 we consider the case of continuous
time and first formulate our general linearization result whose proof follows closely
the ideas from [23]. Afterwards, we discuss the Ho¨lder continuity of the conjugacies
in both variables separately. We conclude by comparing our Ho¨lder linearization
results with that from [26]. Finally, in Section 3 we obtain the corresponding results
for the case of discrete time.
2. The case of continuous time
2.1. Preliminaries. Let (X, | · |X) and (Y, | · |Y ) be two arbitrary Banach spaces.
For the sake of simplicity both norms | · |X and | · |Y will be denoted simply by | · |.
By B(X) we denote the space of all bounded operators on X equipped with the
operator norm (which we will also denote by | · |).
Let A : R→ B(X) be such that t 7→ A(t) is continuous. Furthermore, let f : R×
X × Y → X be a continuous map with the property that there exist continuous
functions µ, γ : R→ [0,∞) such that
|f(t, x, y)| ≤ µ(t) and |f(t, x1, y)− f(t, x2, y)| ≤ γ(t)|x1 − x2|, (5)
for t ∈ R, x, x1, x2 ∈ X and y ∈ Y . Finally, let g : R × Y → Y be a continuous
map and suppose that solutions of y˙ = g(t, y) are defined for all time and that
there exists a unique such solution t 7→ y(t) such that y(τ) = η for any given pair
(τ, η) ∈ R× Y . We consider a coupled system
x˙ = A(t)x + f(t, x, y), y˙ = g(t, y). (6)
In Appendix 4.1 we show that our conditions imply that the solutions of (6) are
defined for all time and that there exists a unique such solution t 7→ (x(t), y(t))
such that (x(τ), y(τ)) = (ξ, η) for any given triple (τ, ξ, η) ∈ R×X × Y .
By T (t, s) we will denote the evolution family associated to the equation x˙ =
A(t)x. Furthermore, let P : R→ B(X) be an arbitrary continuous map. We define
G(t, s) =
{
T (t, s)P (s) for t ≥ s,
−T (t, s)(I − P (s)) for t < s,
(7)
where I denotes the identity operator on X .
2.2. A linearization result. Besides (6), we also consider the uncoupled system
x˙ = A(t)x, y˙ = g(t, y). (8)
We denote by t 7→ (x1(t, τ, ξ), y(t, τ, η)) the solution of (8) such that x(τ) = ξ,
y(τ) = η and by t 7→ (x2(t, τ, ξ, η), y(t, τ, η)) the solution of (6) such that x(τ) = ξ,
y(τ) = η.
We are now in a position to formulate our first result which gives conditions
under which (6) and (8) are topologically equivalent.
Theorem 2.1. Suppose that
N := sup
t∈R
∫ ∞
−∞
|G(t, s)|µ(s) ds <∞ and q := sup
t∈R
∫ ∞
−∞
|G(t, s)|γ(s) ds < 1. (9)
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Then, there exists a continuous function H : R × X × Y → X × Y of the form
H(t, x, y) = (x + h(t, x, y), y), where supt,x,y |h(t, x, y)| < ∞, such that if t 7→
(x(t), y(t)) is a solution of (8), then t 7→ H(t, x(t), y(t)) is a solution of (6).
In addition, there exists a continuous function H¯ : R × X × Y → X × Y of the
form H¯(t, x, y) = (x + h¯(t, x, y), y), where supt,x,y |h¯(t, x, y)| < ∞, such that if
t 7→ (x(t), y(t)) is a solution of (6), then t 7→ H¯(t, x(t), y(t)) is a solution of (8).
Moreover, H and H¯ are inverses of each other, that is,
H(t, H¯(t, x, y)) = (x, y) = H¯(t,H(t, x, y)),
for t ∈ R and (x, y) ∈ X × Y .
Proof. We will first establish the existence of H . Let Z denote the space of all
continuous maps h : R×X × Y → X with the property that
‖h‖∞ := sup
t,x,y
|h(t, x, y)| <∞.
Then, (Z, ‖·‖) is a Banach space. Given h ∈ Z, we define
hˆ(τ, ξ, η) =
∫ ∞
−∞
G(τ, s)f(s, x1(s, τ, ξ) + h(s, x1(s, τ, ξ), y(s, τ, η)), y(s, τ, η)) ds,
for τ ∈ R and (ξ, η) ∈ X × Y . We claim that hˆ ∈ Z. Indeed, observe that
hˆ(τ, ξ, η) =
∫ ∞
−∞
G(τ, s)p(s, τ, ξ, η) ds,
where
p(s, τ, ξ, η) = f(s, x1(s, τ, ξ) + h(s, x1(s, τ, ξ), y(s, τ, η)), y(s, τ, η)).
Observe that it follows from (5) and (9) that
|hˆ(τ, ξ, η)| ≤
∫ ∞
−∞
|G(τ, s)|µ(s) ds ≤ N,
for τ ∈ R and (ξ, η) ∈ X × Y . Now
hˆ(τ, ξ, η) =
∫ τ
−∞
T (τ, s)P (s)p(s, τ, ξ, η) ds−
∫ ∞
τ
T (τ, s)(I − P (s))p(s, τ, ξ, η) ds
and so, by direct differentiation,
d
dτ
hˆ(τ, ξ, η) = A(τ)hˆ(τ, ξ, η) + P (τ)p(τ, τ, ξ, η) + (I − P (τ))p(τ, τ, ξ, η)
= A(τ)hˆ(τ, ξ, η) + p(τ, τ, ξ, η).
It follows that hˆ(τ, ξ, η) is continuous in τ , locally uniformly with respect to (ξ, η).
Continuity with respect to (ξ, η) for each fixed τ follows from the dominated con-
vergence theorem since |G(τ, s)p(s, τ, ξ, η)| ≤ |G(τ, s)|µ(s). Hence, hˆ is continuous
and hˆ ∈ Z. In addition, for h1, h2 ∈ Z we have (using (5) and (9)) that
‖hˆ1 − hˆ2‖∞ ≤ q‖h1 − h2‖∞.
We conclude that the map T : Z → Z defined by T (h) = hˆ, h ∈ Z is a contraction.
Therefore, T has a unique fixed point h ∈ Z. Then,
h(τ, ξ, η) =
∫ ∞
−∞
G(τ, s)f(s, x1(s, τ, ξ) + h(s, x1(s, τ, ξ), y(s, τ, η)), y(s, τ, η)) ds,
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for τ ∈ R and (ξ, η) ∈ X × Y . By using the identities
y(t, s, y(s, τ, η)) = y(t, τ, η) (10)
and
x1(t, s, x1(s, τ, ξ)) = x1(t, τ, ξ), (11)
we have that
h(t, x1(t, τ, ξ), y(t, τ, η))
=
∫ ∞
−∞
G(t, s)f(s, x1(s, τ, ξ) + h(s, x1(s, τ, ξ), y(s, τ, η)), y(s, τ, η)) ds.
This implies that if t 7→ (x(t), y(t)) is a solution of (8), then
h(t, x(t), y(t)) =
∫ ∞
−∞
G(t, s)f(s, x(s) + h(s, x(s), y(s)), y(s)) ds (12)
so that
h(t, x(t), y(t)) =
∫ t
−∞
T (t, s)P (s)f(s, x(s) + h(s, x(s), y(s)), y(s)) ds
−
∫ ∞
t
T (t, s)(I − P (s))f(s, x(s) + h(s, x(s), y(s)), y(s)) ds.
By direct differentiation, we conclude that
d
dt
h(t, x(t), y(t)) = A(t)h(t, x(t), y(t)) + f(t, x(t) + h(t, x(t), y(t)), y(t)),
and thus t 7→ (x(t) + h(t, x(t), y(t)), y(t)) is a solution of (6). For τ ∈ R and
(ξ, η) ∈ X × Y , we set
H(τ, ξ, η) = (ξ + h(τ, ξ, η), η).
From the preceding discussion, we have that if t 7→ (x(t), y(t)) is a solution of (8),
then t 7→ H(t, x(t), y(t)) is a solution of (6).
We now establish the existence of H¯ . Note the identity
x2(t, s, x2(s, τ, ξ, η), y(s, τ, η)) = x2(t, τ, ξ, η). (13)
Set
h¯(τ, ξ, η) = −
∫ ∞
−∞
G(τ, s)f(s, x2(s, τ, ξ, η), y(s, τ, η)) ds. (14)
Similarly to hˆ, we can prove that h¯ ∈ Z. Using the identities (10) and (13), we
have that
h¯(t, x2(t, τ, ξ, η), y(t, τ, η)) = −
∫ ∞
−∞
G(τ, s)f(s, x2(s, τ, ξ, η), y(s, τ, η)) ds.
Hence, if t 7→ (x(t), y(t)) is a solution of (6), we have that
h¯(t, x(t), y(t)) = −
∫ ∞
−∞
G(t, s)f(s, x(s), y(s))ds. (15)
By direct differentiation,
d
dt
h¯(t, x(t), y(t)) = A(t)h¯(t, x(t), y(t)) − f(t, x(t), y(t)),
6 LUCAS BACKES, DAVOR DRAGICˇEVIC´, AND KENNETH J. PALMER
and thus t 7→ (x(t) + h¯(t, x(t), y(t)), y(t)) is a solution of (8). For τ ∈ R and
(ξ, η) ∈ X × Y , set
H¯(τ, ξ, η) = (ξ + h¯(τ, ξ, η), η).
By the preceding discussion, if t 7→ (x(t), y(t)) is a solution of (6), then t 7→
H¯(t, x(t), y(t)) is a solution of (8).
Now we prove that H(t, H¯(t, x, y)) = (x, y) for t ∈ R and (x, y) ∈ X × Y . Fix
τ ∈ R and (ξ, η) ∈ X × Y . Let t 7→ (x(t), y(t)) be the solution of (6) such that
x(τ) = ξ, y(τ) = η. Then t 7→ (z(t), y(t)) = H¯(t, x(t), y(t)) is a solution of (8) and,
using (15),
z(t) = x(t) + h¯(t, x(t), y(t)) = x(t)−
∫ ∞
−∞
G(t, s)f(s, x(s), y(s)) ds. (16)
Moreover, t 7→ (u(t), y(t)) = H(t, z(t), y(t)) is a solution of (6) such that
(u(τ), y(τ)) = H(τ, H¯(τ, ξ, η)).
Then, using (12),
u(t) = z(t) + h(t, z(t), y(t))
= z(t) +
∫ ∞
−∞
G(t, s)f(s, z(s) + h(s, z(s), y(s)), y(s)) ds
= z(t) +
∫ ∞
−∞
G(t, s)f(s, u(s), y(s)) ds.
Hence,
z(t) = u(t)−
∫ ∞
−∞
G(t, s)f(s, u(s), y(s)) ds. (17)
By comparing (16) and (17), we obtain that
u(t)− x(t) =
∫ ∞
−∞
G(t, s)[f(s, u(s), y(s))− f(s, x(s), y(s))] ds.
Therefore,
|u(t)− x(t)| ≤
∫ ∞
−∞
|G(t, s)|γ(s)|u(s)− x(s)| ds,
which together with (9) implies that
‖u− x‖∞ ≤ q‖u− x‖∞.
Since q < 1, we conclude that u = x. So (u(τ), y(τ)) = (x(τ), y(τ)), and thus
H(τ, H¯(τ, ξ, η)) = (ξ, η),
as required.
In order to complete the proof of the theorem we show that H¯(t,H(t, x, y)) =
(x, y) for t ∈ R and (x, y) ∈ X × Y . Fix τ ∈ R and (ξ, η) ∈ X × Y . Let
t 7→ (x(t), y(t)) be the solution of (8) such that x(τ) = ξ, y(τ) = η. Then
t 7→ (z(t), y(t)) = H(t, x(t), y(t)) is a solution of (6) and, using (12),
z(t) = x(t) + h(t, x(t), y(t))
= x(t) +
∫ ∞
−∞
G(t, s)f(s, x(s) + h(s, x(s), y(s)), y(s)) ds.
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Hence,
z(t) = x(t) +
∫ ∞
−∞
G(t, s)f(s, z(s), y(s)) ds. (18)
Furthermore, t 7→ (u(t), y(t)) = H¯(t, z(t), y(t)) is a solution of (8) such that
(u(τ), y(τ)) = H¯(τ,H(τ, ξ, η)).
Then, using (15),
u(t) = z(t) + h¯(t, z(t), y(t)) = z(t)−
∫ ∞
−∞
G(t, s)f(s, z(s), y(s)) ds,
and therefore
z(t) = u(t) +
∫ ∞
−∞
G(t, s)f(s, z(s), y(s)) ds. (19)
By comparing the two expressions (18) and (19) for z(t), we conclude that u = x.
Hence (u(τ), y(τ)) = (x(τ), y(τ)), and therefore
H¯(τ,H(τ, ξ, η)) = (ξ, η),
as required. The proof of the theorem is completed. 
Remark 2.2. In addition to the assumptions in the statement of Theorem 2.1, let
us suppose that there exists T0 > 0 such that
A(t+ T0) = A(t), g(t+ T0, y) = g(t, y) and f(t+ T0, x, y) = f(t, x, y),
for t ∈ R, y ∈ Y and (x, y) ∈ X × Y and that G(t + T0, s + T0) = G(t, s) for all t
and s (the latter holds if and only if P (s+ T0) = P (s) for all s). Then, there exist
H and H¯ as in the statement of Theorem 2.1 satisfying
H(t+ T0, x, y) = H(t, x, y) and H¯(t+ T0, x, y) = H¯(x, y), (20)
for t ∈ R and (x, y) ∈ X × Y . Indeed, this can be proved by slightly adjusting the
proof of Theorem 2.1. Firstly, one can easily show that
(x1(t+ T0, τ + T0, ξ), y(t+ T0, τ + T0, η)) = (x1(t, τ, ξ), y(t, τ, η)) (21)
and
(x2(t+ T0, τ + T0, ξ, η), y(t+ T0, τ + T0, η)) = (x2(t, τ, ξ, η), y(t, τ, η)), (22)
for t, τ ∈ R and (ξ, η) ∈ X × Y . Let Z and T be as in the proof of Theorem 2.1.
Furthermore, let ZT0 be the set of all h ∈ Z such that h(t+T0, x, y) = h(t, x, y) for
t ∈ R and (x, y) ∈ X × Y . Then, ZT0 is a closed subset of Z. Using (21), it is easy
to show that T (ZT0) ⊂ ZT0 , which yields the first equality in (20). Moreover, (14)
and (22) imply that the second equality in (20) also holds. In particular, in the the
autonomous case, the functions H and H¯ are independent of t provided that P (s)
is constant.
Remark 2.3. The proof of Theorem 2.1 is inspired by the work of Reinfelds and
Steinberga [23], who studied the topological equivalence between systems
x˙ = A(t)x + f(t, x)
and
x˙ = A(t)x.
Under the same assumptions as in the present paper (see (9)), they proved that the
above systems are topologically equivalent.
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Besides considering the more general systems (6) and (8), we also provide some
additional details (in comparison to the proof of [23, Theorem 3]). Namely, in [23] it
was not explicitly proved that the conjugacies H and H¯ are inverses of each other.
Remark 2.4. We stress that the result analogous to Theorem 2.1 was established
by Shi and Xiong [26] (see also [29]) under the assumption that x˙ = A(t)x admits
an exponential dichotomy (see Subsection 2.5). In addition, it is assumed in [26]
that y˙ = g(t, y) is a linear system. However, Theorem 2.1 is much more general and
is applicable to the case when x˙ = A(t)x does not admit an exponential dichotomy
(or even the so-called ordinary dichotomy [7]). We refer to [23, Section 4] for details.
In the subsections below on Ho¨lder continuity, we assume that A(t), f(t, x, y)
and g(t, y) satisfy the same conditions as assumed in Theorem 2.1 and that G(t, s)
is as defined as in (7). However other conditions may now be added.
2.3. Ho¨lder continuity of H and H¯ in x. We suppose there exist a continuous
function ∆1(t, s) > 0 such that for all t and s,
|T (t, s)| ≤ ∆1(t, s) (23)
and a continuous function ∆2(t, s) > 0 such that if t 7→ (x(t), y(t)) and t 7→
(z(t), y(t)) are solutions of (6), then for all t and s,
|x(t) − z(t)| ≤ ∆2(t, s)|x(s) − z(s)|. (24)
Furthermore, we assume there exists M ≥ 1 and a continuous function ε : R →
(0,∞) such that
|f(t, x, y)| ≤M (25)
and
|f(t, x1, y)− f(t, x2, y)| ≤ ε(t)|x1 − x2|, (26)
for t ∈ R, x, x1, x2 ∈ X and y ∈ Y . In addition, we assume that there exists N ≥ 1
such that
ε(t) ≤ N. (27)
Finally, we suppose that
sup
t∈R
∫ ∞
−∞
|G(t, s)|ds <∞, q := sup
t∈R
∫ ∞
−∞
|G(t, s)|ε(s)ds < 1. (28)
Observe that the above condition implies that (9) holds and thus Theorem 2.1 is
valid. Hence, there is a function H(t, x, y) = (x+h(t, x, y), y) sending the solutions
of (8) onto the solutions of (6) and a function H¯(t, x, y) = (x+ h¯(t, x, y), y) sending
the solutions of (6) onto the solutions of (8).
Theorem 2.5. Let C > 0 and 0 < α < 1 be given. Then if
max{2M,N}(1 + C) sup
t∈R
∫ ∞
−∞
|G(t, s)|εα(s)∆α1 (s, t) ds ≤ C, (29)
we have
|h(t, x1, y)− h(t, x2, y)| ≤ C|x1 − x2|
α, for t ∈ R, x1, x2 ∈ X and y ∈ Y .
Moreover, if
2M sup
t∈R
∫ ∞
−∞
|G(t, s)|εα(s)∆α2 (s, t) ds ≤ C, (30)
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then
|h¯(t, x1, y)− h¯(t, x2, y)| ≤ C|x1 − x2|
α, for t ∈ R, x1, x2 ∈ X and y ∈ Y .
Proof. We begin by observing that (25) and (26) imply that
|f(t, x, y)− f(t, z, y)| = |f(t, x, y)− f(t, z, y)|1−α|f(t, x, y)− f(t, z, y)|α
≤ 2Mεα(t)|x− z|α,
(31)
for t ∈ R, x, z ∈ X and y ∈ Y .
Let Z be as in the proof of Theorem 2.1. Furthermore, let Z ′ denote the set of
all g ∈ Z such that
|g(t, x1, y)− g(t, x2, y)| ≤ C|x1 − x2|
α, for t ∈ R, x1, x2 ∈ X and y ∈ Y .
Then, Z ′ is a closed subset of Z. We now prove that T (Z ′) ⊂ Z ′, where T is as in
the proof of Theorem 2.1. Take an arbitrary g ∈ Z ′. We observe (using (26), (27)
and (31)) that
|f(t, x1 + g(t, x1, y), y)− f(t, x2 + g(t, x2, y), y)|
≤ min{ε(t)[|x1 − x2|+ |g(t, x1, y)− g(t, x2, y)|],
2Mεα(t)[|x1 − x2|+ |g(t, x1, y)− g(t, x2, y)|]
α}
≤M1ε
α(t)min{|x1 − x2|+ C|x1 − x2|
α, [|x1 − x2|+ C|x1 − x2|
α]α}
≤M1ε
α(t)
{
(1 + C)α|x1 − x2|
α if |x1 − x2| > 1; (taking the right one)
(1 + C)|x1 − x2|
α if |x1 − x2| ≤ 1 (taking the left one)
≤M1ε
α(t)(1 + C)|x1 − x2|
α,
(32)
where M1 = max{N, 2M}. Now,
(Tg)(t, ξ1, η)− (Tg)(t, ξ2, η) =
∫ ∞
−∞
G(t, s)p(s) ds,
where
p(s) = f(s, x1(s, t, ξ1) + g(s, x1(s, t, ξ1), y(s, t, η)), y(s, t, η))
− f(s, x1(s, t, ξ2) + g(s, x1(s, t, ξ2), y(s, t, η)), y(s, t, η)).
Using (32), we see that
|p(s)| ≤M1ε
α(s)(1 + C)|x1(s, t, ξ2)− x1(s, t, ξ1)|
α
≤M1ε
α(s)(1 + C)[∆1(s, t)|ξ1 − ξ2|]
α
=M1ε
α(s)(1 + C)∆α1 (s, t)|ξ1 − ξ2|
α.
Therefore, by (29) we have that
|(Tg)(t, ξ1, η)− (Tg)(t, ξ2, η)|
≤M1(1 + C)|ξ1 − ξ2|
α sup
t∈R
∫ ∞
−∞
|G(t, s)|εα(s)∆α1 (s, t) ds
≤ C|ξ1 − ξ2|
α,
for t ∈ R, ξ1, ξ2 ∈ X and η ∈ Y . Therefore, Tg ∈ Z
′. Consequently, the unique
fixed point h of T belongs to Z ′, which implies the first assertion of the theorem.
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In order to establish the second assertion, we recall (see the proof of Theorem 2.1)
that
h¯(t, ξ, η) = −
∫ ∞
−∞
G(t, s)f(s, x2(s, t, ξ, η), y(s, t, η)) ds.
Then
h¯(t, ξ1, η)− h¯(t, ξ2, η) =
∫ ∞
−∞
G(t, s)p(s)ds,
where
p(s) = f(s, x2(s, t, ξ2, η), y(s, t, η))− f(s, x2(s, t, ξ1, η), y(s, t, η)).
By (31), we have that
|p(s)| ≤ 2Mεα(s)|x2(s, t, ξ2, η)− x2(s, t, ξ1, η)|
α ≤ 2Mεα(s)∆α2 (s, t)|ξ1 − ξ2|
α.
Consequently, using (30) we conclude that
|h¯(t, ξ1, η)− h¯(t, ξ2, η)|
≤ 2M |ξ1 − ξ2|
α
∫ ∞
−∞
|G(t, s)|εα(s)∆α2 (s, t) ds
≤ C|ξ1 − ξ2|
α,
for t ∈ R, ξ1, ξ2 ∈ X and η ∈ Y . The proof of the theorem is completed. 
Remark 2.6. Let us equip X × Y with the norm |(x, y)| = |x| + |y|, for (x, y) ∈
X×Y . We observe that under (29), H is Ho¨lder continuous in x on every bounded
subset of X . Moreover, (30) implies that H¯ is Ho¨lder continuous in x on every
bounded subset of X . Indeed, assume that (29) holds and that X˜ ⊂ X is bounded.
Then, we have that
|H(t, x1, y)−H(t, x2, y)| = |(x1 + h(t, x1, y))− (x2 + h(t, x2, y))|
≤ |x1 − x2|+ |h(t, x1, y)− h(t, x2, y)|
≤ |x1 − x2|+ C|x1 − x2|
α
= (|x1 − x2|
1−α + C)|x1 − x2|
α
≤ C′|x1 − x2|
α,
for t ∈ R, x1, x2 ∈ X˜ and y ∈ Y , where
C′ = C + sup
x1,x2∈X˜
|x1 − x2|
1−α > 0.
The same argument applies for H¯ .
2.4. Ho¨lder continuity of H and H¯ in y. We suppose that if t 7→ y(t) and
t 7→ w(t) are solutions of y˙ = g(t, y), then
|y(t)− w(t)| ≤ σ(t, s)|y(s) − w(s)|, (33)
for some continuous function σ(t, s) > 0. In addition, we assume that there exists
a continuous function ∆3(t, s) > 0 such that if t 7→ (x(t), y(t)) and t 7→ (z(t), w(t))
are solutions of (6) with x(s) = z(s), then for all t and s
|x(t)− z(t)|+ |y(t)− w(t)| ≤ ∆3(t, s)|y(s)− w(s)|. (34)
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We continue to assume that (25) holds with M ≥ 1. Moreover, we assume that
there exists a continuous function ε : R→ (0,∞) satisfying (27) (with some N ≥ 1)
and such that
|f(t, x1, y1)− f(t, x1, y2)| ≤ ε(t)[|x1 − x2|+ |y1 − y2|], (35)
for t ∈ R, x1, x2 ∈ X and y1, y2 ∈ Y . Finally, suppose that (28) holds. Hence,
Theorem 2.1 is again applicable and consequently there exist H and H¯ as in the
statement of that result.
Theorem 2.7. Let C > 0 and 0 < α < 1 be given. Then, if
max{2M,N}(1 + C) sup
t∈R
∫ ∞
−∞
|G(t, s)|εα(s)σα(s, t) ds ≤ C, (36)
we have that
|h(t, x, y1)− h(t, x, y2)| ≤ C|y1 − y2|
α, for t ∈ R, x ∈ X and y1, y2 ∈ Y .
Moreover, if
2M sup
t∈R
∫ ∞
−∞
|G(t, s)|εα(s)∆α3 (s, t) ds ≤ C, (37)
then
|h¯(t, x, y1)− h¯(t, x, y2)| ≤ C|y1 − y2|
α, for t ∈ R, x ∈ X and y1, y2 ∈ Y .
Proof. We begin by observing that (25) and (35) imply that
|f(t, x1, y1)− f(t, x2, y2)|
= |f(t, x1, y1)− f(t, x2, y2)|
1−α|f(t, x1, y1)− f(t, x2, y2)|
α
≤ 2Mεα(t)[|x1 − x2|+ |y1 − y2|]
α,
(38)
for t ∈ R, x1, x2 ∈ X and y1, y2 ∈ Y .
Let Z ′′ denote the set of all g ∈ Z (where Z is again as in the proof of Theo-
rem 2.1) such that
|g(t, x, y1)− g(t, x, y2)| ≤ C|y1 − y2|
α, for t ∈ R, x ∈ X and y1, y2 ∈ Y .
Then, Z ′′ is a closed subset of Z. We now prove that T (Z ′′) ⊂ Z ′′, where T is as
in the proof of Theorem 2.1. Take an arbitrary g ∈ Z ′′. By (27), (35) and (38), we
have that
|f(t, x+ g(t, x, y1), y1)− f(t, x+ g(t, x, y2), y2)|
≤ min{ε(t)[|g(t, x, y1)− g(t, x, y2)|+ |y1 − y2|],
2Mεα(t)[|g(t, x, y1)− g(t, x, y2)|+ |y1 − y2|]
α}
≤M1ε
α(t)min{|y1 − y2|+ C|y1 − y2|
α, [|y1 − y2|+ C|y1 − y2|
α]α}
≤M1ε
α(t)
{
(1 + C)α|y1 − y2|
α if |y1 − y2| > 1; (taking the one on the right side)
(1 + C)|y1 − y2|
α if |y1 − y2| ≤ 1 (taking the one on the left side)
≤M1ε
α(t)(1 + C)|y1 − y2|
α,
(39)
where M1 = max{2M,N}. Then,
(Tg)(t, ξ, η1)− (Tg)(t, ξ, η2) =
∫ ∞
−∞
G(t, s)p(s) ds,
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where
p(s) = f(s, x1(s, t, ξ) + g(s, x1(s, t, ξ), y(s, t, η1)), y(s, t, η1))
− f(s, x1(s, t, ξ) + g(s, x1(s, t, ξ), y(s, t, η2)), y(s, t, η2)).
By (39), we see that
|p(s)| ≤M1ε
α(s)(1 + C)|y(s, t, η1)− y(s, t, η2)|
α
≤M1ε
α(s)(1 + C)σα(s, t)|η1 − η2|
α.
Hence, (36) implies that
|(Tg)(t, ξ, η1)− (Tg)(t, ξ, η2)|
≤M1(1 + C)|η1 − η2|
α sup
t∈R
∫ ∞
−∞
|G(t, s)|εα(s)σα(s, t) ds
≤ C|η1 − η2|
α,
for t ∈ R, ξ ∈ X and η1, η2 ∈ Y . Therefore, Tg ∈ Z
′′. Consequently, the unique
fixed point h of T belongs to Z ′′, which implies the first assertion of the theorem.
On the other hand, we recall from Theorem 2.1 that h¯ is given by
h¯(t, ξ, η) = −
∫ ∞
−∞
G(t, s)f(s, x2(s, t, ξ, η), y(s, t, η)) ds.
Thus,
h¯(t, ξ, η1)− h¯(t, ξ, η2) =
∫ ∞
−∞
G(t, s)p(s) ds,
where
p(s) = f(s, x2(s, t, ξ, η2), y(s, t, η2))− f(s, x2(s, t, ξ, η1), y(s, t, η1)).
Then, using (38) we have that
|p(s)| ≤ 2Mεα(s)[|x2(s, t, ξ, η1)− x2(s, t, ξ, η2)|+ |y(s, t, η1)− y(s, t, η2)|]
α
≤ 2Mεα(s)[∆3(s, t)|η1 − η2|]
α
= 2Mεα(s)∆α3 (s, t)|η1 − η2|
α.
Therefore, (37) implies that
|h¯(t, ξ, η1)− h¯(t, ξ, η2)|
≤ 2M |η1 − η2|
α sup
t∈R
∫ ∞
−∞
|G(t, s)|εα(s)∆α3 (s, t) ds
≤ C|η1 − η2|
α,
which establishes the second assertion of the theorem. 
Remark 2.8. As in Remark 2.6, we have that (36) implies that H is Ho¨lder
continuous in y on each bounded subset of Y and that under (37), H¯ is Ho¨lder
continuous in y on each bounded subset on Y .
Remark 2.9. Moreover, (29) and (36) imply that H is Ho¨lder continuous in (x, y)
on each bounded subset of X × Y . Similarly, (30) and (37) imply the same for H¯.
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Indeed, take Q ⊂ X × Y bounded. Then,
|H(t, x1, y1)−H(t, x2, y2)|
= |(x1 + h(t, x1, y1), y1)− (x2 + h(t, x2, y2), y2)|
≤ |x1 − x2|+ |h(t, x1, y1)− h(t, x2, y2)|+ |y1 − y2|
≤ |x1 − x2|+ |y1 − y2|+ |h(t, x1, y1)− h(t, x2, y1)|+ |h(t, x2, y1)− h(t, x2, y2)|
≤ |x1 − x2|+ |y1 − y2|+ C|x1 − x2|
α + C|y1 − y2|
α
= (|x1 − x2|
1−α + C)|x1 − x2|
α + (|y1 − y2|
1−α + C)|y1 − y2|
α
≤ C′|(x1, y1)− (x2, y2)|
α,
for t ∈ R, (x1, y1), (x2, y2) ∈ Q, where
C′ = 2C + sup
(x1,y1),(x2,y2)∈Q
(|x1 − x2|
1−α + |y1 − y2|
1−α).
The same argument applies for H¯ .
2.5. An example. Let us now discuss a particular example to which Theorems 2.1,
2.5 and 2.7 are applicable.
First we recall a definition. We assume that X = Rd. We say that x˙ = A(t)x
admits an exponential dichotomy with projections P (t), t ∈ R if
T (t, s)P (s) = P (t)T (t, s) for t, s ∈ R,
and that there exist positive constants D1, D2, λ1, λ2 such that
|T (t, s)P (s)| ≤ D1e
−λ1(t−s) and |T (s, t)(I − P (t))| ≤ D2e
−λ2(t−s),
for t ≥ s.
In the corollaries below, we assume that x˙ = A(t)x satisfies an exponential
dichotomy and also some bounded growth and decay conditions. Following the
corollaries, we describe conditions on the Sacker-Sell spectrum which ensure these
conditions hold. Note the exponential dichotomy condition leads to the condition
on the Green’s function; the bounded growth and decay conditions lead to the con-
ditions on the ∆i(t, s) functions. In the first corollary, we give conditions ensuring
the existence of a linearization and Ho¨lder continuity in x.
Corollary 2.10. Assume that the following conditions hold:
(1) There exist positive constants K1, K2, D1, D2, a2 ≥ λ1, a1 ≥ λ2 and
projections P (t), t ∈ R such that for all t and s
T (t, s)P (s) = P (t)T (t, s)
and for t ≥ s
|T (t, s)| ≤ K1e
a1(t−s), |T (s, t)| ≤ K2e
a2(t−s),
|T (t, s)P (s)| ≤ D1e
−λ1(t−s), |T (s, t)(I − P (t))| ≤ D2e
−λ2(t−s).
(40)
(2) there exists M ≥ 1 such that (25) holds;
(3) there exists ε > 0 such that
|f(t, x1, y)− f(t, x2, y)| ≤ ε|x1 − x2|, for t ∈ R, x1, x2 ∈ X and y ∈ Y . (41)
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Then, if (
D1
λ1
+
D2
λ2
)
ε < 1, (42)
there exist functions H and H¯ as in the statement of Theorem 2.1. Furthermore,
suppose that
0 < α < min{λ1/a2, λ2/a1}.
(a) Then, given C > 0, provided ε is sufficiently small so that
max{2M, ε}(1 + C)εα
[
D1K
α
1
λ1 − αa2
+
D2K
α
2
λ2 − αa1
]
≤ C, (43)
we have that
|h(t, x1, y)− h(t, x2, y)| ≤ C|x1 − x2|
α, for t ∈ R, x1, x2 ∈ X and y ∈ Y . (44)
(b) Moreover, if ε is sufficiently small so that
0 < α < min{λ1/(a2 +K1ε), λ2/(a1 +K2ε)},
and
2Mεα
[
D1K
α
1
λ1 − α(a2 +K1ε)
+
D2K
α
2
λ2 − α(a1 +K2ε)
]
≤ C, (45)
then
|h¯(t, x1, y)− h¯(t, x2, y)| ≤ C|x1 − x2|
α, for t ∈ R, x1, x2 ∈ X and y ∈ Y . (46)
Proof. It follows from (7) and (40) that
|G(t, s)| ≤
{
D1e
−λ1(t−s) (t ≥ s)
D2e
−λ2(s−t) (t < s).
Then
sup
t∈R
∫ ∞
−∞
|G(t, s)| ds ≤
(
D1
λ1
+
D2
λ2
)
<∞
and (42) implies that
ε sup
t∈R
∫ ∞
−∞
|G(t, s)| ds < 1.
We can now apply Theorem 2.1 to conclude that there exist functions H and H¯ as
in the statement of that result.
Moreover, observe that (40) implies that (23) holds with
∆1(t, s) =
{
K1e
a1|t−s| for t ≥ s;
K2e
a2|t−s| for t < s.
Then,∫ ∞
−∞
|G(t, s)|εα∆α1 (s, t) ds
≤
∫ t
−∞
D1e
−λ1(t−s)εαKα1 e
αa2(t−s) ds+
∫ ∞
t
D2e
−λ2(s−t)εαKα2 e
αa1(s−t) ds
≤ εα
[
D1K
α
1
λ1 − αa2
+
D2K
α
2
λ2 − αa1
]
,
for each t ∈ R. Now Theorem 2.5 and (43) imply that (44) holds.
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Next it is proved in Appendix 4.2 that (24) holds with
∆2(t, s) =
{
K1e
(a1+K1ε)(t−s) for t ≥ s;
K2e
(a2+K2ε)(s−t) for s ≥ t.
Then,∫ ∞
−∞
|G(t, s)|εα∆α2 (s, t) ds
≤
∫ t
−∞
D1e
−λ1(t−s)εαKα1 e
α(a2+K2ε)(t−s) ds+
∫ ∞
t
D2e
−λ2(s−t)εαKα2 e
α(a1+K1ε)(s−t) ds,
which yields that∫ ∞
−∞
|G(t, s)|εα∆α2 (s, t) ds ≤ ε
α
[
D1K
α
1
λ1 − α(a2 +K2ε)
+
D2K
α
2
λ2 − α(a1 +K1ε)
]
,
for t ∈ R. We conclude from Theorem 2.5 and (45) that (46) holds. The proof of
the corollary is completed. 
In the next corollary we give conditions ensuring the existence of a linearization
and Ho¨lder continuity in y.
Corollary 2.11. Assume that conditions (1) and (2) as in Corollary 2.10 and that,
in addition, the following conditions hold:
(3) there exists ε > 0 such that
|f(t, x1, y1)− f(t, x2, y2)| ≤ ε[|x1 − x2|+ |y1 − y2|], (47)
for t ∈ R, x1, x2 ∈ X and y1, y2 ∈ Y ;
(4) there exists M2 > 0 such that
|g(t, y)− g(t, w)| ≤M2|y − w|, for t ∈ R and y, w ∈ Y ; (48)
Then, if (42) holds, there exist functions H and H¯ as in the statement of Theo-
rem 2.1. Moreover, we have the following:
(a) suppose that
0 < α < min{λ1/M2, λ2/M2}.
Given C > 0, provided ε is sufficiently small so that
2M(1 + C)εα
[
D1
λ1 − αM2
+
D2
λ2 − αM2
]
≤ C, (49)
we have that
|h(t, x, y1)− h(t, x, y2)| ≤ C|y1 − y2|
α, (50)
for t ∈ R, x ∈ X and y1, y2 ∈ Y .
(b) suppose
0 < α < min{λ1/M3, λ2/M3},
where M3 = max{M2, a1, a2}. Then given C > 0, provided ε > 0 is suffi-
ciently small so that
0 < α < min{λ1/(M3 +K2ε), λ2/M3 +K1ε)},
and
21+αMεα
[
D1
λ1 − α(M3 +K2ε)
+
D2
λ2 − α(M3 +K1ε)
]
≤ C, (51)
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we have that
|h¯(t, x, y1)− h¯(t, x, y2)| ≤ C|y1 − y2|
α, (52)
for t ∈ R, x ∈ X and y1, y2 ∈ Y .
Proof. The existence of H and H¯ follows as in the proof of Corollary 2.10. Let us
now establish (a). By a simple Gronwall lemma argument, we have that (33) holds
with
σ(t, s) = eM2|t−s|. (53)
Then, ∫ ∞
−∞
|G(t, s)|σα(s, t) ds
≤
∫ t
−∞
D1e
−λ1(t−s)eαM2(t−s) ds+
∫ ∞
t
D2e
−λ2(s−t)eαM2(s−t) ds
≤
[
D1
λ1 − αM2
+
D2
λ2 − αM2
]
,
for t ∈ R. Let C > 0 be given. Then, if ε is such that (49) is satisfied, it follows
from Theorem 2.7 that (50) holds.
We now prove (b). Let t 7→ (x(t), y(t)) and t 7→ (z(t), w(t)) be solutions of (6)
such that x(s) = z(s). Then in Appendix 4.3 it is proved that
|x(t)− z(t)|+ |y(t)− w(t)| ≤ 2e(M3+K1ε)|t−s||y(s)− w(s)|
if t ≥ s and
|x(t)− z(t)|+ |y(t)− w(t)| ≤ 2e(M3+K2ε)|t−s||y(s)− w(s)|
if t ≤ s. Hence, (34) holds with
∆3(t, s) =
{
2e(M3+K1ε)|t−s| (t ≥ s)
2e(M3+K2ε)|t−s| (t ≤ s).
Then,∫ ∞
−∞
|G(t, s)|∆α3 (s, t) ds
≤ 2α
∫ t
−∞
D1e
−λ1(t−s)eα(M3+K2ε)(t−s) ds+ 2α
∫ ∞
t
D2e
−λ2(s−t)eα(M3+K1ε)(s−t) ds
≤ 2α
[
D1
λ1 − α(M3 +K2ε)
+
D2
λ2 − α(M3 +K1ε)
]
.
Given C > 0, if ε is satisfies (51), it follows from Theorem 2.7 that (52) holds. The
proof of the corollary is completed. 
Remark 2.12. Under the assumptions of the previous two corollaries we have (see
Remark 2.9) that H and H¯ are Ho¨lder continuous in (x, y) on each bounded subset
of X × Y . A similar result is established in [26, Theorem 2] (see also [29, Theorem
2.2.]). In contrast to these results, we obtain Ho¨lder continuity on each bounded
subset of X × Y , and not only on the unit ball on X × Y . Finally, our proofs
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of Theorems 2.5 and 2.7 are somewhat simpler than the corresponding arguments
in [26, 29].
Remark 2.13. In addition, we also provide an upper bound for the Ho¨lder expo-
nent in α in terms of the ratios between the dichotomy exponents and the growth
and decay rates for x˙ = A(t)x, in the case of Ho¨lder continuity in x. In the case of
Ho¨lder continuity in y, the growth and decay rates of solutions of y˙ = g(t, y) must
also be taken into account.
For x˙ = A(t)x, the dichotomy exponents and the growth and decay rates can
all be seen from the Sacker-Sell spectrum Σ, which is the set of real λ for which
x˙ = (A(t) − λI)x does not have an exponential dichotomy. Σ is a closed set (see
[27]). We suppose in addition it is bounded. Since we are assuming x˙ = A(t)x has
an exponential dichotomy, then 0 /∈ Σ. In our corollaries above, we have the four
positive numbers λ1 ≤ a2, λ2 ≤ a1. It turns out we may take them as any numbers
satisfying
−a2 < inf Σ ≤ sup[Σ ∩ (−∞, 0)] < −λ1 < 0 < λ2 < inf[Σ ∩ (0,∞)] ≤ supΣ < a1.
3. The case of discrete time
Let X and Y be as in Subsection 2.1. Let (An)n∈Z be a sequence of invertible
operators in B(X) and fn : X × Y → X , n ∈ Z be a sequence of maps with the
property that there exist sequences (µn)n and (γn)n in [0,∞) such that
|fn(x, y)| ≤ µn and |fn(x1, y)− fn(x2, y)| ≤ γn|x1 − x2|, (54)
for n ∈ Z, x, x1, x2 ∈ X and y ∈ Y . Furthermore, let (gn)n∈Z be a sequence of
homeomorphisms on Y . We consider a coupled system
xn+1 = Anxn + fn(xn, yn), yn+1 = gn(yn). (55)
For m,n ∈ Z, set
A(m,n) =


Am−1 · · ·An for m > n;
I for m = n;
A−1m · · ·A
−1
n−1 for m < n.
Let (Pn)n∈Z be a sequence in B(X). We define
G(m,n) =
{
A(m,n)Pn for m ≥ n;
−A(m,n)(I − Pn) for m < n.
3.1. A linearization result. Besides (55), we also consider the uncoupled system
xn+1 = Anxn, yn+1 = gn(yn). (56)
Let k 7→ (x1(k, n, x), y(k, n, y)) denote the solution of (56) which equals (x, y) when
k = n. Similarly, k 7→ (x2(k, n, x, y), y(k, n, y)) is the solution of (55) whose value
is (x, y) at k = n.
The following result is a version of Theorem 2.1 in the present setting.
Theorem 3.1. Suppose that
N := sup
m∈Z
∞∑
n=−∞
|G(m,n)|µn−1 <∞ and q := sup
m∈Z
∞∑
n=−∞
|G(m,n)|γn−1 < 1.
(57)
18 LUCAS BACKES, DAVOR DRAGICˇEVIC´, AND KENNETH J. PALMER
Then, there exists a sequence of continuous functions Hn : X × Y → X × Y , n ∈ Z
of the form Hn(x, y) = (x + hn(x, y), y), where supn,x,y |hn(x, y)| < ∞, such that
if n 7→ (xn, yn) is a solution of (56), then n 7→ Hn(xn, yn) is a solution of (55).
In addition, there exists a sequence of continuous functions H¯n : X × Y → X × Y ,
n ∈ Z of the form H¯n(x, y) = (x+ h¯n(x, y), y), where supn,x,y |h¯n(x, y)| <∞, such
that if n 7→ (xn, yn) is a solution of (55), then n 7→ H¯n(xn, yn) is a solution of
(56). Moreover, Hn and H¯n are inverses of each other, that is,
Hn(H¯n(x, y)) = (x, y) = H¯n(Hn(x, y)), (58)
for n ∈ Z and (x, y) ∈ X × Y .
Proof. Since the proof is analogous to that of Theorem 2.1, we will only provide
a sketch of the argument. Let Z be the space of all sequences h = (hn)n∈Z of
continuous maps hn : X × Y → X , n ∈ Z such that
‖h‖∞ := sup
n,x,y
|hn(x, y)| <∞.
Then, (Z, ‖·‖∞) is a Banach space. For h = (hn)n∈Z ∈ Z, we define hˆ = (hˆn)n∈Z
by
hˆn(ξ, η) =
∞∑
k=−∞
G(n, k)H(k, n)(ξ, η) for n ∈ Z and (ξ, η) ∈ X × Y ,
where
H(k, n)(ξ, η)
= fk−1(x1(k − 1, n, ξ) + hk−1(x1(k − 1, n, ξ), y(k − 1, n, η)), y(k − 1, n, η)).
(59)
Observe that it follows from (54) and (57) that
|hˆn(ξ, η)| ≤
∞∑
k=−∞
|G(n, k)|µk−1 ≤ N,
for n ∈ Z and (ξ, η) ∈ X × Y . Thus, hˆ ∈ Z. In addition, (54) and (57) imply that
‖hˆ1 − hˆ2‖∞ ≤ q‖h
1 − h2‖∞, for h
i ∈ Z, i = 1, 2.
We conclude that the map T : Z → Z given by T (h) = hˆ, h ∈ Z is a contraction.
Consequently, T has a unique fixed point h = (hn)n∈Z ∈ Z. Then,
hn(ξ, η) =
∞∑
k=−∞
G(n, k)H(k, n)(ξ, η),
for n ∈ Z and (ξ, η) ∈ X × Y , where H(k, n)(ξ, η) is given by (59). Then, we have
that
hn(x1(n,m, ξ), y(n,m, η)) =
∞∑
k=−∞
G(n, k)H(k, n)(x1(n,m, ξ), y(n,m, η)).
Moreover, since
x1(k − 1, n, x1(n,m, ξ)) = x1(k − 1,m, ξ), y(k − 1, n, y(n,m, η)) = y(k − 1,m, η),
(60)
we have that
H(k, n)(x1(n,m, ξ), y(n,m, η))
= fk−1(x1(k − 1,m, ξ) + hk−1(x1(k − 1,m, ξ), y(k − 1,m, η)), y(k − 1,m, η)).
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It follows that if n 7→ (xn, yn) is a solution of (56), then
hn(xn, yn) =
∞∑
k=−∞
G(n, k)fk−1(xk−1 + hk−1(xk−1, yk−1), yk−1), n ∈ Z
so that
hn(xn, yn) =
n∑
k=−∞
A(n, k)Pkfk−1(xk−1 + hk−1(xk−1, yk−1), yk−1)
−
k=∞∑
n+1
A(n, k)(I − Pk)fk−1(xk−1 + hk−1(xk−1, yk−1), yk−1).
Consequently,
xn+1 + hn+1(xn+1, yn+1)−An(xn + hn(xn, yn))
= hn+1(xn+1, yn+1)−Anhn(xn, yn)
= An
[
n+1∑
k=−∞
A(n, k)Pkfk−1(xk−1 + hk−1(xk−1, yk−1), yk−1)
−
k=∞∑
n+2
A(n, k)(I − Pk)fk−1(xk−1 + hk−1(xk−1, yk−1), yk−1)
]
−Anhn(xn, yn)
= Anhn(xn, yn) + Pn+1fn(xn + hn(xn, yn), yn) + (I − Pn+1)fn(xn + hn(xn, yn), yn)
−Anhn(xn, yn)
= fn(xn + hn(xn, yn), yn),
for n ∈ Z. Therefore, n 7→ (xn + hn(xn, yn), yn) is a solution of (55). For n ∈ Z
and (ξ, η) ∈ X × Y , we set
Hn(ξ, η) = (ξ + hn(ξ, η), η).
From the preceding discussion, we have that if n 7→ (xn, yn) is a solution of (56),
then n 7→ Hn(xn, yn) is a solution of (55).
Now set
h¯n(ξ, η) = −
∑
k∈Z
G(n, k)fk−1(x2(k − 1, n, ξ, η), y(k − 1, n, η)),
for n ∈ Z and (ξ, η) ∈ X × Y . Using (57), one can easily see that (h¯n)n∈Z ∈ Z.
Observe, using a similar identity to (60), that
h¯n(x2(n,m, ξ, η), y(m,n, η)) = −
∞∑
k=−∞
G(n, k)fk−1(x2(k−1,m, ξ, η), y(k−1,m, η)).
Hence, if n 7→ (xn, yn) is a solution of (55), we have that
h¯n(xn, yn) = −
∞∑
k=−∞
G(n, k)fk−1(xk−1, yk−1), m ∈ Z. (61)
By direct calculation,
h¯n+1(xn+1, yn+1) = Anh¯n(xn, yn)− fn(xn, yn) n ∈ Z,
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and thus n 7→ (xn + h¯n(xn, yn), yn) is a solution of (56). For n ∈ Z and (ξ, η) ∈
X × Y , set
H¯n(ξ, η) = (ξ + h¯n(ξ, η), η).
By preceding discussion, if n 7→ (xn, yn) is a solution of (55), then n 7→ H¯n(xn, yn)
is a solution of (56). Finally, by arguing as in the proof of Theorem 2.1 one can
show that (58) holds. 
3.2. Ho¨lder continuity in x. We suppose there exist ∆1(m,n) > 0 such that
|A(m,n)| ≤ ∆1(m,n) (62)
and ∆2(m,n) > 0 such that if n 7→ (xn, yn) and n 7→ (zn, yn) are solutions of (55)
then
|xm − zm| ≤ ∆2(m,n)|xn − zn|. (63)
Furthermore, we assume there exists M ≥ 1 and a sequence (εn)n∈Z ⊂ [0,∞) such
that
|fn(x, y)| ≤M (64)
and
|fn(x1, y)− fn(x2, y)| ≤ εn|x1 − x2|, (65)
for n ∈ Z, x, x1, x2 ∈ X and y ∈ Y . In addition, we assume that there exists N ≥ 1
such that
εn ≤ N. (66)
Finally, we suppose that
sup
m∈Z
∞∑
n=−∞
|G(m,n)| <∞, q := sup
m∈Z
∞∑
n=−∞
|G(m,n)|εn−1 < 1. (67)
Observe that the above condition implies that (57) holds and thus Theorem 3.1 is
valid. Hence, there is a sequence Hn(x, y) = (x+ hn(x, y), y) sending the solutions
of (56) onto the solutions of (55) and a sequence H¯n(x, y) = (x+h¯n(x, y), y) sending
the solutions of (55) onto the solutions of (56).
Theorem 3.2. Let C > 0 and 0 < α < 1 be given. Then if
max{2M,N}(1 + C) sup
n∈Z
∞∑
m=−∞
|G(n,m)|εαm−1∆
α
1 (m− 1, n) ≤ C, (68)
we have
|hn(x1, y)− hn(x2, y)| ≤ C|x1 − x2|
α, for n ∈ Z, x1, x2 ∈ X and y ∈ Y .
Moreover, if
2M sup
n∈Z
∞∑
m=−∞
|G(n,m)|εαm−1∆
α
2 (m− 1, n) ≤ C, (69)
then
|h¯n(x1, y)− h¯n(x2, y)| ≤ C|x1 − x2|
α, for n ∈ Z, x1, x2 ∈ X and y ∈ Y .
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Proof. We follow closely the proof of Theorem 2.5. We begin by observing that (64)
and (65) imply that
|fn(x, y)− fn(z, y)| = |fn(x, y)− fn(z, y)|
1−α|fn(x, y)− fn(z, y)|
α
≤ 2Mεαn|x− z|
α,
(70)
for n ∈ Z, x, z ∈ X and y ∈ Y .
Let Z be as in the proof of Theorem 3.1. Furthermore, let Z ′ denote the set of
all g = (gn)n∈Z ∈ Z such that
|gn(x1, y)− gn(x2, y)| ≤ C|x1 − x2|
α, for n ∈ Z, x1, x2 ∈ X and y ∈ Y .
Then, Z ′ is a closed subset of Z. We now prove that T (Z ′) ⊂ Z ′, where T is as
in the proof of Theorem 3.1. Take an arbitrary g = (gn)n∈Z ∈ Z
′. We observe
(using (65), (66) and (70)) that
|fn(x1 + gn(x1, y), y)− fn(x2 + gn(x2, y), y)| ≤M1ε
α
n(1 + C)|x1 − x2|
α, (71)
where M1 = max{N, 2M}, following the argument in (32) with t replaced by n.
Then,
(Tg)n(ξ1, η)− (Tg)n(ξ2, η) =
∞∑
m=−∞
G(n,m)p(m),
where
p(m) = fm−1(x1(m− 1, n, ξ1) + gm−1(x1(m− 1, n, ξ1), y(m− 1, n, η)), y(m− 1, n, η))
− fm−1(x1(m− 1, n, ξ2) + gm−1(x1(m− 1, n, ξ2), y(m− 1, n, η)), y(m− 1, n, η)).
Using (71), we see that
|p(m)| ≤M1ε
α
m−1(1 + C)|x1(m− 1, n, ξ2)− x1(m− 1, n, ξ1)|
α
≤M1ε
α
m−1(1 + C)[∆1(m− 1, n)|ξ1 − ξ2|]
α
=M1ε
α
m−1(1 + C)∆
α
1 (m− 1, n)|ξ1 − ξ2|
α.
Therefore, by (68) we have that
|(Tg)n(ξ1, η)− (Tg)n(ξ2, η)|
≤M1(1 + C)|ξ1 − ξ2|
α sup
n∈Z
∞∑
m=−∞
|G(n,m)|εαm−1∆
α
1 (m− 1, n)
≤ C|ξ1 − ξ2|
α,
for t ∈ R, ξ1, ξ2 ∈ X and η ∈ Y . Therefore, Tg ∈ Z
′. Consequently, the unique
fixed point (hn)n∈Z of T belongs to Z
′, which implies the first assertion of the
theorem.
On the other hand, we recall from Theorem 3.1 that
h¯n(ξ, η) = −
∑
m∈Z
G(n,m)fm−1(x2(m− 1, n, ξ, η), y(m− 1, n, η)).
Then
h¯n(ξ1, η)− h¯n(ξ2, η) =
∞∑
m=−∞
G(n,m)p(m),
where
p(m) = fm−1(x2(m− 1, n, ξ2, η), y(m− 1, n, η))
− fm−1(x2(m− 1, n, ξ1, η), y(m− 1, n, η)).
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By (70), we have that
|p(m)| ≤ 2Mεαm−1|x2(m− 1, n, ξ2, η)− x2(m− 1, n, ξ1, η)|
α
≤ 2Mεαm−1∆
α
2 (m− 1, n)|ξ1 − ξ2|
α.
Consequently, using (69) we conclude that
|h¯n(ξ1, η)− h¯n(ξ2, η)|
≤ 2M |ξ1 − ξ2|
α
∞∑
m=−∞
|G(n,m)|εαm−1∆
α
2 (m− 1, n)
≤ C|ξ1 − ξ2|
α,
for n ∈ Z, ξ1, ξ2 ∈ X and η ∈ Y , which establishes the second assertion of the
theorem. The proof of the theorem is completed. 
3.3. Ho¨lder continuity in y. We continue to assume that (64) holds withM ≥ 1.
Moreover, we assume that there exists a sequence (εn)n∈Z ⊂ [0,+∞) satisfying (66)
(with some N ≥ 1) and such that
|fn(x1, y1)− fn(x1, y2)| ≤ εn[|x1 − x2|+ |y1 − y2|],
for n ∈ Z, x1, x2 ∈ X and y1, y2 ∈ Y . Furthermore, we suppose that if n 7→ yn and
n 7→ wn are solutions of yn+1 = gn(yn), then
|ym − wm| ≤ σ(m,n)|yn − wn|,
for some σ(m,n) > 0. In addition, we assume that there exist ∆3(m,n) > 0 such
that if m 7→ (xm, ym) and m 7→ (zm, wm) are solutions of (55) with xn = zn, then
|xm − zm|+ |ym − wm| ≤ ∆3(m,n)|yn − wn|.
Finally, suppose that (67) holds. Hence, Theorem 2.1 is again applicable. The
proof of the following result is similar to the proofs of Theorems 2.7 and 3.2 and
therefore it is omitted.
Theorem 3.3. Let C > 0 and 0 < α < 1 be given. Then, if
max{2M,N}(1 + C) sup
n∈Z
∞∑
m=−∞
|G(n,m)|εαm−1σ
α(m− 1, n) ≤ C,
we have that
|hn(x, y1)− hn(x, y2)| ≤ C|y1 − y2|
α, for n ∈ Z, x ∈ X and y1, y2 ∈ Y .
Moreover, if
2M sup
n∈Z
∞∑
m=−∞
|G(n,m)|εαm−1∆
α
3 (m− 1, n) ≤ C,
then
|h¯n(x, y1)− h¯n(x, y2)| ≤ C|y1 − y2|
α, for n ∈ Z, x ∈ X and y1, y2 ∈ Y .
Remark 3.4. Like in Remark 2.6 (Remark 2.8, resp.) we can get that, under the
assumptions of Theorem 3.2 (Theorem 3.3, resp.), for each n ∈ Z, both Hn(x, y)
and H¯n(x, y) are Ho¨lder continuous with respect to x (y, resp.) when restricted
to any bounded subset of X (Y , resp.). Moreover, as in Remark 2.9, under the
assumptions of Theorems 3.2 and 3.3, we may conclude that for each n ∈ Z, Hn(x, y)
and H¯n(x, y) are Ho¨lder continuous in (x, y) when restricted to any bounded subset
of X × Y .
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Remark 3.5. As in Section 2.5, we can easily apply Theorems 3.1, 3.2 and 3.3
to the context where the sequence of operators (An)n∈Z admits an exponential
dichotomy, that is, there exists a sequence (Pn)n of projections onX = R
n satisfying
A(n,m)Pm = PnA(n,m) for n,m ∈ Z,
and positive constants D1, D2, λ1, λ2 such that for n ≥ m
|A(n,m)Pm| ≤ D1e
−λ1(n−m), |A(m,n)(I − Pn)| ≤ D2e
−λ2(n−m),
and bounded growth and decay conditions
|A(n,m)| ≤ K1e
a1(n−m), |A(m,n)| ≤ K2e
a2(n−m),
where K1, K2, a1, a2 are positive constants such that a2 ≥ λ1, a1 ≥ λ2. We skip
the details.
4. Appendix
4.1. Solutions of (6) are defined for all time. Let t 7→ y(t) be a solution of
y˙ = g(t, y). We know it is defined for all t and it is uniquely defined by its value
at any time. Since A(t)x + f(t, x, y(t)) is locally Lipschitz in x it follows that the
initial value problem
x˙ = A(t)x + f(t, x, y(t)), x(τ) = ξ
has a unique solution x(t) for t near τ . Now we must show that this solution is
defined for all time. Suppose t 7→ x(t) is not defined for all t ≥ τ . Then, there
exists T > τ such that t 7→ x(t) exists on [τ, T ) but is not bounded. Let t 7→ z(t)
be the solution of the inhomogeneous linear system
z˙ = A(t)z + f(t, 0, y(t)), z(τ) = x(τ).
Then t 7→ z(t) exists and is bounded on [τ, T ]. Let the bound be K. We see by
variation of constants that
x(t) = z(t) +
∫ t
τ
T (t, s)[f(s, z(s), y(s))− f(s, 0, y(s))] ds.
Let M > 0 be such that
|T (t, s)| ≤M, τ ≤ s, t ≤ T.
By (5), we have that
|x(t)| ≤ K +M
∫ t
τ
γ(s)|x(s)| ds.
By Gronwall’s lemma, it follows that for τ ≤ t < T ,
|x(t)| ≤ KeM
∫
t
τ
γ(s)ds
and hence t 7→ x(t) is bounded on [τ, T ), which yields a contradiction. A similar
argument works for t ≤ τ . So solutions of (6) are defined for all t.
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4.2. Estimate for ∆2(t, s). Let t 7→ (x(t), y(t)) and t 7→ (z(t), y(t)) be solutions
of (6). Then, by the variation of constants formula we have that
x(t)− z(t) = T (t, s)[x(s)− z(s)]
+
∫ t
s
T (t, u)[f(u, x(u), y(u))− f(u, z(u), y(u)] du.
So if t ≥ s, it follows from (40) and (41) that
|x(t)− z(t)| ≤ K1e
a1(t−s)|x(s)− z(s)|+
∫ t
s
K1e
a1(t−u)ε|x(u)− y(u)| du.
Set v(t) = e−a1(t−s)|x(t) − z(t)|. Then,
v(t) ≤ K1|x(s)− z(s)|+K1ε
∫ t
s
v(u) du.
By Gronwall’s lemma, it follows that
v(t) ≤ K1|x(s)− z(s)|e
K1ε(t−s)
and hence
|x(t)− z(t)| ≤ K1|x(s)− z(s)|e
(a1+K1ε)(t−s).
The argument for t ≤ s is similar.
4.3. Estimate for ∆3(t, s). Let t 7→ (x(t), y(t)) and t 7→ (z(t), w(t)) be solutions
of (6) such that x(s) = z(s). Then
x(t) − z(t) =
∫ t
s
T (t, u)[f(u, x(u), y(u))− f(u, z(u), w(u))] du.
So if t ≥ s, it follows from (40), (47) and (53) that
|x(t) − z(t)| ≤
∫ t
s
K1e
M3(t−u)ε[|x(u)− z(u)|+ |y(u)− w(u)|] du
and
|y(t)− w(t)| ≤ eM3(t−s)|y(s)− w(s)|.
Then, ∫ t
s
eM3(t−u)|y(u)− w(u)| du ≤
∫ t
s
eM3(t−u)eM3(u−s)|y(s)− w(s)| du
= (t− s)eM3(t−s)|y(s)− w(s)|.
It follows that
|x(t)− z(t)| ≤ K1ε
∫ t
s
eM3(t−u)|x(u)− z(u)| du+K1ε(t− s)e
M3(t−s)|y(s)− w(s)|.
Set
v(t) = e−M3(t−s)|x(t)− z(t)|.
Then,
v(t) ≤ K1ε
∫ t
s
v(u)du+ λ(t),
where
λ(t) = K1ε(t− s)|y(s)− w(s)|.
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By Gronwall’s lemma, we have
v(t) ≤ λ(t) +K1ε
∫ t
s
λ(u)eK1ε(t−u) du.
Now, integrating by parts,
K1ε
∫ t
s
λ(u)eK1ε(t−u) du
= −eK1ε(t−u)λ(u)
∣∣∣∣
t
s
+
∫ t
s
eK1ε(t−u)K1ε|y(s)− w(s)| du
= −λ(t) + (eK1ε(t−s) − 1)|y(s)− w(s)|.
Hence,
v(t) ≤ (eK1ε(t−s) − 1)|y(s)− w(s)|,
and so for t ≥ s we have that
|x(t) − z(t)| ≤ e(M3+K1ε)(t−s)|y(s)− w(s)|.
Then
|x(t)− z(t)|+ |y(t)− w(t)| ≤ 2e(M3+K1ε)(t−s)|y(s)− w(s)|.
The proof for t ≤ s is similar.
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