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Abstract
Conditional value-at-risk (CVaR) and value-at-risk (VaR) are popular tail-risk
measures in finance and insurance industries where often the underlying probability
distributions are heavy-tailed. We use the multi-armed bandit best-arm identifica-
tion framework and consider the problem of identifying the arm-distribution from
amongst finitely many that has the smallest CVaR or VaR. We first show that in
the special case of arm-distributions belonging to a single-parameter exponential
family, both these problems are equivalent to the best mean-arm identification
problem, which is widely studied in the literature. This equivalence however is
not true in general. We then propose optimal δ-correct algorithms that act on
general arm-distributions, including heavy-tailed distributions, that match the lower
bound on the expected number of samples needed, asymptotically (as δ approaches
0). En-route, we also develop new non-asymptotic concentration inequalities for
certain functions of these risk measures for the empirical distribution, that may
have wider applicability.
1 Introduction
Tail risk is a common term used to quantify the losses occuring due to rare events, and has been an
important topic in finance and insurance (see, Rockafellar et al. [2000], Rockafellar and Uryasev
[2002]). Risk measures such as value-at-risk (VaR) and conditional value-at-risk (CVaR) are widely
used in financial regulations and risk management, where the underlying probability distributions are
mostly heavy tailed (i.e. having infinite moment generating function for all θ > 0).
Typically in the multi-armed bandit (MAB) literature, the “goodness” of an arm is measured using its
mean (see, Garivier and Kaufmann [2016], Cappé et al. [2013], Bubeck et al. [2013], Kalyanakrishnan
et al. [2012], Agrawal and Goyal [2012], Auer et al. [2002], Thompson [1933]). Also, see Bubeck
et al. [2012] for a survey. However, in many practical applications, maximizing the average reward is
not always the primary desirable objective. In finance, for example, given a number of investment
opportunities, one would want to identify the investment which is least risky as measured through
CVaR or VaR. Although risk sensitivity has received continual attention in the literature on finance
and optimization (see, Sarykalin et al. [2008], Rockafellar [2007], Krokhmal et al. [2002]), there
is very limited work which incorporates these risk-measures into the sequential testing or MAB
framework (see, Yu and Nikolova [2013], David and Shimkin [2016], Howard and Ramdas [2019]).
Two most commonly used risk measures are VaR and CVaR. Given a confidence level, say pi, VaR
refers to the pith quantile for the given distribution. However, if the given distribution corresponds to
the distribution of losses in an investment, then this provides no measure of the losses that might be
suffered beyond the VaR. CVaR at confidence level pi measures the average loss conditioned on loss
being greater that VaR at confidence pi. Formal definitions of these risk measures are presented in
Section 2.
In this paper, we provide a systematic approach for identifying the distribution (or arm) from a
given finite set of distributions (or arms) with minimum tail-risk, using the best-arm identification
framework of the stochastic MAB problem. We consider algorithms that generate samples from the
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given arms, and are δ-correct, i.e., identify the correct answer (arm with minimum tail-risk) with
probability at least 1− δ, for some pre-specified constant δ. While ensuring δ-correctness, the aim is
to minimize the number of samples needed by the algorithm before declaring its answer. This is the
typical fixed-confidence setting of the best-arm identification MAB problem (see, Kaufmann et al.
[2016], Agrawal et al. [2020]). Variants of this problem have been widely studied in the literature,
where the best-arm is the one with maximum mean (see, Mannor and Tsitsiklis [2004], Even-Dar
et al. [2006], Audibert and Bubeck [2010], Bubeck et al. [2011], Gabillon et al. [2012], Jamieson et al.
[2014], Garivier and Kaufmann [2016], Juneja and Krishnasamy [2019]). [Kagrecha et al., 2019]
consider a similar problem in the closely related “fixed-budget” framework of the MAB problem, in
which the total number of times the algorithm is allowed to generate samples is fixed, and the aim of
the algorithm is to minimize the probability of error.
Contributions: As is typical in the MAB literature, we first look at a simpler problem in which
the arm distributions are restricted to belong to a single parameter exponential family (SPEF) of
distributions. In this setting, each distribution is uniquely characterized by its parameter. We show
that both VaR and CVaR are monotonic functions of the parameter, as is the mean. Hence, finding
the best-(CVaR /VaR) arm is equivalent to finding the arm with minimum mean. However, this
equivalence is not true more generally.
Since these risk measures typically find applications in finance, where the distributions of losses
are usually heavy-tailed, it is important to consider distributions beyond SPEF. However, some
assumptions on the distributions are necessary, as otherwise it can be argued that for every δ-
correct algorithm, there is a finite collection of distribuions, say ν = (ν1, ν2, . . . , νK), such that the
algorithm would require to generate∞ samples on average to estimate the best-CVaR arm. Since
CVaR measures the average beyond pith quantile, given a probability distribution η with CVaR, say
cpi(η), consider the distribution η′ which is derived from η by pushing an arbitrarily small mass from
the lower tails to an appropriate point in the upper tail, so that the conditional mean beyond the pith
quantile for η′ is slightly more than that of η, while ensuring that η and η′ are arbitrarily “close”. A
δ-correct algorithm would require large number of samples to separate these two distributions. These
ideas are made precise in Section 3 where the exact form of the lower bound is presented.
To avoid these, we impose a mild restriction on the arm-distributions. For  > 0 and p = 1 + , let
P(<) denote the collection of all the probability distributions on the reals <, B be a non-negative
constant, and f(x) := |x|p. We extend the class of allowed arm distributions to
L = {η ∈ P(<) : Eη (f (X)) ≤ B} , (1)
and study the problem of identifying the distribution with minimum tail-risk measure (referred to
as the best-(CVaR /VaR) arm henceforth) in this generality. Note that the class L includes heavy-
tailed distributions. Our main contribution is an asymptotically optimal δ-correct algorithm for the
arm-distributions coming from L.
Given two probability measures η1 and η2, let KL(η1, η2) denote the Kullback-Leibler divergence
between them, i.e., KL(η1, η2) :=
∫
log dη1dη2 (y)dη1(y). Furthermore, let cpi(η) (or xpi(η)) denote
the CVaR (or VaR) at the given confidence level pi, for the probability measure η (see Section 2
for definitions of these quantities). Given η ∈ P(<) and x ∈ <, define two functional KLUinf :
P(<)×< −→ <+, and KLLinf : P(<)×< −→ <+ where <+ denotes non-negative real numbers,
as
KLUinf(η, x) := min
κ∈L
cpi(κ)≥x
KL(η, κ) and KLLinf(η, x) := min
κ∈L
cpi(κ)≤x
KL(η, κ). (2)
See Agrawal et al. [2020], Honda and Takemura [2015], Burnetas and Katehakis [1996] for related
quantities. Similar KL-projection functionals can be defined with the VaR constraint. We would like
to highlight that the best-VaR arm identification problem can be solved exactly along the lines of
the CVaR problem, with the KLLinf and KL
U
inf replaced with the corresponding functionals with the
VaR constraints. We also point out that for the best-VaR arm problem, we do not need to restrict the
arm distributions to L. Details about the VaR problem are discussed in the Appendix F.
For establishing the theoretical guarantees of the algorithm, we develop new concentration inequalities
for these functionals evaluated for the empirical distributions which relies on a simpler and convenient
representation (dual) for the KL-projection functionals. These dual representations suggest natural
super-martingales, whose deviations can be shown to dominate those of KLUinf (or KL
L
inf ). Mixtures
of these super-martingales help us in the proof for δ-correctness of the algorithm.
2
Since the distributions are no longer characterized with a parameter, we work in the space of
probability measures. A key requirement for the proof of asymptotic optimality of the algorithm is
the continuity of the KL projection functionals, KLLinf and KL
U
inf , in the first argument. To define
convergence of sequences in P(<), we endow this space with the topology of weak convergence (see
[Billingsley, 1971, Theorem 6.8]), or equivalenty with the Levy metric (see Section 2 for definitions).
At this stage, it is important to point out that the empirical distributions may not lie in the class of
allowed arm-distributions (L). Another nuance in our analysis is that unlike in the previous works,
the KLLinf problem is not a convex optimization problem. This is because of the CVaR constraint,
which, being an upper bound on a concave function, renders the feasible region non-convex (see
Section 2).
Roadmap: In Section 2, we first define the risk-measures which will be used in the paper. We also
review some background material and establish the equivalence to the best-mean arm problem for
exponential families. In Section 3, we give a simplification of the general lower bound for δ-correct
algorithms proposed by Garivier and Kaufmann [2016]. Section 4 details our δ-correct algorithm that
matches the lower bound asymptotically. New concentration inequalities and key ideas involved in
proving theoretical guarantees of the algorithm are also present in Section 4. Section 5 has details of
the numerical implementation and results. While we only give the proof ideas of the results in main
text, details of all the proofs can be found in the appendix.
2 Background and equivalence to best-mean arm for SPEF
For K ≥ 2, letM = LK denote the collection of all K-vectors of distributions ν = (ν1, . . . , νK)
such that for all i, νi belongs to L. Let the given bandit problem be denoted by µ ∈ M. Let
pi ∈ (0, 1) denote the fixed confidence level and let η be a probability measure in P(<). Let
Fη(y) = η((−∞, y]) denote the CDF function for η, and let m(η) denote the mean of the measure η.
VaR, CVaR: With the above notation, VaR at level pi for the distribution η, denoted as xpi(η)
equals min {z ∈ < : Fη(z) ≥ pi} . Since Fη(.) is a non-decreasing and right-continuous function,
the minimum in the expression of VaR is always attained.
CVaR at level pi, denoted as cpi(η) is defined as
cpi(η) =
Fη(xpi(η))− pi
1− pi xpi(η) +
1
1− pi
∞∫
xpi(η)
ydη(y).
0
1
pi
xpi(η)0
Fη(x)
If η has a density, then cpi(η) = Eη (X|X ≥ xpi(η)) , i.e., it measures the average loss conditioned
on the event that losses are larger than the VaR. In the figure above, total shaded area (green and
blue regioins, together) divided by 1− pi denotes the CVaR of the measure whose CDF function is
displayed in red. To see this, observe that the first term in the expression of cpi(η) above equals the
blue shaded region scaled by 1− pi, and the second term can be seen to equal the green region.
There are alternative formulations of CVaR, which we state without proofs.
cpi(η) =
1
1− pi
∫
p∈[pi,1]
xp(η)dp (3)
= min
x0∈<
{
x0 +
1
1− piEη ((X − x0)+)
}
(4)
= max
v∈M+(<)
1
1− pi
∫
<
ydv(y) s.t. ∀y, dv(y) ≤ dη(y) and
∫
<
dv(y) = 1− pi, (5)
where (x)+ denotes max {0, x} and M+(<) denotes collection of all non-negative measures on <.
From (4), since cpi(η) is minimum of linear functions of η, it is a concave function of η. Thus,
the KLUinf problem is a convex optimization problem, while the KL
L
inf problem is non-convex. See
[Sarykalin et al., 2008] for a comprehensive tutorial on the two tail-risk measures, and their properties.
Parametric case: We now show that xpi(ηθ) and cpi(ηθ) are monotonic functions of θ when ηθ
belongs to a SPEF with θ being the parameter. Let ν be the reference measure of < for the SPEF,
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and Θ ⊂ < be the parameter space, i.e., Θ = {θ ∈ < : ∫< exp (θy) dν(y) <∞}. Then, for ηθ in
the SPEF,
dηθ
dν
(y) = eθy−A(θ), for y ∈ <,
where A(θ) is the normalizing factor. By direct computation, it can be verified that A′(θ) = m(ηθ),
and A′′(θ) = Eηθ
(
X2
)− (Eηθ (X))2 > 0. Hence, m(ηθ) is an increasing function of θ (see Cappé
et al. [2013]). Next, for a ∈ <, define F¯θ(a) =
∫
y≥a dηθ(y) to be the tail-CDF of ηθ. Then,
dF¯θ(a)
dθ
= F¯θ(a) (Eηθ (X|X ≥ a)−m(ηθ)) > 0. (6)
It is now easy to see that xpi(ηθ) is a non-decreasing function of θ and from (3), cpi(ηθ) is non-
decreasing in θ. Thus, the problem of identifying the best-(CVaR or VaR) arm in this setting, is
equivalent to identifying the arm with minimum mean.
For η in class L, the constraint on the moments imposes a constraint on the minimum and maximum
possible values of VaR and CVaR, as discussed in the following Lemma (proof in Appendix A). Let
D ,
[
−f -1(B), f -1
(
B
1− pi
)]
and C ,
[
−f -1
(
B
pi
)
, f -1
(
B
1− pi
)]
,
where for c ∈ <+, f -1(c) := max {y : f(y) = c} = c 1p . Let Do and Co denote the interior of sets
D and C respectively.
Lemma 2.1. For η ∈ L, cpi(η) ∈ D and xpi(η) ∈ C.
We now define a the topology of weak convergence on the space P(<) of probability measures.
Topology of weak convergence and the Lévy metric: Consider the topology on P(<), generated
by the following base sets
U(φ, x, δ) =
η ∈ P(<) :
∣∣∣∣∣∣
∫
<
φ(y)dη(y)− x
∣∣∣∣∣∣ < δ
 ,
where φ is a bounded and continuous function on <, δ > 0, and x ∈ <. Then weak convergence of
sequences κn to κ, denoted as κn
D
=⇒ κ is convergence in this topology (see, [Dembo and Zeitouni,
2010, Section D.2]). Furthermore, convergence in this topology is equivalent to that in the Lévy
metric (denoted by dL) on P(<), defined below (see, [Billingsley, 2013, Theorem 6.8], [Dembo and
Zeitouni, 2010, Theorem D.8]). For η, κ ∈ P(<),
dL(η, κ) = inf {δ < 0 : Fη(x− δ)− δ ≤ Fκ(x) ≤ Fκ(x+ δ) + δ} ,
where for a probability measure η on < , Fη denotes its CDF function, i.e., Fη(x) := η((−∞, x]).
Furthermore, the space P(<), together with the Lévy metric, is a complete and separable metric
space.
3 Lower bound
Recall that we consider δ-correct algorithms for identifying the arm with minimum CVaR, acting on
bandit problems inM. While ensuring δ-correctness property, the aim is to minimize the sample
complexity, i.e., expected number of samples generated by the algorithm before terminating. However,
the δ-correctness property imposes a lower bound on this.
Let µ ∈ M denote the given bandit problem. Henceforth, without loss of generality, we assume
that best-CVaR arm in µ is arm 1. Let ΣK denote the probability simplex in <K , Aj denote the
collection of all bandit problems inM, with the best-CVaR arm being arm j, τ be the stopping time
for the algorithm, and Na(τ) denote the number of times arm a has been sampled by the algorithm.
Garivier and Kaufmann [2016] show that the expected number of samples needed by a δ-correct
algorithm acting on µ is at least
V (µ)-1 log
1
2.4δ
, where V (µ) = sup
t∈ΣK
inf
ν∈Ac1
K∑
a=1
ta KL(µa, νa), and Acj =M\Aj . (7)
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Lemma 3.1. For µ ∈M such that arm 1 has the minimum CVaR in µ,
inf
ν∈Ac1
K∑
a=1
ta KL(µa, νa) = min
j 6=1
inf
x≤y
{
t1 KL
U
inf(µ1, y) + tj KL
L
inf(µj , x)
}
,
and hence
V (µ) = sup
t∈ΣK
min
j 6=1
inf
x≤y
{
t1 KL
U
inf(µ1, y) + tj KL
L
inf(µj , x)
}
. (8)
A proof of the Lemma can be found in Appendix B.1. A key nuance of our algorithm and thereof the
analysis is that the empirical distribution does not belong to the classM. Our algorithm is a plug and
play strategy, that first projects the empirical distribution to class L, and solves for the optimal t∗
in (8) for the projected distributions. For appropriate choice of projections, the following lemmas
guarantee that as the empirical distributions converge to the actual arm-distributions (in the weak
topology), the t∗ computed by the algorithm converge to the optimal weights corresponding to µ.
Lemma 3.2. When restricted to L × Do, KLLinf and KLUinf are both jointly continuous functions
of the arguments. Furthermore, L is a compact set in the topology of weak convergence and is a
uniformly integrable collection of random variables.
Let t∗ :M→ ΣK . In particular, for ν ∈ M, t∗(ν) denotes a maximizer in the V (ν) optimization
problem in (8).
Lemma 3.3. For ν ∈ MoL, t∗ is an upper-hemicontinuous correspondence and the set t∗(ν) is
convex.
The proofs of the above two lemmas involve nuanced analysis, and are detailed in Appendix B.2
and B.3. We first prove lower- and upper-semicontinuity of the KL-projection functionals separately.
These rely on various properties of the weak convergence of probability measures in L, the dual
representations for KLLinf and KL
U
inf (see Theorems 4.3 and 4.2), properties of CVaR for probability
measures in L, and the classical Berge’s theorem (see, Sundaram [1996]) along with related results
on the continuity of the optimal value and the set of optimizers for a parametric optimization problem.
We then use these to prove Lemma 3.3.
Remark: Let Spi =
{
η ∈ L : cpi(η) ∈
{−f -1 (B) , f -1 (B/ (1− pi))}}, i.e., Spi is collection of all
probability measures in L with the maximum or minimum possible CVaR. Lemma 3.3 and Theorem
4.1 (optimality and δ-correctness of the proposed algorithm) hold as long as the arm distributions do
not belong to Spi . For ease of notation, we restrict µ, the given bandit problem, to lie in the interior of
M, thus excluding these extreme arm-distributions.
3.1 Solving for the lower bound
Our approach will be of the Track-and-Stop flavour, basing its sampling and stopping decisions on
the lower bound (7). In this section we provide a more tractable characterization of (7) and discuss
its statistical and computational implications.
For η1, η2 ∈ P(<), and non-negative weights α1, α2, denote the inner optimization problem in (8) by
Z = infx≤y
{
α1 KL
U
inf(η1, y) + α2 KL
L
inf(η2, x)
}
. (9)
Let
hL(y,λ, γ, ρ, x0) = 1− λ1 + γ2(f(y)−B) + ρ1
(
x0 +
(y − x0)+
1− pi
)
,
hU (y,λ, γ, ρ) = 1 + λ1 + λ2(f(y)−B)−
(
ρ2 +
(ρ1y − ρ2)+
1− pi
)
,
and for x0 ∈ D, define
Dx0 :=
{
λ1, ρ2 ∈ <, λ2, γ2, ρ1 ≥ 0 : ∀y hL(y,λ, γ, ρ, x0) ≥ 0 and hU (y,λ, γ, ρ) ≥ 0
}
.
Theorem 3.4. For η1, η2 ∈ P(<) and weights α1, α2 ∈ [0, 1],
Z = min
x0∈D
max
(λ,γ,ρ)∈Dx0
α1Eη1
(
log
(
hU (X,λ, γ, ρ)
))
+ α2Eη2
(
log
(
hL(X,λ, γ, ρ, x0)
))
− α1 logα1 − α2 logα2 + (α1 + α2) log α1 + α2
2
.
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We remark that an application to empirical distributions ηa = ηˆa(t) weighted by sample counts,
i.e., αa = Na(t) results in unweighted sums over the samples. We also observe that the inner
maximisation problem is concave as the region Dx0 is convex and log hL and log hU are concave
functions of (λ, γ, ρ).
The proof for the theorem is given in Appendix C.5. The core challenge in Z is the second term in (9)
(KLLinf ), which is itself a non-convex optimisation problem (due to the CVaR ≤ x constraint). Our
approach is to use (4) to turn it into a one-dimensional family of linear constraints, which appears
as the outer minx0 in the expression above, with range constraint from Lemma 2.1. The rest is a
standard (yet in our experience relatively interesting) Lagrange dual computation.
The above equality is important statistically and computationally. First, our algorithm (Section 4)
will threshold Z statistics to determine when to safely stop. So we need to bound the deviations of Z,
for which this finite-dimensional dual form may turn out to be a perfect tool.
Second, our sampling rule (described later) will track the optimal proportions from the lower bound
(7), which can also be phrased in terms of Z. Specifically, computing a gradient of the maximisation
problem V (µˆ(t)) seen as a function of the sampling weights t takes one Z evaluation per sub-
optimally looking arm. The inner maximisation over Dx0 is a constrained concave program, for
which standard algorithms apply. Here the outer minx0 problem requires a different approach. One
strategy is to use a grid search, but this is computationally expensive. Can we do better? It can be
verified on examples that the objective is not quasiconvex in x0. However, even if we do not find the
optimal x0, δ-correctness property of the algorithm still holds. We observe experimentally that the
objective becomes quasiconvex in x0 for empirical distributions, once both arms have seen enough
samples. In our experiments, we hence apply bisection search for the minimiser of x0, knowing full
well that this is dangerous, and measure the impact on the error probability (there is none).
4 The algorithm
We now propose the δ-correct algorithm and show that it is asymptotically optimal. Given a bandit
problem µ ∈M, our algorithm is a specification of two things: a sampling rule, a stopping rule, and
at the end, it declares the empirically best-CVaR arm as an answer.
Sampling rule: At each iteration, the algorithm has access to the empirical distribution vector, µˆ(t).
It first projects µˆ(t) to L using the projection map Π defined below. It then computes t∗ (Π (µˆ(t))),
and uses the C-tracking rule of Garivier and Kaufmann [2016] to allocate the samples. The projection
map Π = (Π1, . . . ,ΠK), where for i ∈ {1, . . . ,K}, Πi : P(<)→ L given by
Πi(η) ∈ argmin
κ∈L
sup
x∈<
|Fη(x)− Fκ(x)| , (10)
where Fη and Fκ are CDF functions for the measures η and κ. We show in the Appendix E that the
projection in (10) has a simple form and can be computed easily.
Stopping rule: We use a modification of the generalized likelihood ratio test (GLRT) (see Chernoff
[1959]) as our stopping criteria. At any time, the empirical distribution vector, µˆ(n), suggests an arm
with minimum CVaR (empirically best-CVaR arm), say arm i. This is our null hypothesis, which
we test against all the alternatives. Formally, the log of the GLRT statistic (see, Owen [2001]) is
Si(n) = inf
ν′∈Aci
K∑
a=1
Na(n) KL(µˆa(n), ν
′
a).
This is exactly the scaled inner optimization problem in the expression of V (µˆ(n)) (see, 7), except
that µˆ(n) may not belong toM (recall the Z statistic introduced in the Section 3.1). Let
Zi(n) = min
a6=i
inf
x≤y
Ni(n) KL
U
inf(µˆi(n), y) +Na(n) KL
L
inf(µˆa(n), x). (11)
Zi(n) equals Si(n) when µˆ(n) ∈M (Lemma 3.1). Our stopping rule corresponds to checking
Zi(n) ≥ β(n, δ) where β(n, δ) = log K − 1
δ
+ 5 log(t+ 1) + 2. (12)
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4.1 Theoretical guarantees
For the given δ, let τδ denote the stopping time for the algorithm. The algorithm makes an error if at
time τδ , there is an arm j 6= 1 such that cpi(µj) < cpi(µ1). Let the error event be denoted by E .
Theorem 4.1. For δ > 0 and µ ∈ MoL, the proposed algorithm with β(t, δ) chosen as in (12) and
projection map as in (10), satisfies
P (E) ≤ δ and lim sup
δ→0
Eµ (τδ)
log(1/δ)
≤ 1
V (µ)
. (13)
We first give a proof sketch for δ-correctness part of the theorem. Proof ideas for sample complexity
are presented later in this section. Detailed proof for the Theorem can be found in the Appendix (D).
Discussion on δ-correctness: Recall that the algorithm makes an error if at time τδ , the empirically
best-CVaR arm is not arm 1. Let the event {µˆ(n) ∈ Aj} be denoted by En(j). Then, using (12), E
is contained in∃n : ⋃
i6=1
{
min
a6=i
inf
x≤y
{
Ni(n) KL
U
inf(µˆi(n), y) +Na(n) KL
L
inf(µˆa(n), x)
} ≥ β; En(i)}
 ,
which is further contained in∃n : ⋃
i6=1
{
inf
x≤y
{
Ni(n) KL
U
inf(µˆi(n), y) +N1(n) KL
L
inf(µˆ1(n), x)
} ≥ β; En(i)}
 .
Clearly, x = cpi(µ1) and y = cpi(µi) are feasible for the infimum problem above. Using these with
the union bound, the probability of the error event is bounded by
K∑
i=2
P
(∃n : Ni(n) KLUinf(µˆi(n), cpi(µi)) +N1(n) KLLinf(µˆ1(n), cpi(µ1)) ≥ β) . (14)
Whence, it sufficies to show that each summand in (14) is at most δ/(K − 1).
A key step in bounding these is constructing mixtures of super-martingales that dominate the expo-
nentials of Ni(n) KLUinf(µˆi(n), cpi(µi)) and Ni(n) KL
L
inf(µˆi(n), cpi(µi)) (Theorem 4.4). The dual
formulations for these functionals, which we state next, suggest natural candidates.
Recall that while KLUinf optimization problem is a convex programming problem, the KL
L
inf problem
is non-convex, and hence, unlike in the best-mean arm case, the two quantities may not have similar
properties, and need to be dealt with separately.
For v ∈ Do =
(
−f -1 (B) , f -1
(
B
1−pi
))
, x0 ∈ C =
[
−f -1 (Bpi ) , f -1 ( B1−pi)], where f -1(c) :=
max {y : f(y) = c}, and for λ ∈ <3 and γ ∈ <2, define
gU (X,λ, v) := 1 + λ1v − λ2(1− pi) + λ3 (f(X)−B)−
(
λ1X
1− pi − λ2
)
+
,
and
gL(X,γ, v, x0) := 1− γ1
(
v − x0 − (X − x0)+
1− pi
)
− γ2(B − f (X)).
For η ∈ P(<), let Supp(η) denote the collection of points in the support of measure η. Define
Sˆ(v) :=
{
λ1 ≥ 0, λ2 ∈ <, λ3 ≥ 0 : ∀x ∈ <, gU (x,λ, v) ≥ 0
}
.
Theorem 4.2. For η ∈ P(<) and v ∈ Do, KLUinf(η, v) equals
maxλ∈Sˆ(v) Eη
(
log
(
gU (X,λ, v)
))
.
Moreover, the maximum in the above expression is attained at a unique point λ∗ ∈ Sˆ(v). Probability
measure κ∗ ∈ L that achieves the infimum in the primal problem, satisfies
dκ∗
dη
(y) =
1
gU (y,λ∗, v)
for y ∈ Supp(η).
Furthermore, κ∗ has mass on at most 2 point outside Supp(η).
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Next, define a subsetR2(x0, v) of <2 as
R2(x0, v) =
{
γ1 ≥ 0, γ2 ≥ 0 : ∀y ∈ <, gL(y,γ, v, x0) ≥ 0
}
.
Theorem 4.3. For η ∈ P(<) and v ∈ Do, KLLinf(η, v) equals
min
x0∈[−f -1(Bpi ),v]
max
γ∈R2(x0,v)
Eη
(
log
(
gL(X,γ, v, x0)
))
.
For a fixed x0, the maximum in the inner problem above is attained at a unique γ∗ inR2(x0, v) and
the unique probability measure κ∗ ∈ L achieving infimum in the primal problem satisfies
dκ∗
dη
(y) =
1
gL(y,γ∗, v, x0)
, for y ∈ Supp(η).
Furthermore, κ∗ has mass on at most 1 point outside Supp(η).
We show that the alternative representations for KLUinf and KL
L
inf in the above theorems are their dual,
and that strong duality holds. Complete proofs of Theorems 4.2 and 4.3 can be found in Appendix C.
For each arm i, let q1i be a uniform prior on Sˆ(cpi(µi)), and let q2i be a uniform prior on
R2(xpi(µi), cpi(µi)). See Sections C.3 and C.4 for a discussion on compactness of the dual two
regions Sˆ(cpi(µi)) and R2(xpi(µi), cpi(µi)), which allows us to have uniform priors supported on
these. For samples Xij : j ∈ {1, . . . , Ni(n)} from the distribution µi, define
Li(n) = Eγ∼q2i
Ni(n)∏
j=1
gL(Xij ,γ, cpi(µi), xpi(µi))
∣∣∣Xi1, . . . , XiNi(n)
 ,
and
Ui(n) = Eλ∼q1i
Ni(n)∏
j=1
gU (Xij ,λ, cpi(µi))
∣∣∣Xi1, . . . , XiNi(n)
 .
Furthermore, let
XLi (n) = Ni(n) KL
L
inf(µˆi(n), cpi(µi))− 2 log (Ni(n) + 1)− 1, (15)
and
XUi (n) = Ni(n) KL
U
inf(µˆ1(n), cpi(µi))− 3 log (Ni(n) + 1)− 1. (16)
Theorem 4.4. Li(n) and Ui(n) are non-negative super-martingales with E (Li(n)) ≤ 1 and
E (Ui(n)) ≤ 1 such that
eX
L
i (n) ≤ Li(n) and eXUi (n) ≤ Ui(n). a.s.
The proof uses the continuous exponential weights regret bound (see [Hazan et al., 2007, Theorem
7]). See section D.1 for a proof of the Theorem. Using Theorem 4.4, the summand in (14) can be
bounded using Ville’s inequality. With the choice of β(n, δ) as in (12), each term in (14) is bounded
by δ/(K − 1), whence, (14) by δ.
Discussion on sample complexity: Our sample complexity proof follows that of Garivier and
Kaufmann [2016] for a parametric family. However, we work with a more general non-parametric
class, in which we establish continuity of the KL-projection functionals (Lemma 3.2). Our proof
also differs from that in Agrawal et al. [2020] in that we only have upper-hemicontinuity of the set of
optimal sampling allocation (t∗) (Lemma 3.3). Yet another nuance in our analysis is that the empirical
distribution may not belong to the class L, in which case we project the empirical distribution onto
the class, and the sampling rule uses this projected distribution to compute t∗. Careful choice of the
projection map aids in the proof of the sample complexity result. We refer the reader to Appendix D.2
for a complete proof.
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Figure 1: Histogram based on 1024 runs of stopping time on 3 Fisher-Tippett arms as a function
of confidence δ. Vertical bars indicate the lower bound (7) (solid), and an adjusted version for our
threshold (12) (dashed).
5 Numerical Results
This is only brief teaser section on the experiments, which are detailed in Appendix G. We are
interested in the question whether the asymptotic sample complexity result of Theorem 4.1 is
representative at reasonable confidence δ. Whether this is the case or not differs greatly between pure
exploration setups. [Garivier and Kaufmann, 2016] see state-of-the-art numerical results in Bernoulli
BAI for Track-and-Stop with δ = 0.1, while [Degenne et al., 2019] present a Minimum Threshold
problem instance where the Track-and-Stop asymptotics have not kicked in yet at δ = 10−20. Our
experiments confirm that our approach is indeed practical at moderate confidence δ.
In our experiments we implement a version of Track-and-Stop including C-tracking and forced
exploration and apply it to Fisher-Tippett Fµ,σ,γ arms (thee heavy tailed distributions arise in extreme
value theory). However, in these expiriments, we do not project the empirical distributions to the
class L. Instead, we compute the sampling proportions using the actual empirical distribution vector.
Figure 1 shows the distribution of the stopping time as a function of δ in an experiment with three
arms F−3
4 ,
1
4 ,
3
10
, F−3
10 ,1,
−2
5
and F−1,1, 25 of CVaR −0.0590, 0.8938 and 1.3583. This is a moderately
hard problem of complexity V -1(µ)∗ = 81.1. We conclude that even at moderate δ the average
sample complexity closely matches the lower bound, especially after adjusting it for the employed
stopping threshold β(n, δ). This demonstrates that our asymptotic optimality is in fact indicative of
the performance in practice.
6 Conclusion/Discussion/Questions
We develop asymptotically optimal algorithm that identify the arm with the minimum risk, measured
in terms of CVaR or VaR. Our algorithms operate in non-parametric settings with possibly heavy-
tailed distributions, and perform well in experiments. We believe the following questions are natural:
• Can we directly control the deviations of the GLRT statistic, without first plugging the
sub-optimal true distribution CVaRs in the primal objective? The latter is the ubiquitous
technique, yet it is known to be suboptimal (as it adds a degree of freedom to the GLRT
statistic [Kaufmann and Koolen, 2018]).
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• Can we get 12 log t control on the deviations of the GLRT? Such bounds are common in
information theory and portfolio optimisation [Blum and Kalai, 1997]. Or can we strengthen
the result to log log t as is possible in the parametric case [Kaufmann and Koolen, 2018]?
• Isn’t it interesting that there is no Chernoff step in the non-parametric case? Chernoff
is essential for controlling KL deviations among multiple arms in the parametric case
[Kaufmann and Koolen, 2018].
• It is an interesting follow-up project to study the -best VaR/CVaR identification problem in
both the non-parametric and parametric cases. Note that the monotonicity of VaR/CVaR
in the mean does not imply that the -VaR/CVaR problems are identical. Perhaps the most
direct approach for this would be to combine our deviation inequalities for KL projection
functionals with the Sticky-Track-and-Stop method from Degenne and Koolen [2019a].
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A Bounds on CVaR and VaR for distributions in L: Proof of Lemma 2.1
We first recall the definitions and different representations of CVaR, which will be useful in this
section.
Given a probability measure κ, let xpi(κ) and cpi(κ) denote its VaR and CVaR at level pi. Then,
cpi(κ) =
F (xpi(κ))− pi
1− pi xpi(κ) +
1
1− pi
∫
<
(y − xpi(κ))+ dκ(y),
which also equals
min
z∈<
{
z +
1
1− piEκ ((X − z)+)
}
,
where a minimizer in the above representation is VaR at level pi for κ.
Consider a probability measure η from the collection L. Let x−pi (η) < xpi(η). Then for xpi(η) < 0,
pi ≤
x−pi (η)∫
−∞
dη(y) =
x−pi (η)∫
−∞
f(y)
f(y)
dη(y) ≤
x−pi (η)∫
−∞
f(y)
f(xpi(η))
dη(y) ≤ B
f(xpi(η))
,
and for xpi(η) ≥ 0,
1− pi ≤
∞∫
x−pi (η)
dη(y) =
∞∫
x−pi (η)
f(y)
f(y)
dη(y) ≤
∞∫
x−pi (η)
f(y)
f(xpi(η))
dη(y) ≤ B
f(xpi(η))
.
Combinig the two, we get
−f -1
(
B
pi
)
≤ xpi(η) ≤ f -1
(
B
1− pi
)
,
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where f -1(c) := max {y : f(y) = c} = c 1p . To get a bound on cpi(η), consider the following
inequalities.
B ≥ Eη (f (X)) ≥ (F (xpi(η))− pi) f (xpi(η)) +
∞∫
xpi(η)
f (y) dη(y)
= (1− pi)
F (xpi(η))− pi
1− pi f(xpi(η)) +
1
1− pi
∞∫
xpi(η)
f (y) dη(y)
 ,
where the first inequality follows since η is in L, and the second follows since f is non-negative.
Furthermore, since f is convex, using conditional Jensen’s inequality, the above can be bounded from
below by
(1− pi)f
F (xpi(η))− pi
1− pi xpi(η) +
1
1− pi
∞∫
xpi(η)
ydη(y)
 ,
which is (1− pi)f (cpi(η)) . Thus we have,
−f -1
(
B
1− pi
)
≤ cpi(η) ≤ f -1
(
B
1− pi
)
.
However, the lower bound for cpi(η) obtained above can be further tightened. To see this, consider
the following problem
min
η∈L
cpi(η) = min
z∈[−f -1(Bpi ),f -1( B1−pi )]
min
η∈L
{
z +
1
1− piEη ((X − z)+)
}
.
In the inner minimization problem in r.h.s. above, the objective is minimizing expectation under η
of convex functions of X , under the constraint that expectation under η of a convex function being
smaller that B. Thus, the minimizer concentrates at a single point, i.e., the minimizer η = δx, for
some x ∈ < such that f (x) ≤ B. Thus, the above problem equals
min
z∈[−f -1(Bpi ),f -1( B1−pi )]
min
x∈[−f -1(B),f -1(B)]
{
z +
1
1− pi (x− z)+
}
,
which is increasing in x. Thus, at optimal x = −f -1(B), it equals
min
z∈[−f -1(Bpi ),f -1( B1−pi )]
z+
1
1− pi (−f
-1 (B)−z)+ = min
z∈[−f -1(Bpi ),f -1( B1−pi )]
max
{
z,
−f -1 (B)− piz
1− pi
}
.
Clearly, the minimum is attained at z = −f -1(B), with the optimal value being −f -1(B). Thus we
have the following bounds on cpi(η):
−f -1(B) ≤ cpi(η) ≤ f -1
(
B
1− pi
)
.
B Details of proofs in Section 3
We first review some notation that will be useful in this section. Recall that for a non-negative
constant B, arm distributions belong to class
L = {η ∈ P(<) : Eη (f (X)) ≤ B} ,
where f(x) = |x|p , and p = 1 + , for some  > 0. Define f -1(c) = max {y : f(y) = c} = c 1p .
We denote byM the collection of all K-vectors of distributions, each belonging to L and by Aj
the collection of vectors inM with distribution j having the minimum CVaR. Furthermore, for
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η ∈ P(<) and pi ∈ (0, 1), cpi(η) and xpi(η) denote the CVaR and VaR at confidence level pi, for
measure η. Also, for x ∈ <, we define the KL projection functionals
KLUinf(η, x) := inf
κ∈L
cpi(κ)≥x
KL(η, κ) and KLLinf(η, x) = inf
κ∈L
cpi(κ)≤x
KL(η, κ).
For v ∈ (−f -1 (B) , f -1 (B/(1− pi))), x0 ∈ (−f -1 (B/pi) , f -1 (B/(1− pi))), λ ∈ <3 and γ ∈ <2,
gU (X,λ, v) := 1 + λ1v − λ2(1− pi) + λ3 (f(X)−B)−
(
λ1X
1− pi − λ2
)
+
, (17)
and
gL(X,γ, v, x0) := 1− γ1
(
v − x0 − (X − x0)+
1− pi
)
− γ2(B − f (X)). (18)
Furthermore,
Sˆ(v) :=
{
λ1 ≥ 0, λ2 ∈ <, λ3 ≥ 0 : ∀x ∈ <, gU (x,λ, v) ≥ 0
}
, (19)
and
R2(x0, v) :=
{
γ1 ≥ 0, γ2 ≥ 0,∀y ∈ <, gL(y,γ, x0, v) ≥ 0
}
. (20)
Later in Theorems 4.2 and 4.3, we show that for η ∈ P(<),
KLUinf(η, v) = max
λ∈Sˆ(v)
Eη
(
log
(
gU (X,λ, v)
))
(21)
and
KLLinf(η, v) = min
−f -1(Bpi )≤x0≤f -1( B1−pi )
max
γ∈R2(x0,v)
Eη
(
log
(
gL(X,γ, x0, v)
))
. (22)
B.1 Proof of Lemma 3.1
Recall that arm 1 is the arm with minimum CVaR in µ, and V (µ) = sup
t∈ΣK
inf
ν∈Ac1
K∑
i=1
ti KL(µi, νi),
where Ac1 =M\A1. Clearly, the inner optimization problem satisfies
inf
ν∈Ac1
K∑
i=1
ti KL(µi, νi) = min
j 6=1
inf
ν∈Aj
K∑
i=1
ti KL(µi, νi). (23)
Next, for µ ∈ M the infimum in the expression in r.h.s. above is attained by ν ∈ Aj such that
νi = µi for all arms i not in {1, j}, as otherwise, the value of the summation can be decreased by
setting them equal to µi. Thus,
inf
ν∈Aj
K∑
i=1
ti KL(µi, νi) = inf
ν1,νj∈L
cpi(νj)≤x
cpi(ν1)≥y
x≤y
{t1 KL(µ1, ν1) + tj KL(µj , νj)} .
Now, from the definition of KLLinf and KL
U
inf , the r.h.s. in above equation equals
inf
x≤y
{
t1 KL
U
inf(µ1, y) + tj KL
L
inf(µj , x)
}
.
Combining this with (23), gives the desired result. 
B.2 Proof of Lemma 3.2: Continuity of the KL-projection functionals
We first establish the properties of L stated in the Lemma. Since the probability measures in L have
a uniformly bounded pth moment for p > 1, it is a uniformy integrable collection (see, Williams
[1991]).
It is sufficient to show that L is closed and tight. Prohorov’s Theorem then gives that it is a compact
set in the topology of weak convergence (see, Billingsley [2013]).
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We first show that it is a closed set. Towards this, consider a sequence ηn of probability measures
in L, converging weakly to η ∈ P(<). By Skorohod’s Representation Theorem (see, Billingsley
[2013]), there exist random variables Yn, Y defined on a common probability space, say (Ω,F , q),
such that Yn ∼ ηn, Y ∼ η, and Yn a.s.−−→ Y . Then, by Fatou’s Lemma,
Eη
(
|X|1+
)
= Eq
(
|Y |1+
)
= Eq
(
lim inf
n→∞ |Yn|
1+
)
≤ lim inf
n→∞ Eq
(
|Y |1+
)
≤ B.
Hence, η is in L and the class is closed in the weak topology.
Next, to see that it is tight, consider the set
K =
[
−
(
2B

) 1
1+
,
(
2B

) 1
1+
]
.
Then, for η ∈ L, η (Kc ) ≤ .
We show upper and lower semi-continuity separately for the KL projection functionals restricted to
L. The following results will assist in the proofs.
Lemma B.1. For ηn and η ∈ L, cpi(ηn) −→ cpi(η) whenever ηn D=⇒ η.
Proof. Consider a sequence ηn ∈ L weakly converging to η ∈ L. Then there exist random variables
Yn, Y defined on a common probability space (Ω,F , q) such that Yn ∼ ηn, Y ∼ η, and Yn a.s.−−→ Y
(Skorohod’s Theorem, see Billingsley [2013]). Furthermore, since ηn, η are uniformly integrable,
Eq (|Yn|)→ Eq (|Y |) (see [Williams, 1991, Theorem 13.7])
Consider a sequence of real numbers zn → z. Then, Yn − zn a.s.−−→ Y − z, whence (Yn − zn)+ a.s.−−→
(Y − z)+. Clearly,
(Yn−zn)+ ≤ |Yn|+|zn| , |Yn|+|zn| a.s.−−→ |Y |+|z| and Eq (|Yn|)+|zn| → Eq (|Y |)+|z| <∞.
Then, by generalized Dominated Convergence Theorem,
Eq ((Yn − zn)+)→ Eq ((Y − z)+) .
Now, for η ∈ L,
cpi(η) = min
−f -1(Bpi )≤z≤f -1( B1−pi )
g(z, η), where g(z, η) = z +
1
1− piEη ((X − z)+) .
From the above discussion, g(z, η) restricted to
[
−f -1 (Bpi ) , f -1 ( B1−pi)]×L, is a jointly continuous
function. Berge’s Theorem ([Berge, 1997, Maximum Theorem, Page 116]) then gives the desired
result.
Lemma B.2. The sets Dv , {η ∈ L : cpi(η) ≤ v} and DUv , {η ∈ L : cpi(η) ≥ v} are compact
sets in the topology of weak convergence.
Proof. Since L is compact, it is sufficient to show that the set Dv is a closed set, which follows from
Lemma B.1.
Lemma B.3. For η ∈ P(<) and −f -1 (B) ≤ v ≤ f -1
(
B
1−pi
)
, the functionals KLUinf(η, v) and
KLLinf(η, v) are jointly lower-semicontinuous in (η, v).
Proof. Recall that
KLLinf(η, v) = min
κ∈L
cpi(κ)≤v
KL(η, κ) and KLUinf(η, v) = min
κ∈L
cpi(κ)≥v
KL(η, κ).
For η, κ ∈ P(<), KL(η, κ) is jointly lower-semicontinuous function in the topology of weak
convergence (see, Posner [1975]) and a jointly lower-semicontinuous function of (η, κ, v). Let
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Dv = {κ ∈ L : cpi(κ) ≤ v}. Since Dv is a compact set for each v (Lemma B.2), it is sufficient to
show that Dv is an upper-hemicontinuous correspondence (see Berge [1997, Theorem 1, Page 115]).
Consider a sequence vn converging to v˜ in
[
−f -1(B), f -1
(
B
1−pi
)]
. Let ηn ∈ Dvn , which exist since
Dvn are non-empty sets. Since L is a tight, and hence relatively compact collection of probability
measures, and ηn ∈ L, ηn has a weakly convergent sub-sequence, say ηni converging to η ∈ L (sinceL is also closed). Furthermore,
cpi(ηni) ≤ vni .
From Lemma B.1, cpi(η) = limni cpi(ηni) ≤ v˜, which implies that η ∈ Dv˜, proving upper-
hemicontinuity of the set Dv in v (see [Sundaram, 1996, Proposition 9.8] for sequential charac-
terization of upper-hemicontinuity).
Lemma B.4. KLLinf , viewed as a function from L ×
(
−f -1 (B) , f -1
(
B
1−pi
)]
, is a jointly upper-
semicontinuous function.
Proof. Let
D =
(
−f -1(B), f -1
(
B
1− pi
)]
and Cv =
[
−f -1
(
B
pi
)
, v
]
.
We prove in Theorem 4.3 that for v ∈ D, KLLinf(η, v) = min
x0∈Cv
h∗(x0, v, η), where
h∗(x0, v, η) := max
γ∈R2(x0,v)
Eη
(
log gL(X,γ, x0, v)
)
,
and gL andR2 are defined in (18) and (20) above.
Observe that for η ∈ L and v ≥ cpi(η), KLLinf(η, v) = 0, hence jointly-continuous for
(η, v) such that v > cpi(η). We next prove the joint upper semi-continuity for v < cpi(η), and
handle the joint upper-semicontinuity at (η, cpi(η)) separately.
It can be argued that for η ∈ L and v < cpi(η),
KLLinf(η, v) = min
x0∈Cv\{v}
h∗ (x0, v, η) . (24)
To see this, v < cpi(η) implies that η 6∈ P (Supp(−∞, v]) and from Lemma C.6 and the remark
following it,
max
γ∈R2(v,v)
Eη
(
1 + γ1
(X − v)+
1− pi − γ2B + γ2 |X|
1+
)
=∞,
giving (24).
Clearly, Cv is a lower-hemicontinuous correspondence. To show that KLLinf is jointly upper-
semicontinuous, it suffices to show that h∗(x0, v, η) is jointly upper-semicontinuous (Berge [1997,
Theorem 1, Page 115]).
It follows from the definition that R2(x0, v) 6= ∅ as 0 ∈ R2(x0, v), and for x0 6= v, R2(x0, v)
is compact (Lemma C.6). Furthermore, suppose R2(x0, v) is jointly upper-hemicontinuous cor-
respondence, and for γ ∈ R2(x0, v), Eη
(
log gL(X,γ, x0, v)
)
is jointly upper-semicontinuous in
(x0, v, η,γ), then h∗(x0, v, η) is upper-semicontinuous (Berge [1997, Theorem 2, Page 116]). It then
suffices to prove the following for x0 6= v:
1. For γ ∈ R2(x0, v), h(x0, v, η,γ) = Eη
(
log gL(X,γ, x0, v)
)
is a jointly upper-
semicontinuous function.
2. For x0 ∈ Cv and v ∈ D,R2(x0, v) is an upper-hemicontinuous correspondence.
Proof of (1): Consider a sequence (xn, vn, ηn,γn) ∈ Cvn ×D × L ×R2(xn, vn) converging to
(x0, v, η,γ) ∈ Cv×D×L×R2(x0, v), where convergence is defined coordinate wise, and ηn D=⇒ η
in topology of weak convergence. It is sufficient to show that
lim sup
n→∞
h(xn, vn, ηn,γn) ≤ h(x0, v, η,γ). (25)
16
Since ηn
D
=⇒ η, by Skorokhod’s Representation Theorem (see, Billingsley [2013]), there are random
variables, Yn, Y defined on a common probability space, (Ω,F , q), such that Yn a.s.−−→ Y and Yn ∼ ηn
and Y ∼ η. Then, log (gL(Yn,γn, xn, vn)) a.s.−−→ log (gL(Y,γ, x0, v)), and
h(xn, vn, ηn,γn) = Eq
(
log gL(Yn,γn, xn, vn)
)
and h(x0, v, η,γ) = Eq
(
log gL(Y,γ, x0, v)
)
.
Let
0 ≤ Zn , c1n + c2n |Yn|+ c3n |Yn|p ,
where
c1n = γ1n (vn − xn) + γ1n |xn|
1− pi + γ2nB, c2n =
γ1n
1− pi , c3n = γ2n.
Clearly, each cin converge to ci <∞.
With these notation, log
(
gL(Yn, γn, xn, vn)
)
is bounded by log(1 + Zn), and Zn
n→∞−−−−→ Z. Thus,
there exist c0n
n→∞−−−−→ c0 < ∞ such that log(1 + Zn) ≤ c0n + |Zn|1/p and using the form of Zn
from above, there also exist constants c4n
n→∞−−−−→ c4 and c5n n→∞−−−−→ c5 such that
|Zn|1/p ≤ c4n + c5n |Yn| .
Thus, there exist constants c0n, c4n, c5n converging to c0, c4, c5 such that
log
(
gL(Yn,γn, xn, vn)
) ≤ c0n + c4n + c5n |Yn| , fL(Yn,γn, xn, vn).
Furthermore,
fL(Yn,γn, xn, vn)
a.s.−−→ fL(Y,γ, x0, v) and Eq
(
fL(Yn,γn, xn, vn)
)→ Eq (fL(Y,γ, x0, v)) ,
since ηn, η ∈ L which is a collection of uniformly integrable measures (see, Williams [1991]). Since,
fL(Yn,γn, xn, vn)− log gL(Yn,γn, xn, vn) ≥ 0, by Fatou’s Lemma,
Eq
(
lim inf
n→∞ (f
L(Yn,γn, xn, vn)− log gL(Yn,γn, xn, vn))
)
≤ Eq
(
fL (Y,γ, x0, v)
)− lim sup
n→∞
Eq
(
log gL(Yn,γn, xn, vn)
)
,
which implies
h(x0, v, η,γn) = Eq
(
lim sup
n→∞
log
(
gL(Yn,γn, xn, vn)
)) ≥ lim sup
n→∞
Eq
(
log
(
gL(Yn,γn, xn, vn)
))
= lim sup
n→∞
h(xn, vn, ηn,γn).
Proof of (2): Clearly, (0, 0) ∈ R2(x, v) for all x ∈ Cv and v ∈ D. Next, consider a sequence
(xn, vn) −→ (x0, v) ∈ Cv ×D and a sequence γn ∈ R2(xn, vn). Since (xn, vn) −→ (x0, v), there
exists a closed and bounded (compact) subset, K, of < × < containing (x0, v), such that for some
J ≥ 1, and all n ≥ J , (xn, vn) ∈ K. Since for each y ∈ <, gL(y, ·, ·, ·) is a jointly continuous
function, for n ≥ J , γn also belongs to a compact subset of <. Bolzano-Weierstrass theorem
then gives a convergent subsequence {(xni , vni),γni} in <3 with the limit {(x0, v),γ}. It is then
sufficient to show that γ ∈ R2(x0, v), which follows since
gL(y,γn, xn, vn) ≥ 0 ⇒ gL(y,γ, x0, v) ≥ 0,
proving that the correspondenceR2(·, ·) is upper-hemicontinuous (see, Sundaram [1996, Proposition
9.8]). This completes the proof for upper-semicontinuity of KLLinf(η, v) for v < cpi(η).
We now prove continuity of KLLinf(η, cpi(η)). Towards this, consider a sequence (ηn, vn) ∈ L ×D
converging to (η, cpi(η)), where the convergence is defined coordinate-wise and in the first coordinate
it is in the Lévy metric. Without loss of generality, assume that vn ≤ cpi(ηn) for all n. It is then
sufficient to argue that KLLinf(ηn, vn)
n→∞−−−−→ 0.
We demonstrate a sequence of measures κn ∈ L which are feasible to KLLinf(ηn, vn) problem, such
that KL(ηn, κn)
n→∞−−−−→ 0, whence KLLinf(ηn, vn) n→∞−−−−→ 0. Define
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wn =
Eηn (X − zn)+ − (1− pi)(vn − zn)
Eηn (X − zn)+
and κn = wnδ−f -1(B)+zn + (1− wn)ηn,
where,
zn =
{
vpi(η)− cpi(η)−vn2 , for vn ≤ cpi(η)
vpi(η), otherwise.
It is easy to check that for wn ∈ [0, 1], κn ∈ L. The above choice of zn ensures that wn ∈ [0, 1].
Furthermore,
cpi(κn) ≤ zn + 1
1− piEκn (X − zn)+ ≤ vn,
where the last inequality follows from the choice of wn, whence κn are feasible.
Since vn
n→∞−−−−→ cpi(η), ηn D=⇒ η, and ηn, η ∈ L, Eηn (X − zn)+ n→∞−−−−→ Eη (X − vpi(η))+, whence,
wn
n→∞−−−−→ 0. With this choice of κn, KLLinf(ηn, vn) is bounded from above by
log
1
1− wn
n→∞−−−−→ 0 = KLLinf(η, cpi(η)).
Lemma B.5. KLUinf , viewed as a function from L ×
[
−f -1 (B) , f -1
(
B
1−pi
))
, is a jointly upper-
semicontinuous function.
Proof. Proof for upper semi-continuity of KLUinf follows exactly as proof of the previous lemma.
However, we give it for completeness. Define
D =
[
−f -1 (B) , f -1
(
B
1− pi
))
.
Consider the dual formulation of KLUinf from Theorem 4.2. Since for v ∈ D, Sˆ(η, v) (defined in
(19)) is a compact set (see Section C.3), and for all y ∈ < gU (y, ·, ·) is a jointly continuous map,
Sˆ(·) can be verified to be an upper-hemicontinuous correspondence. Whence, it suffices to show that
h(v, η,λ) := Eη
(
log
(
gU (X,λ, v)
))
is a jointly upper-semicontinuous map, where gU is defined in
(17) above.
Consider a sequence (vn, ηn,λn) ∈ D ×L× Sˆ(vn) converging to v, η,λ ∈ D ×L× Sˆ(v). Notice
that the convergence is defined coordinate-wise, and ηn converges to η in weak topology. It suffices
to show:
lim sup
n→∞
h(vn, ηn,λn) ≤ h(v, η,λ).
By Skorokhod’s Theorem (see, Billingsley [2013]), there exist random variables Yn, Y defined
on a common probability space (Ω,F , q) such that Yn ∼ ηn, Y ∼ η and Yn a.s.−−→ Y . Hence,
log
(
gU (Yn,λn, vn)
) a.s.−−→ log (gU (Y,λ, v)) , and
h(vn, ηn,λn) = Eq
(
log
(
gU (Yn,λn, vn)
))
and h(v, η,λ) = Eq
(
log
(
gU (Y,λ, v)
))
.
As earlier, let
0 ≤ Zn = c1n + c2n |Yn|+ c3n |Yn|p ,
where
c1n = λ1n |vn|+ |λ2n(1− pi)|+ λ3nB, c2n = λ1n
1− pi , c3n = λ3n,
and Zn
n→∞−−−−→ Z and cin n→∞−−−−→ ci <∞.
With these notation, log
(
gU (Yn,λn, vn)
)
is bounded from above by log(1 + Zn), and there exist
constants c0n
n→∞−−−−→ c0 such that log(1 + Zn) ≤ c0n + (Zn)1/p. Using the form of Zn from above,
there also exist constants c4n
n→∞−−−−→ c4 and c5n n→∞−−−−→ c5 such that
(Zn)
1/p ≤ c4n + c5n |Yn| .
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Thus as earlier, there exist constants c0n, c4n, c5n converging to c0, c4, c5 such that
log
(
gU (Yn,λn, vn)
) ≤ c0n + c4n + c5n |Yn| , fU (Yn,λn, vn).
and
fU (Yn,λn, vn)
a.s.−−→ fU (Y,λ, v) and Eq
(
fU (Yn,γn, vn)
)→ Eq (fU (Y,γ, v)) ,
since ηn, η ∈ L, whence Yn, Y are uniformly integrable (see, Williams [1991]) . Since,
fU (Yn,λn, vn)− log
(
gU (Yn,λn, vn)
) ≥ 0, by Fatou’s Lemma,
Eq
(
lim inf
n→∞
(
fU (Yn,λn, vn)− log
(
gU (Yn,λn, vn)
))) ≤Eq (fU (Y,λ, v))
− lim sup
n→∞
Eq
(
log
(
gU (Yn,λn, vn)
))
,
which implies
h(v, η,λ) = Eq
(
lim sup
n→∞
log
(
gU (Yn,λn, vn)
)) ≥ lim sup
n→∞
Eq
(
log
(
gU (Yn,λn, vn)
))
= lim sup
n→∞
h(vnηn,λn).
B.2.1 Proof of continuity result of Lemma 3.2
Lower semi-continuity of both the functionals, KLLinf and KL
U
inf , follows from Lemma B.3, and
upper semi-continuity follows from Lemmas B.4 and B.5, proving that when restricted to L, KLLinf
and KLUinf are both jointly continuous functions of the arguments.
B.3 Proof of Lemma 3.3: Continuity of optimal weights
Let ν be in Aj ∩ MoL. Then for all i ∈ [K], −f -1 (B) < cpi(νi) < f -1
(
B
1−pi
)
and t∗(ν) is a
maximizer in
V (ν) = max
t∈ΣK
min
a 6=j
ga,j(ν, t),
where
ga,j(ν, t) = inf
x≤y
{
tj KL
U
inf(νj , x) + ta KL
L
inf(νa, y)
}
.
It is easy to see that the infimum is attained at a common point between the CVaR of the two
distributions , whence the above equals
ga,j(ν, t) = inf
x∈[cpi(νj),cpi(νa)]
{
tj KL
U
inf(νj , x) + ta KL
L
inf(νa, x)
}
.
It is easy to verify that the set [cpi(νj), cpi(νa)] is both upper- and lower- hemicontinuous in (ν, t),
whence continuous. Then by Berge’s Theorem and joint continuity of KLLinf and KL
U
inf in arguments,
when viewed as functions from L ×
(
−f -1 (B) , f -1
(
B
1−pi
))
(Lemma 3.2), ga,j(ν, t) is jointly
continuous in (ν, t).
Again by Berge’s Theorem, V (ν), as a function from M to <, is a continuous function of ν.
Furthermore, the set of maximizers,
{
t∗ : V (ν) = mina6=j ga,j(ν, t
∗)
}
, is an upper-hemicontinuous
correspondence.
Let t(1) and t(2) belong to t∗(ν). Then, V (µ) = min
a6=j
ga(ν, t
(1)) = min
a6=j
ga(ν, t
(2)).
Clearly,
min
a 6=j
ga(ν, λt
(1) + (1− λ)t(2)) ≥ λmin
a 6=j
ga(ν, t
(1)) + (1− λ) min
b6=j
gb(ν, t
(2)) = V (ν).
Since t(1) and t(2) are maximizers, the above holds as an equality. Thus the set t∗(ν) is convex.
19
C Dual formulations
In this section we prove Theorems 4.2 and 4.3. Recall that P(<) denotes the space of all probability
measures on <, and M+ denotes the collection of all finite, positive measures on <. Let η ∈ P(<).
Then, for pi ∈ (0, 1), cpi(η) denotes the CVaR of η at the confidence level pi. Furthermore,
cpi(η) = min
x0∈<
{
x0 +
1
1− piEη ((X − x0)+)
}
(26)
= max
v∈M+(<)
1
1− pi
∫
<
ydv(y) s.t. ∀y, 0 ≤ dv(y) ≤ dη(y) and
∫
<
dv(y) = 1− pi, (27)
For η ∈ P(<), and v ∈
(
−f -1 (B) , f -1
(
B
1−pi
))
,
KLUinf(η, v) = inf
κ∈L
cpi(κ)≥v
KL(η, κ) and KLLinf(η, v) = inf
κ∈L
cpi(κ)≤v
KL(η, κ).
Furthermore, extend the Kullback-Leibler Divergence to a function on M+(<) × M+(<), i.e.,
KL : M+(<)×M+(<)→ < defined as:
KL(κ1, κ2) ,
∫
y∈<
log
(
dκ1
dκ2
(y)
)
dκ1(y).
Note that for κ1 ∈ P(<) and κ2 ∈ P(<), KL(κ1, κ2) is the usual Kullback-Leibler Divergence
between the probability measures.
We first present the proof for the Theorem 4.2.
C.1 KLUinf problem: towards proving Theorem 4.2
Consider the following optimization problem, which is equivalent to the KLUinf problem (see, 27).
min
κ∈M+
W∈M+
KL (η, κ) subject to
1
1− pi
∫
<
xdW (x) ≥ v∫
<
dW (x) = 1− pi∫
<
f(x)dκ(x) ≤ B∫
<
dκ(x) = 1
∀x : 0 ≤ dW (x) ≤ dκ(x)
(28)
Introducing the dual variables (λ1 ≥ 0, λ2 ∈ <, λ3 ≥ 0, λ4 ∈ <,∀x λ5(x) ≥ 0). Then, the
Lagrangian, denoted as L(κ,W,λ), equals∫
<
log
(
dη
dκ
(y)
)
dη(y) + λ1
(
v − 1
1− pi
∫
<
xdW (x)
)
+ λ2
(∫
<
dW (x)− 1 + pi
)
− λ3B + λ3
∫
<
f(x)dκ(x) + λ4
(∫
<
dκ(x)− 1
)
+
∫
<
λ5(x) (dW (x)− dκ(x)) .
Then the Lagrangian dual problem is
max
λ1≥0,λ2∈<
λ3≥0,λ4∈<
∀x:λ5(x)≥0
inf
κ∈M+
W∈M+
L(κ,W,λ). (29)
Let
S = (λ1 ≥ 0, λ2 ∈ <, λ3 ≥ 0, λ4 ∈ <,∀x : λ5(x) ≥ 0) ,
and
S1 = S ∩ {λ : ∀x ∈ <, λ4 + λ3f(x)− λ3B − λ5(x) ≥ 0} .
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Lemma C.1. The Lagrangian dual problem (29) satisfies
max
λ1≥0,λ2∈<
λ3≥0,λ4∈<
∀x:λ5(x)≥0
inf
κ∈M+
W∈M+
L(κ,W,λ) = max
λ∈S1
inf
κ∈M+
W∈M+
L(κ,W,λ).
Proof. Consider λ ∈ S and λ 6∈ S1. Then, there exists y0 ∈ < such that
λ4 + λ3f(y0)− λ3B − λ5(y0) < 0.
Consider the measure κM ∈M+ such that κM (y0) = M and
dη
dκM
(y) = 1, for y ∈ {Supp(η) \ y0} .
Then, L(κM ,W,λ) equals∫
<
log
(
dη
dκM
(y)
)
dη(y) +
∫
<
(λ4 + λ3f(y)− λ3B − λ5(x))dκM (x) (30)
+ λ1
(
v − 1
1− pi
∫
<
xdW (x)
)
+ λ2
(∫
<
dW (x)− 1 + pi
)
− λ4 +
∫
<
λ5(x)dW (x).
Clearly, the first two terms in the expression above decrease to −∞ as M increases to∞. Thus, for
λ ∈ S and λ 6∈ S1, the infimum in the inner optimization problem in (29) is −∞, and we get the
desired equality.
Let Z(λ) = {y ∈ < : λ4 + λ3f(y)− λ5(y) = 0} .
Lemma C.2. For λ ∈ S1, κ∗ that minimizes L(κ,W,λ) satisfies
Supp(κ∗) ⊂ Supp(η) ∪ Z(λ).
Furthermore, for y ∈ Supp (η), λ4 + λ3f(y)− λ3B − λ5(y) > 0, and
dκ∗
dη
(y) =
1
λ4 + λ3f(y)− λ3B − λ5(y) . (31)
Proof. Clearly, for λ ∈ S1, L(κ,W,λ) is a strictly convex function of κ being minimized over a
convex setM+. Thus, if there is a minimizer of L(κ,W,λ) overM+, it is unique. It is then sufficient
to show that κ∗ satisfying the conditions of the Lemma minimizes L(κ,W,λ). Let κ1 6= κ∗ and
κ1 ∈M+. For t ∈ [0, 1], define κ2,t = (1− t)κ∗+ tκ1. Then κ2,t ∈M+ and it suffices to show that
∂L(κ2,t,W,λ)
∂t
∣∣∣∣
t=0
≥ 0.
To see this, substituting for κ2,t in (30), L(κ2,t,W,λ) equals∫
Supp(η)
log
(
dη
dκ2,t
(y)
)
dη(y) +
∫
<
(λ4 + λ3f(y)− λ5(x))dκ2,t(x)
+ λ1
(
v − 1
1− pi
∫
<
xdW (x)
)
− λ3B + λ2
(∫
<
dW (x)− 1 + pi
)
− λ4 +
∫
<
λ5(x)dW (x).
Differentiating with respect to t and evaluating at t = 0, the derivative ∂L(κ2,t,W,λ)∂t
∣∣∣∣
t=0
equals∫
Supp(η)
dη
dκ∗
(y) (dκ∗ − dκ1) (y) +
∫
<
(λ4 + λ3f(y)− λ3B − λ5(y)) (dκ1 − dκ∗) (y).
Now, using the form of κ∗ from (31), the above expression simplifies to∫
<\Supp(η)
(λ4 +λ3f(y)−λ3B−λ5(y))dκ1(y)−
∫
<\Supp(η)
(λ4 +λ3f(y)−λ3B−λ5(y))dκ∗ ≥ 0,
where the inequality above follows since the integrand is 0 in the second term, while it is non-negative
in the first term.
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C.1.1 Proof of Theorem 4.2
We first show that the dual problem in (29) simplifies to the alternative expression for KLUinf(η, v) in
the Theorem. Then we argue that both the KLUinf primal problem in (28) and the dual problems are
feasible, and that strong duality holds.
Using the expression for the optimizer for optimal κ∗ from Lemma C.2 in the dual in Lemma C.1,
the dual in (29) equals
max
λ∈S1
inf
W∈M+
∫
<
log (λ4 + λ3f(y)− λ3B − λ5(y)) dη(y)
+
∫
<
dW (x)
(
− λ1x
1− pi + λ2 + λ5(x)
)
+ 1 + λ1v − λ2(1− pi)− λ4.
Since W ∈M+, and if λ are such that the integrand in the second term above is negative, then the
value of the expression above will be −∞. Thus, it suffices to restrict λ so that this does not happen.
Let
S2 = S1 ∩
{
λ : ∀x,− λ1x
1− pi + λ2 + λ5(x) ≥ 0
}
.
Then the dual problem simplifies to
max
λ∈S2
∫
<
log (λ4 + λ3f(y)− λ3B − λ5(y)) dη(y) + 1 + λ1v − λ2(1− pi)− λ4.
Optimizing over the common scaling of the dual variables, we get
max
λ∈S2
∫
<
log
(
λ4 + λ3f(y)− λ3B − λ5(y)
−λ1v + λ2(1− pi) + λ4
)
dη(y).
Observe that−λ1v+λ2(1−pi)+λ4 ≥ 0, for the dual optimal variables. Thus, it is sufficient to restrict
the variables to satisfy this constraint. This follows from the complementary slackness condition and
the restrictions in the set S2. We later show that strong duality holds. Since the problem is a convex
optimization problem, dual optimal variables satisfy the complementary slackness conditions.
Setting λ˜4 = −λ1v + λ2(1− pi) + λ4, and substituting in the above expression, we get
max
λ∈S3(v)
∫
<
log (1 + λ1v − λ2(1− pi) + λ3f(y)− λ3B − λ5(y)) dη(y),
where S3(v) is S2 with the above modifications, and is given by intersection of the set S with the set{
λ : ∀y, 1 + λ1v − λ2(1− pi) + λ3f(y)− λ3B − λ5(y) ≥ 0, & ∀x λ5(x) ≥
(
λ1x
1− pi − λ2
)
+
}
.
Further, optimizing over λ5(x), the dual representation simplifies to
max
λ∈Sˆ(v)
Eη
(
log
(
1 + λ1v − λ2(1− pi) + λ3f(X)− λ3B −
(
λ1X
1− pi − λ2
)
+
))
. (32)
Thus, it suffices to show that both the primal problem in (28) and the dual in (29) are feasible, and
strong duality holds.
Consider λ1 = (0, 0, 0, 1, 0). To show that dual is feasible, it suffices to show
min
κ∈M+,W∈M+
L(κ,W,λ1) = min
κ∈M+,W∈M+
KL(η, κ)− 1 +
∫
<
dκ(y) > −∞.
Let κ˜ be the minimizer of the above expression. Then, Supp(κ˜) = Supp(η), as otherwise if there
is a point y in Supp(η) \ Supp(κ˜), then the above expression is ∞, and if there is a point in
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Supp(κ˜) \ Supp(η), then the value of the above expression can be improved by removing that mass.
Furthermore, from 31,
dκ˜
dη
(y) = 1.
We next argue the feasibility of primal problem, and show that strong duality holds. For v ≤ 0, define
κ1 := δ1 , where 1 > v and f(1) < B. Similarly, for v > 0, define κ2 := qδf -1( B1−pi ) + (1− q)δ0,
where q < 1− pi is chosen to satisfy cpi(κ2) > v and Eκ2 (f (X)) < B.
Clearly, κ1 and κ2 defined above, lie in the interior of the feasible region of the primal problem.
Hence, strong duality holds if the primal is feasible. To see feasibility, define
κ˜1 := p1η + (1− p1)κ1 and κ˜2 := p2η + (1− p2)κ2,
where p1 and p2 are chosen to satisfy
cpi(κ˜1) > v, Eκ˜1 (f (X)) < B and cpi(κ˜2) > v, Eκ˜2 (f (X)) < B.
It is easy to see the existence of p1, p2, 1, and q satisfying the above requirement.
C.2 KLLinf problem
For η ∈ P(<), and v ∈ <, using (26), KLLinf optimization problem is equivalent to the following
optimization problem (we refer to the inner optimization problem in the following as O1).
inf
−f -1(Bpi )≤x0≤v
min
κ∈M+(<)
KL (η, κ) subject to x0 +
1
1− pi
∫
<
(y − x0)+dκ(y) ≤ v∫
<
f (y) dκ(y) ≤ B∫
<
dκ(y) = 1.
(33)
We first characterize the solution to the inner optimization problem for a fixed x0, O1. The proof is
similar to that for the duality result in [Agrawal et al., 2020].
Let γ = (γ1, γ2, γ3). For κ ∈M+(<), the Lagrangian, denoted by L(κ,γ, x0), for the Problem O1
is given by,
KL(η, κ) + γ1
(
x0 +
1
1− pi
∫
<
(y − x0)+dκ(y)− v
)
+ γ2
(∫
<
f (x) dκ(x)−B
)
+ γ3
(∫
<
dκ(x)− 1
)
. (34)
Define
L(γ, x0) := inf
κ∈M+(<)
L(κ,γ, x0). (35)
The Lagrangian dual problem corresponding to the Problem (O1) is given by
max
γ1≥0,γ2≥0,γ3∈<
(
inf
κ∈M+(<)
L(κ,γ, x0)
)
. (36)
Let Supp(κ) denote the support of measure κ,
h(y,γ, x0) ,
γ1
1− pi (y − x0)+ + γ3 + γ2f (y) , Z(γ) = {y ∈ < : h(y,γ, x0) = 0} ,
and
R3(x0) =
{
γ ∈ <3 : γ1 ≥ 0, γ2 ≥ 0, γ3 ∈ <, inf
y∈<
h(y,γ, x0) ≥ 0
}
.
Observe that for γ ∈ R3(x0), there is a unique element in Z(γ).
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Lemma C.3. The Lagrangian dual problem (36) is simplified as below.
max
γ3∈<,γ1≥0,γ2≥0
(
inf
κ∈M+(<)
L(κ,γ, x0)
)
= max
γ∈R3(x0)
(
inf
κ∈M+(<)
L(κ,γ, x0)
)
.
Proof. For γ ∈ <3 \ R3(x0), there exists y0 ∈ < such that h(y0,γ, x0) < 0 and it suffices to show
that L(γ, x0) = −∞, where L(γ, x0) is defined in (35).
Observe that for every M > 0, there exists a measure κM ∈M+(<) satisfying κM (y0) = M and
for y ∈ Supp(η) \ {y0},
dη
dκM
(y) = 1.
Then, (34) can be re-written as:
L(κM ,γ, x0) =
∫
y∈<
log
(
dη
dκM
(y)
)
dη(y)
︸ ︷︷ ︸
,A1
+
∫
y∈<
h(y,γ, x0)dκM (y)
︸ ︷︷ ︸
,A2
+γ1(x0 − v)− γ3 − γ2B.
From above, it can be easily seen that L(κM ,λ)
M→∞−−−−→ −∞, since A1 + A2 → −∞. Thus, for
γ ∈ <3 \ R3(x0), L(γ, x0) = −∞ and we get the desired result.
Lemma C.4. For γ ∈ R3(x0), κ∗ ∈M+(<) that minimizes L(κ,γ, x0), satisfies
Supp(κ∗) ⊂ {Supp(η) ∪ Z(γ)} . (37)
Furthermore, for y ∈ Supp(η), h(y,γ, x0) > 0, and
dκ∗
dη
(y) =
1
γ1
1−pi (y − x0)+ + γ3 + γ2f (y)
. (38)
Proof. For γ ∈ R3(x0), L(κ,γ, x0) is a strictly convex function of κ being minimized over a convex
set. Hence, if the minimizer of L(κ,γ, x0) exists, it is unique. It then suffices to show that κ∗
satisfying (37) and (38) minimizes L(κ,γ, x0).
Let κ1 be any measure in M+(<) that is different from κ∗. Since M+(<) is a convex set, for
t ∈ [0, 1], κ2,t , (1− t)κ∗ + tκ1 belongs to M+(<). Since L(κ,γ, x0) is convex in κ, to show that
κ∗ minimizes L(κ,γ, x0), it suffices to show
∂L (κ2,t,γ)
∂t
∣∣∣∣
t=0
≥ 0.
Substituting for κ2,t in (34),
L (κ2,t,γ) =
∫
y∈Supp(η)
log
(
dη
dκ2,t
(y)
)
dη(y) + (γ1(x0 − v)− γ3 − γ2B) +
∫
<
h(y,γ, x0)dκ2,t(y).
Evaluating the derivative with respect to t at t = 0,
∂L (κ2,t,γ)
∂t
∣∣∣∣
t=0
=
∫
y∈Supp(η)
dη
dκ∗
(y)(dκ∗ − dκ1)(y) +
∫
<
h(y,γ, x0)(dκ1 − dκ∗)(y).
For y ∈ Supp(η), ∂η/∂κ∗ = h(y,γ, x0). Substituting this in the above expression, we get:
∂L (κ2,t,γ)
∂t
∣∣∣∣
t=0
=
∫
y∈Supp(η)
h(y,γ, x0)(dκ
∗ − dκ1)(y)−
∫
<
h(y,γ, x0)(dκ
∗ − dκ1)(y)
=
∫
y∈{<\Supp(η)}
h(y,γ, x0)dκ1(y) −
∫
y∈{<\Supp(η)}
h(y,γ, x0)dκ
∗(y)
≥ 0,
where, for the last inequality, we have used the fact that for y ∈ {Supp(κ∗) \ Supp(η)},
h(y,γ, x0) = 0 and h(y,γ, x0) ≥ 0, otherwise.
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C.2.1 Proof of Theorem 4.3
To prove the alternative expression for KLLinf given by this theorem, we first show that both the
primal and dual problems (O1 and O2, respectively) are feasible and that strong duality holds for
the Problem O1. We then show that the alternative formulation for KLLinf is its simplified dual
formulation.
Let δy denote a unit mass at point y. For x0 > 0, define κ1 = (1 − pi)δx0−0 + piδ0, where 0
is chosen to satisfy f (x0 − 0) (1 − pi) < B. Similarly, for the other case (x0 ≤ 0), for x0 6=
v and x0 > −f -1
(
B
pi
)
, define κ2 := piδx0−1 + (1− pi)δx0+2 , where 1 and 2 are chosen to satisfy
x0 + 2 < v and pif |x0 − 1|+ (1− pi)f (x0 + 2) < B.
Also, for x0 = −f -1
(
B
pi
)
, for v > 0, define κ3 = (1−pi)δ0 +piδ(−f -1(Bpi )+3), where 3 is chosen to
satisfy 0 < 3 < 1−pipi v. Similarly, for x0 = −f -1
(
B
pi
)
and v < 0, define κ4 = (pi − 4)δ−f -1(Bpi ) +
(1− pi + 4)δv−5 , where 4 > 0 and 5 > 0 are chosen to satisfy
4
1− pi + 4
(
f -1
(
B
pi
)
+ v
)
< 5 < f
-1
(
B
1− pi + 4
)
+ v.
Define
κ0 := κ11(x0 > 0) + κ21(x0 ≤ 0)1
(
−f -1
(
B
pi
)
< x0 < v
)
+ δv1 (x0 = v)1 (x0 ≤ 0)
+ 1
(
x0 = −f -1
(
B
pi
))
(κ31 (v > 0) + κ41 (v ≤ 0)) .
Clearly, κ0 defined above satisfies all the inequality constraints in the primal problem strictly, whence,
lies in the interior of the feasible region.
Recall that cpi(η) is a concave function of η (see (26)). It is then easy to check that there exists
0 < p < 1 such that κ′ := pη + (1− p)κ0 is feasible for the primal problem, and KL(η, κ′) <∞.
Hence, primal problem O1 is feasible.
Next, we claim that γ1 = (0, 0, 1) is a dual feasible solution. To this end, it is sufficient to show that
min
κ∈M+(<)
L(κ, (0, 0, 1), x0) > −∞.
Observe that for κ ∈M+(<), KL(η, κ) defined to extend the usual definition of Kullback-Leibler
Divergence to include all measures in M+(<), can be negative with arbitrarily large magnitude.
From (34),
L(κ,γ1, x0) = KL(η, κ)− 1 +
∫
<
dκ(y).
Let κ˜ denote the minimizer of L(κ,γ1, x0). Then, as earlier, Supp(κ˜) = Supp(η). Furthermore,
from Lemma C.4, for y in Supp(η), the optimal measure κ˜ must satisfy
dκ˜
dη
(y) = 1.
Thus, κ˜ = η and minκ∈M+(<) L(κ,γ
1, x0) = 0. This proves the feasibility of the dual problem O2.
Since both primal and dual problems are feasible, both have optimal solutions. Furthermore, κ0
defined earlier satisfies all the inequality constraints of (O1) strictly, hence lies in the interior of the
feasible region (Slater’s conditions are satisfied). Thus strong duality holds for the problem (O1) and
there exists optimal dual variable γ∗ = (γ∗1 , γ
∗
2 , γ
∗
3) that attains maximum in the problem O2 (see
Luenberger [1969, Theorem 1, Page 224]).
Also, since the primal problem (for fixed x0) is minimization of a strictly-convex function (which is
non-negative on the feasible set) with an optimal solution over a closed and convex set, it attains its
infimum within the set. Strong duality implies
KLinf(η, v) = min
−f -1(Bpi )≤x0≤v
max
γ∈R3(x0)
inf
κ∈M+(<)
L(κ,λ, x0).
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Let κ∗ and γ∗ denote the optimal primal and dual variables. Since strong duality holds, and the
problem (O1) is a convex optimization problem, KKT conditions are necessary and sufficient
for κ∗ and γ∗ to be optimal variables (see Boyd and Vandenberghe [2004, page 224]). Hence
κ∗, γ∗3 ∈ <, γ∗1 ≥ 0, and γ∗2 ≥ 0 must satisfy the following conditions (KKT):
κ∗ ∈M+(<),
∫
<
dκ∗(y) = 1, x0 +
1
1− pi
∞∫
x0
(y − x0)dκ∗(y) ≤ v,
∫
<
f (y) dκ∗(y) ≤ B, (39)
∞∫
x0
γ∗1
y − x0
1− pi dκ
∗(y) = γ∗1 (v − x0),
∫
<
γ∗3dκ
∗(y) = γ∗3 ,
∫
<
γ∗2f (y) dκ
∗(y) = γ∗2B. (40)
and
(γ∗1 , γ
∗
2 , γ
∗
3 ) ∈ R3(x0). (41)
Furthermore, κ∗ minimizes L(κ,γ∗, x0). From conditions (40), and Lemma C.4,
L(κ∗,γ∗) = Eη (h(X,γ∗, x0)) ,
where X is the random variable distributed as η.
Adding the equations in (40), and using the form of κ∗ from Lemma C.4, we get
γ∗3 = 1− γ∗1 (v − x0)− γ∗2B.
For γ˜ = (γ˜1, γ˜2) let,
gL(X, γ˜, v, x0) := 1− γ˜1
(
v − x0 − (X − x0)+
1− pi
)
− γ˜2(B − f (X)).
and
R2(x0, v) :=
{
γ1 ≥ 0, γ2 ≥ 0 : ∀y ∈ <, gL(y, (γ1, γ2), x0, v) ≥ 0
}
.
With this condition on γ∗3 , the regionR3(x0, v) reduces to the regionR2(x0). Since we know that
the optimal γ∗ inR3(x0) with the corresponding minimizer, κ∗, satisfies the conditions in (40) and
that γ∗3 has the specific form given above, the dual optimal value remains unaffected by adding these
conditions as constraints in the dual optimization problem. With these conditions, the dual reduces to
max
(γ1,γ2)∈R2(x0,v)
Eη
(
log
(
gL(X,γ, x0, v)
))
,
and by strong duality, this is also the value of KLinf(η, x).
C.3 Compactness of the dual regions
In this section we show that for valid values of v and x0, the regions Sˆ(v) andR2(x0, v) are closed
and bounded, i.e., compact.
Recall that for v ∈ Do =
(
−f -1 (B) , f -1
(
B
1−pi
))
, x0 ∈
[
−f -1 (Bpi ) , f -1 ( B1−pi)], λ ∈ <3 and
γ ∈ <2,
gU (X,λ, v) = 1 + λ1v − λ2(1− pi) + λ3 (f(X)−B)−
(
λ1X
1− pi − λ2
)
+
,
gL(X,γ, v, x0) = 1− γ1
(
v − x0 − (X − x0)+
1− pi
)
− γ2(B − f (X)),
Sˆ(v) =
{
λ1 ≥ 0, λ2 ∈ <, λ3 ≥ 0 : ∀x ∈ <, gU (x,λ, v) ≥ 0
}
, (42)
and
R2(x0, v) =
{
γ1 ≥ 0, γ2 ≥ 0 : ∀y ∈ <, gL(y, (γ1, γ2), x0, v) ≥ 0
}
, (43)
where f(y) = |y|1+ for some  > 0.
26
Lemma C.5. For v ∈
[
−f -1(B), f -1
(
B
1−pi
))
, Sˆ(v) is compact.
Proof. For λ ∈ Sˆ(v),
min
y
1 + λ1v − λ2(1− pi) + λ3 (f (y)−B)−
(
λ1y
1− pi − λ2
)
≥ 0,
and
min
y
1 + λ1v − λ2(1− pi) + λ3 (f (y)−B) ≥ 0.
The l.h.s. in the first inequality above is a convex function which is minimized at y1 for which the
derivative of the l.h.s. is 0, while the l.h.s. of the second inequality above is minimized at y2 = 0.
Substituting for y1 and y2 in the above inequalities,
1 + λ1v − λ3B
1− pi ≥ λ2 ≥
λ
1+1/
1
λ
1/
3

(1 + )1+1/
1
(1− pi)1+1/
1
pi
− 1 + λ1v − λ3B
pi
. (44)
Eliminating λ2 and simplifying,
λ
1+1/
1 
(1 + )1+1/
1
(1− pi)1/
− λ 13 − λ1λ
1

3 v + λ
1+1/
3 B ≤ 0. (45)
L.h.s. above is a convex function of λ1 which is minimized at
λ∗1 = λ3v
(1− pi)(1 + ).
In particular, (45) holds for λ∗1. On substituting λ
∗
1 in (45), we get
λ3 ≤ 1
B − v1+(1− pi) .
Again, observe that l.h.s. in (45) is a convex function of λ3 which is minimized at
λ∗3 =
1 + λ1v
B(1 + )
.
Substituting λ∗3 in (45), we get
λ1 ≤
((
B
(1− pi)
)1+ 1
− v
)-1
.
These bounds on λ1 and λ3, together with the fact that λ1 ≥ 0 and λ3 ≥ 0, and bounding λ2 using
(44), we get that the region specified by Sˆ(v) is compact.
Lemma C.6. For v ∈
(
−f -1(B), f -1
(
B
1−pi
)]
and x0 ∈
[−f -1 (Bpi ) , v ),R2(x0, v) is compact.
Proof. For γ ∈ R2(v, x0),
min
y
1− γ1 (v − x0) + γ1 (y − x0)+
1− pi − γ2(B − f |y|) ≥ 0. (46)
We first look into the case when x0 6= v, i.e., x0 < v. In this case, for x0 ≥ 0, l.h.s. is minimized at
y = 0, substituting which gives
1− γ1(v − x0)− γ2B ≥ 0,
which implies
γ1 ≤ 1
v − x0 and γ2 ≤
1
B
.
For x0 < 0, l.h.s. in (46) is minimized at a y∗ ∈ [x0, 0]. Differentiating l.h.s. with respect to y, we
get that the minimizer
y∗ = (−1)
(
γ1
γ2
)1/
1
(1− pi)1/(1 + )1/ .
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Substituting for y∗ in (46) and simplifying,

(1 + )1+1/
γ
1+1/
1
(1− pi)1+1/ + γ
1+ 1
2 B + γ1γ
1

2
(
v +
pix0
1− pi
)
− γ 12 ≤ 0. (47)
L.h.s. in the above inequality is a convex function of γ1. Differentiating with respect to γ1 and setting
derivative to 0, together with the fact that γ1 ≥ 0, we get that the minimizer
γ∗1 = max {0, γ2(1 + )(1− pi) (−pix0 − (1− pi)v)} .
Substituting γ∗1 = 0 in (47), we get that
γ2 ≤ 1
B
,
and substituting γ∗1 = γ2(1 + )(1− pi) (−pix0 − (1− pi)v) in (47) and simplifying,
γ2 ≤ 1
B − (−pix0 − (1− pi)v)1+
.
Furthermore, since y∗ ≥ x0, we have that
γ1 ≤ (−x0)γ2(1− pi)(1 + ),
and hence, γ1 is also bounded. Thus, for the case when x0 < v, we have that the region specified by
R2(x0, v) is a compact set.
Next, let us look at the case when x0 = v. In this case (46) simplifies to
min
y
1 + γ1
(y − x0)+
1− pi − γ2B + γ2 |y|
1+ ≥ 0.
When x0 ≥ 0, y = 0 is the minimizer for l.h.s. above. Substituting this, we get
γ2 ≤ 1
B
.
Remark: When x0 = v ≥ 0, γ1 is unbounded. However, if the given probability measure, η, is such
that η(v,∞) = 0, then γ1 doesn’t appear in the objective function. Thus, it is sufficient to restrict
R2(x0(= v), v) to the γ2 axis. Hence, the modified region is again compact in this special case.
For the other case, i.e., when x0 = v < 0, l.h.s. in minimized at y∗ ∈ [x0, 0], which is given by
y∗ = (−1)
(
γ1
γ2
)1/
1
(1− pi)1/(1 + )1/ .
Substituting and simplifying as above, (or substituting y = x0), we get that
γ2 ≤ 1
B − |x0|1+
.
Observe that the denominator is positive for x0 = v. Since y∗ ≥ x0, we get that
γ1 ≤ (−x0)γ2(1− pi)(1 + ) ≤ (−x0)
(1− pi)(1 + )
B − |x0|1+
.
Hence, the regionR2(x0, v) is compact in this case too.
C.4 Discussion on possibility of uniform priors on the dual feasible regions
Consider an arm distribution µi for i ∈ {1, . . . ,K}. Since Sˆ(cpi(µi)) is compact (see C.5), uniform
measure on the set is well defined. For the regionR2(xpi(µi), cpi(µi)), whenever xpi(µi) 6= cpi(µi),
the regionR2(xpi(µi), cpi(µi)) is compact, and uniform prior on this set is well defined. When µi is
such that xpi(µi) = cpi(µi)(=v, say), then Supp(µi) ⊂ (−∞, v]. In this caseR2(v, v) is unbounded
along the γ1 axis. However, from the Remark in Section C.3, it is sufficient to restrict the region along
γ2 axis, and this restricted region is then compact. We put uniform prior on this modified region.
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C.5 The joint-dual problem
Recall that L is the class of all probability measures on <, say η, with moment bound, i.e.
Eη (f(X)) ≤ B, where f(x) = |x|p for some p > 1.
In this sub-section, we look at the joint optimization problem, which appears in the lower bound as a
weighted sum of KLLinf and KL
U
inf for two arms. Specifically, for η1, η2 ∈ P(<), and non-negative
weights α1, α2, we denote the inner optimization problem in (8) by
Z = infx≤y
{
α1 KL
U
inf(η1, y) + α2 KL
L
inf(η2, x)
}
,
which is equivalent to the following problem:
minimise α1 KL (η1, κ1) + α2 KL (η2, κ2)
subject to κ1, κ2 ∈ L
CVaRpi(κ2) ≤ CVaRpi(κ1)
Using the maximization form of CVaR for κ1 and the minimization form for κ2 from (27) and (26),
the above problem is equivalent to
minimise α1 KL (η1, κ1) + α2 KL (η2, κ2)
subject to κ1, κ2 ∈ L, z ∈ R,W ∈M+(<)
z +
1
1− piEκ2 ((X − z)+) ≤
1
1− pi
∫
x∈<
xdW (x)
∀x : 0 ≤ dW (x) ≤ dκ1(x)∫
x∈<
dW (x) = 1− pi.
Introducing the dual variables (ρ1 ≥ 0, ρ2 ∈ <, λ1 ∈ <, λ2 ≥ 0, γ1 ∈ <, γ2 ≥ 0,∀x λ3(x) ≥
0). Then, single out the minimisation over z, the Lagrangian in terms of κ1, κ2,W , denoted as
L(κ1, κ2,W,λ,γ,ρ), equals
α1
∫
<
log
(
dη1
dκ1
(y)
)
dη1(y) + α2
∫
<
log
(
dη2
dκ2
(y)
)
dη2(y) + λ1
(∫
<
dκ1(x)− 1
)
+ λ2
(∫
<
f(x)dκ1(x)−B
)
+ γ1
(∫
<
dκ2(x)− 1
)
+ γ2
(∫
<
f(x)dκ2(x)−B
)
+ ρ1
(
z +
1
1− pi
∫
(x− z)+dκ2(x)− 1
1− pi
∫
<
xdW (x)
)
+
∫
λ3(x) (dW (x)− dκ1(x)) + ρ2
(∫
<
dW (x)− (1− pi)
)
.
Then the Lagrangian dual problem is
min
z∈R
max
ρ1≥0,ρ2∈<,
λ1∈<,λ2≥0,λ3(x)≥0,
γ1∈<,γ2≥0.
min
κ1∈M+
κ2∈M+
W∈M+
L(κ1, κ2,W,λ,γ,ρ). (48)
Let
S = {ρ1 ≥ 0, ρ2 ∈ <, λ1 ∈ <, λ2 ≥ 0, γ1 ∈ <, γ2 ≥ 0,∀x λ3(x) ≥ 0} ,
and let S1 be the set obtained by intersection of S and{
(λ,γ,ρ) : min
x∈<
λ1 + λ2f(x)− λ2B − λ3(x) ≥ 0, min
x∈<
γ1 + γ2f(x)− γ2B + ρ1 (x− z)+
1− pi ≥ 0
}
.
Lemma C.7. The Lagrangian dual problem (48) satisfies
min
z∈R
max
ρ1≥0,ρ2∈<,
λ1∈<,λ2≥0,
λ3(x)≥0,
γ1∈<,γ2≥0.
min
κ1∈M+
κ2∈M+
W∈M+
L(κ1, κ2,W,λ,γ,ρ) = min
z∈<
max
(λ,γ,ρ)∈S1
inf
κ1∈M+
κ2∈M+
W∈M+
L(κ1, κ2,W,λ,γ,ρ).
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Proof. Consider (λ,γ,ρ) ∈ S and λ 6∈ S1. Then, there exist y1 ∈ < such that
λ1 + λ2f(y1)− λ2B − λ3(y1) < 0.
Set κ2 = η2 and define κ1M ∈M+ such that κ1M (y1) = M and
dη1
dκ1M
(y) = 1, for y ∈ {Supp(η1) \ y1} .
Then, L(κ1M , κ2,W,λ,γ,ρ) equals
α1
∫
<
log
(
dη1
dκ1M
)
(y)dη1(y) +
∫
<
(λ1 + λ2f (x)− λ2B − λ3(x)) dκ1M (x)
+
∫
<
(
γ1 + γ2f (x)− γ2B + ρ
1− pi (x− z)+
)
dκ2(x)
+
∫
<
(
− ρ1x
1− pi + λ3(x) + ρ2
)
dW (x)− λ1 − γ1 + ρ1z − ρ2(1− pi).
Clearly, the first two terms in the expression above decrease to −∞ as M increases to∞. The other
cases, specifically (γ, ρ) 6∈ S1 and (λ, γ, ρ) 6∈ S1 can be handled similarly.
Thus, the infimum in the inner optimization problem in (48) is −∞, and we get the desired equality.
Using arguments similar to those in Lemma C.2 and Lemma C.4, it can be shown that the optimal κ∗1
and κ∗2, that solve the inner minimization problem in (48) have the following form:
dκ∗1
dη1
(y) =
α1
λ1 + λ2 (f (y)−B)− λ3(y) for y ∈ Supp(η1), (49)
dκ∗2
dη2
(y) =
α2
γ1 + γ2 (f (y)−B) + ρ1 (y−z)+1−pi
for y ∈ Supp(η2). (50)
Furthermore, for y ∈ Supp(κ∗1) \ Supp(η1), λ1 + λ2 (f (y)−B) − λ3(y) = 0 and for y ∈
Supp(κ∗2) \ Supp(η2), γ1 + γ2 (f (y)−B) + ρ1 (y−z)+1−pi = 0.
C.5.1 Proof of Theorem 3.4
We first show that the dual problem in (48) simplifies to the alternative expression given in the
Theorem. Then we argue that both the primal and the dual problems are feasible, and that strong
duality holds.
Using the expressions for the optimizers κ∗1 and κ
∗
2 from above in the dual in Lemma C.7, the dual in
(48) equals
min
z∈<
max
(λ,γ,ρ)∈S1
inf
W∈M+
α1Eη1 (log (λ1 + λ2 (f (Y )−B)− λ3(Y )))− α1 logα1 − α2 logα2 − λ1
+ α2Eη2
(
log
(
γ1 + γ2 (f (Y )−B) + ρ1 (Y − z)+
1− pi
))
+ α1 + α2
+
∫
<
dW (x)
(
− ρ1x
1− pi + ρ2 + λ3(x)
)
− ρ2(1− pi) + ρ1z − γ1.
Since W ∈M+, and if (λ, γ, ρ) are such that the integrand in the integral above is negative, then
the value of the expression above will be −∞. Thus, it suffices to restrict (λ, γ, ρ) so that this does
not happen. Let
S2 = S1 ∩
{
(λ, γ, ρ) : ∀x, λ3(x) ≥
(
ρ1x− ρ2(1− pi)
1− pi
)
+
}
.
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Then the dual problem simplifies to
min
z∈<
max
(λ,γ,ρ)∈S2
α1Eη1 (log (λ1 + λ2 (f (Y )−B)− λ3(Y )))− α1 logα1 − α2 logα2 − γ1
+ α2Eη2
(
log
(
γ1 + γ2 (f (Y )−B) + ρ1 (Y − z)+
1− pi
))
+ α1 + α2 + ρ1z − λ1 − ρ2(1− pi).
Let (λ, γ, ρ) = (λ1, λ2, γ1, γ2, ρ1, ρ2) and
S3 = S ∩
{
(λ, γ, ρ) : min
y
λ1 + λ2 (f (y)−B) ≥
(
ρ1y − ρ2
1− pi
)
+
}
,
and
S4 = S3 ∩
{
(λ, γ, ρ) ∈ S : min
y
γ1 + γ2 (f (y)−B) + ρ1 (y − z)+
1− pi ≥ 0
}
.
Optimizing over the choice of λ3(x), and renaming ρ2(1− pi) to ρ1, we get
min
z∈<
max
(λ,γ,ρ)∈S4
α1Eη1
(
log
(
λ1 + λ2 (f (Y )−B)−
(
ρ1Y − ρ2
1− pi
)
+
))
+ α1 + α2 − λ1 − γ1
+ α2Eη2
(
log
(
γ1 + γ2 (f (Y )−B) + ρ1 (Y − z)+
1− pi
))
− α1 logα1 − α2 logα2 − ρ2 + ρ1z.
(51)
Optimizing over the common scaling of the dual variables, the inner problem in (51) above can be
re-written as
max
(λ,γ,ρ)∈S4
α1Eη1
log λ1 + λ2 (f (Y )−B)−
(
ρ1Y−ρ2
1−pi
)
+
λ1 + ρ2 − ρ1z + γ1
+ (α1 + α2) log (α1 + α2)
+ α2Eη2
(
log
γ1 + γ2 (f (Y )−B) + ρ1 (Y−z)+1−pi
λ1 + ρ2 − ρ1z + γ1
)
− α1 logα1 − α2 logα2.
Observe that as earlier, λ1 +ρ2−ρ1z+γ1 ≥ 0. This follows from the conditions on the dual variables
in S4 and complementary slackness conditions, which hold as the problem is convex optimization
and satisfies strong duality (proved later).
Setting γ˜1 = λ1 + ρ2 − ρ1z + γ1, and λ1 + ρ2 = λ˜1 and substituting in the above expression and
renaming the variables, we get
max
(λ,γ,ρ)∈S5
α1Eη1
(
log
(
λ1 + λ2 (f (Y )−B)− ρ2 −
(
ρ1Y − ρ2
1− pi
)
+
))
− α1 logα1 − α2 logα2
+ α2Eη2
(
log
(
1− λ1 + γ2 (f (Y )−B) + ρ1z + ρ1 (Y − z)+
1− pi
))
+ (α1 + α2) log (α1 + α2) ,
where S5 is given by intersection of the set S with the sets{
(λ, γ, ρ) : min
y
(
λ1 + λ2 (f (y)−B)− ρ2 −
(
ρ1y − ρ2
1− pi
)
+
)
≥ 0
}
,
and {
(λ, γ, ρ) : min
y
(
1− λ1 + γ2 (f (Y )−B) + ρ1z + ρ1 (Y − z)+
1− pi
)
≥ 0
}
.
Re-parameterize again by setting λ˜1 = λ1 − 1/2 and scaling every dual variable by 1/2, we get the
desired dual formulation.
It now suffices to show that both the primal and dual problems are feasible, and strong duality holds.
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Consider (λ, γ, ρ)1 = (1, 0, 0, 1, 0, 0, 0). To show that dual is feasible, it suffices to show
min
κ1∈M+
κ2∈M+
L(κ1, κ2, ,W, (λ, γ, ρ)
1
) = min
κ1∈M+
κ2∈M+
α1 KL(η1, κ1) + α2 KL(η2, κ2)− 2
+
∫
<
dκ1(y) +
∫
<
dκ2(y) > −∞.
Let κ˜1 and κ˜2 be the minimizers in the above expression. Then, Supp(κ˜1) = Supp(η1) and
Supp(κ˜2) = Supp(η2), and from (49) and (50),
dκ˜1
dη1
(y) = α1 and
dκ˜2
dη2
(y) = α2.
We next argue the feasibility of primal problem, and show that strong duality holds. Consider
κ1 = κ2 = p1η1 + p2η2 + (1− p1 − p2)δ0, where, p1, p2 ∈ (0, 1) and Eκ1 (f (X)) < B. Clearly,
KL(η1, κ1) < ∞ and KL(η2, κ2) < ∞ and are feasible for the primal problem. Furthermore, the
measures κ˜1 = (1− )δ−f -1(B) + δ0 and κ˜2 = (pi+ )δ0 + (1− pi− )δf -1(Bpi ) lie in the interior of
the primal region. Hence, strong duality holds.
D Theoretical guarantees for the algorithm: Proof for Theorem 4.1
D.1 δ-correctness: Proof of Theorem 4.4
In this section, we prove that the algorithm presented is δ-correct, i.e., the first part of Theorem 4.1
holds.
Recall that the error occurs when at the stopping time τδ , the arm with minimum CVaR is not arm 1.
Then, from the stopping rule in (12), the error event E is contained in∃n : ⋃
i 6=1
{
min
a 6=i
inf
x≤y
{
Ni(n) KL
U
inf(µˆi(n), y) +Na(n) KL
L
inf(µˆa(n), x)
} ≥ β}
 ,
where β(n, δ) = log K−1δ + 5 log(t+ 1) + 2. The above event is further contained in∃n : ⋃
i 6=1
{
inf
x≤y
{
Ni(n) KL
U
inf(µˆi(n), y) +N1(n) KL
L
inf(µˆ1(n), x)
} ≥ β; En(i)}
 .
Substituting for x = cpi(µ1) and y = cpi(µi) and taking union bound, the probability of the error
event is bounded by
K∑
i=2
P
(∃n : Ni(n) KLUinf(µˆi(n), cpi(µi)) +N1(n) KLLinf(µˆ1(n), cpi(µ1)) ≥ β) . (52)
Whence, it is sufficies to show that each summand in (52) is at most δK−1 .
Recall that f -1(c) = max {y : f(y) = c} = c 1p , and for v ∈ Do =
(
−f -1 (B) , f -1
(
B
1−pi
))
,
x0 ∈ C =
[−f -1 (Bpi ) , v],
Sˆ(v) :=
{
λ1 ≥ 0, λ2 ∈ <, λ3 ≥ 0 : ∀x ∈ <, gU (x,λ, v) ≥ 0
}
,
and
R2(x0, v) :=
{
γ1 ≥ 0, γ2 ≥ 0 : ∀y ∈ <, gL(y,γ, v, x0) ≥ 0
}
,
where,
gU (X,λ, v) = 1 + λ1v − λ2(1− pi) + λ3 (f(X)−B)−
(
λ1X
1− pi − λ2
)
+
,
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and
gL(X,γ, v, x0) = 1− γ1
(
v − x0 − (X − x0)+
1− pi
)
− γ2(B − f (X)).
Clearly, gU and gL are concave functions of λ and γ. Recall from Theorems 4.2 and 4.3 that for each
arm i,
Ni(n) KL
U
inf(µˆi(n), cpi(µi)) = max
λ∈Sˆ(cpi(µi))
Ni(n)∑
j=1
log
(
gU (Xij ,λ, cpi(µi))
)
, (53)
and
Ni(n) KL
L
inf(µˆi(n), cpi(µi)) ≤ max
γ∈R2(xpi(µi),cpi(µi))
Ni(n)∑
j=1
log
(
gL(Xij ,γ, cpi(µi), xpi(µi))
)
, (54)
where, Xij : j ∈ {1, . . . , Ni(n)} are samples from µi.
The following lemma bounds the maximum of a sum of exp-concave functions. It is essentially the
regret bound for the continuous exponentially weighted average predictor, which was shown for the
core portfolio optimisation case by Blum and Kalai [1997] and stated in general by Hazan et al. [2007,
Theorem 7].
Lemma D.1. Let Λ ⊆ Rd be a compact and convex subset and q be the uniform distribution on Λ.
Let gt : Λ→ R be any series of exp-concave functions. Then
max
λ∈Λ
T∑
t=1
gt(λ) ≤ logEλ∼p
(
e
∑T
t=1 gt(λ)
)
+ (T + d)H
(
T
T + d
)
.
Let q1i be a uniform prior on the set Sˆ(cpi(µi)), and q2i be the uniform prior on the set
R2(xpi(µi), cpi(µi)). See Sections C.3 and C.4 for a discussion on the possibility of having uniform
priors on these sets. For samples Xij : j ∈ {1, . . . , Ni(n)}, define
Li(n) = Eγ∼q2i
Ni(n)∏
j=1
gL(Xij ,γ, cpi(µi), xpi(µi))
∣∣∣Xi1, . . . , XiNi(n)
 ,
and
Ui(n) = Eλ∼q1i
Ni(n)∏
j=1
gU (Xij ,λ, cpi(µi))
∣∣∣Xi1, . . . , XiNi(n)
 .
Then, using the Lemma D.1 and Equations (53) and (54),
Ni(n) KL
U
inf(µˆi(n), cpi(µi)) ≤ logUi(n) + (Ni(n) + 3)H
(
Ni(n)
Ni(n) + 3
)
,
and also using the remark in Section C.3,
Ni(n) KL
L
inf(µˆi(n), cpi(µi)) ≤ logLi(n) + (Ni(n) + 2)H
(
Ni(n)
Ni(n) + 2
)
, a.s.
It is easy to verify that (T + d)H
(
T
T+d
)
≤ d log(T + 1) + 1. Next, for each arm i, let
XLi (n) = Ni(n) KL
L
inf(µˆi(n), cpi(µi))− 2 log (Ni(n) + 1)− 1. (55)
and
XUi (n) = Ni(n) KL
U
inf(µˆ1(n), cpi(µi))− 3 log (Ni(n) + 1)− 1. (56)
Then we have that
eX
L
i (n) ≤ Li(n) and eXUi (n) ≤ Ui(n), a.s.
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Furthermore, it is easy to verify that for each arm i, Li(n) and Ui(n) are non-negative, super-
martingales satisfying E (Ui(n)) ≤ 1 and E (Li(n)) ≤ 1. Thus, Ui(n)L1(n) is a super-martingale,
and satisfies that the event{∃n : Ni(n) KLUinf(µˆi(n), cpi(µi)) +N1(n) KLLinf(µˆ1(n), cpi(µ1)) ≥ β(n, δ)}
is contained in {
∃n : L1(n)Ui(n) ≥ K − 1
δ
}
.
Using Ville’s inequality, the probability of the above event is bounded by δK−1 .
D.2 Sample complexity
We now prove that the sample complexity of the algorithm matches the lower bound asymptotically,
as δ → 0, i.e., it satisfies
lim sup
δ→0
Eµ (τδ)
log 1δ
≤ 1
V (µ)
. (57)
The proof works for any projection map Π, which is continuous at L. However, we give proof
for the map that projects onto the element in L which is closest in the Kolmorogov metric, i.e.,
Π = (Π1,Π2, . . . ,ΠK), where
Πi(η) ∈ argmin
κ∈L
dK(κ, η), and dK(κ, η) = sup
x∈<
|Fκ(x)− Fη(x)| ,
and Fκ and Fη denote the CDF functions for the measures η and κ.
Recall that µ ∈ M is such that −f -1 (B) < cpi(µ1) < maxj 6=1 cpi(µj) < f -1
(
B
1−pi
)
, where
f -1(c) := max {y : f(y) = c}. Let ′ > 0 and n ∈ N. Define
I′ , Bζ(µ1)×Bζ(µ2)× . . .×Bζ(µK),
where
Bζ(µi) = {κ ∈ P(<) : dK(κ, µi) ≤ ζ} ,
and ζ > 0 is chosen to satisfy the following:
µ′ ∈ I′ =⇒ ∀t′ ∈ t∗ (Π(µ′)) , ∃t ∈ t∗ (µ) s.t. ‖t′ − t‖∞ ≤ ′. (58)
Existence of ζ = ζ() is guaranteed by the upper-hemicontinuity of the set t∗(µ) (Lemma 3.3). See
[Degenne and Koolen, 2019b, Theorem 9] for a proof in the parametric setting, when the optimal
proportions are only upper-hemicontinuous.
Observe that for ζ → 0, probability measures in Bζ(µi) weakly converge to µi, for all i. Also, for all
κ ∈ Bζ(µi), dK(κ, µi) ≤ ζ which implies that dK(Π(κ), κ) ≤ ζ, and hence, dK(Π(κ), µi) ≤ 2ζ,
where the last inequality follows from triangle inequality for dK .
For T ∈ N, set l0(T ) = T 1/4, and define
GT (′) =
T⋂
n=l0(T )
{µˆ(n) ∈ I′} .
Let µ′ be a vector of K, 1-dimensional distributions from P(<), [K] = {1, . . . ,K}, and let t′ ∈ ΣK .
Define
g(µ′, t′) , max
a∈[K]
min
b6=a
inf
x∈[−f -1(B),f -1( B1−pi )]
(
t′a KL
U
inf(µ
′
1, x) + t
′
b KL
L
inf(µ
′
b, x)
)
. (59)
Note that, for µ ∈ (P(<))K , from Lemma B.3 and Berge’s Theorem (see, Berge [1997, Theorem 2,
Page 116]), g(µ, t) is a jointly lower-semicontinuous function of (µ, t). Let ‖.‖∞ be the maximum
norm in <K , and
C∗′(µ) , inf
µ′∈I′
t′:inft∈t∗(µ) ‖t′−t‖∞≤4′
g(µ′, t′). (60)
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From Lemma D.4, for T ≥ T′ , on GT (′), for t ≥ T 1/4, the modified log generalized likelihood
ratio statistic for µˆ(n), used in the stopping rule, is given by Z(n) = maxa minb 6=a Za,b(n), where
Za,b(n) = n inf
x∈[−f -1(B),f -1( B1−pi )]
(
Na(n)
n
KLUinf(µˆa(n), x) +
Nb(n)
n
KLLinf(µˆb(n), x)
)
. (61)
In particular, on GT (′), for T ≥ T′ and n ≥ l0(T ),
Z(n) = n max
a
min
b6=a
inf
x∈[−f -1(B),f -1( B1−pi )]
(
Na(n)
n
KLUinf(µˆa(n), x) +
Nb(n)
n
KLLinf(µˆb(n), x)
)
= n g
(
µˆ(n),
{
N1(n)
n
, . . . ,
NK(n)
n
})
≥ n C∗′(µ).
(62)
Furthermore, the stopping time is at most inf {n ≥ l0(T ) : Z(n) ≥ β(n, δ), l ∈ N}. For T ≥ T′ ,
on GT (′),
min{τδ, T} ≤
√
T +
T∑
l=
√
T+1
1 (t < τδ)
≤
√
T +
T∑
l=
√
T+1
1 (Z (l) < β (l, δ))
≤
√
T +
T∑
l=
√
T+1
1
(
l <
β (l, δ)
C∗′(µ)
)
≤
√
T +
β(T, δ)
C∗′(µ)
.
(63)
Define,
T0(δ) = inf
{
l ∈ N :
√
l +
β(l, δ)
C∗′(µ)
≤ l
}
.
On GT , for T ≥ max {T0(δ), T′}, from (63) and definition of T0(δ),
min {τδ, T} ≤
√
T +
β(T, δ)
C∗′(µ)
≤ T,
which gives that for such a T, τδ ≤ T . Thus, for T ≥ T0(δ), we have GT (′) ⊂ {τδ ≤ T} and hence,
Pµ (τδ > T ) ≤ Pµ(GcT ). Since τδ ≥ 0,
Eµ(τδ) ≤ T0(δ) + T′ +
∞∑
T=T0(δ)+1
Pµ (GcT (′)) . (64)
For e˜ > 0, it can be shown that
lim sup
δ−→0
T0(δ)
log (1/δ)
≤ (1 + e˜)
C∗′(µ)
. (65)
Then, from (64), (65), and Lemma D.5,
lim sup
δ→0
Eµ(τδ)
log (1/δ)
≤ (1 + e˜)
C∗′(µ)
. (66)
From lower semi-continuity of g(µ′, t′) in (µ′, t′) for µ′ ∈ (Pp(<))K , it follows that
lim inf
n→∞ C
∗
′(µ) ≥ V (µ). First letting e˜→ 0 and then letting ′ → 0, we get
lim sup
δ→0
Eµ(τδ)
log (1/δ)
≤ 1
V (µ)
. (67)
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Lemma D.2 (Garivier and Kaufmann [2016], Lemma 7). For n ≥ 1 and a ∈ [K], the C-tracking
rule ensures that Na(n) ≥
√
n+K2 − 2K and that
max
a∈[K]
∣∣∣∣∣Na(n)−
n−1∑
s=0
ta(s)
∣∣∣∣∣ ≤ K(1 +√n), where t(s) ∈ t∗ (Π(µˆ(s))) .
Lemma D.3 (Degenne and Koolen [2019b], Lemma 33). Let  > 0 and A ⊂ ΣK be a convex set
and let t(1), t(2), . . . , t(n) ∈ ΣK be such that for s ∈ {1, . . . , n}, inft∈A ‖t(s) − t‖∞ ≤ ′. Then
inft∈A ‖ 1n
∑n
s=1 t(s)− t‖∞ ≤ .
Lemma D.4. For ′ > 0, there exists a constant T ′ such that for T ≥ T′ , it holds that on GT for
tracking rule
∀n ≥
√
T , inf
t∗∈t∗(µ)
max
a∈[K]
∣∣∣∣Na(n)n − t∗a
∣∣∣∣ ≤ 3′.
Proof. The proof follows along the lines of [Garivier and Kaufmann, 2016, Lemma 20] and [Degenne
and Koolen, 2019b, Lemma 35]. For any n ≥ √T = l0(T ), using the Lemma D.2, for all a,
inf
t∈t∗(µ)
max
a∈[K]
∣∣∣∣Na(n)n − ta
∣∣∣∣ ≤ max
a∈[K]
∣∣∣∣∣Na(n)n − 1n
n−1∑
s=0
ta(s)
∣∣∣∣∣+ inft∈t∗(µ) maxa∈[K]
∣∣∣∣∣ 1n
n−1∑
s=0
ta(s)− ta
∣∣∣∣∣
≤ K(1 +
√
n)
n
+
l0(T )
n
+ inf
t∈t∗(µ)
∥∥∥∥∥∥ 1n
n−1∑
s=l0(T )
(t(s)− t)
∥∥∥∥∥∥
∞
.
On the set GT , from the definition of this set, for all n ≥ l0(T ), ∀t′ ∈ t∗ (Π(µˆ(n))), inft∈t∗(µ) ‖t′ −
t‖∞ ≤ ′. Since t∗(µ) is a convex set, by Lemma D.3, the last term in the expression above is at
most ′. Thus,
inf
t∈t∗(µ)
max
a∈[K]
∣∣∣∣Na(n)n − ta
∣∣∣∣ ≤ 2Kl0(T ) + 1l0(T ) + ′ ≤ 3′,
for T ≥ ((2K + 1)/2′)4.
Lemma D.5.
lim sup
δ→0
∞∑
T=1
Pµ(GcT (′))
log (1/δ)
= 0.
Proof. Recall that for T ∈ N, l0(T ) = T 1/4, and
GT (′) =
T⋂
n=l0(T )
{µˆ(n) ∈ I′} .
Using union bounds,
Pµ(GcT (′)) ≤
T∑
l=l0(T )
Pµ (µˆ(l) 6∈ I′) ≤
T∑
l=l0(T )
K∑
a=1
P
(
sup
x
∣∣Fµˆa(l)(x)− Fa(x)∣∣ ≥ ′) .
From Lemma D.2, C-Tracking ensures at least
√
t/2 samples to each arm till time l. Using this, each
summand in the above can be bounded as follows:
P
(
sup
x
∣∣Fµˆa(l)(x)− Fa(x)∣∣ ≥ ′) ≤ P
(
sup
x
∣∣Fµˆa(l)(x)− Fa(x)∣∣ ≥ ′;Na(l) ≥ √l2
)
.
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R.h.s. in the above inequality can be bounded using union bound and DKW inequality by
l∑
j=
√
l/2
e−2j
′2
= e−
′2√l
(
1− e−2
′2)-1
.
Thus,
Pµ(GcT ()) ≤ KTe−
′2T 1/8
(
1− e−2
′2)-1
,
completing the proof.
E Computing the projection in Kolmogorov metric
In this section, we describe a method for computing the projection of F (where the typical application
has F as the empirical CDF) onto L, i.e.
argmin
G: EG(f(X))≤B
dK(F,G).
Lemma E.1. There exists z ≥ 0 such that an optimal measure in L has CDF of the following form:
Gz(x) =
{
max {0, F (x)− z} , for x < 0
min {1, F (x) + z} , for x ≥ 0.
Proof. Let G∗ be a minimiser, and let z = dK(F,G∗). Clearly, Gz as defined above is a CDF, and
dK(F,Gz) ≤ z.
Next, since f(x) = |x|p is a non-negative function, and f -1(c) := max {y : f(y) = c} ,
EGz (f (X)) =
∫
x≥0
PGz (f (X) ≥ x) dx
=
∫
x≥0
PGz
(
X ≥ f -1 (x)) dx+ ∫
x≥0
PGz
(
X ≤ −f -1 (x)) dx. (68)
Since dK(F,G∗) ≤ z,
G∗(x) ≥ Gz(x), for x < 0 and G∗(x) ≤ Gz(x), for x ≥ 0.
Using this in (68), we have that
EGz (f (X)) ≤
∫
x≥0
PG∗
(
X ≥ f -1 (x)) dx+ ∫
x≥0
PG∗
(
X ≤ −f -1 (x)) dx = EG∗ (f(X)) ,
which is bounded from above by B, as desired.
Thus, there is an optimizer which is a copy of F , but with all mass on extreme outcomes relocated to
0.
To compute the projection then, it remains to compute the smallest z for which Gz ∈ L is feasible.
We can see from the expression in (68) that EX∼Gz [f(X)] is a convex, decreasing function of z,
which is moreover piecewise linear for discrete (i.e. empirical) F . This means we can use many
techniques to find the argument z for which it first reaches 0 (binary search, Newton, explicitly
enumerating the segments/knots, etc.).
F Discussion on the VaR problem
So far we have focused on the minimum CVaR arm identification problem. In this section we switch
gears and present the main ideas for the analogous approach of the optimum VaR arm identification
problem. As before, our treatment is based on the lower bound problem. In this section we will not
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(need to) impose a moment constraint, as the VaR lower bound is defined without. The main object
of study is the characteristic time. Its reciprocal is given by
V (µ) = sup
t∈ΣK
inf
ν∈Ac1
K∑
a=1
ta KL(µa, νa), and Acj =M\Aj (69)
whereM is the set of all bandit models with a unique best VaR arm, and Aj ⊆ M is the set of
bandit models with j being the arm of lowest VaR. As we did in Section 4 for CVaR, we will use the
maximiser t∗ evaluated at the empirical distribution to drive our sampling rule. On top of that, we
will use the inner minimisation problem (with the empirical sample counts Na(t) instead of ta and
the empirical distribution instead of µa) as our stopping statistic.
To think about the lower bound, we start with the following result. Here we will treat xpi(η) as set-
valued, returning the set of minimizers of (4), i.e. all plausible pi-quantiles. We will assume thatM
only contains bandit models with a unique arm of minimal VaR, in the sense that xpi(ηi∗) < xpi(ηj)
element-wise for all suboptimal j 6= i∗, where i∗ denotes the index for the best-arm. We first look a
the closest model that has a given VaR x0.
Proposition F.1. Let η ∈ P(<), and let F denote its CDF. Fix x0 ∈ R and pi ∈ (0, 1). Then
min
κ:x0∈xpi(κ)
KL (η, κ) =

d2(F
−(x0), pi) if x0 > xpi(η),
0 if x0 ∈ xpi(η),
d2(F (x0), pi) if x0 < xpi(η),
where d2(x, y) is the relative entropy from Bernoulli x to Bernoulli y, and F−(x0) = limx↑x0 F (x)
is the left limit of the CDF. Note that x0 > xpi(η) iff F−(x0) > pi, and x0 < xpi(η) iff F (x0) < pi.
Proof. The middle case is obvious (we can take κ = η). Let’s focus on the last case (the first is then
symmetric by mirroring the x axis). The claim is that the optimal distribution κ has CDF
Fκ(x) = F (x)
{
pi
F (x0)
x ≤ x0
1−pi
1−F (x0) x > x0
at which point the KL becomes∫
x
ln
(
dη
dκ
(x)
)
dη(x) =
∫
x
dη(x) log
{
F (x0)
pi x ≤ x0
1−F (x0)
1−pi x > x0
= F (x0) log
F (x0)
pi
+ (1− F (x0)) log 1− F (x0)
1− pi
= d2(F (x0), pi).
The claim above can be verified as earlier, using the Lagrangian duality.
Let’s now turn to the projection onto the constrinat VaR ≤ x0 or ≥ x0. The above proposition, by
way of monotonicity of d2, reveals that the KL minimiser under the constraint xpi(κ) ≤ x0 will
always be satisfied with equality. In particular, this means that for arms with xpi(η1) > xpi(η2) and
any weights α, β ≥ 0 we have
inf
κ1,κ2
xpi(κ1)≤xpi(κ2)
{αKL (η1, κ1) + βKL (η2, κ2)} = inf
x0
{
αd2(F1(x0), pi) + βd2(F
−
2 (x0), pi)
}
.
Note that this two-arm problem is the core of the lower bound (69). Unfortunately, the objective
inside the infx0 above is not (quasi) convex. Our current best computational approach is to do a
one-dimensional grid search over candidates x0. Once we have the oracle for computing the above
optimization problem for a given α, β, we can compute the stopping statistic t∗ by calling it for the
best-looking arm vs all alternatives. We may then further wrap this oracle in an outer optimisation
(for example by the Ellipsoid method) to find t∗.
To finish up, we need to discuss two things: continuity of t∗ and deviation inequalities for the GLRT.
Observe that the sample complexity proof for the CVaR arm problem required continuity only in the
Kolmogorov metric which, for measures η1 and η2 is defined as
dK(η1, η2) = sup
x∈<
|Fη1(x)− Fη2(x)| ,
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where Fη1(x) and Fη2(x) denote the CDF function of η1 and η2 evaluated at x, respectively.
Upper-hemicontinuity of t∗ (in the Kolmogorov metric, as a function of η) follows from continuity of
the problem in the proposition, and convexity of the set of optimal t∗. Deviation inequalities follow
from the observation (see e.g. Howard and Ramdas [2019]) that Fˆt(xpi(η)) is an average of i.i.d.
Bernoulli random variables with bias pi. This means that we can employ standard uniform deviation
inequalities for sums of self-normalised variables, Kaufmann and Koolen [2018]. All in all, we see
that asymptotically optimal algorithms for the minimum VaR arm identification problem lie squarely
in the convex hull of existing ideas.
G Details on the Experiments
In this section we report on numerical studies undertaken to validate our methods. We are interested
in the question whether the asymptotic sample complexity result of Theorem 4.1 is representative
at reasonable confidence δ. Whether this is the case or not differs greatly between pure exploration
setups. [Garivier and Kaufmann, 2016] see state-of-the-art numerical results in Bernoulli BAI for
Track-and-Stop with δ = 0.1, while [Degenne et al., 2019] present a Minimum Threshold problem
instance where the Track-and-Stop asymptotics have not kicked in yet at δ = 10−20.1 The latter work
suggests the difference may very well lie in the specifics of the lower-bound optimisation problem
for each task, with the good case arising when then optimal solution t∗ to the lower bound puts
positive mass on all arms, so that convergence of estimates does not require forced exploration. Our
heavy-tailed best CVaR problem (7) indeed has full support, and our experiments confirm that the
approach is practical at moderate δ.
To focus on the heavy-tailed regime, we select arm distributions for which higher moments do not
exist. In particular, we choose (mixtures of) Fisher-Tippett distributions, which are the limiting
distributions encountered in extreme value theory. The standard Fisher-Tippet distribution with shape
parameter ξ has CDF Fξ(x) = e−(1+ξx)
−1/ξ
(continuously extended to ξ = 0), and this is lifted to
three parameters Fµ,σ,ξ(x) = Fξ(x−µσ ) by adding a location σ and scale µ. The m-th moment of Fξ
exists iff ξ < 1/m. To satisfy our second moment assumption, we hence need to pick ξ < 12 . Fξ has
unbounded support on the side matching the sign of ξ. We create interesting two-sided distributions
by taking (binary) mixtures.
We perform experiments on the two synthetic MAB instances displayed in Table 1. In each case we
include distributions with parameter ξ = 2/5 close to the limit 1/2. In the first experiment we need
to discriminate a narrow best arm from two alternatives with larger scale and fewer moments, as
depicted in Figure 1c. We show histograms of the sample complexity in Figure 1e, together with the
lower bound (solid vertical line) and a second reference point (dashed line) which is the solution in n
to n = V (µ)-1β(n, δ), i.e. the time by which our stopping threshold actives for the optimal sampling
allocation. We see that, for a range of practical δ, the actual stopping time is very close to that. In
particular, this means that the algorithms learns to approximate the optimal sampling strategy.
In our second MAB instance we added mixture distributions, and created a range of arms of varying
complexity. We see that the oracle weights t∗ halve when we go from arm 2 to 3 to 4, indicating that
these are each an additional order easier to discriminate from arm 1. Interestingly, this cannot be read
off just from their CVaRs.
In each case we perform 1024 replications. We use the stylised threshold β(n, δ) = log 1+log(n)δ .
This threshold is not currently allowed by theory. Yet we find that it is still conservative, as we do
not observe a single mistake. Finally, instead of computing t∗(ηˆn) at each round, we make use of a
technique recently introduced by Degenne et al. [2019] to reduce computation: namely after each
round we perform a single step of an iterative saddle point solver for t∗. We do not make use of their
optimistic gradients, instead relying on classical
√
n-forced exploration. We use C-tracking from
Garivier and Kaufmann [2016].
Finally, the computation of the stopping statistic (GLRT) and also the gradient involves an optimisation
over x0 as in the optimization problem in Theorem 3.4. We use bisection search to find the minimum
1Degenne and Koolen [2019a, Figure 2] show that (unmodified) Track-and-Stop is not asymptotically optimal
for problems with multiple correct answers including (, δ)-BAI. They have to go out to δ = e−80 to see the
suboptimal asymptotics.
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in x0. Even though this is not licensed by theory, we consistently observe in practice that after a few
rounds all these minimisation problems are in fact quasiconvex in x0. We use the ellipsoid method
for the inner minimisation problem. As the number of terms grows by one each round, the overall
run-time is O(Kn) in round n.
We conclude that even at moderate δ the average sample complexity closely matches the lower bound
(with adjusted stopping threshold β(n, δ)). This demonstrates that our asymptotic optimality is in
fact indicative of the performance in practise.
Arm 1 Arm 2 Arm 3
η F−3
4 ,
1
4 ,
3
10
F−3
10 ,1,
−2
5
F−1,1, 25
EX -0.5016 -0.0182 -0.1789
EX2 0.1187 0.9006 3.3120
xpi -0.5640 0.2891 -0.2811
cpi -0.0590 0.8938 1.3583
t∗ 0.7236 0.1319 0.1445
(a) First MAB; B = 7 gives V (µ)-1 = 81.1
Arm 1 Arm 2 Arm 3 Arm 4
η C1+C22 F−12 ,1,
1
4
F0,2,−12
3D1+D2
4
EX -1.6238 -0.0062 0.4017 0.4551
EX2 0.8559 3.9818 4.1716 3.2265
xpi -1.2167 0.1435 0.2314 1.1411
cpi -0.1428 1.3073 2.0469 2.1922
t∗ 0.5963 0.2368 0.1100 0.0569
(b) Second MAB; B = 5 gives V (µ)-1 = 24.2. Arm 1 is
a mixture of C1 = F−1, 1
2
, 2
5
and C2 = F−3, 1
2
,−2
5
, while
arm 4 mixes D1 = F0, 1
2
, 2
5
and D2 = F−2, 1
2
,−2
5
.
(c) Arm pdfs (d) Arm pdfs
(e) Empirical vs optimal sample complexity (f) Empirical vs optimal sample complexity
Table 1: Our MAB instances. In both cases we use pi = 0.6. The three rows show the statistics of the
instance, the corresponding arm densities and the resulting sample complexity of our algorithm.
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