The subresultant theory for univariate commutative polynomials is generalized to Ore polynomials. The generalization includes: the subresultant theorem, gap structure, and subresultant algorithm. Using this generalization, we de ne Sylvester's resultant o f t w o Ore polynomials, derive the respective determinantal formulas for the greatest common right divisor and least common left multiple of two Ore polynomials, and present a fraction-free version of the noncommutative extended Euclidean algorithm.
Introduction
Greatest common right divisors abbreviated as: gcrd and least common left multiples abbreviated as: lclm are basic objects in the theory and computation of Ore polynomials 11, 2, 3 . For example, the gcrd of linear ordinary di erential shift operators represents the intersection of their solution spaces, and the lclm of these operators represents the sum of their solution spaces. The non-commutative Euclidean and extended Euclidean algorithms are used to compute gcrd's and lclm's, respectively. Naive applications of these two algorithms lead to ine cient implementations because of the coe cient growth of intermediate polynomials, as seen in the commutative case. Motivated by the improvements made on the commutative Euclidean algorithm, we generalize the subresultant theory for univariate commutative polynomials to univariate Ore polynomials. This generalization provides a way t o c o n trol the coe cient growth in the non-commutative Euclidean and extended Euclidean algorithms.
The commutative subresultant theory has undergone a quite intensive study since the work of Collins, Brown and Traub 6, 4, 9, 10 . Chardin presented a subresultant theory for linear ordinary di erential operators 5 . In this paper we present a subresultant theory for Ore polynomials over a commutative domain, which includes not only linear ordinary di erential operators but also linear shift operators, q-di erence operators, etc. The subresultant theory can be on leave from the Mathematics-Mechanization Research Center, Institute of Systems Sciences, Academia Sinica, Beijing. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior speci c permission and or a fee.
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further extended to linear inhomogeneous di erential and di erence equations 7 , but we will not present this extension because most of the applications of subresultants are found in an Ore polynomial ring.
To extend the commutative subresultant theory, w e will overcome two di culties. First, we need to nd new techniques to prove essentially the same statements as those in the commutative case without assuming the commutativity of multiplication. This problem is solved by Lemma 3.1. Second, we need to simplify -factorial expressions in order to remove extraneous factors. We also remark that it looks rather complicated to adapt the approach i n 9 , 1 0 t o extend the commutative subresultant theory, because it is not trivial to build up a generic coe cient domain for Ore polynomials.
Applications of the subresultant theory include: computing gcrd's 8 ; extending Sylvester's resultant to Ore polynomials De nition 6.1, expressing the gcrd and lclm of two Ore polynomials by determinants Proposition 6.1, and computing lclm's Proposition 6.2. The correspondence between subresultants and intermediate polynomials occurring in the Euclidean algorithm is also useful to estimate coecient and degree bounds, and to analyze complexities.
The organization of this paper is as follows. Section 2 introduces Ore polynomial rings, speci es the notation that will be used later, and de nes subresultants. Section 3 presents the row-reduction formula for subresultants, which makes it possible to extend the techniques for establishing commutative subresultant theory in 6, 4 . The subresultant theorem for Ore polynomials is proved in Section 4. The subresultant algorithm is described in Section 5. Applications are presented in Section 6.
Preliminaries
Let R be a commutative domain and an injective endomorphism from R to itself, which is called a conjugate operator. An endomorphism of the additive group R; +; 0 is called a pseudo-derivation with respect to if ab = a b + a b; for all a; b 2 R . The non-commutative multiplication in R X is de ned by the commutation rule X a= a X+ a ; for all a 2 R .
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The triple R X ; ; is called an Ore p olynomial ring. For A; B 2 R X , the product of A and B is denoted by AB and the degree of AB is equal to the sum of the degrees of A and B. The conjugate operator and pseudo-derivation can be uniquely extended to the quotient eld of R by letting a=b = a= b and a=b = b a , a b = bb; for a; b 2 R with b 6 = 0 see 7, Proposition 2.2 . Example 1 Denote the identity and null mappings on R by 1 and 0, respectively. The ring R X ; 1; 0 is the ring of usual commutative polynomials over R. If D is a derivation operator on R, then the ring R X ; 1; D is isomorphic to the ring of linear homogeneous di erential polynomials in one di erential indeterminate over R: If E is an injective endomorphism of the domain R, then the ring R X ; E ; 0 is isomorphic to the ring of linear homogeneous di erence polynomials in one di erence indeterminate with respect to E o v er R. We denote R X ; ; , r and r b y R X , rand r, respectively. For A 2 R X , the leading coe cient o f A is denoted by l c A . An easy induction shows that lcX n A = n lcA; for all n 2 N: The pseudo-remainder formula for X n,j,1 A and X n,j,1 B implies that the polynomial n,j,1 lcB m,n+1 X n,j,1 A , Cn,j,1 is an R-linear combination of the polynomials X m,j,1 B ; : : : ; X n , j B;X n , j , 1 B: Thus, Lemma 4.2 in 8 implies that the polynomial n,j,1 lcB m,n+1 X n,j,1 A , X n,j,1 C is an R-linear combination of the polynomials X n,j,2 A; : : : ; XA; A; X m,j,1 B ; : : : ; X B ; B : Hence, we h a v e n , j , 1 lcB m,n+1 Sj =j X n,j,1 C;X n,j,2 A ; : : : ; A ; X m , j , 1 B ; : : : ; B j : 7
The same reasoning allows us to replace X i A by X i C on the right-hand of 7, while at the same time multiplying by the power i lcB m,n+1 on the left-hand of 7, for i = n , j , 2; n , j , 3 ; . . . , 0 . W e e v entually arrive a t lcB n,j m,n+1 Sj = j X n,j,1 C;X n,j,2 C ; : : : ; C ; X m , j , 1 B ; : : : ; B j : 
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Proof The proof will be done by induction on the sequence of the regular subresultants in SA;B. As Sn is the rst regular subresultant i n S A;B, we start with the case in which j = n,1: Let i be an integer such that n,2 i 0:
By the de nition of subresultants, we h a v e S i = j X n , 1 , i A ; : : : ; A ; X m , 1 , i S n ; : : : ; S n j :
It then follows from the row-reduction formula 6 that m,n+1 n,i n Si = Ri; 11
where Ri =j X m,1,i Sn; : : : ; S n ; X n , 1 
Subresultant Algorithm
We shall now extend the subresultant sequences of the rst and second kinds in 13 , and describe the subresultant algorithm.
De nition 5. Proof The rst assertion is due to Lemma 2.3. The second assertion follows from 27 in Theorem 4.2 set j = n , 1.
To prove the last assertion, we let deg Si = t and deg Sj = r. Since both Si+1 and Sj+1 are regular by the de nition of S1A; B, t = j + 1 b y Corollary 4. Proof Since S2A; B is a p.r.s., the last member of S2A; B is a gcrd of A and B. This member is a regu- In the rest of this section we study algorithms for computing lclm's. Computing lclm's is not as simple as computing lcm's in the commutative case because of the noncommutativity o f m ultiplication. One method for computing lclm's is the extended right Euclidean algorithm 3 . Of course, it is su cient to use the half-extended Euclidean algorithm, which computes only one co-sequence. If one uses the polynomial division over the fraction eld of R to carry out the half-extended Euclidean algorithm, the algorithm is ine cient because there are too many gcd-computations among coe cients. We present a fraction-free version of the half-extend Euclidean algorithm for computing lclm's, which reduces coe cient growth by exact division over R. It then follows that Ui , Vi = 0, for otherwise Ui , ViA1
would be a non-zero common left multiple of A1 and A2
with degree less than deg A1 +deg A2 ,deg A k , the degree of lclm's of A1 and A2, a contradiction. The formula 32
holds. Since Ui is in R X , the division in 32 is exact.
In particular, we h a v e Algorithm M is based on Proposition 6.1, which has two costs:
compute the degree of gcrd's of A and B expand the determinant U given in Proposition 6.1. If the gcrd of A and B is trivial, then both Algorithms L and S compute some triangular forms of the matrices M and M, respectively. However, Algorithm S makes use of the special structure of M and avoids solving any linear system, although it has the additional cost for computing the rst co-sequence. Furthermore, Algorithm S avoids any gcd-computation in R and controls the growth of coe cients by dividing out extraneous factors.
If the gcrd of A and B is of degree d 0, then Algorithm S only needs to compute a triangular form of the matrix If the degree of the gcrd of A and B can be computed e ciently, then Algorithm M needs only to expand one determinant of order m+n,2d+2. For example, if R = Z t , then the gcrd of A and B can be computed e ciently by the modular method in 8 .
We compared the function LCLM in the Maple package diffop by Mark van Hoeij, which appeared to use the idea of Algorithm L, with our Maple implementations of Algorithm S and Algorithm M. We generated three random polynomials in Z t D , A, B and C, with respective degrees dA, dB, and dC in X, regarded A, B and C as linear di erential operators, and computed the primitive lclm of AC and BC. In Algorithm M the degree of the gcrd of AC and BCw as computed by the modular algorithm in 8 .
Our experiment w as carried out in Maple V Release 3 on an Alpha-workstation. The random polynomials in the experiment w ere generated by the Maple function randpoly. When dC = 0, we set C = 1. Some of the timings are summarized in Figure 2 , in which the column labeled l gives the average maximal length of the integral coe cients of AC and BC, and the column labeled dt gives the average degree of AC and BCin the variable t. All the timings are Maple CPU time and given in seconds.
dA The timings show that Algorithms S and M tend to be faster than Algorithm L when dC increases. But I think that the di erence between Algorithm L and Algorithms M and S should be smaller when dC is zero, because, in this case, the most time-consuming computation in the three algorithms is to triangularize the matrix M. For the time being, my explanation on this di erence is that there is about one-third of computing time of LCLM spent on other costs, since LCLM works for various coe cient domains. I expect that better understanding of the function LCLM in the package diffop, and functions solve and linsolve in Maple would result in a clear explanation of the timings, and lead to a better way of designing experimental data.
