PID-controller coefficients choice approach providing non-overshoot step response by Tsavnin, Alexey Vladimirovich et al.
 978-1-7281-2896-2/19/$31.00©2019 IEEE 
 
 
  
PID-controller coefficients choice approach 
 providing non-overshoot step response
Alexey V. Tsavnin 
Department of Automation and Robotics  
Tomsk Polytechnic University 
Tomsk, Russia 
avc14@tpu.ru 
Semen V. Efimov 
Department of Automation and Robotics  
Tomsk Polytechnic University 
Tomsk, Russia 
Sergey V. Zamyatin 
Department of Automation and Robotics  
Tomsk Polytechnic University 
Tomsk, Russia 
 
 
Abstract— The PID-controller tuning approach guarantying 
non-overshooting transient response regarded. The approach is 
based on tuning parameters of PID-controller that provide closed-
loop system with second-order plant exclusively real poles. 
Analytic expressions that constrain range of acceptable tuning 
parameters were obtained. Modeling was conducted using 
Matlab. 
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I. INTRODUCTION 
In the field of industrial automatic control, the requirements 
are very high. One of the requirements is non-overshooting step 
response of closed-loop system. For example in steam drum 
water level control system, even slight overshoot in controllable 
value can lead to scram. Since 1970s, scientists and engineers 
worldwide provided many researches in that field. Some of 
researches were focused on providing acceptable overshoot 
value [1-2] and some of them dedicated to overshoot elimination 
[3-6]. Particularly, in [7] theorem of zero-pole configuration 
providing non-overshoot monotone increasing step response 
was stated and proved.  
Although many methods and approaches for PID-controller 
tuning were developed and compared in the context of different 
class of plant and requirements [8-13], the problem of 
nonovershooting controller design is still relevant nowadays.  
II. PROBLEM STATEMENT 
Let us consider typical control system structure, shown in 
Fig.1. 
Controller Plant
Ref OutputError 
– 
Fig. 1.  Control system sctructure. 
Controller transfer function is  
2
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where are ,D K  and I  differential, proportional and 
integral coefficients of PID-controller, correspondingly. Plant is 
a second-order unit with transfer function  
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where ,α ω  are real and imaginary parts of complex-conjugated 
plant poles respectively and PK  is gain.  
The problem is calculating PID-controllers coefficients 
providing non-overshooting transient response in closed-loop 
control system.  
III. PROPOSED SOLUTION 
Theorem proof in [7] yields the rules of pole-zero 
configuration that guarantees non-overshoot monotone step 
response.  
1) Corresponding to each real zero iz  assign one pole iλ  
to a negative real value such that i izλ > .  
2) Corresponding to each pair of complex zero jδ β− ±
, 
• assign two poles 1λ  and 2λ  to negative real values such 
that 1 2 2λ λ δ+ >  or 
• assign three poles 1 2,λ λ  and 3λ  to negative real values 
such that 2δ β λ δ β− − < < − + . 
3) Assign the rest poles to arbitrary real negative values. 
In our case closed-loop control systems zeros are PID-
controller zeros and their location are defined by coefficients 
,D K  and I . 
Let us form the constraints for PID-controller coefficients 
value using the rules from [7]. Since the theorem in [7] proved 
with respect to left half plane zeros then in the further research 
,D K  and I  are assumed to be positive values. In addition, we 
assume that given plant is initially stable i.e. its poles are also 
located in the left half plane. Thus, general constraints for the 
regarded problem are 
0; 0; 0; 0; 0; 0PK I D Kα ω> > > > > >    (1) 
Moreover, the rules yield that all of close loop system poles 
are real values so that find what PID controller coefficients 
guarantee all real poles of closed-loop system.  
Closed-loop transfer function is  
2
3 2 2 2( ) (2 ) ( )
P P P
P P P
DK s KK s IK
W s
s DK s KK s IKα α ω
+ +
=
+ + + + + +
 (2) 
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Changing ,P PDK KK  and PIK  with ', 'D K  and 'I  
respectively rewrite characteristic equation of (2) as  
3 2 2 2(2 ') ( ') ' 0s D s K s Iα α ω+ + + + + + = .    (3) 
Note: since next calculation will be conducted with respect to 
,P PDK KK  and PIK , PK  doesn’t effect on closed-loop 
transfer function coefficients and, thus, on its poles itself. 
Calculated values ', 'D K  and 'I  just have to be divided on 
PK  in order to be implemented in PID-controller.  
It is known that equation roots are real if and only if when 
discriminant value is positive. Characteristic equation 
discriminant is defined as determinant of matrix  
 
( )
( )
( )
2 2
2 2
2 2
2 2
2 2
1 2 ' ' ' 0
0 1 2 ' ' '
0 0 3 2 2 ' '
0 3 2 2 ' ' 0
3 2 2 ' ' 0 0
D K I
D K I
D K
D K
D K
α α ω
α α ω
α α ω
α α ω
α α ω
 + + +  + + +  + + +  + + +  + + + 
 
which can be written as  
( )
( )
( )( )
22 2 2
32 3 2 2
2 2
( , , ', ', ') (2 ') '
27 ' 4 '(2 ') 4 '
' 36 18 ' '
CE K I D D K
I I D K
I D K
α ω α ω α
α ω α
α ω α
Δ = + + + −
− − + − + + +
+ + + +
  (4) 
Let us assume ,α ω  and 'K  as arbitrary real positive value 
and plot the surface of the function (4) with plane 0CEΔ =  to 
initially assess behavior of (4).  
Fig.2 shows that region of positive discriminant values is cut 
off with two curves. Set function (4) to zero and express 
integral coefficient I . Integral coefficient function takes the 
form of two four-variable functions  
( )
2 2 2
1,2
32 2 22 3
18 ' 9 ' ' 18 9 ' 12 '' ( , , ', ')
27 27
2 3 4 ' ' 3 '15 ' 2 2 '
27 27
K D K D DI K D
D D KD D
α ω α ω α
α ω
α ω αα α
+ + −
= + −
− + + −+ −
− ±
 (5) 
 
Fig. 2.  Surface of CEΔ  with plane 0CEΔ = . 
Next, let us consider the region of positive discriminant 
values in a ' 'D I−  plane shown in Fig. 3. 
Fig. 3.  Region positive discriminant values with fixed 'K  in a  
' 'D I−  plane 
Let us note the point of intersection as ξ  with coordinates 
( )', 'D Iξ ξ  that are constraints for 'I  and 'D  choice, i.e. 
coefficient 'I have to be less than 'Iξ  and 'D  have to be more 
than 'Dξ  in order to provide closed-loop system poles to be 
negative and real.  
Next, evaluate coordinates of point ξ . Since ξ  is 
intersection point for functions 1 'I  and 2 'I  let us express 'D ξ  
from 1 2' 'I I= . The equality of 1 'I  and 2 'I  gives  
( )2 2' 2 3 'D Kξ α α ω= − + + +     (6) 
Similarly evaluate 'I ξ . Substitution of (5) in (4) yields  
( )32 23 '
'
9
K
I ξ
α ω+ +
=       (7) 
Threating (6) and (7) with respect to set (1) narrows 
constraints for coefficient 'K . According to (7), 'I ξ  possesses 
the positive value in arbitrary positive value of 'K . However, 
(6) contain negative term 2α−  so that evaluate range of 'K  
providing 'D ξ  to be positive. Expressing 'K  from (6) gives 
that ' 0D ξ >  if  
2 23'
3
K α ω−>          (8) 
or with respect to changing ' PK KK=  
2 23
3 P
K
K
α ω−
>  
Regarding (8), proportional coefficient value is bounded 
from below by α  and ω  while if 3α ω<  then lower 
boundary is negative so that 'K  can be arbitrary positive value. 
In case 3α ω> , 'K  should satisfy (8).  
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Another key aspect of the approach is choice of parameter
'D . Fig.3 shows that any value of parameter 'I  from 
acceptable range corresponds to set of 'D  bounded with points 
'RD  and 'LD  appertaining to 1' ( , , ', ')I K Dα ω and 
2' ( , , ', ')I K Dα ω  curves respectively. Let us evaluate analytical 
expression for 'RD  and 'LD . Evaluating reverse function of 
(5) yields   
3
3
3
3
3
3
1 24 3' ( , , , , , ')
24 '
1 1
24 12 '' 24 3
1 1 24 33
2 12 '
1 ;
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1 .
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A B CD A B C E F I
I
E F
II A B C

− − = − −
− + −
− − 
− −
− −    
−  − − 
− −
= +
+ +
− −
   (9) 
, , , ,A B C E F  are presented in the Appendix.  
IV. PID TUNING APPROACH 
Considering (5-9) let us state the approach for PID 
coefficients choice.  
1) Regarding (8) choose proportional coefficient value. 
2) Choose integral coefficient value ( )' 0; 'I I ξ∈ . 
3) Regarding already chosen parameters and (9) evaluate 
'RD  and 'LD . 
4) Choose the differential parameter value that satisfies
( )' ' ; 'L RD D D∈ . 
V. EXAMPLE 1 
For given plant  
2
2.1( )
1.2 1
G s
s s
=
+ +
 
and poles 1,2 0.6 0.8s j jα ω= − ± = − ±  regarding (8) set the 
value of ' 1K =  that gives the region of ' 'I D−  parameters 
acceptable values shown in Fig. 4. Regarding (7) ' 0.543I ξ =  
so that set ' 0.3I = . For chosen 'I  (9) gives us ' 1.458LD =  
and ' 2.441RD =  so let us set the value ' 2D = . With respect 
to changing (3), PID-controller coefficients will be 
0.476; 0.143; 0.952K I D= = =  and thus closed-loop transfer 
function poles are ( )1,2,3 0.2259 0.5473 2.4268s = − − − . 
VI. EXAMPLE 2 
This example considers the plant with real poles to show that 
proposed approach is applicable for different plant 
configuration.  
 
Fig. 4.  Resulting region for given plant in Example 1 
Fig. 5.  Resulting region for given plant in Example 2 
 
For the plant with transfer function 
2
6.2( )
0.16 0.0015
G s
s s
=
+ +  
and poles ( )1,2 0.15; 0.01s = − − . Dominant pole of ( )G s is 
located near zero. Poles of ( )G s  can be represented as 
( )0.08 0.07j j jα ω− ± = − ± . Set ' 1K =  gives the region 
shown in Fig. 5. Applying the approach to given plant as it is 
shown in Example 1 get the PID-controller with coefficients 
0.1613; 0.0024; 1.485K I D= = =  and closed-loop transfer 
function with real poles ( )1,2,3 0.018; 0.09; 9.259s = − − − .  
VII. ADVANTAGES OF THE APPROACH 
The considered approach for PID-controller tuning is fully 
analytical, i.e. it doesn’t contain any kind of iterative 
procedures so it allows to be related to performance index. 
Moreover, the output results are ranges of parameters value, not 
the exact value while many other methods give set of exact 
Mechanical Engineering, Robotics, and Automation
409
  
 
value and use first-order model for calculation like Ziegler-
Nichols, CHR-Method, etc. [14, 15]. Since the presented 
approach gives ranges of values it can be expanded for robust 
controller design purposes.  
VIII. CONCLUSION 
The overshot problem was solved in this paper by closed-
loop system transfer function pole allocation using constraints 
for discriminant values of its characteristic equation. The 
obtained results allowed forming approach for PID-controller 
coefficient choice.  
Utilizing discriminant function of characteristic equation and 
properly chosen proportional coefficient value the region of 
acceptable integral and differential coefficients were evaluated. 
The value of proportional coefficient gives the constraints for 
integral coefficient. Then, boundary of a set of differential 
coefficients was calculated with respect to already chosen 
integral coefficient. Thus, choice of controller coefficients that 
satisfy mentioned constraints ensures negative real poles for 
closed-loop system. 
Finally, with regard to plant gain all PID coefficients were 
calculated and applied into closed-loop system.  
The proper choice of 'I  and 'D  within the region and its 
influence on performance index is object of further research.  
APPENDIX 
In (9) terms are presented as symbolic variables 
, , , ,A B C E F  for notational convenience. Expansion of the 
variables is presented below.  
(
)
6 4 2 2 4 6 4 2 2
4 2 2 3 2 3 22 2
1
( 3 3 3 ' 6 '
3 ' 3 ' 3 ' ' 27 ' )
'
;
K K
K
A I
K K K I
α α ω α ω ω α α ω
ω α ω
− − − − − −
−
= −
− − − +
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540 ' 15 ' 15 ' 6 '
6 ' 540 ' 540 ' ' ;
B K I
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I K K K
K I I K
α ω α ω α ω
α ω α ω α ω α ω
α ω α ω
α α ω α
ω ω
= − − − + − − −
− − − − − −
− − − − +
+ − − − −
− + +  
8 2 6 4 4 6
2 8 2 6 2 2 4 4
2 2 6 3 4 2 3 2 4
2 4 2 2 2 4 4 2 2
2 4 2 2 2 2 4
2 2 2 2 2 2
30 ' 60 ' 60 '
30 ' 60 ' 90 '
60 ' 60 ' 60 '
1620 ' 1620 ' 30 '
1620 ' ' 1620 ' ' 1620 ' '
1620 ' ' 3240 ' ' ;
C K K K
K K K
K K K
I I K
I K I K I K
I K I K
α ω α ω α ω
α ω α ω α ω
α ω α ω α ω
α ω α ω α ω
α α ω
ω α ω
= − − − −
− − − −
− − − +
+ + − +
+ + + +
+ +  
(
) (
)
5 3 2 4 3 2
2 2 4 2 2 4
22 2 2
12 ' 4 8 4 8 ' 30 '
18 ' 4 ' 18 ' ' 2
2 ' 2 ' 24 ' ' ;
E I K I
I K I K
K K I K
α α ω αω α α
ω α α α ω ω
α ω α
= ⋅ + + + − +
+ + + + + + +
+ + − +
 
4 2 2 4 2 2 22 2 ' 2 ' 24 ' ' .F K K I Kα α ω ω α ω α= + + + + − +  
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