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Introduction
Kaneko et Zagier ont introduit la notion de formes quasi-modulaires dans
[9], par exemple l’anneau de telles formes pour Γ1 = PSL(2,Z) e´tait l’anneau
engendre´ par les se´ries d’Eisenstein E2, E4 et E6. Rappelons que Γ1 est un
groupe non co-compact, ainsi que les groupes de congruence qui sont com-
mensurables a` Γ1 ; tous ces groupes sont de covolume fini mais de´finissent
des quotients du demi-plan supe´rieur avec des pointes, qui sont en bijection
avec l’ensemble P1(Q)/Γ. Pour un groupe co-compact Γ, le quotient H/Γ est
sans pointes. Les groupes co-compacts de´finissent des courbes modulaires.
Shimura a de´veloppe´ la the´orie arithme´tique de ces courbes, d’ou` la termino-
logie : courbes de Shimura. Ces courbes se plongent aussi dans des surfaces
modulaires de Hilbert. Hirzebruch et Zagier ont etudie´ leurs images du point
de vue de la ge´ome´trie alge´brique de la surface modulaire ; elles sont alors
connues sous le nom : cycles de Hirzebruch-Zagier. L’avantage d’etudier la
ge´ome´trie alge´brique (et plus particulie`rement l’anneau des formes modu-
laires) d’une courbe modulaire compacte en la plongeant dans une surface
modulaire, c’est que sur la courbe il n’y a pas de q-de´veloppement (parce
qu’il n’y a pas de pointes), mais sur la surface si. Villegas et Zagier ont
montre´ dans le cas non co-compact voir [15] qu’apre`s un changement de va-
riable et une re´normalisation par des pe´riodes “le de´veloppement en Taylor
des formes modulaires au points a` multiplication complexe est a` coefficients
alge´briques”. Ce principe qui marche tout aussi bien dans le cas co-compact
donne une manie`re de repre´senter les formes modulaires sur tous les groupes.
En particulier, on de´montre l’existence d’e´quations diffe´rentielles satisfaites
par les formes modulaires, ce qui donne des algorithmes pour calculer les
coefficients de Taylor au points CM (points a` multiplication complexe), a` la
diffe´rence des coefficients d’un q-de´veloppement, ou` aucun algorithme ge´ne´ral
n’est connu.
L’objectif dans cette the`se est essentiellement l’e´tude de structure des
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anneaux de formes quasi-modulaires sur des groupes modulaires co-compacts.
Dans le chapitre I, on rappelle les de´finitions et proprie´te´s ge´ne´rales des
formes modulaires et quasi-modulaires. Ainsi que les invariants des courbes
modulaires. On explique les de´veloppements en Taylor des formes modulaires
autour des points a` multiplication complexe. On finit, le premier chapitre par
donner une nouvelle de´monstration de l’existence d’e´quations diffe´rentielles
line´aires satisfaites par les formes modulaires.
Dans le chapitre II, on commence par rappeller les de´finitions des alge`bres
de quaternions, on construit les groupes modulaires co-compacts comme
unite´s de norme 1 d’un ordre provenant d’une alge`bre de quaternions. On
donne la me´thode de construction des domaines fondamentaux associe´s a` ces
groupes, la de´termination des points elliptiques et la dimension des espaces
de formes modulaires.
Dans le chapitre III, on rappelle les de´finitions des groupes et formes mo-
dulaires de Hilbert et on explique le de´veloppement en Fourier des formes mo-
dulaires de Hilbert, en particulier l’exemple des se´ries d’Eisenstein. On de´finit
les crochets de Rankin-Cohen sur les espaces de formes modulaires de Hilbert
qui ge´ne´ralisent les crochets de´finis dans le chapitre I. On rappelle la notion de
cycles de Hirzebruch-Zagier, on e´tudie des diffe´rentes restrictions des formes
modulaires de Hilbert aux cycles de Hirzebruch-Zagier et on montre que l’al-
ge`bre engendre´e par les diffe´rentes restrictions (qu’on va de´finir) des formes
modulaires de Hilbert est fermee´ par crochets de Rankin-Cohen. On donne
des exemples et des applications : les e´quations diffe´rentielles satisfaites par
des formes modulaires sur une courbe modulaire compacte plonge´e dans une
surface modulaire de Hilbert, s’obtiennent comme restrictions ge´ne´ralise´es
d’e´quations diffe´rentielles satisfaites par des formes modulaires de Hilbert
sur la surface en question.
Dans le chapitre IV, on montre que l’anneau des formes quasi-modulaires
sur un groupe modulaire co-compact n’est pas de type fini, on sait calcu-
ler combien de nouveaux ge´ne´rateurs on doit rajouter en chaque poids. On
montre aussi que les anneaux de formes quasi-modulaires sur un groupe mo-
dulaire co-compact est contenu dans un anneau de type fini. On illustre nos
the´ore`mes de structure sur un exemple. On finit le chapitre IV par en de´duire
une caracte´risation alge´brique des groupes modulaires co-compacts en termes
de leurs anneaux de formes modulaires.
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Chapitre 1
Formes modulaires et
quasi-modulaires : ge´ne´ralite´s
1.1 Domaines fondamentaux
Dans toute la the`se, Γ sera un sous-groupe discret de PSL(2,R) de covo-
lume fini. Les exemples les plus classiques sont Γ = Γ1 = PSL(2,Z) et ses
groupes de congruence Γ0(N), N ∈ N. Mais, il existe aussi des groupes modu-
laires co-compacts, notamment ceux provenant des alge`bres de quaternions
qu’on va e´tudier dans le chapitre II.
Pour comprendre la ge´ome´trie de la courbe modulaireH/Γ, on veut calcu-
ler certains invariants : le volume, le nombre de pointes, le nombre de points
elliptiques, et le genre. Ces invariants se calculent a` partir d’un domaine
fondamental pour l’ope´ration de Γ sur H.
Dans cette section, on de´crit une me´thode ge´ne´rale pour construire un
domaine fondamental. Puis, on explique comment de´terminer les points el-
liptiques d’un tel domaine. On peut alors de´terminer les dimensions des es-
paces Mk(Γ) de formes modulaires de poids k. La connaissance de la se´rie de
Hilbert-Poincare´ permet dans certains cas (comme on va le voir dans l’etude
de nos exemples) de de´terminer la structure de l’anneau des formes modu-
laires M∗ =
⊕
kMk(Γ), cette somme directe est indexe´e par l’ensemble des
entiers pairs.
Nous allons souvent identifier le demi-plan de Poincare´ H avec le disque
unite´ D, par z −→ w = z−i
z+i
. Le groupe d’isome´tries, PSL(2,R) s’identifie
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alors avec le groupe d’isome´tries du disque :
PSU(1, 1) =

(
A B
B A
) ∣∣∣∣∣∣
A = (a+d)+i(b−c)
2
, B = (a−d)−i(b+c)
2(
a b
c d
)
∈ PSL(2,R)
 .
Par abus de notation, on note aussi par Γ son image dans le groupe isomorphe
PSU(1, 1). On appellera dans la suite ρ1 le plongement dans PSU(1, 1), en
particulier, on identifie Γ avec ρ1(Γ).
On peut alors repre´senter le quotient par un domaine fondamental dans
le disque de Poincare´. La distance hyperbolique entre deux points u et v du
disque sera notee´ dh(u, v). La me´trique hyperbolique est de´finie sur le disque
de Poincare´ par ds2 = dx
2+dy2√
1−x2−y2
, ou` x+ iy ∈ D. Pour γ =
(
a b
c d
)
∈ Γ, on
de´finit :
Dγ = {w ∈ D | dh(w, 0) ≤ dh(w, γ.0)},
Fγ = ∂Dγ = {w ∈ D | dh(w, 0) = dh(w, γ.0)}
Si on suppose que γ.0 = u + iv, les points d’affixes x + iy appartenant a` la
frontie`re Fγ satisfont a` :
(x− u
u2 + v2
)2 + (y − v
u2 + v2
)2 =
1
u2 + v2
− 1 .
Un domaine fondamental de Dirichlet pour l’action de Γ sur D est F =⋂
γ∈ΓDγ. Pour construire ce domaine, on commence par tracer les frontie`res
Fγi pour une liste {γi | i ∈ I} arbitraire d’e´le´ments de Γ, par exemple tous les
e´le´ments de norme ≤ N. Les Fγi correspondent a` des ge´ode´siques hyperbo-
liques, quitte a` prendre N plus grand, on peut supposer que les ge´ode´siques
correspondantes aux e´le´ments de cette liste de´limitent un sous-ensemble de
D de volume fini, qui sera compact dans le cas ou` H/Γ l’est et qui aura un
nombre fini de sommets sur ∂D si non. L’ensemble des ge´ode´siques ayant une
partie plus proche du centre du disque que les frontie`res du sous-ensemble
obtenu est un ensemble fini (facile a` voir en utilisant les e´quations des fron-
tie`res). Donc en comple´tant la liste I par au plus un nombre fini d’e´lements,
on obtient un sous-ensemble de volume infe´rieur ou e´gal au volume du sous-
ensemble de´ja` construit. Ce dernier est un domaine fondamental qui repre´-
sente le quotient X dans le disque. La me´thode est algorithmique et sera
explicite´e pour plusieurs exemples dans le chapitre II.
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De´finition 1. Un point elliptique w ∈ D d’ordre n est un point fixe d’un
e´le´ment de Γ d’ordre n.
Un e´le´ment de Γ d’ordre n, sera repre´sente´ par un γ ∈ SL(2,C) (en
fait SU(1, 1) ou SL(2,R)) d’ordre 2n avec γn = −Id, donc est conjugue´
dans SL(2,C) a` une matrice
(
ξ 0
0 ξ−1
)
, avec ξ une racine primitive 2n-i
e`me de l’unite´. Si on note γ par γn (abus de notation), la trace de γn sera
0, 1,±√2,±√3, si n = 2, 3, 4 ou 6 respectivement. Ces conditions sur la trace
permettent en ge´ne´ral de de´terminer l’ensemble des points elliptiques dans
un domaine fondamental construit. Ces points elliptiques sont situe´s sur la
frontie`re du domaine fondamental. Le nombre ej de points elliptiques non
e´quivalents d’ordre j, le genre g de D/Γ, le nombre de pointes m et son
volume hyperbolique sont lie´s par la formule de Gauss-Bonnet :
Vol(D/Γ)
2pi
= 2g − 2 +
∑
i≥2
ei(1− 1
i
) +m . (G)
Pour calculer le volume du quotient D/Γ, on peut utiliser un domaine fon-
damental, c’est un polygoˆne F de n-sommets inclus dans le disque D. Si on
note par θ1, · · · , θn les angles au sommets de F , on a alors :
Vol(D/Γ) = Vol(F) = (n− 2)pi − (θ1 + · · ·+ θn) . (V )
1.2 Formes modulaires et quasi-modulaires
Formes modulaires. On rappelle ici, la de´finition d’une forme modulaire
et les conse´quences imme´diates de cette de´finition. Dans la suite, les poids
des formes modulaires sont des entiers pairs.
De´finition 2. Une forme modulaire de poids k sur Γ, est une fonction
holomorphe f sur H a` croissance tempe´re´e 1, telle que :
(c z + d)−k f(
a z + b
c z + d
) = f(z), ∀
(
a b
c d
)
∈ Γ et z ∈ H. (1)
1C’est-a`-dire |f(z)| est borne´ par une puissance de |z|2+1
y
.
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Une forme modulaire sur un groupe modulaire Γ non co-compact pos-
se`de un ou plusieurs q-de´veloppements, c’est-a`-dire des de´veloppements en
Fourier. En effet, si T =
(
1 1
0 1
)
∈ Γ (ce qu’on peut toujours supposer
apre´s conjugaison) alors f(z + 1) = f(z) (en appliquant (1) avec la matrice
T ). Ceci implique f(z) =
∑∞
n=0 anq
n, avec q = exp(2ipiz). Le de´veloppement
en Fourier est un outil fondamental pour e´tudier les formes modulaires sur
des groupes modulaires non co-compacts. Par exemple, on sait que M∗(Γ)
est souvent engendre´ comme anneau par des formes ayant un de´veloppement
dans Q[[q]] ou meˆme Z[[q]]. Dans le cas co-compact, on identifie souvent le
demi-plan supe´rieur avec le disque unite´, en envoyant τ vers 0. On identifie
alors f avec une forme de´finie sur le disque unite´, modulaire sur un sous-
groupe modulaire de PSU(1, 1). Par abus de notation, on de´signe aussi par
f la forme de´finie sur le disque. Le de´veloppement en Taylor autour de ze´ro
de f s’e´crit f =
∑∞
n=0 cnx
n. Villegas et Zagier ont montre´ qu’apre`s norma-
lisation par des pe´riodes, le de´veloppement en Taylor autour des points CM
est alge´brique, c’est-a`-dire cn ∈ Q pour tout n.
Ze´ros des formes modulaires. Pour e´tudier les ze´ros des formes mo-
dulaires holomorphes, on utilise la formule des ze´ros dont une de´monstration
se trouve par exemple dans [Serre]. Soit p ∈ X = (H ∪ P1(Q))/Γ, on de´finit
l’ordre du point p par ordΓ(p) = n, si p est un point elliptique d’ordre n ; si
non ordΓ(p) = 1. Pour une forme modulaire f, on de´finit vp(f) =
ordp(f)
ordΓ(p)
ou`
ordp(f) est l’ordre d’annulation de f en p.
The´ore`me 1. Soit Γ ⊂ PSL(2,R) un sous-groupe discret de covolume fini.
Soit f une forme modulaire sur Γ de poids k. On a alors :
k
Vol(H/Γ)
4pi
=
∑
p∈X
vp(f). (Z)
Exemple. Le volume hyperbolique de H/Γ1 est pi3 . Apre´s un choix d’un do-
maine fondamental F , on sait que le point i est elliptique d’ordre 2, le point
ρ = exp(ipi/3) est elliptique d’ordre 3 et il n’y a pas d’autres points ellip-
tiques. L’application de la formule de ze´ros (Z) a` la se´rie d’Eisenstein E6,
montre que E6 s’annule uniquement dans l’orbite de i. Et l’application de la
formule des ze´ros a` E4, montre qu’elle s’annule uniquement dans l’orbite de
ρ.
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Structure des anneaux de formes modulaires. Pour e´tudier la struc-
ture des anneaux de formes modulaires, on commence par calculer la se´rie de
Hilbert-Poincare´ associe´e a` la suite des dimensions des espaces de formes mo-
dulaires. Rappelons maintenant la formule des dimensions. Sa de´monstration
se trouve par exemple dans [17].
The´ore`me 2. Soit Γ ⊂ PSL(2,R) un sous-groupe discret de covolume fini.
Soit Mk(Γ), le C-espace vectoriel des formes modulaires de poids k sur Γ.
Soient g, le genre deH/Γ, et ei le nombre de points elliptiques non e´quivalents
par Γ d’ordre i, et m le cardinal du quotient P1(Q)/Γ. On a alors :
dimM0(Γ) = 1
dimM2(Γ) = m + g − 1 si m > 0
dimM2(Γ) = g si m = 0
dim(Mk(Γ)) = (k − 1)(g − 1) +mk2 +
∑
i ei[
k(i−1)
2i
]
= (k − 1)Vol(H/Γ)
4pi
+ m
2
−∑i ei{k(i−1)2i }.
(D).
Exemple. Soit Γ1 = PSL(2,Z), le groupe modulaire classique. Le genre de
la surface de Riemann H/Γ1, est e´gal a` 0. Le nombre de points elliptiques
d’ordre 2, dans un domaine fondamental est e´gal a` e2 = 1. Le nombre de
points elliptiques d’ordre 3, est e´gal a` e3 = 1. Le nombre de pointes est e´gal
a` m = 1. On a donc dimM2 = 0 et dimM4 = −3 + 2 + [ 2(2−1)2 ] + [2(3−1)3 ] =
−3 + 2 + 2 = 1.
Le the´ore`me suivant est connu. On en donne l’ide´e de la de´monstration.
The´ore`me 3. Soit Γ ⊂ PSL(2,R), un sous-groupe discret de covolume fini.
Soit M∗ =
⊕
k≥0Mk, l’anneau gradue´ des formes modulaires sur Γ. Alors M∗
est un anneau de type fini.
Ide´e. Pour simplifier, on suppose Γ agit librement sur H, c’est-a`-dire sans
points elliptiques, on suppose aussi k pair. On de´finit le quotient Ek = (H×
C)/Γ, ou` on identifie (τ, α) avec ( aτ+b
cτ+d
, (cτ+d)−kα), pour tout γ =
(
a b
c d
)
∈
Γ. L’hypothe`se sur Γ, implique que Ek −→ H/Γ est un fibre´ en droites au
dessus de H/Γ. Il existe une extension de ce fibre´ a` X = (H ∪ P1(Q))/Γ.
Par abus de notation, Ek de´signe le fibre´ en droites au dessus de X (apre´s
extension). Les formes modulaires de poids k sur Γ, sont les sections globales
de ce fibre´. Soit Mk(Γ) = H
0(X, Ek). D’autre part Ek ' E⊗
k
2
2 . Les formes mo-
dulaires de poids k sont alors sections globales de puissance tensorielle d’un
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fibre´ ample au dessus de X. De plus X est projective lisse, par conse´quence
de la ge´ome´trie alge´brique des courbes, M∗(Γ) =
⊕
kH
0(X, E⊗
k
2
2 ), est un
anneau de type fini.
Crochets de Rankin-Cohen. Certaines combinaisons de de´rive´es de
formes modulaires sont modulaires. On de´finit une suite d’ope´rateurs sur le
produit tensoriel d’espaces Mk etMl, de formes modulaires de poids respectifs
k et l. Ces ope´rateurs sont appele´s crochets de Rankin-Cohen. On note par
f (j) la de´rive´e j-ie`me par rapport a` z d’une fonction de´rivable sur H.
De´finition 3. Soient f et g deux fonctions holomorphes sur H a` valeurs
dans C (ou de D dans C). Soient k, l et n des entiers, on de´finit :
[f, g]k,ln =
n∑
j=0
(−1)j
(
k + n− 1
j
)(
l + n− 1
j
)
f (n−j)g(j) .
Notation. Si f et g sont respectivement des formes modulaires de poids res-
pectifs k et l. On note par [f, g]n le crochet [f, g]
k,l
n , c’est-a`-dire on ommet k
et l de la notation.
Proposition 1. Soient f et g deux fonctions holomorphes sur un ouvert
U ⊂ C et γ ∈ SL(2,C). On a alors :
[f |k γ, g |l γ]k,ln = [f, g]k,ln |k+l+2n γ .
Corollaire. Soit Γ ⊂ PSL(2,R) un sous-groupe discret de covolume fini.
Les crochets de Rankin-Cohen de´finissent une suite d’ope´rateurs :
Mk(Γ)⊗Ml(Γ) −→ Mk+l+2n(Γ)
f ⊗ g 7→ [f, g]n.
De´monstration. On suppose dans la proposition que f et g sont des formes
modulaires de poids respectifs k et l sur Γ. On a alors les e´quations fonctio-
nelles f |kγ = f et g|lγ = g. La proposition implique [f, g]n = [f, g]n|k+l+2nγ,
c’est-a`-dire [f, g]n est modulaire de poids k + l + 2n.
Pour de´montrer la proposition, on de´finit une suite de polynoˆmes dans
C[x, y] par :
Rk,ln (x, y) =
n∑
j=0
(−1)j
(
k + n− 1
j
)(
l + n− 1
n− j
)
yjxn−j . (1.1)
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On a alors :
[f, g]n = R
(k,l)
n (∂1, ∂2)(f(z1)g(z2)) |z1=z2=z,
ou` ∂1 et ∂2 les ope´rateurs de de´rivation par rapport aux variables z1 et z2,
de´finies sur l’espace de fonctions holomorphes sur H×H, qu’on note C(H2).
Nous allons maintenant donner une carate´risation de la suite de poly-
noˆmes Rk,ln (x, y) (cette caracte´risation implique la proposition). Pour cela,
on de´finit un ope´rateur (comme le laplacien) sur l’espace des polynoˆmes en
deux variables.
De´finition 4. Soient k, l ∈ N, on de´finit l’ope´rateur :
∆k,l : C[x, y] −→ C[x, y]
P 7→ (x ∂2
∂x2
+ k ∂
∂x
+ y ∂
2
∂y2
+ l ∂
∂y
)(P ).
Proposition 2. Pour tout n ∈ N, (k, l) ∈ Z2, on a :
ker(∆k,l) ∩ C[x, y]n = C .Rk,ln (x, y).
De´monstration. On a :
dim(ker(∆k,l) ∩ C[x, y]n) = dim C[x, y]n − dim C[x, y]n−1 = 1.
Soit P (x, y) =
∑
r+s=n
cr,sx
rys ∈ Ker(∆k,l), on a alors :∑
r+s+1=n
((r + 1)(k + r)cr+1,s + (s+ 1)(s+ l)cr,s+1)x
rys = 0.
Ceci implique (r + 1)(k + r)cr+1,s + (s + 1)(s + l)cr,s+1 = 0. Si on impose
c0,n =
(−k
n
)
, on obtient cr,s = (−1)r
(
n+k−1
s
)(
n+l−1
r
)
. On retrouve donc la
de´finition 1.1 des polynoˆmes Rk,ln (x, y).
Remarque. Soit C(H), l’espace des fonctions holomorphes sur H. On de´finit,
la restriction diagonale :
ρ : C(H)2 −→ C(H)
F (z1, z2) 7→ F (z, z)
La preuve de la proposition implique que, si F ∈ C(H2) pas ne´cessairement
dans C(H)⊗ C(H), satisfaisant a` :
F (γ.z1, γ.z2) = (cz1 + d)
k(cz2 + d)
lF (z1, z2),
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pour tout γ =
(
a b
c d
)
∈ Γ et (z1, z2) ∈ H×H; alors ρ◦RCk,ln (∂1, ∂2)(F (z1, z2))
se transforme comme une forme modulaire de poids k+l+2n. Cette remarque
va jouer un roˆle essentiel dans le chapitre (III).
Exemple. Le crochet entre deux formes modulaires f et g d’ordre 0 est simple-
ment le produit : [f, g]0 = fg. Le crochet d’ordre 1, est [f, g]1 = kfg
′ − lgf ′.
Ces crochets ont e´te´ de´couvert par Cohen, voir ([3]). Depuis, ils ont plu-
sieurs applications dans la the´orie des formes modulaires.
Deuxie`me preuve de modularite´ des crochets. Pour de´montrer la
modualrite´ des crochets de Rankin-Cohen entre formes modulaires, on peut
suivre [24]. Soient f et g deux formes modulaires de poids respectives k et
l sur Γ. On associe a` f et g leurs se´ries de Kuznetsov-Cohen, de´finies par
f˜(τ,X) =
∞∑
n=0
f(n)(τ)Xn
n!(n+k−1)! et g˜(τ,X) =
∞∑
n=0
g(n)(τ)Xn
n!(n+l−1)! (ou` τ ∈ H et X une
variable), on a alors :
f˜(τ,X)g˜(τ,−X) =
∞∑
n=0
[f, g]n(τ)X
n
(n + k − 1)!(n+ l − 1)! .
D’autre part g˜ ve´rifie la meˆme loi de transformation que f˜ (en remplac¸ant f˜
par g˜ et k par l) a` savoir :
f˜(γτ,
X
(cτ + d)2
) = (cτ + d)kecX/cτ+df˜(τ,X), (1.2)
pour tout γ =
(
a b
c d
)
∈ Γ. Pour montrer cette loi de transformation, on
ve´rifie facilement que l’ope´rateur diffe´rentiel ∂
∂τ
−k ∂
∂x
−x ∂2
∂x2
annulle les deux
membres de (1.2). D’autre part, la valeur en (τ, 0) des deux membres de (1.2)
est
ef(τ)
(k−1)! , et donc les deux membres de (1.2) coincident.
Finalement en utilisant les lois de transformations de f˜(τ,X) et g˜(τ,−X),
on obtient :
f˜(γτ,
X
(cτ + d)2
) g˜(γτ,
−X
(cτ + d)2
) = (cτ + d)k+lf˜(τ,X)g˜(τ,−X),
(les facteurs exponentielles se simplifient). Il suit que :
[f, g]n(γτ) = (cτ + d)
k+l+2n[f, g]n(τ),
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pour tout γ =
(
a b
c d
)
∈ Γ.
Remarque. Pour de´montrer la modularite´ des crochets de Rankin-Cohen
entre formes modulaires de Hilbert (voir chapitre III) en deux variables τ1
et τ2, on pourra utiliser la meˆme de´monstration, en associant aux formes
modulaires de Hilbert des se´ries de Kuznetsov-Cohen en deux variables.
Soient ∂1 et ∂2 les de´rivations respectives par rapport a` τ1 et τ2, on as-
socie a` une forme modulaire de Hilbert F (τ1, τ2) de poids (k1, k2), la se´rie
F˜ (τ1, τ2, X, Y ) =
∑
m,n∈N
∂n1F∂
n
2F (τ1, τ2)X
nY m
n!m!(n + k1 − 1)!(m+ k2 − 1)! .
Formes quasi-modulaires. La de´rive´e d’une forme modulaire de poids
k n’est pas modulaire. C’est une forme quasi-modulaire de poids k + 2 et
profondeur≤ 1. Kaneko et Zagier on introduit dans ([9]), la notion des formes
quasi-modulaires. Voici une de´finition simple sugge´re´e par Werner Nahm.
De´finition 5. Une forme quasi-modulaire de poids k et profondeur ≤ p sur
Γ, est une fonction holomorphe f sur H a` croissance tempe´re´e, telle que,
pour tout z ∈ H, l’application :
Γ −→ C(
a b
c d
)
7→ (c z + d)−k f(a z+b
c z+d
),
est un polynoˆme en c
c z+d
, de degre´ ≤ p. Autrement dit on a :
(cz + d)−kf(
az + b
cz + d
) =
p∑
j=0
fj(z)(
c
cz + d
)j, ∀z ∈ H, (2)
avec des fonctions fj : H −→ C pour (j = 0, · · · , p).
Remarque. Les fonctions fj sont automatiquement holomorphes, avec f0 = f.
Chaque fj, sera elle aussi quasi-modulaire de poids k − 2j et de profondeur
≤ p− j.
Exemple. Une forme modulaire de poids k est une forme quasi-modulaire
du meˆme poids et de profondeur nulle. Si g est une forme modulaire de
poids k alors g′ sera quasi-modulaire de poids k + 2 et profondeur ≤ 1, avec
f0(z) = g
′(z) et f1(z) = kg(z). Sur le groupe modulaire Γ1 = PSL(2,Z), la
se´rie d’Eisenstein E2 de poids 2 est une forme quasi-modulaire holomorphe
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de poids 2 et profondeur ≤ 1, (avec f0(z) = E2(z) et f1(z) = 6pii). Cette
forme quasi-modulaire n’est pas la de´rive´e d’une forme modulaire. En effet,
M0 = C, donc la de´rive´e d’une forme en poids 0 est nulle.
De´finition 6. Une forme modulaire presque-holomorphe F de poids k et
profondeur ≤ p sur Γ est un polynoˆme en 1
y
de degre´ ≤ p, a` coefficients
des fonctions holomorphes sur H, a` croissance tempe´re´e, telle qu’on a (1)
pour tout
(
a b
c d
)
∈ Γ et z ∈ H.
Remarque. Nous allons e´tudier dans le chapitre IV, en de´tail le lien entre
les espaces de formes quasi-modulaires holomorphes et les espaces de formes
modulaires presque-homorphes. Nous allons de´montrer que ces espaces sont
isomorphes, l’isomorphisme envoie f vers F =
p∑
j=0
fj(z)(2iy)
−j.
1.3 Equations diffe´rentielles
Le degre´ de transcendance de l’anneau des formes modulaires sur n’im-
porte quel groupe Γ ⊂ PSL(2,R), discret et de covolume fini est e´gal a` 2 (car,
dim(H/Γ) = 1 et un poids est associe´ a` une forme). L’anneau des formes
quasi-modulaires a` un degre´ de transcendance e´gal a` 3 (car, dim(H/Γ) = 1,
un poids et un profondeur sont associe´s a` chaque forme). Or, pour toute
forme modulaire de poids k, les de´rive´s f ′,f ′′ et f
′′′
sont des formes quasi-
modulaires (de poids respectives k + 2, k + 4 et k + 6). Il existe donc un
polynoˆme P ∈ C[x1, · · · , x4] telle que : P (f, f ′, f ′′, f ′′′) = 0, c’est-a`-dire f est
solution d’une e´quation diffe´rentielle non line´aire d’ordre au plus e´gal a` 3.
Mais, f satisfait a` une e´quation diffe´rentielle beaucoup plus utile a` savoir
une e´quation diffe´rentielle qui est line´aire par rapport a` une coordonne´e locale
qui est une fonction modulaire. Ce fait qui est classique a joue´ un roˆle dans
les premiers articles sur les formes automorphes (Klein, Fricke et Poincare´), a
e´te´ de´montre´ dans un langage moderne par P. Stiller. Puisqu’il n’est pas tre´s
connu aujourd’hui, on donne la de´monstration comple`te en suivant ([23]). On
donne aussi une nouvelle de´monstration.
The´ore`me 4. Soit Γ ⊂ PSL(2,R), un sous-groupe discret de covolume fini.
Soit t(z), une fonction modulaire sur Γ. Soit f ∈ Mk(Γ), on e´crit localement
f = Φ(t). Alors Φ est solution d’une e´quation diffe´rentielle line´aire d’ordre
au plus k + 1 a` coefficients des fonctions alge´briques en t.
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De´monstration. On associe a` f la fonction vectorielle F : H −→ Cn, de´finie
par :
F (z) =

f(z)zk
f(z)zk−1
· · ·
f(z)
 = f(z)

zk
zk−1
· · ·
1
 .
Pour tout γ ∈ Γ, on a :
F (γz) =

f(z)(az + b)k
f(z)(az + b)k−1(cz + d)
· · ·
f(z)(cz + d)k
 = M(γ)F (z)
avec,
M(γ) =

ak kak−1b · · · bk
ak−1c · · · · · · bk−1d
· · · · · · · · · · · ·
ck kck−1d · · · dk
 = Symk(γ).
Puisque M(γ) ne de´pend pas de z, on a
dF (γz)
dz
= (cz + d)−2F ′(γz) =
M(γ)F ′(z). Or,
dt(γz)
dz
= (cz + d)−2t′(γz).
Ceci implique :
F ′(γz)
t′(γz)
= M(γ)
F ′(z)
t′(z)
. Si on de´finit, par D = ( dt
dz
)−1 d
dz
l’ope´-
rateur de de´rivation par rapport a` t, on en de´duit DF (γz)) = M(γ)DF (z).
Par re´curence sur i, il suit que Di(F )(γz) = M(γ)Di(F )(z). On peut alors
construire une matrice de taille (k + 1)× (k + 2), en prenant les DiF (z)(i =
0, 1, · · · , k + 1) comme vecteurs colonnes. En rajoutant une ligne a` cette
matrice, en repe´tant la dernie`re ligne, on obtient une matrice carre´ de de´ter-
minant 0, on en de´duit une relation de de´pendance entre les colonnes :
k+1∑
i=0
ai(z)D
i(F )(z) = 0,
avec ai(z) = (−1)i detAi(z) ou` : Ai(z) = (f,Df, · · · , Dˆif, · · · , Dk+1f). On
obtient donc une e´quation diffe´rentielle line´aire satisfaite par F avec un ordre
e´gal a` k+1. Le fait que Ai(γz) = M(γ)Ai(z) et que det(M(γ)) = 1 implique
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la Γ-invariance des ai(z), qui sont donc des fonctions modulaires et par conse´-
quence des fonctions alge´briques en t.
Nous donnons maintenant une nouvelle de´monstration du the´ore`me que
nous avons trouve´ suite a` l’e`tude d’un exemple particulier.
Deuxie`me de´monstration. Nous conside´rons l’ope´rateur de diffe´ren-
tiation, D = ( dt
dz
)−1 d
dz
, associe´ a` la fonction modulaire t. On choisit une
forme quasi-modulaire me´romorphe φ de poids 2, par exemple (φ = 1
n
g′
g
,
pour une forme modulaire me´romorphe g quelconque de poids n 6= 0) avec
φ′ − φ2 modulaire me´romorphe de poids 4. Par re´currence, on montre que
Djf = k(k − 1) . . . (k − j + 1)fφj + R, ou` R est un polynoˆme de degre´ < j
en φ a` coefficients modulaires. On a donc f,Df, · · · , Dk+1f ∈ Mmer∗ [φ]. On
conside`re la matrice A de taille (k + 2) × (k + 2), dont le j-e`me vecteur
colonne(j = 0, · · · , k + 1) est la suite des coefficients de f,Df, · · · , Dk+1f
(vu comme polynoˆmes en φ) par rapport a` la puissance φj. La matrice A est
triangulaire avec une diagonale e´gale a` (f, kf, k(k − 1)f, · · · , k!, 0), c’est-a`-
dire seul le dernier terme de la diagonale est nul. Le noyau de A est donc de
dimension exactement 1, on obtient une relation
∑k+1
j=0 aj(z)D
jf = 0 avec les
aj des formes modulaires du meˆme poids ; car les D
jf sont tous des formes
quasi-modulaires de meˆme poids k, et avec ak+1 6= 0. En divisant avec ak+1,
on peut supposer que tous les aj sont de poids 0. Il suit que les aj sont des
fonctions alge´briques de t. Finalement, on peut pas trouver une e´quation dif-
fe´rentielle d’ordre plus petit, car la sous-matrice extraite de A en e´liminant
la dernie`re ligne est une natrice triangulaire inversible (donc de noyau nul).
1.4 De´veloppement en se´rie de Taylor
Pour toute forme modulaire elliptique f de poids k sur un groupe modu-
laire Γ et tout point z0 ∈ H, on de´finit une suite de nombres (Cn[f ; z0]) qu’on
appellera suite de nombres canoniques associe´e a` f au point z0. On commence
par identifier le demi-plan supe´rieur avec le disque unite´ par l’application :
H −→ D
z 7−→ z−z0
z−z0 ,
L’application inverse est donne´e par :
D −→ H
w 7−→ z0−z0w
1−w .
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L’application w −→ (1− w)−kf( z0−z0w
1−w ), est analytique sur le disque unite´.
De´finition 7. Soit f une forme modulaire de poids k sur un groupe modu-
laire Γ et z0 ∈ H. La suite de Taylor canonique (Cn[f ; z0]) associe´e a` f au
point z0 est de´finie par :
(1− w)−kf(z0 − z0w
1− w ) =
∞∑
n=0
Cn[f ; zo]
wn
n!
.
Nous donnons ici, un corollaire de la formule des ze´ros lie´ au de´veloppe-
ment en Taylor des formes modulaires autour de ze´ro, comme explique´ dans
la de´finition pre´ce´dente.
Lemme. Soient f et g deux formes modulaires de meˆme poids k sur un meˆme
groupe modulaire Γ ⊂ PSU(1, 1). Soient f(x) et g(x) les de´veloppements en
Taylor autour de 0 des formes f et g. On suppose que f(x)− g(x) = O(xl),
avec l > Vol(D/Γ)
4pi
alors f = g.
Soit M̂∗ = M̂∗(Γ) l’anneau des formes modulaires presque-holomorphes
sur le groupe modulaire Γ (voir chapitre IV). Il existe alors un ope´rateur de
de´rivation sur M̂∗ de´fini par, ∂ = D − E4piy ou` y = =(z) et E est l’ope´rateur
donne´ par multiplication par le poids : E(f) = kf , si f ∈ M̂k. On e´crit ∂k =
D− k
4piy
, pour la restriction de ∂ sur M̂k et ∂
n
k pour la composition ∂k+2n−2 ◦
· · · ◦ ∂k, on a ∂nk : M̂k −→ M̂k+2n. Pour calculer la suite de Taylor canonique
assoice´e a` une forme modulaire f au point z0, on utilise les propositions
suivantes, dont on peut trouver des de´monstrations dans le cours de Don
Zagier au Colle`ge de France.
Proposition 3. Soit f ∈ Mk(Γ) et z0 ∈ H de partie imaginaire y0. On a
alors Cn[f ; z0] = (−4piy0)n(∂nk f)(z0).
Soit φ ∈ M˜mer2 (l’espace des formes quasi-modulaires me´romorphes de
poids 2 sur le groupe modulaire Γ), on de´finit Φ = Dφ− φ2. C’est une forme
modulaire me´romorphe de poids 4 sur Γ. On de´finit l’ope´rateur ∂φ = D−φE.
Proposition 4. Soit (fn) la suite de fonctions de´finis par f0 = f ∈ Mk(Γ)
et fn+1 = ∂φ(fn)− n(n+ k− 1)Φfn−1, avec ∂φ(fn) = (D− (k+ 2n)φ)fn. On
a alors ∂nk f(z0) = fn(z0).
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On de´finit une relation d’e´quivalence sur les suites de nombres complexes
par : (an) ∼ (bn), s’il existe α, β ∈ C∗ tels que an = αβnbn pour tout n ∈
N. Soit {Cn} la classe de la suite canonique de Taylor associe´e a` une forme
modulaire f au point z0. Il est facile de voir que la classe de la suite cano-
nique de f dans n’importe quel point γ.z0 de l’orbite de z0 sous l’action de
Γ, est inde´pendant de γ. Une classe d’e´quivalence est donc un e´le´ment de
(
∏∞
n=0 C)/(C
∗)2. Ainsi toute forme modulaire f sur Γ permet de de´finir une
application :
H/Γ −→
∞∏
n=0
C/(C∗)2.
Si de plus f est alge´brique et z0 est un point CM, alors l’image de cette
application sera contenue dans
∏∞
n=0 Q/(Q
∗)2.
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Chapitre 2
Courbes modulaires compactes
2.1 Alge`bres de quaternions
Dans ce paragraphe, nous rappelons les de´finitions et proprie´te´s ge´ne´rales
des alge`bres de quaternions. Pour une re´fe´rence plus comple`te, on peut voir
[21] ou [11].
Dans ce paragraphe,K de´signe un corps de caracte´ristique diffe´rente de 2.
De´finition 8. Une alge`bre de quaternions B sur K, est de´finie par la donne´e
d’un couple (a, b) forme´ de deux e´le´ments non nuls a et b de K, avec les
relations i2 = a, j2 = b et ij = −ji ; de´finissant B comme la K-alge`bre
sous-jacente a` un espace vectoriel de dimension 4, dont (1, i, j, ij) est une
base.
Notation. Un e´le´ment q de B, est appele´ un quaternion et est de´fini par q =
x+iy+jz+(ij)t, avec (x, y, z, t) ∈ K4. Son conjugue´ est q = x−iy−jz−(ij)t.
On de´finit la trace re´duite de q par, tr(q) = q + q = 2x. La norme re´duite
de q, est de´finie par :
n(q) = qq = x2 − ay2 − bz2 + abt2.
On note par (a,b
K
), l’alge`bre de quaternions de´finie sur K par la donne´e du
couple (a, b) ∈ K2. On utilise parfois la notation (a, b) pour de´signer l’alge`bre
(a,b
K
), s’il n’y a aucune confusion sur le corps K. On ve´rifie facilement que
tr(q1 + q2) = tr(q1) + tr(q2) et n(q1q2) = n(q1)n(q2).
Remarque. La norme n de´finit sur l’espace vectoriel sous-jacent a`B une forme
quadratique.
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Exemple. L’exemple fondamental d’une alge`bre de quaternions sur K, est
donne´ par l’alge`bre M(2, K) des matrices carre´es d’ordre 2 a` coefficients dans
K. La trace et la norme dans M(2, K) sont la trace et le de´terminant au sens
usuel. On identifie K a` son image dans M(2, K) par le K-homomorphisme
qui envoie l’unite´ de K sur la matrice identite´. De fac¸on explicite : si q =(
a b
c d
)
∈ M(2, K), son conjugue´ est q =
(
d −b
−c a
)
, on a tr(q) = a + d
et n(q) = ad− bc. On a aussi M(2, K) = ( 1,1
k
) avec :
i =
(
1 0
0 −1
)
, j =
(
0 1
1 0
)
.
Proposition 5. Soit B une alge`bre de quaternions sur K, et B0 le sous-
espace de B de´finie par B0 = {q ∈ B | tr(q) = 0}. On a alors l’equivalence :
q ∈ B0 si et seulement si : ( q2 ∈ K) et (q = 0 ou q 6∈ K).
De´monstration. Soit (1, i, j, ij) une base de B sur K, avec i2 = a ∈ K∗ et
j2 = b ∈ K∗. Supposons que q = x + iy + jz + ijt avec tr(q) = 0, alors
x = 0 et q2 = ay2 + bz2 − abt2 ∈ K, de plus q = 0 ou q 6∈ K car alors,
(y, z, t) 6= (0, 0, 0). Re´ciproquement supposons que q2 ∈ K et (q = 0 ou
q 6∈ K). Comme, q2 = (x2 + ay2 + bz2 − abt2) + 2(xyi + xzj + xt(ij)). On
a alors xy = xz = xt = 0 et (q = 0 ou (y, z, t) 6= (0, 0, 0), ce qui implique :
x = 0 ou encore tr(q) = 0.
Proposition 6. Soit B une K-alge`bre de quaternions et B∗ le sous-groupe
multiplicatif des e´le´ments inversibles de B. On a alors : q ∈ B∗ si et seule-
ment si n(q) 6= 0.
De´monstration. Soit q ∈ B, on a n(q) = qq. Si n(q) 6= 0 alors 1
n(q)
q est
inverse de q. Re´ciproquemnt, si q est inversible, par multiplicativite´ de la
norme n(q)n(q−1) = 1 et donc n(q) 6= 0.
Proposition 7. Soit B une K-alge`bre de quaternions. Les K-automorphismes
de B sont de la forme : q −→ σ−1qσ, avec σ ∈ B∗.
De´monstration. Une K-alge`bre de quaternions, est une K-alge`bre centrale
simple de dimension 4 sur K. La proposition est corollaire du the´ore`me de
Skolem-Noether sur les K-automorphismes des K-alge`bres centrales simples.
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Remarque. En conse´quence de la Proposition (7), caracte´risant lesK-automorphismes
de B, on a AutK(B) = B
∗/K∗.
De´finition 9. On conside`re l’e´quation : x2 − ay2 − bz2 = 0 (1), avec
a, b ∈ K. On de´finit le symbole de Hilbert (a, b) par :{
(a, b) = 1 s’il existe une solution dans K3 − {0} de (1).
(a, b) = −1 si non.
Notation. On note par (a, b), le symbole de Hilbert de´fini sur Q2; et par
(a, b)p, le symbole de Hilbert de´finie sur Q2p.
Exemple.
a,b symbole de Hilbert (a,b) Une solution de : x2 − ay2 − bz2 = 0.
−1,−1 −1 aucune
1 , −1 1 (0, 1, 1)
−2 , 1 1 (1, 0, 1)
Pour le calcul des symboles de Hilbert sur Q2, nous utilisons la proposition
suivante, dont une de´monstration se trouve par exemple dans [16].
Proposition 8. Soient (a, b) ∈ Qp. Ecrivons a = pαu et b = pβv, avec
u, v des unite´s p-adiques. On a alors : (a, b)p = (−1)αβ (p) (up )β (vp)α si
p 6= 2; et (a, b)2 = (−1)(u)(v)+βω(u)+αω(v) si p = 2, ou` (u) ≡ u−12 mod 2 et
ω(u) ≡ u2−1
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mod 2. On a aussi : (a, b)∞ = −1, si a < 0 et b < 0 ; si non
(a, b)∞ = 1.
Proposition 9. Soit B une K-alge`bre de quaternions ; alors, soit B est
isomorphe a` l’alge`bre des matrices M(2, K), soit B est une K-alge`bre de
division.
De´monstration. On suppose que B est de´finie comme dans la de´finition (8),
par la donne´e d’un couple (a, b). Par la Proposition (6); B est une alge`bre
de division, si tout e´le´ment non nul de B est de norme non nul. Il reste a`
montrer que s’il existe un e´le´ment non nul de norme nul, alorsB est isomorphe
a` l’alge`bre des matrices. Supposons que n(x0 + iy0 + jz0 + (ij)t0) = 0 avec
(x0, y0, z0, t0) 6= 0, on va montrer dans la suite (voir Proposition 12) qu’il
existe alors une solution non triviale de l’equation x2 − ay2 − bz2 = 0. Soit
(x1, y1, z1) une telle solution, c’est-a`-dire x
2
1−ay21 = bz21 . On va supposer pour
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l’instant que z1 6= 0, x1 6= 0 et y1 6= 0. On a les isomorphismes canoniques
suivants :
(a, b) ' (a, bz21) ' (a, x21 − ay21) ' (a, 1− au2), avec u = y1x1 .' (au2, 1− au2) ' (d, 1− d), avec d = au2.
Il suffit alors de construire un isomorphisme φ explicite entre l’alge`bre de
quaternions (d, 1 − d) et M(2, K). Pour c¸ela on prend : φ(i) =
(
0 d
1 0
)
et
φ(j) =
(
1 −d
1 −1
)
. Si z1 = 0 alors x
2
1 = ay
2
1, donc (a, b) ' (ay21, b) ' (x21, b) '
(1, b). Or (1, b) 'M(2, K), en effet il suffit d’identifier x+ iy+ jz+(ij)t avec(
x+ y z + t
b(z − t) x− y
)
. Si y1 = 0 alors x
2
1 = bz
2
1 , on traite ce cas comme le cas
z1 = 0. Il reste le cas x1 = 0, dans ce cas ay
2
1 = −bz21 donc (a, b) ' (−bz21 , b) '
(−b, b). Or, (−b, b) ' M(2, K) en identifiant i avec
(
1 1 + b
−1 −1
)
et j avec( −1 b− 1
1 1
)
.
Dans la suite K est un corps de nombres.
De´finition 10. Soit B une alge`bre de quaternions sur un corps de nombres
K. Pour toute place v de K, on de´finit Bv = B ⊗K Kv, c’est une alge`bre
de quaternions sur Kv. Si Bv est une alge`bre de division , on dit que B
est ramifie´e en v ; si Bv est une alge`bre de matrices, on dit que B est non
ramifie´e en v.
Le the´ore`me suivant n’est pas facile a` de´montrer. La preuve se trouve
bien suˆr dans les re´fe´rences que nous avons cite´.
The´ore`me 5. Soit K un corps de nombres. Une K-alge`bre de quaternions
B est ramifie´e en un nombre pair de places. Deux K-alge`bres de quaternions
sont isomorphes s’ils sont ramifie´es aux meˆmes places. Pour tout nombre pair
de places de K, il existe une K-alge`bre de quaternions B ramifie´e exactement
en ces places.
De´finition 11. Soit B une K-alge`bre de quaternions. Le discriminant de
B est le produit des ide´aux premiers correspondants aux places finies rami-
fiant B.
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Dans la suite, on de´finit les corps neutralisant une alge`bre de quaternions.
On donne une caracte´risation des corps neutralisants. On rappelle la notion
de symbole de Hilbert et on montre comment utiliser le calcul de tels sym-
boles pour de´terminer l’ensemble des premiers ramifiant une Q-alge`bre de
quaternions ou encore son discriminant.
De´finition 12. Soit L une extension de K et B une K-alge`bre de quater-
nions. On dit que L est un corps neutralisant B, si B ⊗K L 'M(2, L).
Remarque. La cloˆture alge´brique K de K est un corps neutralisant toute
K-alge`bre de quaternions. En particulier, une alge`bre de quaternions de´finie
sur un corps alge´briquement clos est isomorphe a` l’alge`bre des matrices.
Proposition 10. Soit L une extension finie de K et B une K-alge`bre de
quaternions. Pour que L soit un corps neutralisant B, il faut et il suffit que :
pour toute place v de K et pour toute place w | v de L, le corps Lw neutralise
Bv.
Proposition 11. Soit L une extension quadratique de K et B une K alge`bre
de quaternions. Pour que L soit un corps neutralisant B, il faut et il suffit
qu’il existe un K-plongement de L dans B; ou encore toute place v en laquelle
B est ramifie´e, n’est pas totalement de´compose´e dans L.
Nous donnons maintenant un outil important pour e´tudier les Q-alge`bres
de quaternions.
Proposition 12. Soit B = (a, b) une Q-alge`bre de quaternions, et p un
nombre premier. Alors B est ramifie´e en p, si (a, b)p = −1.
De´monstration. Supposons que (a, b)p = 1. L’e´quation x
2 − ay2 − bz2 = 0,
posse`de une solution non triviale (x0, y0, z0), donc n(x0 + iy0 + jz0 + 0) = 0.
En particulier, (x0, y0, z0, 0) n’est pas inversible et donc B ⊗ Qp est la Qp-
alge`bre de matrices d’ordre 2. Re´ciproquement, supposons que B ⊗ Qp est
isomorphe a` l’alge`bre de matrices. Alors, il existe un e´le´ment q0 = x0 +
iy0 + jz0 + (ij)t0 non nul, de norme nul. Or, la norme est multiplicative
donc pour tout λ ∈ Qp, on a n(q0(1 + λ(ij))) = 0. D’autre part on a :
q0(1 + λ(ij)) = (x0 − λt0ab) + i(y0 − bz0) + j(z0 − ay0) + ij(t0 + λ). Pour
t0 = −λ, on obtient n(x0 +abt20 + i(y0− bz0)+ j(z0−ay0)) = 0. On distingue
alors deux cas : si x0 6= 0 alors l’equation (1) posse`de une solution non
triviale dans Q3p. Si non, x0 = 0, on a alors (y0, z0, t0) 6= 0 ; en effectuant
le changement de variable (y0 = by1, z0 = az1), on obtient une solution non
triviale de (1) dans Q3p dans les deux cas, (a, b)p = 1.
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2.2 Exemples d’alge`bres
Nous e´tudions ici un exemple d’alge`bre de quaternions, qu’on va conside´-
rer dans la suite. Soit B0, l’alge`bre de quaternions sur Q de´finie par la donne´e
du couple (−1, 3). Il existe alors une base (1, i, j, ij) de B0, avec : i2 = −1,
j2 = 3 et ij + ji = 0. La norme n est de´finie sur B0 par :
n(x + iy + jz + ijt) = x2 + y2 − 3z2 − 3t2.
L’e´quation n(x+ iy+ jz + ijt) = 0 ne posse`de pas de solution non nulle. En
effet, si non, il existerait une solution non nulle dans Q4 de : x2 +y2 = 3(z2 +
t2). Or, il est bien connu (The´ore`me de Gauss) : un rationnel u est somme
de deux carre´s s’il n’existe pas de premiers p satsifaisant : p ≡ 3(mod4) et
vp(u) impair . Il suit que l’e´quation n(q) = 0 ne posse`de pas de solutions non
triviale q, si non, il existerait (x, y, z, t) non nul, telle que :
v3(x
2 + y2)− v3(z2 + t2) ≡ 1 mod (2),
ce qui contredit le the´ore`me de Gauss. Donc B0 est une Q-alge`bre de division.
Nous allons maintenant de´terminer les premiers ramifiant B0. Pour c¸ela,
nous utilisons la Proposition 8. On va donc calculer le symbole de Hilbert
(−1, 3)p pour tout premier p. Pour p = 2, il est clair que −1 et 3 sont des
unite´s 2-adiques. Donc (−1, 3)2 = (−1)(−1)(3) ou` (u) ≡ u−12 mod 2. Soit
alors (−1, 3)2 = −1, c’est-a`-dire B0 est ramifie´ en 2 ou encore : B0 ⊗Q Q2
est une Q2 alge`bre de division. Pour p = 3, on a −1 unite´ 3-adique mais
pas 3, dans ce cas (−1, 3)3 = (−13 ) = −1, donc B est ramifie´ en −3. Pour
tout premier p diffe´rent de 2 et 3 on a (−1, 3)p = 1. En effet, −1 et 3 sont
dans ce cas des unite´s p-adiques, l’e´criture de −1 respectivement 3 sous la
forme pαu respectivement pβv, est obtenue en prenant α = β = 0 , u = −1
et v = 3, d’ou` (−1, 3)p = (−1)0(−1p )0(3p)0 = 1. L’alge`bre B0 est alors ramifie´e
en un nombre pair (e´gal a` deux) de premiers. Le discriminant de B0 est e´gal
a` 6 = 2× 3.
Nous allons maintenant montrer que Q(
√
3) est un corps neutralisant
l’alge`bre B0. Nous donnons alors un isomorphisme explicite entre B0⊗Q(
√
3)
et M(2,Q(
√
3). On utilise le crite`re de la Proposition 11, on ve´rifie que :
Q(
√
3) −→ M(2,Q(√3))
x + y
√
3 −→ x + yj,
est un Q-plongement de Q(
√
3) dans B0. D’ailleurs, on en de´duit par la
Proposition 11 que les premiers p = 2 et p = 3 ne sont pas totalement
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de´compose´s dans Q(
√
3). On de´finit un isomorphisme explicite entre B0 ⊗
Q(
√
3) et M(2,Q(
√
3)) par :
1 7→
(
1 0
0 1
)
, i 7→
(
0 −1
1 0
)
et j 7→
( √
3 0
0 −√3
)
.
2.3 Groupes modulaires co-compacts
A partir de maintenant une alge`bre de quaternions est de´finie sur Q. Nous
rappelons la notion d’ordre dans une alge`bre de quaternions, la re´fe´rence
comple`te est [14]. On rappelle aussi la construction de groupes modulaires
co-compacts, provenant d’alge`bres de quaternions.
De´finition 13. Soit B une alge`bre de quaternions sur le corps des ration-
nels. Un ide´al I de B, est un Z-re´seau complet de B, c’est-a`-dire I⊗Z Q = B.
De´finition 14. Un ordre O de B est un ide´al de B, avec une structure
d’anneau, contenant 1.
Proposition 13. Il existe des ordres dans B. Tout ordre est contenu dans
un ordre maximal.
Exemple. SoitB une alge`bre de quaternions sur Q,muni d’une base {1, i, j, ij}.
Si i2 ∈ Z et j2 ∈ Z, alors O = Z + Zi + Zj + Zij, est un ordre canonique
dans B (mais pas toujours maximal).
De´finition 15. Soit B une alge`bre de quaternions. Un ordre d’Eichler dans
B, est l’intersection de deux ordres maximaux dans B.
De´finition 16. Soit O un ordre dans une alge`bre de quaternions B. On
de´finit l’ide´al :
O∗ = {q ∈ B | tr(qO) ∈ Z}, le dual de O par rapport a` la trace.
De´finition 17. Soit O un ordre dans une alge`bre de quaternions. On de´finit
le discriminant d de O par d2 = [O∗ : O].
Proposition 14. Soit O un ordre dans une alge`bre de quaternions. On
suppose que : O = Ze1 + Ze2 + Ze3 + Ze4. Le discriminant d de O satisfait :
d2 =| det(tr(eiej)) |.
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De´monstration. Soit (e∗j) la base duale par rapport a` la trace de la base (ej).
Soit (ai,j) la matrice, de´finie par ei =
∑
i,j ai,je
∗
j . On a d
2(O) = [O∗ : O] =
det(ai,j). Or, ai,j = tr(eiej), d’ou` la proposition.
Proposition 15. Soit O un ordre, de discriminant d(O) dans une alge`bre
de quaternions B, de discriminant d(B). Pour que O soit maximal, il faut et
il suffit que d(O) = d(B).
De´monstration. Voir [14].
Proposition 16. Soit A un ordre dans une alge`bre de quaternions B sur Q.
Soit L un corps quadratique d’anneau d’entiers OL, neutralisant B. Alors, il
existe un morphisme d’anneau injectif, ρ : B −→ M(2, OL) et il existe un
ide´al A ⊂ OL telle que ρ(A) ⊂
(
OL A
A−1 OL
)
. L’image de
A1 = {q ∈ A | n(q) = 1},
est contenu dans le groupe SL(OL⊕A) (les e´le´ments de norme 1 dans l’ordre(
OL A
A−1 OL
)
).
Supposons que B est non ramifie´ a` la place ∞, c’est-a`-dire B ⊗Q R ∼=
M(2,R). Alors, il existe des corps quadratiques re´els L neutralisant B. Si
nous choisissons l’un des deux plongements de L dans R, on obtient une
application :
A1
ρ−→ SL(OL ⊕A) ⊂ SL(2, L) ⊂ SL(2,R).
L’image Γ de A1 dans PSL(2,R) est un exemple de groupe modulaire co-
compact.
2.4 Exemples de groupes
Soit B0 = (−1, 3)Q, l’alge`bre de quaternions de discriminant 6. On rap-
pelle que B0 = Q + Qi + Qj + Qk avec i2 = −1 , j2 = 3 , ij + ji = 0. La
norme n est de´finie sur B par n(x+ i y + j z + ij t) = x2 + y2 − 3 z2 − 3 t2.
Soit A0 = Z + Zi+ Zj + Zij et A6 = Z + Zi+ Zj + Z
1+i+j+ij
2
. On peut aussi
e´crire A6 comme ensemble de quaternions :
A6 =
{
x+ yi+ zj + tij
2
| x, y, z, t ∈ Z, x ≡ y ≡ z ≡ t mod (2)
}
.
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On a alors [A6 : A0] = 2. L’ordre A6 est maximal dans B, en effet de
discriminant 6. On note par A10 respectivement A
1
6 les unite´s de norme 1 de
A0, respectivement de A6. On note aussi par A
2
6, A
3
6 les e´le´ments de A6 de
normes respectives 2 et 3, par A20 les e´le´ments de A0 de norme 2 et par A
3
0
les e´le´ments de A0 de norme 3. Les unions A
1
0 ∪ 1√2A20 et A10 ∪ 1√3A30 sont
des groupes, extensions de degre´ 2 du groupe A10. En effet, la seule chose a`
ve´rifier est que le produit d’un e´le´ment du sous-ensemble 1√
3
A30 avec un autre
du meˆme sous-ensemble est dans la re´union (et meˆmse chose pour l’autre
extension). Or, ce fait est clair par des conditions de congruence. De meˆmes
les unions A16 ∪ 1√2A26 et A16 ∪ 1√3A36 sont des groupes extensions de degre´ 2
du groupe A16. On a le diagrame suivant :⋃
d|6
1√
d
Ad0
2⊃ A10 ∪ 1√2A20
2∪ 2∪
(A10 ∪ 1√3A30)
2⊃ A10 ⊂ A0
3∩ 3∩ 2∩
(A16 ∪ 1√3A36)
2⊃ A16 ⊂ A6
2∩ 2∩⋃
d|6
1√
d
Ad6
2⊃ A16 ∪ 1√2A26
Soit ρ3 : B −→M(2,Q(
√
3)) ⊂ M(2,R) de´finie de la manie`re suivante :
1 7→
(
1 0
0 1
)
, i 7→
(
0 −1
1 0
)
, j 7→
( √
3 0
0 −√3
)
.
et ρ2 : B −→M(2,Q(
√
2) ⊂M(2,R) de´finie par :
1 7→
(
1 0
0 1
)
, i 7→
(
0 −1
1 0
)
, j 7→
( √
2 1
1 −√2
)
.
On obtient alors des repre´sentations des groupes A10 et A
1
6, ainsi que leurs
extensions (de degre´ 2) respectives (A10 ∪ 1√3A30) et (A16 ∪ 1√3A36) par des ma-
trices a` coefficients dans Q(
√
2) et Q(
√
3). On note par Γˆ0 et Γˆ6 les images
respectives par ρ3 des groupes respectives A
1
0 et A
1
6. On a vu aussi dans le
pargraphe (1) du chapitre I, comment identifier SL(2,R) avec SU(1, 1). On
note par ρ1 le plongenment de B dans M(2,Q(i)), et on va noter encore
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une fois par Γˆ0 et Γˆ6, les images par ρ1 des groupes A
1
0 et A
1
6. De meˆme, on
note (par abus) Γˆe0, Γˆ
e
6, Γˆ
+
0 , Γˆ
+
6 , Γˆ
+ e
0 et Γˆ
+ e
6 les images respectives par ρ1 des
groupes A10∪ 1√2A20, A16∪ 1√2A26, A10∪ 1√3A30, A16∪ 1√3A36,
⋃
d|6
1√
d
Ad0 et
⋃
d|6
1√
d
Ad6.
Finalement, on note par Γ0,Γ6,Γ
e
0,Γ
e
6,Γ
+
0 ,Γ
+
6 ,Γ
+ e
0 et Γ
+ e
6 les quotients
par {±Id} des groupes respectives Γˆ0, Γˆ6, Γˆe0, Γˆe6, , Γˆ+0 , Γˆ+6 , Γˆ+ e0 et Γˆ+ e6 inde´-
pendament du plongement choisi ρ1, ρ2 ou ρ3.
Le groupe A16 est le produit semi-direct du groupe A
1
0 par le groupe cy-
clique d’ordre 3 (sous-groupe de B∗0 : e´le´ments inversibles de B) engendre´ par
u = 1
2
+ 3
2
i + 1
2
j + 1
2
ij.
On pose O = Z[
√
3], l’anneau d’entiers du corps Q(
√
3), qu’on conside`re
comme un sous-corps de R. On note par m, la norme de´finie sur Q(
√
3) et
par x′ le conjugue´ par Galois de x dans Q(
√
3). Les groupes images par ρ3
de A10 et A
1
6 sont des sous-groupes discrets de SL(2,R) :
Γˆ0 =
{(
a b
−b′ a′
)
| a , b ∈ O, m(a) +m(b) = 1
}
.
Γˆ6 =
{(
a b
−b′ a′
) ∣∣∣∣ a , b ∈ O, ou a, b ∈ 1+√32 +Oet m(a) +m(b) = 1
}
.
Le groupe Γˆ6 est le produit semi-direct de Γˆ0 par le groupe d’ordre 3 engendre´
par la matrice (U = ρ3(u)) suivante :
U =
(
1+
√
3
2
−3+√3
2
3+
√
3
2
1−√3
2
)
.
Les groupes Γˆ0 respectivement Γˆ6 posse`dent des extensions Γˆ
+
0 respective-
ment Γˆ+6 de degre´ 2. Soit :
Γˆ+0 = Γ0 ∪
{(
a b
b′ −a′
)
| a , b ∈ O, m(a) +m(b) = −1
}
.
28
Le groupe Γˆ+6 est de´finie de la meˆme manie`re. On a alors :
Γˆe0
2
↪→ Γˆ+ e0
2 ↑ 2 ↑
Γˆ0
2
↪→ Γˆ+0
3 3
Γˆ6
2
↪→ Γˆ+6
2 ↓ 2 ↓
Γˆe6
2
↪→ Γˆ+ e6

Γe0
2
↪→ Γ+ e0
2 ↑ 2 ↑
Γ0
2
↪→ Γ+0
3 3
Γ6
2
↪→ Γ+6
2 ↓ 2 ↓
Γe6
2
↪→ Γ+ e6
,
ou` les groupes a` gauche sont dans SL(2,R) (ou SU(1, 1)) et ceux a` droite
dans PSL(2,R) (ou PSU(1, 1)).
On va utiliser plus tard le plongement ρ2 pour construire une forme mo-
dulaire de poids 4, sur le groupe Γ+0 . L’image par ρ2 du groupe A
1
0 s’e´crit :
ρ2(A
1
0) =
{(
a− (b− b′)/2 √2 b+ (a− a′)/2 √2
−b′ + (a− a′)/2 √2 a′ + (b− b′)/2 √2
) ∣∣∣∣ a, b ∈ Z[√2]et det = 1
}
2.5 Exemples de domaines fondamentaux com-
pacts
Dans cette section, on identifie tous les groupes avec leurs images par le
plongement ρ1. On e´tudie alors des sous-groupes discrets de PSU(1, 1). Pour
chacun des groupes de´finis pre´ce´demment on se propose d’e´tudier l’anneau
des formes modulaires correspondant. On commence par de´terminer un do-
maine fondamental, les points elliptiques, le genre et le volume du quotient
D par chacun de ces groupes. On en de´duit alors les tables des dimensions
des diffe´rents espaces Mk de formes modulaires de poids k, sur ces groupes.
Le groupe Γ6. Cet exemple a e´tait e´tudie´ par Kohel et Verril dans [10].
Nous re´cupe´rons les donne´es suivantes :
Vol(H/Γ6)/2pi = 1/3, g(H/Γ6) = 0.
Si on note par e2, e3, e4, e5 et e6, le nombre des points dans le quotient
H/Γ6, ayant un stablisateur non trivial d’ordre respectivement 4, 6, 8, 10, et
12. Kohel et Verril montrent que e2 = e3 = 2 et e4 = e5 = e6 = 0. Ce groupe,
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provenant de l’alge`bre B0 = (−1, 3), de discriminant minimal 6 a e´te´ aussi
e´tudie´ dans [1].
On applique la formule (D) des dimensions au groupe Γ6, on trouve :
dim(Mk(Γ6)) = 1− k + 6 [k/4] si k > 2 , dimM2(Γ6) = 0, M0(Γ6) = C.
Ceci permet d’en de´duire la table des dimensions suivante :
k 0 2 4 6 8 10 12 14
dimMk(Γ6) 1 0 1 1 1 1 3 1
Le groupe Γ0. Apre´s identification de Γ0 avec son image dans le groupe
PSU(1, 1), on montre que :
Γ0 =
{(
A
√
3 B√
3 B A
)
avec A,B ∈ Z[i] et |A|2 − 3|B|2 = 1
}
.
En appliquant la me´thode ge´ne´rale de construction de domaines fonda-
mentaux (voir section (1) du chapitre I) ; apre´s un choix d’une liste d’e´le´ments
de Γ0, on arrive alors a` de´limiter un compact inclus dans D. On calcule son
volume, en utilisant la formule (V ) des volumes. Dans notre cas le compact
qu’on obtient (re´gion S ∪ G ∪ D de la figure page 34), est un polygoˆne hy-
perbolique avec 8 sommets. Les angles aux sommets sont tous droits. D’ou` :
Vol(D/Γ0) = (8− 2)pi − 8pi
2
= 2pi.
D’autre part, on sait que le quotient D/Γ0 est un reveˆtement de degre´ 3
au dessus de D/Γ6, d’ou` :
Vol(H/Γ0) = 3 Vol(H/Γ6) = 2pi.
Ceci montre que le compact obtenu est un domaine fondamental, repre´sentant
le quotient D/Γ0. On peut alors de´terminer les points elliptiques fixes d’ordre
respectivement 2, 3, 4 et 6. Rappelons qu’un point elliptique d’ordre n, est par
de´finition un point fixe d’un e´le´ment γn de Γ0 d’ordre n, de trace 0, 1,±
√
2
et ±√3, si respectivement n = 2, 3, 4 et 6. Or, la trace d’un e´le´ment de
Γ0 s’e´crit sous la forme A + A avec A ∈ Z[i]. C’est un entier pair, d’ou`
e3 = e4 = e6 = 0. Il nous reste la de´termination des points elliptiques d’ordre
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2. Comme on vient de le voir de tels points sont points fixes de matrices de
Γ0 de trace nulle, donc de la forme :
γk,B =
(
i k
√
3 B
B −i k √3
)
avec B ∈ Z[i] et 3 k2 − |B|2 = 1.
Or, les points fixes de cette dernie`re sont :
ωk,1 = i (
√
3 k − 1)/B , ωk,2 = i (
√
3 k + 1)/B.
de modules respectives :√
((
√
3 k − 1)/(
√
3 k + 1)) ,
√
((
√
3 k + 1)/(
√
3 k − 1)).
Or, un point elliptique est a` l’inte´rieur du disque unite´, d’ou` ωk,1 est le
point elliptique correspondant a` γk,B. D’autre part, il est facile de voir que
les points elliptiques sont situe´s sur les frontie`res du domaine fondamental.
En effet, un point elliptique ω correspondant a` γ ve´rifie γ ω = ω, donc
dh(ω, 0) = dh(γ ω, 0). Or, l’action du groupe PSL(2,R) pre´serve la me´trique
hyperbolique donc dh(γ ω, 0) = dh(ω, γ
−1 0), ce qui implique que ω ∈ F (γ−1).
Un point elliptique d’odre 2, est force´ment soit un sommet du domaine fonda-
mental, soit le point au milieu d’une arreˆte. Apre´s avoir examiner ce nombre
fini de possibilite´s. On trouve six points elliptiques d’ordre 2, d’ou` e2 = 6.
On en de´duit le genre de D/Γ0 par la formule (G) de Gauss-Bonnet. Soit
1 = 2 g − 2 + 3, ou encore g = 0. On en de´duit la table de dimensions
suivante (on utilise la formule des dimensions (D)) :
k 0 2 4 6 8 10 12 14
dimMk 1 0 3 1 5 3 7 5
Remarque. Le groupe Γ6, est produit semi-direct du groupe Γ0 par une ma-
trice d’ordre 3. Ceci explique le fait que le groupe Γ0 est sans points elliptiques
d’ordre 3. Le nombre de points elliptiques d’ordre 2, pour le groupe Γ0 est
e´gal a` 3 fois le nombre de points elliptiques d’odre 2, pour le groupe Γ6 donc
e´gal a` 6.
Conside´rons Sev(Γ0) =
∑
k≥0 dim(M2 k(Γ0) T
2 k, la se´rie de Poincare´ associe´e
a` la suite des dimensions des espaces M2 k(Γ0). Un calcul simple montre que
Sev(Γ0) = (1+T
6)(1+T 4)/(1−T 4)2. On en de´duit la structure de Mev(Γ0) :
il existe deux ge´ne´rateurs A et B de poids 4, qui sont alge´briquement in-
de´pendants, un ge´ne´rateur C de poids 4 lie´ a` A et B par une relation de
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la forme C2 = P2(A,B), ou` P2 est un polynoˆme homoge`ne de degre´ 2, et
un ge´ne´rateur D de poids 6 lie´ aux autres ge´ne´rateurs par une relation de
la forme D2 = P3(A,B) + CQ2(A,B), ou` P3 et Q2 sont respectivement des
polynoˆmes homoge`nes de degre´ 3 et 2. Il n’y a pas d’autres relations, si non
le degre´ de transcendance chute de 2 vers 1, ce qui contredit l’inde´pendance
alge´brique de A et B. Finalement on obtient :
Mev(Γ0) = C[A,B,C,D]/(C
2 = P2(A,B), D
2 = P3(A,B) + CQ2(A,B)).
Le groupe Γ+0 . On sait qu’il s’agit d’une extension de degre´ 2 du groupe
Γ0. Le volume du domaine fondamental (re´gion G∪D, de la figure page 34),
est alors la moitie´ de celui associe´ a` Γ0 donc Vol(D/Γ0+) = pi. On sait que
e3 = e4 = e5 = e6 = 0. En effet les traces des e´le´ments de Γ
+
0 sont des
entiers pairs. Apre´s avoir de´limite´ le domaine fondamental (voir figure), on
sait comment identifier les frontie`res et il est facile de voir ge´ome´triquement
et sans aucun calcul que e2 = 5. Dans le tableau suivant, on trouve une liste
de quatre points elliptiques pγ d’ordre 2 dans D/Γ0+ (deuxie`me ligne) et leurs
stabilsateurs respectifs γ (premie`re ligne) :
γ
( −i 0
0 i
) ( −2i −√3
−√3 2i
) ( √
3 1 + i
1− i −√3
) ( −2i √3i
−√3i 2i
)
pγ 0
i√
3
(
√
3−1)(i+1)
2
1√
3
Finalement (
√
3−1)(−1+i)
2
est point fixe d’ordre 2 de
( √
3 −1 + i
−1− i −√3
)
.D’apre´s
la formule de Gauss-bonnet (G) on en de´duit que g = 0. Et par la formule des
dimensions (D), on obtient dim(Mk(Γ)) = 5 [k/4]−k+1, si k > 2 et est pair.
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P_0
P_1
P_2
P_3
P_4
P_5
P_6 P_7
O
Les angles aux sommets sont droits, il y a trois domaines fondamentaux .
union de G et D
a
b
c
c
d d
e e
a
S
G
D
 du domaine precedent (moitie du haut du domaine precedent).
Le plus grand est union des regions S, G et D. Le deuxieme est
Le dernier domaine est la region D (moitie a droite de la moitie au dessus).
D’ou` la table des dimensions :
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k 0 2 4 6 8 10 12 14
dimMk 1 0 2 0 3 1 4 2
Soit Sev(Γ0
+) =
∑
k≥0 dim(M2 k(Γ0
+))T 2 k, la se´rie de Poincare´ associe´e. On
a alors :
Sev(Γ0
+) = (1 + T 10)/(1− T 4)2.
On en de´duit la structure de Mev(Γ0
+). Il existe deux ge´ne´rateurs A4, B4
de poids 4, alge´briquement inde´pendants et un ge´ne´rateur C10 de poids 10,
avec une relation quadratique C210 = P5(A4, B4), ou` P5 est un polynoˆme
homoge`ne de degre´ 5. D’autre part, P5 ne posse`de que des facteurs simples.
En effet, supposons que P5 posse`de un facteur carre´. Quitte a` effectuer un
changement de base, on peut supposer que A24 est facteur carre´ de P5. On
en de´duirait que la forme C10
A4
de poids 6 a priori me´romorphe, est en fait
holomorphe (puisque son carre´ serait polynoˆme en A4 et B4), ce qui contredit
dim(M6) = 0. Finalement, il n’y a pas d’autres relations entre A4 et B4 a`
cause de l’inde´pendance alge´brique entre A4 et B4. On a alors :
Mev(Γ
+
0 ) = C[A4, B4, C10]/(C
2
10 = P5(A4, B4)).
[Explication : en e´crivant la se´rie de Poincare´ sous la forme,
1 + T 10
(1− T 4)2 =
1
(1− T 4)2 +
T 10
(1− T 4)2 ,
on obtient les deux se´ries de Poincare´ correspondant aux sous-anneaux M4∗
et M4∗+10 de l’anneau des formes modulaires M∗ (avec ∗ un entier pair) sur le
groupe Γ+0 . On a aussi la de´composition M∗ = M4∗ ⊕ C10M4∗ avec M4∗ l’al-
ge`bre libre C[A4, B4], en effet A4, B4 sont alge´briquement inde´pendantes ; car,
s’il existe un polynoˆme homoge`ne nul en A4 et B4, on obtient un polynoˆme
nul en la variable t = A4
B4
, ce polynoˆme est a coefficents complexes, on voit
alors que t prend un nombre fini de valeurs constantes (ze´ros de polynoˆme
dans C). Ceci implique la de´pendance line´aire de A4 et B4, ce qui n’est pas
possible puisqu’ils forment une base de M4. (on a aussi M4∗+10 = C10M4∗).
Pour montrer que M∗ = C[A4, B4, C10]/(C210 = P5(A4, B4)), il suffit alors
de montrer que C[A4, B4, C10]/(C210 = P5(A4, B4)) s’injecte dans M∗ ; on
suppose qu’il existe une autre relation entre A4, B4 et C10, en utilisant la
relation C210 = P5(A4, B4), on re´duit toute nouvelle relation a la forme :
C10P (A4, B4) +Q(A4, B4) = 0, cette relation n’est pas possible, car en com-
parant les poids on obtient la condition 4|10 ce qui est e´videment faux.]
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La structure est plus simple que pour Mev(Γ0). Comme dimM10(Γ
+
0 ) = 1,
on peut choisir C10 = [A4, B4]1. On va voir dans le chapitre III, comment
plonger Γ0,Γ
+
0 dans deux groupes modulaires de Hilbert diffe´rents associe´s
a` Q(
√
3) et Q(
√
2). On peut donc construire A4 et B4 comme restriction
des se´ries d’Eisenstein de poids 2, de´finies sur les groupes modulaires de
Hilbert ΓQ(
√
3) et ΓQ(
√
2). Dans la section suivante, on donne des repre´sen-
tations expe´rimentales de A4 et B4, comme se´ries de puissance dans C[[x]]
(apre´s changement de variable et normalisation). Ceci nous permettra de re-
pre´senter C10 dans l’anneau C[[x]], on trouve alors explicitement la relation
C210 = P5(A4, B4) (c’est-a`-dire le ploynoˆme P5). Finalement, on a la de´compo-
sition Mev(Γ0) = M
+
ev(Γ0)⊕M−ev(Γ0), avec M±ev de´signent les espaces propres
pour l’ope´ration de Γ+0 /Γ0 ' Z/2Z. On a donc M+ev(Γ0) = Mev(Γ+0 ).
Le groupe Γ+ e0 . Il s’agit d’une extension de degre´ 2 du groupe Γ
+
0 . On
peut choisir comme domaine fondamental pour Γ+ e0 la moitie´ de droiteD de la
re´gionG∪D (voir figure page 34) du domaine fondamental construit pour Γ+0 .
Le volume hyberbolique de D/Γ+ e0 est e´gal a` vol(D/Γ+ e0 ) = 12 vol(D/Γ+0 ) = pi2 .
Il est facile de voir ge´ome´triquement que e2 = 3 et e4 = 1 (deux points ellip-
tiques d’ordre 2 et 1 point elliptique d’ordre 4). L’application de la formule
(G) de Gauss-Bonnet donne g = 0. Et l’application de la formule (D) des
dimensions donne la table suivante :
k 0 2 4 6 8 10 12 14
dimMk 1 0 1 0 2 0 2 1
2.6 Exemples de formes modulaires sur des
groupes co-compacts
Exemples de de´veloppement en se´ries de Taylor.
Revenons a` notre exemple, le groupe Γ0
+. Nous posons :
M∗(Γ0
+)
Φ−→ C[[X]]
f(w) → p−k(f) f(w/α),
ou` p et α sont des constantes nume´riques obtenues par normalisation : les
termes constants de A4 et B4 sont e´gales a`
1
2
. En fait on sait que p = Γ
2(1/4)
4 pi3/2
,
α = 2 pi p
2√
3
, mais nous ne parlons que des re´sultats nume´riques. Pour nos se´ries
35
d’Eisenstein restrintes A4 et B4, nous trouvons nume´riquement :
A4(X) =
1
2
+X2 − 1
2
X4 + 2
5
X6 + · · ·
B4(X) =
1
2
−X2 − 1
2
X4 − 2
5
X6 + · · · .
On conjecture alors que B4(X) = A4(i X). On ve´rifie aussi expe´rimentale-
ment que : C210(X) = [A4 B4 (A4 − B4) (A24 − A4 B4 + B24)](X) + O(X50).
D’autre part en utilisant le Lemme (conse´quence de la formule des ze´ros pour
les formes modulaires, voir chapitre I) On montre que :
C210 = A4 B4 (A4 − B4) (A24 − A4 B4 +B24).
Finalement, on en de´duit la structure de M∗(Γ0
+). Soit :
M∗(Γ0
+) = C[A4, B4, C10]/(C
2
10 = A4 B4 (A4 − B4) (A24 − A4 B4 +B24)).
Une meilleure forme s’obtient en choisissant une base de fonctions propres
pour l’involution τ : M∗(Γ0
+) −→ M∗(Γ0+) induit par un e´le´ment θ (de´finie
par Γ+0 = Γ0 ∪ θΓ0 et θ2 = −Id). Notons par P et M (“plus” et “moins”) les
e´le´ments de (Γ+0 )
τ=±
donne´s par :
P = A4+B4
2
= 1− x4 + 167
35
x8 + 1783
1925
x12 + ...
M = A4−B4
2
= x2 + 2
5
x6 − 123
179
x10 + 916
25025
x14 + ...
.
Alors, l’e´le´ment C = [M,P ]1 = x +
11
5
x5 − 638
35
x9 − 9498
2275
x13 + ..., satisfait a`
la relation C2 = M (P 2 − 4 M2)(P 2 + 12M2). On a aussi la forme quasi-
modulaire me´romorphe φ de poids 2 donne´e par :
φ =
M ′
2 M
=
1
x
+
4
5
x3 − 548
175
x7 +
254564
125125
x11 + ...
On sait que la forme modulaire M de´finie sur le disque de Poincare´, s’annulle
en ze´ro avec multilpicite´ 2 et nulle part ailleurs. En effet, la formule des ze´ros
(Z) applique´e a` M se´crit :
1 =
4
4
=
∑
P∈D/Γ0+
vp(M)
et v0(M) = 1.
Exemples d’e´quations diffe´rentielles.
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Me´thode 1. SoitD l’ope´rateur de de´rivation par rapport a` x. En utilisant
le de´veloppement en Taylor nume´rique autour de 0, des formes modulairesM ,
P et C (voir section pre´ce´dente), on obtient le syste`me diffe´rentiel suivant :
DM = 2φM
DP = 2φP − 2 C
M
DC = 5φC − 4P 3 − 16M2P
Dφ = 1
2
φ2 − 2M − 3
2
P 2
M
En appliquant D on obtient le syste`me diffe´rentiel suivant :
D2M = 5φ2M − 4M2 − 3P 2
D2P = 5φ2P + 28MP + 5P
3
M
− 10φ C
M
D2C = 55
2
φ2C + 22MC + 33
2
P 2C
M
− 44φP 3 − 176φPM2
D2φ = φ
3
2
− 6φM − 9
2
φP
2
M
+ 6 PC
M2
En appliquant de nouveau l’ope´rateur D, on obtient le syste`me suivant :
D3M = 15φ3M − φ(36M2 + 27P 2) + 12PC
M
D3P = 15φ3P − 45φ2C
M
+ φ(252MP + 45P
3
M
)− 36C − 15P 2C
M2
D3C = 165φ3C − φ2(396P 3 + 1584M2P ) + φ(396MC + +297P 2C
M
)
D3φ = 3
4
φ4 − φ2(18M + 27
2
P 2
M
) + 36φPC
M2
− 78P 2 + 12M2 − 12 C2
M3
− 69
4
P 4
M2
Par e´limination, M ve´rifie l’equation diffe´rentielle non line´aire suivante :
−175(DM)6 + 524288M 9 − 184320M 6(DM)2 + 147456M 7D2M + 4800M 3(DM)4−
7680M4D2M(DM)2 + 3072M5(D2M)2 + 420MD2M(DM)4 − 12M2(DM)2(D2M)2−
360M2(DM)3D3M − 256M3D2M + 432M3DMD2MD3M − 48M4(D3M)2 = 0
De meˆme P ve´rifie l’equation diffe´rentielle non line´aire suivante :
p23q2 − 4
5
p24q − 116065/36864 p17q6 + 23213/3072 p18q4u− 22781/3840 p19q2u2+
297/2880 p20u3 − 1/8 p19q3v + 3/20 p20quv − 1/60 p21v2 + 10389375/4194304 p11q10−
10389375/1048576 p12q8u+ 8216625/524288 p13q6u2 − 799525/65536 p14q4u3+
152315/32768 p15q2u4 − 14093/20480 p16u5 + 158125/786432 p13q7v
−221375/393216 p14q5uv + 6325/12288 p15q3u2v − 1265/8192 p16qu3v+
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+31625/1179648 p15q4v2 − 6325/147456 p16q2uv2 + 1265/73728 p17u2v2+
2109375/4294967296 p5q14 − 2953125/1073741824 p6q12u+ 7846875/536870912 p7q10u2−
2885625/67108864 p8q8u3 + 18511875/268435456p9q6u4 − 4276575/67108864 p10q4u5
+34035/1048576 p11q2u6 − 231/32768 p12u7 − 2390625/268435456 p7q11v+
5259375/134217728 p8q9uv − 5154375/67108864 p9q7u2v + 2854375/33554432 p10q5u3v
−432425/8388608 p11q3u4v + 3405/262144p12qu5v+
1403125/402653184 p9q8v2 − 280625/25165824 p10q6uv2 + 336125/33554432 p11q4u2v2−
21575/25165824 p12q2u3v2 − 1135/786432 p13u4v2 + 188125/150994944 p11q5v3−
188125/75497472 p12q3uv3 + 7525/6291456 p13qu2v3 + 37625/452984832 p13q2v4−
7525/113246208 p14uv4−
50625/4294967296 p5q6u6 + 10125/268435456 p6q4u7 − 675/16777216 p7q2u8+
15/1048576 p8u9 + 84375/2147483648p5q7u4v − 140625/1073741824 p6q5u5v+
+4875/33554432 p7q3u6v − 225/4194304 p8qu7v − 46875/1073741824 p5q8u2v2
+40625/268435456 p6q6u3v2 − 181875/1073741824 p7q4u4v2 + 1875/33554432 p8q2u5v2+
25/4194304 p9u6v2 + 78125/4831838208 p5q9v3 − 15625/268435456 p6q7uv3+
15625/268435456 p7q5u2v3 − 625/402653184 p8q3u3v3 − 125/8388608 p9qu4v3
+15625/2415919104p7q6v4 − 3125/201326592 p8q4uv4 + 6875/805306368 p9q2u2v4+
125/150994944 p10u3v4 + 3125/3623878656 p9q3v5 − 625/603979776 p10quv5
+625/16307453952 p11v6 = 0
Avec les notations : q = Dp, u = D2p et v = D3p. On ve´rfie aussi (en utilisant
le logiciel de calcul formel Macaulay2) que la forme modulaire C satisfait a`
une e´quation diffe´rentielle non line´aire (nous donnons pas cet exemple, car
trop complique´ a` comprendre).
Me´thode 2. Nous allons maintenant donner une me´thode plus efficace
pour trouver une e´quation diffe´rentielle non line´aire satisfaite par M. On
pose t = P
M
, c’est une fonction modulaire sur Γ+0 avec au plus des poˆles dans
l’orbite de ze´ro. Soient f = 1
80
[M,M ]2, et g =
1
384
[f,M ]1, ce sont des formes
modulaires sur Γ+0 , de poids respectifs 12 et 18. Donc
f
M3
et g
2
M9
sont fonctions
modulaires avec au plus des poˆles dans l’orbite de ze´ro. En particulier ce sont
des polynoˆmes en t.
En utilsant le syste`me diffe´rentiel (S) (voir Me´thode 1), on trouve f =
−1
4
M(3P 2+4M2). On trouve aussi, g = − 3
8
MPC . En en de´duit (en utilisant
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la relation entre M,P et C), le syste`me :{
f/M3 = −1
4
(3t2 + 4)
g2/M9 = 18 t2(t2 − 4)(t2 + 12)
On a alors
−3g2 = 128(f + M3)(f + 4M3)(f − 8M3).
En remplacant f et g par leurs de´finitions, on obtient une e´quation diffe´ren-
tielle non line´aire satisfaite par M.
Nous allons maintenant de´terminer une e´quation diffe´rentielle line´aire
d’ordre 3 satisfaite par m =
√
M. La forme m est modulaire de poids 2
sur un sous-groupe de Γ+0 , d’indice 2. On conside`re la fonctiom modulaire
t = M
P
. Soient m˙, m¨ et
...
m les de´rive´s par rapport a` t (images par ( dt
dx
)−1 d
dx
)
d’ordres respectives 1, 2 et 3. Le syste´me S implique :
m =
√
M
m˙ = P
2
2C
mφ
m¨ = P
4m
8C2
φ2 + (− 1
M
+ P
4
C2
+ 4P
2M2
C2
)P
3m
C
φ− P 3
8c2
(4PM + 3P
3
M
)m
...
m = 3P
5(−C2+P 4M+4P 2M3)m
4MC4
φ2
+3P
4(16P 8M2128P 6M4+256P 4M6+8C4−76P 2M3C2−25C2P 4M)m
8M4C5
φ
+3P
4(8C3PM2−32P 5M3C−32P 3M5C−6P 7MC+8C3P 3)m
8M4C5
.
On peut alors e´crire le syste`me pre´ce´dent sous la forme
m
m˙
m¨
...
m
 = B

1
φ
φ2
φ3
 ,
avec B une matrice (4×3). En calculant le noyau de B, on obtient la relation :
m+
7P 4M + 52P 2M3 − 8C2
P 5
m˙+8
M(4P 2M3 − C2 + P 4M)
P 6
m¨−4M
2C2
3P 7
...
m = 0
En remplcant M
P
par t et en utilsant la relation : C
2
P 5
= t(1 − 4t)(1 + 12t),
on obtient l’e´quation diffe´rentielle line´aire (par rapport a` t satisfaite par m)
soit,
m− t(1 + 12t2 + 384t4)m˙− 32t4(1− 12t2)m¨− (4
3
− 16t
2
3
− 64t4)t3 ...m = 0.
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Chapitre 3
Formes modulaires de Hilbert
3.1 Groupes et formes modulaires de Hilbert
Soit K un corps de nombres totalement re´el de degre´ n et OK l’anneau
d’entiers associe´. Le corps K se plonge dans R de n-manie`res diffe´rentes :
K −→ R× · · · × R
α −→ (α(1), · · · , α(n)),
on convient que α(1) = α. Les plongements de K dans R implique des plon-
gements du groupe modulaire de Hilbert PSL(2, OK) dans PSL(2,R)× · · ·×
PSL(2,R) :
PSL(2, OK) −→ PSL(2,R)× · · · × PSL(2,R)
γ −→ (γ1, · · · , γn),
ou` γj, (j = 0, 1, · · · , n) est la matrice obtenue a` partir de γ en conjugant
tous ses coefficients. Le groupe produit PSL(2,R)× · · · × PSL(2,R) agit sur
Hn = H×· · ·×H. Par restriction, on obtient une action de ΓK = PSL(2, OK)
(le groupe modulaire de Hilbert) sur Hn. L’action de ΓK est de´finie par :
ΓK ×Hn −→ Hn
(γ, (z1, · · · , zn)) −→ (γ1.z1, · · · , γn.zn),
avec γj.zj =
ajzj+bj
cjzj+dj
si γ =
(
a b
c d
)
, ou` aj, bj, cj et dj (j = 0, 1, · · · , n)
de´signent respectivement les conjugue´s par le groupe de Galois de a, b, c et d.
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De´finition 18. Soit K un corps de nombres totalement re´el de degre´ n et
ΓK le groupe modulaire de Hilbert associe´. Soit F : H × · · · × H −→ C une
fonction holomorphe, satisfaisant la condition :
F (γ(1).z1, · · · , γ(n).zn) = (c(1)z1 + d(1))k1...(c(n)zn + d(n))knF (z1, · · · , zn),
pour tout γ ∈ ΓK (ou pour tout γ dans un sous-groupe Γ d’indice fini dans
ΓK). On dit que F est une forme modulaire de Hilbert sur ΓK (ou sur Γ)
de multipoids (k1, · · · , kn). (Pour K = Q, il faut rajouter la condition de
croissance usuelle ; pour n ≥ 2 cette condition est automatiquement remplie
en conse´quence du principe de Koecher.) Dans le cas k1 = · · · = kn = k ∈ N,
on parle d’une forme modulaire de Hilbert de poids k. Si les ki sont diffe´rents,
on parle d’une forme modulaire de poids mixte.
De´finition 19. Soit K un corps de nombres de degre´ n et ΓK le groupe
modulaire de Hilbert associe´. Soit Γ
(j)
K les diffe´rents conjugue´s de ΓK par le
groupe de Galois de K/Q. Soit F : Hn −→ C une fonction holomorphe. On
dit que F est une forme quasi-modulaire de Hilbert de multipoids (k1, · · · , kn)
et multiprofondeur (p1, · · · , pn), si pour tout (z1, · · · , zn) dans Hn l’applica-
tion :
Γ
(1)
K × · · · × Γ(n)K −→ C
(γ1, · · · , γn) −→ (c1z1 + d1)−k1 · · · (cnzn + dn)−knF (γ1.z1, · · · , γn.zn),
est un polynoˆme en ( c1
c1z1+d1
, · · · , cn
cnzn+dn
) de multidegre´ (p1, · · · , pn) a` coef-
ficients des fonctions de´finies sur Hn. Si k1 = · · · = kn = k (respectivement
p1 = · · · = pn = p) on parle d’une forme quasi-modulaire de poids paral-
le`les k (respectivement de profondeurs paralle`les p). Si n = 1, il faut rajouter
la condition de croissance mode´re´e ; pour n ≥ 2 cette condition n’est pas
ne´cessaire en conse´quence du principe de Koecher.
Exemple. Soit ∂
∂z1
la de´rivation par rapport a` la variable z1. Soit F (z1, · · · , zn)
une forme modulaire de Hilbert de poids mixte (k1, · · · , kn) et de profondeur
mixte (p1, · · · , pn) alors ∂F∂z1 est une forme quasi-modulaire de poids mixte
(k1 + 2, · · · , kn) et de profondeur mixte (p1 + 1, · · · , pn).
Remarque. L’anneau de formes modulaires de Hilbert en poids paralle`les sur
un groupe modulaire de Hilbert associe´ a` un corps totalement re´el de degre´
n est de degre´ de transcendance e´gal a` n + 1 (car n variables et un poids,
on peut trouver une de´monstration comple`te dans [20]). Celui des formes
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modulaires en poids mixte est e´gal a` 2n (car n variables et le multipoids est
de´termine´ par n entiers). Finalement, le degre´ de transcendance des anneaux
de formes quasi-modulaires de Hilbert est 3n (car n variables, un multipoids
determine´ par n entiers et un multiprofondeur de´termine´ par n entiers).
Nous expliquons maintenant les de´veloppements en se´ries de Fourier des
formes modulaires de Hilbert. Soit K un corps de nombres totalement re´el
de degre´ n. Soit ΓK le groupe modulaire de Hilbert associe´. Les pointes de
ΓK sont les e´le´ments du quotient P1(K)/ΓK. Nous repre´sentons la pointe ∞
comme classe du point (1 : 0), nous de´terminons le stabilsateur Γ∞ de ∞
pour l’action de ΓK. Soit
(
a b
c d
)
∈ Γ∞, alors d ∈ UK (groupe des unite´s
de K) et c = 0. Autrement dit : Γ∞ =
{(
 β
0 −1
)
| ∈ UK , β ∈ OK
}
, ou
encore le groupe de transformations, (z1, z2) −→ (2z1 + β, −2z2 + β ′) avec
 ∈ UK , β ∈ OK, correspond a` :{(
2 β
0 1
)
|  ∈ UK , β ∈ Ok
}
.
Soit F une forme modulaire de Hilbert sur ΓK, alors F est invariante par les
translations z −→ z + β, provenant du groupe de transformations associe´ a`
Γ∞. Donc F posse`de un de´veloppement en Fourier sous la forme :
F (z) =
∑
ν∈M
aν exp(2pii(ν(1)z1 + · · ·+ ν(n)zn)).
avec M le Z-module dual de OK par rapport a` la trace, c’est-a`-dire l’inverse
de la diffe´rente de OK. D’autre part ν est soit nul, soit totalement positif.
En effet : supposons aν 6= 0 avec ν(1) < 0. On peut construire une unite´
totalement positif  (on peut toujours prendre des carre´s d’unite´s). En conse´-
quence du the´ore`me des unite´s de Dirichlet, on peut supposer que (1) est
le plus grand conjugue´. Quitte a` prendre des puissances de , le signe de
(1)ν(1) + · · ·+ (n)ν(n) est celui de (1)ν(1), autrement dit strictement ne´gatif.
En prenant z = (i, · · · , i), la somme indexe´ par les µ = νm diverge, car
l’exponential tend vers l’infini. Ceci contredit la convergence de la se´rie de
Fourier. Soit δK l’ide´al diffe´rente de OK, alors F s’ecrit sous la forme :
F (z) = a0 +
∑
ν∈δ−1K ,ν0
aν exp(2pii(ν(1)z1 + · · ·+ ν(n)zn)).
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Exemple. Soit K un corps de nombres totalement re´el de degre´ m d’an-
neau d’entiers OK. On de´finit θ(z) =
∑
v∈O exp(
1
2
(z1v
2
(1) + · · ·+ zmv2(m))) ou`
(v(1), · · · , v(m)) de´signent respectivement les conjugue´s de v(1) par le groupe
de Galois de K sur Q. Il est bien connu que θ2 est une forme modulaire de
poids 1 avec caracte`re sur un sous-groupe de congruence du groupe modulaire
de Hilbert.
3.2 Se´ries d’Eisenstein
De´finition 20. Soit K un corps de nombres de degre´ n et k > 2 un entier
pair. Pour une classe d’ide´aux B on de´finit la se´rie d’Eisenstein
Gk,B(z1, · · · , zn) = N(b)k
∑
(α,β)∈(b×b)
∏
j
(α(j)zj + β
(j))−k,
ou` la somme porte sur les couples (α, β) 6= (0, 0) non associe´s de b × b et b
de´signe un ide´al dans la classe de B.
Il est facile de ve´rifier que Gk,B est une forme modulaire sur ΓK de poids k.
La meˆme de´finition est valable, si k est impair, mais Gk,B change de signe, s’il
on remplace b par (λ) b ∈ B avec N(λ) < 0. S’il existe une unite´ de norme −1,
alors Gk,B = 0, pour tout k impair et tout B.
Dans la proposition suivante (bien connue) nous de´taillons le calcul des
coefficients de Fourier des se´ries d’Eisenstein (voir [19]). Nous appliquons la
formule de Poisson.
Proposition 17. Soit K un corps de nombres totalement re´el de degre´ n
et ΓK le groupe modulaire de Hilbert associe´. Soit B une classe d’ide´aux de
K. Les se´ries d’Eisenstein Gk,B(z1, · · · , zn) posse`dent le de´veloppement en
Fourier suivant :
Gk,B(z1, · · · , zn) = ζB−1(k)+ (2ipi)
kn
((k − 1)!)nD
1
2
−k
K
∑
µ∈δ−1,µ0
σk−1,B(δ(µ)) e2ipiTr(µ.z)
avec DK le discriminant du corps K et δ la diffe´rente de OK. Le terme
constant est ζB−1(k) =
∑
C∈B−1
N(C)−k et la fonction “somme des diviseurs”
est de´finie sur l’ensemble des ide´aux de OK par σk,B(E) =
∑
C|E ,C∈B
N(C)k.
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La de´monstartion de cette proposition repose sur la formule de Poisson,
dans la forme suivante :
Lemme. Soit φ : Rn −→ C continue, avec φ(x) = o(‖ x ‖)−c et c > n. Soit
L un re´seau de Rn et L∗ le re´seau dual par rapport a` la trace. On suppose
que φ est L-pe´riodique. On a alors :∑
m∈L
φ(x+m) =
∑
r∈L∗
1
V ol(Rn/L)
(∫
Rn
φ(t)e−2ipiTr(r . t) dt
)
e2ipiTr(r . x).
Pour la proposition (on suppose k pair), on e´crit avec une notation e´vi-
dente :
Gk,B(z1, · · · , zn) = Nk(b)
∑
(α,β)∈(b×b)/UK
N(αz + β)−k,
ou` la somme porte sur les couples (α, β) 6= (0, 0). On peut scinder la somme
en deux soit :
Gk,β(z1, · · · , zn) =
∑
β∈(b−0)/UK
N(βb−1)−k +N(b)k
∑
α∈(b−0)/UK
∑
β∈b
N(αz + β)−k.
Or, ∑
β∈(b−O)/UK
N(βB−1)−k =
∑
I∈B−1
N(I)−k = ζB−1(k).
Pour calculer le reste de la somme, on commence par calculer∑
β
N(αz + β)−k.
Pour cela on pose z′ = αz, on va alors calculer
∑
β∈BN(z
′+β)−k. On applique
la formule de Poisson avec :
φ(x′) = N(x′ + iy′ + β)
et L = b (en idenifiant un ide´al a` un re´seau, on a :
V ol(Rn/b) = V ol(Rn/OK).[OK : b] =
√
DKN(b),
avec DK de´signe le discriminant du corps K). On obtient :∑
β∈bN(x
′ + iy′ + β)−k = 1√
DKN(b)
∑
ν∈b∗(
∫
Rn
N(t + iy′)−ke−2ipiν . tdt)e2ipiν.x
′
= 1√
DKN(b)
∑
ν∈b(
∏
j
∫
R
(t + iy′j)
−ke−2ipiνj tdt)e2ipiν.x
′
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D’autre part
∫
R
(t+iy′j)
−ke−2piiνj tdt = 0 si νjy′j ≤ 0 et e´gal a` (2ipi)
k
(k−1)!(νj)
k−1e−2piνjy
′
j
si νjy
′
j > 0. Ce qui implique :∑
β∈b
N(z′ + β) =
1√
DKN(b)
∑
ν∈b∗, νy′0
(
(2ipi)kn
((k − 1)!)nN(ν)
k−1)e2ipiν.z
′
En remplac¸ant z′ par α.z, on obtient :∑
β∈b
N(α.z + β)−k =
1√
DKN(b)
(2ipi)kn
((k − 1)!)n
∑
ν∈b∗, αν0
N(ν)k−1e2ipiναz,
soit,
Gk,B(z)− ζB−1(k) = N(b)
k−1
√
DK
(2ipi)kn
((k − 1)!)n
∑
α∈(b−{0})/UK
∑
ν∈b∗,να0
N(ν)k−1e2ipiανz .
D’autre part le dual de b par rapport a` la trace est e´gal a` δ−1b−1 en utilisant
le fait que N(δ) = DK on obtient :
Gk,B(z)− ζB−1(k) = N(b)k−1D
1
2
−k
K
(2ipi)kn
((k−1)!)n
× ∑
α∈(b−{0})/UK
∑
ν∈δ−1b−1,αν0
N(νδ)k−1e2ipiναz .
On obtient la proposition (17), en posant µ = να. 2
On va s’intereser aux se´ries d’Eisenstein Gk,K, dans le cas K corps quadra-
tique re´el (n = 2). Dans ce cas Zagier a de´montre´ dans [25], que le coefficient
σk−1,K(E) pour n’importe quel ide´al E , se´crit :
σl,K(E) =
∑
d|E ,d∈N
(
D
d
) dl σl(
n(E)
d2
), (3.1)
ou` σl est la fonction “somme des diviseurs” usuelle.
3.2.1 Exemple : corps Q(
√
3)
Nous allons e´tudier le cas du corps Q(
√
3). L’anneau d’entiers associe´ est
Ok = Z[
√
3]. Le de´veloppement en Fourier des se´ries d’Eisenstein que nous
avons e´tudie´ dans le paragraphe pre´ce´dent s’e´crit dans le cas k pair :
Gk = ck +
∑
a>0,|b|<a√3
ck(a, b) ξ
b qa,
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avec q = exp(pii(z1 + z2)), ξ = exp(pii
(z1−z2)√
3
). Cette e´criture simplifie´e des
formes modulaires de Hilbert est obtenue en e´crivant les e´le´ments de l’inverse
de la diffe´rente sous la forme a
2
+ b
2
√
3
avec a, b ∈ Z. On a alors :
exp(2pii(ν(1)z1 + ν(2)z2)) = exp(piia(z1 + z2)) exp(piib(
z1 − z2√
3
)) = qaξb.
La condition ν  0 se traduit par |b| < |a| √3, ce qui justifie l’e´criture.
Le terme constant est ck =
12k−1/2((k−1)!)2
(2pi)2k
ζ(k)L12(k) avec LD la fonction L
associe´e au caracte`re de Legendre (D
.
). L’application de la formule (3.1),
donne :
ck(a, b) =
∑
d|(a,b)
(
12
d
)dk−1σk−1(
3a2 − b2
d2
).
Dans le cas k impair, le de´veloppement en Fourier des se´ries d’Eisenstein
n’est pas le meˆme, en effet :
ck(a, b) =
∑
d|(a,b)
(d)(
12
d
)dk−1σk−1(
3a2 − b2
d2
),
ou`  est une fonction comple`tement multiplicative de n de´finie par (3µ n) =
(−1)µ (n
3
) si 3 - n et σµ(n) =
∑
d|n (d)d
µ. Le terme constant dans le cas
k impair est ck =
12k−1/2(k−1)!2L−3(k)L−4(k)
(2pi)2k
pour k > 1 et c1 = 0. Donnons
quelques exemples :
E1 = 0
E2 =
1
24
+ [3, 4, 3]q + [4, 15, 12, 28, 12, 15, 4]q2 + · · ·
E3 =
1
36
− [3, 8, 3]q − [8, 51, 120, 104, 120, 51, 8]q2 + · · ·
E4 =
23
240
+ [9, 28, 9]q + [28, 585, 1332, 2044, 1332, 585, 28]q2 + · · ·
E5 =
5
12
− [15, 80, 15]q − [80, 3855, 14640, 19280, 14640, 3855, 80]q2 + · · ·
E6 =
1681
504
+ [33, 244, 33]q + [244, 33825, 161052, 257908, 161052, . . .]q2 + · · ·
ou` [a−r, · · · , ar]qa est une e´criture simplifie´e pour
∑
−r≤j≤r
ajξ
jqa avec r = [a
√
3]
et a−j = aj.
En utilisant un nombre fini de coefficients de Fourier (et les formules
connues des dimensions des espaces de formes modulaires de Hilbert de poids
donne´), on de´montre les relations suivantes :
E5 = 360E2E3 et E7 =
1
10080
E3(18E
2
2 + E4).
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On va voir plus tard que E3|Ek pour tout k impair ; la courbe de´finie par
E3 = 0, sera l’une des courbes modulaires compactes e´tudie´es au chapitre II.
3.2.2 Exemple : corps Q(
√
2)
L’anneau d’entiers associe´ a` Q(
√
2) est e´gal a` Z[
√
2]. Les de´veloppements
en se´ries de Fourier des se´ries d’Eisenstein en poids pair sont obtenus en rem-
placant les termes
√
3 et 12 (discriminant du corps Q(
√
3)) respectivement
par
√
2 et 8 (discriminant du corps Q(
√
2)), dans les formules des de´veloppe-
ments en Fourier des se´ries d’Eisenstein en poids pair associe´s a` Q(
√
3), On
obtient alors les de´veloppements suivants :
E1 = 0
E2 =
1
12
+ [1, 3, 1]q + [7, 8, 15, 8, 7]q2 + · · ·
E4 =
1
48
+ [1, 9, 1]q + [73, 344, 585, 344, 73]q2 + · · ·
E6 =
5
14
+ [1, 33, 1]q + [1057, 16808, 33825, 16808, 1057]q2 + · · ·
E8 =
2461
96
+ [1, 129, 1]q + [16513, 823544, 2113665, 823544, 16513]q2 + · · ·
ou`, on utilise les meˆmes notations que dans (3.2).
3.3 Crochets de Rankin-Cohen
Dans cette section on rappele les combinaisons possibles des de´rive´es par-
tielles de formes modulaires de Hilbert qui sont modulaires. Il s’agit de ge´-
ne´raliser les de´finitions des crochets de Rankin-Cohen de´finis sur les espaces
des formes modulaires elliptiques.
De´finition 21. Soit K un corps de nombres totalement re´el de degre´ n.
Soient F et G deux formes modulaires de Hilbert de poids respectifs k =
(k1, · · · , kn), l = (l1, · · · , ln) ∈ Nn. Soit p = (p1, · · · , pn) ∈ Nn, on de´finit les
corchets :
[F,G]p =
p1∑
j1=0
· · ·
pn∑
jn=0
(−1)|j| ∏ni=1 (ki+pi−1pi−ji )(li+pi−1ji )
× ∂|j|F
∂j1 z1···∂jnzn
∂|p−j|G
∂p1−j1z1···∂pn−jnzn
ou` | α |= α1 + · · ·+ αn.
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Proposition 18. Soit K un corps de nombres de degre´ n, totalement re´el.
Soit ΓK le groupe modulaire de Hilbert associe´. Les crochets [., .]p, pour tout
p ∈ Nn de´finissent des ope´rateurs :
[., .]p : Mk(ΓK)⊗Ml(ΓK) −→Mk+l+2p(ΓK),
pour tout k, l ∈ Nn.
L’ide´e de la preuve est de ge´ne´raliser la preuve du cas des formes mo-
dulaires elliptiques en tenant compte du se´paration des variables dans la
de´finition de ces crochets.
De´monstration. Soient Hol(Hn), l’espace des fonctions holomorphes sur Hn
et G = SL(2,R). Le groupe Gn agit sur Hol(Hn), par :
(F |k1,··· ,kn(γ1, · · · , γn))(z) = (c1z1+d1)−k1 · · · (cnzn+dn)−knF (γ1.z1, · · · , γn.zn),
pour tout γ1 =
(
a1 b1
c1 d1
)
, · · · , γn =
(
an bn
cn dn
)
∈ G. Pour tout p ∈ Nn, on
a une application :
RCk1,l1p1 ⊗ · · · ⊗ RCkn.lnpn : Hol(Hn)⊗ Hol(Hn) −→ Hol(Hn)
F ⊗G 7→ [F |k, G|l]p ,
avec les notations F |k = Fk1,··· ,kn et G|l = G|l1,··· ,ln. Par passage au produit
tensoriel des propriete´s RC
kj ,lj
pj (F |kjγj, G|ljγj) = RCkj ,ljpj (F,G)|kj+lj+2Pjγj, on
obtient la proposition.
Conside´rons le cas particulier des corps quadratiques re´els K et les cro-
chets indexe´s par (1, 0) et (0, 1). Pour F ∈ Mk, G ∈ Ml deux formes modu-
laires sur ΓK, on a :
[F,G](1,0) = k1F
∂G
∂z1
− l1G∂F
∂z1
,
[F,G](0,1) = k2F
∂G
∂z2
− l2G∂F
∂z2
.
Autrement dit les crochets [., .](1,0) et [., .](0,1) sont de´finis comme les crochets
de Rankin-Cohen dans le cas des formes elliptiques ou` on conside`re F et
G comme, uniquement fonctions de la variable z1, puis uniquement comme
fonctions de la variable z2.
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Soit F une fonction holomorphe sur H×H. On associe a` F une fonction
holomorphe F τ de´finie par F τ (z1, z2) = F (z2, z1). Soit M∗ un anneau de
formes modulaires de Hilbert pour un corps quadratique, on de´finit le sous-
anneau M sym∗ de M∗ par M
sym
∗ = {F ∈M∗ | F τ = F}.
Remarque. Soit K un corps quadratique re´el. Soit M∗ l’anneau des formes
modulaires de Hilbert sur ΓK et M
sym
∗ le sous-anneau des formes modulaires
syme´triques. Alors, M sym∗ n’est pas stable par les corchets [., .](p1,p2), unique-
ment si p1 = p2. Les produits ([f, g](p1,p2) × [f, g](p2,p1)) de crochets, laissent
stables M sym∗ .
3.3.1 Exemple : crochets de Rankin-Cohen sur Q(
√
3)
Soit maintenant K le corps quadratique re´el Q(
√
3). Soient ∂1 et ∂2 les
de´rivations par rapport a` z1 et z2. Ces deux de´rivations de´finissent deux
ope´rateurs de degre´ 2 sur les espaces M˜∗,∗ de formes quasi-modulaires de
Hilbert en poids mixtes. Soit R le sous-anneau de M˜∗,∗ engendre´ par
{E2, E3, E4, ∂1E2, ∂1E3, ∂1E4, ∂2E2, ∂2E3, ∂2E4}.
Le degre´ de transcendance de R est e´gal au degre´ de transcendance de M˜∗,∗,
e´gal a` 6 (= 2 + 2 + 2, en effet il s’agit de formes en deux variables, avec des
poids mixtes, munies de deux ope´rateurs de de´rivation). Il y a donc force´ment
trois relations alge´briques inde´pendantes entre les 9 formes ci-dessus. En
utilsant le de´veloppement en Fourier des se´ries d’Eisenstein et la formule des
dimensions des espaces de formes modulaires de Hilbert on trouve les trois
relations :
12[E2, E3](1,0) [E2, E3](0,1) = (32E
3
2 − 3E23)(180E32 + 9E23 − 5E2E4) (3.2)
15[E2, E4](1,0) [E2, E4](0,1) =
(5E4 − 276E22)(9072E52 − 432E32E4 − 540E22E23 + 5E2E24 + 9E4E23) (3.3)
15[E3, E4](1,0) [E3, E4](0,1) = −7511616E52E23 − 28800E42E24+
334800E32E
2
3E4 + 447120E
2
2E
4
3+
800E22E
3
4 − 6480E2E24E23 − 648E43E4
(3.4)
On montre aussi la relation,
[E2, E4]1,0
[E2, E3]1,0
+
[E2, E4](0,1)
[E2, E3](0,1)
=
E3(60E4 − 3312E22)
5(180E32 + 9E
3
2 − 5E2E4)
. (3.5)
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Remarque. Les trois membres de gauche des relations ci-dessus sont des pro-
duits de crochets qui sont modulaires et syme´triques. D’autre part, nous sa-
vons que l’anneau des formes modulaires de Hilbert syme´triques est de degre´
de transcendance 3, comme E2, E3 et E4 sont alge´briquement inde´pendants,
on en de´duit que M sym∗ = C[E2, E3, E4]. Par conse´quence, les membres de
droites des relations indique´s sont des polynoˆmes en E2, E3 et E4.
3.4 Restrictions aux cycles de Hirzebruch-Zagier
De´finition 22. Soit K un corps quadratique re´el et B ∈M(2, K) de conju-
gue´ B′. On dit que B est antihermitienne si tB′ = −B. Une matrice anti-
hermitienne est inte´grale, si elle est de la forme
(
a
√
D ν
−ν ′ b√D
)
avec a, b
des entiers et ν ∈ OK, si de plus a, b et ν sont premiers entre eux, on dit
que B est une matrice antihermitienne inte´grale primitive.
De´finition 23. Soit K un corps quadratique re´el et B ∈ M(2, K) une ma-
trice inte´grale antihermitienne. On note par FB l’image dans XΓK = H2/ΓK ,
de l’ensemble
{
(z1, z2) ∈ H2 ∪ P1(K)
∣∣∣∣( z2 1 )B ( z11
)
= 0
}
.
Remarque. En utilisant le lemme de Chow, on montre que la courbe FB est
alge´brique. Pour un entier N > 0 on de´finit FN comme re´union des courbes
FB ou` B parcourt l’ensemble des matrices antihermitiennes inte´grales primi-
tives non associe´es de de´terminant N. On de´finit aussi les courbes TN comme
re´union des courbes FB ou` B parcourt l’ensemble des matrices antihermi-
tiennes inte´grales, pas ne´cessairement primitives.
On va maintenant de´crire une uniformisation de FB (un quotient du demi-
plan supe´rieur avec un sous-groupe discret de PSL(2,R) isomorphe a` FB).
Pour une matrice M =
(
a b
c d
)
∈ M(2, K), on pose M ∗ =
(
d −b
−c a
)
.
Soient :
OB = {M ∈M(2, OK) | tM ′B = BM∗},
c’est-a`-dire OB est un ordre dans l’alge`bre de quaternions,
{M ∈M(2, K)| tM ′B = BM∗}.
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Soit O∗B, l’ensemble des e´le´ments inversibles de l’ordre OB. Soient,
EB = {M ∈ O∗B | det(M) = 1} et
HB =
{
(z1, z2) ∈ H2|
(
z2 1
)
B
(
z1
1
)
= 0
}
.
Le stabilisateur de HB dans SL(2,OK) est :
SB = {M ∈ SL(2,OK) | tM ′ B M = ±B},
c’est-a`-dire SB est au plus extension de degre´ 2 de EB. On a alors le diagrame
commutatif suivant :
HB −→ H2 ∪ P1(K)
↓ ↓
HB/SB −→ XK
On en de´duit une uniformisation de FB par HB/SB, on peut alors construire
des formes modulaires sur SB en une variable. Pour cela, on a besoin de
caracte´riser HB.
Lemme. Soit B =
(
a
√
D ν
−ν ′ b√D
)
une matrice antihermitienne inte´grale
primitive et B˜ =
(
ν ′ −b√D
a
√
D ν
)
. On a alors HB = {(z, B˜.z) | z ∈ H}.
De´monstration. Soit (z1, z2) ∈ H2, on a alors :
(z1, z2) ∈ HB ⇔ (z2 1) B
(
z1
1
)
= 0
⇔ z2(a
√
Dz1 + 1) + (−ν ′z1 + b
√
D) = 0
⇔ z2 = ν′z1−b
√
D
a
√
Dz1+1
⇔ z2 = B˜.z1
On peut maintenant construire des formes modulaires en une variable
sur SB.
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Proposition 19. Soient B =
(
a
√
D ν
−ν ′ b√D
)
une matrice antihermi-
tienne inte´grale primitive, F : H2 −→ C une forme modulaire de Hil-
bert sur ΓK de bipoids (k1, k2) et soit f : H −→ C de´finie par f(z) =
(a
√
Dz+ν)−k2F (z, B˜.z) avec B˜ =
(
ν ′ −b√D
a
√
D ν
)
. Alors f est une forme
modulaire sur SB de poids k1 + k2.
Pour de´montrer la proposition, on commence par donner une caracte´ris-
taion des e´le´ments du groupe SB.
Lemme. Soit B une matrice antihermitienne inte´grale primitive et B˜ la
matrice caracte´risant HB comme ensemble de couples (z, B˜.z). Soit γ ∈
SL(2, OK) (γ
′ sera la matrice obtenue a` partir de γ en conjugant tous ses
coefficients). On a alors :
γ ∈ EB ⇔ B˜ γ = γ′ B˜
De´monstration. On pose γ =
(
a b
c d
)
, on a alors γ′ =
(
a′ b′
c′ d′
)
. Soit J =(
0 −1
1 1
)
, on de´finit B˜ = JB et γ∗ = J tγJ−1. Alors, on a les e´quivalences :
γ ∈ EB ⇔ tγ′B = B γ∗
⇔ tB′γ = J−1γ′J tB′
⇔ Bγ = J−1γ′JB
⇔ B˜γ = γ′B˜
Nous retournons maintenant a` la de´monstration de la proposition.
De´monstration. Pour simplifier les notations, on pose B˜ =
(
x y
u v
)
. On
veut alors montrer que pour une forme modulaire de Hilbert F de poids
(k1, k2), la forme f(z) = (uz + v)
−k2F (z, B˜.z) est modulaire sur SB de poids
k1 + k2. Par le lemme pre´ce´dent on a F (γ.z, B˜γ.z) = F (γ.z, γ
′B˜.z). Par
modularite´ de F, on en de´duit F (γ.z, B˜γz) = (cz+d)k1(c′B˜.z+d′)k2F (z, B˜.z).
Or,
c′B˜.z + d′ =
(c′x + d′u)z + c′y + d′v
uz + v
.
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Par les e´galite´s matricielles de´montre´s dans le lemme pre´ce´dent, on en de´duit :
c′B˜.z + d′ =
(au+ cv)z + (bu+ dv)
uz + v
.
D’autre part, uγ.z + v = (au+cv)z+(bu+dv)
cz+d
. On en de´duit alors que :
f(γ.z) = (cz + d)k1+k2f(z).
3.5 Restrictions ge´ne´ralise´es
Soit B une matrice antihermitienne inte´grale primitive a` coefficients dans
un corps quadratique re´el K de discriminant D. Soit B˜ la matrice associe´e a`
B (voir pargraphe pre´ce´dent) de´finissant le plongement,
i eB : H −→ H×H
z 7→ (z, B˜z).
On a alors, HB = i eB(H) (voir paragraphe pre´ce´dent). Il existe deux ma-
trices A1, A2 ∈ M(2, K), conjugue´es, telle que HB est l’image de H par le
plongement,
i1,2 : H −→ H×H
z −→ (A1z, A2z).
Soit Γ le groupe agissant sur H compatible avec le plongement i1,2, c’est-a`-
dire A1γ = γA1 et A2γ = γ
′A2, pour tout γ ∈ Γ. Soit X = i1,2(H), il existe
alors un groupe discret ΓX ⊂ SL(2,R) × SL(2,R) e´gal au stabilisateur de
X pour l’action du groupe modulaire de Hilbert ΓK. De plus ΓX ' Γ, soit
ΓX = {(A1γA−11 , A2γA−12 ) | γ ∈ Γ}. Dans le cas du plongement diagonale,
on a Γ = Γ1.
Soit C(H×H) l’espace des fonctions holomorphes sur H×H. Pour tout
k, l ∈ Z≥0, on a une action du groupe (SL(2,R))2 sur C(H×H) de´finie par :
pour tout F ∈ C(H×H) et (γ1, γ2) ∈ SL(2,R)× SL(2,R),
(F |k,l (γ1, γ2))(z1, z2) = (c1z1 + d1)−k(c2z2 + d2)−lF (a1z1 + b1
c1z1 + d1
,
a2z2 + b2
c2z2 + d2
),
avec : (
a1 b1
c1 d1
)
,
(
a2 b2
c2 d2
)
∈ SL(2,R).
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Soit C(H) l’espace des fonctions holomorphes surH et ρ : C(H×H) −→ C(H),
de´finie par ρ(F )(z) = F (z, z), c’est la restriction diagonale. On de´finit sur
C(H×H) des ope´rateurs diffe´rentieles d’ordre n par,
RCk,ln (F ) =
n∑
j=0
(
k + n− 1
n− j
)(
l + n− 1
j
)
∂j1∂
n−j
2 (F )
et on pose ρk,ln = ρ ◦RCk,ln .
Nous avons vu dans le chapitre II que, si F (z1, z2) = f(z1)g(z2) ∈ C(H)⊗
C(H)), alors ρk,ln (F ) = [f, g]n est le n-ie`me crochet de Rankin-Cohen de f et
g. Nous avons vu aussi qu’on peut de´montrer (voir chapitre I, remarque 1.2
) la proposition suivante :
Proposition 20. Pour tout F ∈ C(H×H) et γ ∈ SL(2,R) on a :
ρk,ln (F |k,l (γ, γ)) = ρk,ln (F ) |k+l+2n γ .
Corollaire. L’ope´rateur ρk,ln induit une application de degre´ 2n sur les
espaces Mk,l de formes modulaires de Hilbert a` valeurs dans les espaces des
formes modulaires Mk+l+2n sur Γ1. Soit :
ρk,ln : Mk,l(ΓK) −→Mk+l+2n(Γ1) .
De´monstration. Si F ∈ Mk,l(ΓK) alors pour tout γ ∈ Γ1 on a F |k,l (γ, γ) =
F, car Γ1 ⊂ ΓK et donc ρk,ln (F |k,l (γ, γ)) = ρk,ln (F ) = ρk,ln (F ) |k+l+2n γ. La
dernie`re e´galite´ est conse´quence de la Proposition 20.
Corollaire. Soit Γ un groupe associe´ a` un plongement i1,2 de´finie par la
donne´e de deux matrcices A1 et A2 et soit X = i1,2(H). Il existe alors un
ope´rateur,
ρk,ln;X : Mk,l(ΓK) −→Mk+l+2n(Γ)
de´finie par ρk,ln;X(F ) = ρ
k,l
n;X(F |k,l (A1, A2)).
De´monstration. D’apre´s la proposition applique´ a` F |k,l (A1, A2) on a :
ρk,ln (F |k,l (A1, A2)(γ, γ)) = ρk,ln (F |k,l (A1, A2)) |k+l+2n γ,
pour tout γ ∈ SL(2,R). Or, (F |k,l (A1, A2))(γ, γ) = F |k,l (γ1, γ2)(A1, A2),
avec γ1 = A1γA
−1
1 , γ2 = A2γA
−1
2 et (γ1, γ2) ∈ ΓX . D’autre part F ∈Mk,l(ΓK)
implique F ∈Mk,l(ΓX) donc F |k,l (γ1, γ2) = F d’ou` :
ρk,ln (F |k,l (A1, A2)) = ρk,ln (F ) |k+l+2n γ, ∀γ ∈ Γ.
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Dans la suite on s’inte´resse a` l’e´tude des diffe´rentes relations entre crochets
de Rankin-Cohen et ope´rateurs de restriction ρk,ln .
Plus ge´ne´ralement, soit K un corps de nombres quadratique et re´el. Les
crochets de Rankin-Cohen de´finissent une famille d’ope´rateurs ([., .](p1,p2))p1,p2∈N,
sur tous les produits tensoriaux de deux espaces de Formes modulaires de Hil-
bert sur ΓK . Plus pre´cisement pour tout (k1, k2, l1, l2, p1, p2) ∈ N6 on a une
application :
Mk1,k2 ⊗Ml1,l2 −→Mk1+l1+2p1,k2+l2+2p2
F ⊗G −→ [F,G](p1,p2).
Soit X = H/Γ une courbe modulaire qui se plonge dans une surface modu-
laire de Hilbert, par un plogement i1,2 associe´ a` deux matrices A1 et A2. On
a de´fini au dessus une suite de restrictions (ρk,ln;X)n de formes modulaires de
Hilbert sur la courbe X. Plus pre´cisement on a,
ρk1,k2n;X : Mk1,k2(ΓK) −→Mk1+k2+2n(Γ)
Pour simplifier, on note par ρn, la restriction a` X des formes modulaires
de Hilbert sur ΓK. On s’interesse, a` l’etude de l’alge`bre des restrictions a` Γ
des formes modulaires de Hilbert. On va de´montrer le the´ore`me suivant :
The´ore`me 6. Soit K un corps de nombres quadratique et re´el. Soit
ΓK le groupe modulaire de Hilbert associe´. Alors l’alge`bre engen-
dre´e par les ρn(F ), (F ∈M∗,∗(ΓK), n ∈ N), est une sous-alge`bre ferme´e
par les crochets de Rankin-Cohen de l’alge`bre M∗(Γ).
Pour la de´monstration, on va comparer diffe´rents espaces vectoriels de
dimension finies.
De´finition. Soient k1, k2, l1, l2 et p ∈ N. On de´finit les Q-espaces vectoriels
suivants :
W 1p =
〈
Rk1+l1+2n1,k2+l2+2n2n (x1 + y1, x2 + y2)
×Rk1,l1p1 (x1, y1)Rk2,l2p2 (x2, y2)
∣∣∣∣ n ∈ Nn + p1 + p2 = p
〉
W 2p =
〈
Rk1+k2+2b,l1+l2+2ca (x1 + x2, y1 + y2)
×Rk1,k2b (x1, x2)Rl1,l2c (y1, y2)
∣∣∣∣ a, b, c ∈ Na+ b+ c = p
〉
.
Remarque. Les espaces W 1p et W
2
p sont des sous-espaces de l’espace
Vp = Q[x1, y1, x2, y2]p,
qui a la dimension
(
p+3
3
)
. La dimension de W ip (i = 1, 2) est au plus
(
p+2
2
)
.
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Proposition 21. Les sous-espaces W 1p et W
2
p de Vp coincident.
Corollaire. Les crochets [ρb(F ), ρc(G)]a entre restrictions ge´ne´ralise´es de
formes modulaires de Hilbert F et G de poids respectives (k1, k2) et (l1, l2)
sur une courbe modulaire X, sont des combinaisons line´aires de restrictions
ge´ne´ralise´es sur X de crochets entre formes modulaires de Hilbert :
[ρb(F ), ρc(G)]a =
∑
n+p1+p2=a+b+c
(∗)ρn([F,G](p1,p2)),
avec (∗) un nombre rationnel qui de´pend de k1, k2, l1, l2, a, b, c, n, p1 et p2.
On note par ∂1, ∂2, ∂
′
1, et ∂
′
2 les ope´rateurs de de´rivation respectives par
rapport aux variables z1, z2, z
′
1 et z
′
2.
De´monstration. Le corollaire est imme´diat en utilisant que :
[ρb(F ), ρc(G)]a = R
k1+k2+2b,l1+l2+2c
a (∂1 + ∂
′
1, ∂2 + ∂
′
2)
×Rk1,k2b (∂1, ∂
′
1)R
l1,l2
c (∂2, ∂
′
2)
∣∣
z1=z2=z′1=z
′
2=z
ρn([F,G](p1,p2) = R
k1+l1+2n1,k2+l2+2n2
n (∂1 + ∂2, ∂
′
1 + ∂
′
2)
×Rk1,l1p1 (∂1, ∂2)Rk2,l2p2 (∂
′
1, ∂
′
2))
∣∣
z1=z2=z′1=z
′
2=z
.
Exemples
1)Exemple trivial : ρ0([F,G]0) = [ρ0(F ), ρ0(G)]0.
2)Exemple un peu moins trivial,
ρ0([F,G](1,0)) =
l1
k1+k2
[ρ1(F ), ρ0(G)]0 − k1l1+l2 [ρ0(F ), ρ1(G)]0
+ k1l1
(k1+k2)(l1+l2)
[ρ0(F ), ρ0(G)]1.
3)Exemple plus complique´ : soient F ∈ Mk1,k2 et G ∈ Ml1,l2 deux formes
modulaires de Hilbert sur le meˆme groupe modulaire. On suppose que l1k2 =
l2k1, on a alors :
[ρ0(F ), ρ0(G)]1 = (1 +
k2
k1
)ρ0([F,G](1,0)) + (1 +
k1
k2
)ρ0([F,G](0,1)). (3.6)
En effet, en introduisant les notations ∂1(F ) = F1, ∂2(F ) = F2, f = ρ0(F ) et
notations similaires pour G. On alors f ∈Mk1+k2 , g ∈ Ml1+l2 et :
[f, g]1 = (k1 + k2)ρ0(F )ρ0(G)
′ − (l1 + l2)ρ0(G)ρ0(F )′
= ρ0((k1 + k2)F (G1 +G2)− (l1 + l2)G(F1 + F2))
= ρ0([F,G](1, 0) + [F,G](0,1) + (k1FG2 − l1GF2) + (k2FG1 − l2GF1)))
56
L’hypothe`se l1k2 = l2k1 implique la relation (3.6).
De´monstration de la proposition. On va de´finir un troisie`me espace
vectoriel Wp et on va montrer que W
1
p = Wp et W
2
p = Wp. Pour cela, on doit
montrer :
(i) W 1p ⊂ Wp
(ii) W 2p ⊂ Wp
(iii) dimW 1p =
(
p+2
2
)
(iv) dimW 2p =
(
p+2
2
)
(v) dimWp ≤
(
p+2
2
)
On conside`re l’ope´rateur diffe´rentiel ∆h,t = t
∂2
∂t2
+h ∂
∂t
. Nous avons vu dans
le Chapitre I que ker(∆k,x+∆l,y)∩C[x, y]n est de dimension 1, engendre´ par
Rk,ln (x, y). Plus pre´cisement R
k,l
n (x, y) est l’unique ge´ne´rateur de
ker(∆k,x + ∆l,y) ∩ C[x, y]n,
satisfaisant Rk,ln (0, y) =
(−k
n
)
. Il est facile de voir que
Rk,ln (x, 0) =
(
l + n− 1
n
)
xn, Rk,ln (0, y) =
(
k + n− 1
n
)
yn.
et Rk,ln (t,−t) =
n∑
j=0
(
k + n− 1
j
)(
l + n− 1
n− j
)
tn =
(
k + l + 2n− 2
n
)
tn.
On de´finit l’espace Wp par :
Wp = ker(∆k1,x1 + ∆l1,y1 + ∆k2,x2 + ∆l2,y2 : Vp −→ Vp−2).
Commenc¸ons par de´montrer (v). On conside`re l’application :
φ : Wp −→ Q[x1, y1, x2]p
P −→ P (x1, y1, x2, 0).
C’est un isomorphisme d’espaces vectoriels, en particulier, dimWp =
(
p+2
2
)
.
En effet, soit P =
n∑
i=o
Pi(x1, y1, x2) y
i
2 ∈ Q[x1, y1, x2, y2]n. On a alors :
P ∈ Wp ⇔
n∑
i=0
(∆k1,x1 + ∆l1,y1 + ∆k2,x2)(Pi) y
i
2 +
n∑
i=0
Pi i(i + l2 − 1)yi−12 = 0,
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ce qui implique (i+1)(i+l2)Pi+1 = −(∆k1,x1 +∆l1,y1 +∆k2,x2)(Pi). Autrement
dit, P0 arbitraire de´termine tous les autres Pi par une relation de re´currence,
ce qui montre l’injectivite´ et la surjectivite´ de φ.
Les affirmations (iii) et (iv) sont e´quivalentes. En effet,W 2p;k1,l1,k2,l2 =
τ(W 1p;k1,k2,l2,l2) ou` τ : Vp −→ Vp−2 est l’application :
f(x1, y1, x2, y2) −→ f(x1, x2, y1, y2).
On de´finit le polynoˆme :
fk1,l1,k2,l2(x1, y1, x2, y2) = R
k1+l1+2n1,k2+l2+2n2
n (x1 + y1, x2 + y2)
×Rk1,l1p1 (x1, y1)Rk2,l2p2 (x2, y2).
Il suffit donc de montrer (iii). On de´finit le polynoˆme,
g(x, y, t) = fk1,l1,k2,l2(x− y, y, t,−t).
On a alors g(x, y, t) = Rn(x, 0)R
(k1,l1)
p1 (x, y)R
(k2,l2)
p2 (t,−t). D’apre´s les proprie´-
te´s des polynoˆmes Rk,lm (x, y), il existe une constante λ non nulle telle que :
g(x, y, t) = λ xntp2Rk1,l1p1 (x, y)
= λ xntp2(yp1 +O(xyp1−1))
= λ xnyp1tp2 +H(x, y, t),
avec degx(H) + degy(H) + degt(H) < p = n + p1 + p2. Autrement dit,
il existe une matrice triangulaire T inversible telle que (apre´s un choix de
bases de Q[x, y, t]p, ordonne´es lexicographiquement), on a ((g(x, y, t)) =
T ((xnyp1tp2)). Ceci implque que la suite des polynoˆmes g(x, y, t) forment une
base de Q[x, y, t]p dont la dimension est
(
P+2
2
)
. On a donc dimW 1p ≥
(
p+2
p
)
,
l’ine´galite´ oppose´e (dont on n’a pas besoin) est e´vidente par la de´finition de
W 1p .
Les affirmations i et ii sont e´quivalentes. En effet l’ope´rateur
∆k1,x1 + ∆l1,y1 + ∆k2,x2 + ∆l2,y2,
est invariant par l’automorphisme τ qui e´change y1 en x2 et l1 en k2.
Il suffit donc de montrer (i). Pour faire la de´monstration, nous utili-
sons la proprie´te´ ∆h,t(fg) = g∆h,t(f) + 2t
∂f
∂t
∂g
∂t
+ f∆h,t(g), pour tout f(t, u),
g(t, u) ∈ C[t, u] et tout entier h.
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Ecrivons le polynoˆme fk1,l1,k2,l2(x1, y1, x2, y2) sous la forme :
fk1,l1,k2,l2(x1, y1, x2, y2) = A(x1 + y1, x2 + y2)B(x1, y1)C(x2, y2),
avec :
A(x, y) = Rk1+l1+2p1,k2+l2+2p2n (x, y), B(x, y) = R
k1,l1
p1 (x, y)
et C(x, y) = Rk2,l2p2 (x, y). Notons par A1 =
∂A
∂x
et A2 =
∂A
∂y
et notations
similaires pour B1, B2, C1 et C2. On a alors (avec des notations e´videntes) :
∆k1,x1(ABC) = A∆k1,x1(B)C + ∆k1,x1(A)BC + 2x1A1B1C
∆k2,x2(ABC) = AB∆k2,x2(C) + ∆k2,x2(A)BC + 2x2A2BC1
∆l1,y1(ABC) = A∆l1,y1(B)C + ∆l1,y1(A)BC + 2y1A1B2C
∆l2,y2(ABC) = AB∆l2,y2(C) + ∆l2,y2(A)BC + 2y2A2BC2
.
On en de´duit que :
(∆k1,x1 + ∆k2,x2 + ∆l1,y1 + ∆l2,y2)(ABC) = AC(∆1(B)) + AB(∆2(C))
+BC(∆1(A)) + ∆2(A)) + 2x1A1B1C + 2x2A2BC1 + 2y1A1B2C + 2y2A2BC2,
avec : ∆1 = ∆k1,x1 + ∆l1,y1 et ∆2 = ∆k2,x2 + ∆l2,y2. Or, par caracte´risation
des polynoˆmes Rk,ln (x, y), il suit que ∆1(B) = ∆2(C) = 0. D’autre part,
2x1A1B1C + 2y1A1B2C = 2CA1(x1B1 + y1B2) = 2p1CA1B,
car, x1B1 + y1B2 = p1B est l’ope´rateur d’Euler (multiplication par son degre´
d’un polynoˆme homoge`ne). De meˆme,
2x2A2BC1 + 2y2A2BC2 = 2BA2(x2C1 + y2C2) = 2BA2p2C .
On a alors :
(∆k1,x1 + ∆k2,x2 + ∆l1,y1 + ∆l2,y2)(ABC) =
BC(∆1(A)) + ∆2(A) + 2p2A2 + 2p1A1).
(3.7)
Or, A est dans le noyau de l’ope´rateur :
∆k1+l1+2p1,x + ∆k2+l2+2p2 = ∆1 + ∆2 + 2p1
∂
∂x
+ 2p2
∂
∂y
.
Donc (∆k1,x1 + ∆k2,x2 + ∆l1,y1 + ∆l2,y2)(ABC) = 0 (d’apre´s 3.7).
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3.5.1 Exemple de restrictions de formes modulaires
Nous allons e´tudier les restrictions des formes modulaires de Hilbert sur
le groupe Γ√3, a` la courbe H/Γ+0 . Soit S =
(
0 −1
1 0
)
, conside´rons le plon-
gement :
i : H −→ H×H
z 7→ S.z = −1
z
,
ce plongement passe au quotients et permet de de´finir un plongemt de H/Γ+0
dans la surface modulaire X√3. En effet la seule chose a` ve´rifier rendant le
diagrame suivant commutatif, est la relation Sγ = γ ′S pour tout γ ∈ Γ+0 ,
H i↪→ H×H
γ↓ ↓ (γ, γ′)
H i↪→ H×H
La restriction a` H/Γ+0 d’une forme modulaire de Hilbert F de poids (k1, k2)
(comme nous l’avons vu dans la section 3.4, Proposition 19) s’ecrit f(z) =
z−k2F (z,−1
z
), c’est une forme modulaire de poids k1 + k2 sur Γ
+
0 . Nous al-
lons maintenant de´terminer une e´quation alge´brique de la courbe H/Γ+0 , vu
comme une courbe plonge´e dans une surface modulaire.
Lemme. L’e´quation alge´brique de la courbe modulaire H/Γ+0 , plonge´e dans la
surface modulaire de Hilbert X√3 est : E3 = 0, ou` E3 est la se´rie d’Eisenstein
de poids (3, 3) sur le groupe modulaire de Hilbert Γ√3.
De´monstration. Tout d’abord, on va montrer que les restrictions des se´ries
d’Eisenstein de poids impair, a` la courbeH/Γ+0 sont nulles. On en de´duira, en
particulier que la restriction de E3 est nulle. Nous e´crivons avec des notations
e´videntes les se´ries d’Eisenstein sous la forme :
Ek =
′∑
m,n
1
(mz1 + n)k(m′z2 + n′)k
,
ou` la somme porte sur les e´lements non nuls de O2K/UK avec UK de´signe le
groupe des unite´s de K. La restriction e2k de la se´rie d’Eisenstein Ek a` la
courbe H/Γ+0 , est donne´e par e2k(z) =
′∑
m,n∈OK
1
(mz+n)k(n′z−m′)k . En rempla-
cant les parame`tres de sommation (m,n) par (−n′, m′), on obtient e2k(z) =
(−1)ke2k(z), donc e2k = 0 si k est impair.
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Re´ciproquement, soit F une forme modulaire de Hilbert sur Γ√3 de res-
triction (a` la courbe H/Γ+0 ) nulle. On va montrer que F est divisible par
la se´rie d’Eisenstein E3. Pour cela, nous utilisons la structure de l’anneau
des formes modulaires de Hilbert donne´e dans [Van der Geer], on a la de´-
composition M∗(Γ√3) = M
sym
∗ + ∆M
sym
∗ avec ∆ une forme modulaire anti-
syme´trique de carre´ syme´trique. D’autre part M sym∗ = C[E2, E3, E4], est un
anneau principal et E3 est un ide´al premier de´finissant une courbe dans X√3,
or E3 s’annulle sur la courbe X
+
0 = H/Γ+0 , donc c’est la courbe d’e´quation
E3 = 0.
Nous allons maintenant expliquer la construction des formes modulaires
A4, B4 et C10 (ge´ne´rateurs de l’anneau des formes modulaires sur le groupe
Γ+0 ), ainsi que la relation entre ces ge´ne´rateurs. La restriction de la se´rie
d’Eisenstein E2 de poids (2, 2) sur ΓQ(
√
3), a` la courbe X
+
0 , est une forme mo-
dulaire e4 de poids 4, de´finie par e4(z) = z
−2E2(z,−1z ). Apre´s identification
du demi-plan supe´rieur avec le disque unite´, on obtient une forme modulaire
A4 de poids 4 (voir la section sur les exemples des formes modualires du cha-
pitre II) sur Γ+0 (en fait, par abus de notation sur l’image par ρ1 du groupe
Γ+0 ), de´finie par : A4(w) = (1−w)−4e4( i(1+w)1−w ). Nous avons donne´ dans la fin
du chapitre II, le de´veloppement en X autour de 0 de la forme modulaire A4.
Le plonogement ρ2 permet de de´finir un plongment de la meˆme courbe
X+0 dans la surface modulaire de Hilbert XQ(
√
2). La restriction (compatible
avec plongement) de la se´rie d’Eisenstein E ′2 de poids (2, 2) sur le groupe
modulaire ΓQ(
√
2), a` la courbe modulaire X
+
0 est une forme modulaire e
′
4 de
poids 4, de´finie par e′4(z) = (
√
2z− 1)−2E ′2(z, z+
√
2√
2z−1). Apre´s identification du
demi-plan supe´rieur avec le disque, on obtient une forme modulaire B4 (voir
la section) de poids 4 sur Γ+0 (en fait par abus de notation, sur son image par
le plongemnet ρ1), de´finie par : B4(w) = (1− w)−4e′4( i(1+w)1−w ). Nous avons vu
dans la fin du chapitre II, le de´veloppement en X autour de 0 de B4.
Nous avons conctruit la forme C10 comme crochet de Rankin-Cohen de
premier ordre des formes A4 et B4, nous avons de´montre´ nume´riquement
(utilisant leurs de´veloppements en X autour de ze´ro) la relation C210 =
A4B4(A4 −B4)(A24 − A4B4 +B24).
On ne peut comparer les formes A4 et B4 qui proviennent de surfaces
modulaires diffe´rentes. De´finissons g8 =
40
3
(e8 − 36e24), c’est le carre´ d’une
forme modulaire : g8 = g
2
4, avec g4 de poids 4 sur Γ
+
0 (voir la relation (a)
qui montre que g8 est un carre´ ). On a
1
4
[e4, g
2
4]1 = 2g4[e4, g4]1. La forme
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C ′ = [e4,g
2
4 ]
8g4
est modulaire de poids 10 sur Γ+0 , on a aussi C
′ ≡ [e4, e8]1
g4
( ou`
≡ signifie e´galite´ a` une constante non nulle pre´s).
Notons par ekl1 et ekl2 les restrictions respectives des crochets [Ek, El](1,0)
et [Ek, El](0,1) a` la courbe X
+
0 = H/Γ+0 . Nous avons vu dans ce chapitre
(expmple de crochet entre restrictions) que [ek, el]1 = λ(ekl1 + ekl2), (avec
λ ∈ C). On sait que e3 = 0 et donc de3dz = 0, or de3dz est la restriction de
∂1E3 + ∂2E3. Il suit que e231 = −e232. La restriction de la relation (3.5)
implique que e241 = e242. Apre´s restrictions des relations (3.2) et (3.3), on
obtient :
e2231 =
40
3
e44(e8 − 36e24) (a)
e2241 =
1
15
(5e8 − 276e24)(9072e54 − 432e34e8 + 5e4e28) (b)
On a donc :
C ′2 ≡ [e4, e8]
2
1
g24
≡ e
2
241
(e8 − 36e24)2
,
en utilisant (b) on obtient :
C ′2 = (252e24 − 5e8)(276e24 − 5e8)e4,
ce qui montre que C ′ est une forme modulaire holomorphe de poids 10 sur le
groupe Γ+0 . On a aussi :
C ′2 ≡ e4(256e24 + g24)(192e24 + g24). (N)
Nous venons donc de montrer l’existence de A4, g4, C
′ et la relation entre ces
trois formes modulaires.
En utilisant son de´veloppement en Taylor (nume´rique) autour de 0, on
peut exprimer B4 comme combinaison line´aire : aA4 +bg4 (car dimM4(Γ
+
0 ) =
2). En utilsant la relation (N), l’expression de B4, comme combinaison li-
ne´aire de A4 et g4 et la de´finition de C10 comme premier crochet de A4 et B4
on de´montre la relation C210 ≡ A4B4(A4 − B4)(A24 − A4B4 + B24), que nous
avons de´ja obtenu nume´riquement.
Cette relation est une e´quation diffe´rentielle (vu la de´finition de C) sur
la courbe X+0 , nous venons alors de “remonter” cette e´quation diffe´rentielle
sur la surface modulaire, en utilisant le de´veloppment en Fourier des formes
moduliares de Hilbert, on a pu montrer l’existence d’une e´quation diffe´ren-
tielle sur la surface. Par restriction, nous obtenons une e´quation diffe´rentielle
sur X+0 . En utilisant nos re´sultats de ce chapirtre sur les relations entre les
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crochets entre diffe´rents restrictions et les restrictions des diffe´rents crochets,
et en utilisant cette technique de remonte, on pourra montrer l’existence du
syste`me diffe´rentiel S que nous avons e´tudie´ nume´riquement.
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Chapitre 4
Structure des anneaux de
formes quasi-modulaires
Re´sume´
On de´montre un the´ore`me de structure pour l’anneau des formes quasi-
modulaires M˜∗(Γ) gradue´ par le poids, sur n’importe quel groupe discret
et co-compact Γ ⊂ PSL(2,R) : cet anneau s’ave`re eˆtre toujours infiniment
engendre´. On calcule le nombre de ge´ne´rateurs nouveaux en chaque poids . Le
nombre en question est fixe et est e´gal a` dimC I/(I ∩ I˜2) ou` I et I˜ de´signent
respectivement l’ide´al des formes modulaires sur Γ (respectivement l’ide´al
des formes quasi-modulaires sur Γ) en poids positif. En particulier ce nombre
ne de´pend que du groupe qu’on conside`re. On construit aussi des anneaux
R˜ finiment engendre´s en poids positif et contenant les anneaux de formes
quasi-modulaires sur des groupes co-compacts.
4.1 Introduction
La notion des formes quasi-modulaires a e´te´ introduite pour la premie`re
fois par Kaneko-Zagier dans [9]. Ces objets apparaissent en mathe´matique
et en physique the´orique. On cite l’exemple dans [9], provenant de la the´orie
syme´trie miroir en dimension 1.
La structure de M˜∗(Γ1) (ou` Γ1 de´signe le groupe modulaire PSL(2,Z))
a e´te´ de´ja donne´e dans [9], ou` on de´montre que l’anneau en question est
isomorphe a` C[E2, E4, E6], ou` E2, E4 et E6 de´signent respectivement les se´ries
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d’Eisenstein en poids 2, 4 et 6.
On s’interesse a` l’e´tude des anneaux de formes quasi-modulaires sur des
groupes Γ ⊂ PSL(2,R) discrets et co-compacts. Dans le pargraphe 4.2 on
rappelle des proprie´te´s ge´ne´rales des formes quasi-modulaires sur des groupes
quelconques ; il s’agit essentiellement de rappels de re´sultats dans [22] et [9].
Dans le paragraphe 4.3 nous donnons une re´ponse au proble`me pose´ par
Don Zagier, c’est-a`-dire la structure additive et multiplicative des anneaux
de formes quasi-modulaires sur des groupes Γ ⊂ PSL(2,R) discrets et co-
compacts. Nos re´sultats principaux apparaissent au The´ore`me (9) et au co-
rollaire du The´ore`me (9).
4.2 Proprie´te´s ge´ne´rales
On conside`re un sous-groupe discret Γ de PSL(2,R), de covolume fini.
On rappelle les de´finitions de formes modulaires, quasi-modulaires, modu-
laires presque holomorphes et champs modulaires sur le groupe Γ. La partie
imaginaire de z ∈ H (le demi-plan de Poincare´) sera note´e y. Nous avons de´ja
donne´ la de´finition d’une forme modulaire et d’une forme modulaire presque-
holomorphe dans le chapitre I, nous rappelons ici ces de´finitions pour la
comodite´ du lecteur.
De´finition 24. Une forme modulaire de poids k sur Γ, est une fonction
holomorphe f sur H a` croissance tempe´re´e 1, telle que :
(c z + d)−k f(
a z + b
c z + d
) = f(z), ∀
(
a b
c d
)
∈ Γ et z ∈ H. (1)
De´finition 25. Une forme quasi-modulaire de poids k et profondeur ≤ p
sur Γ, est une fonction holomorphe f sur H a` croissance tempe´re´e, telle que,
pour tout z ∈ H, l’application :
Γ −→ C(
a b
c d
)
7→ (c z + d)−k f(a z+b
c z+d
)
est un polynoˆme en c
c z+d
, de degre´ ≤ p. Autrement dit on a :
(cz + d)−kf(
az + b
cz + d
) =
p∑
j=0
fj(z)(
c
cz + d
)j, ∀z ∈ H, (2)
1C’est-a`-dire |f(z)| est borne´ par une puissance de |z|2+1
y
.
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avec des fonctions fj : H −→ C (j = 0, · · · , p).
Remarque. Cette de´finition qui n’est pas celle de [9] a e´te´ sugge´re´e par Werner
Nahm. L’e´quivalence des deux de´finitions est une conse´quence du The´ore`me
(7).
De´finition 26. Une forme modulaire presque-holomorphe de poids k et
profondeur ≤ p sur Γ est un polynoˆme en 1
y
de degre´ ≤ p, a` coefficients des
fonctions holomorphes sur H, a` croissance tempe´re´e telle qu’on a (1) pour
tout
(
a b
c d
)
∈ Γ et z ∈ H.
Puisqu’on a y = z−z
2i
, on peut e´crire une telle forme comme :
F (z) = f0(z) +
f1(z)
z − z +
f2(z)
(z − z)2 + · · ·+
fp(z)
(z − z)p avec les fi holomorphes.
(Cette e´criture sera plus commode que si on avait de´fini fj comme le coeffi-
cient de y−j dans F .)
De´finition 27. Un champ modulaire de poids k et profondeur ≤ p est une
application holomorphe (a` croissance tempe´re´e) :
E : H −→ ⊕∞l=0 C
z 7→ (f0(z), f1(z), · · · )
avec fl = 0 pour l > p et ou` les fl satisfont a` l’e´quation fonctionelle :
(cz + d)−k+2lfl(
az + b
cz + d
) =
∑
j≥l
(
j
l
)
fj(z)(
c
cz + d
)j−l. (4.1)
Notation. On note par M∗ = k≥0Mk respectivement( M˜∗ = k≥0M˜k, M̂∗ =
k≥0M̂k,
−→
M ∗ = k≥0
−→
Mk ) les anneaux gradue´s de formes modulaires respec-
tivement( formes quasi-modulaires, formes modulaires presque-holomorphes
et champs modulaires) et par M˜
(≤p)
∗ , M̂
(≤p)
∗ ,
−→
M
(≤p)
∗ respectivement les sous-
espaces de formes quasi-modulaires, formes presque holomorphes, champs
modulaires, de profondeur ≤ p sur un groupe Γ donne´.
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The´ore`me 7 (Kaneko-Zagier). Soit Γ ⊂ PSL(2,R) un sous-groupe dis-
cret de covolume fini et p un entier positif. On a alors les isomorphismes
suivants :
M˜
(≤p)
∗ ' −→M (≤p)∗ ' M̂ (≤p)∗
f −→ (f0, · · · , fp) ←→
∑p
j=0
fj(z)
(z−z)j
La premie`re application associe a` f la suite des coefficients fj provenant de
(2), tandis que son inverse est donne´ simplement par : (f0, · · · , fp) −→ f0.
De´monstration. On commence par de´montrer le deuxie`me isomorphisme. Par
de´finition, F =
∑p
j=0
fj(z)
(z−z)j satisfait a` l’e´quation fonctionelle (1). En appli-
quant ceci a` l’inverse
(
d −b
−c a
)
d’un e´le´ment
(
a b
c d
)
∈ Γ et en observant
que dz−b−cz+a − dz−b−cz+a = z−z|−c z+a|2 , on a :∑p
n=0 fn(
dz−b
−cz+a) (c+
−cz+a
z−z )
n (−cz + a)n
= (−cz + a)k ∑pn=0 fn(z) (z − z)−n .
En comparant les coefficients de (z − z)−l on obtient :
(−cz + a)k−2lfl(z) =
∑
j≥l
(
j
l
)
fj
( dz − b
−cz + a
)(
c(−cz + a))j−l.
En remplacant z par az+b
cz+d
, on obtient les e´quations fonctionelles (4.1) que
doivent satisfaire les fj dans la de´finition d’un champ modulaire, et inverse-
ment. Pour montrer le premier isomorphisme, rappelons que si f ∈ M˜ (≤p)k ,
alors f satisfait a` (2) avec des fonctions fj : H −→ C. Il est clair que
les fj sont holomorphes et que f0 = f (en prenant
(
a b
c d
)
= Id ).
D’autre part les fj satisfont a` des e´quations fonctionnelles. En effet soit
γ =
(
a b
c d
)
, γ′ =
(
a′ b′
c′ d′
)
et γ′′ = γγ′ =
(
a′′ b′′
c′′ d′′
)
, l’e´quation (2)
s’e´crit (f0 |k γ)(z) =
∑p
n=0 fn(z)(
c
cz+d
)n, en composant par (|k γ′) on obtient :
(f0 |k γγ′)(z) =
∑p
n=0 fn(γ
′(z))( c
cγ′(z)+d
)n(c′z + d′)−k
=
∑p
n=0
fn(γ′(z))
(c′z+d′)k−n
( c
′′(c′z+d′)−c′(c′′z+d′′)
c′′z+d′′
)n
=
∑p
n=0
fn(γ′z)
(c′z+d′)k−n
((c′z + d′) c
′′
c′′z+d′′
− c′)n
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D’autre part : (f0 |k γγ′)(z) = (f0 |k γ′′) =
∑p
n=0 fn(z)(
c′′
c′′z+d′′
)n. En compa-
rant les coefficients de ( c
′′
c′′z+d′′
)j on obtient :
fj(z) =
∑
n≥j
(
n
j
)
fn(γ
′(z))
(c′z + d′)k−n
(cz′ + d′)j(−c′)n−j
ou encore :
(c′z + d′)k−2jfj(z) =
∑
n≥j
(
n
j
)
fn(γ
′(z))(−c′(c′z + d′))n−j.
En remplacant z par γ ′−1(z) = α(z) (avec α = γ ′−1) on obtient :
(fj |k−2j α) =
∑
n≥j
(
n
j
)
fn(z)(
−c′
−c′z + a′ )
n.
Ceci montre que (f0, · · · , fp) est un champ modulaire. Re´ciproquement si
on part d’un champ modulaire, sa premie`re coordonne´e ve´rifie l’e´quation (2),
donc cette coordonne´e est une forme quasi-modulaire de poids k et profondeur
≤ p. D’autre part, si f0 s’annule sur H le poˆlynoˆme
∑p
n=0 fn(z)X
n s’annulle
une infinite´ de fois, c’est donc le polynoˆme nul, ce qui implique fn = 0
pour tout n. Ceci montre l’injectivite´ de (f0, · · · , fp) −→ f0. L’injectivite´ de
l’application re´ciproque est e´vidente.
Proposition 22. L’ope´rateur D de de´rivation par rapport a` z agit sur les
espaces de formes quasi-modulaires en augmentant le poids de 2 et le profon-
deur de 1. On a pour tout k ≥ 0 et p ≥ 0 :
D : M˜
(≤p)
k −→ M˜ (≤p+1)k+2 .
De´monstration. Soit f ∈ M˜ (≤p)k Par de´finition meˆme on a :
(c z + d)−k f(
a z + b
c z + d
) =
∑
0≤j≤p
fj(z) (
c
c z + d
)j
avec des fonctions holomorphes fj. On a donc :
(c z + d)−k−2 f ′(a z+b
c z+d
)
= D[(c z + d)−k f(a z+b
c z+d
)] + kc (c z + d)−k−1 f(a z+b
c z+d
)
= D[
∑
0≤j≤p fj(z) (
c
c z+d
)j] + kc
c z+d
∑
0≤j≤p fj(z) (
c
c z+d
)j
=
∑
0≤j≤p+1[f
′
j(z) + (k − j + 1)fj−1(z)] ( cc z+d)j
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( avec f−1 ≡ fp+1 ≡ 0 ). Il suit que f ′ est de poids k + 2 et de profondeur
≤ (p+ 1).
Ce calcul montre aussi :
Proposition 23. L’ope´rateur D agissant sur les espaces de formes quasi-
modualires induit un ope´rateur D sur les espaces de champs modulaires de´-
finie par :
D :
−→
M
(≤p)
k −→
−→
M
(≤p+1)
k+2
(f0, · · · , fj, · · · , fp) 7−→ (f ′0, · · · , f ′j + (k − j + 1)fj−1, · · · , · · · ),
pour tout k ≥ 0 et p ≥ 0.
De´finition 28. On de´finit un ope´rateur δ sur les espaces de champs modu-
laires par :
δ :
−→
M
(≤p)
k −→
−→
M
(≤p−1)
k−2
(f0, · · · , fj, · · · , fp) 7−→ (f1, · · · , (j + 1)fj+1, · · · , pfp),
pour tout k ≥ 2 et p ≥ 1.
Remarque. Il est facile de ve´rifier (en utilisant la de´finition d’un champ mo-
dulaire et l’identite´ (j + 1)
(
l
j+1
)
= l
(
l−1
j
)
pour tout l ≥ j + 1) que δ envoit
−→
M
(≤p)
k dans
−→
M
(≤p−1)
k−2 .
Proposition 24. Si f ∈ M˜ (≤p)k est une forme quasi-modulaire et F (z) =
f0(z)+
f1(z)
z−z +· · ·+ fp(z)(z−z)p avec (f0 = f) la forme modulaire presque-holomorphe
correspondante, alors chaque fl est une forme quasi-modulaire de poids k−2l
et de profondeur ≤ p−l. En particulier, on a une application δ : M˜k −→ M˜k−2
qui envoie M˜
(≤p)
k en M˜
(≤p−1)
k−2 pour tout p, donne´e par f = f0 −→ f1. Elle a
les proprie´te´s suivantes :
(i) Le noyau de l’application δ : M˜k −→ M˜k−2 est l’espace Mk.
(ii) Si f(z) est une forme quasi-modulaire quelconque, la forme modulaire
F presque-holomorphe associe´e est donne´e par F (z) =
∑∞
n=0
(δnf)(z)
n! (z−z)n .
Remarque. La somme en (ii) est bien suˆr finie puisqu’on a : δn(f) = 0 pour
n > p si f est de profondeur ≤ p. En fait, puisque M˜ (≤0)k = Mk s’annule pour
k < 0, on voit que la profondeur d’une forme quasi-modulaire de poids k est
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borne´ a` priori par k
2
. On aurait pu de´finir δ au niveau des formes modulaires
presque-holomorphes par :
F =
∑
j
fj
(z − z)j −→ δF (z) =
∑
j
(j + 1)fj+1
(z − z)j = (z − z)
2∂F (z)
∂z
(4.2)
C’est un exercice de ve´rifier que le membre de droite de l’e´quation est mo-
dulaire de poids k − 2, il est e´vident qu’il de´finit alors une forme presque-
holomorphe de profondeur ≤ p− 1.
De´monstration. L’e´nonce´e (ii) est clair en utilisant la De´finition 26 et le
The´ore`me 7. La partie (i) en est une conse´quence puisque : δ(f) = 0 ⇔
δn(f) = 0 (∀n ≥ 1)⇔ f = F ⇔ F est holomorphe.
Corollaire. Soit k ≥ 0, f ∈ M˜ (≤p)k et F = f0 + f1z−z + · · · + fp(z−z)p la
forme modulaire presque-holomorphe correspondante. Alors fp ∈ Mk−2 p plus
ge´ne´ralement : fj ∈ M˜ (≤p−j)k−2 j .
De´monstration. Par proprie´te´ de δ, il est clair que fj ∈ M˜ (≤p−j)k−2 j , en par-
ticulier fp ∈ M˜ (≤0)k−2 p. Or, une forme quasi-modulaire de profondeur 0 est
modulaire, d’ou` fp ∈Mk−2 p.
De´finition 29. Soit H l’ope´rateur M˜∗ −→ M˜∗, qui a toute forme quasi-
modulaire f de poids k associe la forme quasi-modulaire H(f) = k f .
Remarque. L’ope´rateurH de´finit pre´ce´demment laisse invariant le profondeur
ainsi que le poids.
Proposition 25. Les ope´rateurs D, δ et H ve´rifient les relations :
i) [H,D] = 2 D.
ii) [H, δ] = −2 δ.
iii) [δ,D] = H.
Autrement dit on a une repre´sentation de l’alge`bre de Lie sl(2,C) sur les
espaces M˜∗, M̂∗ et
−→
M ∗.
De´monstration. Les e´nonce´es (i) et (ii) disent simplement que le poids d’une
forme quasi-modulaire augmente ou diminue par 2 qu’on applique D ou δ, ce
qu’on sait de´ja.
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Pour de´montrer (iii) on va calculer le crochet [δ,D] sur les espaces de
champs modulaires. En utilisant le The´ore`me 7, on obtient alors le re´sultat
correspondant au niveau des espaces de formes quasi-modulaires ou modu-
laires presque-holomorphes. On sait que pour un champ modulaire de poids k
et profondeur ≤ p, on a δ(f0, · · · , fp) = (f1, 2f2, · · · , jfj, · · · ). On en de´duit
en utilisant la Proposition 23 :
Dδ(f0, · · · , fj, · · · , fp) = D(f1, 2f2, · · · , pfp)
= (f ′1, · · · , (j + 1)f ′j+1 + (k − 1− j)jfj, · · · ).
D’autre part :
D(f0, · · · , fj, · · · , fp) = (f ′0, f ′1 + k f0, · · · , f ′j + (k − j + 1)fj−1, · · · )
δD(f0, · · · , fp) = (f ′1 + k f0, · · · , (j + 1)f ′j+1 + (j + 1)(k − j)fj, · · · ).
En soustrayant les deux e´quations (donnant δD et Dδ d’un champ), on
trouve :
[δ,D](f0, · · · , fp) = (k f0, · · · , kfj, · · · ) = k(f0, · · · , fj),
ce qui implique (par isomorphismes du The´ore`me 7) la proprie´te´
[δ,D](f) = H(f).
Dans la suite on va calculer la restriction de l’ope´rateur δnDn a` l’anneau
des formes modulaires. D’apre`s la Proposition 24 cela revient a` calculer la
restriction : (δnDn)|ker δ .
Proposition 26. La restriction de l’ope´rateur δnDn a` l’espace des formes
modulaires est donne´e par :
(δn Dn)|ker(δ) = n!
n−1∏
j=0
(H + j).
De´monstration. Dans la de´monstration δD de´signe la restriction de l’ope´-
rateur δD au noyau : ker(δ). D’apre´s la Proposition 25, on sait que δD =
D δ+H, ce qui donne apre´s restriction δD = H. Soit j > 1, on suppose que :
δj−1 Dj−1 = Pj−1(H) avec Pj−1 polynoˆme de degre´ (j − 1). On a alors :
δjDj = δj−1(δD) Dj−1 = δj−1(Dδ +H)Dj−1
= δj−2(δD)δDj−1 + δj−1HDj−1
= δj−2 Dδ2Dj−1 + δj−2HδDj−1 + δj−1HDj−1
= · · ·
= δD δj−1 Dj−1 +
∑j−1
n=1 δ
n H δj−1−n Dj−1.
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Or,
δnH = δn−1Hδ + 2δn ( par la Proposition 25)
= δn−2 H δ2 + 2(2δn) = · · · = n(2δn) +Hδn.
On a donc :
δj Dj = δD δj−1 Dj−1 +
∑j−1
n=1(H + 2n)δ
j−1Dj−1
= δD δj−1 Dj−1 + (j − 1)(H + j)δj−1Dj−1,
soit alors :
Pj(H) = HPj−1(H) + (j − 1)(H + j)Pj−1(H)
= j(H + (j − 1)) Pj−1(H).
Le re´sultat volue : Pn = n!
∏n−1
j=0 (H + j) suit par induction.
Corollaire. Soit f ∈ Mk une forme modulaire de poids k et n ≥ 0, on a
alors :
δn Dn(f) = n!2
(
k + n− 1
n
)
f.
De´monstration : D’apre`s (i) de la Proposition 24 , f ∈ ker(δ). Donc
par la proposition pre´ce´dente le re´sultat est imme´diat. 2
Proposition 27. Soit k ≥ 4 et p ≥ 1. Si f ∈ M˜ (≤p)k alors :
p!2
(
k − p− 1
p
)
f −Dp(δp(f)) ∈ M˜ (≤p−1)k .
En particulier si k > 2p alors f est la somme de la de´rive´e p−ie`me d’une
forme modulaire et d’une forme quasi-modulaire de profondeur ≤ p− 1.
De´monstration. D’apre`s la Proposition 24 et son corollaire on a, δp(f) ∈
Mk−2p. En appliquant le corollaire de la Proposition 26 a` δp(f) on obtient la
proposition.
4.3 Structures des anneaux des formes quasi-
modulaires
Dans ce paragraphe, on e´tudie les structures additive et multiplicative
des anneaux des formes quasi-modulaires (de poids pair) pour des sous-
groupes discrets de PSL(2,R) co-compacts. On commence par de´montrer
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une proposition importante et spe´cifique au groupes co-compacts, ensuite on
donne deux the´ore`mes de structure. Pour un groupe Γ discret co-compact
on note par I (respectivement I˜) l’ide´al des formes modulaires (respecti-
vement quasi-modulaires) sur Γ en poids strictement positif. Finalement,
I˜2k =
∑
0<j<k
M˜jM˜k−j de´signe le C- espace des formes quasi-modulaires en poids
k de´compasables.
Proposition 28. Soit Γ ⊂ PSL(2,R) un sous-groupe discret co-compact.
On a alors :
M˜2(Γ) = M2(Γ) .
De´monstration. Supposons qu’il existe f, une forme quasi-modulaire de poids
2 non modulaire. Soit F la forme modulaire presque-holomorphe associe´e. On
a alors :
F (z) = f(z) +
c
z − z avec c 6= 0,
en effet, f0 = f ∈ M2 donc f1 ∈M0 = C. Soit ω(z) = F (z) dz. La modularite´
de F entraˆıne l’invariance par Γ de la forme ω, qui peut donc eˆtre conside´re´e
comme une 1-forme sur le quotient X = H/Γ. Or, on a :
dω = −∂F
∂z
dz ∧ dz = − c
(z − z)2 dz ∧ dz.
C’est-a`-dire, dω est proportionelle a` la forme volume. Donc il existe α 6= 0
telle que :
0 6= α V ol(X) =
∫
X
dω.
D’autre part :
∫
X
dω = 0. La dernie`re e´galite´ est conse´quence de la formule
de Stokes et du fait que la varie´te´ X n’a pas de bord. On obtient alors une
contradiction.
The´ore`me 8. Soit Γ ⊂ PSL(2,R), un sous-groupe discret co-compact.
On a alors pour tout k > 0 :
M˜k =
⊕
0≤i<k/2
DiMk−2i.
De´monstration. On de´montre le re´sultat par re´currence. D’apre`s la Proposi-
tion 24, on a : pour tout k ≥ 2, si f ∈ M˜ (≤p)k alors : p ≤ k−22 . En effet :
δ(
k−2
2
)(f) ∈ M˜2 = M2 donc δ k2 (f) = 0.
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En particulier, p < k
2
et on peut donc appliquer la Proposition 27, pour e´crire
f = g+cpD
p(fp) avec fp ∈Mk−2p et g ∈ M˜ (<p)k . Par hypothe`se de re´currence,
g est combinaison line´aire de derive´es de formes modulaires de poids ≤ k,
donc f aussi.
Remarque. Dans le cas non co-compact les re´sultats (4.1) et (4.2) sont faux.
Par exemple pour PSL(2,Z), on a M˜2 = M2  CE2 et :
M˜k =
k/2⊕
i=0
Di(Mk−2i)⊕ CD( k−22 )(E2) .
The´ore`me 9. Soit Γ ⊂ PSL(2,R) un sous-groupe discret co-compact.
Soit  = dimC I/(I ∩ I˜2) et {A1, · · · , A} des e´le´ments homoge`nes
de I line´airement inde´pendants modulo (I˜)2 de poids respectifs
w1, · · · , w ∈ 2Z. On a alors pour tout k ≥ 0,
(I˜/I˜2)k =
⊕
i=1,wi≤k
CD(
k−wi
2
)(Ai) .
De´monstration. On note par Ps, (s = 2, 4, · · · ) l’espace engendre´ par les Ai
avec wi = s et on pose δi = dimPi de fac¸on que
∑
i δi = . On a :
Ps ↪→ Ms
↘ ↓ Dn
M˜s+2n
Les applications du diagramme pre´ce´dent sont injectives. En effet Ps ⊂ Ms.
D’autre part, Dn est une application injective. En effet : Dn(f) = 0 implique
f polynoˆme, d’autre part le seul polynoˆme qui coincide avec une forme mo-
dulaire en poids strictement positif est le polynoˆme nul, donc f = 0. On en
de´duit que :
dimDn(Ps) = δs .
D’autre part : D
k−2
2 (P2) ⊂ D k−22 (M2), · · · , D k−w2 (Pw) ⊂ D
k−w
2 (Mw). Or,
le The´ore`me 8 de structure additive implique que les espaces D
k−s
2 Ps, (s =
2, 4, · · · , w) sont en somme directe. D’autre part pour tout n ≥ 0 et s :
2 ≤ s ≤ w on a,
Dn(Ps) ∩ (I˜)2 = 0 .
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En effet, d’apre`s le corollaire de la Proposition 26,
∀f ∈ Ps , δnDn(f) = cn f avec cn 6= 0 .
Or, δ est une de´rivation, c’est-a`-dire :
∀f, g ∈ I˜ , δ(gh) = δ(g)h+ gδ(h) .
Ceci implique δ(I˜2) ⊂ I˜2, en effet M0∩Im(δ) = 0 car M˜2 = M2. Il nous reste
a` montrer que : pour tout f2 ∈ P2, · · · , fw ∈ Pw, si f (
k−2
2
)
2 +· · ·+f (
k−w
2
)
w ∈ I˜2
alors f2 = · · · = fw = 0. On pose α2 = k−22 , · · · , αw = k−w2 . On suppose
alors que :
f
(α2)
2 + · · ·+ f (α)w ∈ I˜2.
On peut supposer que :
α2 ≥ α4 ≥ · · · ≥ αw .
On applique l’ope´rateur δα2 , tous les f
(αi)
i avec i > 2 ont pour image 0. On
en de´duit : f2 ∈ δ(α2)(I˜2) ⊂ I˜2 donc f2 = 0. On recommonce avec l’ope´rateur
δα4 , on montre que f4 = 0 puis de proche en proche jusqu’a en de´duire
fw = 0. Ce qui finit la de´monstration.
Corollaire. Soit Γ ⊂ PSL(2,R) un sous-groupe discret co-compact.
Soit  = dimC I/(I ∩ I˜2) et {A1, · · · , A} des e´lements homoge`nes de I
line´airement inde´pendants modulo I˜2 de poids respectifs w1, · · · , w,
on a alors :
dimC(I˜/I˜
2)k = , ∀k ≥ max
i
{wi}
En particulier M˜∗ n’est pas finiment engendre´ comme C-alge`bre.
Remarque. Ce re´sultat est faux dans le cas non co-compact. Par exemple pour
PSL(2,Z), on a : M˜∗ ' C[E2, E4, E6] avec E2,E4 et E6 les se´ries d’Eisenstein
de poids respectifs 2,4 et 6.
De´monstration. Dire que M˜∗ est finiment engendre´ est e´quivalent a` dire que
dim((I˜/I˜2)k) = 0, pour k assez grand. Le reste du corollaire est conse´quence
du The´ore`me (9).
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Remarque. On finit cette section par remarquer que les ide´es utilise´s ici,
permettent de de´montrer deux the´ore`mes plus ge´ne´raux, sur les structures
additive et multiplicative de la cloˆture diffe´rentielle CL(M)∗ d’un anneau
M∗ diffe´rent de C et engendre´ par des formes modulaires holomorphes ou des
formes modulaires me´romorphes en poids strictement positif. On va de´finir
la cloˆture diffe´rentielle, on e´nonce les the´ore`mes correspondants. On laisse au
lecteur le soin de ve´rifier que les de´monstrations donne´es dans cette section
permettent de de´montrer ces derniers enonce´s : le point cle´ pour le dernier
re´sultat est que CL(M)2 =M2.
De´finition 30. Soit Γ ⊂ PSL(2,R) un sous-groupe discret de covolume
fini. Soit A∗ un sous-anneau gradue´ de l’anneau des formes modulaires me´-
romorphes sur Γ. La cloˆture diffe´rentielle CL(A)∗ de A∗ est le plus petit an-
neau contenant A∗ et stable par la de´rivation D, avec la graduation DjAk ⊂
CL(A)k+2j.
Notation. On note par JA l’ide´al des e´le´ments en poids strictment positif
de CL(A)∗ et par IA l’ide´al de A∗ des e´lements en poids strictement positif.
L’ide´al J2A est l’ide´al des formes de´composables dans CL(A)∗.
The´ore`me 10. Soit Γ ⊂ PSL(2,R) un sous-groupe discret de covolume fini.
Soit M∗ un anneau de formes modulaires holomorphes ou me´romorphes en
poids strictement positif sur Γ, et stable par crochets de Rankin-Cohen. On
a alors pour tout k ≥ 0 :
CL(M)k =
⊕
0≤j≤ k
2
DjMk−2j.
The´ore`me 11. Soit M∗ un anneau comme dans le the´ore`me pre´-
ce´dent. Soit  = dimC IM/(IM ∩ J2M) et soit {f1, · · · , f} des e´le´ments
homoge`nes de IM line´airement inde´pendantes modulo J2M de poids
respectives l1, · · · , l. On a alors pour tout k pair :
(JM/J2M)k =
⊕
i = 1, · · · , 
li ≤ k
CD(
k−li
2
)(fi).
En particulier,
dimC(JM/J2M)k = , ∀k ≥ max{l1, · · · , l} .
L’anneau CL(M)∗ n’est pas finiment engendre´ comme C-alge`bre.
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4.3.1 Exemples
Rappelons que l’anneau M∗ des formes modulaires sur le groupe Γ
+
0 est
engendre´ par trois formes modulaires A4, B4 et C10 de poids respectifs 4, 4
et 10 avec une relation C210 = P5(A4, B4) ou` P5 est un polynoˆme homoge`ne
de degre´ 5 en A4 et B4. La se´rie de Hilbert-Poincare´ associe´e a` la suite des
dimensions des espaces vectoriels Mk, (k ≥ 0) de formes modulaires en poids
k est S(T ) =
1 + T 10
(1− T 4)2 = 1 + 2T
4 + 3T 8 + T 10 + . . . .
Le the´ore`me (8) de structure additive des anneaux de formes quasi-modulaires
sur des groupes modulaires co-compacts, implique que la se´rie de Hilbert-
Poincare´ associe´e a` la suite des dimensions des espaces vectoriels de formes
quasi-modulaires sur Γ+0 est donne´ par :
S˜(T ) = 1+
S(T )− 1
1− T 2 =
1− T 2 + 2T 6
(1− T 2)(1− T 4)2 = 1+2T
4+2T 6+5T 8 +6T 10+ . . .
On en de´duit le tableau suivant, ou` 〈f1, · · · , fr〉 de´signe l’espace vectoriel sur
C engendre´ par f1, · · · , fr.
k dimMk Mk dim M˜k M˜k k
0 1 C 1 C 0
2 0 {0} 0 {0} 0
4 2 〈A,B〉 2 〈A,B〉 2
6 0 {0} 2 〈A′, B′〉 2
8 3 〈A2, AB,B2〉 5 〈A2, AB,B2, A′′, B′′〉 2
10 1 〈C〉 6 〈C,AB ′, AA′, BB′, A′′′, B′′′〉 2
Ici k est le nombre de nouveaux ge´ne´rateurs de M˜k de´finies en poids k.
4.4 Anneaux finiment engendre´s contenant les
formes quasi-modulaires
The´ore`me 12. Soit Γ ⊂ PSL(2,R) discret et co-compact. Il existe φ
une forme quasi-modulaire en poids 2 sur Γ avec δ(φ) = 1 ayant des
poˆles simples dans l’orbite de i et aucun autre poˆle. Pour n’importe
quelle telle forme φ on a : Resz=i(φ(z)dz) = K pour tout α ∈ Γ.i avec
K = Vol(H/Γ)
4pi
.
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Remarque. La forme φ est unique a` l’addition d’une forme modulaire holo-
morphe en poids 2 pre`s (la dimension de l’espace de telles formes est e´gale
au genre g de la surface de Riemann H/Γ).
En conjugant Γ dans PSL(2,R), on pourrait remplacer ′′i′′ dans le the´o-
re`me par n’importe quel autre point z0 ∈ H.
De´monstration. On va commencer par supposer que Γ agit sur H sans points
fixes (c’est-a`-dire agit librement sur H). Soit f une forme modulaire non nulle
en poids k > 0 , on sait alors que f
′
f
est une forme quasi-modulaire en poids
2 me´romorphe avec δ( f
′
f
) = k 6= 0 et d’ailleurs les poˆles de f ′
f
sont simples et
l’ensemble est Γ- invariant. Notons par {P1, · · · , Pn} les poˆles de f ′f diffe´rentes
de i dans H/Γ. On cherche une forme modulaire me´romorphe h en poids 2
telle que la somme f
′
f
+ h n’a pas de poˆles en dehors de l’orbite de i. En
particulier, on veut que h annule les parties principalles de f
′
f
au voisinage
des points Pi sauf en i. Soit X = H/Γ, la surface de Riemann compacte (de
genre g) provenant de Γ. L’hypothe`se sur Γ implique que X est lisse et g > 1.
On note par Ω1X le faisceau des 1-formes diffe´rentielles holomorphes sur X.
Pour tout ensemble de points distincts {q1, · · · , qm} ⊂ X (avec m ≥ 1), on
note par Ω1X(q1 + · · ·+ qm) le faisceau des 1-formes diffe´rentielles sur X avec
au plus des poˆles simples en q1, · · · , qm. On va montrer que :
H0(X,Ω1X(q1 + · · ·+ qm)) ' Cg+m−1.
Soit K le diviseur canonique sur X, d’apre`s le the´ore`me de Riemann-Roch
on a :
l(K + q1 + · · ·+ qm) = l(−(q1 + · · ·+ qm)) + deg(K + q1 + · · ·+ qm)− g + 1.
Or, deg(K) = 2g − 2 et l(−(q1 + · · ·+ qm)) = 0 on en de´duit :
l(K + q1 + · · ·+ qm) = g +m− 1 .
Le the´ore`me de Riemann-Roch applique´ au cas m = 1 et m = n+1, implique
donc que dans la suite exacte suivante :
0 −→ H0(X,Ω1X(i)) −→ H0(X,Ω1X(i+ P1 + · · ·+ Pn)) Res−→ Cn −→ 0,
l’application Res est surjective (ou` Res envoie une forme diffe´rentielle ω sur
(ResP1(ω), · · · ,ResPn(ω)). On peut donc choisir h de poids 2 telle que φ =
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1
k
f ′
f
+h a au plus un poˆle simple en i et aucun autre poˆle en dehors de l’orbite
de i, on a aussi δφ = 1.
Pour calculer la constante K nous appliquons la formule de Stokes avec
la 1-forme diffe´rentielle me´romorphe ω(t) = φ∗(t+ i) dt sur X ou` φ∗(t+ i) =
φ(t + i) + 1
t−t est la forme modulaire presque-holomorphe correspondant a`
φ. Soit U un disque de centre i de rayon  inclus dans X. On a alors par
Stockes : ∫
X−U
dω(t) =
∫
∂(X−U)
ω(t) .
Or, dω(t) = dφ∗(t) ∧ dt = −∂φ∗(t+i)
∂t
dt ∧ dt. D’autre part φ est holomorphe
sur H donc :
−∂φ
∗
∂t
=
∂
∂t
(
1
t− t)dt ∧ t.
car φ satisfait a` ∂
∂t
φ = 0. On obtient dω(t) = dt∧dt
(t−t)2 , c’est-a`-dire
1
2i
la forme
volume donc
∫
X−U dω(t) =
1
2i
V ol(X − U). D’autre part
∫
∂(X−U) ω(t) =
− ∫
∂U
ω(t) car X surface compacte (sans bords). On a donc :
∫
∂(X−U) ω(t) =
− ∫
∂(U)
φ(t+ i) +O(1) car : φ∗(t+ i)− φ(t+ i) est une fonction continue sur
∂U. D’autre part φ(t+ i) ∼ Kt donc −
∫
∂U
ω(t) = −(2pii)K+O(1) en faisant
tendre  vers 0 on obtient K = V ol(X)
4pi
. Ce qui finit la de´monstration dans le
cas des groupes agissant sur H sans points fixes.
On suppose maintenant que Γ agit sur H de manie`re pas ne´cessairement
libre. D’apre´s le Lemme de Selberg, il existe un sous-groupe Γ′ ⊂ Γ d’indice
fini sans torsion. D’apre´s ce qui pre´ce`de, il existe α une forme quasi-modulaire
sur Γ′ en poids 2 avec au plus des poˆles simples dans l’orbite de i. On pose :
β(z) =
∑
γ∈Γ/Γ′
[(α | γ)(z)− c
cz + d
],
avec γ =
(
a b
c d
)
et (α | γ)(z) = (cz + d)−2α(az+b
cz+d
). On va montrer que
β est une forme quasi-modulaire sur Γ en poids 2. Soit α∗ la forme presque-
holomorphe associe´e a` α, il est facile de ve´rifier que
β∗(z) =
∑
γ∈Γ/Γ′
(α∗ | γ)(z),
est une forme presque-holomorphe sur Γ en poids 2 (car α∗ est modulaire
donc β∗ correspond a` la trace de α∗ sur le groupe Γ). D’autre part on a :
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(α∗ | γ)(z) = [(α | γ)(z)− c
cz+d
] + 1
z−z . Donc :
β∗(z) =
∑
γ∈Γ/Γ′
[(α | γ)(z)− c
cz + d
] +
∑
γ∈Γ/Γ′
1
z − z ,
ou encore : β∗(z) = β(z) + [Γ:Γ
′]
z−z . Ce qui montre que β est quasi-modulaire
sur Γ en poids 2 et δ(β) = [Γ : Γ′], il est aussi clair que β a au plus des poˆles
simples dans l’orbite de i. La forme β
[Γ:Γ′]
sur Γ convient.
Notation. On note par M∗(Γ; {i}) l’anneau des formes modulaires avec au
plus des poˆles dans l’orbite de i et on note par M
(≥α)
∗ (Γ; i) le sous-ensemble
des formes modulaires sur Γ avec ordre en i au moins e´gal a` α. Finalement
on note par M˜2(Γ; {i}), l’espace des formes quasi-modulaires en poids 2 sur
Γ avec au plus des poˆles dans l’orbite de i.
Lemme. Soit Γ ⊂ PSL(2,R) un sous-groupe discret, co-compact et φ une
forme quasi-modulaire sur Γ avec au plus des poˆles simples dans l’orbite de
i, et δ(φ) = 1. On a alors : Resi(φ(z)dz) =
Vol(H)
4pi
et ω = φ′ − φ2 est une
forme modulaire en poids 4 avec au plus des poˆles doubles dans l’orbite de i.
De´monstration. On sait que pour tout
(
a b
c d
)
∈ Γ on a :
φ(
az + b
cz + d
) = (cz + d)2φ(z) + c (cz + d) .
En de´rivant on obtient :
φ′(
az + b
cz + d
) = (cz + d)4φ′(z) + 2c(cz + d)3φ(z) + c2(cz + d)2.
D’autre part :
φ2(
az + b
cz + d
) = (cz + d)4φ2(z) + 2c(cz + d)3φ(z) + c2(cz + d)2,
ce qui implique :
(φ′ − φ2)(az + b
cz + d
) = (cz + d)4(φ′ − φ2)(z).
Donc ω est une forme modulaire en poids 4. Comme φ′(i + x) ∼ −K x−2 et
φ2(i+ x) ∼ K2x−2 (pour x→ 0), on en de´duit que :
ω(x+ i) ∼ −K(K + 1)x2.
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Proposition 29. Soit Γ ⊂ PSL(2,R) un sous-groupe discret et co-compact,
soit φ une forme quasi-modulaire en poids 2 sur Γ avec δ(φ) = 1, et holo-
morphe en dehors de l’orbite de i. Il existe alors un ope´rateur
Dφ : Mk(Γ; {i}) −→Mk+2(Γ; {i}),
donne´ par Dφ(f) = f
′ − kφf. Si en plus φ a un poˆle simple en i, on a :
ordi(Dφ(f)) = ordi(f) − 1, ou` ordi(Dφ(f)) ≥ ordi(f) − 1, avec ine´galite´ si et
seulement si ordi(f) = kK, ou` k est le poids de f.
Remarque. Le cas ordi(Dφ(f)) = ∞, ne peut se produire que si ordi(f) =
k(f)K ou` k(f) de´signe le poids de f .
De´monstration. Soit f une forme modulaire me´romorphe sur Γ de poids k,
on a alors : pour tout
(
a b
c d
)
∈ Γ, f(az+b
cz+d
) = (cz + d)kf(z). En de´rivant
on obtient :
Df(
az + b
cz + d
) = (cz + d)k+2Df(z) + kc(cz + d)k+1f(z).
D’autre part :
(φ.f)(
az + b
cz + d
) = (cz + d)k+2(φ.f)(z) + c(cz + d)k+1 f(z).
Ce qui implique Dφ(f)(
az+b
cz+d
) = (cz + d)k+2Dφ(f)(z). Autrement dit Dφ(f)
est une forme modulaire de poids k + 2. D’autre part si f(x) ∼ xα (avec
α 6= Kk) alors Dφ(f)(x) ∼ (α− k K) xα−1.
On rappelle que I de´signe l’ide´al des formes modulaires en poids stricte-
ment positif sur le groupe Γ.
The´ore`me 13. Soit Γ ⊂ PSL(2,R) un sous-groupe discret co-compact.
Soit φ ∈ M˜2(Γ; {i}) avec δ(φ) = 1 et soit ω = φ′−φ2. Soit (f1, · · · , fd) une
base de I/I2. Il existe alors N ∈ N∗ telle que l’anneau R engendre´
par l’ensemble fini :
{Djφ(fi) (1 ≤ j ≤ N, 1 ≤ i ≤ d) ;Dlφ(ω) (1 ≤ l ≤ N)},
est stable par Dφ.
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La de´monstration du the´ore`me utilise un lemme sur les semi-groupes fi-
niment engendre´s de R2 :
Lemme. Soit G un sous-semi-groupe de R2 finiment engendre´. On suppose
que G engendre un re´seau Λ ⊂ R2 de rang 2. Soit S le secteur < G.R+ > .
On suppose que S est convexe d’angle strictement infe`rieur a` pi. Il existe alors
A ∈ S telle que (A+ S) ∩ Λ ⊂ G.
De´monstration. Soit {P1, · · · , Pm} un syste`me de ge´ne´rateurs de G. On sup-
pose que les droites (OPm−1) et (OPm) de´limitent le secteur S. On conside`re
un syste`me de coordonne´s dans R2, pour lequel Pm−1 = (1, 0) et Pm = (0, 1).
Alors Λ ⊗ Q = Q2 et chaque Pi a des coordonne´es rationnelles et positives,
car Pm−1 et Pm forment une base de Λ⊗Z Q sur Q. En particulier, pour tout
i il existe ai ∈ Z>0 telle que aiPi ∈ NPm−1 ⊕ NPm.
Soit maintenant P = (x, y) ∈ S ∩ Λ un point quelconque, il existe alors
(α1, · · · , αm) ∈ Zm tel que :
P = α1P1 + · · ·+ αmPm.
Pour tout i = 1, · · · , m − 2 il existe αi, 0 ≤ αi < ai telle que : αi ≡ αi(
mod ai). On peut donc e´crire P sous la forme : P = α1P1 + · · ·+αm2Pm−2 +
βPm−1 + γPm, avec β, γ ∈ Z. Si l’abscisse de P ve´rifie en plus :
x(P ) ≥ X0 := max{ 0≤α1<a1, ··· ,0 ≤αm−2<am−2} x(α1P1 + · · ·+ αm−2Pm−2)
alors β ≥ 0 et si l’ordonne´ de P ve´rifie :
y(P ) ≥ Y0 := max{ 0≤α1≤a1, ··· ,0 ≤αm−2≤am−2 } y(α1P1 + · · ·+ αm−2Pm−2)
alors γ ≥ 0. Il suffit donc de prendre A = (X0, Y0).
Nous revenons maintenant a` la de´monstration du the´ore`me (13).
De´monstration. On conside`re l’application :
I : M∗(Γ; {i}) −→ N2
f −→ (k(f)
2
, ordi(f) +
k(f)
2
),
82
Holomorphe
P
O
B
A P + S
y=x
k 
k(f)/2
(f)/2 + ord_i(f)
L: 
P + S
k(f)/2
D :   y = (1+a) x 
  y = xL :
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ou` k(f) de´signe le poids de f et ordi(f) de´signe l’ordre d’annulation de f en
i. On note I(f) par (I1(f), I2(f)), c’est un invariant qui ne de´pend que de f.
D’apre`s la Proposition 29, on a la proprie´te´ :
I(Dφ(f)) = I(f) + (1, β),
avec β ≥ 0, ou` le cas β > 0 ne peut se produire que si I(f) est sur la droite
y = (2K + 1)x.
Soit J l’ide´al des formes modulaires en poids strictement positif sur Γ
et (fj), (j = 1, · · · , d) une base de J/J2. Soit R0 = 〈f1, · · · , fd, ω,Dφ(ω)〉,
l’anneau engendre´ par f1, · · · , fd, ω et Dφ(ω). On va construire une suite de
sous-anneaux de M∗(Γ; {i}) :
R0 ⊂ R1 ⊂ · · · ⊂ Ri ⊂ Ri−1 ⊂ · · ·
tels que pour tout i, Ri est finiment engendre´ et on va montrer qu’elle est
stationnaire a` partir d’un certain rang n0, avec D(Rn0) = Rn0 = Rn0+1. On
conside`re le sous-semi-groupe finiment engendre´ de N2 de´finie par : I(R0) =
{I(f)|f ∈ R0}. Pour f ∈ M∗(Γ) on a ordi(f) ≤ ak2 pour un certain a > 0,
d’apre´s la formule pour le nombre de ze´ros. Si on choisit a minimal, alors
la droite D d’equation y = (a + 1)x contient un e´le´ment non nul de I(R0)
et I(R0) ne de´passe pas D. Le semi-groupe I(R0) est donc contenu dans le
secteur S de´limite´ par les droites (Ox) et D. L’intersection de I(R0) avec
l’axe(Ox) contient I(ω) = (2, 0) et I(Dφ(ω)) = (3, 0), donc tous les points
(a, 0) avec a ≥ 3. La re´gion I(R0) ∩ {(x, y)|y ≥ x} coincide avec l’ensemble
I(M∗(Γ)) car k2 + ordi(f) ≥ k2 ⇔ ordi(f) ≥ 0 et les e´le´ments de M∗(Γ; {i})
n’ont pas d’autres poˆles que dans Γ.i Il est clair que le groupe I(R0) coincide
avec Z2.
En appliquant le Lemme(5.5) au semi-groupe I(R0), on en de´duit qu’il
existe P0 ∈ I(R0) telle que (P0 +S)∩Z2 ⊂ I(R0). Il est clair que si l’ordonne´
I2(Dφ(fj)) de I(Dφ(fj)) est supe´rieur a` l’abscisse I1(Dφ(fj)) de I(Dφ(fj))
alors Dφ(fj) est holomorphe et donc dans R0.
On a notamment la proprie´te´ essentielle que : si F est un e´le´ment de
M∗(Γ; {i}) et I(F ) ∈ (P0 + S) ∩ Z2, alors F ∈ R0. En effet, il existe g ∈ R0
tel que I(F ) = I(g) et donc une combinaison de F et g donne un point g1
tel que I(g1) est situe´ au dessus de I(F ) sur la meˆme ligne verticale. En
ite´rant cette construction, on obtient une suite de points gi qui pour i grand
de´passent la droite y = x. Il est donc clair par induction dans le sens inverse
que F ∈ R0. En particulier, si I(Dφ(fj)) ∈ (P0 + S)∩Z2, alors Dφ(fj) ∈ R0.
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Il ya deux cas : si I(fj) se trouve a` gauche du secteur P0 + S (re´gion A
dans le diagramme) alors on n’a qu’a rajouter le nombre de de´rivations de
fj ne´cessaire pour se retrouver dans ce secteur. L’autre cas est ou fj est en
dessous du secteur, I2(fj) < I2(P0) (re´gion B dans le diagramme).
On de´finit l’ensemble :
E(R0) = {y | @x ∈ N, (x, y) ∈ I(R0)} .
Autrement dit, E(R0) est l’ensemble des lignes horizontales non occupe´es par
I(R0). On a 0 6∈ E(R0), car I(ω) ∈ (Ox).
Il existe y0 telle que si x > y ≥ y0 alors (x, y) ∈ I(R0). Et il existe x0
telle que si y < y0 et y 6∈ E(R0) alors I(R0) ⊂ {(x, y) | x ≥ x0}.
On de´finit une suite d’anneaux par re´currence : Rj+1 = 〈Rj, Dφ(Rj)〉. On
de´finit aussi une suite d’ensembles E(R0) ⊃ E(R1) ⊃ · · · , par :
E(Rj) = {y |6 ∃x ∈ N, (x, y) ∈ I(Rj)} .
Il existe yj telle que si x > y ≥ yj alors (x, y) ∈ I(Rj). Et il existe xj telle
que si y < yj et y 6∈ E(Rj) alors I(Rj) ⊂ {(x, y) | x ≥ xj}. On a alors :
· · · ⊂ · · · ⊂ E(Rj+1) ⊂ E(Rj) ⊂ · · · ⊂ E(R0).
La suite des ensembles finis E(Rj) est de´croissante donc stationnaire. Il existe
alors j0 ∈ N telle que E(Rj0) = E(Rj0+1). (c’est-a`-dire, il n’y aura plus de
nouveaux lignes occupe´es).
Il suit que la suite d’anneaux Rj est stationnaire a` partir du rang j0 avec
Dφ(Rj0) = Rj0 = Rj0+1. En effet : soit h0 ∈ Rj0, quitte a` appliquer une
puissance de l’ope´rateur Dφ, on peut supposer que I1(h0) ≥ xj0 (il est clair
que I2(h0) 6∈ E(Rj0)). Il existe h1 ∈ Rj0 tel que I(h1) = I(Dφ(h0)), donc en
effectuant une combinaison de h1 et Dφ(h0), on obtient un e´le´ment h2 ∈ Rj0
ayant pour image par I un point au dessus de Dφ(h0) sur la meˆme ligne
verticale. En ite´rant cette construction, on obtient une suite (hn) de´le´ments
de Rj0 . Pour n assez grand, on a I2(hn) ≥ yj0 donc hn ∈ Rj0 pour n assez
grand. Ceci montre que Dφ(Rj0) = Rj0 et Rj0+1 = Rj0.
Remarque. Soit Γ ⊂ PSL(2,R) un sous-groupe discret co-compact. Soit R ⊂
Mmer∗ (Γ) stable par Dφ et contenant ω. Alors l’anneau R˜ = R[φ] est stable
par D. En effet D(f) = Dφf + kφf pour f ∈ R et D(φ) = ω + φ2.
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Corollaire. Soit Γ ⊂ PSL(2,R) un sous-groupe discret co-compact.
Alors il existe un anneau finiment engendre´ et stable par D conte-
nant l’anneau des formes quasi-modualires sur Γ. On peut prendre
pour ceci R˜ = R[φ] avec φ et R comme dans le the´ore`me.
De´monstration. Il est clair que R˜ contient l’anneau des formes modulaires
M∗(Γ). Or, R˜ est stable par D par la remarque pre´ce´dente. En utilisant le
the`ore`me 8 de structure additive, on en de´duit que R˜ contient l’anneau M˜∗(Γ)
des formes quasi-modulaires.
Remarque. L’anneau R˜ est finiment engendre´ en poids positif, c’est-a`-dire en
chaque poids k, le C-espace vectoriel R˜k est de dimension finie. En plus on
a dim R˜k = O(k
2), c’est-a`-dire que l’anneau finiment engendre´ R˜ a la meˆme
croissance que son sous-anneau infiniment engendre´ M˜∗.
4.4.1 Exemples
La structure de l’anneau des formes quasi-modulaires sur Γ+0 avec au plus
un poˆle dans l’orbite de 0 est donne´e par :
M˜∗(Γ+0 ; {0}) = C[M,P,C,
1
M
,φ]/(C2 = M(P 2−4M2)(P 2+12M2),M 1
M
= 1).
On rappele le syste`me diffe´rentiel,
(S) :

DM = 2φM
DP = 2φP − 2 C
M
DC = 5φC − 4P 3 − 16M2P
Dφ = 1
2
φ2 − 2M − 3
2
P 2
M
On va maintenant construire un anneau finiment engendre´ en poids positif
et contenant l’anneau des formes quasi-modulaires sur Γ+0 . Le syste`me (S)
implique le syste`me diffe´rentiel suivant :
(S ′) :

DM = 2φM
DP = 2φP − 2 C
M
Dφ = φ
2
2
− 2M − 3
2
P 2
M
D( C
M
) = 3φ C
M
− 16MP − 4P 3
M
D(P
2
M
) = 2φP
2
M
+ PC
M2
D(PC
M2
) = 3φPC
M2
+ P 2 + P
4
M2
+ C
2
M3
.
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Les trois premie`res e´quations proviennent directement de (S). La deuxie`me et
la troisie`me impliquent qu’il faut rajouter C
M
et P
2
M
au syste`mes de ge´ne´rateurs
et ainsi de suite. On peut s’arreˆter a` la dernie`re e´quation. En effet :
Proposition 30. L’anneau R = C[φ,M, P, C
M
, P
2
M
, PC
M2
]/(M P
2
M
= P 2, P C
M
=
M PC
M2
, ( C
M
)2 = (M −4P 2
M
)(M2 +12P 2)) est finiment engendre´ en poids positif
et contient l’anneau M˜∗(Γ+0 ).
De´monstration. Le syste`me diffe´rentiel implique que : D(M), D(φ), D(P ),
D( C
M
) et D(P
2
M
) sont des e´le´ments de R. Il reste a` ve´rifier que D(PC
M2
) ∈ R.
Or, D(PC
M2
) est combinaison de C
2
M3
et d’e´le´ments dans R. D’autre part la
relation :
(
C
M
)2 = (M − 4P
2
M
)(M2 + 12P 2)),
implique la relation :
C2
M3
= (M − 4P
2
M
)(M + 12
P 2
M
).
Ce qui montre que C
2
M3
et par conse´quence D(PC
M2
) est un e´le´ment de R.
4.5 Caracte´risation alge`brique des groupes mo-
dulaires co-compacts
On rappelle qu’une alge´bre de Poisson est une alge`bre commutative et as-
sociative A munie en plus d’une structure de Lie, c’est-a`-dire, d’une ope´ration
biline´aire [ · , · ] : A×A −→ A satisfaisant a` l’identite´ de Jacobi, telle que pour
tout x ∈ A, l’application [x, · ] est une de´rivation. Si de plus A = ⊕n≥0An
est gradue´e avec AmAn ⊂ Am+n, [Am, An] ⊂ Am+n+1, on appellera A une
alge`bre de Poisson gradue´e.
Exemples. 1) Soit A une alge`bre gradue´e (commutative et associative) quel-
conque et d : A −→ A une de´rivation de degre´ 1, c’est-a`-dire d(An) ⊂ An+1
et d(xy) = xd(y) + yd(x), pour tout x, y ∈ A. Alors le crochet de´fini par
[x, y] = H(x)d(y)−H(y)d(x) (ou` H est l’ope´rateur de multiplication par le
poids n dans An) satisfait a` l’identite´ de Jacobi, comme on le ve´rifie facile-
ment, et a la proprie´te´ que x −→ [x, y] est une de´rivation pour tout x ∈ A
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fixe´ (puisque H et d le sont). On appellera une alge`bre de Poisson trivialisable
si elle peut eˆtre obtenue de cette manie`re.
2) Soit Γ ⊂ PSL(2,R) un sous-groupe discret de covolume fini et A =
Mev =
⊕
n≥oM2n (ou encore An = M2n) l’alge`bre gradue´e des formes modu-
laires. Cette alge`bre est munie d’une structure de Poisson avec la multiplica-
tion usuelle et crochet [ · , · ] = [ · , · ]1, le premier crochet de Rankin-Cohen.
The´ore`me 14. Soit Γ ⊂ PSL(2,R) un sous-groupe discret de covo-
lume fini. Alors l’alge`bre de Poisson (Mev(Γ), [ · , · ]1) est trivialisable
si et seulement si Γ n’est pas co-compact.
On va utiliser les lemmes suivants (dont le deuxie`me est corollaire du
premier)
Lemme. Soit Mmer∗ l’anneau des formes modulaires me´romorphes sur un
groupe discret de covolume fini. Toute de´rivation ∂ : Mmer∗ −→ Mmer∗+2 tri-
vialisant le premier crochet de Rankin-Cohen, est de la forme ∂ = D − φE
ou` E est l’ope´rateur d’Euler : multiplcation par le poids et φ ∈ M˜mer2 avec
δφ = 1.
De´monstration. On sait que pour tout groupe Γ discret de covolume fini,
il existe une forme quasi-modulaire ψ de poids 2 me´romorphe avec δψ =
1 : il suffit de diviser par son poids la de´rive´e loglarithmique de n’importe
quelle forme modulaire non nulle. On conside`re alors ∂ψ = D− ψE; c’est un
ope´rateur trivialisant le premier crochet. Supposons que ∂ trivialise aussi le
premier crochet de Rankin-Cohen. On a alors pour tout f ∈ Mmerk , g ∈Mmerl ,
la relation :
∂f − ∂ψf
E(f)
=
∂g − ∂ψg
E(g)
.
En particulier, il existe α modulaire de poids 2 holomorphe telle que ∂−∂ψ =
α.E, ce qui implique ∂ = D − (α + ψ)E. Or, ψ + α est une forme quasi-
modulaire me´romrphe en poids 2 et on a δ(ψ + α) = δψ = 1, car α est
modulaire. On prend alors φ = ψ + α.
Lemme. Soit M∗ l’anneau des formes modulaires sur un groupe discret de
covolume fini. Toute de´rivation ∂ : M∗ −→ M∗+2 trivialisant le premier
crochet de Rankin-Cohen, est de la forme ∂φ = D − φE avec φ ∈ M˜2 et
δφ = 1.
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De´monstration. D’apre´s le lemme pre´cedent ∂ a la forme ∂φ avec φ ∈Mmer2 (Γ).
Le fait que ∂φ(f) doit eˆtre holomorphe pour tout f modulaire holomorphe,
implique que φ est holomorphe aussi, puisque les formes modulaires sur Γ
non pas de ze´ros communs.
La de´monstration du the´ore`me est une conse´quence du corollaire de la
Proposition 24 et du dernier lemme, car il n’existe pas de formes quasi-
modulaires holomophes et non modulaires de poids 2 sur un groupe modulaire
co-compact, comme nous l’avons vu dans la proposition 28.
Remarque. Ce the´ore`me est faux dans le cas d’un groupe non co-compact.
Par exemple pour Γ1 = PSL(2,Z) le groupe modulaire classique ; il existe
alors une de´rivation ∂ = D− E2
12
E, ou` E2 est la se´rie d’Eisenstein de poids 2,
qui trivialise le premier crochet de Rankin-Cohen.
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