The quantum enhanced classical sensor network consists of clusters of entangled quantum states that have been trialled times, each feeding into a classical estimation process. Previous literature has shown that each cluster can ideally achieve an estimation variance of 1/ 2 for sufficient . We begin by deriving the optimal values for the minimum mean squared error of this quantum enhanced classical system. We then show that if noise is absent in the classical estimation process, the mean estimation error will decay like Ω(1/ 2 ). However, when noise is present we find that the mean estimation error will decay like Ω(1/ ), so that all the sensing gains obtained from the individual quantum clusters will be lost.
I. INTRODUCTION

A. Background
Sensing environmental attributes will play a major role in modern societies [1] , [2] . To improve the performance of such sensing, quantum-enhanced approaches have been increasingly envisioned for deployment in real world situations. The real world is typified by the presence of noise, in which case it is known that the performance of quantum sensors cannot provide any improved scaling [3] , [4] asymptotically. This scaling is in the number of constituent probes in the quantum sensor. For finite sensor sizes, however, quantum sensors can still outperform classical ones depending on the nature and magnitude of noise. The noise in these studies is such that it affects the quantum evolution of the sensor.
As quantum-enhanced sensor networks develop and become deployed, there will be an inevitable requirement for them to be networked together. In some scenarios, the networks used may be entirely classical in nature. This motivates the study of such networks. Here, we study this scenario, i.e., where a collection of quantum sensors are connected by a classical network. We take the quantum sensors to be hypothetically ideal, but consider the classical channels to be noisy. To the best of our knowledge, this is the first study of quantum sensors embedded in a classical network. We highlight the following three key findings of this paper: 1) We show that the quantum enhanced classical sensor network with elements in each entangled cluster, and clusters in total, has a best-case minimum mean squared error of Ω(1/ 2 ). 2) We show that when noise is present in the classical estimation portion of the quantum enhanced classical estimator, the minimum mean squared error is given by Ω(1/ ).
3)
We show that the optimal performance of the network is not uniquely determined by the rank of the channel. In particular, both full and unit rank channel matrices achieve asymptotically optimal performance.
B. Document Layout
Section II presents background information on the benefits offered by quantum sensing approaches. The quantum enhanced classical sensor network is presented in section II-A, studied in section III, and discussed in section IV. The paper is concluded in section V.
C. Notation
In this work, we use to denote the identity matrix, and 0 and 1 to denote vectors of 0s and 1s, whose sizes should be clear from the surrounding text. We use ℐ( ) to denote the indicator function
The expectation and variance operators are denoted by [⋅]
and [⋅], respectively. We use ( ) = Ω( ( )) to mean
With { } being a set of equidimensional linear operators, we use ⊕ to denote the Kronecker sum -which is denifed by 1 ⊕ 2 := 1 ⊗ + ⊗ 2 -and ⊕ =1 to denote an iterated Kronecker sum -which is defined by where each summand contains tensor product factors. Also, we use the following notation:
II. BACKGROUND AND QUANTUM ENHANCED CLASSICAL SYSTEM MODEL We begin by providing background information to the improvements that can be made by employing entangled quantum bits for parameter estimation, [5] , [6] . Suppose we embed a phase onto the quantum state
through the action of the unitary operator
We then have
Suppose we then wish to estimate from | ⟩. To measure this phase, we employ the Pauli-operator
The expectation of (with respect to | ⟩) is given by (see (50)) ⟨ ⟩ := ⟨ | | ⟩ = cos .
Repeating this experiment times yields
where is defined to be
From (50) and (51), the variance of is given by
Thus, given copies of | ⟩, we have
According to estimation theory [7] , the variance ofˆis given by
Thus, we find that the uncertainty in the phase is given by the inverse of the number of samples .
Suppose instead that we have an entangled system that we wish to estimate a phase from. Writing
As with before the phase has been embedded onto each of the quantum states through the action of , (4). Our goal is to determine the measured phase . To do this, we need to measure the observable
From (53), the expectation of (with respect to | ⟩) is given by
Of course, because the output of the measurement with respect to is binary, to measure (i.e., estimate (15)) we must repeat the measurement = / times 1 . In this scenario and for sufficiently large , the variance of the phase is given by
Thus, by exploiting quantum entanglement we find that the uncertainty in the phase is decreased by a factor of 1/ relative to the unentangled system.
A. System model: The quantum enhanced classical sensor network
Consider the quantum enhanced classical sensor network system model depicted in Fig 
. There exists no entanglement across distinct clusters. The th cluster is described by the quantum state
The th cluster has inherited a measurement in the coefficient of |1 ⟩. An estimateˆis obtained from the th cluster by measuring the quantum clusters times. The estimates are independent, identically distributed and unbiased. We denote the vector of estimates from all clusters bŷ
From (16), the variance of the th estimate is given by
The estimates are passed through a classical noisy channel and combined using an estimation functional to form the final estimateˆof . The concatenation of these events (classical channel and estimation) is captured by the functional
We consider the case in which is a linear additive noisy channel, i.e.,
the coefficients ℎ are potentially non-deterministic and are independent zero-mean Gaussian noise terms with variance . The functional is assumed to take the form ( Hˆ+ n
where g is given by
The final estimation is then given bŷ
Hˆ+ n
) .
III. CALCULATING AND OPTIMIZING THE ESTIMATION ERROR
The goal is for (ˆ) to be an accurate estimator of . To measure the error in this estimation, we consider the mean squared error
Of course, if is unbiased then we have
however we do not consider this to be true in general. The term
is given by
where R represents the autocorrelation matrix of . The term
Combining these gives
It is interesting to note that when is unbiased and ∕ = 0, (24) and (28) give the constraint g H1 = 1.
A. Optimization
In some scenarios, it may be possible to manipulate both g and H to minimize the error associated with our estimation. In other scenarios, the channel matrix H may be fixed 2 . In the following lemma, we will establish the optimal values for g and H in the general setting. Lemma 1. The optimal g (as a function of H) that minimizes (29) is given by
while the optimal H (as a function of g) is given by
where A + represents the pseudo inverse [8] of A for some square matrix A.
Proof: See Appendix B. As will be shown in the following (Lemma 2), it is not possible for us to obtain a global optimum pair of solutions for g and H when noise is present. However, when noise is absent the global optimal solution can be achieved by arbitrarily fixing H and optimizing over g (or vice-versa). This is because when = 0, g and H always come as a pair in (29). When 1 is an eigenvector 3 of R with eigenvalue
an expression can be obtained for the minimum achievable error (this will be shown in Corollary 3). Before presenting these ideas, we provide the following important remark.
Remark 1.
In general, the optimal pair g ★ and H ★ provide a biased estimator since (from (30), (31) and (32))
However, when 1 is an eigenvector of R with eigenvalue (33) we have
Consequently, in this case as grows large
so that the estimator becomes unbiased in the limit.
To understand why a global pair of solutions cannot be established in the noisy scenario, we must consider a particular consequence of Lemma 1. Specifically, from (32) we can see that
Substituting this into (29), we find that
This then gives us the following lemma. .
(39)
Thus, the globaly optimal pair of solutions is achieved as g → 0.
Proof: The result follows from (38) by noticing that 1 is an eigenvector of R with eigenvalue (33).
Corollary 3.
When the elements ofˆare i.i.d. and = 0, the global minimum error is given by
.
At a high level, Lemma 2 is a somewhat intuitive result: if we are free to configure H arbitrarily, the best thing for us to do is take g arbitrarily close to 0 (because this will suppress the noise). From (31), this has the effect of 'amplifying' the optimal H so that the wanted signalˆcan propagate through the channel. Of course, if g = 0 then neither the noise nor will be able to propagate through the channel.
In practical scenarios, engineers may not be able to manipulate the channel matrix H, instead only having access to g. In the following lemma, we establish the performance of the estimator when H = . In this case, we have.
Lemma 4.
When the elements ofˆare i.i.d. and H = , the minimum error in the estimator is given by
Proof: See Appendix C. An interesting remark can now be made from the previous lemma and Lemma 2.
Remark 2.
When minimizing over H, we force H to have unit rank (see (32)). When minimizing over g we let H have full rank (see Lemma 4) . In both scenarios, the error is given by
(42) when = 0. Consequently, we must conclude that the asymptotic optimal performance is not uniquely determined by the rank of H.
IV. A DISCUSSION
The following points highlight important observations that can be made from the previous analysis.
First, for to be unbiased, when ∕ = 0 (30) can be specialized in both scenarios. Specifically, we must have g H1 = 1.
As was shown in Remark 1, becomes unbiased as → ∞. Also, when = 0 is unbiased. Second, in practice, the minimum mean squared error (see (41)) will not be attainable. This is because the optimal parameterization of the system (i.e., how we configure and ) is dependent on the parameter that we are trying to estimate (i.e., ). This is clearly a non-causal scenario.
Third, as was shown in Remark 2, the optimal performance of the system is not uniquely determined by the rank of H. In particular, both unit rank and full rank H can achieve asymptotically optimal performance. Finally (and most critically), for the fixed H case, because the optimal estimator can not be achieved in practice (see the second point of this discussion) the error will be given at best by
and this can only be achieved when = 0. However, when ∕ = 0 (41) tell us that
This is a striking observation. It allows us to conclude that the 1/ 2 gain obtained from the individual quantum clusters will be lost entirely by the classical processing if noise is present. Importantly, if the same number of resources ( quantum states) had been employed, but combined over classical channels, the error would have decayed like ( 1 ) .
This observation highlights the important measures that must be put in place to ensure that entanglement assisted sensing provides its promised benefits.
V. CONCLUSION
In this work, we presented and studied the quantum enhanced classical sensor network. We provided a general analysis of the system's optimal performance. We then made the critical observation that noise present within the estimator can severely degrade its performance. We also showed that in the limit as the number of classical channels grows large, the optimal estimator becomes unbiased. Future work will be performed to determine the effects of combining through quantum channels, rather than classical channels.
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APPENDIX A IMPORTANT CALCULATIONS
The following calculations are used at various points in this work. With given by
we have
and because 2 = we have
and
APPENDIX B PROOF OF LEMMA 1
The derivative of (ˆ) with respect to g is given by [9] ∂ (ˆ) ∂g = 2g HRH + 2 g − 2 2 1 H ,
while the derivative with respect to H is given by [9] ∂ (ˆ)
From (55), the optimal g (as a function of H) is given by
We can simplify H ★ by considering the eigen/singularvalue decomposition of gg gg = Λ .
(59)
We then have ( gg ) + = Λ + .
Since g is the only eigenvector of (59) with eigenvalue ( g g ) , g is also the only eigenvector of (60). The corresponding eigenvalue is 1/g g. With this observation, H ★ becomes
APPENDIX C PROOF OF THEOREM 4
For this problem, from (31) and (29) we have min g (ˆ)
where the first and second equalities follow by substituting (31) into the equation.
As with before, equation (41) can be dealt with by noticing that, if the elements ofˆare i.i.d., 1 becomes an eigenvector of R and R −1 with eigenvalues and 1/ (see (33)). From (62), the result then follows.
