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Ismeretes, hogy a valószínűségszámításban igen fontos szerepet
játszik a független valószínűségi változók összegére vonatkozó határ-
eloszlások problémaköre . Az idevonatkozó tételeke t a gyakorlatban
lényegileg közelítő formulák felállítására használják , véges, de ele-
gendő nagy n esetén. Ahhoz, hogy e határértéktételek ilyen alkal-
mazása teljesen megalapozott legyen, ki kell egészíteni a maradók-
tagokra vonatkozó becslésekkel . Az egyforma eloszlású valószínűségi
változók esetében e becslésekkel az [1.] monográfia foglalkozik.
A nem egyforma eloszlású valószínűségi változók összegére vonatkozó
határértéktételek élesítése közül pedig [2.]-ben vannak eredmények
a normális eloszlásfüggvényhez való konvergencia irányában .
Jelen dolgozat célja — az egyforma eloszlású valószínűségi vál-
tozókhoz hasonlóan — azon teljesebb eredmények bizonyítása, amelyek
a független valószínűségi változók összege karakterisztikus-, illetve
eloszlásfüggvényének a normális eloszlás karakterisztikus-, illetve
eloszlásfüggvényéhez való konvergencia, valamint a rácsos eloszlású
valószínűségi változók esetében a megfelelő lokális tétel élesítésére
vonatkoznak.
Legyen adva a független valószínűségi változóknak egy sorozata:
Ii» I2, • • •» In , • • • . Jelöl jük a !k valószínűségi változók második, illetve
harmadik abszolút momentumá t
M (|£k 2) = b\ és M (;ik|3) = cjj-nel ft = 1, 2 . . .
a belőlük alkotott sor n-edik részletösszegét pedig
B2 = b, + bl + • • • + b2,n 1 ' 2 1 1 n'
C'l = cj + c| + . . . + cjj-nel. Jelölje továbbá a | k
valószínűségi változó eloszlásfüggvényét F^ (x), illetve karakteriszti-
kus függvényét f^ (t).
Feltételezzük, hogy a £1, Í2» • • • £n t • • • valószínűségi változók
függetlenek és nulla várható értékkel , továbbá véges harmadik abszo-
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lút momentummá] rendelkeznek, ami miat t a
£i + É2 + . . . + £ nCn =
Bn
valószínűségi változó karakterisztikus függvénye
t \
ut) = I T f \
k=i \Bni
alakba írható és valamennyi valószínűségi változónak létezik a másod-
és harmadrendű momentuma, illetve abszolút momentuma.
1. TÉTEL:
Ha a nulla várható értékű £1, £•> » • • • • • • független való-
színűségi változóknak létezik a harmadik abszolút momentuma és




 , / _12
™ /k l - e 2
k=l U n . f i ^ T W « - * .
ahol l az n-től független állandó.
Bizonyítás.
£kEgy tetszőleges — valószínűségi változó karakterisztikus függ-
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| 2 6 B* |
egyenlőség. Felihasználva az abszolút momentumokra vonatkozó egyen-
lőtlenségeket |^k|-ra az alábbi egyenlőtlensége t ny e r j ük :
Ezért érvényes az
összefüggés . Azonban
miatt méginkább igaz, hogy
vagyis
Ezzel a té tel t bebizonyítottuk . Ha a lk valószínűségi változók egy-
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Ha a nulla várható értékű . i 2 > • • • £n, • • • független valószínű-
ségi változóknak létezik a harmadik abszolút momentuma, akkor





Ismeretes, hogy amennyiben A, T és £ pozitív állandók, F (x)
és G (x) nem csökkenő függvények , továbbá
1. F ( ± oo) = G ( + oo),
2. I' | F (x) — G (x) | dx < oo,
3. G'(x) minden x-re létezik és | G ' ( x ) | ^ A ,
T
 m - m d ( ,
ahol f (t) és g (t) az F (x) és G (x) karakterisztikus függvényé t
jelöli, akkor minden k > 1 számnak megfelel egy véges pozitív c (k)
szám, amelyre
\F(x)-G(x)\ < k — + c (Ar) —
2 7i T
([1.] 202. oldal 1. tétel.)
Legyen most F (x) = Fn(x)
x ta
1 C ~ "2
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Említésre méltó , hogy amennyiben te ljesü l a
lim — =0
n > uo B a
ún . Ljapunov-féle feltétel , akkor a fent i tételbő l következik a globális
határeloszlástéte l Ljapunov-féle alakja.
Természetesen merü l fel ezek u t án a megfelelő lokális ha tá rér ték -
tételekhez szükséges feltételék megállapí tásának problémája is. Nyil-
vánvaló, hogy a konvergencia biztosítására itt erősebb megkötések
szükségesek, mint az eloszlásfüggvények konvergenciájánál . Ugyanis
egy Fn (x) függvénysoroza t konvergenciájábó l nem következik az
F n (x) , deriváltak konvergenciája .
Vizsgálatunk ezen a t éren a rácsos I i , l 2 , . . . , l n > • • • független
valószínűségi változók összegére vonatkozik:
Cn = Él + £2 + • • • + In
/ n (0-vel jelölve ezen összeg karakterisztikus függvényét , a Ii , i
— 1,2, . . ., valószínűségi változók függetlensége mia t t nyer jük , hogy
( f í = n h{t).
i=l
Ha a Ii valószínűségi változók , csak egész értékeke t vesznek fel,
akkor a l n összeg is csak egész ér tékeke t véhe t fel. Bevezetve a
P {In = k) = Pn (k) és a P = *nj} - Pnj
jelölést, tetszőleges n-re igaz, hogy
00 03
] ? P n ( k ) = l és
— ao j




Ha a nulla várható értékű, rácsos £1, £2, ••• független való-
színűségi változók csupán egész értékeket vesznek fel, maximális
lépésük egy és létezik a harmadrendű abszolút momentumuk, továbbá
bármely e > O-ra
Bl ' I /n (0 I < K
hacsak e Bn <; | /1 n Bn ,
akkor Bn Pn (k) — e 2 <, l • max
[/ 2tz
ahol l az n-tol független állandó.
I  1
BnJ ' Bn I
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ahol У n-et úgy válasszuk meg, mint az 1. tételben . Ezenkívül fel-
tételezzük, hogy Tn <C л fín, mivel egyébként csak egyszerűsödnének
a becslések,
Felhasználva az 1. tétel t | Л, | -re nyerjük , hogy
A becslések alapján t ehá t
ahol l az n-től függet len állandó.
Következmény.
Amennyiben az említet t tételben szereplő valószínűségi változók
egyforma eloszlásúak , úgy a
Bl • I Ja (0| < К
feltéte l teljesü l az e Bn < | /1 <[ л fín intervallumban bármely
£ > O-ra, mert
\ü (01 ^
és így
Bl I Tn (01 < Bl e - ^ <: ^ = A = K.
л л Л
Megjegyzés.
Az említet t tételeknek természetesen , akkor van különös jelen-
tőségük, ha
/ г т — = О .
Ekkor ugyanis
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feltétel egyforma eloszlású valószínűségi változók, illetve az abszolút
momentumok korlátossága esetén nyilván teljesül ,
b) Ha a lk valószínűségi változók nem egyforma eloszlásúak,
akkor pl. a következő kiegészítő feltételeke t szabihatjuk meg:
1. a lk valószínűségi változók egyenletesen korlátosak,
||k| k = 1, 2, . . .
E kiegészítő feltételek figyelembevételéve l ugyanis
Ck
DAS SCHÄRFEN DER GRENZVERTE1LUNGSSÄTZE
AUF DIE UNABHÄNGIGEN ZUFALLS VERÄNDERLICHEN
I. PERGE
Z U S A M M E N F A S S U N G
Es sei I), | 2 , . . . , | n , . . . eine Folge der Zufallsveränderlichen
gegeben. Bezeichne
M{|!kl und M { J l k | 3 } — ck > ( * = 1 , 2, . . . )
die absoluten Momente zweiten beziehungsweise dritten Grades der Zu-
fallsveränderlichen !k und
Bl = bi hl  • • • K'
C n =
C
+ C2 + • ' • + Cn
die Summe dieser Momenten und endlich Fj;(x) und fk(t) die Verteilungs-
funktion, beziehungsweise die charakteristische Funktion der Zufalls-
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veränderlichen £k • Es seien ferner die Zufallsveränderlichen | k unabhän-
gig und
M {lk} = 0 , M {|£k|3} < o o für k = 1,2, ...
Unter solchen Bezeichungen und Voraussetzungen nachstehende
Sätze haben mit der Gültigkeit :
'g
Wenn |f| < — ,
5C„
so gilt n kK = 1
t — e 2 l m * e - l
Br
wo unabhängige Konstante l von n. (Satz 1.)
An die Folge der Verteilungsfunktion
| F n ( x ) - 0 ( x ) \ £ m • max
I \BnJ ß n





(Satz 2.) Aus diesem Satz folgt der Liapounoffsche — Satz, wenn
O .7 • Cn
n —y- oo Bn
Wenn die Werte den gitterartigen Zufallsveränderlichen i2> • • • '
£n> • • • nur ganze Zahlen, der maximal Tritt 1 sein können, ferner zu
jedem e > o,
Bl ' \Jn(t) \ < K,
sobald
so
< | t | < 7lBn,
1 z2nk
<C l • max
wo unabhängige Konstante l von n und




In = k }
und 2nk =
Bn (Satz 3.)
Im Falle der gleichförmigen Verteilung der Zufallsveränderlichen
ik — wegen Sätze 1—3. — in [1] vorkommende Sätze sind.
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