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On classification of non-unital amenable simple C*-algebras, III
Guihua Gong and Huaxin Lin
Abstract
We show that two separable stably projectionless simple C∗-algebras A and B with
gTR(A) ≤ 1 and gTR(B) ≤ 1 which satisfy the UCT are isomorphic if and only if they
have the isomorphic Elliott invariant. A description of Elliott invariant is given. We show
all possible simple scaled Elliott invariants can be reached by C∗-algebras in the class. We
show that these results imply that two separable simple C∗-algebras with stable rank one
and finite nuclear dimension which satisfy the UCT are isomorphic if and only if they have
the same Elliott invariant.
1 Introduction
We will present a unified classification of separable simple C∗-algebras with stable rank one
and finite nuclear dimension which satisfy the Universal Coefficient Theorem. Recently some
sweeping progresses have been made in the Elliott program ([12]), the program of classification
of separable amenable C∗-algebras by the Elliott invariant (a K-theoretical set of invariant) (see,
for example, [24], [61] and [14], also see [65] and [40]). These are the results of decades of work
by many mathematicians (see also [24], [61] and [14] for the historical discussion there). These
progresses could be summarized briefly as the following: Two unital finite separable simple
C∗-algebras A and B with finite nuclear dimension which satisfy the UCT are isomorphic if
and only if their Elliott invariant Ell(A) and Ell(B) are isomorphic. Moreover, all weakly
unperforated Elliott invariant can be achieved by a finite separable simple C∗-algebras in UCT
class with finite nuclear dimension (In fact these can be constructed as so-called ASH-algebras–
see [24]). Combining with the previous classification of purely infinite simple C∗-algebras, results
of Kirchberg and Phillips ([51] and [29]), now all unital separable simple C∗-algebras in the UCT
class with finite nuclear dimension are classified by the Elliott invariant.
The classification of non-unital purely infinite simple amenable C∗-algebras was established
in ([51] and [29]). We will consider the class of non-unital separable simple C∗-algebras with
stable rank one and finite nuclear dimension. If K0(A)+ 6= {0}, then Mn(A) contains a nonzero
projection p for some integer n ≥ 1. Then B := pMn(A)p is unital and is stably isomorphic to A.
One then quickly realizes the classification of non-unital simple C∗-algebras with K0(A)+ 6= {0}
is reduced to the unital cases. We will study the case that K0(A)+ = {0}, i.e., the case that
C∗-algebras are stably projectionless. Significant results in this direction have been made in [16]
and [23] (early work may also be found in [53] as well as [52]). The former classifies the subclass
of separable simple C∗-algebras of finite nuclear dimension which are KK-contractible. Even
in that case, the class is rich in the sense that invariant sets of the models of these C∗-algebras
include all possible metrizable Choquet simplexes and any scale affine functions. The latter
classifies the class of separable simple C∗-algebras with finite nuclear dimension in UCT class
whose K0-groups vanish on traces. There is a unique separable stably projectionless simple C
∗-
algebra Z0 with finite nuclear dimension in the UCT class and with K0(Z0) = Z, K1(Z0) = {0}
and with a unique tracial state. Every C∗-algebra in the class absorbs Z0 tensorly. On the other
hand, for any separable amenable simple C∗-algebra A which satisfies the UCT, A⊗Z0 is stably
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projectionless and in the class classified in [23]. Note, as abelian groups, Ki(A ⊗ Z0) ∼= Ki(A)
(i = 0, 1).
This paper studies the case K0(A)+ = {0} but ρA(K0(A)) 6= {0} which fills the remaining
possible cases. While it is largely independent from the unital case, the much of the work of
this paper depends on [15], [16] and [23]. We will also present a unified form of classification
for separable simple C∗-algebras with stable rank one and finite nuclear dimension in the UCT
class. The classification results consist of three parts. The first part is a description of Elliott
invariant for separable finite simple C∗-algebras of finite nuclear dimension. We show that
the Elliott invariant for a separable (unital or non-unital) simple C∗-algebra of finite nuclear
dimension with nonzero traces can always be described as a scaled simple ordered group paring
(see 2.7 below) together with a countable abelian group (see Theorem 6.2). This form of Elliott
invariant itself distinguishes the unital cases from non-unital ones. The second part is to show
any such invariant can be reached by one of the models that we constructed (see Theorem 6.3
below). The third part is to show that any two separable simple C∗-algebras with stable rank
one and with finite nuclear dimension in the UCT class are isomorphic if and only if they have
the same Elliott invariant (see Theorem 18.10).
The isomorphism is in fact established first for the class of separable amenable simple C∗-
algebras which have generalized tracial rank at most one (see Theorem 18.9). In the case that
K0(A)+ = {0}, we show that these simple C∗-algebras exhaust all possible Elliott invariant
(see 18.9). We also prove that, in the UCT class, every separable simple C∗-algebra A with
stable rank one and finite nuclear dimension has the property that A⊗Q has generalized tracial
rank at most one, where Q is the UHF-algebra wih K0(Q) = Q (see Theorem 7.12 below). In
fact, we show that every separable simple C∗-algebra with stable rank one and finite nuclear
dimension which satisfies the UCT has generalized tracial rank at most one (see Remark 18.11).
Consequently, classification for separable simple C∗-algebras with stable rank one and finite
nuclear dimension in the UCT class is complete (see Theorem 18.10 below).
The paper is organized as follows. Section 2 serves as preliminaries. Section 3 discusses the
strict comparison for mapping tori as C∗-subalgebras of C([0, 1], A) for some simple C∗-algebra
A. Section 4 discusses the existence of W-traces. In Section 5, we first constructed a class
of simple C∗-algebras which are inductive limits of 1-dimensional non-commutative CW com-
plexes with arbitrary simple parings. Then, together with the construction in [23], we construct
simple C∗-algebras with arbitrary simple parings and arbitrary K1-groups. These are simple
C∗-algebras which are locally approximated by sub-homogeneuous C∗-algebras whose spectra
have dimention no more than 3. In Section 6, we discuss the range of stably finite separa-
ble simple C∗-algebras with finite nuclear dimension, and show that the models constructed in
Section 5 exhaust all possible Elliott invariant for those simple C∗-algebras. In Section 7, we
show that, in the UCT class, all separable simple C∗-algebras with stable rank one and with
finite nuclear dimension have rationally generalized tracial rank at most one. Section 8 contains
some facts about U(B˜)/CU(B˜), where B is a simple C∗-algebras with continuous scale which
has generalized tracial rank at most one and is approximately divisible. Section 9 and 10 con-
tain some versions of existence theorems. Section 11 provides an isomorphism theorem for the
class of separable simple C∗-algebras with the form A⊗ U, where A is a separable simple with
generalized tracial rank at most one in the UCT class and U is an infinite dimensional UHF-
algebra. Section 12 studies C∗-algebras which are generated by C0((0, 1)) and C, where C is an
1-dimensional NCCW complexes. Section 13 contains some homotopy lemmas for C∗-algebras
classified in section 11. In Section 14, we study maps from certain C∗-algebras to the mapping
tori associated with two homomorphisms from one separable simple C∗-algebra of stable rank
one to another such C∗-algebra. Section 15 discusses some stable results related to the homotopy
lemmas. Section 16 and 17 study asymptotic unitary equivalence of homomorphisms from one
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separable simple C∗-algebras to another and related invariant including the rotation maps. In
Section 18, we state the non-unital version of an important result of W. Winter. Applying this
Winter’s theorem together with results in Section 16 and 17, among others, we present the main
theorem of the paper: the isomorphic theorem for separable simple C∗-algebras with stable rank
one and with finite nuclear dimension in the UCT class. We present a uniform version for both
unital and non-unital cases.
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2 Preliminaries
Definition 2.1. Let A be a C∗-algebra. Denote by A1 be the unit ball of A. Let a ∈ A+. Denote
by Her(a) the hereditary C∗-subalgebra aAa. If a, b ∈ A+, we write a . b (a is Cuntz smaller
than b), if there exists a sequence of xn ∈ A such that a = limn→∞ x∗nxn and xnx∗n ∈ Her(b).
If both a . b and b . a, then we say a is Cuntz equivalent to b. The Cuntz equivalence class
represented by a will be denoted by 〈a〉.
Definition 2.2. Let A be a C∗-algebra. Denote by T (A) the tracial state of A (which could be
an empty set). Let Aff(T (A)) be the space of all real valued affine continuous functions on T (A).
Let T˜ (A) be the cone of densely defined, positive lower semi-continuous traces on A equipped
with the topology of point-wise convergence on elements of the Pedersen ideal Ped(A) of A. Let
B be another C∗-algebra with T˜ (B) 6= {0} and let ϕ : A → B be a homomorphism. We will
use ϕT : T˜ (B) → T˜ (A) for the induced continuous affine map. Denote by T˜ b(A) the subset of
T˜ (A) which are bounded on A. Of course T (A) ⊂ T˜ b(A). Set T0(A) := {t ∈ T˜ (A) : ‖τ‖ ≤ 1}. It
is a compact convex subset of T˜ (A).
Let r ≥ 1 be an integer and τ ∈ T˜ (A). We will continue to use τ on A ⊗Mr for τ ⊗ Tr,
where Tr is the standard trace on Mr. Let S be a convex subset (of a convex topological cone
with Choquet simplex as a base). Define (see [53])
Aff(S)+ = {f : C(S,R)+ : f affine, f(τ) ≥ 0}, (e 2.1)
Aff+(S) = {f : C(S,R)+ : f affine, f(τ) > 0 for τ 6= 0} ∪ {0}, (e 2.2)
LAfff (S)+ = {f : S → [0,∞) : ∃{fn}, fn ր f, fn ∈ Aff(S)+}, (e 2.3)
LAfff,+(S) = {f : S → [0,∞) : ∃{fn}, fn ր f, fn ∈ Aff+(S)}, (e 2.4)
LAff(S)+ = {f : S → [0,∞] : ∃{fn}, fn ր f, fn ∈ Aff(S)+}, (e 2.5)
LAff+(S) = {f : S → [0,∞] : ∃{fn}, fn ր f, fn ∈ Aff+(S)} and (e 2.6)
LAff∼+(S) = {f1 − f2 : f1 ∈ LAff+(S) and f2 ∈ Aff+(S)}. (e 2.7)
For the most part of this paper, S = T˜ (A) or S = T (A), or S = T0(A) in the above definition will
be used. Moreover, LAffb,+(T˜ (A)) is the subset of those bounded functions in LAfff,+(T˜ (A)).
Recall 0 ∈ T˜ (A) and if f ∈ LAff(T˜ (A)), then f(0) = 0.
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Definition 2.3. A convex topological cone is a subset T of a topological vector space such that
for any α, β ∈ R+ and x, y ∈ T , αx+ βy ∈ T , where R+ is the set of nonnegative real numbers.
A subset ∆ ⊂ T is called a base of T , if ∆ is convex and for any x ∈ T \ {0}, there is a unique
pair (α(x), τ(x)) ∈ (R+ \ {0})×∆ such that x = α(x)τ(x). In this article, all convex topological
cones are those with a metrizable Choquet simple ∆ as its base. Note also the function from
T \ {0} to (R+ \ {0}) ×∆ sending x to (α(x), τ(x)) is continuous.
An ordered group paring is a triple (G,T, ρ), where G is a countable abelian group, T is
a convex topological cone with a Choquet simplex as its base and a homomorphism ρ : G →
Aff(T ). Define G+ = {g ∈ G : ρ(g) > 0} ∪ {0}. If G+ 6= {0}, then (G,G+) is an ordered group.
It has the property that if ng > 0 for some integer n > 0, then g > 0. In other words, (G,G+)
is weakly unperforated.
An ordered group paring is simple, if G+ = {0}, or (G,G+) is a simple ordered group, i.e.,
every element g ∈ G+ \ {0} is an order unit.
A scaled simple ordered group paring is a quintuple (G,Σ(G), T, s, ρ) such that (G,T, ρ) is
a simple ordered group paring, where s ∈ LAff+(T ) \ {0}, Σ(G) ⊂ G+ is hereditary, i.e., Σ(G)
has the property that if g ∈ Σ(G) implies g′ ∈ Σ(G) for all g′ ∈ G with 0 ≤ g′ ≤ g, and if
Σ(G) := {g ∈ G+ : ρ(g) < s},
or Σ(G) = {g ∈ G+ : ρ(g) < s}∪{u} for some u ∈ G with ρ(u) = s. We allow Σ(G) = {0}. Note
also that s(τ) could be infinite for some τ ∈ T. It is called unital scaled simple ordered group
paring, if Σ(G) = {g ∈ G+ : ρ(g) < s} ∪ {u} with ρ(u) = s, in which case, u is called the unit
for G. Note that, in this case u is the maximum element of Σ(G). In this case, one may write
(G,u, T, ρ) for (G,Σ(G), T, s, ρ). If Σ(G) has no unit, then Σ(G) is determined by s. One may
write (G,T, s, ρ) for (G,Σ(G), T, s, ρ) (see Theorem 6.2 below).
Let (Gi,Σ(Gi), Ti, si, ρi), i = 1, 2, be simple ordered group parings. A map
Γ0 : (G1,Σ(G1), T1, s1, ρ1)→ (G2,Σ(G2), T2, s2, ρ2)
is said to be a homomorphism, if there is a group homomorphism κ0 : G1 → G2 and a continuous
cone map κT : T2 → T1 such that
ρ2(κ0(g))(t) = ρ1(g)(κT (t)) for all g ∈ G1 and t ∈ T2, and (e 2.8)
κ0(Σ(G1)) ⊂ Σ(G2)), and s1(κT (t)) ≤ s2(t) for all t ∈ T2. (e 2.9)
We say a homomorphism Γ0 is an isomorphism if κ0 is an isomorphism, κ0(Σ(G1)) = G2, κT is
a cone homeomorphism, and s1(κT (t)) = s2(t) for all t ∈ T2.
Definition 2.4. For any ε > 0, define fε ∈ C0((0,∞))+ by fε(t) = 0 if t ∈ [0, ε/2], fε(t) = 1 if
t ∈ [ε,∞) and fε(t) is linear in (ε/2, ε).
Let A be a C∗-algebra and τ be a quasitrace. For each a ∈ A+ define dτ (a) = limε→0 fε(a).
Note that, fε(a) ∈ Ped(A) for all a ∈ A+.
2.5. If A is a unital C∗-algebra and T (A) 6= ∅, then there is a canonical order preserving
homomorphism ρA : K0(A)→ Aff(T (A)).
Now consider the case that A is not unital. Let πAC : A˜→ C be the quotient map. Suppose
that T (A) 6= ∅. Let τC := τAC : A˜→ C be the tracial state which factors through πAC . Then
T (A˜) =
{
tτA
C
+ (1− t)τ : t ∈ [0, 1], τ ∈ T (A)}. (e 2.10)
The map T (A) →֒ T (A˜) induces a map Aff(T (A˜)) → Aff(T (A)). Then the map ρA˜ : K0(A˜) →
Aff(T (A˜)) induces a homomorphism ρ′ : K0(A)→ Aff(T (A)) by
ρ′ : K0(A)→ K0(A˜)
ρ
A˜−→ Aff(T (A˜))→ Aff(T (A)). (e 2.11)
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However, in the case that A 6= Ped(A), we will not use ρ′ in general, as it is possible that
T (A) = ∅ but T˜ (A) is rich (consider the case A ∼= A⊗K).
Definition 2.6. Let A be a C∗-algebra with T˜ (A) 6= {0}. If τ ∈ T˜ (A) is bounded on A, then τ
can be extended naturally to a trace on A˜. Recall that T˜ b(A) is the set of bounded traces on A.
Denote by ρbA : K0(A)→ Aff(T˜ b(A)) the homomorphism defined by ρbA([p]− [q]) = τ(p)− τ(q)
for all τ ∈ T˜ b(A). In the case that T˜ b(A) = T˜ (A), for example, A = Ped(A), we write ρA := ρbA.
Let A be a σ-unital C∗-algebra with a strictly positive element 0 ≤ e ≤ 1. Put en := f1/2n(e).
Then {en} forms an approximate identity for A. Note en ∈ Ped(A) for all n. Set An = Her(en) :=
enAen. Denote by ιn : An → An+1 and jn : An → A the embeddings. It extends ι∼n : A˜n → A˜n+1
and j∼n : A˜n → A˜ unitally. Note that en ∈ Ped(An+1). Thus ιn and jn induce continuous cone
maps ιn
b
T : T˜
b(An+1)→ T˜ b(An) and jnT : T˜ (A) → T˜ b(An) (defined by ιnbT (τ)(a) = τ(ιn(a)) for
τ ∈ T˜ d(An+1), and jnT (τ)(a) = τ(jn(a)) for all τ ∈ T˜ (A) and all a ∈ An), respectively. Denote
by ι♯n : Aff(T˜ b(An))→ Aff(T˜ b(An+1)) and j♯n : Aff(T˜ b(An))→ Aff(T˜ (A)) the induced continuous
linear maps. Recall that ∪∞n=1An is dense in Ped(A). A direct computation shows that one may
obtain the following inverse direct limit of convex topological cones (with continuous cone maps):
T˜ b(A1)
ι1bT←− T˜ b(A2)
ι2bT←− T˜ b(A3) · · · ←− · · · ←− T˜ (A). (e 2.12)
Note that the continuous cone map jnT is the same as the cone map ι∞,nT : T˜ (A) → T˜ b(An)
given by the inverse direct limit. One also obtains the induced inductive limit:
Aff(T˜ b(A1))
ι♯1−→ Aff(T˜ b(A2)) ι2
♯−→ Aff(T˜ b(A3)) · · · −→ · · · −→ Aff(T˜ (A)). (e 2.13)
Hence one also has the following commutative diagram:
K0(A1)
ρA1

ι1∗o // K0(A2)
ι2∗o //
ρA2

K0(A3)) //
ρA3

· · ·K0(A)
Aff(T˜ b(A1))
ι♯1,2 // Aff(T˜ b(A2))
ι♯2 // Aff(T˜ b(A3)) // · · ·Aff(T˜ (A)).
Thus one obtains a homomorphism ρ : K0(A)→ Aff(T˜ (A)). If A is assumed to be simple, then
each An is simple and en is full in An. Therefore, since en ∈ Ped(A), An = Ped(An) (see 2.1 of
[60]). It follows, when A is simple, T˜ b(An) = T˜ (An) for all n.
Note, if T˜ (A) = T˜ b(A), for any n ≥ 1, one also has the following commutative diagram:
K0(An)
ρAn

ιn∗0 // K0(An+1)
jn,∗0 //
ρA2

K0(A))
ρA

Aff(T˜ b(An))
ιn
♯
// Aff(T˜ b(An+1))
jn
♯
// Aff(T˜ (A)).
It follows that ρ = ρA in the case that T˜
b(A) = T˜ (A).
Let us briefly point out that the above definition does not depend on the choice of e. Suppose
that 0 ≤ e′ ≤ 1 is another strictly positive element. We similarly define e′n. Put A′n = Her(e′n).
Note that, for any m, there is k(m) ≥ m such that ‖e − e′k(m)ee′k(m)‖ < 1/2m. By applying a
result of Rørdam (see, for example, Lemma 3.3 of [15]), one has, for each n ≥ 1, an integer
m(n) ≥ m(n − 1) ≥ 1, a partial isometry wn ∈ A∗∗ such that ww∗en = enww∗, and w∗ncwn ∈
A′m(n) with ‖w∗ncwn − c‖ < (1/n)‖c‖ for all c ∈ An. So one obtains a monomorphism ϕn : An →
A′m(n) ⊂ A such that ‖ϕn(c) − c‖ < (1/n)‖c‖ for all c ∈ An. Moreover, for any τ ∈ T˜ (A),
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τ(ϕn(c)) = τ(c) for all c ∈ An. Symmetrically, one has monomorphism ψk : A′k → AN(k) such
that ‖ψk(a)− a‖ < (1/n)‖a‖ and τ(ψn(a)) = τ(a) for all a ∈ A′k for all a ∈ A′k and τ ∈ T˜ (A).
Thus, by passing to two subsequences, one obtains the following commutative diagram:
K0(A1)
ρb
A1
**❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
ι1∗0 //
ϕ1∗0

K0(A2)
ρb
A2
++❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
ι2∗0 // · · · −→ · · · K0(A)
idK0(A)

ρ
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚
Aff(T˜b(A1))
ϕ
♯
1

ι
♯
1 // Aff(T˜b(A2))
ι
♯
2 // · · · −→ · · · Aff(T˜ (A))
id
Aff(T˜ (A))

K0(A
′
1)
ρb
A′
1
**❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
ι′1∗0 // K0(A′2)
ψ2∗0
OO
ρb
A′
2
++❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
ι′2∗0 // · · · −→ · · · K0(A)
ρ′
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚
OO
Aff(T˜b(A′1))
ι′1
♯
// Aff(T˜b(A2))
ψ♯
OO
ι′2
♯
// · · · −→ · · · Aff(T˜ (A))
OO
This implies that ρ′ = ρ, where ρ′ is induced by choosing e′ instead of e.
Throughout, we will define ρ := ρA. Moreover, this definition of paring is consistent with
conventional definition of ρA in the case that A is unital, or the case = Ped(A) (see 2.5).
We will use πρ,Aaff : Aff(T˜ (A)) → Aff(T˜ (A))/ρA(K0(A)) for the quotient map. This may be
simplified to πρaff if A is clear. When T (A) 6= ∅, we will use the same notation for the quotient
map Aff(T (A)) → Aff(T (A))/ρA(K0(A)). In this case, we also use ρ∼A : K0(A˜) → Aff(T (A))
for the map defined by ρ∼A([p])(τ) = τ(p) for projections p ∈ Ml(A) (for all integer l) and for
τ ∈ T (A).
Suppose that Φ : A → B is a homomorphism. Then Φ(Ped(A)) ⊂ Ped(B). Let 0 ≤ eA ≤ 1
and 0 ≤ eB ≤ 1 be strictly positive elements of A and B. Let eAn = f1/2n(eA) and eBn = f1/2n(eB)
be as defined above. Define An = Her(e
A
n ) and Bn = Her(e
B
n ). Then
limn→∞ ‖Φ(eA) − eBnΦ(eA)eBn ‖ = 0. By passing to a subsequence, as above (applying Lemma
3.3 of [15] repeatedly), one has a sequence of homomorphisms Ψn : An → Bk(n) such that
‖ιBk(n) ◦Ψn(a)−Φ◦ ιAn(a)‖ < (1/n)‖a‖ and τ(ιBk(n) ◦Ψn(a)) = τ(Φ◦ ιAn(a)) for all a ∈ An and
τ ∈ T˜ (B). Drawing a similar diagram as above, one obtains the following commutative diagram:
K0(A)
ρA //
Φ∗0

Aff(T˜ (A))
Φ
♯

K0(B)
ρB // Aff(T˜ (B)).
(e 2.14)
The above also works when we do not assume that quasitraces are traces (but quasitraces
would be used). A more general definition will be left to avoid longer discussion.
Definition 2.7. We now describe the Elliott invariant for separable simple C∗-algebras (see [12]
and [13]). Let us consider the case T˜ 6= {0}. In this case the Elliott invariant is the six-tuple:
Ell(A) := ((K0(A),Σ(K0(A)), T˜ (A),ΣA, ρA),K1(A)),
where Σ(K0(A)) = {x ∈ K0(A) : x = [p] for some projection, p ∈ A}, and ΣA is a function in
LAff+(T˜ (A)) defined by
ΣA(τ) = sup{τ(a) : a ∈ Ped(A)+ ‖a‖ ≤ 1} (e 2.15)
(see 6.2). Let eA ∈ A be a strictly positive element. Then ΣA(τ) = limε→0 τ(fε(eA)) for all
τ ∈ T˜ (A) which is independent of the choice of eA.
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Let B be another separable C∗-algebra. A map Γ : Ell(A) → Ell(B) is a homomorphism
if Γ gives group homomorphisms from κi : Ki(A) → Ki(B) (i = 0, 1), a continuous affine
homomorphism γ : T˜ (B) to T˜ (A) such that ρB(κ0(x))(τ) = ρA(x)(γ(τ)) for all x ∈ K0(A) and
τ ∈ T˜ (A), κ0(Σ(K0(A))) ⊂ Σ(K0(B)) and ΣA(γ(τ)) ≤ ΣB(τ) for all τ ∈ T˜ (B).
We say Γ is an isomorphism, if Γ is a homomorphism, κi is group isomorphism (i = 0, 1), γ
is a cone homeomorphism, κ0(Σ(K0(A)) = Σ(K0(B)), and ΣA(γ(τ)) = ΣB(τ) for all τ ∈ T˜ (B).
In the case that ρA(K0(A)) ∩ LAff+(T˜ (A)) = {0}, we often consider the reduced case
that T (A) is compact which gives a base for T˜ (A). In that case, we may write Ell(A) =
(K0(A), T (A), ρA,K1(A)). Note, in the said situation, Σ(K0(A)) = {0}, T˜ (A) is determined
by T (A) and ΣA(τ) = 1 for all τ ∈ T (A).
Definition 2.8. Let A be a C∗-algebra. We say A has almost stable rank one, if Mn(A) (for
every integer n ≥ 1) has the following property: the set of invertible elements of B˜ of every
hereditary C∗-subalgebra B of Mn(A) is dense in B.
Definition 2.9. Let A be a C∗-algebra with T (A) 6= ∅. Suppose that A has a strictly positive
element eA ∈ Ped(A)+ with ‖eA‖ = 1. Then 0 6∈ T (A)w, the closure of T (A) in T˜ (A) (see
Theorem 4.7 of [15]). Define
λs(A) = inf{dτ (eA) : τ ∈ A}.
Let A be a C∗-algebra with T (A) 6= {0}. There is an affine map raff : As.a. → Aff(T0(A)) defined
by
raff(a)(τ) = aˆ(τ) = τ(a) for all τ ∈ T0(A)
and for all a ∈ As.a.. Denote by Aqs.a. the space raff(As.a.) and Aq+ = raff(A+).
Definition 2.10. Let A be a unital C∗-algebra. Denote by U(A) the unitary group of A and
U0(A) the connected component of U(A) containing 1A. Denote by CU(A) the closure of the
commutator subgroup of U(A). Let ϕ : A→ B be a homomorphism (assuming B is also unital).
Then ϕ induces a continuous homomorphism ϕ† : U(A)/CU(A)→ U(B)/CU(B).
Suppose that A is a unital C∗-algebra with stable rank k. By 3.2 of [58] (see 2.16 of [24]),
there is a split short exact sequence
0→ Aff(T (A))/ρA(K0(A))→ U(Mk(A))/CU(Mk(A))
ΠA,u
⇋JAcu K1(A)→ 0. (e 2.16)
In what follows, for each unital C∗-algebra A of stable rank k, we will fix one splitting map JAcu,
and, we will identify Aff(T (A))/ρA(K0(A)) with a subgroup of U(Mk(A))/CU(Mk(A)).
For the most part, A will be stable rank one. So k = 1 in the above diagram.
For each continuous and piecewise smooth path {u(t) : t ∈ [0, 1]} ⊂ U(Mk(A)), or {u(t) :
t ∈ [0, 1]} ⊂ U(Mk(A˜)), if A is not unital, but T (A) 6= ∅, define
DA({u(t)})(τ) = 1
2πi
∫ 1
0
τ(
du(t)
dt
u∗(t))dt, τ ∈ T (A)(or T (A˜)).
Note that, here we view T (A) as a convex subset of T (A˜), if A is not unital (by extending tracial
states of A). Let us consider the non-unital case. For each {u(t)}, the map DA({u(t)}) is a real
continuous affine function on T (A˜). Let
DA : U0(Mk(A˜))/CU(Mk(A˜))→ Aff(T (A˜))/ρA˜(K0(A˜))
denote the de la Harpe and Skandalis determinant given by
DA(u¯) = DA({u}) + ρA˜(K0(A˜)), u ∈ U0(Mk(A˜)),
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where {u(t) : t ∈ [0, 1]} ⊂ Mk(A˜) is a continuous and piecewise smooth path of unitaries
with u(0) = 1 and u(1) = u. It is known that the de la Harpe and Skandalis determinant is
independent of the choice of representative for u¯ and the choice of path {u(t)}.
Definition 2.11. Let A be a unital C∗-algebra. Suppose x ∈ A such that that ‖xx∗ − 1‖ < 1
and ‖x∗x− 1‖ < 1. Then x|x|−1 is a unitary. Let us use ⌈x⌉ for the unitary x|x|−1.
For any finite subset U ⊂ U(A), there exists δ > 0 and a finite subset G ⊂ A satisfying
the following: If B is another unital C∗-algebra and if L : A → B is a G-δ- multiplicative
completely positive contractive linear map, then ⌈L(u)⌉ is a well defined element in U(B)/CU(B)
for all u ∈ U . We may assume that [L]|S is well defined, where S is the image of U in K1(A)
(see, for example, 2.12 of [24]). Let G(U) be the subgroup generated by U . Suppose that
1/2 > ε > 0 is given. By Appendix in [42], we may assume that there is a homomorphism
L† : G(U)→ U(B)/CU(B) such that
dist(L†(u¯), ⌈L(u)⌉) < ε for all u ∈ U . (e 2.17)
Moreover, as in Definition 2.17 of [24], we may also assume that
L†((G(U) ∩ U0(A))/CU(A)) ⊂ U0(B)/CU(B). (e 2.18)
It follows that ΠB,u ◦L‡(u) = [L]◦ΠA,u([u]) for all u ∈ G(U), where ΠA,u and ΠB,u are defined
as in 2.10 (see Definition 2.17 of [24]). In what follows, when 1/2 > ε > 0 is given, whenever we
write L†, we mean that δ is small enough and G is large enough so that L† is defined, (e 2.17)
and (e 2.18) hold (see 2.17 of [24]). Moreover, for an integer k ≥ 1, we will also use L† for the
map on some given subgroup of U(Mk(A))/CU(Mk(A)) induced by L ⊗ idMk . In particular,
when L is a unital homomorphism, the map L† is well defined on U(Mk(A))/CU(Mk(A)).
If A is not unital, L† is defined to be L˜†, where L˜ : A˜→ B˜ is the unital extension of L.
Definition 2.12. Let A and B be two C∗-algebras. A sequence of linear maps Ln : A → B is
said be approximately multiplicative if
lim
n→∞ ‖Ln(a)Ln(b)− Ln(ab)‖ = 0 for all a, b ∈ A.
Let ϕ,ψ : A→ B be homomorphisms. We say ϕ and ψ are asymptotically unitarily equivalent
if there is a continuous path of unitaries {u(t) : t ∈ [1,∞)} in B (if B is not unital, u(t) ∈ B˜)
such that
lim
t→∞u
∗(t)ϕ(a)u(t) = ψ(a) for all a ∈ A.
We say ϕ and ψ are strongly asymptotically unitarily equivalent if u(1) ∈ U0(B) (or in U0(B˜)).
Definition 2.13. Let A and B be C∗-algebras, and let T : A+ \ {0} → N×R+ \ {0} defined by
a 7→ (N(a),M(a)), where N(a) ∈ N and M(a) ∈ R+ \{0}. Let H ⊂ A+ \{0}. A map L : A→ B
is said to be T -H-full, if, for any a ∈ H and any b ∈ B+ with ‖b‖ ≤ 1, any ε > 0, there are
x1, x2, ..., xN ∈ B with N ≤ N(a) and ‖xi‖ ≤M(a) such that
‖
N∑
j=1
x∗iL(a)xi − b‖ ≤ ε. (e 2.19)
L is said to be exactly T -H-full, if ε = 0 in the above formula.
Definition 2.14. Let A and B be C∗-algebras and ϕ0, ϕ1 : A → B be homomorphisms. By
mapping torus Mϕ0,ϕ1 , we mean the following C
∗-algebra:
Mϕ0,ϕ1 = {(f, a) ∈ C([0, 1], B) ⊕A : f(0) = ϕ0(a) and f(1) = ϕ1(a)}. (e 2.20)
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Denote by πt :Mϕ,ψ → B the point evaluation at t ∈ [0, 1]. One has the short exact sequence
0→ SB ı→Mϕ,ψ πe→ A→ 0,
where ı : SB →Mϕ,ψ is the embedding and πe is the quotient map from Mϕ,ψ to A. Denote by
π0, π1 :Mϕ,ψ → A the point evaluations at 0 and 1, respectively.
Let F1 and F2 be two finite dimensional C
∗-algebras. Suppose that there are (not necessary
unital) homomorphisms ϕ0, ϕ1 : F1 → F2. Denote the mapping torus Mϕ1,ϕ2 by
A = A(F1, F2, ϕ0, ϕ1) = {(f, g) ∈ C([0, 1], F2)⊕ F1 : f(0) = ϕ0(g) and f(1) = ϕ1(g)}.
Denote by C the class of all C∗-algebras of the form A = A(F1, F2, ϕ0, ϕ1). These C∗-algebras
are called Elliott-Thomsen building blocks as well as one dimensional non-commutative CW
complexes (see [19] and [13]).
Recall that C0 is the class of all A ∈ C with K0(A)+ = {0} such that K1(A) = 0, and C(0)0 the
class of all A ∈ C0 such that K0(A) = 0. Denote by C′, C′0 and C0
′
0 the class of all full hereditary
C∗-subalgebras of C∗-algebras in C, C0 and C00 , respectively.
Definition 2.15. (cf. 8.1 and 8.2 of [15]) Recall the definition of class D and D0.
Let A be a non-unital simple C∗-algebra with a strictly positive element a ∈ A with ‖a‖ = 1.
Suppose that there exists 1 > fa > 0, for any ε > 0, any finite subset F ⊂ A and any b ∈ A+\{0},
there are F-ε-multiplicative completely positive contractive linear maps ϕ : A→ A and ψ : A→
D for some C∗-subalgebra D ⊂ A with D ∈ C′0 (or C0
′
0 ), D ⊥ ϕ(A), and
‖x− (ϕ(x) + ψ(x))‖ < ε for all x ∈ F ∪ {a}, (e 2.21)
c . b, (e 2.22)
t(f1/4(ψ(a))) ≥ fa for all t ∈ T (D), (e 2.23)
where c is a strictly positive element of ϕ(A)Aϕ(A). Then we say A ∈ D (or D0).
Note, by Remark 8.11 of [15], D can always be chosen to be in C0 (or C00).
When A ∈ D and is separable, then A = Ped(A) (see 11.3 of [15]). Let a ∈ A+ with ‖a‖ = 1
be a strict positive element. Put
d = inf{τ(f1/4(a)) : τ ∈ T (A)}. (e 2.24)
Then, for any 0 < η < d, fa can be chosen to be d− η (see Remark 9.2 of [15]). One may also
assume that f1/4(ψ(a)) is full in D. Furthermore, there exists a map: T : A+\{0} → N×R+\{0}
which is independent of F and ε such that, for any finite subset H ⊂ A+ \ {0}, we can further
require that ψ is exactly T -H-full (see 8.3 and 9.2 of [15]). For any n ≥ 1, one can choose a
strictly positive element b ∈ A with ‖b‖ = 1 such that f1/4(b) ≥ f1/n(a). Therefore, if A has
continuous scale, d can be chosen to be 1, if the strictly positive element is chosen accordingly.
In [15], it is proved that if A a separable simple C∗-algebra in D, then A has stable rank
one, Cu(A) = LAff+(T˜ (A)), stably projectionless, and every 2-quasitrace on A is a trace (see
9.3 and 11.11 of [15]).
Let A be a separable stably projectionless simple C∗-algebra. Recall that A has generalized
tracial rank at most one and write gTR(A) ≤ 1, if there exists e ∈ Ped(A)+ with ‖e‖ = 1 such
that eAe ∈ D (see 11.6 of [15]). It should be noted that, in the definition of D above, if we
assume that A is unital, and replace C0 by C, then gTR(A) ≤ 1 (see 9.1, 9.2 and 9.3 of [24]).
But condition (e 18.19) and constant fa are not needed. In the case K0(A)+ 6= {0} but A is not
unital, we may define gTR(A) ≤ 1, if for some nonzero projection e ∈ A, gTR(eAe) ≤ 1 (see
[24]).
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Definition 2.16. Let A ∈ D be as defined 2.15. If, in addition, for any integer n, D =Mn(D1)
for some D1 ∈ C0 such that
ψ(x) = diag(
n︷ ︸︸ ︷
ψ1(x), ψ1(x), ..., ψ1(x)) for all x ∈ F , (e 2.25)
where ψ1 : A→ D1 is an F-ε-multiplicative completely positive contractive linear map, then we
say A ∈ Dd.
Note that here, as in 8.3 and 9.2 of [15], the map T mentioned in 2.15 is also assumed to
exist and fa can be also chosen as d− η for any η > 0 with d as in (e 2.24) for a certain strictly
positive element a.
Remark 2.17. It follows from 10.4 and 10.7 of [15] that, if A ∈ D0, then A ∈ Dd. Moreover,
D1 can be chosen in C(0)0 , and if A ∈ D, then D1 can be chosen in C0. If A is a separable simple
C∗-algebra in D and A is tracially approximate divisible (in the sense of 10.1 of [15]), then
A ∈ Dd.
Definition 2.18. Throughout the paper, W is the separable simple C∗-algebra which is an
inductive limit of C∗-algebras in C00 with a unique tracial state which is first constructed in
[52]. It is proved in [16] that W is the unique separable simple C∗-algebra with finite nuclear
dimension which is KK-contractible and with a unique tracial state. Denote by τW the unique
tracial state of W.
Let A be a C∗-algebra and let τ be a nonzero trace of A. We say τ is a W-trace, if there
exists a sequence of approximately multiplicative completely positive contractive linear maps
ϕn : A→W such that
lim
n→∞ τW ◦ ϕn(a) = τ(a) for all a ∈ A. (e 2.26)
Definition 2.19. Let A and B be two separable C∗-algebras. Let κi : Ki(A) → Ki(B) be
a homomorphism (i = 0, 1), let κ♯ : Aff(T˜ (A)) → Aff(T˜ (A)) be a linear map and let κcu :
U(A˜)/CU(A˜) → U(B˜)/CU(B˜) (in case A or B is unital, we replace A˜ by A, or B˜ by B) be a
continuous homomorphism. We say κ0 and κ
♯ are compatible, if ρB(κ0(x))(τ) = κ
♯(ρA(x))(τ)
for all τ ∈ T˜ (B) and x ∈ K0(A). We say κ1 and κcu are compatible, if ΠBcu(κ1(x)) = κcu(ΠAcu(x))
for all x ∈ K1(A). We say κcu and κ♯ are compatible, if κcu(πρ,Aaff (f)) = πρ,Baff (κ♯(f)) for all
f ∈ Aff(T˜ (A)) (see the late part of 2.6). We say κ1, κcu and κ♯ are compatible if κ1 and κcu are
compatible and κcu and κ
♯ are compatible. We say κ0, κ1, κ
♯, κcu are compatible if κ0 and κ
♯
are compatible and κ1, κcu and κ
♯ are compatible. If κT : T˜ (B)→ T˜ (A) is the continuous cone
map induced by κ♯, then, we may use κT in the terminologies mentioned above.
Definition 2.20 (9.3 of [23]). Let A be a separable C∗-algebra. We say A has property (W),
if there is a map T : A1+ \ {0} → N × R+ \ {0} and a sequence of approximately multiplicative
completely positive contractive linear maps ϕn : A → W such that, for any finite subset H ⊂
A1+ \{0}, there exists an integer n0 ≥ 1 such that ϕn is exactly T -H-full (see 5.5 and 5.7 of [15])
for all n ≥ n0.
Let us end this section with following useful result.
Lemma 2.21 (Lemma 6.4 of [43]). Let ∆ be a Choquet simplex and f ∈ Aff+(∆) \ {0}. Put
S = {t ∈ R ·∆ : f(t) = 1}. Then there is an affine homeomorphism γ : ∆→ S such that
g(γ(t)) = g(t)/f(t) for all t ∈ ∂(∆) and g ∈ Aff(∆). (e 2.27)
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3 Comparison
Lemma 3.1. Let A be a C∗-algebra. Let a, b ∈ C([0, 1], A)+ \{0}. Suppose, for some 1 > d > 0
and t ∈ [0, 1], a(t) . (b(t) − d)+. Then, for any d/4 > ε > 0 (with ε < ‖a‖, ‖b‖), there exists
δ > 0 such that
fε(a)|[t−δ,t+δ]∩[0,1] . b|[t−δ,t+δ]∩[0,1] (e 3.1)
as elements in B := C([t− δ, t+ δ] ∩ [0, 1], A). Moreover, there is x ∈ B such that
((a− ε)+)|[t−δ,t+δ]∩[0,1] = x∗x and xx∗ ∈ Her(b|[t−δ,t+δ]∩[0,1]). (e 3.2)
Proof. Fix a and b be as above. Let d/4 > ε > 0. By the assumption, there is y ∈ A such that
‖y∗y− a(t)‖ < ε/16 and yy∗ ∈ Her((b(t)− d)+). Note fd/4(b(t))yy∗ = yy∗fd/4(b(t))= yy∗. There
is δ > 0 such that, for t′ ∈ [t− δ, t+ δ] ∩ [0, 1],
‖a(t)− a(t′)‖ < ε/16 and ‖b(t)− b(t′)‖ < ε/16. (e 3.3)
By Lemma 2.2 of [56] there are r1, r2 ∈ C([t − δ, t + δ] ∩ [0, 1], A), such that (a(t′) − ε/4)+ =
r1(t
′)∗y∗yr1(t′) and (b(t)−d/8)+ = r2((b(t′)−d/16)+)r∗2 for all t′ ∈ [t−δ1, t+δ1]∩[0, 1].Write c =
b(t). View y and c as a constant function in C([0, 1], A). One has, in B = C([t−δ, t+δ]∩[0, 1], A)
(a− ε/4)+ . y∗y and yy∗ . fd/4(c) . fd/16(b) on [t− δ, t+ δ] ∩ [0, 1]. (e 3.4)
It follows that there is z ∈ B such that
‖(a− ε/2)+ − z∗z‖ < ε/16 and zz∗ ∈ Her(fd/16(b)) on [t− δ, t+ δ] ∩ [0, 1]. (e 3.5)
By Lemma 2.2 of [56] again, there is r ∈ B such that (a− ε)+ = r∗(z∗z)r. Choose x = zr ∈ B.
Then (a− ε)+ = x∗x and xx∗ = zrr∗z∗ ∈ Her(b) on [t− δ, t+ δ] ∩ [0, 1].
Lemma 3.2. Let A be a separable simple C∗-algebra which has stable rank one. Let ε > 0.
Suppose that a ∈ A+\{0} and F ⊂ Her(a) is a finite subset. Suppose also that a is not invertible
and u ∈ H˜er(a) is a unitary. Then there exists a unitary v ∈ U0(H˜er(a)) such that
‖vb− ub‖ ≤ ε, ‖v∗bv − u∗bu‖ ≤ ε and ‖bv − bu‖ ≤ ε (e 3.6)
for all b ∈ F . Moreover, if there exists d ∈ A+ \ {0} such that da = ad = 0, The above holds
with ε = 0.
Proof. Choose 0 < d < ε/2 such that
‖fd(a)b− b‖ < ε/2 for all b ∈ F . (e 3.7)
Since a is not invertible, there exists c ∈ A+ \ {0} such that cfd(a) = fd(a)c = 0. Since A is
simple, Her(c)⊗K ∼= A⊗K, by [6]. Since A has stable rank one, so does Her(c) (see Corollary
3.6 of [7]). Therefore there exists u1 ∈ H˜er(c) such that [u1] = [u] in K1(A). We may write
u1 = 1
H˜er(c)
+ x for some x ∈ Her(c). Put u2 = 1A˜ + x. Again, since A has stable rank one,
we conclude that u∗2u ∈ U0(A˜). Choose v = u∗2u. One checks v satisfies the conclusion. The last
part of the statement also follows.
11
Theorem 3.3. Let A be a non-unital separable simple C∗-algebra which has stable rank one
and let a, b ∈ C([0, 1], A)+ \ {0}. Suppose that, for some 0 < d < 1/2,
a(t) . fd(b(t)) for all t ∈ [0, 1]. (e 3.8)
Then a . b in C([0, 1], A).
Proof. Without loss of generality, we may assume that ‖a‖, ‖b‖ = 1.
Fix d/8 > ε > 0. For each t ∈ [0, 1], choosing δ(t) > 0 so that the conclusion of 3.1 holds. By
a standard compactness, there is a δ > 0 such that the conclusion of 3.1 holds for all t ∈ [0, 1].
There exists a partition 0 = t0 < t1 < · · · tm = 1 such that
‖a(t) − a(ti)‖ < ε/64, ‖b(t) − b(ti)‖ < ε/64 for all t ∈ (ti−1, t1+i), i = 1, 2, ...,m. (e 3.9)
We may assume that 0 < ti − ti−1 = 2T < δ for all i. Let Ii = [ti−1, ti] and Bi = C(Ii, A).
Without loss of generality, we may further assume that ‖a(ti)‖ = ‖b(ti)‖ = 1, i = 0, 1, ...,m.
By 3.1, we may also assume that, there are xi ∈ Bi with ‖xi‖ ≤ 1 such that
(a(t)− ε/64)+|Ii = x∗ixi and xix∗i ∈ Her(fd(b)|Ii). (e 3.10)
Put Ci = Her(fd(b(ti))). Then
(xi(ti))
∗xi(ti) = (xi+1(ti))∗xi+1(ti) and (e 3.11)
xi(ti)(xi(ti))
∗∈ Ci, and xi+1(ti)(xi+1(ti))∗ ∈ Ci. (e 3.12)
Thus, by Lemma 2.4 of [9], for any ε/256 > η > 0, there is a unitary ui ∈ C˜i such that
‖xi(ti)− uixi+1(ti)‖ < η. (e 3.13)
By 3.2, we may assume that ui ∈ U0( ˜Her(fd(b(ti)))). Therefore there exists a continuous path
of unitaries {ui(t) : t ∈ [ti + T/4, ti + T/2]} such that ui(ti + T/4) = ui and ui(ti + T/2) = 1.
Now define r(t) as follows. On [t0, t1], define r(t) = x1(t). On [ti, ti+1], define
r(t) =

( ti+(T/4)−tT/4 )xi(ti) + (
t−ti
T/4 )uixi+1(ti) t ∈ [ti, ti + T/4];
ui(t)xi+1(ti) t ∈ (ti + T/4, ti + T/2];
xi+1(
4
3 (t− (ti + T/2)) + ti) t ∈ (ti + T/2, ti+1].
Note that r(ti) = xi(ti) and r(ti+1) = xi+1(ti+1). It follows that r(t) ∈ C([0, 1], A). On [t0, t1],
r(t)∗r(t) = x1(t)∗x1(t) = (a(t)− ε/64)+. On [ti, ti + T/4], using (e 3.13),
r(t)∗r(t) = (
ti + (T/4) − t
T/4
)2(xi(ti))
∗xi(ti) + (
t− ti
T/4
)2(xi+1(ti))
∗u∗i uixi+1(ti)
+(
ti + (T/4) − t
T/4
)(
t− ti
T/4
)(xi(ti))
∗uixi+1(ti) (e 3.14)
+(
ti + (T/4) − t
T/4
)(
t− ti
T/4
)(xi+1(ti))
∗u∗i xi(ti) (e 3.15)
≈4η (ti + (T/4) − t
T/4
)2(xi(ti))
∗xi(ti) + (
t− ti
T/4
)2(xi(ti))
∗xi(ti) (e 3.16)
+(
ti + (T/4) − t
T/4
)(
t− ti
T/4
)(xi(ti))
∗xi(ti) (e 3.17)
+(
ti + (T/4) − t
T/4
)(
t− ti
T/4
)(xi(ti))
∗xi(ti) (e 3.18)
= (xi(ti))
∗xi(ti). (e 3.19)
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On [ti + T/4, ti + T/2],
r(t)∗r(t) = (xi+1(ti))∗xi+1(ti). (e 3.20)
On [ti + T/2, ti+1],
r(t)∗r(t) = (xi+1(
4
3
(t− (ti + T/2)) + ti))∗xi+1(4
3
(t− (ti + T/2)) + ti). (e 3.21)
It follows that
‖(a − ε/64)+ − r(t)∗r(t)‖ < ε/64. (e 3.22)
It follows that there exists r0 ∈ C([0, 1], A) such that
r∗0r0 = (a− ε/16)+ and r0r∗0 ∈ Her(r∗r). (e 3.23)
Define c(t) ∈ C([0, 1], A) as follows. On [t0, t1], c(t) = b(t). On [ti, ti+1], define
c(t) =
{
b(ti) t ∈ [ti, ti + T/2];
b
(
4
3(t− (ti + T/2)) + ti
)
t ∈ [ti + T/2, ti+1]
(e 3.24)
We have that
‖c− b‖ < ε/64. (e 3.25)
There is r1 ∈ C([0, 1], A) such that
r∗1r1 = fd/4(c) and r1r
∗
1 ∈ Her(b). (e 3.26)
Now consider r(t)r(t)∗. On [t0, t1],
r(t)r(t)∗ = x1(t)(x1(t))∗. (e 3.27)
On [ti, ti + T/4],
r(t)r(t)∗ = (
ti + (T/4) − t
T/4
)2xi(ti)(xi(ti))
∗ + (
t− ti
T/4
)2uixi+1(ti))(xi+1(ti))
∗u∗i
+(
ti + (T/4) − t
T/4
)(
t− ti
T/4
)(xi(ti))(xi+1(ti))
∗u∗i (e 3.28)
+(
ti + (T/4) − t
T/4
)(
t− ti
T/4
)uixi+1(ti))(xi(ti))
∗. (e 3.29)
By (e 3.12)
xi(ti)xi(ti)
∗, xi+1(ti)(xi+1(ti))∗ ∈ Her(fd(b(ti))). (e 3.30)
Since ui ∈ ˜Her(fd(b(ti))), we conclude that
r(t)r(t)∗(fd(b(ti)))1/n → r(t)r(t)∗ (e 3.31)
uniformly on [ti, ti + T/4] as n→∞. In other words,
r(t)r(t)∗ ∈ Her(fd(c(t)) for all t ∈ [ti, ti + T/4]. (e 3.32)
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On [ti + T/4, ti + T/2], since c(t) = b(ti),
r(t)r(t)∗ = ui(t)xi+1(ti)(xi+1(ti))∗(ui(t))∗ ∈ Her(fd(c(t))). (e 3.33)
On [ti + T/2, ti+1],
r(t)r(t)∗ = (e 3.34)
(xi+1(
4
3
(t− (ti + T/2)) + ti))(xi+1(4
3
(t− (ti + T/2)) + ti))∗ ∈ Her(fd(c(t))). (e 3.35)
Combining (e 3.27), (e 3.32) and (e 3.35), we obtain that
rr∗ ∈ Her(fd(c)). (e 3.36)
By (e 3.23), (e 3.36) and (e 3.26), we conclude that
(a− ε/16)+ . b. (e 3.37)
It follows that a . b.
Lemma 3.4. Let A be a non-unital separable projectionless simple C∗-algebra with stable rank
one and with strictly comparison for positive elements and let a, b ∈ C([0, 1], A)+ \ {0}. Suppose
that T (A)
w
is compact and 0 6∈ T (A)w. If dτ (a(t)) < dτ (b(t)) for all t ∈ [0, 1] and for all
τ ∈ T (A)w, then
a . b.
Proof. We may assume that ‖a‖ = ‖b‖ = 1. Let 1/2 > ε > 0. Then, for any τ ∈ T (A)w and any
t ∈ [0, 1],
dτ ((a(t)− ε)+) = dτ (f2ε(a(t))) ≤ τ(fε(a(t))) < dτ (b(t)). (e 3.38)
Note that [0, 1]×T (A)w is compact. Moreover, dτ (b(t))− τ(fε(a(t))) is lower semicontinuous on
[0, 1] × T (A)w. Consider bn(t) = f1/n(b(t))). Let gn(t, τ) = τ(bn(t)) ∈ C([0, 1] × T (A)
w
). Then
gn(t, τ)− τ(fε(a(t)))ր dτ (b(t)) − τ(fε(a(t))) (as n→∞).
Therefore, for some n ≥ 1, gn(t, τ) > 0 for all (t, τ) ∈ [0, 1] × T (A)w. Therefore there is ε/2 >
d > 0 such that
dτ (fε(a(t))) < dτ (fd(b(t))) for all t ∈ [0, 1] and τ ∈ T (A)w. (e 3.39)
Since A has strict comparison for positive elements, for any t ∈ [0, 1], fε(a(t)) . fd(b(t)). By
3.3, we have fε(a) . b. Consequently,
a . b. (e 3.40)
Theorem 3.5. Let A and B be two non-unital separable projectionless simple C∗-algebra with
stable rank one and with strict comparison for positive elements. Suppose that Ped(A) = A and
Ped(B) = B. Let ϕ0, ϕ1 : A → B be two homomorphisms such that they map strictly positive
elements to strictly positive elements.
Suppose that (g1, a), (g2, b) ∈ (Mϕ0,ϕ1)+ \ {0} (recall (e 2.20) in Definition 2.14) such that
dτ (g1(t)) < dτ (g2(t)) for all τ ∈ T (B)w and for all t ∈ [0, 1], and (e 3.41)
dt(a) < dt(b) for all t ∈ T (A)w. (e 3.42)
Then (g1, a) . (g2, b) in Mϕ0,ϕ1 .
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Proof. Let 1/2 > ε > 0. As in the proof of 3.4, there exists ε/2 > δ > 0 such that
dτ (fε(g1(t))) < dτ (fd(g2(t))) for all t ∈ [0, 1], τ ∈ T (B)w and (e 3.43)
dt(fε(a)) < dt(fd(b)) for all t ∈ T (A)w. (e 3.44)
Since A has stable rank one with strict comparison for positive elements, there exists ra ∈ A
such that
fε(a) = r
∗
ara and rar
∗
a ∈ Her(fd(b)). (e 3.45)
Note that
ϕ0(fε(a)) = fε(g1(0)), ϕ1(fε(a)) = fε(g1(1)), (e 3.46)
ϕ0(fd(b)) = fd(g2(0)) and ϕ1(fd(b)) = fd(g2(1)). (e 3.47)
Let min{d/4, ε/4} > η > 0. Then, by 3.4, there exists rb(t) ∈ C([0, 1], B) such that
‖fε(g1)− r∗brb‖ < η2/4 and rbr∗b ∈ Her(fd(g2)). (e 3.48)
By replacing rb by rbfε(g1)
1/k for some large k, we may assume also that r∗brb ∈ Her(fε(g1)). In
particular,
‖ϕ0(ra)∗ϕ0(ra)− r∗b (0)rb(0)‖ < η2/4 and ‖ϕ1(ra)∗ϕ1(ra)− r∗b (1)rb(1)‖ < η2/4. (e 3.49)
Also
rb(0)
∗rb(0) ∈ Her(fε(g1(0))) = ϕ0(ra)∗Bϕ0(ra) and (e 3.50)
rb(1)
∗rb(1) ∈ Her(fε(g1(1))) = ϕ1(ra)∗Bϕ1(ra). (e 3.51)
Moreover, by (e 3.48),
rb(0)r
∗
b (0), ϕ0(ra)ϕ0(ra)
∗ ∈ Her(fd(g2(0))) and (e 3.52)
rb(1)r
∗
b (1), ϕ1(ra)ϕ1(ra)
∗ ∈ Her(fd(g2(1))). (e 3.53)
By applying Lemma 2.4 of [9], we obtain a unitary ui ∈ ˜Her(fd(g2(i))) (i = 0, 1) such that
‖rb(i)− uiϕi(ra)‖ < η/2, i = 0, 1. (e 3.54)
By applying 3.2, we may assume that ui ∈ U0( ˜Her(fd/2(g2(i))).
Choose 1/8 > δ0 > 0 such that, if |t− t′| < 3δ0,
‖gi(t)− gi(t′)‖ < η/4. (e 3.55)
Define
g3(t) =

g2(0) t ∈ [0, δ0],
g2((t− δ0)/(1 − 2δ0)) t ∈ [δ0, 1− δ0];
g2(1) t ∈ [1− δ0, 1].
(e 3.56)
Then
‖g3 − g2‖ < η/4. (e 3.57)
Note (g3, b) ∈Mϕ0,ϕ1 . Thus
‖(g3, b)− (g2, b)‖ < η/4. (e 3.58)
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It follows that there is x ∈Mϕ0,ϕ1 such that
x∗x = fd/4((g3, b)) = (fd/4(g3), fd/4(b)) and xx∗ ∈ Her((g2, b)). (e 3.59)
There are continuous paths of unitaries {u0(t) : t ∈ [0, δ0/2]} in ˜Her(fd/2(g2(0))) and {u1(t) :
t ∈ [1− δ0/2, 1]} in ˜Her(fd/2(g2(1))) such that u0(0) = 1, u0(δ0/2) = u0, u1(1− δ0/2) = u1 and
u1(1) = 1. Define y = (yb, ya) ∈Mϕ0,ϕ1 as follows ya = ra.
yb(t) =

u0(t)ϕ0(ra) t ∈ [0, δ0/2];
( δ0−tδ0/2 )u0ϕ0(ra) + (
t−δ0/2
δ0/2
)rb(0) t ∈ (δ0/2, δ0];
rb((t− δ0)/(1 − 2δ0)) t ∈ (δ0, 1− δ0];
( t−1+δ0δ0/2 )u1ϕ1(ra) + (
1−t−δ0/2
δ0/2
)rb(1) t ∈ (1− δ0, 1− δ0/2];
u1(t)ϕ1(ra) t ∈ (1− δ0/2, 1].
(e 3.60)
We check that y ∈Mϕ0,ϕ1 . On [0, δ0/2],
yb(t)
∗yb(t) = ϕ0(ra)∗ϕ0(ra). (e 3.61)
On [δ0/2, δ0], by (e 3.48) and (e 3.54),
y∗b (t)yb(t) = (
δ0 − t
δ0/2
)2ϕ0(ra)
∗ϕ0(ra) + (
t− δ0/2
δ0/2
)2rb(0)
∗rb(0) (e 3.62)
+(
δ0 − t
δ0/2
)(
t− δ0/2
δ0/2
)ϕ0(ra)
∗u∗0rb(0) (e 3.63)
+(
δ0 − t
δ0/2
)(
t− δ0/2
δ0/2
)rb(0)
∗u0ϕ0(ra) (e 3.64)
≈η (δ0 − t
δ0/2
)2rb(0)
∗rb(0) + (
t− δ0/2
δ0/2
)2rb(0)
∗rb(0) (e 3.65)
+(
δ0 − t
δ0/2
)(
t− δ0/2
δ0/2
)rb(0)
∗rb(0) + (
δ0 − t
δ0/2
)(
t− δ0/2
δ0/2
)rb(0)
∗rb(0) (e 3.66)
= rb(0)
∗rb(0). (e 3.67)
On [δ0, 1− δ0],
y∗b (t)yb(t) = r
∗
b ((t− δ0)/(1 − 2δ0))rb((t− δ0)/(1 − 2δ0)). (e 3.68)
On [1− δ0, 1− δ0/2], as on [δ0/2, δ0],
y∗b (t)yb(t) ≈η/2 rb(1)∗rb(1). (e 3.69)
On [1− δ0/2, 1],
y∗b (t)yb(t) = ϕ1(ra)
∗ϕ1(ra). (e 3.70)
Combining (e 3.61), (e 3.67), (e 3.68), (e 3.69), (e 3.70) and (e 3.48),
‖y∗y − fε(g1, a)‖ < 2η (e 3.71)
We also compute that yb(t)yb(t)
∗ ∈ Her(fd/2(g3)). It follows that
yy∗ ∈ Her(fd/2(g3, b)). (e 3.72)
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Let z = xy. Then, by (e 3.72) and (e 3.59),
z∗z = y∗x∗xy = y∗fd/4((b, g3))y = y∗y and zz∗ = xyy∗x∗ ∈ Her((b, g2)). (e 3.73)
Thus
‖z∗z − fε((a, g1))‖ < 2η. (e 3.74)
This implies that fε((g1, a)) . (g2, b) for all 1/2 > ε > 0. It follows that (g1, a) . (g2, b).
Lemma 3.6. Let A be a non-unital but σ-unital C∗-algebra and let u ∈ M(A). Suppose that
A has almost stable rank one. Then, for any finite subset F ⊂ A and ε > 0, there is a unitary
v ∈ A˜ such that
vav∗ ≈ε uau∗ for all a ∈ F . (e 3.75)
Proof. Without loss of generality, we may assume that there is e1 ∈ A with 0 ≤ e1 ≤ 1 such that
e1x = xe1 = x for all x ∈ F . We may also assume that F ⊂ A1. Choose δ > 0 such that, for any
pair of positive elements a, b ∈ C1 (in any C∗-algebra C), ‖a1/2 − b1/2‖ < ε/4 if ‖a − b‖ < δ.
Put δ1 = min{δ, ε}/4.
Let Z = ue
1/2
1 ∈ A. Since A has almost stable rank one, there is an invertible element z ∈ A˜
such that ‖z − Z‖ < δ1/4. Note that, for x ∈ F ,
zxz∗ ≈δ1/2 ue1/21 xe1/21 u∗ = uxu∗.
Also z∗z ≈δ1/2 e1/21 u∗ue1/21 = e1. It follows that
‖(z∗z)1/2 − e1/21 ‖ < ε/4. (e 3.76)
Write z = v(z∗z)1/2 as a polar decomposition of z in A˜. One estimates that, for all x ∈ F ,
vxv∗ = ve1/21 xe
1/2
1 v
∗ ≈ε/2 v(z∗z)1/2x(z∗z)1/2v∗
= zxz∗ ≈δ1 uxu∗.
4 W-traces
Theorem 4.1. Let ∆ be a compact convex set and let G be a countable abelian subgroup of
Aff(∆). Suppose that G ∩Aff+(T (∆)) = {0}. Then there exists t ∈ ∆ such that g(t) = 0 for all
g ∈ G.
Proof. Let S+ = {f ∈ Aff(∆) : f(x) > 0 for all x ∈ ∆} = Aff+(∆) \ {0}. It is an open
convex set of Aff(∆). Let G1 be the convex hull of G. Note that, if g1, g2 ∈ G and r ∈ Q with
0 < r < 1, then rg1 + (1 − r)g2 6∈ S+. To see this, we note that there is an integer m ≥ 1 such
that mr and m(1 − r) are both integers. In other words, m(rg1 + (1 − r)g2) ∈ G. Therefore
m(rg1 + (1 − r)g2) 6∈ S+. Hence rg1 + (1 − r)g2 6∈ S+. Since S+ is open, this implies that
G1 ∩ S+ = ∅.
By the Hahn-Banach separating theorem, there is a real continuous linear functional f on
Aff(∆) and r0 ∈ R such that
f(s) < r0 ≤ f(g) for all s ∈ S+ and g ∈ G1. (e 4.1)
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If f(g) ≥ r0, then f(−g) ≤ −r0. Note that, if g ∈ G, then mg ∈ G for any m ∈ Z. Hence
mf(g) ≥ r0 for all m ∈ Z. It follows that f(g) = 0 for all g ∈ G and r0 ≤ 0.
By (e 4.1),
−f(s) > −r0 ≥0 for all s ∈ S+. (e 4.2)
Let f ′ = −f. Since Aff+(∆) = S+ ∪ {0} ⊂ S+,
f ′(s) ≥ 0 for all s ∈ Aff+(∆). (e 4.3)
In other words, f ′ is positive on Aff(∆). Let f1 = f ′/‖f ′‖. Then f1(1∆) = 1. Consider Aff(∆) ⊂
C(∆). By the Hahn-Banach extension theorem there is a linear functional f¯1 on C(∆) such that
(f¯1)|Aff(∆) = f1, and ‖f¯1‖ = ‖f1‖ = 1. Since ‖f¯1‖ = f¯1(1∆) = 1, f¯1 is a positive functional (see
Proposition 3.1.4 of [49]), and therefore it is a state of C(∆). Let S(C(∆)) be the state space.
Then it is compact and convex. By The Krein-Milman Theorem, f¯1 is the limit of µn, where
µn =
∑m(n)
i=1 αn,iρn,i, 0 ≤ αn,i ≤ 1 are positive numbers with
∑m(n)
i=1 αn,i = 1, and ρi,n are pure
states of C(∆). Note that, for each i and n, there is ti,n ∈ ∆ such that ρi,n(a) = a(ti,n) for all
a ∈ C(∆). Since ∆ is convex, τn =
∑m(n)
i=1 αi,nti,n ∈ ∆. Then a(τn) = a(µn). Since ∆ is compact,
we conclude that there is τ ∈ ∆ such that
f¯1(a) = a(τ) for all a ∈ Aff(∆). (e 4.4)
We have just shown that
g(τ) = 0 for all g ∈ G. (e 4.5)
Corollary 4.2 (compare with Corollary A.7 of [16]). Let A ∈ D be a separable simple C∗-algebra
with continuous scale. Then, there exists to ∈ T (A) such that ρA(x)(to) = 0 for all x ∈ K0(A).
Proof. By 11.5 and 11.8 of [15], A has stable rank one and Cu(A) = LAff+(T (A)). It follows
from Corollary A.7 of [16], ρA(K0(A))∩Aff+(T (A)) = {0}. By Theorem 4.1, there is to ∈ T (A)
such that ρA(x)(t0) = 0 for all x ∈ K0(A).
Corollary 4.3. Let C ∈ C0. Then there is an injective homomorphism h : C → W (see 2.18)
which maps strictly positive elements to strictly positive elements.
Proof. Note, by 3.4 of [23], λs > 0 (see also (see 2.9)). Hence 0 6∈ T (C)w. Note T (C)w is a com-
pact convex subset of T0(C). Let ρC : K0(C) → Aff(T (C)w) be the canonical homomorphism.
By Theorem 4.1, there exists τ ∈ T (C)w such that ρC(x)(τ) = 0. Choose a strictly positive
element eC ∈ C+ with ‖eC‖ = 1 such that
t(eC) ≥ λs(C)/2 > 0 for all t ∈ T(C) (e 4.6)
(see 2.9). Let τn ∈ T(C) such that τn → τ in the weak *-topology. Then
τ(eC) ≥ λs(C)/2. (e 4.7)
Put τ0 = τ/‖τ‖. Then τ0 ∈ T(C). It follows that ρC(x)(τ0) = 0 for all x ∈ K0(C). Recall that C
has stable rank one (see, for example Proposition 3.3 of [24]). Define Γ : Cu∼(C)→ Cu∼(W) =
{0} ⊔ R ∪ {+∞} as follows (where 0 is the zero in K0(W)): Let x = [a] − n[1C˜ ] ∈ Cu∼(C),
where [a] ∈ Cu(C˜) such that [πC(a)] = n[1C˜ ]. Note that if x is an element in K0(C), then
dτ0([a]) − n = 0. Define Γ(x) = 0 for x ∈ K0(C), and define Γ(x) = dτ0(a) − n ∈ Cu∼(W ) for
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those x for which [a] is not a compact element in Cu∼(C˜). It follows that Γ is a morphism in
Cu. By Theorem 1.0.1 of [53], there is a homomorphism h1 : C → W such that Cu(h) = Γ.
Let h(e) = c ∈ W. Since cWc ∼= W, we may assume that h maps strictly positive elements to
strictly positive elements.
Theorem 4.4. Let A ∈ D be a separable simple C∗-algebra with continuous scale. Then A has
at least one W-tracial state. Moreover, A has property (W), i.e., there is a map T : A+ \ {0} →
N×R+\{0} and a sequence of approximately multiplicative completely positive contractive linear
maps ϕn : A → W such that, for any finite subset H ⊂ A+ \ {0}, there exists n0 ≥ 1 such that
ϕn is exactly T -H-full for all n ≥ n0, and there exists a tracial state τ ∈ T (A) such that
τ(a) = lim
n→∞ tW ◦ ϕn(a) for all a ∈ A.
Proof. It follows from 9.2 of [15] that, for any 1/2 > η > 0, we may choose fe > 1− η in 2.9. By
2.9, we obtains two sequences of mutually orthogonal C∗-subalgebras Bn, Cn ⊂ A, Bn = anAan
for some positive elements an ∈ A with ‖an‖ = 1, Cn ∈ C0, and two sequences of completely
positive contractive linear maps ϕn,0 : A→ Bn and ϕn,1 : A→ Cn such that ϕn,0(A) ⊥ Cn,
lim
n→∞ ‖x− (ϕn,0(x) + ϕn,1(x))‖ = 0 for all x ∈ A, (e 4.8)
lim
n→∞ ‖ϕn,i(xy)− ϕn,i(x)ϕn,i(y)‖ = 0 for all x, y ∈ A, i = 0, 1, (e 4.9)
lim
n→∞ sup{dτ (an) : τ ∈ T (A)} = 0 and (e 4.10)
τ(f1/2(ϕn,1(e))) > 1− η for all τ ∈ T (Cn). (e 4.11)
Let bn = f1/2(ϕn,1(e)) ∈ Cn. Then 0 ≤ en ≤ 1. The inequality (e 4.11) implies that
inf{τ(bn) : τ ∈ T (Cn)} > 1− η. (e 4.12)
Hence λs(Cn) > 1 − η. It follows from Corollary 4.3 there exists, for each n, a sequence of ho-
momorphisms ψn : Cn →W which maps strictly positive elements to strictly positive elements.
Define Φn = ψn ◦ ϕn,1 : A → W. Then Φn is a completely positive contractive linear maps
satisfying the following:
lim
m→∞ ‖Φm(xy)− Φm(x)Φm(y)‖ = 0 for all x, y ∈ A, (e 4.13)
lim
m→∞ ‖Φm(x)‖ = ‖x‖ for all x ∈ A and (e 4.14)
lim
m→∞ τW (f1/2(Φm(e))) ≥ (1− η). (e 4.15)
Note that this holds for each 1/2 > η > 0. Choose ηn → 0, then we may further assume that,
there exists an increasing sequence {en} of positive elements with 0 ≤ en ≤ 1 such that, in the
above, we have
lim
n→∞ τW (Φm(em)) = 1. (e 4.16)
Then, by passing to a subsequence, we may assume that there exists a tracial state τ ∈ T (A)
such that
lim
n→∞ τW (Φm(a)) = τ(a) for all a ∈ A. (e 4.17)
The last part of the statement follows from the first part and the last of Lemma 5.7 of [15].
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Theorem 4.5. Let C be a separable amenable C∗-algebra with the property (W), let A be a
separable simple C∗-algebra with continuous scale which satisfies the UCT, and has the property
(W), and let κ ∈ KL(C,A). Then there exists a sequence of completely positive contractive linear
maps {ϕn} from C to A⊗Mm(n) (for some integers m(n)) such that
lim
n→∞ ‖ϕn(a)ϕn(b)− ϕn(ab)‖ = 0 for all a, b ∈ C, (e 4.18)
[{ϕn}] = κ. (e 4.19)
Moreover, if C ∈ C0, then there exists an integer m ≥ 1 and a homomorphism h : C → A⊗Mm
such that
[h] = κ. (e 4.20)
Proof. It follows from 4.4 and 4.3 that C (in both cases) satisfies the condition stated in 9.3 of
[23]. Therefore the first part of the theorem follows from the combination of Theorem 10.8 and
12.5 of [23].
To see the second part, we note that K0(C) is a finitely generated free group and K1(C) =
{0}. Then we apply the fact that C is weakly semi-projective.
5 Range and Models
5.1. Let ∆ be any compact metrizable Choquet simplex, let G be any countable abelian group.
Let ρ : G→ Aff(∆) be any homomorphism satisfying the following condition
(*) for any g ∈ G, there is a τ ∈ ∆ such that ρ(g)(τ) ≤ 0.
In other words, ρ(G) ∩Aff+(∆) \ {0} = ∅ (recall that Aff+(∆) denotes the set of all continuous
affine functions f : ∆ → R such that f(τ) > 0 for any τ ∈ ∆ and zero of function). Note that
we include the case that ρ(G) = {0}.
In the first part of this section, we will assume that G is torsion free, and construct a stably
projectionless simple C∗-algebra A with continuous scale such that K0(A) = G, K1(A) = {0},
T (A) = ∆ and ρ
A
: K0(A)→ Aff(T (A)) is the map ρ : G→ Aff(∆), when one identifies K0(A)
with G, and T (A) with ∆. C∗-algebra A is an inductive limit of C∗-algebras An ∈ C0 of the
form
An = A(Fn, En, βn,0, βn,1) :=
{
(f, a) ∈ C([0, 1], En)⊕ Fn | βn,0(a) = f(0), βn,1(a) = f(1)
}
,
where Fn, En are finite dimensional C
∗-algebras, and βn,0, βn,1 : Fn → En are (not necessarily
unital) homomorphisms. The C∗-algebra An is sometime called an Elliott-Thomsen building
block.
Note that if βn,0 ⊕ βn,1 : Fn → En ⊕ En is injective, then the element a is completely
determined by f , so we can simply write (f, a) as f . In our construction, we will always be in
this situation.
Since the limit algebra A to be constructed is projectionless, in each step the algebra An
to be constructed, will be also stably projectionless. Our construction is similar to §13 of [24]
which is for the unital case.
5.2. Let us keep the notation in 13.1 and 13.2 of [24]. In particular, x∼k means {x, x, · · · , x︸ ︷︷ ︸
k
}
(see 13.1 of [24]). Let A be an Elliott-Thomsen building block. Denoted by Sp(A), the set
of the equivalence classes of all irreducible representations of A, and RF (A), the set of finite
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dimensional representations of A. As in 13.1 and 13.2 of [24], each element of RF (A) can be
regarded as a subset of Sp(A) with multiplicities. For any homomorphism ϕ : A → Mk(C), let
Sp(ϕ) = {x ∈ Sp(A); ker(ϕ)⊃ker(x)}.
Suppose that ϕ is (unitarily equivalent to) a direct sum of k1 copies of x1, k2 copies
of x2, ..., and ki copies of xi, where x1, x2, ..., xi ∈ Sp(A), then we will write SP (ϕ) :={
x∼k11 , x
∼k2
2 , · · · , x∼kii
}
. Note that if ϕ,ψ : A → Mk are two homomorphisms then ϕ and ψ
are unitarily equivalent if and only if SP (ϕ) = SP (ψ).
Let A = {i1, i2, ..., ik} ⊂ {1, 2, ..., n}. For x = (x1, x2, ..., xn), define
diagj∈A(xj) = diag(xi1 , xi2 , ..., xik)
to be a diagonal matrix. In particular, we use diag1≤j≤n(xj) to denote diag(x1, x2, · · · , xn)
We will adopt the following convention:
diag
(
diag(a, b),diag(c, d, e)
)
= diag(a, b, c, d, e),
diag
(
diag1≤i≤3(ai),diag1≤i≤2(bi)
)
= diag(a1, a2, a3, b1, b2),
diag
(
diag(a∼21 , a
∼3
2 , a3),diag(b1, b
∼3
2 )
)
= diag(a1, a1, a2, a2, a2, a3, b1, b2, b2, b2)
As in 13.1 and 13.2 of [24], for any two sub-homogeneous algebras A and B and a homo-
morphism ϕ : A → B, if θ ∈ Sp(B) represented by θ : B → Mk(C), then we use ϕ|θ to denote
θ ◦ ϕ : A→Mk(C).
5.3. Let us fix some notation for this section. Let Fn =
pn⊕
i=1
M[n,i](C), En =
ln⊕
i=1
M{n,i}(C), where
pn, ln, [n, i], {n, i} are positive integers which will be constructed later. Let βn,0, βn,1 : Fn → En
be two (not necessarily unital) homomorphisms. Put
An = A(Fn, En, βn,0, βn,1) =
{
(f, a) ∈ C([0, 1], En)⊕ Fn; βn,0(a) = f(0), βn,1(a) = f(1)
}
.
Write (f, a) ∈ An as (f1, f2, · · · , fln ; a1, a2, · · · , apn), where fi ∈ C
(
[0, 1],M{n,i}(C)
)
and ai ∈
M[n,i](C). Let ηn,i(t), θn,j ∈ Sp(An), 0 < t < 1, i = 1, 2, · · · , ln, j = 1, 2, · · · , pn, be defined as:
ηn,i(t)(f, a) = fi(t) ∈M{n,i}(C)⊂En; θn,j(t)(f, a) = aj ∈M[n,j](C)⊂Fn.
For t = 0 or 1, we also use the notation ηn,i(0) and ηn,i(1) with
ηn,i(0)(f, a) = fi(0) and ηn,i(1)(f, a) = fi(1).
But ηn,i(0), ηn,i(1) ∈ RF (An) (rather than in Sp(An)). Sometimes we use (f, a)(ηn,i(t)) and
(f, a)(θn,j) to denote ηn,i(t)(f, a) and θn,j(f, a), or simply use f(ηn,i(t)), f(θn,j) without a, as in
this paper, a is completely determined by f . (In the notation of [24], ηn,i(t) is denoted by tn,i
for t ∈ [0, 1].) Moreover, we may write
Sp(An) = (⊔lnj=1{ηn,j(t) : t ∈ (0, 1)}) ⊔ {θn,1, θn,2, ..., θn,pn}. (e 5.1)
Let δ > 0. Let S = (⊔lnj=1Sj) ∪ {θn,1, θn,2, ..., θn,pn}, and let Sj = {ηn,j(t) : t ∈ Tj ⊂ (0, 1)},
where Tj is a δ-dense subset of (0, 1). Then we say S is δ-dense in Sp(An). Let F ⊂ An \ {0}
be a finite subset. Then, for all sufficiently small δ, if S is δ-dense in An, then, for each f ∈ F ,
there exists s ∈ S, f(s) 6= 0.
21
Write (βn,0)∗, (βn,1)∗ : K0(Fn) = Zpn → K0(En) = Zln as bn0 = (bn0,ij), bn1 = (bn1,ij), with
bn0,ij ∈ N, bn1,ij ∈ N. (If there is no confusion, we may omit n from bn0 , bn1,ij etc. in the above
notation.) Then
ηn,i(0) =
{
θ
∼b0,i1
n,1 , θ
∼b0,i2
n,2 , · · · , θ∼b0,ipnn,pn
}
, ηn,i(1) =
{
θ
∼b1,i1
n,1 , θ
∼b1,i2
n,2 , · · · , θ∼b1,ipnn,pn
}
. (e 5.2)
By proposition 3.6 of [24] (note that the condition of unital is not used in the proof), if α0, α1 :
Fn → En satisfy
(α0)∗ = (βn,0)∗, (α1)∗ = (βn,1)∗ : K0(Fn)→ K0(En),
then A(Fn, En, α0, α1) = A(Fn, En, βn,0, βn,1) = An.
Let us introduce the following notation. For 1 ≤ j ≤ ln, let πEjn be the canonical projection
from En = ⊕lnk=1M{n,k}(C) to Ejn =M{n,j}(C) and let βjn,0 = πEjn ◦ βn,0 and β
j
n,1 = πEjn ◦ βn,1.
For convenience, we will always choose βn,0, βn,1 to satisfy the following condition (we can al-
ways do so without change the K-theory maps (βn,0)∗, (βn,1)∗ : K0(Fn)→ K0(En), and therefore
without change the algebra An):
(**) if (βjn,0)∗([1Fn ]) ≤ (βjn,1)∗([1Fn ]), then βjn,0(1Fn) ≤ βjn,1(1Fn) (that is βjn,0(1Fn) is a
sub-projection of βjn,1(1Fn)); and if (β
j
n,0)∗([1Fn ]) ≥ (βjn,1)∗([1Fn ]), then βjn,0(1Fn) ≥ βjn,1(1Fn).
In this notation max(βjn,0(1Fn), β
j
n,1(1Fn)) makes sense. Let Pn,j = 1Ejn−max(β
j
n,0(1Fn), β
j
n,1(1Fn)).
5.4. Let A = A(F,E, β0, β1) be with F = ⊕pi=1MRi(C), E = ⊕li=1Mri(C) and (β0)∗, (β1)∗ :
K0(F ) = Zp → K0(E) = Zl represented by matrices (b0,ij), (b1,ij). From 3.4 of [22] (see also
2.9),
λs(A) = min
i
{∑p
j=1 b0,ijRj
ri
,
∑p
j=1 b1,ijRj
ri
}
.
5.5. For C∗-algebra An = A(Fn, En, βn,0, βn,1) as in 5.3, we will fix a strictly positive element
eAn ∈ An defined by eAn = (f1, f2, · · · fln , a1, a2, · · · apn) with ai = 1F in ∈ F in and
fj(t) = (1− t)βjn,0(1Fn) + tβjn,1(1Fn) + t(1− t)Pn,j.
From the definition of Pn,j, we know that for 0 < t < 1,
rank(fj(t)) = rank(max(β
j
n,0(1Fn), β
j
n,1(1Fn))) + rank(Pn,j) = rank(E
j
n) = {n, j}.
Hence eAn is strictly positive. Let a
A
n := (f, g) ∈ An be defined by
g = 1Fn and f(t) = (1− t)βn,0(g) + tβn,1(g). (e 5.3)
Then aAn ≤ eAn . Note that aAn is not strictly positive element.
5.6. (Order unit and M large) Suppose that (G,∆, ρ) is as in 5.1 with the condition (*). Let us
assume that G is torsion free. Choose a countable dense subgroup G1 ⊂ Aff(∆) with 1∆ ∈ G1.
PutH = G⊕G1 and define ρ˜ : H → Aff(∆) by ρ˜((g, f))(τ) = ρ(g)(τ)+f(τ) for all (g, f) ∈ G⊕G1
and τ ∈ ∆. Define H+ \ {0} to be the set of elements (g, f) ∈ G⊕G1 with ρ˜((g, f))(τ) > 0 for
all τ ∈ ∆. Then (H,H+, 1∆) is a simple ordered group with Riesz interpolation property (see
13.9 of [24]). Following 13.9-13.12 of [24], write H as an inductive limit of
H ′1
γ′12−→ H ′2
γ′23−→ · · · −→ H (e 5.4)
of finite direct sum of copies of ordered group (Z,Z+). Let H ′n =
(
Zp
′
n ,Zp
′
n
+
)
with a p′n-tuple u˜′n
of positive integers as the order unit. Furthermore, γ′n,n+1(u˜
′
n) = u˜
′
n+1 and γ
′
n,∞(u˜′n) = 1∆.
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We will modify the order unit u˜n to a smaller one for future use. Since (H,H+) is a simple
Riesz group, we can assume that all maps γ′n,n+1 have multiplicity at least 3, i.e., aij ≥ 3
for all i, j, if γ′n,n+1 is represented by matrix
(
aij
)
p′n+1×p′n
. Consequently, the order unit u˜n =(
a1, a2, · · · , ap′n
) ∈ Zp′n satisfies ai ≥ 3 for all i provided n ≥ 2. We can assume this is true for all
n, since if it is not true for n = 1, then we simply drop the first term from the limit procedure.
Suppose u˜′n =
(
a1, a2, · · · , ap′n
) ∈ Zp′n . Choose u′n = (a1 − 2, a2, · · · , ap′n) ∈ Zp′n . The
assumption that γ′n,n+1 has multiplicities at least 3 implies that γ
′
n,n+1(u
′
n) < u
′
n+1. Now set
H ′n =
(
Zp
′
n ,Zp
′
n
+ , u
′
n
)
with the new order unit u′n. Note that γ′n,∞(u′n) < 1∆, and for any element
x ∈ H+ with x < 1∆, there is an integer n such that γ′n,∞(u′n) > x.
The inductive limit lim
(
H ′n, u′n, γ′n,m
)
of the scaled ordered groups has the following prop-
erty. For any n and M > 0, there is N such that if m > N , then γ′n,m is M -large in the fol-
lowing sense: suppose the matrix
(
aij
)
p′m×p′n represents γ
′
n,m and u
′
n = (x1, x2, · · · , xp′n), u′m =
(y1, y2, · · · , yp′m), then
aij ≥M, yi −
p′n∑
k=1
aikxk ≥M for 1 ≤ i ≤ p′m, 1 ≤ j ≤ p′n . (e 5.5)
We will also use the inductive limit system lim
(
H ′n, u˜′n, γ′n,m
)
which preserves the units.
Compare two inductive limit systems, writing lim
(
(H ′n, (H ′n)+, u′n), γ′n,m
)
= (H,H+,ΣH) and
lim
(
(H ′n, (H ′n)+, u˜′n), γ′n,m
)
= (H,H+,Σ1H), then
ΣH = {h ∈ H+, h < 1∆} and Σ1H = {h ∈ H+, h ≤ 1∆}. (e 5.6)
Furthermore γ′n,∞(u′n) < 1∆ and γ′n,∞(u˜′n) = 1∆.
For any fixed positive integer M, there is a positive integer N such that if n ≥ N , and we
write u′n = (b1, b2, · · · , bp′n) and u˜′n = (b1 + 2, b2, · · · , bp′n), then b1 ≥ 2M and
ρ˜(γ′n,∞(u
′
n)) ≥
b1
b1 + 2
ρ˜(γ′n,∞(u˜
′
n)) =
b1
b1 + 2
· 1∆ ≥ (1− 1/M) · 1∆. (e 5.7)
Let G′n = (γ′n,∞)−1(γ′n,∞(H ′n) ∩G). Then G′n⊂H ′n. Furthermore, G is the inductive limit of
G′1
γ′1,2|G′
1−→ G′2
γ′2,3|G′
2−→ · · · −→ G′n −→ · · · −→ G . (e 5.8)
Recall a subgroup G ⊂ H is called relatively divisible if g ∈ G, m ∈ N \ {0}, and h ∈ H such
that g = mh, then there is g′ ∈ G such that g = mg′. As in 13.12 of [24], Gn is a relatively
divisible subgroup of Hn, and Hn/Gn is a torsion free finitely generated abelian group. Write
Hn/Gn = Zl
′
n . We have the following diagram (see 13.12 of [24]).
G′1
γ′
12
|
G1 //
 _

G′2 // _

· · · // G _

H ′1
γ′
12 //

H ′2 //

· · · // H

H ′1/G
′
1
γ˜′
12 // H ′2/G
′
2
// · · · // H/G.
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In the process of the above construction, we will use subsequences ({k(n)}) and obtain the
following diagram:
G′k(1)
γ′
k(1),k(2)
|
Gk(1)//
 _

G′k(2) // _

· · · // G _

H ′k(1)
γ′
k(1),k(2) //

H ′k(2) //

· · · // H

H ′k(1)/G
′
k(1)
γ˜
k(10,k(2)// H ′k(2)/G
′
k(2)
// · · · // H/G.
Rewrite the above sequence as
G1
γ12 |G1 //
 _

G2 // _

· · · // G _

H1
γ12 //

H2 //

· · · // H

H1/G1
γ˜12 // H2/G2 // · · · // H/G.
(e 5.9)
Write Hn = Zpn (pn = p′k(n) as Hn = H
′
k(n)) and Hn/Gn = Z
ln (ln = l
′
k(n)), and write γn,n+1 =
γ′k(n),k(n+1) : Z
pn → Zpn+1 as cn,n+1 =
(
cn,n+1ij
)
1≤i≤pn+1,1≤j≤pn
, and write γ˜n,n+1 : Zln → Zln+1
as dn,n+1 =
(
dn,n+1ij
)
1≤i≤ln+1,1≤j≤ln
. In the case of no confusion, we will write cn,n+1 as c = (cij)
and dn,n+1 as d = (dij) (omitting n, n+ 1). Since Gn & Hn, we know that ln ≥ 1.
Hn = Zpn
γ
n,n+1 //
πn

Hn+1 = Zpn+1
πn+1

Hn/Gn = Zln
γ˜n,n+1// Hn+1/Gn+1 = Zln+1 .
We have
πn+1 · cn,n+1 = dn,n+1 · πn. (e 5.10)
5.7. (Construction of A1) Choose k(1) ≥ 1 such that u′k(1) := ([1, 1], [1, 2], · · · , [1, p′k(1)]) ∈ N
p′
k(1)
satisfies [1, 1] ≥ 2 · 8 = 16. Let H1 := H ′k(1), p1 := p′k(1), u1 := u′k(1) := ([1, 1], [1, 2], · · · , [1, p1]) ∈
H1 and u˜1 := ([1, 1] + 2, [1, 2], · · · , [1, p1]) ∈ H1. Then, by (e 5.7),
ρ˜(γ′k(1),∞(u1)) ≥ (1− 1/8) · 1∆
(that is, ρ˜(γ1,∞(u1)) ≥ (1− 1/8) · 1∆, after the diagram (e 5.9) is obtained). Recall we also have
γ′k(1),∞(u˜1) = 1∆. Let G1 = G
′
k(1) and π1 : H1 = Z
p1 → H1/G1 = Zl1 be the quotient map.
For a homomorphism Zk → Zl represented by a matrix B = (bij)1≤i≤l,1≤j≤k. We will use
|||B||| to denote maxi,j |bij | · k · l.
Let M1 = 2
4|||π|||. The map π1 can be written as the difference b11 − b10 of two maps
b10, b
1
1 : Z
p1 → Zl1 ,
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corresponding to two l1 × p1 matrices
b10 =
(
b10,ij
)
1≤i≤l1,1≤j≤p1, b
1
1 =
(
b11,ij
)
1≤i≤l1,1≤j≤p1 (e 5.11)
such that
b10,ij ≥M1 and b11,ij ≥M1 . (e 5.12)
(Later on we will define Mn+1 when we construct An+1.) Namely, we can construct b10 and b11
as below. Assume π1 : Zp1 → Zl1 is given by matrix
(
p1ij
)
1≤i≤l1,1≤j≤p1. Choose b
1
0 =
(
b10,ij
)
with
b10,ij = |pij|+M1 and b11,ij = b10,ij + pij. Then b10, b11 satisfy (e 5.12) and b11− b10 = π : Zp1 → Zl1 .
Recall that the unit u′1 ∈ H ′1 = H1 can be written as
([1, 1], [1, 2], · · · , [1, p1]) ∈ Np1 . (e 5.13)
Since b10,ij ≥M1, b11,ij ≥M1, we have
|b11,ij − b10,ij| ≤
1
p1l1
|||π||| ≤ 1
16
· 1
2
M1 ≤ 1
32
min(b10,ij , b
1
1,ij).
Consequently, max(b10,ij, b
1
1,ij) ≤ (1 + 132)min(b10,ij , b11,ij). Hence
(1 +
1
8
)
p1∑
j=1
max(b10,ij , b
1
1,ij)[1, j] ≤ (1 +
1
8
)(1 +
1
32
)
p1∑
j=1
min(b10,ij , b
1
1,ij)[1, j]
≤
(1 + 1
4
)
p1∑
j=1
min(b10,ij, b
1
1,ij)[1, j]
 − 1. (e 5.14)
By (e 5.14), one may choose an integer {1, i} such that
(1 +
1
8
)
p1∑
j=1
max(b10,ij, b
1
1,ij)[1, j] ≤ {1, i} ≤ (1 +
1
4
)
p1∑
j=1
min(b10,ij , b
1
1,ij)[1, j]. (e 5.15)
Let F1 =
⊕p1
i=1M[1,i](C), E1 =
⊕pl1
i=1M{1,i}(C), and β1,0, β1,1 : F1 → E1 be defined by
β1,0(a1 ⊕ a2 ⊕ · · · ⊕ ap1) = ⊕l1i=1diag
(
a
∼b10,i1
1 , a
∼b10,i2
2 , · · · , a
∼b10,ip1
p1
)
and
β1,1(a1 ⊕ a2 ⊕ · · · ⊕ ap1) = ⊕l1i=1diag
(
a
∼b11,i1
1 , a
∼b11,i2
2 , · · · , a
∼b11,ip1
p1
)
.
Evidently, β1,0 ⊕ β1,1 : F1 → E1 ⊕ E1 is injective. Then
(β0,1)∗ = b10 and (β1,1)∗ = b
1
1 : K0(F1) = Z
p1 → K0(E1) = Zl1 .
Define
A1 = A
(
F1, E1, β1,0, β1,1
)
=
{
(f, a) ∈ C([0, 1], E1)⊕ F1:β1,0(a) = f(0), β1,1(a) = f(1)
}
.
ThenK0(A1) = G1 andK0(F1) = H1, and the quotient map π
A
1 : A1 → F1 defined by πA1 (f, a) =
a induces (πA1 )∗ : K0(A1) = G→ K0(F1) = H1, which is the inclusion map.
By (e 5.15), we have
λs(A1) = min
i
{∑p1
j=1 b
1
0,ij · [1, j]
{1, i} ,
∑p1
j=1 b
1
1,ij · [1, j]
{1, i}
}
≥ 1/(1 + 1
4
) ≥ 3
4
.
.
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5.8. (Inductive assumption for An) Suppose that we have constructed An = A(Fn, En, βn,0, βn,1)
with
Fn = ⊕pnj=1M[n,j], En = ⊕lni=1M{n,i}(C), βn,0, βn,1 : Fn → En
such that the following conditions hold.
(a) K0(Fn) = Hn = H
′
k(n), K0(An) = Gn = G
′
k(n) and (for some k(n)) the quotient map
πAn : An → Fn induces the inclusion map from K0(An) = Gn to K0(Fn) = Hn. That is,
(πAn )∗ : K0(An) = Gn → K0(Fn) = Hn is an inclusion map.
(b) (βn,0)∗ = bn0 =
(
bn0,ij
)
1≤i≤ln,1≤j≤pn and (βn,1)∗ = b
n
1 =
(
bn1,ij
)
1≤i≤ln,1≤j≤pn with b
n
0,ij ≥
Mn, bn1,ij ≥Mn for a pre-given positive number Mn. (Note that (bn1 )− (bn0 ) = πn : K0(Fn) =
Hn = Zpn → K0(En) = Hn/Gn = Zln .
(c) The unit of K0(Fn) is un = u
′
k(n) := ([n, 1], [n, 2], · · · , [n, pn]) ∈ Npn with [n, 1] ≥ 2 · 8n.
As a consequence (see (e 5.7)),
ρ˜(γ′k(n),∞(un)) ≥ (1− 1/8n) · 1∆.
(Note that u˜n = ([n, 1] + 2, [n, 2], · · · , [n, pn]) ∈ Hn satisfies γ′k(n),∞(u˜n) = 1∆.)
(d) βn,0 and βn,1 satisfy the condition (**) in 5.3.
(e) (1+ 18n ) ·
∑pn
j=1max
{
bn0,ij , b
n
n,ij
}
[n, j] ≤ {n, i} ≤ (1+ 14n ) ·
∑pn
j=1min
{
bn0,ij , b
n
n,ij
}
[n, j] .
As a consequence, λs(An) > 1− 14n .
Note that the homomorphism πAn : An → Fn induces the following commutative diagram
K0(An)
ρAn //
(πAn )∗0

Aff(T0(An))
πAn
♯

K0(Fn)
ρFn // Aff(T0(Fn)).
From (a), when we identify K0(An) = Gn and K0(Fn) = Hn, the map (π
A
n )∗0 is identified with
the inclusion from Gn to Hn, we have
Gn
ρAn //
(πAn )∗0

Aff(T0(An))
πAn
♯

Hn
ρFn // Aff(T0(Fn)),
(e 5.16)
From bn0,ij ≥Mn > 0 in part (b), we know βn,0 is injective, hence βn,0 ⊕ βn,1 : Fn → En ⊕En is
injective.
We will construct An+1 = A
(
Fn+1, En+1, βn+1,0, βn+1,1
)
and a positive integer Mn+1, and
two homomorphisms ϕon,n+1, ϕn,n+1 : An → An+1 as below.
5.9. (The definition of An+1) Let
Ln+1 = 24(n+1) ·max
{{n, i} : 1 ≤ i ≤ ln} · nln . (e 5.17)
Recall that Hn = H
′
k(n) from the inductive limit system in (e 5.4) and H is a simple Riesz group.
There is k(n + 1) > k(n) such that the map γ′k(n),k(n+1) is Ln+1 large in the sense of (e 5.5) in
26
5.6. Write Hn+1 = H
′
k(n+1) = Z
pn+1 and represent the map γn,n+1 = γ
′
k(n),k(n+1) : Z
pn → Zpn+1
by matrix cn,n+1 =
(
cn,n+1ij
)
pn+1×pn . We further require that the unit
un+1 = u
′
k(n+1) :=([n+1, 1], [n+1, 2], · · · , [n+1, pn+1]) ∈ Npn+1 satisfies the condition [n+1, 1] ≥
2 · 8n+1 (see (c) in 5.8). Then we have
cn,n+1ij ≥ Ln+1 and [n+ 1, i]−
pn∑
k=1
cn,n+1ik [n, k] ≥ Ln+1. (e 5.18)
It follows from γ′k(n),k(n+1)(u˜
′
k(n)) = u˜
′
k(n+1), u˜n = u˜
′
k(n) = ([n, 1] + 2, [n, 2], · · · [n, pn]),
u˜n+1 = u˜
′
k(n+1) = ([n + 1, 1] + 2, [n + 1, 2], · · · [n+ 1, pn+1]) and (c) of 5.8 that
pn∑
j=1
cn,n+1ij [n, j] ≥ (1− 1/8n) · [n+ 1, i]. (e 5.19)
Write Gn+1 = G
′
k(n+1)⊂Hn+1 and writeHn+1/Gn+1 = Zln+1 . Suppose that the map γn,n+1 : Hn →
Hn+1 induces γ˜n,n+1 : Hn/Gn = Zln → Hn+1/Gn+1 = Zln+1 . Write γ˜n,n+1 = dn,n+1 =(
dn,n+1ij
)
ln+1×ln , where d
n,n+1
ij ∈ Z.
Set
Mn+1 = 24(n+1)ln · n · (|||dn,n+1|||+ 2) ·max
{{n, k}; 1 ≤ k ≤ ln} · |||πn+1|||, (e 5.20)
where πn+1 : Hn+1 = Zpn+1 → Hn+1/Gn+1 = Zln+1 is the quotient map and ||| · ||| is defined in
the end of 5.6.
We will construct the algebra An+1 as below (see 4.9 for similar construction of A1). Write
the map πn+1 : Hn+1 = Zpn+1 → Hn+1/Gn+1 = Zln+1 as a difference πn+1 = bn+11 − bn+10 of
two matrices bn+10 =
(
bn+10,ij
)
1≤i≤ln+1,1≤j≤pn+1 and b
n+1
1 =
(
bn+11,ij
)
1≤i≤ln+1,1≤j≤pn+1 satisfying
bn+10,ij ≥Mn+1, bn+11,ij ≥Mn+1 for all i, j (e 5.21)
Consequently,
|bn+11,ij − bn+10,ij | ≤
1
24(n+1)
min(bn+11,ij , b
n+1
0,ij ). (e 5.22)
As in the calculation in (e 5.14), we have
(1 +
1
8n+1
)
pn+1∑
j=1
max(bn+10,ij , b
n+1
1,ij )[n+ 1, j] ≤
(1 + 1
4n+1
)
pn+1∑
j=1
min(bn+10,ij , b
n+1
1,ij )[n+ 1, j]
 − 1.
One may then choose an integer {n+ 1, i} which satisfies
(1 +
1
8n+1
)
pn+1∑
j=1
max(bn+10,ij , b
n+1
1,ij )[n + 1, j] ≤ {n+ 1, i} (e 5.23)
≤ (1 + 1
4n+1
)
pn+1∑
j=1
min(bn+10,ij , b
n+1
1,ij )[n + 1, j]. (e 5.24)
Note from (e 5.10) we have(
bn+11 − bn+10
) · cn,n+1 = dn,n+1 · (bn1 − bn0 ) . (e 5.25)
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Let Fn+1 =
⊕pn+1
j=1 M[n+1,j] and βn+1,0, βn+1,1 : Fn+1 → E′n+1 be defined by
βn+1,0(a1 ⊕ a2 ⊕ · · · ⊕ apn+1) =
ln+1⊕
i=1
diag
(
a
∼bn+10,i1
1 , a
∼bn+10,i2
2 , · · · , a
∼bn+10,ipn+1
pn+1 , 0
∼k0
)
and
βn+1,1(a1 ⊕ a2 ⊕ · · · ⊕ apn+1) =
ln+1⊕
i=1
diag
(
a
∼bn+11,i1
1 , a
∼bn+11,i2
2 , · · · , a
∼bn+11,ipn+1
pn+1 , 0
∼k1
)
,
where k0 = {n + 1, i} −
∑pn+1
j=1 b
n+1
0,ij [n+ 1, j] and k1 = {n + 1, i} −
∑pn+1
j=1 b
n+1
1,ij [n+ 1, j]. Define
An+1 = A(Fn+1, En+1, βn+1,0, βn+1,1). Moreover
(βn+1,0)∗ = bn+10 , (βn+1,1)∗ = b
n+1
1 : K0(Fn+1) = Z
pn+1 → K0(En+1) = Zln+1
and K0(An+1) = Gn+1⊆K0(Fn+1) = Hn+1; K1(An+1) = 0. Therefore condition (a), (b), (c),
(d) and (e) (see (e 5.24)) in 5.8 for n+ 1 will follow. This ends the construction of An+1.
5.10. (Definition ψ and ψo) With An+1 constructed above we will construct two homomorphisms
ϕon,n+1, ϕn,n+1 : An → An+1. As notation introduced in 4.6, we have
Sp(An) = {θn,1, · · · , θn,pn} ∪ {ηn,1(t), · · · , ηn,ln(t), 0 < t < 1}.
To simplify the notation let us use c = (cij) to denote c
n,n+1 = (cn,n+1ij ) and d = (dij) to
denote dn,n+1 = (dn,n+1ij ). Let ψn,n+1 : Fn → Fn+1 be (not unital) homomorphism defined by
ψn,n+1(a1 ⊕ a2 ⊕ · · · ⊕ apn) =
pn+1⊕
i=1
diag(a∼ci11 , a
∼ci2
2 , · · · , a∼cipnpn , 0∼∼), (e 5.26)
where 0∼∼ denotes some suitable many copies of 0’s—to avoid introducing too many notation,
sometime we will not indicate how many copies (but it is usually easy to calculate, for example
it is [n + 1, i] −∑pnk=1 cik[n, k] copies here). Then (ψn,n+1)∗ = γ˜n,n+1 = c = (cij) : K0(Fn) →
K0(Fn+1).
Let ψo = An → Fn+1 be defined by ψo = ψn,n+1 ◦ πAn . Let
c′1j = c1j − (n− 1)
ln∑
i=1
bn0,ij for 1 ≤ j ≤ pn. (e 5.27)
By 5.8, (e 5.17), and (e 5.18),
c1,j > c
′
1j=c1,j − (n− 1)
ln∑
i=1
bn0,ij ≥ c1,j − (n− 1)lnmax{{n, i} : 1 ≤ i ≤ pn}
> c1,j − Ln,n+1
24(n+1)
> (1− 1
24(n+1)
)c1j . (e 5.28)
Define ψ : An → Fn+1 by sending f = (f1, f2 · · · , fln , a1, a2, · · · , apn) to ψ(f) := (b1, b2, · · · , bpn+1),
where
b1 = diag
(
f1(
1
n
), f1(
2
n
), · · · , f1(n− 1
n
), f2(
1
n
), f2(
2
n
), · · · f2(n− 1
n
),
· · · , fln(
1
n
), fln(
2
n
), · · · , fln(
n− 1
n
), a
∼c′11
1 , a
∼c′12
2 , · · · , a
∼c′1pn
pn , 0
∼∼) (e 5.29)
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(from (e 5.18) and (e 5.17),
∑ln
i=1(n− 1){n, i} +
∑pn
j=1 c
′
1j [n, k] < [n+ 1, 1]), and for i ≥ 2,
bi = diag(a
∼ci1
1 , a
∼ci2
2 , · · · , a∼cipnpn , 0∼∼). (e 5.30)
One should note that πn+1,i(ψ
o(f)) = πn+1,i(ψ(f)) for i ≥ 2, where πn+1,i : Fn+1 : Fn+1 → F in+1
is the projection map.
For each 0 ≤ t ≤ 1, define ψt : An → Fn+1 by sending f = (f1, f2 · · · , fln , a1, a2, · · · , apn) to
ψt(f) = (b
′
1, b
′
2, · · · , b′pn+1) with b′i = bi for i ≥ 2 (see (e 5.30)) and
b′1 = diag
(
f1(
1
n
(1− t)), · · · , f1(n− 1
n
(1− t)), f2( 1
n
(1− t)), · · · , f2(n− 1
n
(1− t)),
· · · , fln(
1
n
(1− t)), · · · , fln(
n− 1
n
(1− t)), a∼c′111 , a∼c
′
12
2 , · · · , a
∼c′1pn
pn
)
. (e 5.31)
When t = 0, b′1 = b1 (see e 5.29), and therefore ψ = ψ0. For t = 1,
b′1 = diag
(
f1(0)
∼(n−1), f2(0)∼(n−1), · · · , fln(0)∼(n−1), a∼c
′
11
1 , a
∼c′12
2 , · · · , a
∼c′1pn
pn
)
.
By (e 5.2) and the definition of c′1,j , we have SP (ψ1) = SP (ψ
o). Hence
KK(ψ) = KK(ψ0) = KK(ψ1) = KK(ψ
o) ∈ KK(An, Fn+1). (e 5.32)
5.11. (Definition of χ and µ) Recall d = (dij)ln+1×ln is the matrix which represents γ˜n,n+1 :
Hn/Gn = Z
ln → Hn+1/Gn+1 = Z ln+1 . For 1 ≤ j ≤ ln+1, 1 ≤ k ≤ ln, define
d˜jk =
{
|djk| if djk 6= 0
2 if djk = 0.
(e 5.33)
For 1 ≤ j ≤ ln+1, let Lj =
∑ln
k=1 d˜jk{n, k}.
Define χ : An →
⊕ln+1
j=1 MLj (C[0, 1]) by sending f = (f1, f2, · · · , fln , a1, a2, · · · , apn) to
χ(f) =
⊕ln+1
j=1 (Fj,1(t), Fj,2(t), · · ·Fj,ln(t)), where
Fjk(t) =

{fk(t)∼|djk |} if djk > 0,
{fk(1− t)∼|djk|} if djk < 0,
{fk(t), fk(1− t)} if djk = 0.
(e 5.34)
Evidently, χ is injective. For any 1 ≤ j ≤ ln+1, let πEj :
⊕ln+1
k=1 MLk(C[0, 1]) → MLj (C[0, 1]) be
the projection. Then for any 0 < t < 1
{ηn,i(t), ηn,i(1− t) : 1 ≤ i ≤ ln} ⊂ Sp((πEj ◦ χ)|t) ∪ Sp((πEj ◦ χ)|1−t). (e 5.35)
Define two subsets J0, J1 of the index set {1, 2, · · · , ln+1} by j ∈ J0 if and only if bn+10,j1 > bn+11,j1 ;
and j ∈ J1 if and only if bn+11,j1 > bn+10,j1 . (Note that if bn+10,j1 = bn+11,j1 , then j is in neither J0 nor J1.)
Let Bj = |bn+10,j1 − bn+11,j1 | and Kj = (n− 1)Bj ·
∑ln
i=1{n, i}.
Define µ : An →
⊕
j∈J0∪J1 MKj (C[0, 1]) by sending f = (f1, f2, · · · , fln , a1, a2, · · · , apn) to
µ(f) =
⊕
j∈J0∪J1(Gj,1(t), Gj,2(t), · · ·Gj,ln(t)), where
Gjk(t) =
{
diag
(
fk(
1
n(1− t))∼Bj , fk( 2n(1− t))∼Bj , · · · , fk(n−1n (1− t))∼Bj
)
if j ∈ J0,
diag
(
fk(
1
n t)
∼Bj , fk( 2n t)
∼Bj , · · · , fk(n−1n t)∼Bj
)
if j ∈ J1
(e 5.36)
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Note that, for j ∈ J0,
Gjk(0) = diag
(
fk(
1
n
)∼Bj , fk(
2
n
)∼Bj , · · · , fk(n − 1
n
)∼Bj
)
, Gjk(1) = diag(fk(0)
∼(n−1)Bj ), (e 5.37)
and, for j ∈ J1,
Gjk(0) = diag(fk(0)
∼(n−1)Bj ), Gjk(1) = diag
(
fk(
1
n
)∼Bj , fk(
2
n
)∼Bj , · · · , fk(n− 1
n
)∼Bj
)
. (e 5.38)
5.12. (Notations: κj0(θn,i), κ
j
1(θn,i), κ¯
j
0(θn,i), κ¯
j
1(θn,i)–the multiplicities of θn,i for certain homo-
morphisms)
Let ξo0 , ξ
o
1, ξ0, ξ1 : An → En+1 =
⊕ln+1
i=1 M{n+1,i}(C) be defined by ξ
o
0 = βn+1,0 ◦ ψo,
ξo1 = βn+1,1 ◦ ψo, ξ0 = βn+1,0 ◦ ψ and ξ1 = βn+1,1 ◦ ψ.
It will be convenient to introduce the following notations: for a homomorphism ϕ : A →
Ml(C[0, 1]), we use ϕ|0, ϕ|1 : A → Ml(C) to denote the map given by ϕ|0(a) = ϕ(a)(0) and
ϕ|1(a) = ϕ(a)(1).
For fixed 1 ≤ i ≤ ln+1, denote also πEi the projection from En+1 =
⊕ln+1
j=1 M{n+1,j}(C) to i-th
summand Ein+1 =M{n+1,i}(C), from
⊕ln+1
j=1 C([0, 1],MLj (C)) to i-th summand C([0, 1],MLi (C)),
or from
⊕ln+1
j=1 C([0, 1],MLj+Kj(C)) to i-th summand C([0, 1],MLi+Ki(C)).
In the next two lemmas, we will compare πEj ◦ ξo0 and πEj ◦ ξo1 with (πEj ◦ χ)|0 and πEj ◦ χ)|1;
and compare πEj ◦ ξ0 and πEj ◦ ξ1 with (πEj ◦ (χ⊕ µ))|0 and πEj ◦ (χ⊕ µ))|1.
Let f = (f1, f2, · · · , fln , a1, a2, · · · , apn). Up to conjugating unitaries, we may write
(πEj ◦ χ)|0(f) = diag(aκ
j
0(θn,1)
1 , a
κj0(θn,2)
2 , · · · , a
κj0(θn,pn )
pn , 0
∼∼),
(πEj ◦ χ)|1(f) = diag(aκ
j
1(θn,1)
1 , a
κj1(θn,2)
2 , · · · , a
κj1(θn,pn )
pn , 0
∼∼),
πEj ◦ ξo0(f) = diag(aκ¯
j
0(θn,1)
1 , a
κ¯j0(θn,2)
2 , · · · , aκ¯
j
0(θn,pn )
pn , 0
∼∼), and
πEj ◦ ξo1(f) = diag(aκ¯
j
1(θn,1)
1 , a
κ¯j1(θn,2)
2 , · · · , aκ¯
j
1(θn,pn )
pn , 0
∼∼).
(Here we use 0∼∼ to denote some 0’s without specifying how many copies.) The motivation of
the above notation is that θn,j is the representation of An by sending f to aj .
Lemma 5.13. For any 1 ≤ i ≤ pn, we have
κ¯j0(θn,i)− κj0(θn,i) = κ¯j1(θn,i)− κj1(θn,i) ≥ (1−
1
24(n+1)
)κ¯j0(θn,i). (e 5.39)
Proof. The equality will follows from (e 5.25), i.e.,
(
bn+11 − bn+10
) · cn,n+1 = dn,n+1 · (bn1 − bn0 ) .
To see this, we first note
(πEj ◦ χ)|0(f) =
diag
(
diag{k;djk>0}(fk(0)
∼djk ),diag{k;djk<0}(fk(1)
∼|djk |),diag{k;djk=0}(fk(0), fk(1))
)
and
(πEj ◦ χ)|1(f) =
diag
(
diag{k;djk>0}(fk(1)
∼djk ),diag{k;djk<0}(fk(0)
∼|djk |),diag{k;djk=0}(fk(1), fk(0))
)
.
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Note that κj0(θn,i) (and κ
j
1(θn,i) resp.) is the multiplicity of θn,i in SP ((π
E
j ◦ χ)|0) (and
SP ((πEj ◦χ)|1) rsp.). Also note that the homomorphism (f1, f2, · · · , fln , a1, a2, · · · , apn)→ fk(0)
defines ηn,k(0) ∈ SP (An) (see 5.3). Hence
SP ((πEj ◦ χ)|0) = {{ηn,k(0)∼djk ; djk > 0}, {ηn,k(1)∼|djk |; djk < 0}, {ηn,k(0), ηn,k(1) : djk = 0}.}
By (e 5.2), we have
κj0(θn,i) =
∑
{k; djk>0}
bn0,kidjk +
∑
{k; djk<0}
bn1,ki|djk|+
∑
{k; djk=0}
(bn0,ki + b
n
1,ki).
Similarly,
κj1(θn,i) =
∑
{k; djk>0}
bn1,kidjk +
∑
{k; djk<0}
bn0,ki|djk|+
∑
{k; djk=0}
(bn1,ki + b
n
0,ki).
Hence κj1(θn,i)− κj0(θn,i) =
∑ln
k=1(b
n
1,ki − bn0,ki)djk. On the other hand,
κ¯j0(θn,i) =
pn+1∑
k=1
bn+10,jk cki and κ¯
j
1(θn,i) =
pn+1∑
k=1
bn+11,jk cki. (e 5.40)
Hence
κ¯j1(θn,i)− κ¯j0(θn,i) =
pn+1∑
k=1
(bn+11,jk − bn+10,jk )cki.
That is, κj1(θn,i)−κj0(θn,i) is the ji-th entry of the matrix dn,n+1(bn1 −bn0 ); and κ¯j1(θn,i)− κ¯j0(θn,i)
is the ji-th entry of the matrix (bn+11 − bn+10 )cn,n+1. By (e 5.25), we have
κj1(θn,i)− κj0(θn,i) = κ¯j1(θn,i)− κ¯j0(θn,i) as desired.
Furthermore, it follows from bn+10,jk ≥Mn+1 that
κj0(θn,i) <
ln∑
k=1
(|djk|+ 2){n, k} ≤ 1
24(n+1)
Mn+1 ≤ 1
24(n+1)
bn+10,j1 ≤
1
24(n+1)
κ¯j0(θn,i). (e 5.41)
Hence the inequality in (e 5.39) also follows.
5.14. (Notations: σjk(ηn,i), σ¯
j
k(ηn,i), λ
j
k(θn,i), λ¯
j
k(θn,i) for k = 0, 1—the multiplicities of ηn,i(l/n)
and θn,i for certain homomorphisms)
Let f = (f1, f2, · · · , fln , a1, a2, · · · , apn). Then, for each fixed j, one may write
(πEj ◦(χ⊕µ))|0(f) = diag
(
f1(
1
n)
∼σj0(ηn,1), f1( 2n)
∼σj0(ηn,1), · · · , f1(n−1n )∼σ
j
0(ηn,1),
f2(
1
n)
∼σj0(ηn,2), · · · , f2(n−1n )∼σ
j
0(ηn,2); · · · , fln( 1n)∼σ
j
0(ηn,ln ), · · · , fln(n−1n )∼σ
j
0(ηn,ln ),
a
∼λj0(θn,1)
1 , a
∼λj0(θn,2)
2 , · · · , a∼λ
j
0(θn,pn )
pn , 0
∼∼
)
(πEj ◦(χ⊕µ))|1(f) = diag
(
f1(
1
n)
∼σj1(ηn,1), f1( 2n)
∼σj1(ηn,1), · · · , f1(n−1n )∼σ
j
1(ηn,1),
f2(
1
n)
∼σj1(ηn,2), · · · , f2(n−1n )∼σ
j
1(ηn,2), · · · , fln( 1n)∼σ
j
1(ηn,ln ), · · · , fln(n−1n )∼σ
j
1(ηn,ln ),
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a
∼λj1(θn,1)
1 , a
∼λj1(θn,2)
2 , · · · , a
∼λj1(θn,pn )
pn , 0
∼∼
)
(πEj ◦ξ0)(f) = diag
(
f1(
1
n )
∼σ¯j0(ηn,1), f1( 2n)
∼σ¯j0(ηn,1), · · · , f1(n−1n )∼σ¯
j
0(ηn,1),
f2(
1
n)
∼σ¯j0(ηn,2), · · · , f2(n−1n )∼σ¯
j
0(ηn,2); · · · , fln( 1n)∼σ¯
j
0(ηn,ln ), · · · , fln(n−1n )∼σ¯
j
0(ηn,ln ),
a
∼λ¯j0(θn,1)
1 , a
∼λ¯j0(θn,2)
2 , · · · , a
∼λ¯j0(θn,pn )
pn , 0
∼∼
)
(πEj ◦ξ1)(f) = diag
(
f1(
1
n )
∼σ¯j1(ηn,1), f1( 2n)
∼σ¯j1(ηn,1), · · · , f1(n−1n )∼σ¯
j
1(ηn,1),
f2(
1
n)
∼σ¯j1(ηn,2), · · · , f2(n−1n )∼σ¯
j
1(ηn,2); · · · , fln( 1n)∼σ¯
j
1(ηn,ln ), · · · , fln(n−1n )∼σ¯
j
1(ηn,ln ),
a
∼λ¯j1(θn,1)
1 , a
∼λ¯j1(θn,2)
2 , · · · , a∼λ¯
j
1(θn,pn )
pn , 0
∼∼
)
In particular, the multiplicities of fi(
1
n), fi(
2
n), · · · , fi(n−1n ), in each of the above four homomor-
phisms, are the same — this is why we use notation σj0(ηn,i) instead of σ
j
0(ηn,i(
l
n)).
Lemma 5.15. For all 1 ≤ i ≤ ln,
σ¯j0(ηn,i)− σj0(ηn,i) = σ¯j1(ηn,i)− σj1(ηn,i) ≤ min(bn+10,j1 , bn+11,j1 ); (e 5.42)
and for all 1 ≤ i ≤ pn,
λ¯j0(θn,i)− λj0(θn,i) = λ¯j1(θn,i)− λj1(θn,i) ≥ (1−
2
24(n+1)
)κ¯j0(θn,i).
Proof. By (e) of 5.8 (and [n, i] > 2), (e 5.17) and (e 5.18) as well as (e 5.40), for any 1 ≤ i ≤ pn,
we obtain
(n− 1)max(bn+10,j1 , bn+10,j1 )(
ln∑
k=1
bn0,ki) ≤ max(bn+10,j1 , bn+10,j1 )(
1
2
(n− 1)
ln∑
k=1
{n, k})
≤ min(bn+10,j1 , bn+10,j1 ) · c11 ·
1
24(n+1)
≤ 1
24(n+1)
min(κ¯j0(θn,i), κ¯
j
1(θn,i)). (e 5.43)
From the definition of ξ0, ξ1 (see the first paragraph ot 5.12) and (e 5.29) and (e 5.30)), we have
(πEj ◦ ξ0)(f) = diag
(
f1(
1
n )
∼bn+10,j1 , f1( 2n)
∼bn+10,j1 , · · · , f1(n−1n )∼b
n+1
0,j1 ,
f2(
1
n)
∼bn+10,j1 , · · · , f2(n−1n )∼b
n+1
0,j1 ; · · · , fln( 1n)∼b
n+1
0,j1 , · · · , fln(n−1n )∼b
n+1
0,j1 ,
a
∼(c′11bn+10,j1+
∑pn+1
k=2 ck1b
n+1
0,jk)
1 , a
∼(c′12bn+10,j1+
∑pn+1
k=2 ck2b
n+1
0,jk)
2 , · · · , a
∼(c′1pnb
n+1
0,j1+
∑pn+1
k=2 ckpnb
n+1
0,jk)
pn
)
(e 5.44)
Hence we always have σ¯j0(ηn,i) = b
n+1
0,j1 . Similarly, we have σ¯
j
1(ηn,i) = b
n+1
1,j1 . It follows that
σ¯j0(ηn,i) − σj0(ηn,i) ≤ bn+10,j1 and σ¯j1(ηn,i) − σj1(ηn,i) ≤ bn+11,j1 . So, for (e 5.42), it remains to show
that σ¯j0(ηn,i)− σj0(ηn,i) = σ¯j1(ηn,i)− σj1(ηn,i).
Combining (e 5.44), (e 5.27), and (e 5.40), we calculate (see also 5.14)
λ¯j0(θn,i) = c
′
1ib
n+1
0,j1 +
pn+1∑
k=2
ckib
n+1
0,jk = (c1i −
ln∑
k=1
bn0,ki)b
n+1
0,j1 +
pn+1∑
k=2
ckib
n+1
0,jk
=
pn+1∑
k=1
ckib
n+1
0,jk − (n− 1)bn+10,j1
( ln∑
k=1
bn0,ki
)
= κ¯j0(θn,i)− (n− 1)bn+10,j1
( ln∑
k=1
bn0,ki
)
. (e 5.45)
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Similarly,
λ¯j1(θn,i) = c
′
1ib
n+1
1,j1 +
pn+1∑
k=2
ckib
n+1
1,jk = κ¯
j
1(θn,i)− (n − 1)bn+11,j1
( ln∑
k=1
bn0,ki
)
. (e 5.46)
We will divide the proof into three cases: j /∈ J0 ∪ J1, j ∈ J0 and j ∈ J1.
Case 1: j /∈ J0∪J1. In this case, bn+10,j1 = bn+11,j1 , Kj = 0 and πEj ◦(χ⊕µ) = πEj ◦χ. Consequently
σj0(ηn,i) = 0 = σ
j
1(ηn,i), λ
j
0(θn,i) = κ
j
0(θn,i) and λ
j
1(θn,i) = κ
j
1(θn,i). (e 5.47)
Hence σ¯j0(ηn,i)− σj0(ηn,i) = bn+10,j1 = bn+11,j1 = σ¯j1(ηn,i)− σj1(ηn,i).
It follows from (e 5.47), bn+10,j1 = b
n+1
1,j1 , (e 5.45), (e 5.46), Lemma 5.13 and (e 5.43) that
λ¯j1(θn,i)− λj1(θn,i) = κ¯j0(θn,i)− (n− 1)bn+10,j1
( ln∑
k=1
bn0,ki
)− κj1(θn,i)
= λ¯j0(θn,i)− λj0(θn,i) (e 5.48)
= κ¯j0(θn,i)− κj0(θn,i)− (n− 1)bn+10,j1
( ln∑
k=1
bn0,ki
) ≥ (1− 2
24(n+1)
)κ¯j0(θn,i). (e 5.49)
Case 2: j ∈ J0. Let i ∈ {1, 2, · · · , ln}. By (e 5.37),
σj1(ηn,i) = 0 and σ
j
0(ηn,i) = Bj = b
n+1
0,j1 − bn+11,j1 . (e 5.50)
Recall that we have computed above that σ¯j0(ηn,i) = b
n+1
0,j1 and σ¯
j
1(ηn,i) = b
n+1
1,j1 . Thus (by (e 5.50))
σ¯j0(ηn,i)− σj0(ηn,i) = bn+10,j1 − (bn+10,j1 − bn+11,j1 ) = bn+11,j1 = σ¯j1(ηn,i)− σj1(ηn,i).
Now let i ∈ {1, 2, · · · , pn}. We will calculate λj0(θn,i), λj0(θn,i), λ¯j0(θn,i) and λ¯j1(θn,i). From (e 5.37)
(and (e 5.2)), we have that
SP ((πEj ◦ µ)|1) =
⋃
{ηn,k(0)∼(n−1)Bj ; 1 ≤ k ≤ ln} = {θ
(n−1)Bj
∑ln
k=1 b
n
0,ki
n,i ; 1 ≤ i ≤ pn},
and that SP ((πEj ◦ µ)|0) does not contain any θn,i.
Recall that λj1(θn,i) is the multiplicity of θn,i of the spectrum of (π
E
j ◦ (χ⊕ µ))|1. Hence
λj1(θn,i) = κ
j
1(θn,i) + (n− 1)Bj
ln∑
k=1
bn0,ki and λ
j
0(θn,i) = κ
j
0(θn,i). (e 5.51)
By (e 5.45), (e 5.46) and (e 5.51) as well as 5.13, we have
λ¯j0(θn,i)− λj0(θn,i) = κ¯j0(θn,i)− κj0(θn,i)− (n − 1)bn+10,j1
( ln∑
k=1
bn0,ki
)
= κ¯j1(θn,i)− κj1(θn,i)− (n − 1)bn+10,j1
( ln∑
k=1
bn0,ki
)
= κ¯1(θn,i)− κj1(θn,i)− (n− 1)(Bj + bn+11,j1 )
( ln∑
k=1
bn0,ki
)
= λ¯j1(θn,i)− λj1(θn,i).
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Also by (e 5.43) and Lemma 5.13, one estimates
λ¯j0(θn,i)− λj0(θn,i) = κ¯j0(θn,i)− κj0(θn,i)− (n − 1)bn+10,j1
( ln∑
k=1
bn0,ki
) ≥ (1− 2
24(n+1)
)κ¯j0(θn,i).
Case 3: j ∈ J1. This case is proved exactly the same as the case 2 but replacing (e 5.37) by
(e 5.38).
5.16. (Definition of ϕo, ϕ) Set
κj(i) = κ¯j0(θn,i)− κj0(θn,i) = κ¯j1(θn,i)− κj1(θn,i),
σj(i) = σ¯j0(ηn,i)− σj0(ηn,i) = σ¯j1(ηn,i)− σj1(ηn,i), and
λj(i) = λ¯j0(θn,i)− λj0(θn,i) = λ¯j1(θn,i)− λj1(θn,i).
Let ϕo : An → C([0, 1],
⊕ln+1
j=1 Mo(j)(C)) be the homomorphism defined by sending
f = (f1, f2, · · · , fln , a1, a2, · · · , apn) to
ϕo(f) =
ln+1⊕
j=1
diag(πEj ◦ χ(f), a∼κ
j(1)
1 , a
∼κj(2)
2 , · · · a∼κ
j(pn)
pn ), (e 5.52)
where o(j) = Lj+
∑pn
i=1 κ
j(i)[n, i]. Let ϕ : An → C([0, 1],
⊕ln+1
j=1 Mo′(j)(C)) be the homomorphism
defined by sending f = (f1, f2, · · · , fln , a1, a2, · · · , apn) to
ϕ(f) =
⊕ln+1
j=1 diag
(
(πEj ◦ (χ⊕ µ))(f), f1( 1n)∼σ
j(1), f1(
2
n)
∼σj (1), · · · , f1(n−1n )∼σ
j (1),
f2(
1
n)
∼σj (2), · · · , f2(n−1n )∼σ
j (2); · · · , fln( 1n )∼σ
j(ln), · · · , fln(n−1n )∼σ
j (ln),
a
∼λj(1)
1 , a
∼λj(2)
2 , · · · , a∼λ
j(pn)
pn
)
, (e 5.53)
where o′(j) = Lj +Kj + (n− 1)
∑ln
k=1 σ
j(k){n, k} +∑pni=1 λj(i)[n, i].
With the following lemma, both maps ϕo and ϕ can be regarded as maps from An to
C([0, 1], En+1) by adding suitably many copies of 0’s in the equations (e 5.52) and (e 5.53).
Lemma 5.17. We have the inequalities o(j) ≤ {n + 1, j} and o′(j) ≤ {n + 1, j} (see 5.16).
Furthermore, we have
λj(i) ≥ (1− 2
24(n+1)
)
pn+1∑
k=1
bn+10,jk cki and
pn∑
i=1
λj(i)[n, i] > (1− 2
4n+1
){n+ 1, j}. (e 5.54)
Proof. Recall (see 5.16) that κj(i) ≤ κ¯j0(θn,i), λj(i) ≤ λ¯j0(θn,i) ≤ κ¯j0(θn,i). Also from Lemma
5.15, σj(k) ≤ min(bn+10,j1 , bn+11,j1 ). By (e 5.17) and (e 5.18), we have
n
ln∑
k=1
σj(k){n, k} ≤ n
ln∑
k=1
min(bn+10,j1 , b
n+1
1,j1 ) ≤
1
24(n+1)
Ln+1min(bn+10,j1 , bn+11,j1 )
≤ 1
24(n+1)
c11min(b
n+1
0,j1 , b
n+1
1,j1 ) ≤
1
24(n+1)
[n+ 1, 1]min(bn+10,j1 , b
n+1
1,j1 ). (e 5.55)
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From the definition of Mn+1 (see (e 5.20)), we know that
ln+1∑
j=1
(Lj +Kj) ≤ 1
24(n+1)
Mn+1. (e 5.56)
Combining with (e 5.40), (e 5.20), (e 5.21), and (e 5.22), (and recall Lj =
∑ln
k=1 d˜jk{n, k}), we
have
o(j) = Lj +
pn∑
i=1
κj(i)[n, i] ≤ Lj +
pn∑
i=1
κ¯j0(θn,i)[n, i]
= Lj +
pn∑
i=1
pn+1∑
k=1
bn+10,jk cki[n, i] =
ln∑
k=1
d˜jk{n, k}+
pn+1∑
k=1
[n+ 1, k]bn+10,jk
≤Mn+1/24(n+1) +
pn+1∑
k=1
[n+ 1, k]bn+10,jk ≤ (1 +
2
24(n+1)
)
pn+1∑
k=1
min(bn+10,jk , b
n+1
1,jk )[n+ 1, k].
Combining (e 5.56), (e 5.20), and (e 5.55),
o′(j) = Lj +Kj + (n− 1)
ln∑
k=1
σj(k){n, k} +
pn∑
i=1
λj(i)[n, i]
≤ (1 + 2
24(n+1)
)
pn+1∑
k=1
min(bn+10,jk , b
n+1
1,jk )[n+ 1, k] + (n− 1)
ln∑
k=1
σj(k){n, k}
≤ (1 + 3
24(n+1)
)
pn+1∑
k=1
min(bn+10,jk , b
n+1
1,jk )[n+ 1, k].
In summary, we conclude from (e 5.24)
max(o(j), o′(j)) ≤ (1 + 3
24(n+1)
)
pn+1∑
k=1
min(bn+10,jk , b
n+1
1,jk )[n + 1, k] ≤ {n+ 1, j}.
The first inequality of (e 5.54) follows from Lemma 5.15 and (e 5.40). Using (e 5.19) and (e) in
5.8 (with n+ 1 in place of n), we calculate
pn∑
i=1
λj(i)[n, i] ≥ (1− 2
24(n+1)
)
pn+1∑
k=1
pn∑
i=1
bn+10,jk cki[n, i]
≥ (1− 2
24(n+1)
)(1 − 1
8n
)
pn+1∑
k=1
bn+10,jk [n+ 1, k]
≥ (1− 2
24(n+1)
)(1− 1
8n
)(1− 1
4n+1
){n + 1, j} > (1− 2
4n+1
){n + 1, j}.
From definition of ϕo and ϕ, we have
Lemma 5.18. SP (ϕo|0) = SP (ξo0), SP (ϕo|1) = SP (ξo1), SP (ϕ|0) = SP (ξ0) and
SP (ϕ|1) = SP (ξ1),
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Proof. Note that SP (πEj ◦ϕo|0) =
{
SP ((πEj ◦ χ)|0), θ∼κ
j(1)
n,1 , θ
∼κj(2)
n,2 , · · · , θ∼κ
j(pn)
n,pn
}
= SP (πEj ◦ξo0),
since κj(i) = κ¯j0(θn,i)− κj0(θn,i). The proof of other three parts are similar.
5.19. (Definition of ϕon,n+1 and ϕn,n+1) By the lemma above, there are unitaries V0, V1, U0, U1 ∈
En+1 such that AdV0 ◦ (ϕo|0) = ξo0, AdV1 ◦ (ϕo|1) = ξo1 , AdU0 ◦ (ϕ|0) = ξ0 and AdU1 ◦ (ϕ|1) = ξ1.
Since the unitary group of En+1 is path connected, there are two continuous paths of unitaries
V (t), U(t), 0 ≤ t ≤ 1 such that V (0) = V0, V (1) = V1, U(0) = U0 and U(1) = U1.
Now we define two homomorphisms ϕon,n+1, ϕn,n+1 : An → An+1 by
ϕon,n+1(f) = (AdV (·) ◦ ϕo)(f)⊕ ψo(f) ∈ An+1 ⊂ C([0, 1], En+1)⊕ Fn+1 and (e 5.57)
ϕn,n+1(f) = (AdU(·) ◦ ϕ)(f)⊕ ψ(f) ∈ An+1 ⊂ C([0, 1], En+1)⊕ Fn+1. (e 5.58)
Note that (Ad V(·) ◦ ϕo)(f)(0) = (AdV0 ◦ (ϕo|0))(f) = ξo0(f) = βn+1,0(ψo(f)) and
(Ad V(·)◦ϕo)(f)(1) = (AdV1◦(ϕo|1))(f) = ξo1(f) = βn+1,1(ψo(f)). That is, the image ϕon,n+1(f)
is in An+1 rather than C([0, 1], En+1) ⊕ Fn+1. Similarly, ϕn,n+1 is also a homomorphism from
An to An+1.
So the construction is completed. We obtain two inductive systems Ao = lim(An, ϕ
o
n,n+1)
and A = lim(An, ϕn,n+1). We will summarize the properties of ϕ
o
n,n+1 and ϕn,n+1 in 5.21, 5.25
and Lemma 5.27 below and use these properties to prove that A is a simple C∗-algebras, which
satisfies the desired properties in 5.1.
Before we present other properties of ϕon,n+1 and ϕn,n+1, let us pointed out that both of
them are injective, since χ is injective. Also let us rewrite part of property (c) in 5.8 as
(c’) ρ˜(γn,∞(un)) ≥ (1− 1/8n) · 1∆ (since γn,∞ = γ′k(n),∞).
5.20. (K-theory of ϕn,n+1) Let In = C0
(
(0, 1), En
)⊂An and In+1 = C0((0, 1), En+1)⊂An+1 be
ideals. From the definition of ϕon,n+1 we have the following diagram
An
ϕo
n,n+1 //
πAn

An+1
πAn+1

An/In = Fn
ψn,n+1// An+1/In+1 = Fn+1.
Note that K0(An) = Gn, K0(An+1) = Gn+1, K0(Fn) = Hn, K0(Fn+1) = Hn+1, and the maps
(πAn )∗ : K0(An)→ K0(Fn) = Hn and (πAn+1)∗ : K0(An+1)→ K0(Fn+1) = Hn+1
are inclusions. Also, recall that (ψn,n+1)∗ = γn,n+1 : Hn → Hn+1. Consequently, (ϕon,n+1)∗ =
γn,n+1|Gn : K0(An)→ K0(An+1). The inductive limit sequence
A1
ϕo
12 //

A2
ϕo
23 //

· · · // Ao

F1
ψ12 // F2
ψ23 // · · · // F
induces the inductive limit
K0(A1) = G1
γ12|G1 //

K0(A2) = G2
γ23|G2 //

· · · // K0(Ao) = G

K0(F1) = H1
γ12 // K0(F2) = H2
γ23 // · · · // K0(F ) = H .
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Hence K0(A
o) = G as a subgroup of K0(F ) = H.
On the other hand, πAn+1 ◦ ϕon,n+1 = ψo is homotopy equivalent to πAn+1 ◦ ϕn,n+1 = ψ (see
(e 5.32)). Thus we know that(
πAn+1 ◦ ϕn,n+1
)
∗ =
(
πAn+1 ◦ ϕon,n+1
)
∗ : K0(An) = Gn → K0(Fn+1) = Hn+1. Consequently,
(πAn+1)∗ ◦ (ϕn,n+1)∗ = (πAn+1)∗ ◦ γn,n+1|Gn . Since (πAn+1)∗ is an inclusion, we have (ϕn,n+1)∗ =
γn,n+1|Gn . Therefore, the inductive limit
A1
ϕ12−→ A2 ϕ23−→ A3 −→ · · · −→ A
also induces the K-theory maps
K0(A1) = G1
γ12|G1−→ K0(A2)
γ23|G2−→ A3 −→ · · · −→ K0(A) (or K0(Ao)).
Hence K0(A) = G = K0(A
o).
Lemma 5.21. A is a simple C∗-algebra.
Proof. Note by 5.15 and 5.16, λj(i) > 0. From (e 5.58) and (e 5.53), it follows that
{θn,i : 1 ≤ i ≤ pn} ⊂ Sp(ϕn,n+1|ηn+1,j(t)) for any 1 ≤ j ≤ ln+1, 0 < t < 1. (e 5.59)
Note that from (e 5.58), for any θ ∈ Sp(Fn+1), SP ((ϕn,n+1|)θ) = SP (ψ|θ) (see 5.2). It follows
from definition of ψ in 5.10 (see (e 5.29) and (e 5.30)), we have
{θn,i, 1 ≤ i ≤ pn} ⊂ Sp(ϕn,n+1|θn+1,j ) for all 1 ≤ j ≤ pn+1 (e 5.60)
and we have
{ηn,j(k
n
), θn,i : 1 ≤ i ≤ pn, 1 ≤ j ≤ ln, 1 ≤ k ≤ n− 1} ⊂ Sp(ϕn,n+1|θn+1,1). (e 5.61)
(In particular, see (e 5.29).)
From (e 5.53) (which tell us χ is a part of ϕ), (e 5.58) (which tell us for any t ∈ (0, 1)j ⊂
Sp(C([0, 1],M{n+1,j}(C))) also written as ηn+1,j(t), that SP ((ϕn,n+1)ηn+1,j (t)) = SP (ϕ|ηn+1,j (t))),
and (e 5.35), we know that for all 1 ≤ j ≤ ln+1,
{ηn,i(t), ηn,i(1− t) : 1 ≤ i ≤ ln} ⊂ Sp(ϕn,n+1|ηn+1,j (t)) ∪ Sp(ϕn,n+1|ηn+1,j(1−t)) . (e 5.62)
For the composition of two homomorphisms ϕ : A → B and ψ : B → C among three
sub-homogeneous algebras, it is well-known and easy to see that, for any x ∈ Sp(C), one has
Sp(ψ ◦ ϕ)|x =
⋃
y∈Sp(ψ|x) Sp(ϕ|y). We will repeatedly use this fact.
From (e 5.60), we have
{θn,i, 1 ≤ i ≤ pn} ⊂ Sp(ϕn,m|θm,j ) for all 1 ≤ j ≤ pm. (e 5.63)
From (e 5.62), we know that, for any m ≥ n+ 1 and 1 ≤ j ≤ lm,
{ηn,i(t), ηn,i(1− t) : 1 ≤ i ≤ ln} ⊂ Sp((ϕn,m|ηm,j (t)) ∪ Sp(ϕn,m|ηm,j (1−t)) . (e 5.64)
Fixed m+ 2 > m ≥ n. Let Z := {ηm,j( km), θm,i : 1 ≤ i ≤ pm, 1 ≤ j ≤ lm, 1 ≤ k ≤ m− 1}.
It follows from (e 5.64) and (e 5.63)
{ηn,j( k
m
), θn,i : 1 ≤ i ≤ pn, 1 ≤ j ≤ ln, 1 ≤ k ≤ m− 1} ⊂ ∪z∈ZSp(ϕn,m|z).
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(When n = m, we use the convention ϕn,n = id.) Apply (e 5.61) with m in place of n, we know
that Z ⊂ Sp(ϕm,m+1|θm+1,1). For any x ∈ Sp(Am+2), from (e 5.61) with m+ 1 in place of n, we
have θm+1,1 ⊂ Sp(ϕm+1,m+2|x). Hence
Sp(ϕn,m+2|x)⊃
{
ηn,i
(
k
m
)
; 1≤k≤m−1; 1≤i≤ln
}⋃{
θn,i; 1 ≤ i ≤ pn
}
. (e 5.65)
The latter is 1m dense in Sp(An) (see (e 5.1) and lines below that).
It is standard to show A is simple (see [11]). To see this, let a, b ∈ A1+. It suffices to show
that b is in the (closed) ideal generated by a. Let 1/2 > ε > 0. There is n ≥ 1 and a0 ∈ (An)1+
such that ‖ϕn,∞(a0)−a‖ < ε/4. It follows from Lemma 3.1 of [15] that there is r0 ∈ A such that
0 6= (ϕn,∞(a0)− ε/4)+ = r∗0ar0. (e 5.66)
Put a1 := (a0−ε/4)+ ∈ An. Choose an integerm′ > n and b1 ∈ Am′+ such that ‖ϕm′,∞(b1)−b‖ <
ε/4. By (e 5.1) and lines below that, we may assume that, for some m > n, and for any 1/m-
dense subset S of Sp(An), there is s ∈ S such that a1(s) > 0. Choose a such m, then by what
has been proved above (see (e 5.65)),
ϕn,m+2(a1)(x) > 0 for all x ∈ Sp(Am+2). (e 5.67)
By choosing a large m, we may assume that m > m′. It follows from Proposition 6.3 of [15] that
ϕn,m+2(a1) is full in Am+2. Therefore, there are x1, x2, ..., xK ∈ Am+2 such that
‖
K∑
i=1
x∗iϕn,m+2(a1)xi − ϕm′,m+2(b1)‖ < ε/4. (e 5.68)
This implies that (see (e 5.66))
‖
K∑
i=1
ϕm+2,∞(xi)∗r∗0ar0ϕm+2,∞(xi)− b‖ < ε. (e 5.69)
This shows that b is in the closed ideal generated by a, whence A is simple.
5.22. Let ∂e(T (A)) denote the space of extreme tracial states. It is well known (see Lemma
2.2 of [59]) that there is an one to one correspondence between Sp(An) and ∂e(T (An)) given
by sending the irreducible representation θ : An → Ml(C) to the extreme trace τθ defined by
τθ(a) = tr(θ(a)), where tr is the normalized trace on Ml(C). Using the calculation in 3.8 of
[24] (see [59] also), we know that Aff(T0(An)) (for the definition of T0(An), see 2.2) consists of
elements (g1, g2, · · · , gln , x1, x2, · · · , xn) ∈ C([0, 1],Rln )⊕ Rpn with the following condition
gj(0) =
1
{n, i}
pn∑
i=1
bn0,jixi[n, i] and gj(1) =
1
{n, i}
pn∑
i=1
bn1,jixi[n, i]. (e 5.70)
Note that the norm on Aff(T (An)) is given by
‖(g1, g2, · · · , gln , x1, x2, · · · , xn)‖ = max{ sup
1≤t≤1
|gj(t)|, |xi|; 1 ≤ j ≤ ln, 1 ≤ i ≤ pn}.
Let ψTn,n+1 : T0(Fn+1) → T0(Fn) and ψ♯n,n+1 : Aff(T0(Fn)) → Aff(T0(Fn+1)) be the affine
map induced by ψn,n+1 : Fn → Fn+1, and ϕTn,n+1 : T0(An+1) → T0(An) and let ϕ♯n,n+1 :
Aff(T0(An))→ Aff(T0(An+1)) be induced by ϕn,n+1 : An → An+1. Note that Fn is unital. There
is a unique element in Aff(T0(Fn)), denoted by 1T (Fn) such that 1T (Fn)(τ) = 1 for all τ ∈ T (Fn).
Even though Aff(T0(Fn)) and Aff(T0(Fn+1)) have a unit 1T (Fn) and 1T (Fn+1) respectively, ψ
♯
n,n+1
does not preserve the units, since ψn,n+1 is not unital.
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Lemma 5.23. (a) ψ♯n,n+1(1T (Fn)) ≥ (1 − 18n ) · 1T (Fn+1). (Equivalently, for any τ ∈ T (Fn+1),
‖ψTn,n+1(τ)‖ ≥ (1− 18n ).) Consequently, ψ♯n,m(1T (Fn)) ≥
(∏m−1
i=n (1− 18i )
)
·1T (Fm), for any m > n.
(b) Suppose that f ∈ Aff(T0(An)), with ‖f‖ ≤ 1 satisfying πA ♯n (f) ≥ α ·1T (Fn) ∈ Aff(T0(Fn))
for a certain α ∈ (0, 1], where πA ♯n : Aff(T0(An)) → Aff(T0(Fn)) is induced by πAn : An → Fn.
Then, for any τ ∈ T (An+1), ϕ♯n,n+1(f)(τ) ≥ (1− 24n+1 )α. Consequently, for aAn , eAn ∈ (An)+ (see
5.4), we have
ϕ♯n,n+1(ê
A
n)(τ) ≥ ϕ♯n,n+1(âAn)(τ) ≥ 1−
2
4n+1
for any τ ∈ T (An+1), and
ϕ♯n,m(ê
A
n)(τ) ≥ ϕ♯n,m(âAn)(τ) ≥
(
m−2∏
i=n
(1− 1
8i
)
)
(1− 2
4m
) for any m > n+ 1, (e 5.71)
where êAn and âAn are the elements in Aff(T0(An)) corresponding to e
A
n and a
A
n respectively.
(Also, for any τ ∈ Tˆ (An+1), ‖ϕTn,n+1(τ)‖ ≥ (1− 24n+1 ).) Furthermore, for any τ ∈ T (A),
ϕ♯n,∞(êAn)(τ) ≥ ϕ♯n,∞(âAn)(τ) ≥
∞∏
i=n
(1− 1
8i
) ≥ (1− 1
4n
). (e 5.72)
Proof. (a) We only need to show ψ♯n,n+1(1T (Fn))(τ) = ψ
T
n,n+1(τ)(1Fn)≥ 1− 1/8n for τ ∈ ∂e(T (Fn+1)).
Let τ = τθn+1,i be defined by τ(a1, a2, · · · , apn+1) = tr(ai), where tr is the normalized trace
of F in+1 = M[n+1,i](C). Let trj denote the normalized trace on F
j
n = M[n,j](C). Then, for
b = (b1, b2, · · · , bpn), we have
ψTn,n+1(τ)(b) =
1
[n+ 1, i]
pn∑
j=1
trj(bj)c
n,n+1
ij [n, j].
In particular, if b = 1Fn , then by (e 5.19) (note that 1ˆFn = 1T (Fn))
ψTn,n+1(τ)(1Fn) =
1
[n+ 1, i]
pn∑
j=1
trj(bj)c
n,n+1
ij [n, j] ≥ (1− 1/8n).
(b) Keep the notation from the proof of part (a). Again we only need to calculate ϕ♯n,n+1(f)(τ)
for τ ∈ ∂e(T (Fn+1)). First suppose that τ = τθn+1,i defined by τ(f1, f2, · · · , fln , a1, a2, · · · , apn+1) =
tr(ai). Writing f = (g1, g2, · · · , gln , b1, b2, · · · , bpn) ∈ Aff(T0(An)), we have bi ≥ α ∈ R for all i.
Then by (e 5.58),(e 5.29), (e 5.30) and (e 5.28),
(
ϕ♯n,n+1(f)
)
(τθn+1,i) =
(
ψ♯(f)
)
(τθn+1,i) ≥
1
[n+ 1, i]
tr1(b1)c′i1n,n+1[n, 1] + pn∑
j=2
trj(bj)c
n,n+1
ij [n, j]

≥ (1− 1
24(n+1)
)
pn∑
j=1
trj(bj)c
n,n+1
ij [n, j] = (1 −
1
24(n+1)
)
pn∑
j=1
αcn,n+1ij [n, j] ≥ (1−
2
8n
)α.
Now suppose τ = τηn+1,j(t) (for 0 < t < 1) is defined by τ(f1, f2, · · · , fln , a1, a2, · · · , apn+1) =
tr(fj(t)), where tr is normalized trace on E
j
n+1 =M{n+1,j}(C). By (e 5.58), (e 5.53) and (e 5.54),(
ϕ♯n,n+1(f)
)
(τηn+1,j(t)) =
(
ϕ♯(f)
)
(τηn+1,j(t)) ≥
1
{n+ 1, j}
(
pn∑
i=1
tri(bi)λ
j(i)[n, i]
)
=
1
{n+ 1, j}
(
pn∑
i=1
αλj(i)[n, i]
)
≥ (1− 2
4n+1
)α.
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Other parts of (b) follows from πAn (e
A) = πAn (a
A) = 1Fn and e
A ≥ aA.
5.24. Note that πA ♯n : Aff(T0(An))→ Aff(T0(Fn)) induced by πAn : An → Fn is given by
πA ♯n (g1, g2, · · · , gln , x1, x2, · · · , xn) = (x1, x2, · · · , xpn).
Define ξn : Aff(T0(Fn))→ Aff(T0(An)) by
ξn(x1, x2, · · · , xpn) = (g1, g2, · · · , gln , x1, x2, · · · , xpn),
where

{n, 1}g1(t)
{n, 2}g2(t)
...
{n, ln}gln(t)
 = (bn0 + t(bn1 − bn0 ))

[n, 1]x1
[n, 2]x2
...
[n, pn]xpn
 . (e 5.73)
Then πA ♯n ◦ ξn = id |Aff(T (Fn)). Let ξn,n+1 : Aff(T (An)) → Aff(T (An+1)) be defined by ξn,n+1 =
ξn+1 ◦ ψ♯n,n+1 ◦ πA ♯n . Note that if ψ♯n,n+1(x1, x2, · · · , xpn) = (y1, y2, · · · , yln), then
[n+ 1, 1]y1
[n+ 1, 2]y2
...
[n+ 1, pn+1]ypn+1
 = cn,n+1

[n, 1]x1
[n, 2]x2
...
[n, pn]xpn
 . (e 5.74)
If ξn,n+1(g1, g2, · · · , gln , x1, x2, · · · , xpn) = (h1, h2, · · · , hln+1 , y1, y2, · · · , ypn+1), then (e 5.74) holds
and

{n+ 1, 1}h1(t)
{n+ 1, 2}h2(t)
...
{n+ 1, ln+1}hln+1(t)
 = (bn+10 + t(bn+11 − bn+10 ))

[n+ 1, 1]y1
[n+ 1, 2]y2
...
[n+ 1, pn+1]ypn+1
 .(e 5.75)
Lemma 5.25. The following estimate holds:
‖ϕ♯n,n+1 − ξn,n+1‖ <
1
2n+1
. (e 5.76)
Proof. Let g = (g1, g2, · · · , gln , x1, x2, · · · , xpn) ∈ (Aff(T (An)))+ with ‖g‖ ≤ 1 —that is, 0 ≤
gj(t) ≤ 1 and 0 ≤ xi ≤ 1 for all i, j, t. Write
ϕon,n+1
♯(g) = (h′1, h
′
2, · · · , h′ln+1 , y′1, y′2, · · · , y′pn+1) ∈ Aff(T (An+1)),
ϕ♯n,n+1(g) = (h1, h2, · · · , hln+1 , y1, y2, · · · , ypn+1) ∈ Aff(T (An+1)),
ξn,n+1(g) = (f1, f2, · · · , fln+1 , z1, z2, · · · , zpn+1) ∈ Aff(T (An+1)),
Recall that πAn+1 ◦ϕon,n+1 = ψo = ψn,n+1 ◦πAn : An → Fn+1 and πAn+1 ◦ϕn,n+1 = ψ : An → Fn+1.
Note that
πA ♯n+1 ◦ ξn,n+1 = π♯n+1 ◦ ξn+1 ◦ (ψn,n+1 ◦ πAn ) ♯ = (ψn,n+1 ◦ πAn )♯ = π♯n+1 ◦ ϕon,n+1♯.
Hence we have zi = y
′
i for all 1 ≤ i ≤ pn+1.
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Using (e 5.26), (e 5.30) and (e 5.29), we calculate that yi = y
′
i = zi for i ≥ 2,
y′1 =
1
[n+1,1]
∑pn
i=1 c1,ixi[n, i] and y1 =
1
[n+1,1]
(∑ln
i=1
∑n−1
k=1 gi(
k
n){n, i} +
∑pn
i=1 c
′
1,ixi[n, i]
)
. Since
‖ϕon,n+1♯‖ ≤ 1, |y′1| ≤ 1. By (e 5.17) and (e 5.18), we have
|
ln∑
i=1
n−1∑
k=1
gi(
k
n
){n, i}| ≤ (n− 1)lnmax{ {n, i}; 1 ≤ i ≤ pn}
≤ 1
24(n+1)
Ln+1 ≤ 1
24(n+1)
c11 <
1
24(n+1)
[n+ 1, 1].
Hence 1[n+1,1] |
∑ln
i=1
∑n−1
k=1 gi(
k
n){n, i}| ≤ 124(n+1) . Combining with (e 5.28) (recall cij = c
n,n+1
ij ),
we obtain
|y1 − y′1| ≤
1
[n+ 1, 1]
pn∑
i=1
(c1i − c′1,i)xi[n, i] +
1
24(n+1)
≤ 1
24(n+1)
( 1
[n+ 1, 1]
pn∑
i=1
c1ixi[n, i]
)
+
1
24(n+1)
=
1
24(n+1)
y′1 +
1
24(n+1)
≤ 2
24(n+1).
By (e 5.22), (e 5.24) and (e 5.75) (note that zk ∈ [0, 1]), we know that
|fi(t)− fi(0)| ≤ 1{n+ 1, i}
pn+1∑
k=1
|bn+11,ik − bn+10,ik |[n+ 1, k]zk
≤ 1{n + 1, i}
1
24(n+1)
pn+1∑
k=1
max{bn+11,ik , bn+10,ik }[n + 1, k] ≤
1
24(n+1)
for any 1 ≤ i ≤ ln+1 and 0 ≤ t ≤ 1.
Note that, by (e 5.56) and (e 5.21) as well as (e 5.23),
Lj +Kj ≤ 1
24(n+1)
Mn+1 ≤ 1
24(n+1)
{n+ 1, j}. (e 5.77)
It is easy to see from the definition of ϕn,n+1 (see (e 5.58) and (e 5.53)) that all the functions
h′j(t) and hj(t) are approximately constant to within
1
24(n+1)
. To be more precise, we may
regard ϕn,n+1 as a homomorphism from An to C([0, 1], En+1) which is unitarily equivalent to ϕ
(see (e 5.58)). Hence (h1, h2, · · · , hln+1) = ϕ♯(g) ∈ Aff(T (C([0, 1], En+1))). On the other hand,
by (e 5.53), ϕ = ⊕ln+1j=1 ϕj can be written as (χ ⊕ µ) ⊕ ϕ′ = ⊕ln+1j=1 (χ ⊕ µ)j ⊕ ϕ′j , where (χ ⊕
µ) = ⊕ln+1j=1 (χ⊕ µ)j : An →
⊕ln+1
j=1 MLj+Kj(C[0, 1]) is defined in 5.11 and ϕ
′ =
⊕ln+1
j=1 ϕ
′
j :An →⊕ln+1
j=1 M{n+1,j}−(Lj+Kj)(C[0, 1]) sends f = (f1, f2, · · · fln , a1, a2, · · · , apn) to
ϕ′(f) =
⊕ln+1
j=1 diag
(
f1(
1
n)
∼σj (1), f1( 2n)
∼σj (1), · · · , f1(n−1n )∼σ
j(1),
f2(
1
n)
∼σj (2), · · · , f2(n−1n )∼σ
j (2); · · · , fln( 1n )∼σ
j(ln), · · · , fln(n−1n )∼σ
j (ln),
a
∼λj(1)
1 , a
∼λj(2)
2 , · · · a∼λ
j(pn)
pn , 0
∼∼
)
. (e 5.78)
In particular, (ϕ′)♯(g) is constant (that is (ϕ′i)
♯(g)(t) = (ϕ′i)
♯(g)(0) for any i ∈ {1, 2, · · · , ln+1}
and t ∈ [0, 1]). Consequently, for any 1 ≤ i ≤ ln+1 and 0 ≤ t ≤ 1.
|hi(t)− hi(0)|= |ϕ♯i(g)(t) − ϕ♯i(g)(0)|
= |(Kj + Lj)
(
(χ⊕ µ)♯j(g)(t) − (χ⊕ µ)♯j(g)(0)
)
+ ({n + 1, j} −Kj − Lj)
(
(ϕ′i)
♯(g)(t) − (ϕ′i)♯(g)(0)
)
{n+ 1, j} |
≤ Kj + Lj{n+ 1, j} ≤
1
24(n+1)
.
41
Note that yi = y
′
i = zi for all i ≥ 2, y′1 = z1 and |y′1− y1| ≤ 124(n+1) . By the formulae (e 5.70), we
have h′i(0) = fi(0) and |hi(0) − fi(0)| < 124(n+1) (as βn+1,0 is a homomorphism). Consequently
|hi(t)− fi(t)| ≤ 2
24(n+1)
<
1
2n+1
.
5.26. For a separable C∗-algebra A, one has a standard metric in T0(A), namely, d(t1, t2) :=∑∞
n=1(1/2
n+1)|t1(an) − t2(an)| for all t1, t2 ∈ T0(A), where {an} is a fixed dense sequence of
A1s.a.. In the following proof, we will use this metric.
Theorem 5.27. The C∗-algebra A = lim(An, ϕn,m) satisfies the following condition:
(a) A is simple,
(b) K0(A) = G, K1(A) = 0, T (A) = ∆ and ρA : K0(A) → Aff(T (A)) is the map ρ from G
to Aff ∆ by identifying K0(A) with G and T (A) with ∆.
Moreover, A ∈ D with continuous scale.
Proof. From 5.20 and Lemma 5.21, A is simple, and K0(A) = G. Consider the following diagram
T0(A1)
ϕT1,2←− T0(A2)
ϕT1,2←− T0(A3) · · · ←− · · · ←− T0(A), (e 5.79)
where ϕTi,i+1 : T0(Ai+1) → T0(Ai) is the affine continuous map induced by ϕi,i+1. Suppose that
τ ∈ T (A)w is written as τ = limk→∞ τk, where τk ∈ T (A). Then, for any fixed n, by (e 5.72),
τ(ϕn,∞(eAn )) = lim
k→∞
τk(ϕn,∞(eAn )) = lim
k→∞
(
ϕ♯n,∞(eˆAn)
)
(τk) ≥ (1− 1
4n
).
Hence ‖τ‖ ≥ (1 − 14n ). Since n is arbitrary, ‖τ‖ = 1 and τ ∈ T (A). That is, T (A) is compact.
Note that F is a non-unital simple AF algebra with
(K0(F ),K0(F )+,Σ(F )) = (H,H+, {x ∈ H+; ρ˜(x)(τ) < 1 ∀ τ ∈ ∆}).
Therefore T (F ) = ∆, with ρF : K0(F )→ Aff(T (F )) identified with ρ˜ : H → Aff(∆).
On the other hand, by Lemma 5.25, we have the following approximately commuting diagram
Aff(T0(A1))
πA1
♯

ϕ♯1,2 // Aff(T0(A2))
ϕ♯2,3 //
πA2 ♯

Aff(T0(A3)) //
πA
♯
3

· · · // Aff(T0(A))
Aff(T0(F1))
ψ♯1,2 //
ξ2◦ψ♯1,2
77♥♥♥♥♥♥♥♥♥♥♥♥
Aff(T0(F2))
ψ♯2,3 //
ξ2◦ψ♯2,3
77♥♥♥♥♥♥♥♥♥♥♥♥
Aff(T0(F3))
ψ♯3,4 //
ξ3◦ψ♯3,4
99ssssssssss
· · · // Aff(T0(F ))
as real Banach spaces (recall ξn,n+1 = ξn+1 ◦ ψ♯n,n+1 ◦ πAn ♯ and πA ♯n ◦ ξn = id|Aff(T (Fn))). Let
Π♯ : Aff(T0(A)) → Aff(T0(F )) be the continuous linear isomorphism induced by the above
approximately commuting diagram. Note that we also have the following projective limit:
T0(F1)
ψT1,2←− T0(F2)
ψT1,2←− T0(F3) · · · ←− · · · ←− T0(F ). (e 5.80)
Together with (e 5.79), applying the above approximately commutative diagram, we obtain
the following approximately commutative digram:
T0(A1) T (A2)
ϕT1,2
oo T0(A3)
ϕT2,3
oo · · · T0(A)oo
T0(F1)
πA1
T
OO
T0(F2)
ψT1,2
oo
πA2
T
OO
T0(F3)
ψT2,3
oo
πA3
T
OO
· · ·T0(F )oo
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as compact convex sets with metric mentioned in 5.26, which gives an affine continuous map
ΠT : T0(F ) → T0(A). Combining two approximately commutative diagrams above, we have
Π♯(f)(t) = f(ΠT (t)) for all t ∈ T (F ). Consider the functions gn := ϕ♯n,∞(eAn ) ∈ Aff(T0(A)). By
(e 5.72), on T (A) ⊂ T0(A), gn converges uniformly to the affine function gA with gA(τ) = 1 for
all τ ∈ T (A) (gA(0) = 0). Since gn(rτ) = rτ for all τ ∈ T (A) and 0 ≤ r ≤ 1, and T (A) is
a compact, gn converges gA uniformly on T0(A). Note that Π
♯(gn) = ψ
♯
n,∞(πAn (eAn )). It follows
from (e 5.71) that Π♯(gn) converges to 1 uniformly on T (F ). Then, by the first approximately
commutative diagram, Π♯(gA) = 1 on T (F ). Since Π
♯(f)(t) = f(ΠT (t)) for all t ∈ T (F ), ΠT
maps T (F ) to the compact set {t ∈ T0(A) : gA(t) = 1}. The fact that Π♯ is an isomorphism
implies that ΠT is an affine homeomorphism. Since T (A) = {t ∈ T0(A) : gA(t) = 1}, this implies
that ΠT maps ∆ = T (F ) onto T (A).
Recall from (e 5.16) that we have, for each n, the following commutative diagram:
Gn
ρAn //
(πAn )∗0

Aff(T0(An))
πAn
♯

Hn
ρFn // Aff(T0(Fn)),
where ρAn : Gn = K0(An) → Aff(T (An)) is induced by ρA˜n : K0(A˜n) → Aff(T (A˜n)). Let
ρA : K0(A) → Aff(T (A)) be the map given by ρA˜ : K0(A˜) → Aff(T (A˜)) (see 2.5). Then
ρA = limn→∞ ρAn . We obtain the following approximately commutative diagram:
Gn
ρAn
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯
ϕn,n+1,∗0//
piAn∗0

Gn+1
piAn+1,∗0

ρAn+1
++❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
ϕn+1,n+2,∗0 // · · · −→ · · · G
ι

ρA
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯
Aff(T0(An))
piAn
♯

ϕ
♯
n,n+1// Aff(T0(An+1))
ϕ
♯
n+1,n+2 //
piAn+1
♯

· · · −→ · · · Aff(T0(A))
Π
♯
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
Hn
ρFn
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯
ψn,n+1∗0// Hn+1
ρFn+1
++❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
ψn+1,n+2∗0 // · · · −→ · · · H
ρF
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯
Aff(T0(Fn))
ψ
♯
n,n+1// Aff(T0(Fn+1))
ψ
♯
n+1,n+2 // · · · −→ · · · Aff(T0(F )),
where the top, bottom and the back diagrams are commutative, and the front plane is approx-
imately commutative. Thus, we obtain the following commutative diagram:
G
ρA //
ι

Aff(T0(A))
Π♯

H
ρF // Aff(T0(F )),
where the map from G to H is given by 5.20. Since ρF = ρ˜, we obtain ρA = ρ : G → Aff(∆)
as desired. Note that, by the end of 2.6, this is consistent with the definition of 2.6 as A has
continuous scale.
To see A ∈ D, choose n0 ≥ 1 such that λs(An) ≥ 63/64 for all n ≥ n0 (see (e) of 5.8). Let
e ∈ An0 be a strictly positive element. By (e 5.71), we may assume that
τ(ϕn0,n(e)) ≥ 63/64 for all τ ∈ T (An) and t(ϕn0,∞(e)) ≥ 63/64 for all t ∈ T (A). (e 5.81)
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In particular, ϕn0,n(e) is full in An for all n ≥ 1. Choose δ > 0 such that
τ(ϕn0,n((e− δ)+) ≥ 31/32 for all τ ∈ T (An) and t(ϕn0,∞(e− δ)+) ≥ 31/32 for all t ∈ T (A).
Choose k ≥ 1 such that
f1/4(e
1/k) ≥ (e− δ)+. (e 5.82)
Let B = ϕn0,∞(e)Aϕn0,∞(e). Then B is a hereditary C∗-subalgebra of A. Let us first show
B ∈ D. Put a = ϕn0,∞(e1/k) and choose fa = 1/2. Let Bn = ϕn0,n(e)Anϕn0,n(e). Note that
Bn ∈ C′0 (recall 2.14).
Now fix a finite subset F ⊂ B and 0 < ε < 1/16. We may assume that F ⊂ ϕn,∞(Bn) for
some n > n0. Choose 0 < η < ε such that, if a1, a2 ∈ B+ with 0 ≤ a1, a2 ≤ 1 and ‖a1 − a2‖ < η,
then ‖f1/4(a1)− f1/4(a2)‖ < ε/8.
Choose (see 2.3.13 of [31], for example) a completely positive contractive linear map ψ : B →
Bn ∼= ϕn,∞(Bn) such that
‖ψ(b) − b‖ < ε/2 for all b ∈ F ∪ {a}. (e 5.83)
Then
‖f1/4(ψ(a)) − f1/4(a)‖ < ε/8. (e 5.84)
It follows, for all τ ∈ T (Bn), identifying ϕn,∞(Bn) with Bn,
τ(f1/4(ψ(a))) ≥ τ(f1/4(ϕn0,n(e1/k)))− ε/8 ≥ τ((ϕn0,n(e− δ)+)) ≥ 31/32 − ε/8 > fa. (e 5.85)
Define ϕ = 0. By (e 5.83), (e 5.83) and 2.15, B ∈ D. By Corollary 11.3 of [15], B = Ped(B), and
by 9.4 of [15], B has strict comparison for positive elements. It follows from [6] A⊗K ∼= B⊗K.
Therefore A is isomorphic to a hereditary C∗-subalgebra of B ⊗K. It follows that A has strict
comparison for positive elements. Let eA be a strictly positive element. Since T (A) is compact,
dτ (eA) = 1 for all τ ∈ T (A). It follows that eˆA is continuous on T˜ (A). By Theorem 5.4 of [15],
A has continuous scale. Therefore A = Ped(A) (see Theorem 3.3 of [30]). Hence a ∈ Ped(A). It
follows from Proposition 11.7 of [15] (see also 11.6 of [15]) that A ∈ D.
5.28. Now let G and K be any countable abelian groups, ∆ be a compact Choquet simplex and
ρ : G → Aff ∆ be a homomorphism with following condition: for any g ∈ G, there is a τ ∈ ∆
such that ρ(g)(τ) ≤ 0, (see condition (*) in 5.1).
We will construct a simple stably projectionless, stably finite C∗-algebra A such thatK0(A) ∼=
G, K1(A) ∼= K, T (A) ∼= ∆, and the map ρA : K0(A) → Aff(T (A)) is the map ρ when one
identifies K0(A) with G and T (A) with ∆.
Note that if K = 0 and G is torsion free, then algebra satisfying the condition is already
constructed (see Theorem 5.27 above).
Note Tor(G) ⊂ kerρ. Write GT = G/kerρ which may be viewed as a subgroup of Aff ∆, and
write Gf = kerρ/Tor(G) which is torsion free group.
Lemma 5.29. G can be written as inductive limit of finitely generated subgroups
(Gn = Gn,T ⊕Gn,f ⊕Gn,tor, γn,m) with Tor(Gn) = Gn,tor such that:
(a) According to the decomposition Gn = Gn,T ⊕Gn,f ⊕Gn,tor and Gn+1 = Gn+1,T ⊕Gn+1,f ⊕
Gn+1,tor, the map γn,n+1 may be written as γ
n,n+1
T,T 0 0
γn,n+1T,f γ
n,n+1
f,f 0
γn,n+1T,tor γ
n,n+1
f,tor γ
n,n+1
tor,tor

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that is, the components of γn,n+1 from Gn,tor to Gn+1,T ⊕Gn+1,f and from Gn,f to Gn,T are zero
maps. In particular, γn,n+1(Gn,tor) ⊂ Gn+1,tor and γn,n+1(Gn,Inf) ⊂ Gn+1,Inf , where Gn,Inf =
Gn,f ⊕Gn,tor.
(b) kerρ = lim(Gn,Inf , γn,m|Gn,Inf ) and Tor(G) = lim(Gn,tor, γn,m|Gn,tor).
(c) Let
γ˜n,n+1 = γ
n,n+1
T,T : Gn,T = Gn/Gn,Inf → Gn+1,T = Gn+1/Gn+1,Inf and
˜˜γn,n+1 =
(
γn,n+1T,T 0
γn,n+1T,f γ
n,n+1
f,f
)
: Gn,T ⊕Gn,f = Gn/Gn,tor → Gn+1,T ⊕Gn+1,f = Gn+1/Gn+1,tor
be the quotient maps induced by γn,n+1. Then GT = G/kerρ = lim(Gn,T , γ˜n,m) and G/tor(G) =
lim(Gn,T ⊕Gn,f , ˜˜γn,m)
(d) γn,n+1T,T , γ
n,n+1
f,f and γ
n,n+1
tor,tor are injective. Consequently, γn,n+1, γ˜n,n+1 and ˜˜γn,n+1 are injective.
Proof. Let Gf = kerρ/tor(G). Write GT = ∪∞n=1Gn,T with G1,T ⊂ G2,T ⊂ · · ·Gn,T ⊂ · · ·GT ;
Gf = ∪∞n=1Gn,f with G1,f ⊂ G2,f ⊂ · · ·Gn,f ⊂ · · ·Gf , and Tor(G) = ∪∞n=1Gn,tor with G1,tor ⊂
G2,tor ⊂ · · ·Gn,tor ⊂ · · · ⊂ Tor(G), where each Gn,T , Gn,f and Gn,tor are finitely generated.
Denote by ιGf,n : Gf,n → Gf the embedding.
Since Gf is torsion free, the extension 0 → Tor(G) →→ kerρ → Gf → 0 is pure, i.e., every
finite generated subgroup lifts. Thus, for each n, there is a homomorphism ξn : Gn,f → kerρ
such that the following diagram commutes:
Gn,f
ιGf,n

ξn
||②
②
②
②
kerρ
π // Gf
,
(π◦ξn = ιGn,f , n = 1, 2, ...). Define γ′n,f : Gn,f → Tor(G) by γ′n,f (h) = ξn(h)−ξn+1(h) ∈ Tor(G).
Since Gn,f is finitely generated, there is an m > n such that γ
′
n,f (Gn,f ) ⊂ Gm,tor. By passing to
a subsequence, we may assume γ′n,f(Gn,f ) ⊂ Gn+1,tor. Define γn,n+1f,tor = γ′n,f and
χn,n+1 : Gn,Inf = Gn,f ⊕Gn,tor → Gn+1,Inf = Gn+1,f ⊕Gn+1,tor by
χn,n+1 =
(
γn,n+1f,f 0
γn,n+1f,tor γ
n,n+1
tor,tor
)
,
where γn,n+1f,f : Gn,f → Gn+1,f and γn,n+1tor,tor : Gn,tor → Gn+1,tor are the inclusion map. Then
kerρ = lim(Gn,f ⊕ Gn,tor, χn,n+1) and χn,n+1 are injective. Repeat this procedure with GT in
place of Gf and kerρ in place of Tor(G), and of course to pass to a subsequence again, we obtain
the other parts of the map γn,n+1 as desired.
5.30. Let us recall Theorem 7.11 of [23]. Let G0, G1 be any abelian groups and T be any
compact metrizable Choquet simplex. There is a simple Z-stable C∗-algebra BT ∈ D0 with
continuous scale such that K0(BT ) = ker(ρBT ) = G0, K1(BT ) = G1 and T (BT ) = T . Moreover
BT is locally approximated by sub-homogenous C
∗-algebras with spectrum having dimension
no more than 3 (see 7.7 of [23]). More precisely, BT = limk→∞(En(k) ⊕ Wk,Φk.,k+1), where
En = M(n!)2(A(W,αn)) and Wk is in C0 with K0(Wk) = {0}, and Φk,k+1 is injective (see the
constructions in 7.2 of [23]; also notation in 11.3 of [23]) and the discussions in 7.3–7.10 of [23].
Note that, by Proposition 7.7 of [23], BT is locally approximated by sub-homogenous C
∗-algebras
with spectrum having dimension no more than 3.
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If ∆ is a compact metrizable Choquet simplex, then Aff(∆) can be regarded as subset of
LAff+(∆˜) (here ∆˜ is the cone generated by ∆ and 0) by regarding f : ∆ → R as f˜ : ∆˜ → R
defined by f˜(λτ) = λf(τ) for λ ∈ [0,∞) and τ ∈ ∆. In particular 1∆ ∈ LAff+(∆˜). For α > 0,
we also use α∆ to denote {ατ : τ ∈ ∆} which is a subset of ∆˜. Note that when ∆ is compact,
we may identify Aff(∆) with Aff(∆˜) (recall f(0) = 0 and see the end of 2.2) —that is, for
f ∈ Aff(∆), we assume f is extended to f ∈ Aff(∆˜) defined by f(ατ) = αf(τ) for any α ∈ R+
and τ ∈ ∆.
Theorem 5.31. Let ∆ be a metrizable Choquet simplex, G0 be a countable abelian group, ρ :
G0 → Aff(∆) be a homomorphism such that ρ(G0) ∩Aff+(∆) = {0}(see (*) in 5.1), and G1 be
a countable abelian group. Then there is a simple C∗-algebra A = limn→∞(Bn⊕Cn⊕Dn, ϕn,m),
where Cn and Dn are in Theorem 5.27 and Bn is in 5.30 (see Theorem 7.11 (and 7.2) of [23])
such that ϕn maps strictly positive elements to strictly positive elements, and
((K0(A),Σ(K0(A)), T (A), ρA,ΣA),K1(A)) = ((G0, {0},∆, ρ, 1∆), G1), (e 5.86)
and ϕn,∞(K0(Cn)) ∩ kerρA = {0} and kerρCn = {0}, kerρDn = K0(Dn) and K0(Bn) is torsion.
Moreover, A has continuous scale, is in D and limn→∞ inf{dτ (ϕn,∞(xn)) : τ ∈ A} = 0, where
xn ∈ Bn ⊕Dn is any strictly positive element.
Moreover, one may require that ϕn∗i|Ki(Bn), ϕn∗i|Ki(Cn) and ϕn∗i|Ki(Dn) are all injective, and
Ki(Bn),Ki(Cn) and Ki(Dn) are finitely generated.
Proof. For convenience, we will write G0 = G and G1 = K. Choose finite generated subgroups
K1 ⊂ K2 ⊂ · · ·Kn ⊂ · · · ⊂ K such that K = ∪∞n=1Kn. And write G = lim(GT,n ⊕ Gf,n ⊕
Gtor,n, γn,m) as in Lemma 5.29. We adopt the notations γn,n+1, γ
n,n+1
a,b , where a, b = T, f, tor
from Lemma 5.29.
It follows from Theorem 7.11 and Proposition 7.8 of [23] that there is a simple C∗-algebra
Bn ∈ BT such that ((K0(Bn),Σ(K0(Bn)), T (Bn), ρBn),K1(Bn)) = ((Gn,tor, {0},∆0, 0),Kn),
where ∆0 is a single point. Note that Bn ∈ D0 ⊂ D, a Z-stable simple C∗-algebra with
continuous scale (7.7 of [23]). Here one means ρBn = 0.
By Theorem 5.27, there is also a simple C∗-algebra C ′n with continuous scale and with
the form in 5.27 such that (K0(C
′
n), T (C
′
n), ρC′n) = (Gn,T ,∆, ξT,n,∞), where ξT,n,∞ is the ho-
momorphism from Gn,T
γ˜n,∞−→ G/kerρ = GT ⊂ Aff(∆) induced by the inductive limit GT =
limn→∞(Gn,T , γ˜n,m). Note that, by 6.2.3 of [53],
Cu∼(C ′n) = K0(C
′
n) ⊔ LAff+(∆˜), (e 5.87)
where ∆˜ is the cone generated by ∆ and {0}. Note that γ˜n,n+1 and id∆ induce a morphism
ξcuT,n : Cu
∼(C ′n) → Cu∼(C ′n+1). By Theorem 1.0.1 of [53], there is a homomorphism ψn : C ′n →
C ′n+1 which sends strictly positive elements to strictly positive elements and Cu
∼(ψn) = ξcuT,n.
In particular ψn∗0 = ξcuT,n|K0(C′n)= γ˜n,n+1. We will continue to use ψn for the extension ψn ⊗
idM3 : M3(C
′
n) → M3(C ′n+1). Note since C ′n ∈ D, by Proposition 11.8 of [15], one may choose
c1 ∈ (C ′1)+ such that dτ (c1) = 1/2 for all τ ∈ T (C ′n). Let C1 = c1C ′1c1. Let n ≥ 2. Choose
cn,0, cn,b, cn,c, cn,d ∈ (C ′n)+ such that dτ (cn,0) = 1/2n+1, and dτ (cn,b) = dτ (cn,d) = 1/2n+2 (and
dτ (cn,c) = 1 − 1/2n) for all τ ∈ T (C ′n), n = 2, 3, .... Put cn := cn,b ⊕ cn,c ⊕ cn,d ∈ M3(C ′n) and
Cn = cnM3(C ′n)cn. Note that cn ∈M3(C ′n) satisfies that τ(cn) = (1−1/2n)+1/2n+2+1/2n+2 =
1 − 1/2n+1 and defines cˆn = (1 − 1/2n+1) · 1∆ ∈ LAff+(∆˜) ⊂ Cu∼(C ′n). Similarly, cn+1,c
also defines cˆn+1,c = (1 − 1/2n+1) · 1∆ ∈ LAff+(∆˜) ⊂ Cu∼(C ′n+1). Consequently, 〈cn+1,c〉 =
〈ψn(cn)〉 in Cu(C ′n+1). It follows from Theorem 1.2 of [54], Her(ψn(Cn)) ∼= cn+1,cC ′n+1cn+1,c.
Therefore there is a homomorphism ϕn,c,c : Cn → Cn+1 such that Cu∼(ϕn,c,c) = Cu∼(ψn|Cn) and
〈ϕn,c,c(cn)〉 = 〈cn+1,c〉. Note the following fact which will be used later: when we identify both
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T (Cn) and T (Cn+1) with ∆, the map ϕ
♯
n,c,c : Aff(T (Cn)) = Aff(∆) → Aff(T (Cn+1)) = Aff(∆)
is given by
ϕ♯n,c,c(f) =
1− 1/2n+1
1− 1/2n+2 f. (e 5.88)
Denote by Cn,p = cn,pCncn,p, where p = b, c, d.
By 5.27, there is a simple C∗-algebra Dn in the form in 5.27 such that K0(Dn) = Gn,f
and kerρDn = K0(Dn), and T (Dn) = ∆0, the single point. As in the previous case, there is
ψd,n : Dn → Dn+1 such that ψd,n∗0 = γn,n+1f,f : Gn,f → Gn+1,f (see Lemma 5.29), and ψn,d
sends strictly positive elements to strictly positive elements (using again 1.0.1 of [53]). Choose
dn,b, dn,c, dn,d ∈ Dn+ such that dτ (dn,b) = dτ (dn,d) = 1/2n+2, and dτ (dn,c) = 1 − 1/2n+1 for all
τ ∈ T (Dn). Define D′n = (dn,b ⊕ dn,c ⊕ db,d)M3(Dn)(dn,b ⊕ dn,c ⊕ db,d). Then, by [54], D′n ∼= Dn.
Without loss of generality, one may assume that Dn = D
′
n and dn,b, dn,c and dn,d are mutually
orthogonal in Dn. Put Dn,p = Her(dn,p), p = b, c, d.
Choose bn,b, bn,c, bn,d ∈ Bn,+ such that dτ (bn,b) = dτ (bn,d) = 1/2n+2 and dτ (bn,c) = 1−1/2n+1
for all τ ∈ T (Bn). Define B′n := (bn,b ⊕ bn,c ⊕ bn,d)M2(B)(bn,b ⊕ bn,c ⊕ bn,d). Since Bn is stably
projectionless and Z-stable (see [23]), by Theorem 1.2 of [54], B′n ∼= Bn. We may assume that
bn,b, bn,c and bn,d are mutually orthogonal in Bn and B
′
n = Bn. Define Bn,p = bn,pBbn,p, where
p = b, c, d.
Denote by ιbn,p : Bn,p → Bn the embedding (p = b, c, d). Note that, for p = b, c, d,
((K0(Bn,p), T˜ (Bn,p), 0),K1(Bn,p)) ∼= ((K0(Bn), T˜ (Bn), 0),K1(Bn)) = ((Gn,tor, ∆˜0, 0),Kn). (e 5.89)
By Theorem 12.8 of [23], there is a homomorphism ϕ′n,b,b : Bn → Bn+1,b ⊂ Bn+1 which sends
a strictly positive elements to strictly positive elements such that ϕn,b,b∗0 = γ
n,n+1
tor,tor : K0(Bn) =
Gn,tor → K0(Bn+1) = Gn+1,tor and ϕn,b,b∗1 = ι : K1(Bn) = Kn →֒ K1(Bn+1) = Kn+1. Let
ϕn,b,b := ι
b
n+1,b ◦ ϕ′n,b,b. LetWn be a simple C∗-algebra which is an inductive limit of C∗-algebras
in C0 such that K0(Wn) = K1(Wn) = 0 and T (Wn) = ∆0, n = 1, 2, .... It follows from 12.8 of [23]
again that there is hn,b,w : Bn → Wn which sends strictly positive elements to strictly positive
elements and hn,b,wT gives an identity on ∆0. Note that, for p = b, c, d,
((K0(Cn,p),Σ(K0(Cn,p)), T˜ (Cn,p), ρCn,p),K1(Cn,p))
∼= ((K0(C ′n), {0}, ∆˜,ρC′n), {0}), (e 5.90)
By Theorem 1.0.1 of [53], there is a homomorphism hn,w,c : Wn → Cn+1,b which maps strictly
positive elements to strictly positive elements. Define ϕn,b,c : Bn → Cn+1,b ⊂ Cn+1 by ϕn,b,c :=
hn,w,c ◦ hn,b,w. Similarly, one obtains a homomorphism ϕn,b,d : Bn → Dn+1,b ⊂ Dn+1 which
factors through Wn and which sends strictly positive elements to strictly positive elements.
Note that, by 11.5 of [15], Bn+1 has stabel rank one, and by 6.2.3 of [53] (see also 7.3 of 11.
3 and 11.8 of [15]),
Cu∼(Bn+1,p) = K0(Bn+1) ⊔ LAff∼(T (Bn+1))) (p = c, b, d). (e 5.91)
Let τw,0 ∈ T (Cn) such that ρCn(x)(τw,0) = 0 for all x ∈ K0(Cn) given by Theorem 4.1. De-
fine ξc,b : Cu
∼(Cn) → Cu∼(Bn+1,c) by ξc,b|K0(Cn) := γn,n+1T,tor : K0(Cn) = Gn,T → K0(Bn+1,c) =
K0(Bn+1) = Gn+1,tor and ξc,b|LAff∼(T (Cn)) is defined by ξcb(f)(t) = f(τw,0) for all f ∈ LAff∼(T (Cn))
and t ∈ T (Bn+1,c). Note that ρBn = 0. One then checks that ξc,b is a morphism in Cu. Since
Bn+1,c has stable rank one, by applying Theorem 1.0.1 of [53] again, one obtains a homomor-
phism ϕ′n,c,b : Cn → Bn+1,c such that Cu(ϕ′n,c,b) = ξc,b which sends strictly positive elements to
strictly positive elements. Define ϕn,c,b := ι
b
n+1,c ◦ ϕ′n,c,b, where ιbn+1,c : Bn+1,c → Bn+1 is the
embedding.
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Using τw,0 and Theorem 1.0.1 of [53] again, one obtains a homomorphism ϕn,c,d : Cn →
Dn+1,c ⊂ Dn+1 such that ϕn,c,d∗0 = γn,n+1T,f : Gn,T → Gn+1,f and takes strictly positive element
of Cn to strictly positive element of Dn+1,c.
Denote ιdn,p : Dn,p → Dn the embedding (p = b, c, d). As above, applying Theorem 1.0.1 of
[53], as Bn+1 has stable rank one, one obtains a homomorphism ϕn,d,b : Dn → Bn+1,d ⊂ Bn+1
such that ϕn,b,d∗0 = γ
n,n+1
f,tor : K0(Dn) = Gn,f → K0(Bn+1,d) = Gn+1,tor. By factoring Wn again,
one obtains a homomorphism ϕn,d,c : Dn → Cn+1,d ⊂ Cn+1, which sends the strictly positive
element of Dn to strictly positive element of Cn+1,d. By applying Theorem 1.0.1 of [53] again
(recall ρDn = 0 for all n), one also has a homomorphism ϕn,d,d : Dn → Dn+1,d ⊂ Dn+1 such
that ϕn,d,d∗0 = γ
n,n+1
f,f : K0(Dn) = Gn,f → K0(Dn+1,d) = Gn+1,f , which sends strictly positive
elements to strictly positive elements.
Now define ϕn,n+1 : Bn⊕Cn⊕Dn → Bn+1⊕Cn+1⊕Dn+1 by ϕn,n+1|Bn = ϕn,b,b⊕ϕn,b,c⊕ϕn,b,d,
ϕn,n+1|Cn = ϕn,c,b⊕ϕn,c,c⊕ϕn,c,d, and ϕn,n+1|Dn = ϕn,d,b⊕ϕn,d,c⊕ϕn,d,d. Put An = Bn⊕Cn⊕Dn.
Then K0(An) = Gn = GT,n ⊕ Gn,f ⊕ Gn,tor and K1(An) = Kn. It is clear that ϕn,n+1 sends
strictly positive elements to strictly positive elements as constructed above. Moreover,
ϕn,n+1∗0 := γn,n+1 : Gn → Gn+1 and ϕn,n+1∗1 = ι : Kn →֒ Kn+1 (e 5.92)
Denote by ιn : Cn → C ′n the embedding and by ιnT : T (C ′n) → T (Cn) the induced affine
homeomorphism defined by ιnT (τ)(c) =
1
1−1/2n+1 τ(ιn(c)) for all c ∈ Cn (recall T (C ′n) = ∆).
Then, for any (f, gf , gt) ∈ Gn,T ⊕Gn,f ⊕Gn,tor = Gn, we have
ρAn(f ⊕ gf ⊕ gt)(τ) = ρ(γn,∞(f))
(
ιn
−1
T (τ)
)
for all τ ∈ T (Cn), (e 5.93)
ρAn(f ⊕ gf ⊕ gt)(τ) = 0 for all τ ∈ T (Bn) and (e 5.94)
ρAn(f ⊕ gf ⊕ gt)(τ) = 0 for all τ ∈ T (Dn) (e 5.95)
(recall ρ : G → Aff(∆) = Aff(∆˜)). Define A := limn→∞(An, ϕn,n+1). Then, K0(A)= G = G0
and K1(A)= K = G1. Since Bn, Cn and Dn are simple, and all maps ϕn,b,b, ϕn,b,c, ϕn,c,b and
ϕn,c,c are non-zero, ϕn,n+1 maps any nonzero element of Bn ⊕ Cn ⊕ Dn to a full element in
Bn+1 ⊕ Cn+1 ⊕ Dn+1. It follows that A is simple. Note that, for any b ∈ Bn ⊕ Dn and any
τ ∈ T (An+1),
|τ(ϕn,n+1(b))| < (1/2n)‖b‖. (e 5.96)
Put qn,a,b : An → Bn, qn,a,c : An → Cn and qn,a,d : An → Dn be the projection maps. Denote
by jn,c,a : Cn → An the homomorphism defined by jn,c,a(c) = 0 ⊕ c⊕ 0 for all c ∈ Cn. Identify
T (Cn) = ∆ as above. Let λn : Aff(T (Cn))→ Aff((T (Cn+1)) be defined as id : Aff(∆)→ Aff(∆),
when we identify both T (Cn) and T (Cn+1) with ∆. Then by (e 5.88)
‖λn(f)− ϕ♯n,c,c(f)‖= ‖(1−
1− 1/2n+1
1− 1/2n+2 )f‖ < (1/2
n)‖f‖. (e 5.97)
For each f ∈ Aff(T (An)), we may write f = fb ⊕ fc ⊕ fd, where fb = qn,a,b(f), fc = qn,a,c
and fd = qn,a,d. By (e 5.96) and (e 5.97), one has
‖j♯n+1,c,a ◦ λn ◦ q♯n,a,c(f)− ϕ♯n,n+1(f)‖ (e 5.98)
≤ ‖λn(fc)− ϕ♯n,c,c(fc)‖+ ‖ϕ♯n,n+1(fb ⊕ 0⊕ fd)‖ < (2/2n)‖f‖. (e 5.99)
Let λ˜n = λn ◦ q♯n,a,c. Then we have
‖j♯n+1,c,a ◦ λ˜n(f)− ϕ♯n,n+1(f)‖ < (2/2n)‖f‖ and λ˜n ◦ j♯n,c,a = λn. (e 5.100)
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Recall that T (An) and T (Cn) = ∆ are all compact as constructed above. Moreover, by (e 5.100),
we obtain the following approximately commutative diagram:
Aff(T (A1))
ϕ♯1,2 //
λ˜1
''❖❖
❖❖❖
❖❖❖
❖❖
❖
Aff(T (A2))
ϕ♯2,3 //
λ˜2
''❖❖
❖❖❖
❖❖❖
❖❖
❖
Aff(T (A3)) // · · ·Aff(T (A))
Aff(T (C1))
λ1 //
j♯1,c,a
OO
Aff(T (C2))
λ2 //
j♯2,c,a
OO
Aff(T (C3))
j♯3,c,a
OO
// · · ·Aff(∆).
(e 5.101)
Note that, since ϕn,n+1 maps strictly positive elements to strictly positive elements, ϕ
♯
n,n+1 :
Aff(T (An)) → Aff(T (An+1)) and λn : Aff(T (Cn)) → Aff(T (Cn+1)) are identities when we
identify all T (Cn) with ∆. Therefore there is an affine homeomorphism Λ : ∆ → T (A) which
induces the diagram above. In other words, T (A) = ∆.Moreover, by (e 5.93), identifyingK0(An)
with Gn, we obtain the following commutative diagram:
Aff(T (A1))
ϕ♯1,2 // Aff(T (A2))
ϕ♯2,3 // Aff(T (A3)) // · · ·Aff(T (A))
G1
ϕ1,2∗0 //
ρA1
OO
G2
ϕ2,3∗0 //
ρA2
OO
G3 //
ρA3
OO
· · ·G.
ρA
OO
Combining with (e 5.101), we obtain
((K0(A), T (A), ρA),K1(A)) = ((G0,∆, ρ), G1). (e 5.102)
Since γn,n+1T,T is injective, ϕn,n+1∗0(Cn) ∩ kerρA = {0}. By (e 5.96), limn→∞ inf{dτ (ϕn,∞(xn)) :
τ ∈ A} = 0, where xn ∈ Bn ⊕Dn is any strictly positive element. It follows from Lemma 5.29
that ϕn∗i|Ki(Bn), ϕn∗i|Ki(Cn) and ϕn∗i|Ki(Dn) are all injective, and Ki(Bn),Ki(Cn) and Ki(Dn)
are finitely generated. It remains to show that A ∈ D. However, this follows from the fact that
Bn, Cn and Dn are in D.
Remark 5.32. With the last part of 5.29 in mind and with some obvious modification, one
may also have following forms of inductive limit:
(1) A = limn→∞(Bn⊕Cn, ϕn,n+1), whereBn ∈ BT , K0(Bn) = Tor(K0(A)), K1(Bn) = K1(A),
T (Bn) = ∆0 and K0(Cn) = Gn,T ⊕Gn,f and T (Cn) = T (A).
(2) A = limn→∞(Bn⊕Cn, ϕn,n+1), where Bn ∈ BT , K0(Bn) = Inf(K0(A)), K1(Bn) = K1(A),
T (Bn) = ∆0 and K0(Cn) = Gn,T and T (Cn) = T (A), kerρCn = 0.
In particular, in this modified construction, Bn = B1 for all n ≥ 1. However, while K0(Cn)
is finitely generated, Ki(Bn) is not.
Definition 5.33. Let M1 denote the class of stably projectionless simple C∗-algebras con-
structed in Theorem 5.31.
By, 5.27, there is a simple C∗-algebra A which is inductive limit of C∗-algebras in C0 such
that A has a unique tracial state, K0(A) = Z, kerρA = K0(A) = Z, and K1(A) = {0}. By
Corollary 15.7 of [23], A ∼= Z0, the unique stably finite separable simple with finite nuclear
dimension in the UCT class.
For the future usage, let us state the following corollary.
Theorem 5.34. Let ∆ be a metrizable Choquet simplex, G0 be a countable abelian group, ρ :
G0 → Aff(∆) be a homomorphism such that ρ(G0) ∩ Aff+(∆) = {0}, and G1 be a countable
abelian group. There is a simple C∗-algebra A ∈ M1 with continuous scale such that
((K0(A), T (A), ρA),K1(A)) = ((G0,∆, ρ), G1) (e 5.103)
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which also satisfies the following conditions: for any finitely generated group
G0,T ⊕Gf,inf ⊕G0,tor ⊕Gr ⊂ K(A), where Gr ∩K0(A) = {0}, G0,T ⊂ K0(A) is a free subgroup
with G0,T ∩ kerρA = {0}, Gf,inf ⊂ kerρA is a free subgroup, G0,tor ⊂ Tor(K0(A)), any ε > 0
and any finite subset F ⊂ A, and any σ > 0, there are mutually orthogonal C∗-subalgebras En
as defined in 7.2 and 7.7 of [23] (see 5.30) with strictly positive element ae,n and Cn, Dn ∈ C0
with strictly positive elements ac,n and ad,n, respectively, satisfying the following:
G0,T ⊕G0,tor ⊕G0,inf ⊕Gr ⊂ [ιn](En ⊕ Cn ⊕Dn), K0(En) = Tor(K0(En)),(e 5.104)
G0,T ⊂ ιn∗0(K0(Cn)), G0,inf ⊂ ιn∗0(K0(Dn)), G0,tor ⊂ ιn∗0(En), (e 5.105)
ιn∗0(K0(Cn)) ∩ kerρA = {0}, ιn∗0(K0(Dn)) ∩Tor(K0(A)) = {0}, and (e 5.106)
ιn∗0(K0(Dn)) ⊂ kerρA, (e 5.107)
where ιn : En ⊕ Cn ⊕Dn → A is the embedding,
a ≈ε ϕe,n(a)⊕ ϕc,n(a)⊕ ϕd,n for all a ∈ F , (e 5.108)
where ϕe,n : A → En, ϕc,n : A → Cn and ϕd,n : A → Dn are completely positive contractive
linear maps which are F-ε/2-multiplicative,
dτ (ae,n) + dτ (ad,n) < σ and dτ (ac,n) > 1− σ for all τ ∈ T (A), and (e 5.109)
λs(Cn) > 1− σ, and λs(Dn) > 1− σ (e 5.110)
Proof. Let A = lim(An = Bn ⊕ C ′n ⊕ D′n, ϕn,m) as in Theorem 5.31 such that (e 5.103) holds.
Note that ϕn,n+1 are injective, so we can regard An as subalgebra of A. Choose m with the
strictly positive elements b ∈ Bm, c ∈ C ′m and d ∈ D′m such that
(i) F ⊂ε/10 Am = Bm ⊕ C ′m ⊕D′m,
(ii) G0,T⊕G0,tor⊕G0,inf⊕Gr ⊂ [ι](Am), andG0,T ⊂ ι∗0(K0(C ′m)), G0,inf ⊂ ι∗0(K0(D′m)), G0,tor ⊂
ι∗0(Bm) and
(iii)dτ (b+ d) < σ/2 and dτ (c) > 1− σ/4 for all τ ∈ T (A).
Note that D˜m and C˜m can be written as inductive limit of Dm,n and Cm,n with Dm,n, Cm,n ∈
C0. Also from 5.30, Bm = limn→∞(Ek(n) ⊕Wn,Φn,n+1), where Ek = M(k!)2(A(W,αk)) and Wn
is in C0 with K0(Wk) = {0}. Since Bm has continuous scale, for n large enough, we have
λs(Ek(n)) > 1 − σ and λs(Wn) > 1 − σ (see 5.3 of [14]). One can choose n large enough such
that
(iv) F ⊂ε/5 Ek(n) ⊕Wn ⊕ Cm,n ⊕Dm,n
(v)G0,T⊕G0,tor⊕G0,inf⊕Gr ⊂ [ι](Ek(n) ⊕Wn⊕Cm,n⊕Dm,n), andG0,T ⊂ ι∗0(K0(Cm,n)), G0,inf ⊂
ι∗0(K0(Dm,n))
(vi) for the strictly positive element eAn ∈ Cm,n, dτ (eAn) > 1− σ/4 for all τ ∈ T (C˜m), and
(vii) λs(Cm,n) > 1− σ, λs(Dm,n) > 1− σ and λs(Wn) > 1− σ.
Set Cn = Cm,n, Dn = Dm,n⊕Wn, En = Ek(n) and ac,n = eAn ∈ Cn, ae,n ∈ En, ad,n ∈ Dn be
strictly positive elements. Then (e 5.109) follows from (iii) and (vi). It is standard to construct
completely positive contractive linear maps ϕe,n : A → En, ϕc,n : A → Cn and ϕd,n : A → Dn
to finish the proof.
Remark 5.35. In the statement of Corollary 5.34 we may replace Bn by a simple C
∗-algebra
of the form BT as Theorem 7.11 of [23] with continuous scale, and Cn and Dn are simple C
∗-
algebras which are constructed in 5.27 with continuous scale and retain (e 5.104) and (e 5.105).
Moreover, we may assume that ae,n + ac,n + ad,n is a strictly positive element. Note that all
Ki(Bn) and Ki(Cn) Ki(Dn) are finitely generated (i = 0, 1).
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6 Range of the Elliott invariant
The following statement means that, in the case that A is simple, the the paring does not depend
where the unitization occurs.
Proposition 6.1. Let A be a σ-unital simple C∗-algebra with a ∈ Ped(A)+ \ {0}. Suppose that
ι : A1 := Her(a) → A is the embedding. Then ι∗0 is an isomorphism and ρA1(x)(ιT (τ)) =
ρA(ι∗0(x))(τ) for all x ∈ K0(A) and for all τ ∈ T˜ (A), where ιT : T˜ (A) → T˜ (A1) is the map
induced by ι.
Proof. This follows from diagram (e 2.14) immediately.
Let us state the following result (see 2.7).
Theorem 6.2. Let A be a separable simple finite C∗-algebra A with finite nuclear dimension.
Then (K0(A),Σ(K0(A)), T˜ (A), eˆA, ρA) is a scaled simple ordered group paring (see 2.7 and 2.6).
Proof. It follows from [64] and [60] that A is Z-stable. Then A is stably finite. By Corollary 5.1
of [57], T˜ (A) 6= {0}. Then, if A is unital, (K0(A),K0(A)+, [1A]) is a weakly unperforated simple
ordered group (see [21]) with the scale determined by the order unit [1A], and g ∈ K0(A)+ \ {0}
if and only if ρA(g)(τ) > 0 for all τ ∈ T (A). So the unital case follows. Suppose that A is not
unital and K0(A)+ 6= {0}. Let x ∈ K0(A)+\{0}. Then there is a nonzero projection p ∈Mr(A)
for some integer r ≥ 1 such that [p] = x. If follows that A1 := pAp is a unital simple C∗-
algebra with finite nuclear dimension (see 2.8 of [67]). Therefore (K0(A1),K0(A)+) is a weakly
unperforated simple ordered group such that g ∈ K0(A1)+ \ {0} if and only if ρA1(g)(τ) > 0
for all τ ∈ T (A1). Note that A⊗ K ∼= A1 ⊗K. It follows that (K0(A), T˜ , ρ) is a simple ordered
group paring.
Let eA ∈ A be a strictly positive element with ‖eA‖ = 1 and let s(τ) = dτ (eA) for all
τ ∈ T˜ (A). Then
Σ(K0(A)) = {g ∈ G+ : g = [p] for some projection p ∈ A} = {g ∈ G+ : ρ(g) < s}.
It follows that (K0(A),Σ(K0(A)), T˜ (A), s, ρA) is a scaled simple ordered group paring. (Even
though K0(A)+ 6= {0}, it is still possible ΣK0(A) = {0}.)
Now assume that K0(A)+ = {0}. Therefore A is stably projectionless. It follows from 5.2
of [15], for example, that one may choose a ∈ A+ \ {0} such that A1 := aAa has continuous
scale. It follows from (1) of 5.3 of [15] that T (A1) is compact. By 5.2.2 of [49], every tracial
state τ ∈ T (A1) extends to a lower semi-continuous trace on A which is finite on Ped(A) as
A is simple. Again, since A is simple, the extension is unique. It follows that T (A1) is a base
for the cone T˜ (A). Since T˜ (A) is a lattice (see Corollary 3.3 of [47] and Theorem 3.1 of [48]),
T˜ (A) is an convex topological cone with a Choquet simplex as its base. For any x ∈ K0(A1),
by A.7 of [16], ρA1(x)(τ) = 0 for some τ ∈ T (A1). Since A ⊗ K ∼= A1 ⊗ K, this implies that
(K0(A), {0}, T˜ (A), eˆA, ρA) is a scaled simple ordered group paring (see 6.1).
Theorem 6.3. Let (G0,Σ(G0), T, s, ρ) be a scaled simple ordered group paring and G1 be a
countable abelian group. Then, there is simple separable amenable C∗-algebra A which satisfies
the UCT such that
((K0(A),Σ(K0(A)), T˜ (A), eˆA, ρA),K1(A)) = ((G0,Σ(G0), T, s, ρ), G1). (e 6.1)
A is unital if and only if Σ(G0) has a unit u. (This means that u is the non-zero maximum in
Σ(G0) and ρ(u) = s. See Definition 2.7.) If ρ(G0)∩Aff+(T ) 6= {0}, then A can be chosen to have
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rationally generalized tracial rank at most one and is an inductive limit of sub-homogeneous C∗-
algebras of spectra with dimension no more than 3. If ρ(G0) ∩Aff+(T ) = {0}, then A is stably
projectionless, A ∈ D, and A can be chosen to have generalized tracial rank at most one and is
locally approximated by sub-homogeneous C∗-algebras with dimension no more than 3.
If G1 = {0} and G0 is torsion free, then A can be chosen to be an inductive limit of 1-
dimensional NCCW complexes.
Proof. Let us first consider the case that Σ(G0) has a unit u. Let ∆ := {t ∈ T : ρ(u) = 1}. Then
∆ is a base for the cone T. Recall that ρ(G) ⊂ Aff(T ). Therefore ∆ is a compact convex subset.
Moreover it is a base for T. Since T has a metrizable Choquet simplex as a base, it is a lattice.
Therefore ∆ is a Choquet simplex. Let G0+ = {g ∈ G : ρ(g) > 0}∪{0}. It follows from Theorem
13.50 of [24] that there is a unital simple C∗-algebra A which has rationally generalized tracial
rank at most one which is an inductive limit of sub-homogeneous C∗-algebras of spectra with
dimension no more than 3 such that
(K0(A),K0(A)+, [1A],K1(A), T (A), ρA),K1(A)) = ((G0, G0+, u,G1,∆, ρ), G1).
Put T˜ (A) := {rτ : r ∈ R+, τ ∈ T (A)}. Then T˜ (A) = T. Moreover Σ(K0(A)) = Σ(G0). This
proves the case that Σ(G0) has a unit.
Consider the case ρ(G0) ∩Aff+(T ) 6= {0} and Σ(G0) has no unit. Choose v ∈ G0 such that
ρ(v) ∈ Aff+(T ) \ {0}. Put Σ1(G) = {g ∈ G+ : ρ(g) < v} ∪ {v}. Since ρ(v) ∈ Aff+(T ), as above,
∆ := {t ∈ T : ρ(v)(t) = 1} is a Choquet simplex. Then, by what has been shown, there is a
C∗-algebra A1 which has rationally tracial rank at most one such that
((K0(A1),Σ(K0(A)), T (A1), ρA([1A1 ]), ρA1),K1(A1)) = ((G0,Σ1(G0), T1, ρ
′), G1), (e 6.2)
where T1 := {rξ : r ∈ R+, ξ ∈ ∆} = T and ρ′ : G → Aff(T1) is defined to be same as ρ,
when we identifying T1 with T. Choose an element eA ∈ A1 ⊗K such that êA(τ) = s(τ) for all
τ ∈ T˜ (A1) = T1 = T. Define A = eA(A1 ⊗K)eA. One then checks
((K0(A),Σ(K0(A)), T˜ (A), eˆA, ρA),K1(A)) ∼= ((G0,Σ(G0), T, s, ρ), G1). (e 6.3)
Now we consider the case that ρ(G) ∩Aff+(T ) = {0}. Let ∆ be a base of T which is a
Choquet simplex. Let f ∈ Aff(T ) be such that f(τ) = 1 for all τ ∈ ∆. Define ρ′ : G→ Aff(∆) to
be the same map as ρ by restricting a function in Aff(T ) to Aff(∆). By Theorem 5.31, there is a
simple C∗-algebra A1 with continuous scale which is an inductive limit of Bn⊕Cn⊕Dn, where
Bn is locally approximated by sub-homogenous C
∗-algebras with spectrum having dimension no
more than 3 (see 5.30), and Cn ⊕Dn is an inductive limit of C∗-algebras in C0 such that
(K0(A1),K1(A1), T (A1), ρA1) = (G0, G1,∆, ρ
′), (e 6.4)
Choose eA ∈ (A1 ⊗ K)+ \ {0} such that êA(t) = t(eA)= s(t) for all t ∈ ∂(∆) (see 2.21). Define
A := eA(A1 ⊗K)eA. One then checks
(K1(A), (K0(A),Σ(K0(A)), T˜ (A), eˆA, ρA)) = (G1, (G0, {0}, T, s, ρ). (e 6.5)
Corollary 6.4. Let A1 be a simple separable C*-algebra in D with continuous scale, and let U
be an infinite dimensional UHF algebra and let A = A1 ⊗ U .
There exists an inductive limit algebra B as constructed in Theorem 5.31 such that A ⊗ U
and B have the same Elliott invariant. Moreover, the C*-algebra B has the following properties:
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Let G0 be a finitely generated subgroup of K0(B) with decomposition G0 = G00 ⊕G01, where
G00 vanishes under all states of K0(B). Suppose P ⊂ K(B) is a finite subset which generates a
subgroup G such that G0 ⊂ G ∩K0(B).
Then, for any ǫ > 0, any finite subset F ⊂ B, any 1 > r > 0, and any positive integer K,
there is an F-ǫ-multiplicative map L : B → B such that:
(1) [L]|P is well defined.
(2) [L] induces the identity maps on G00, G∩K1(B), G∩K0(B,Z/kZ) and G∩K1(B,Z/kZ)
for k = 1, 2, ..., and i = 0, 1.
(3) ‖ρB ◦ [L](g)‖ ≤ r‖ρB(g)‖ for all g ∈ G ∩ K0(B), where ρB is the canonical positive
homomorphism from K0(B) to Aff(T (B)).
(4) For any element g ∈ G01, we have g − [L](g) = Kf for some f ∈ K0(B).
(5) dτ (e0) < r for all τ ∈ T (B),
where e0 is a strictly positive element of L(B)BL(B).
Proof. Consider Ell(A1), by Theorem 5.31, there is an inductive system B1 = lim−→(Ti⊕Ci, ψi,i+1)
(where Ti := Bi ⊕Di in Theorem 5.31)such that
(i) ρTi = 0 : K0(Ti)→ Aff(T (Ti)) and Ci ∈ C0 with K1(Ci) = {0},
(ii) For the strictly positive element eTi ∈ Ti, lim τ(ϕi,∞(eTi)) = 0 uniformly on τ ∈ T (B1),
(iii) ker(ρB1) =
⋃∞
i=1(ψi,∞)∗0(K0(Ti)), and
(iv) Ell(B1) = Ell(A1).
Put B = B1 ⊗ U . Then Ell(A) = Ell(B). Let P⊂K(B) be a finite subset, and let G be
the subgroup generated by P, which we may assume contains G0. Then there is a positive
integer M ′ such that G ∩K∗(B,Z/kZ) = {0} if k > M ′. Put M = M ′!. Then Mg = 0 for any
g ∈ G ∩K∗(B,Z/kZ), k = 1, 2, ... .
Let ε > 0, a finite subset F ⊂ B, and 0 < r < 1 be given. Choose a finite subset G ⊂ B and
0 < ε′ < ε such that F ⊂ G and for any G-ǫ′-multiplicative map L : B → B, the map [L]P is
well defined, and [L] is a homomorphism on G.
Since B = B1 ⊗ U, we may write U = lim−→(Mm(n), ın,n+1), where m(n)|m(n+ 1) and ın,n+1 :
Mm(n) → Mm(n+1) is defined by a 7→ a ⊗ 1m(n+1). Choosing a sufficiently large i0 and n0, we
may assume that [ψi0,∞](K(Ti0 ⊕ Ci0) ⊗Mm(n0)) ⊃ G. In particular, we may assume, by (i)
and (iii) above, that ρTi⊗Mm(n0) = 0, G ∩ kerρB1⊗Mm(n0) ⊂ (ψi0,∞)∗0(K0(Ti) ⊗ Mm(n0)). Let
G′ ⊂ K((Ti0 ⊕ Si0)⊗Mm(n0)) be such that [ψi0,∞](G′)⊃G.
One may assume that, for each f ∈ G, there exists i > i0, n0 such that
f = (f0 ⊕ f1)⊗ 1m ∈ (T ′i ⊕ C ′i)⊗Mm (e 6.6)
for some f0 ∈ T ′i , f1 ∈ C ′i, and m > 2MK/r, where m = m(n)/m(i), T ′i = ψ′i,∞(Ti ⊗Mm(i)),
C ′i = ψ
′
i,∞(Ci⊗Mm(i)), and where ψ′i,∞ = ψi,∞⊗ ıi,∞. Moreover, one may assume that τ(1T ′i ) <
r/2 for all τ ∈ T (A1).
Choose a large n such that m = M0 + l with M0 divisible by KM and 0 ≤ l < KM . Then
define the map L : (T ′i ⊕ C ′i)⊗Mm → (T ′i ⊕ C ′i)⊗Mm to be
L((fi,j ⊕ gi,j)m×m) = (fi,j)m×m ⊕ El(gi,j)m×mEl,
where El = diag(1(C′i)∼ , 1(C′i)∼ , ..., 1(C′i)∼︸ ︷︷ ︸
l
, 0, 0, ..., 0︸ ︷︷ ︸
M0
), and which is a contractive completely pos-
itive linear map from (T ′i ⊕ C ′i) ⊗Mm to B, where we identify B with B ⊗Mm. (Note that
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El /∈ C ′i⊗Mm but El(gij)El ∈ C ′i⊗Mm). We then extend L to a completely positive linear map
from B to B. Also define R : (T ′i ⊕ C ′i)⊗Mm → T ′i ⊕ C ′i to be
R

f1,1 ⊕ g1,1 f1,2 ⊕ g1,2 · · · f1,m ⊕ g1,m
f2,1 ⊕ g2,1 f2,2 ⊕ g2,2 · · · f,m ⊕ g2,m
. . .
fm,1 ⊕ gm,1 fm,2 ⊕ gm,2 · · · fm,m ⊕ gm,m
 = g1,1, (e 6.7)
where fj,k ∈ T ′i and gj,k ∈ C ′i, and extend it to a contractive completely positive linear map
B → B, where T ′i ⊕C ′i is regarded as a corner of (T ′i ⊕ C ′i) ⊗Mm ⊂ B. Then L and R are
G-ǫ′-multiplicative. Hence [L]|P is well defined. Moreover,
dτ (e0) = dτ (L(eB)) < dτ (eT ′i ) +
l
m
<
r
2
+
MK
2MK/r
= r for all τ ∈ T (B),
where eB and eT ′i are strictly positive element in B and T
′
i , respectively.
Note that for any f in the form (e 6.6), if f is written in the form (fjk ⊕ gjk)m×m, then
gjj = g11 and gjk = 0 for j 6= k. Hence one has
f = L(f) +R(f),
where R(f) may be written as
R(f) = diag{0, 0, ..., 0︸ ︷︷ ︸
l
, (0 ⊕ g1,1), ..., (0 ⊕ g1,1)︸ ︷︷ ︸
M0
}.
Hence for any g ∈ G,
g = [L](g) +M0[R](g).
Then, if g ∈ (G0,1)+ ⊂ (G0)+, one has
g − [L](g) =M0[R](g) = K((M0
K
)[R](g)).
And if g ∈ G ∩Ki(B,Z/kZ) (i = 0, 1), one also has
g − [L](g) =M0[R](g).
Since Mg = 0 and M |M0, one has g − [L](g) = 0.
Since L is the identity on ψ′i,∞(Ti ⊗Mm(i)) and i > i0, by (iii), L is the identity map on
G∩ ker ρB . Since K1(Si) = 0 for all i, L induces the identity map on G∩K1(B). It follows that
L is the desired map.
Lemma 6.5. Let C = A(F1, F2, β0, β1) ∈ C0 and let N0 ≥ 1 be an integer. There exists σ > 0
satisfying the following condition: For any order preserving homomorphism κ : K0(C˜) → R
such that, for any x ∈ K0(C˜)+ \ {0}, N0κ(x) > 1 and κ([1C˜ ) = 1, there exists t ∈ T (C) such
that
t(h) ≥ σ
∫
s∈[0,1]
T (λ(h)(s))dµ(s) for all h ∈ C+ and (e 6.8)
κ(x) = ρC(x)(t) for all x ∈ K0(C˜), (e 6.9)
where λ : C → C([0, 1], F2) is the natural embedding and T (b) =
∑k
j=1 trj(ψj(b)) for all b ∈ F2,
where F2 =
⊕k
j=1Mr(j), ψj : F2 → Mr(j) is the projection map, trj is the normalized trace on
Mr(j), and µ is the Lebesgue measure.
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Proof. Let us write F1 =
⊕l
i=1MR(i). Denote by qi : F1 →MR(i) the projection map and t¯i the
tracial state of MR(i), i = 1, 2, ..., l. Let πe : C → F1 the quotient map and T : K0(F2) → R be
defined by T (x) =
∑k
j=1 ρMr(j) ◦ ψj∗0(x)(trj) for all x ∈ K0(F2).
Define homomorphisms β′0 : C→ F2 by β′0(1C) := 1F2 − β0(1F1) and β′1(1C) := 1F2 − β1(1F1)
(at least one of them is not zero as C is not unital). We may write C˜ = A(F∼1 , F2, β
∼
0 , β
∼
1 ),
where F∼1 = F1 ⊕ C and β∼i = βi ⊕ β′i, i = 0, 1. Denote by ql+1 : F∼1 → C the projection map
and π∼e : C˜ → F∼1 be the quotient map which extends πe. Recall T ([β∼0 (π∼e (1C˜))]) = k and for
any projection p ∈Mm(C˜), T (p) ≤ mT ([β∼0 (π∼e (1C˜))]) = mk.
Let p1, p2, ..., ps ∈ Mm(C˜) be a set of minimal projections for some integer m ≥ 1 such
that they generate K0(C˜)+ (see 3.15 of [24]). There is σ0 > 0 such that σ0mk < 1/2. Choose
σ := σ0/2N0. Since N0κ(x) > 1 for all x ∈ K0(C˜)+ \ {0}, for any p ∈ {p1, p2, ..., ps},
N0κ([p]) − σ0T ◦ (β0 ◦ πe)(p) > 0. (e 6.10)
Define Γ : K0(C˜)→ R by
Γ(x) = κ(x) − σ0T ◦ (β∼0 ◦ πe)∗0(x) for all x ∈ K0(C˜). (e 6.11)
By 3.5 of [24], πe∗0 : K0(C˜) → K0(F∼1 ) is an order embedding. It follows from Theorem
3.2 of [20] that there is an order preserving homomorphism Γ∼ : K0(F∼1 ) → R such that
Γ∼ ◦ πe∗0 = Γ. Put αj := Γ∼([ej ]) ≥ 0, where ej := qj ◦ π∼e (1C˜), j = 1, 2, ..., l + 1. Define, for
(f, b) ∈ C∼ = {C([0, 1], F2)⊕ F∼1 : f(0) = β∼0 (b) and f(1) = β∼1 (b)},
t((f, b)) = σ
k∑
j=1
∫
s∈(0,1)
trj(f)(s)dm(s) +
l+1∑
i=1
αit¯i(qi(π
∼
e (b))). (e 6.12)
For any projection p = (p, π∼e (p)) ∈MN (C˜) (for some N ≥ 1),
ρC([p])(t) = t(p, π
∼
e (p)) = σ
k∑
j=1
∫
s∈(0,1)
trj(p)(s)dm(s) +
l+1∑
i=1
αit¯i(qi(π
∼
e (p))) (e 6.13)
= σ0T ◦ (β∼0 ◦ πe)∗0([p]) + Γ∼([π∼e (p)]) = κ([p]). (e 6.14)
Moreover, if h = (f, b) ∈ C+,
t(h) ≥ σ
k∑
j=1
∫
s∈(0,1)
trj(f)(s)dm(s) = σ
∫
s∈[0,1]
T (λ(h))dµ(s). (e 6.15)
Lemma 6.6. Let C ∈ C0 and let G1 ⊂ Aff(∆) be a countable subgroup such that G1∩Aff+(∆) =
{0}, where ∆ is a metrizable Choquet simplex. Let η : K0(C˜)→ G1+Z1∆ be an order preserving
homomorphism, where 1∆ ∈ Aff(∆) is the constant function with value 1 (with Aff+(∆) as the
(strictly) positive cone of Aff(∆)). Then there is a morphism η∼ : Cu∼(C0) → G1 ⊔ LAff∼+(∆)
in Cu such that η∼|K0(C˜) = η.
Proof. Write C = A(β0, β1, F1, F2), where F1 =
⊕k
i=1MR(i), F2 =
⊕l
j=1Mr(i), and βi : F1 → F2
are homomorphisms. Recall that Aff(T (C)) is identified as a subspace of C([0, 1],Rl)⊕ Rk and
Cu∼ is identified with a subgroup of
K0(C) ⊔ LSC([0, 1],Z∼l)⊕ Z∼k (e 6.16)
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(see 3.6 of [23]). Since K0(C˜)+ is finitely generated (see 3.15 of [24]) by g1, g2, ..., gs, there exists
an integer N0 ≥ 1 such that
N0η(x) > 1∆ for all x ∈ K0(C˜). (e 6.17)
Let σ > 0 be given by Lemma 6.5 for 2N0.
Recall that the map ρ : K0(C) → Aff(T (C)) is injective (see 3.5 of [24] for example). By
Lemma 5.1 of [62], we may write Aff(∆) = limn→∞(Ra(n), λn), where a(n) ≥ 1 are integers and
λn : Ra(n) → Ra(n+1) is an order preserving map which also preserves the canonical order unit.
Let G2 := η(K0(C)). Note that G2 is a finitely generated subgroup of G1. Therefore there is a
sequence of subgroups Gn,2 ⊂ Ra(n) such that G2 = limn→∞(Gn,2, λn) and λn|Gn is injective.
Let G∼n,2 = Gn,2 + Z · 1 and G∼2 := G2 + Z · 1∆.
Since K0(C˜)+ is finitely generated, one obtains (for all large n) an order preserving map
ηn : K0(C˜) → Ra(n) such that λn,∞ ◦ ηn = η, where λn,∞ is induced by the inductive limit
system. There exists n1 ≥ 1 such that, for all n ≥ n1,
2N0ηn(x) > 1 for all x ∈ K0(C˜)+ \ {0}. (e 6.18)
Write Ra(n) =
⊕a(n)
i=1 Ri. Define qi : R
a(n) → Ri be the projection. Consider the order preserving
map qi ◦ ηn : K0(C˜) → R which preserves the order unit. Since ρ is injective, we may view
K0(C˜) as an order subgroup of C([0, 1],Rl)⊕Rk+1. By Lemma 6.5, there is an order preserving
γn,i : C([0, 1],Rl)⊕ Rk+1 → Ri such that γn,i|K0(C˜) = qi ◦ ηn and
γn,i(hˆ) ≥ (σ/2)
∫
[0,1]
T (hˆ)(t)dµ, (e 6.19)
where h ∈ C˜+ \ {0} which we identify the corresponding element in C([0, 1], F2), and hˆ is the
associated affine function (for all large n ≥ n1).
Define γn : C([0, 1],Rl) ⊕ Rk → Ra(n) by γn(g) = (γn,1(g), γn,2(g), ..., γn,a(n)(g)) for all g.
Note γn|K0(C˜) = ηn for all n. Define γ : C([0, 1],Rl) ⊕ Rk+1 → Aff(∆) by γ(g) := λn,∞ ◦ γn.
Then γ is an order preserving map which preserves the order unit. It is linear and therefore
continuous (with super norm). The condition λn,∞ ◦ ηn = η implies that γ|K0(C˜) = η. Note the
condition (e 6.19) implies that, for each f ∈ (C([0, 1],Rk)⊕ Rl+1)+ \ {0},
γ(f)(t) > 0 for all t ∈ ∆. (e 6.20)
Then γ∼ extends to an order preserving affine map from LSC([0, 1],Z∼k) ⊕ Z∼l to LAff∼+(∆).
Define η∼ : Cu∼ → G1 ⊔ LAff∼+(∆) by η∼|K0(C˜) = η and the rest is the restriction of γ∼. It is
then straightforward to verify that γ is a map in Cu.
Theorem 6.7. Let C ∈ C0 and A ∈ D be with continuous scale. Suppose that there is a strictly
positive homomorphism α : K0(C˜) → K0(A˜) such that α([1C˜ ]) = [1A˜] and α(K0(C)) ⊂ K0(A).
Then there exists a homomorphism h : C → A such that h∗0 = α.
Proof. Since A is stably projectionless Z-stable simple C∗-algebras with stable rank one, by
6.2.3 of [53] (see also 7.3 of [15] and 6.11 of [55]),
Cu∼(A) = K0(A) ⊔ LAff∼+(T (A)). (e 6.21)
By Lemma 6.6, α extends to a morphism α∼ : Cu∼(C) → Cu∼(A) in Cu. Let eC ∈ C be a
strictly positive element with ‖eC‖ = 1. Then α∼(〈eC〉) ≤ [1C˜ ]. Let eA ∈ A be a strictly positive
element. Since A has continuous scale, dτ (eA) = 1 for all τ ∈ T (A). Therefore, by 7.3 of [15]
(see also 6.10 of [55]), α∼(〈eC〉) ≤ 〈eA〉 in Cu∼(A). Since A has stable rank one, by Theorem
1.0.1 of [53] that there is a homomorphism h : C → A such that Cu∼(h) = α∼. In particular,
h∗0 = α.
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7 Reduction
This section is a nonunital version of the corresponding results in [14]. Most of the results are
taken from [14] with some modification.
Lemma 7.1 (Lemma 3.1 of [14]). Let A be a non-unital simple separable amenable quasidiagonal
C*-algebra satisfying the UCT. Assume that A ∼= A⊗Q.
Let a finite subset G of A˜ ⊗ Q and ε1, ε2 > 0 be given. Let p1, p2, ..., ps ∈ Mm(A˜ ⊗ Q) (for
some integer m ≥ 1) be projections such that [1], [p1], [p2], ..., [ps] ∈ K0(A˜ ⊗ Q) are Q-linearly
independent. (Recall that K0(A˜ ⊗ Q) ∼= K0((A˜ ⊗ Q) ⊗ Q) ∼= K0(A˜ ⊗ Q) ⊗ Q.) There are a
G-ε1-multiplicative completely positive map σ : A˜⊗Q→ Q with σ(1) a projection satisfying
tr(σ(1)) < ε2
(where tr denotes the unique trace state on Q), and δ > 0, such that, for any r1, r2, ..., rs ∈ Q
with
|ri| < δ, i = 1, 2, ..., s,
there is a G-ε1-multiplicative completely positive map µ : A˜ ⊗ Q → Q, with µ(1) = σ(1), such
that
[σ(pi)]− [µ(pi)] = ri, i = 1, 2, ..., s.
Proof. Let us first consider the case m = 1. The proof in this case is exactly the same as that
of Lemma 3.1 of [14]. The only place in that proof mentioned simplicity is the lines shortly
after equation (3.1), where one claims that the algebra is the closure of an increasing sequence
of unital amenable RFD C∗-algebras. We will replace this part as follows: Since A is simple,
separable, amenable and quasidiagonal, by Corollary 5.5 of [4], A is a strong NF-algebra. Since
Q is a strong NF-algebra, by Cor. 7.1.6 of [3], A˜ ⊗ Q is a strong NF-algebra. It follows from
Cor. 6.16 of [3] that, indeed, A˜⊗Q is the closure of an increasing sequence of unital amenable
RFD C∗-algebras. The rest of the proof of this case remains the same.
If m > 1, one note that there are p′i ∈ A˜⊗Q such that [p′i] = (1/m)[pi], i = 1, 2, ..., s. Then,
[1], [p′1], ..., [p
′
s] are Q-linearly independent. Replacing ri by ri/m, i = 1, 2, ..., s. If σ([p′i]) −
µ([p′i] = ri/m, i = 1, 2, ..., s, then σ([pi]− µ([pi]) = ri, i = 1, 2, ..., s.
Corollary 7.2 (Lemma 3.1 of [14]). Let A be a non-unital simple separable amenable quasidi-
agonal C*-algebra satisfying the UCT. Assume that A ∼= A⊗Q.
Let a finite subset G of A˜ and ε1, ε2 > 0 be given. Let p1, p2, ..., ps ∈Mm(A˜) (for some integer
m ≥ 1) be projections such that [1], [p1], [p2], ..., [ps] ∈ K0(A˜) are Q-linearly independent. There
are a G-ε1-multiplicative completely positive map σ : A˜→ Q with σ(1) a projection satisfying
tr(σ(1)) < ε2
(where tr denotes the unique trace state on Q), and δ > 0, such that, for any r1, r2, ..., rs ∈ Q
with
|ri| < δ, i = 1, 2, ..., s,
there is a G-ε1-multiplicative completely positive map µ : A˜→ Q, with µ(1) = σ(1), such that
[σ(pi)]− [µ(pi)] = ri, i = 1, 2, ..., s.
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Proof. Let B = A˜⊗Q. One has the following split short exact sequence
0→ A⊗Q→ A˜⊗Q→ Q→ 0.
This gives the split short exact sequence
0→ K0(A⊗Q)→ K0(A˜⊗Q)→ Q→ 0.
Since A ∼= A⊗Q, K0(A) = K0(A⊗Q) and K0(A˜) = K0(A⊗Q)⊕Z is a subgroup of K0(A˜⊗Q).
Applying Lemma 7.1 to B, then choose σ|A˜ and µ|A˜.
Remark 7.3. Let A ∼= A⊗Q be a separable stably projectionless simple C∗-algebra. Suppose
that K0(A) 6= {0} and x = [p]− [q] ∈ K0(A) with x 6= 0, where p, q ∈ A˜⊗Q. If [p] = r[q] for some
rational number r ∈ Q, then x = (1 − r)[p]. Since x 6= 0, r 6= 1. But, then either x = (1 − r)[p]
or −x := (r − 1)[p] is a non-zero positive element in K0(A). This contradicts the fact that
K0(A)+ = {0}. In other words, [p] and q are Q-linearly independent. If [p] = r[1A˜] for some
r ∈ Q, then x = r[1A˜]− [q]. Denote p1 := q. Choose r1 6= {0, σ(1)} and let [σ(p1)]− [µ(p1)] = r1.
Then [µ](x) 6= [σ](x). In other words, at least one of the maps µ|A and σ|A is not zero. If
{[1A˜], [p], [q]} are not Q-linearly independent, we may let x = [p1]− [p2]. In that case, choosing
r1 6= r2, then we also have [σ](x) 6= [µ](x). In case µ|A = 0, then σ|A 6= 0.
Lemma 7.4 (Lemma 3.3 of [14]). Let A be a non-unial simple separable amenable quasidiagonal
C*-algebra satisfying the UCT. Assume that A ∼= A⊗Q.
Let G be a finite subset of A, let ε1, ε2 > 0, and let p1, p2, ..., pk ∈Mm(A˜) (for some integer
m) be projections such that [1A], [p1], [p2], ..., [ps] ∈ K0(A˜) are Q-linearly independent. There
exists δ > 0 satisfying the following condition.
Let ψk : Q
l → Qr, k = 0, 1, be unital homomorphisms, where l, r ∈ {1, 2, ...}. Set
D = {x ∈ Ql : (ψ0)∗0(x) = (ψ1)∗0(x)} ⊂ Ql.
There exists a G-ε1-multiplicative completely positive map Σ : A˜ → Ql, such that Σ(1A˜) is a
projection, with the following properties:
τ(Σ(1A˜)) < ε2, τ ∈ T(Ql),
[Σ(1A˜)], [Σ(pj)] ∈ D, j = 1, 2, ..., s,
and, for any r1, r2, ..., rs ∈ Qr satisfying
|ri,j | < δ,
where ri = (ri,1, ri,2, ..., ri,r), i = 1, 2, ..., s, there is a G-ε1-multiplicative completely positive map
µ : A˜→ Qr, with µ(1A˜) a projection, such that
[ψ0 ◦ Σ(pi)]− [µ(pi)] = ri, i = 1, 2, ..., s, and [µ(1A˜)] = [ψ0 ◦ Σ(1A˜)].
Proof. The proof is exact the same as that Lemma 3.3 of [14] but using Lemma 7.1 (and Corollary
7.2) above instead of Lemma 3.1 in [14].
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Lemma 7.5 (Lemma 3.4 of [14]). Let A be a non-unital simple separable amenable quasidiagonal
C*-algebra satisfying the UCT. Assume that A ∼= A⊗Q.
Let G ⊂ A be a finite subset, let ε1, ε2 > 0 and let p1, p2, ..., ps ∈Mm(A˜) be projections such
that [1A˜], [p1], [p2], ..., [ps] ∈ K0(A˜) are Q-linearly independent. Then there exists δ > 0 satisfying
the following condition.
Let ψk : Q
l → Qr, k = 0, 1, be unital homomorphisms, where l, r ∈ {1, 2, ...}. Set
D = {x ∈ Ql : (ψ0)∗0(x) = (ψ1)∗0(x)} ⊂ Ql.
There exists a G-ε1-multiplicative completely positive map Σ : A˜ → Ql, such that Σ(1A˜) is a
projection, with the following properties:
τ(Σ(1A˜)) < ε2, τ ∈ T(Ql),
[Σ(1A˜)], [Σ(pi)] ∈ D, i = 1, 2, ..., s,
and, for any r1, r2, ..., rs ∈ Ql satisfying
|ri,j | < δ,
where ri = (ri,1, ri,2, ..., ri,l), i = 1, 2, ..., s, there is a G-ε1-multiplicative completely positive map
µ : A˜→ Ql, with µ(1A˜) = Σ(1A˜), such that
[Σ(pi)]− [µ(pi)] = ri, i = 1, 2, ..., s.
Proof. The proof is exactly the same as that of Lemma 3.4 of [14] also using Lemma 7.1 (and
Corollary 7.2) instead of Lemma 3.1 of [14].
Lemma 7.6. Let A be a non-unital simple separable amenable C∗-algebra with T(A) = Tqd(A) 6=
∅ which satisfies the UCT. Assume that A⊗Q ∼= A and A has continuous scale.
For any σ > 0, ε > 0, and any finite subset F of A, there exist a finite set of P ∈ K0(A)
and δ > 0 with the following property.
Denote by G ⊆ K0(A) the subgroup generated by P. Let κ : G→ K0(C) be a homomorphism
which extends to a positive homomorphism κ∼ : G+Z · [1A˜]→ K0(C˜) such that κ∼([1A˜]) = [1C ],
where C = C([0, 1], Q), and let λ : T(C)→ T(A) be a continuous affine map such that
|τ(κ(x)) − ρC(λ(τ))(x)| < δ, x ∈ P, τ ∈ T(C). (e 7.1)
Then there is a F-ε-multiplicative completely positive map L : A→ C such that
|τ ◦ L(a)− λ(τ)(a)| < σ, a ∈ F , τ ∈ T(C). (e 7.2)
Proof. Let ε, σ and F be given. We may assume that every element of F has norm at most one.
Fix a strictly positive element e ∈ A with ‖e‖ = 1. Choose
0 < d < inf{τ(f1/2(e)) : τ ∈ T (A)}.
This is possible since T (A) is compact.
Let δ1 (in place of δ), G, and P1 (in place of P) be as assured by Lemma 7.2 of [16] for F
and ε, as well as d. We may assume that F ⊂ G and f1/2(e), f1/4(e) ∈ G.
We may assume P1 = {x1, x2, ..., xm}, where xi = [qi] − [q¯i], where qi ∈ Mm(A˜) is a projec-
tion and q¯i ∈ Mm(C · 1A˜) is a scalar matrix. Choose P∼ = {1A˜, p1, p2, ..., ps} such that xi is
in the subgroup G0 generated by {[1A˜], [p1], [p2], ..., [ps]} (in K0(A˜)). Deleting one or more of
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p1, p2, ..., ps (but not 1A˜), we may assume that the set {[1A], [p1], ..., [ps]} is Q-linearly indepen-
dent. Define P = {[pi] − [p¯i] : 1 ≤ i ≤ s}, where p¯i ∈ Mm(C · 1A˜) is a scalar matrix such that
πAC (pi) = p¯i (1 ≤ i ≤ s), where πAC : A˜→ C is the quotient map.
Note pi = p¯i + yi, where p¯i ∈ Mm(C · 1A˜) is a scalar projection and yi ∈ A, i = 1, 2, ..., s.
Let ci be the rank of p¯i, i = 1, 2, ..., s. We may assume that G0 ∩K0(A) is generated by P (by
enlarging P if necessary). Then G0 is the subgroup of K0(A˜) generated by [1A˜] and G. Therefore
we may assume, [p¯i] = ci[1A˜] for some integer 1 ≤ ci ≤ m, i = 1, 2, ..., s. Choose M = 1 +m
and choose 0 < σ1 < min{σ, d/32} such that 1−σ11+σ1 > 127128 .
Let 0 < δ2 < 1 (in place of δ) be as assured by Lemma 7.1 for ε1 = δ1, ε2 = σ1/4, G, and
{p1, p2, ..., ps}.Write yi = (y(i)j,k)m×m, where y(i)j,k ∈ A. Choose G1 = {y(i)j,k : j, k, i} and G2 = G∪G1.
Put δ3 = min{δ1/M, δ2/32M,d/128}. We choose 0 < δ < δ3 and a finite subset G3 ⊃ G2 such
that, any G3-δ-multiplicative contractive completely positive linear map L : A→ B (any unital
C∗-algebra B), [L(pi)] is well defined and
‖[L(pi)]− L(pi)‖ < δ3, i = 1, 2, ..., s. (e 7.3)
Let us show that P and δ are as desired.
Let κ and λ be given satisfying (e 7.1). We will write κ for κ∼ for convenience. We then
recall κ([1A˜]) = [1C ]. Note that
λ(τ)(p¯i) = ci = τ(κ(p¯i)), i = 1, 2, .... (e 7.4)
So, as κ is positive, we may identify κ([pi]) with a projection in Mm(C) as Mm(C) has stable
rank one. Hence, by (e 7.1) and by (e 7.4), for all τ ∈ T (A),
|τ(κ([pi])) − ρC(λ(τ))([pi])| < δ, i = 1, 2, ..., s. (e 7.5)
Let λ∗ : Aff(T(A)) → Aff(T(C)) be defined by λ∗(f)(τ) = f(λ(τ)) for all f ∈ Aff(T(A)) and
τ ∈ T(C). Identify ∂e(T(C)) with [0, 1], and put η = min{δ, σ1/12}. Choose a partition
0 = t0 < t1 < t2 < · · · < tn−1 < tn = 1
of the interval [0, 1] such that
|λ∗(gˆ)(tj)− λ∗(gˆ)(tj−1)| < η/m2, g ∈ G3, j = 1, 2, ..., n. (e 7.6)
Since T(A) = Tqd(A), there are unital G3-δ-multiplicative completely positive maps Ψj :
A→ Q, j = 0, 1, 2, ..., n, such that
|tr ◦Ψj(g)− λ∗(gˆ)(tj)| < η/m2, g ∈ G3. (e 7.7)
Denote by Ψ∼j : A˜ → Q the unitization (which maps 1A˜ to 1Q). Recall that [pi] = mi[1A˜] + xi,
i = 1, 2, ..., s. It then follows from (e 7.3), (e 7.7), and (e 7.5), that, for each i = 1, 2, ..., s, and
each j = 1, 2, ..., n,
|tr([Ψ∼j (pi)])− tr([Ψ∼0 (pi)])| < |tr(Ψ∼j (pi))− tr(Ψ∼0 (pi))|+ 2δ3 (e 7.8)
< 2δ3 + 2η + |λ∗(pˆi)(tj)− λ∗(pˆi)(t0)|
< 2δ3 + 2η + 2δ + |tr ◦ πtj (κ([pi]))− tr ◦ π0(κ([pi])|
= 2δ3 + 2η + 2δ ≤ 6δ3 ≤ δ2. (e 7.9)
(Here, as before, πt is the point evaluation at t ∈ [0, 1].) We also have, by (e 7.6) and (e 7.7),
that
|tr(Ψj(g)) − tr(Ψj+1(g))| < 3η, g ∈ G3, j = 1, 2, ..., n. (e 7.10)
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Recall that λ(τ)(f̂1/2(e)) ≥ d for all τ ∈ T (C). So we also have, by (e 7.6),
tr(Ψj(f1/2(e))) >
31
32
d. (e 7.11)
Consider the differences
ri,j := tr([Ψ
∼
j (pi)])− tr([Ψ∼0 (pi)]), i = 1, 2, ..., s, j = 1, 2, ..., n. (e 7.12)
Recall that [Ψ∼j (pi)] and [Ψ
∼
0 (pi)] are in K0(Q). By (e 7.8), |ri,j| < δ2. Applying Lemma 7.1 we
obtain a projection e ∈ Q with tr(e) < σ1/4 and G-δ1-multiplicative unital completely positive
maps ψ∼0 , ψ
∼
j : A˜→ eQe, j = 1, 2, ..., n, such that
[ψ∼0 (pi)]− [ψ∼j (pi)] = ri,j, i = 1, 2, ..., s, j = 1, 2, ..., n. (e 7.13)
Consider the direct sum maps
Φ′∼j := ψ
∼
j ⊕Ψ∼j : A˜→ (1⊕ e)M2(Q)(1⊕ e), j = 0, 1, 2, ..., n.
Since δ ≤ δ1, these are G-δ1-multiplicative. By (e 7.12) and (e 7.13),
[Φ′∼j (pi)] = [Φ
′∼
0 (pi)], i = 1, 2, ..., s, j = 1, 2, ..., n. (e 7.14)
Define s : Q→ Q by s(x) = x/(1 + tr(e)), x ∈ Q. Choose a (unital) isomorphism
S : (1⊕ e)M2(Q)(1⊕ e)→ Q
such that S∗0 = s.
Consider the composed maps, still G-δ1-multiplicative, and now unital,
Φj := S ◦Φ′j : A→ Q, j = 0, 1, 2, ..., n.
By (e 7.14),
[Φj]|P = [Φj−1]|P , j = 1, 2, ..., n,
and by (e 7.10) and the fact that tr(e) < σ1/4,
|tr ◦ Φj(a)− tr ◦ Φj−1(a)| < 3η + σ1/4 ≤ σ/2, a ∈ F , j = 1, 2, ..., n. (e 7.15)
Moreover, by (e 7.11) and by the choice of σ1,
tr(Ψj(f1/2(e)) ≥ d/2, j = 1, 2, ..., n. (e 7.16)
It follows by Lemma 7.2 of [16], applied successively for j = 1, 2, ..., n (to the pairs (Φ0,Φ1),
(Adu1 ◦ Φ1,Adu1 ◦ Φ2), ..., (Adun−1 ◦ · · · ◦ Adu1 ◦ Φn−1,Ad un−1 ◦ · · · ◦ Adu1 ◦ Φn)), that
there are, for each j, a unitary uj ∈ Q and a unital F-ε-multiplicative completely positive map
Lj : A→ C([tj−1, tj], Q) such that
π0 ◦ L1 = Φ0, πt1 ◦ L1 = Adu1 ◦Φ1, (e 7.17)
and
πtj−1 ◦ Lj = πtj−1 ◦ Lj−1, πtj ◦ Lj = Aduj ◦ · · · ◦ Adu1 ◦ Φj, j = 2, 3, ..., n. (e 7.18)
Furthermore, in view of (e 7.15), we may choose the maps Lj such that
|tr ◦ πt ◦ Lj(a)− λ(tr ◦ πt)(a)| < σ, t ∈ [tj−1, tj], a ∈ F , j = 1, 2, ..., n. (e 7.19)
Define L : A → C([0, 1], Q) by πt ◦ L = πt ◦ Lj, t ∈ [tj−1, tj ], j = 1, 2, ..., n. Since Lj , j =
1, 2, ..., n, are F-ε-multiplicative (use (e 7.17) and (e 7.18)), we have that L is a F-ε-multiplicative
completely positive map A → C([0, 1], Q). It follows from (e 7.19) that L satisfies (e 7.2), as
desired.
61
7.7. Let A be a separable stably projectionless simple C∗-algebra with continuous scale. Recall
that τAC is the tracial states of A˜ which vanishes on A and T (A˜) = {s · tAC + (1 − s) · τ : τ ∈
T (A), 0 ≤ s ≤ 1} (see 2.5). For each projection p ∈ Mm(A˜), one may write p = p¯ + a, where
p¯ is a scalar matrix in Mm(C · 1A˜) and a ∈ Mm(A)s.a.. Let p¯ have rank k(p). Then, for each
τ ∈ T (A), rA˜(τ)([p]) = k(p) + τ(a) and rA˜(τAC )([p]) = k(p).
Suppose that C is another separable stably projectionless simple C∗-algebra with continuous
scale and suppose that there is an isomorphism
Γ : (K0(A), T (A), ρA) ∼= (K0(C), T (C), ρC). (e 7.20)
Recall that, this means Γ|K0(A) is a group isomorphism, Γ|T (A) is an affine homeomorphism, and
ρA(Γ
−1(τ))(x) = ρC(τ)(Γ(x)) for x ∈ K0(A) and τ ∈ T (C).
Then Γ extends to an order isomorphism
Γ∼ : (K0(A˜),K0(A˜)+, [1A˜], T (A˜), rA˜)→ (K0(C˜),K0(C˜)+, [1C˜ ], T (C˜), rC˜)
by defining Γ∼([1A˜]) = [1C˜ ] and Γ
∼(τAC ) = τ
C
C . To see this, we note that Γ
∼|K0(A˜) is an iso-
morphism and Γ∼
T (A˜)
is an affine homeomorphism. Note that, if y := m · [1A˜] + x ≥ 0 for some
positive integer m and x ∈ K0(A), then there is a projection p ∈MK(A) for some integer K ≥ 1
such that [p] = y. Assume that y 6= 0. Then p 6= 0. Choose a ∈ pAp1+ \ {0}. Then a ≤ p. It
follows that τ(a) > 0 for all τ ∈ T (A). Therefore τ(p) > 0 for all τ ∈ T (A). This also means
that m+ rA(τ)(x) > 0 for all τ ∈ T (A).
On the other hand, πAC (p) 6= 0, where πAC : A˜ → C is the quotient map. It follows that
τAC (p) > 0. This implies that t(p) > 0 for all t ∈ T (A˜). One checks that, for τ ∈ T (C),
r∼A((Γ
∼)−1(τ))(y) = rA(Γ−1(τ)(m+ x)) = m+ rA(Γ−1(τ))(x) > 0. (e 7.21)
Also
r∼A((Γ
∼)−1(τCC )(y) = rA(τ
A
C )(y) = m > 0. (e 7.22)
This implies that
r∼C (t)(Γ
∼(y)) = r∼A((Γ
∼)−1)(y) > 0. (e 7.23)
Therefore Γ∼ is an order isomorphism.
Lemma 7.8. Let A be a separable simple stably projectionless which has has continuous scale
and Mn(A) has almost stable rank one. Suppose that QT (A) = T (A) and Cu(A) = LAff+(T (A))
and a ∈ A1+ such that 0 ≤ dτ (a) < 1 is continuous on T (A).
Then there is a pair of nonzero mutually orthogonal positive elements a1, b ∈ A such that
a1 + b is a strictly positive element of A and there exists a sequence of unitaries un ∈ A˜ such
that
lim
n→∞u
∗
nf(a1)un = f(a) for all f ∈ C0((0, 1]). (e 7.24)
Proof. Note that 1− dτ (a) > 0 for all τ ∈ T (A) and it is continuous on T (A). Choose b1 ∈ A1+
such that dτ (b1) = 1− dτ (a) for all τ ∈ T (A). Let e ∈ A1+ which is a strictly positive. Then (in
M2(A)) dτ (a ⊕ b1) = dτ (e) for all τ ∈ T (A). By the assumption that Cu(A) = LAff+(T (A)),
e ∼ a ⊕ b1. By Proposition 3.3 of [54] and the paragraph above it, there is a partial isometry
v ∈M2(A∗∗) such that
vcv∗ ∈ A for all c ∈ (a⊕ b1)M2(A)(a⊕ b1) and (e 7.25)
v∗dv ∈ (a⊕ b1)M2(A)(a ⊕ b1) for all d ∈ eAe, (e 7.26)
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and e1 := v(a⊕ b1)v∗ is a strictly positive element of A. In particular a1 := vav∗, b = vb1v∗ ∈ A,
as well as a = v∗a1v. Since A ⊂ GL(A˜), as we assume that A has almost stable rank one, by
Theorem 5 of [50], there exists a sequence of unitaries un ∈ A˜ such that vf1/n(a1) = unf1/n(a1),
n = 1, 2, .... It follows that
lim
n→∞ ‖unf(a1)u
∗
n − f(a)‖ = 0 for all f ∈ C0((0, 1]). (e 7.27)
Therefore
lim
n→∞ ‖u
∗
nf(a)un − f(a1)‖ = 0 for all f ∈ C0((0, 1]).
Lemma 7.9. Let A be a non-unital but σ-unital simple C∗-algebra with strict comparison for
positive element which almost has stable rank one. Suppose that QT(A) = T(A), A = Ped(A)
and the canonical map ı : W (A)+ → LAffb,0+(T(A)w) is surjective. Fix a strictly positive
element a ∈ A. Then A has an approximate {en} such that enAen has continuous scale of each
n. Moreover, enaen ∼ en for all n.
Proof. Let a ∈ A+ with ‖a‖ = 1 be a strictly positive element. We may assume that a is not
Cuntz equivalent to a projection as A is not unital. For ε1 = 1/2, by Lemma 7.2 of [15], there
are 0 < ε2 < 1/4 and e1 ∈ A such that 0 ≤ fε1(a) ≤ e1 ≤ fε2(a) and e1Ae1 has continuous scale
(see also Lemma 5.3 of [15], for example). By induction and repeatedly applying Lemma 7.2 of
[15], one obtains a sequence en ∈ A1+ such that
0 ≤ fεn(a) ≤ en ≤ fεn+1(a), (e 7.28)
and 0 < εn < 1/2
n, n = 1, 2, .... Since {fεn(a)} forms an approximate identity, one then verifies
that {en} also forms an approximate identity for A.
To see the last part of the lemma, we note that
en ∼ enenen ≤ enfεn+1(a)en . enaen ≤ en. (e 7.29)
It follows that en ∼ enaen for all n.
Theorem 7.10 (c.f. Theorem 5.7 of [16]). Let A be a stably projectionless separable simple
C∗-algebra with continuous scale and with dimnucA = m <∞.
Suppose that every hereditary C∗-subalgebra B of A with continuous scale has the following
properties: Let eB ∈ B be a strictly positive element with ‖eB‖ = 1 and τ(eB) > 1 − 1/64
for all τ ∈ T(B). Let C be a non-unital simple C∗-algebra which is an inductive limit of C∗-
algebras in C0 with continuous scale such that T (C) ∼= T (B). For each affine homeomorphism
γ : T(B)→ T(C), there exist sequences of completely positive contractive linear maps σn : B →
C and homomorphisms ρn : C → B such that
lim
n→∞ ‖σn(ab)− σn(a)σn(b)‖ = 0 for all a, b ∈ B, (e 7.30)
lim
n→∞ sup{|t ◦ σn(a)− γ
−1(t)(a)| : t ∈ T (C)} = 0 for all a ∈ A, (e 7.31)
lim
n→∞ sup{|τ(ρn ◦ σn(b))− τ(b)| : τ ∈ T(B)} = 0. (e 7.32)
Suppose also that every hereditary C∗-subalgebra A is tracially approximately divisible. Then
A ∈ D.
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Proof. The proof is exactly the same as that of Theorem 5.7 of [16]. By [60] (see also [64]),
A′ ⊗Z ∼= A′ for every hereditary C∗-subalgebra A′ of A. It follows from [54] that A has almost
stable rank one. Let B be a hereditary C∗-subalgebra with continuous scale. Then B has finite
nuclear dimension (see [67]). By [60] again, B is Z-stable. It follows from 6.6 of [18] that the map
from Cu(A) to LAff+(T˜(B)) is surjective. Note that the map from W(A)+ to LAffb,+(T(A)) is
surjective. We will apply Theorem 5.4 and Lemma 5.5 of [16].
Fix a strictly positive element e ∈ B with ‖e‖ = 1. Since B has continuous scale, we
may assume that there is e′ ∈ B+ with ‖e′‖ ≤ 1 such that f1/2(e)e′ = e′f1/2(e) = e′ and
dτ (f1/2(e
′)) > 1− 1/128(m + 2) for all τ ∈ T(B). Let 1 > ε > 0, F ⊂ B be a finite subset. and
let b ∈ B+ \ {0}. Choose b0 ∈ B+ \ {0} and 64(m+2)〈b0〉 ≤ 〈b〉 in Cu(A). Since we assume that
B is tracially approximately divisible (see 10.1 of [15]. or 5.6 of [16]), there are e0 ∈ B+ and a
hereditary C∗-subalgebra A0 of B such that e0 ⊥M4(m+2)(A0), e0 . b0 and
dist(x,B1,d) < ε/64(m + 2) for all x ∈ F ∪ {e},
where B1,d ⊆ Bs := e0Be0 ⊕M4(m+2)(A0) ⊆ B and
B1,d = {x0 ⊕ (
4(m+2)︷ ︸︸ ︷
x1 ⊕ x1 ⊕ · · · ⊕ x1) : x0 ∈ e0Be0, x1 ∈ A0}. (e 7.33)
Without loss of generality, we may further assume that F ∪ {e′} ⊆ B1,d. Let P : Bs →
M4(m+2)(A0) be a projection map and P
(1) : M4(m+2)(A0) → A0 = A0 ⊗ e11 be defined by
P (1)(a) = (1A0 ⊗ e11)a(1A0 ⊗ e11) for a ∈ M4(m+2)(A0), where {eij}4(m+2)×4(m+2) is a system
of matrix unit. Put F0 = {P (x) : x ∈ F}. Therefore, we may assume, without loss of gen-
erality, that ‖e0x − xe0‖ < ε/64(m + 2), and there is e1 ∈ M4(m+2)(A0) with 0 ≤ e1 ≤ 1
such that ‖e1x − xe1‖ < ε/64(m + 2) and ‖e1P (x) − P (x)‖ < ε/(64(m + 2) for all for all
x ∈ F ∪{e, e′, f1/2(e), f1/4(e), f1/2(e′)}. Moreover, since the map from W (A)+ to LAffb,+(T(A))
is surjective, by 7.9, without loss of generality, we may assume that A0 has continuous scale.
Without loss of generality, we may further assume that F ∪ {e} ⊆ B1,d. Write
x = x0 +
4(m+1)︷ ︸︸ ︷
x1 ⊕ x1 ⊕ · · · ⊕ x1 .
Let F1 = {x1 : x ∈ F ∪ {e}}⊂ A0. Note that we may write
4(m+2)︷ ︸︸ ︷
x1 ⊕ x1 ⊕ · · · ⊕ x1 = x1 ⊗ 14(m+2).
Note that dimnucA0 = m (see [67]). Also, A0 is a non-unital separable simple C
∗-algebra
which has continuous scale. We may then apply Theorem 5.4 of [16] to A0 with S = C0. By
5.27, C =
⋃∞
n=1Cn, where Cn ∈ C0, Cn ⊂ Cn+1, and satisfies the condition (1) in 5.3 of [16].
Moreover, λs(Cn) ≥ 1/2 for all n. Put r0 = (1 − 1/64(m + 2)). Choose η0 = 7/32(m + 2) and
λ = 3/16. Thus, by applying Theorem 5.4 of [16], we have, with ϕ1(b) = (E − p)b(E − p) for
all b ∈ M4(m+2)(A0), where E = 1M4(m+2)(A˜0), and p ∈ M4(m+2)(A˜0) is a projection given by
Theorem 5.4 of [16], and L : A0 → D1 ⊂ pM4(m+2)(A0)p is an F1-ε-multiplicative completely
positive contractive linear map
‖x⊗ 14(m+2) − (ϕ1(x⊗ 14(m+2)) + L(x))‖ < ε/4 for all x ∈ F1, (e 7.34)
dτ (ϕ1(P (e))) ≤ 1− 1/4(m+ 2) for all τ ∈ T(M4(m+2)(A0)), (e 7.35)
τ ′(ϕ1(P (e))), τ ′(f1/2(ϕ1(P (e))) ≥ r0 − ε/4 for all τ ′ ∈ T((1− p)M4(m+1)(A0)(1 − p)),(e 7.36)
D1 ∈ C0,D1⊆pM4(m+2)(A0)p, (e 7.37)
τ(L(P (1)(e))) ≥ r0η0 for all τ ∈ T(M4(m+2)(A0)) and (e 7.38)
t(f1/4(L(P
(1)(e))) ≥ r0λ for all t ∈ T(D1). (e 7.39)
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Let B1 = (1−p)M4(m+1)(A0))(1−p)⊕e0Be0 and ϕ : B → B1 be defined by ϕ(a) = ϕ1(e1ae1)+
e0ae0 for a ∈ A. Define L1 : B → D1 by L1(b) = L(P (1)(e1/21 be1/21 )). Then both ϕ and L1 are
F-ε-multiplicative. Put η = η0/2 < η01+ε/64(m+2) . Then, in addition to (e 7.39) and (e 7.37),
‖x− (ϕ(x) + L1(x))‖ < ε for all x ∈ F ,
dτ (ϕ(e)) ≤ 1− η for all τ ∈ T(B),
τ ′(ϕ(e)), τ ′(f1/2(ϕ(e)) ≥ r − ε for all τ ′ ∈ T(B1),
τ(L1(e)) ≥ r0η for all τ ∈ T(B).
Note this holds for every such B. Thus, the hypotheses of Theorem 5.5 of [16] are satisfied. We
then apply Theorem 5.5 of [16].
Theorem 7.11. Let A be a separable amenable stably projectionless simple C∗-algebra which
satisfies the UCT. Assume that A has continuous scale, T (A) = Tqd(A) 6= ∅, Cu(A) = LAff+(T (A))
and has stable rank one. Suppose that there exists simple C∗-algebra C with continuous scale
such that C = limn→∞(Cn, ιn), where each Cn = C ′n ⊗Q and C ′n ∈ C0, and such that
(K0(A⊗Q), T (A⊗Q), rA⊗Q) (e 7.40)
∼= (K0(C), T (C), rC). (e 7.41)
Then, A⊗Q ∈ D.
Proof. Since A is simple, the assumption T(A) = Tqd(A) 6= Ø immediately implies that A
is both stably finite and quasidiagonal. We may assume that A ⊗ Q ∼= A. Let B ⊂ A be a
hereditary C∗-subalgebra with continuous scale. We may write B = Her(b) for some b ∈ A+.
Since A ∼= A ⊗ Q, there is a0 ∈ A+ such that dτ (a0 ⊗ 1U ) = dτ (b) for all τ ∈ T (A). Since we
assume that Cu(A) = LAff+(T (A)), 〈a0 ⊗ 1U 〉 = 〈b〉. Recall A has stable rank one, by [54],
B ∼= Her(a0⊗1U ). However, Her(a0⊗1U ) = a0Aa0⊗Q. It follows that B ∼= a0Aa0⊗U ∼= B⊗Q.
By Theorem 5.27, together with the assumption A ∼= A ⊗ Q, there is a simple C*-algebra
C = limn→∞(Cn, ın) with continuous scale, where each Cn is the tensor product of a C*-algebra
in C0 with Q and ın is injective, such that
(K0(A),T(A), rA) ∼= (K0(C),T(C), rC)
given by Γ. It follows that there is an order isomorphism
(K0(A˜),K0(A˜)+, [1A˜],T(A˜), rA˜)
∼= (K0(C˜),K0(C˜)+, [1C˜ ],T(C˜), rC˜).
We will continue to use ın and ın,∞ for the extensions of ın : C˜n → C˜n+1 and ın,∞ : C˜n → C˜,
n = 1, 2, .... Let us use ΓAff and Γ
∼
Aff for the corresponding maps from Aff(T(A)) to Aff(T(C))
and from Aff(T(A˜)) to Aff(T(C˜). Since A and C have continuous scale T (A) and T (C) are
compact.
Let a finite subset F of A and ε > 0 be given. Fix a strictly positive element e ∈ A with
‖e‖ = 1. Choose
0 < d < inf{τ(f1/2(e)) : τ ∈ T (A)}. (e 7.42)
This is possible since T (A) is compact. Let 0 < σ < min{d, ε}/210 . Since A has continuous
scale, one may choose e1 = fε′(e) for some 1/4 > ε
′ > 0 such that
τ(e1) > 1− σ/128 for all τ ∈ T (A). (e 7.43)
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Without loss of generality, we may assume that e, f1/2(e), f1/4(e) and e1 ∈ F .
Let the finite set P of K0(A), the finite subset G1 (in place of G) of A, and δ0 > 0 (in place
of δ) be as assured by Lemma 7.2 of [16] for F and ε/4. We may also assume that, for any
G1-δ0-multiplicative contractive completely positive linear map L from A,
‖f1/2(L(e)) − L(f1/2(e))‖ < d/210 and ‖fε′(L(e)) − L(fε′(e))‖ < d/210. (e 7.44)
Choose a finite subset P0 of projections in Mm(A˜) (for some integer m ≥ 1) such that P ⊂
{[p] − [q] : p, q ∈ P0}. We may assume that 1A˜ ∈ P. Write P0 = {1A˜, p1, p2, ..., ps}. Deleting
some elements (but not 1A), we may assume that the set
{[1A˜], [p1], [p2], ..., [ps]} ⊂ K0(A˜)
is Q-linearly independent.
Choose δ′0 = δ0/4m
2. We may also assume, without loss of generality, that L∼ is G1 ∪P0-δ0-
multiplicative, if L is a G1-δ′0-multiplicative contractive completely positive linear map from A
to a C∗-algebra B, and L∼ :Mm(A˜)→Mm(B˜) is the usual extension of the unitization of L.
Put G = F ∪ G0 and δ = min{ε/8, δ′0/2, d/210}. We may further assume, without loss of
generality, that every element of G has norm at most one.
Let δ1 > 0 (in place of δ) be as assured by Lemma 7.4 for G, δ (in place of ε1), and σ/64 (in
place of ε2) and for P0. We may assume that δ1 ≤ δ.
Let δ3 > 0 (in place of δ) be as assured by Lemma 7.5 for G, δ1/8 (in place of ε1) and
min{δ1/32, σ/256} (in place of ε2) (and for P0).
Let P1 (in place of P) and δ2 > 0 (in place of δ) be as assured by Lemma 7.6 for δ1/8 (in
place of ε), min{δ1/32, σ/256} (in place of σ), and G (in place of F). Replacing P and P1 by
their union, we may assume that P = P1. Note that we still use notation P0 for the related set
of projections.
By Lemma 2.8 and Lemma 2.9 of [17], there are unital positive linear maps
γ : Aff(T(A˜))→ Aff(T(C˜n1))
for some n1 ≥ 1 such that
‖(ın1,∞)Aff ◦ γ(fˆ)− Γ∼Aff(fˆ)‖ < min{σ/128, δ2 , δ3/2}, f ∈ F ∪ P0. (e 7.45)
We may assume, without loss of generality, that there are projections p′1, p
′
2, ..., p
′
s ∈Mm(C˜n1)
such that Γ([pi]) = ın1,∞([p′i]), i = 1, 2, ..., s. To simplify notation, assume that n1 = 1. Let G¯0
denote the subgroup of K0(A˜) generated by P, and G0 = K0(A) ∩ G¯0. Since G¯0 is free abelian,
there is a homomorphism Γ′ : G¯0 → K0(C˜1) such that
(ı1,∞)∗0 ◦ Γ′ = Γ|G0 and (ı1,∞)∗0 ◦ Γ′ = Γ∼|G¯0 .
We may assume (since P is a basis for G¯0) that
Γ′([pi]) = [p′i], i = 1, 2, ..., s. (e 7.46)
Since the pair (Γ∼Aff ,Γ
∼|K0(A˜)) is compatible, as a consequence of (e 7.45) and (e 7.46) we have
‖p̂′i − γ(p̂i)‖∞ < min{δ2, δ3/2}, i = 1, 2, ...., s. (e 7.47)
Write
C1 = (ψ0, ψ1, Q
r, Ql) = {(f, a) ∈ C([0, 1], Qr)⊕Ql : f(0) = ψ0(a) and f(1) = ψ1(a)},
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where ψ0, ψ1 : Q
l → Qr are homomorphisms. Note since we assume that K0(C1)+ = {0}, C1 is
stably projectionless.
Set 1r¯ := idQr and 1
l¯ := idQl . Define ψ
∼
0 : Q
l⊕C→ Qr by ψ∼0 (a, c) = ψ0(a)+ (1r¯ − ψ0(1l¯))c
for all (a, c) ∈ Ql ⊕ C (a ∈ Ql and c ∈ C), and define ψ∼1 : Ql ⊕ C → Qr by ψ∼1 (a, c) =
ψ1(a) + (1
r¯ − ψ1(1r¯))c for all (a, c) ∈ Ql⊕C. It is understood that if ψ0 is unital, ψ∼0 = ψ0, and
if ψ1 is unital, ψ
∼
1 = ψ1. We then identify
C˜1 = (ψ
∼
0 , ψ
∼
1 , Q
r, Ql) = {(f, b) ∈ C([0, 1], Qr)⊕ (Ql ⊕ C) : f(0) = ψ∼0 (b) and f(1) = ψ∼1 (b)}.
Denote by
πe : C1 → Ql, (f, a) 7→ a, and π∼e : C˜1 → Ql ⊕ C, (f, b)→ b
the canonical quotient map, and by j : C1 → C([0, 1], Qr) the canonical map
j((f, a)) = f, (f, a) ∈ C1.
For convenience, in what follows, we also consider C˜1 ⊗ Q. We will continue to use ψ∼0 for
the extension π∼0 (a, x) := ψ0(a) + (1
r¯ − ψ0(1l¯))x for all (a, x) ∈ Ql ⊕ Q (a ∈ Ql and x ∈ Q),
and define ψ∼1 : Q
l+1 → Qr by ψ∼1 (a, x) = ψ1(a) + (1r¯ − ψ1(1r¯))x for all (a, x) ∈ Ql+1. We also
identify
C˜1 ⊗Q = {(f, b) ∈ C([0, 1], Qr)⊕Ql+1 : f(0) = ψ∼0 (b) and f(1) = ψ∼1 (b)}.
We also continue to use π∼e for the extension π∼e : C˜1⊗Q→ Ql+1. Denote by γ∗ : T(C˜1)→ T(A˜)
the continuous affine maps dual to γ. Let πC1C : C˜1 → C be the quotient map and τC1C be the
trace of C˜1 which factors through C. We will also use πC1C for the extension π
C1
C : C˜1 ⊗Q→ Q
and τC1C for the tracial state of C˜1 ⊗Q vanishing on C1.
It follows from (e 7.45),
|γ∗(τC1C )(a)| < min{σ/128, δ2 , δ3/2} for all a ∈ F . (e 7.48)
Note that, for any τ ∈ T(C˜1), τ = sτC + (1− s)τ ′, where τ ′ ∈ T(C1) and 0 ≤ s ≤ 1.
Denote by θ1, θ2, ..., θl the extreme tracial states of C1 factoring through πe : C1 → Ql. Put
θl+1 = τC.
For any finite subset G′ ⊃ G, and 0 < η < min{δ1/8, δ3/8}, by the assumption T(A) =
Tqd(A), there exists a unital G′-η-multiplicative completely positive map Φ : A˜ → Ql+1 such
that
|trj ◦ Φ(a)− γ∗(θj)(a)| < min{13δ1/32, δ3/4, σ/32}, a ∈ G ∪ P0, j = 1, 2, ..., l, l + 1. (e 7.49)
where trj is the tracial state supported on the jth direct summand of Q
l, j = 1, 2, ..., l, and trl+1
is the tracial state of C (recall also that we also use tr◦Φ for tr⊗Trm◦(Φ⊗idm), where Trm is the
non-normalized trace on Mm). We also assume that Φ|A maps A to Ql and Φ(1A˜) = (
l+1︷ ︸︸ ︷
1, 1, ..., 1).
We may also assume that
trj(f1/2(Φ(e))) ≥ 63d/64, j = 1, 2, ..., l. (e 7.50)
Moreover, we may also assume that
|trj([Φ(pi)])− trj(Φ(pi))| < δ3/4, i = 1, 2, ..., s, j = 1, 2, ..., l + 1. (e 7.51)
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Set
D0 := (πe)∗0(K0(C1)) = ker((ψ0)∗0 − (ψ1)∗0) ⊆ Ql and
D := (π∼e )∗0(K0(C˜1 ⊗Q)) = ker((ψ∼0 )∗0 − (ψ∼1 )∗0) ⊆ Ql+1. (e 7.52)
It follows from (e 7.49) that
|τ(Φ(a)) − (π∼e )Aff(γ(aˆ))(τ)| < min{13δ1/32, δ3/4, σ/32}, a ∈ G, τ ∈ T(Ql+1), (e 7.53)
where (π∼e )Aff : Aff(T(C˜1 ⊗ Q)) → Aff(T(Ql+1)) is the map induced by π∼e . By (e 7.53) for
a ∈ P0 together with (e 7.51) and (e 7.47),
|τ([Φ(pi)])− τ ◦ (πe)∗0 ◦ Γ′([pi])| < δ3, τ ∈ T(Ql+1), i = 1, 2, ..., s.
Therefore, applying Lemma 7.5, with ri = [Φ(pi)] − (πe)∗0 ◦ Γ′([pi])∈ Ql+1(note that |rij | < δ3
for j = 1, 2, · · · , l + 1 and i = 1, 2, · · · , s), we obtain G-δ1/8-multiplicative completely positive
maps Σ1, µ1 : A˜→ Ql+1, with Σ1(1A) = µ1(1A) a projection, such that
τ(Σ1(1A˜)) < min{δ1/32, σ/256}, τ ∈ T(Ql+1), (e 7.54)
[Σ1(P0)] ⊆ D, and (e 7.55)
[Σ1(pi)]− [µ1(pi)]= ri = [Φ(pi)]− (πe)∗0 ◦ Γ′([pi]), i = 1, 2, ..., s. (e 7.56)
Consider the (unital) direct sum map
Φ′ := Φ⊕ µ1 : A˜→ (1⊕ Σ1(1A˜))M2(Ql+1)(1 ⊕ Σ1(1A˜)). (e 7.57)
Note that Φ′, like µ1 and Φ, is G-δ1/8-multiplicative. It follows from (e 7.56) that for each
i = 1, 2, ..., s,
[ψ0(Φ
′(pi))] = (ψ∼0 )∗0([µ1(pi)] + [Φ(pi)]) = (ψ
∼
0 )∗0([Σ1(pi)] + (π
∼
e )∗0 ◦ Γ′([pi])) (e 7.58)
and
[ψ1(Φ
′(pi))] = (ψ∼1 )∗0([µ1(pi)] + [Φ(pi)]) = (ψ
∼
1 )∗0([Σ1(pi)] + (π
∼
e )∗0 ◦ Γ′([pi])). (e 7.59)
It follows from (e 7.58) and (e 7.59), in view of (e 7.55) and the fact (use (e 7.46)) that (πe)∗0 ◦
Γ′([pi])) ∈ (π∼e )∗0(K0(C˜1 ⊗Q)) = D, that [Φ′(pi)] ∈ D, i = 1, 2, ..., s, i.e.,
[ψ0(Φ
′(pi))] = [ψ1(Φ′(pi))], i = 1, 2, ..., s. (e 7.60)
Set B = C([0, 1], Qr), and (as before) write πt : B → Qr for the point evaluation at t ∈ [0, 1].
Since 1A ∈ P0, by (e 7.55), [Σ1(1A˜)] ∈ D, and so there is a projection e0 ∈ B such that
π0(e0) = ψ
∼
0 (Σ1(1A˜)) and π1(e0) = ψ
∼
1 (Σ1(1A˜)). It then follows from (e 7.54) (applied just for τ
factoring through ψ∼0 —alternatively, for τ factoring through ψ
∼
1 ) that
τ(e0) < min{δ1/32, σ/256}, τ ∈ T(B). (e 7.61)
Let j∗ : T(B) → T(C˜1) denote the continuous affine map dual to the canonical unital map
j : C˜1 → B. Let γ1 : T(B) → T(A˜) be defined by γ1 := γ∗ ◦ j∗, and let κ : G¯0 → K0(B) be
defined by κ := j∗0 ◦ Γ′. Then, by (e 7.46) and (e 7.47),
|τ(κ([pi])− γ1(τ)(pi)| = |τ(j∗0(Γ′([pi]))− (γ∗ ◦ j∗)(τ)(pi)|
= |j∗(τ)([p′i])− γ(p̂i)(j∗(τ))| < δ2 (e 7.62)
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for all τ ∈ T(B), i = 1, 2, ..., k.
The estimate (e 7.62) ensures that we can apply Lemma 7.6 with κ and γ1 (note that
Γ′([1A˜]) = [1C˜1 ] and hence κ([1A˜]) = [1B ]), to obtain a G-δ1/8-multiplicative completely positive
map Ψ′ : A→ B such that
|τ ◦Ψ′(a)− γ1(τ)(a)| < min{δ1/32, σ/256}, a ∈ G, τ ∈ T(B). (e 7.63)
Let Ψ
′∼ : A˜→ B the unitization of Ψ′. Amplifying Ψ′∼ slightly (by first identifying Qr with
Qr ⊗ Q and then considering H0(f)(t) = f(t) ⊗ (1 + e0(t)) for t ∈ [0, 1]), we obtain a unital
G-δ1/8-multiplicative completely positive map Ψ : A˜ → (1 ⊕ e0)M2(B)(1 ⊕ e0) such that (by
(e 7.63) and (e 7.61)), for all a ∈ G and τ ∈ T (B),
|τ ◦Ψ(a)− γ1(τ)(a)| < 2min{δ1/32, σ/256} = min{δ1/16, σ/128}. (e 7.64)
By (e 7.42), as γ1(τ) ∈ T(A) and σ < d/210,
τ(Ψ(f1/2(e))) ≥ d(29 − 1)/29 for all τ ∈ T(B). (e 7.65)
Note that, for any element a ∈ C1,
τ(ψ0(πe(a))) = τ(π0(j(a))) and τ(ψ1(πe(a))) = τ(π1(j(a))), τ ∈ T(Qr). (e 7.66)
(Recall that j : C˜1 → B is the canonical map.) Therefore (by (e 7.66)), for any a ∈ G and
τ ∈ T(Qr),
|τ(ψ0(Φ(a)))− γ(aˆ)(τ ◦ π0 ◦ j)| = |τ(ψ0(Φ(a)))− γ(aˆ)(τ ◦ ψ0 ◦ πe)|
= |τ ◦ ψ0(Φ(a))) − (πe)Aff(γ(aˆ))(τ ◦ ψ0)|
< min{13δ1/32, σ/32} (by (e 7.53)). (e 7.67)
The same argument shows that
|τ(ψ1(Φ(a))) − γ(aˆ)(τ ◦ π1 ◦ j)| < min{13δ1/32, σ/32}, a ∈ G, τ ∈ T(Qr). (e 7.68)
Then, for any τ ∈ T(Qr) and any a ∈ G, we have
|τ ◦ ψ0 ◦ Φ′(a)− τ ◦ π0 ◦Ψ(a)|
= |τ ◦ ψ0(Φ(a)⊕ µ1(a))− τ ◦ π0 ◦Ψ(a)|
< |τ ◦ ψ0(Φ(a)⊕ µ1(a))− γ1(τ ◦ π0)(a)| +min{δ1/16, σ/128} (by (e 7.64))
< |τ ◦ ψ0(Φ(a))− γ1(τ ◦ π0)(a)|+min{3δ1/32, 3σ/256} (by (e 7.54))
= |τ ◦ ψ0(Φ(a))− γ(aˆ)(τ ◦ π0 ◦ j)| +min{3δ1/32, 3σ/256}
< min{13δ1/32, σ/32} +min{3δ1/32, 3σ/256} (e 7.69)
≤ 13δ1/32 + 3δ1/32 = δ1/2 (by (e 7.67)).
The same argument, using (e 7.68) instead of (e 7.67), shows that
|τ ◦ ψ1 ◦ Φ′(a)− τ ◦ π1 ◦Ψ(a)| < min{13δ1/32, σ/32} +min{3δ1/32, 3σ/256} (e 7.70)
≤ δ1/2, τ ∈ T(Qr), a ∈ G.
((e 7.69) and (e 7.70)—the σ estimates—will be used later to verify (e 7.81) and (e 7.82).)
Noting that Ψ and Φ′ are δ1/8-multiplicative on {1A, p1, p2, ..., ps}, we may assume, for all
τ ∈ T(Qr),
|τ([Ψ(pi)])− τ(Ψ(pi))| < δ1/4 and |τ([Φ′(pi)])− τ(Φ′(pi))| < δ1/4, i = 1, 2, ..., s.
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Combining these inequalities with (e 7.69) and (e 7.70), we have
|τ([π0 ◦Ψ(pi)])− τ([ψ0 ◦Φ′(pi)])| < δ1, i = 1, 2, ..., s, τ ∈ T(Qr). (e 7.71)
Therefore (in view of (e 7.71)), applying Lemma 7.4 with r′i = [π0 ◦Ψ(pi)] − [ψ0 ◦ Φ′(pi)] ∈ Qr,
we obtain unital G-δ-multiplicative completely positive maps Σ2 : A˜ → Ql+1 and µ2 : A˜ → Qr,
taking 1A˜ into projections, such that
[ψk ◦Σ2(1A˜)] = [µ2(1A˜)], k = 0, 1, (e 7.72)
[Σ2(P)] ⊆ (πe)∗0(K0(C˜1)) = D, i = 1, 2, ..., s, (e 7.73)
τ(Σ2(1A˜)) < σ/64, τ ∈ T(Ql+1), (e 7.74)
and, taking into account (e 7.73),
[ψ0 ◦ Σ2(pi)]− [µ2(pi)] = [ψ1 ◦ Σ2(pi)]− [µ2(pi)]= r′i = [π0 ◦Ψ(pi)]− [ψ0 ◦ Φ′(pi)], (e 7.75)
where i = 1, 2, ..., s. It should be also noted that, since τ ◦ ψk ∈ T(Ql+1), k = 0, 1,
τ(µ2(1A˜)) < σ/64 for all τ ∈ T(Qr). (e 7.76)
Consider the four G-δ-multiplicative direct sum maps (note that Φ′ and Ψ are G-δ1/8-
multiplicative, and δ1 ≤ 8δ), from A˜ to M3(Qr),
Φ0 := (ψ0 ◦ Φ′)⊕ (ψ0 ◦ Σ2), Φ1 := (ψ1 ◦Φ′)⊕ (ψ1 ◦Σ2) and (e 7.77)
Ψ0 := (π0 ◦Ψ)⊕ µ2, Ψ1 := (π1 ◦Ψ)⊕ µ2. (e 7.78)
We then have that for each i = 1, 2, ..., s,
[Ψ0(pi)]− [Φ0(pi)] = ([(π0 ◦Ψ)(pi)] + [µ2(pi)])− ([(ψ0 ◦ Φ′)(pi)] + [(ψ0 ◦ Σ2)(pi)])
= ([(π0 ◦Ψ)(pi)]− [(ψ0 ◦Φ′)(pi)])− ([(ψ0 ◦ Σ2)(pi)]− [µ2(pi)])
= 0 (by (e 7.75)),
and
[Ψ1(pi)]− [Φ1(pi)]
= ([(π1 ◦Ψ)(pi)] + [µ2(pi)])− ([(ψ1 ◦ Φ′)(pi)] + [(ψ1 ◦ Σ2)(pi)])
= ([(π1 ◦Ψ)(pi)]− [(ψ1 ◦Φ′)(pi)])− ([(ψ1 ◦ Σ2)(pi)]− [µ2(pi)])
= ([(π0 ◦Ψ)(pi)]− [(ψ1 ◦Φ′)(pi)])− ([(ψ1 ◦ Σ2)(pi)]− [µ2(pi)]) (π0 and π1 are homotopic)
= ([(π0 ◦Ψ)(pi)]− [(ψ0 ◦Φ′)(pi)])− ([(ψ1 ◦ Σ2)(pi)]− [µ2(pi)]) = 0 (by (e 7.60))
= 0 (by (e 7.75)).
Note also that, by construction,
Ψi(1A˜) = Φi(1A˜) = 1⊕ πi(e0), i = 0, 1. (e 7.79)
Summarizing the calculations in the preceding paragraph, we have
[Φi]|P = [Ψi]|P , i = 0, 1. (e 7.80)
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On the other hand, for any a ∈ F ⊆ G and any τ ∈ T(Qr), we have
|τ(Φ0(a))− τ(Ψ0(a))| = |τ((ψ0 ◦ Φ′)(a)⊕ (ψ0 ◦ Σ2)(a)) − τ((π0 ◦Ψ)(a)⊕ µ2(a))|
< |τ((ψ0 ◦ Φ′)(a)) − τ((π0 ◦Ψ)(a))| + σ/32 (by (e 7.74))
< min{13δ1/16, σ/32} +min{3δ1/16, 3σ/256} + σ/32 (by (e 7.69))
≤ 5σ/64. (e 7.81)
The same argument, using (e 7.70) instead of (e 7.69), also shows that
|τ(Φ1(a)) − τ(Ψ1(a))| < 5σ/64, a ∈ F , τ ∈ T(Qr). (e 7.82)
Since 1A ∈ P, by (e 7.73), [Σ2(1A)] ∈ D, and so there is a projection e1 ∈ B such that
π0(e1) = ψ0(Σ2(1A)) and π1(e1) = ψ1(Σ2(1A)). It then follows from (e 7.74) (applied just for τ
factoring through ψ0—alternatively, for τ factoring through ψ1) that
τ(e1) < σ/64, τ ∈ T(B). (e 7.83)
Set E′0 = 1 ⊕ π0(e0) ⊕ π0(e1), E′1 = 1 ⊕ π1(e0) ⊕ π1(e1), and D0 = E′0M2(Qr)E′0, D1 =
E′1M2(Q
r)E′1. We estimate that, using (e 7.65), (e 7.76), (e 7.78), (e 7.76),
τ0(Ψ0(f1/2(e)) ≥ 63d/64 for τ0 ∈ T (D0) and (e 7.84)
τ1(Ψ1(f1/2(e)) ≥ 63d/64 for τ1 ∈ T (D1). (e 7.85)
Then, by (e 7.81) and (e 7.82),
τ0(Φ0(f/12(e))) ≥ 62d/64 for τ0 ∈ T (D0) and (e 7.86)
τ1(Φ1(f1/2(e))) ≥ 62d/64 for τ ∈ T (D1). (e 7.87)
By the choice of G1, δ0, and (e 7.44), we have
τ0(f1/2(Φ0(e))) ≥ 3d/4 , τ0(f1/2(Ψ0(e))) ≥ 3d/4 for τ0 ∈ T (D0) and (e 7.88)
τ1(f1/2(Φ1(e)))) ≥ 3d/4 τ1(f1/2(Ψ1(e))) ≥ 3d/4 for τ ∈ T (D1). (e 7.89)
Pick a sufficiently small r′ ∈ (0, 1/4) that
‖Ψ(a)((1 + 2r′)t− r′)−Ψ(a)(t)‖ < σ/64, a ∈ G, t ∈ [ r
′
1 + 2r′
,
1 + r′
1 + 2r′
]. (e 7.90)
It follows from Lemma 7.2 of [16] (in view of (e 7.80), (e 7.88), (e 7.89), (e 7.81), (e 7.82)
and (e 7.79)) that there exist unitaries u0 ∈ D0 and u1 ∈ D1, and unital F-ε/4-multiplicative
completely positive maps L0 : A˜→ C([−r′, 0],D0) and L1 : A˜→ C([1, 1 + r′],D1), such that
π−r′ ◦ L0 = Φ0, π0 ◦ L0 = Adu0 ◦Ψ0, (e 7.91)
π1+r′ ◦ L1 = Φ1, π1 ◦ L1 = Adu1 ◦Ψ1, (e 7.92)
|τ ◦ πt ◦ L0(a)− τ ◦ π0 ◦ L0(a)| < 5σ/32, t ∈ [−r′, 0], (e 7.93)
|τ ◦ πt ◦ L1(a)− τ ◦ π1 ◦ L1(a)| < 5σ/32, t ∈ [1, 1 + r′], (e 7.94)
where a ∈ F , τ ∈ T(Qr), and (as before) πt is the point evaluation at t ∈ [−r′, 1 + r′].
Write E3 = 1⊕ e0⊕ e1 ∈ M3(C([0, 1], Qr)) and B1 = E3(M3(C([0, 1], Qr)))E3. There exists a
unitary u ∈ B1 such that u(0) = u0 and u(1) = u1. Consider the projection E4 ∈ M3(C([−r′, 1+
r′], Qr)) defined by E4|[−r,0] = E′0, E4|[0,1] = E3 and E4|[1,1+r] = E′1. Set
B2 = E4(M3(C([−r′, 1 + r′], Qr)))E4.
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Define a unital F-ε/4-multiplicative (note that F ⊂ G and δ ≤ ε/8) completely positive map
L′ : A˜→ B2 by
L′(a)(t) =

L0(a)(t), t ∈ [−r′, 0),
Adu(t) ◦ (πt ◦Ψ⊕ µ2)(a), t ∈ [0, 1],
L1(a)(t) t ∈ (1, 1 + r′].
(e 7.95)
Note that for any a ∈ G, and any τ ∈ T(Qr), by (e 7.95), if t ∈ [0, 1], then
|τ(πt(L′(a))) − γ1(π∗t (τ))(a)|
= |τ(Ad u(t) ◦ (πt◦Ψ⊕ µ2)(a))− γ1(π∗t (τ))(a)|
= |τ(πt(Ψ(a))) + τ(µ2(a))− γ1(π∗t (τ))(a)|
< |(π∗t (τ))(Ψ(a))) − γ1(π∗t (τ))(a)| + σ/64 (by (e 7.72) and (e 7.74))
< min{δ1/16, σ/128} + σ/64 ≤ 3σ/128 (by (e 7.64)), (e 7.96)
where π∗t : T(Qr)→ T(B) is the dual of πt : B → Qr. Furthermore, if t ∈ [−r′, 0], then for any
a ∈ F , and any τ ∈ T(Qr),
|τ(πt(L′(a))) − γ1(π∗0(τ))(a)|
= |τ(L0(a)(t)) − γ1(π∗0(τ))(a)|
< |τ(L0(a)(0)) − γ1(π∗0(τ))(a)| + 5σ/32 (by (e 7.93))
= |τ(Ψ0(a)) − γ1(π∗0(τ))(a)| + 5σ/32 (by (e 7.91))
= |τ((π0 ◦Ψ)(a)⊕ µ2(a))− γ1(π∗0(τ))(a)| + 5σ/32
< |τ((π0 ◦Ψ)(a)− γ1(π∗0(τ))(a)| + σ/64 + 5σ/32 (by (e 7.72) and (e 7.74))
< min{δ1/16, σ/128} + σ/64 + 5σ/32 < 23σ/128 (by (e 7.64)). (e 7.97)
Again, if t ∈ [1, 1 + r′], then the same argument shows that for any a ∈ F , and any τ ∈ T(Qr),
|τ(πt(L′(a))) − γ1(π∗1(τ))(a)| < 23σ/128. (e 7.98)
Let us modify L′ to a unital map from A˜ to B. First, let us renormalize L′. Consider the
isomorphism η : K0(Q
r) = Qr → K0(Qr) = Qr defined by
η(x1, x2, ..., xr) = (
1
tr1(E3)
x1,
1
tr2(E3)
x2, ...,
1
trr(E3)
xr),
for all (x1, x2, ..., xr) ∈ Qr, where (as before) trk is the tracial state supported on the kth direct
summand of Qr. Then there is a (unital) isomorphism ϕ : B2 → C([−r′, 1 + r′], Qr) such that
ϕ∗0 = η. Let us replace the map L′ by the map ϕ ◦ L′, and still denote it by L′. Note that it
follows from (e 7.96), (e 7.61), and (e 7.83) that for any t ∈ [0, 1], any a ∈ F , and any τ ∈ T(Qr),
|τ(πt(L′(a))) − γ1(π∗t (τ))(a)| < σ/16 + τ(e0) + τ(e1)
< 3σ/128 + min{δ1/16, σ/64} + σ/64 ≤ 7σ/128. (e 7.99)
The same argument, using (e 7.97) and (e 7.98) instead of (e 7.96), shows that for any a ∈ F ,
|τ(πt(L′(a))) − γ1(π∗0(τ))(a)| < 27σ/128, t ∈ [−r′, 0], (e 7.100)
|τ(πt(L′(a))) − γ1(π∗1(τ))(a)| < 27σ/128, t ∈ [1, 1 + r′]. (e 7.101)
Now, put
L′′(a)(t) = L′(a)((1 + 2r′)t− r′), t ∈ [0, 1]. (e 7.102)
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This perturbation will not change the trace very much, as for any a ∈ F and any τ ∈ T(Qr), if
t ∈ [0, r′/(1 + 2r′)], then
|τ(L′′(a)(t)) − τ(L′(a)(t))|
= |τ(L′(a)((1 + 2r′)t− r′))− τ(L′(a)(t))| (by (e 7.102))
= |τ(L0(a)((1 + 2r′)t− r′))− (τ(Ψ(a)(t)) + µ2(a))|
< |τ(L0(a)((1 + 2r′)t− r′))− τ(Ψ(a)(t))| + σ/64 (by (e 7.72)) and (e 7.74)
< |τ(L0(a)(0)) − τ(Ψ(a)(t))| + 5σ/32 + σ/64 (by (e 7.93))
= |τ(Ψ0(a)(0)) − τ(Ψ(a)(t))| + 11σ/64 (by (e 7.91))
< σ/64 + 11σ/64 = 3σ/16 (by (e 7.72)) and (e 7.74).
Furthermore, the same argument, now using (e 7.94) and (e 7.92), shows that for any a ∈ F ,
τ ∈ T(Qr), and t ∈ [(1 + r′)/(1 + 2r′), 1],
|τ(L0(a)((1 + 2r′)t− r′))− (τ(Ψ(a)(t)) + µ2(a))| < 3σ/16,
and, if t ∈ [r′/(1 + 2r′), (1 + r′)/(1 + 2r′)], then
|τ(L′(a)((1 + 2r′)t− r′))− τ(L′(a)(t))| = |τ(Ψ(a)((1 + 2r′)t− r′)−Ψ(a)(t))|
< σ/64 (by (e 7.90)).
Thus,
|τ(L′′(a)(t)) − τ(L′(a)(t))| < 3σ/16, a ∈ F , τ ∈ T(Qr), t ∈ [0, 1]. (e 7.103)
Hence,
|τ(πt(L′′(a))) − γ1(π∗t (τ))(a)|
≤ |τ(L′′(a)(t)) − τ(L′(a)(t))| + |τ(L′(a)(t))− γ1(π∗t (τ))(a)|
< 3σ/16 + 27σ/128 = 51σ/128 (e 7.104)
(by (e 7.103), (e 7.99), (e 7.100), and (e 7.101)). (e 7.105)
Note that L′′ is a unital map from A˜ to B. It is also F-ε-multiplicative, since L′ is. Consider
the order isomorphism η′ : K0(Ql+1) = Ql+1 → K0(Ql+1) = Ql+1 defined by
η′(y1, y2, ..., yl) = (a1y1, a2y2, ..., alyl), (y1, y2, ..., yl) ∈ Ql+1,
where
aj =
1
trj(1⊕ Σ1(1A)⊕ Σ2(1A)) , j = 1, 2, ..., l + 1, (e 7.106)
and (as before) trj is the tracial state supported on the jth direct summand of Q
l+1. There
exists a unital homomorphism ϕ˜ : (1⊕Σ1(1A)⊕Σ2(1A))M3(Ql+1)(1⊕Σ1(1A)⊕Σ2(1A))→ Ql+1
such that
ϕ˜∗0 = η′.
Therefore, by the constructions of L′′, L′, L0, and L1 ((e 7.102), (e 7.95), (e 7.91), and (e 7.92)),
we may assume that
ψ0 ◦ ϕ˜ ◦ (Φ′ ⊕ Σ2) = π0 ◦ L′′ and ψ1 ◦ ϕ˜ ◦ (Φ′ ⊕ Σ2) = π1 ◦ L′′, (e 7.107)
replacing L′′ by Adw ◦ L′′ for a suitable unitary w if necessary.
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Define L : A˜→ C˜1 by L(a) = (L′′(a), ϕ˜(Φ′(a)⊕Σ2(a))), an element of C˜1 by (e 7.107). Since
L′′ and ϕ˜◦(Φ′⊕Σ2) are unital and F-ε/4-multiplicative (since Φ′ and Σ2 are G-δ-multiplicative,
F ⊂ G, and δ ≤ ε/8), so also is L.
Moreover, for any a ∈ F , any τ ∈ T(Qr), and any t ∈ (0, 1), it follows from (e 7.104) that
|τ(πt(L(a))) − γ1(π∗t (τ))(a)| < 51σ/128. (e 7.108)
If τ ∈ T(Ql+1), then, for any a ∈ F ,
|τ(πe(L(a))) − γ∗(π∗e (τ))(a)| = |τ(ϕ˜(Φ′(a)⊕ Σ2(a))) − γ∗(π∗e (τ))(a)|
< |τ(Φ′(a)⊕ Σ2(a))− γ∗(π∗e (τ))(a)| + σ/32 (by (e 7.106), (e 7.61) and (e 7.74))
< |τ(Φ′(a))− γ∗(π∗e (τ))(a)| + 3σ/64 (by (e 7.74))
< |τ(Φ(a)) − γ∗(π∗e (τ))(a)| + σ/8 (by (e 7.54))
< σ/32 + σ/8 = 5σ/32. (by (e 7.53)).
Since each extreme trace of C˜1 factors through either the evaluation map πt or the canonical
quotient map πe, by (e 7.108),
|τ(L(a)) − γ∗(τ)(a)| < 51σ/128, τ ∈ T(C˜1), a ∈ F . (e 7.109)
From (e 7.48), we have |γ∗(τC1C )(a)| < σ/128 for all f ∈ F . Combing with (e 7.109), we have
|τC1C (L(a))| < 52σ/128 for all a ∈ F . (e 7.110)
That is ‖πC1C (L(a))‖ < 52σ/128. For each a ∈ F , denote a′ = L(a) − λ1C˜1 where λ =
πC1C (L(a)) ∈ C. Choose an element eC1 ∈ C1 with 0 ≤ eC1 ≤ 1 such that
‖eC1a′eC1 − a′‖ < σ/128 for all a ∈ F . (e 7.111)
Then
‖eC1L(a)eC1 − L(a)‖ < σ/128 + 52σ/128 = 53σ/128 for all a ∈ F . (e 7.112)
Define L¯ : A → C1 by L¯(a) = eC1L(a)eC1 for all a ∈ A. (Note that L¯ is F-ε/2-multiplicative.)
Therefore, for any a ∈ F and τ ∈ T(C), we have
|τ(ı1,∞(L¯(a)))− ΓAff(aˆ)(τ)|
< |τ(ı1,∞(L¯(a))) − γ∗(ı1,∞(τ))(a)| + |γ∗(ı1,∞(τ))(a) − ΓAff(aˆ)(τ)|
= |τ(ı1,∞(L¯(a))) − γ∗(ı1,∞(τ))(a)| + |(ı1,∞)Aff(aˆ)(τ)− ΓAff(aˆ)(τ)|
< 51σ/128 + 53σ/128 + σ/128 = 105σ/128. (by (e 7.109) and (e 7.45))
Recall fε′(e) ∈ F , combining the above inequality with (e 7.43), one has
τ(ı1,∞(L¯(fε′(e)))) ≥ (1− σ/128) − 105σ/128 > 1− 106σ/128 for all τ ∈ T(C). (e 7.113)
Choose a strictly positive element eA ∈ A such that eA ≥ fε′(e) and put c1 = ı1,∞(L(eA)). Then,
by (e 7.113),
τ(c1) > 1− 106σ/128 for all τ ∈ T(C). (e 7.114)
Let H1 : A→ C be defined by H1 = ı1,∞ ◦ L¯. Then
|τ(H1(a))− ΓAff(aˆ)(τ)| < 105σ/128 for all a ∈ F , τ ∈ T (C1). (e 7.115)
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Since F , ε, and σ are arbitrary, in this way we obtain a sequence of completely positive
linear maps Hn : A→ C such that
lim
n→∞ ‖Hn(ab)−Hn(a)Hn(b)‖ = 0 for all a, b ∈ A, and (e 7.116)
lim
n→∞ sup{|τ ◦Hn(a)− ΓAff(aˆ)(τ)| : τ ∈ T(C)} = 0 for all a ∈ A, (e 7.117)
and τ(Hn(eA))→ 1 uniformly on τ in T (C).
On the other hand, Γ−1 : (K0(C), T (C), rC) ∼= (K0(A), T (A), rA) gives a morphism Γ−1cu :
Cu∼(C) → Cu∼(A). Since K1(C) = {0}, by Theorem 1.0.1 of [53], there is a homomorphism
h : C → A such that h induces Γ−1. In particular, τ(h(c)) = Γ−1Aff(cˆ)(τ) for all c ∈ C and for all
τ ∈ T (C). It follows that
lim
n→∞ sup{|τ ◦ h ◦Hn(a)− τ(a)| : τ ∈ T(A)} = 0 for all a ∈ A. (e 7.118)
Note that, as shown at the the beginning of the proof, for any non-zero hereditary C∗-
subalgebra B of A with continuous scale, B ⊗ Q ∼= B. So all above work for any such B. By
(e 7.116), (e 7.117) and (e 7.118), applying Theorem 7.10 to each hereditary C∗-subalgebra B of
A with continuous scale, described in Theorem 7.10, we conclude A⊗Q ∈ D.
Theorem 7.12. Let A be separable amenable simple stably projectionless C∗-algebra with con-
tinuous scale, stable rank one and finite nuclear dimension such that T (A) 6= {0} and satisfying
the UCT. Then A⊗Q ∈ D.
Proof. By [61], every tracial state of A is quasidiagonal. Then, by Theorem 6.2 and 5.27, and
Theorem 7.11, A⊗Q ∈ D.
8 The determinant map
Definition 8.1. Let B be a C∗-algebra with T (B) 6= ∅. For each f ∈ Aff(T (B)), define
ι♯B : Aff(T (B))→ Aff(T (B˜)) by ι♯B(f)(αtC+(1−α)τ) = (1−α)f(τ) for all 0 ≤ α ≤ 1, τ ∈ T (B)
and tC ∈ T (B˜) such that tC|B = 0. Put
Aff(T (B))ι = {ι♯B(f) : f ∈ Aff(T (B))}⊂ Aff(T (B˜)).
Therefore, if B = Ped(B), then ρB˜(K0(B˜)) = ιB(ρB(K0(B))) + Z.
Proposition 8.2. Let A ∈ Dd with continuous scale. Then, for any integer n ≥ 1 and g ∈
ρA(K0(A)), there is g1 ∈ ρA(K0(A)) such that ng1 = g. Moreover, ρA˜(K0(A˜))/Z is divisible
subgroup of Aff(T (A˜))/Z and Aff(T (A))ι ∩ ρA˜(K0(A˜)) = ι♯A(ρA(K0(A))) = ι♯A(ρA(K0(A))).
Moreover, Aff(T (A))ι/ρA˜(K0(A˜)) = Aff(T (A))
ι/ι♯A(ρA(K0(A))) is torsion free.
Proof. It suffices to show the proposition holds for g ∈ ρA(K0(A)).
Let g = [p] − [p¯], where p = p¯ + x ∈ Mm(A˜) is a projection, p¯ ∈ Mm(C · 1A˜) ⊂ Mm(A˜) is a
scalar matrix, and x ∈Mm(A)s.a.
Fix an integer n ≥ 1. Let 1/4m > ε > 0. Write x = (xi,j)m×m, where xi,j ∈ A. Put
F1 = {xi,j : 1 ≤ i j ≤ m} and F = F1 ∪ {xy : x, y ∈ F1}. Note that ‖xi,j‖ ≤ 2. Since A ∈ Dd,
there are F-(ε/64m)2-multiplicatve completely positive contractive linear maps ϕ : A→ A and
ψ1 : A→ D1 with ϕ(A) ⊥ D, D :=Mn(D1) is a C∗-subalgebra of A, and
y ≈ε/2(64m)2 ϕ(y) + ψ(y) and ψ(y) = ψ1(y)⊗ 1n (e 8.1)
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for all y ∈ F , and
dτ (c) < ε/16m for all τ ∈ T (A), (e 8.2)
where c is a strictly positive element of ϕ(A)Aϕ(A). Let ed ∈ (D1)1+ be a strictly positive element
of D1. Let η > 0. Let A1 = fη(c)Afη(c). Choosing a sufficiently small η, and replacing ϕ(a) by
ϕ′(a) := fη(c)ϕ(a)fη(c) for all a ∈ A, ψ1(a) by ψ′1(a) := fη(ed)ψ1(a)fη(ed) for all a ∈ A, if
necessarily, we may write
y ≈ε/(64m)2 ϕ′(y) + ψ′(y) for all y ∈ F (e 8.3)
and assume that there are f0 ∈ (ϕ(A)Aϕ(A))1+ and f1 ∈ (D1)1+ such that
f0ϕ
′(a) = ϕ′(a)f0 and (f1 ⊗ 1n)ψ′(a) = ψ′(a)(f1 ⊗ 1n) for all a ∈ A. (e 8.4)
Denote by xi,j,k = ψ
′
1(xi,j) ⊗ ek ∈ Mn(fη(ed)D1fη(ed)), where ek := ek,k and {ek,k′ : 1 ≤
k, k′ ≤ m} is a system of matrix unit for Mn. (Note that D1 is non-unital and ek 6∈ Mn(D1)).
Put xk = (xi,j,k) ∈ Mm(A) and x′ = (ϕ′(xi,j))m×m ∈ Mm(A). Note since both ϕ′ and ψ′ are
completely positive contractive linear maps, x′ and xk are self-adjoint. Recall that, since p is a
projection, xp¯+ p¯x+ x2 = x. Let y0 = p¯+ x
′. Then
(y0 +
n∑
k=1
xk) ≈ε/322 (y0 +
n∑
k=1
xk)
2 (e 8.5)
≈ε/64 p¯2 + x′p¯+ p¯x′ + x′2 +
n∑
k=1
(xkp¯+ p¯xk + x
2
k). (e 8.6)
It follows that
z := x′p¯+ p¯x′ + x′2 +
n∑
k=1
(xkp¯+ p¯xk + x
2
k) ≈ε/32 x. (e 8.7)
Let E0 = diag(f0, f0, ..., f0), E¯ = diag(f1 ⊗ 1n, f1 ⊗ 1n, ...,f1 ⊗ 1n), and Ek = diag(f1 ⊗ ek, f1 ⊗
ek, ..., f1 ⊗ ek), three m×m diagonal elements in Mm(A). Then
x′ ≈(ε/64m)2 E0x ≈ε/32 E0z = E0x′p¯+ E0p¯x′ + E0x′2 + E0(
n∑
k=1
p¯xk) (e 8.8)
= x′p¯+ p¯E0x′ + x′2 +
n∑
k=1
p¯E0xk (e 8.9)
= x′p¯+ p¯x′ + x′2. (e 8.10)
Therefore
p¯+ x′ ≈ε/16 (p¯+ x′)2. (e 8.11)
A standard perturbation argument produces an element y′ ∈ Mm(ϕ(A)Aϕ(A))s.a. such that
q0 := p¯+ y
′ is a projection and
‖q0 − (p¯+ x′)‖ < ε/4 and ‖x′ − y′‖ < ε/4. (e 8.12)
The same argument shows that, for each k, there is a self-adjoint element y′′ ∈ Mm(D1) ⊂
Mm(A) such that qk := p¯+ y
′′ ⊗ e′k is a projection and
‖qk − (p¯+ xk)‖ < ε/4 and ‖y′′ ⊗ ek − xk‖ < ε/4. (e 8.13)
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We note that
‖x− (y′ +
n∑
k=1
y′′ ⊗ ek)‖ < ε/4. (e 8.14)
Combining with (e 8.2), we have
τ(x) ≈ε nτ(y′′) for all τ ∈ T (A). (e 8.15)
Fix k and choose g0 = ρA([qk]− [p¯]). Then
|(τ(p − p¯)− ng0(τ)| < ε for all τ ∈ T (A). (e 8.16)
Since ε is arbitrary, this shows that there is g1 ∈ ρA(K0(A)) such that ng1 = g. The first part
of the proposition then follows.
To see the second part, let g ∈ ρA˜(K0(A˜)) = ι♯A(ρA(K0(A))) + Z and k ≥ 2 be an integer.
There are fn ∈ ι♯A(ρA(K0(A))) and N(n) ∈ Z such that limn→∞ ‖fn −N(n)− g‖ = 0. From the
first part of the proof, there are gn ∈ ι♯A(ρA(K0(A)) such that limn→∞ ‖kgn − fn‖ = 0. Hence
limn→∞ ‖kgn − N(n) − g‖ = 0. There are integers D(n), rn ∈ Z with 0 ≤ rn < k such that
N(n) = kD(n) + rn, n = 1, 2, ....Hence in Aff(T (A˜)),
g/k = lim
n→∞ gn −D(n)− rn/k. (e 8.17)
By passing to a subsequence, we may assume that, for some integer 0 ≤ r < k,
g/k + r/k = lim
n→∞(gn −Dn). (e 8.18)
Note that Z is a closed subgroup of Aff(T (A˜)). In the topological group Aff(T (A˜))/Z, there is
g¯0 ∈ ι♯A(ρA(K0(A))) + Z/Z such that
g¯/k = g¯0 − r¯/k. (e 8.19)
It follows that g¯ = kg¯0 − k(r/k) = kg¯0, as desired. (Warning: we do not know g¯0 is in
ι♯A(ρA(K0(A))).)
Now let f ∈ Aff(T (A))ι ∩ ρA˜(K0(A˜)). Recall ρA˜(K0(A˜)) = ι♯A(ρA(K0(A))) + Z. It follows
that there are gn ∈ ι♯A(ρA(K0(A))) and m(n) ∈ Z such that f(τ) = limn→∞ gn(τ) +m(n) for all
τ ∈ T (A˜). In particular, 0 = f(τC) = limn→∞ gn(τC) +m(n) = limn→∞m(n). Thus, for some
N ≥ 1, m(n) = 0 for all n ≥ N. This implies that gn → f uniformly on T (A˜). In other words,
f ∈ ι♯A(ρA(K0(A))). Since T (A) ⊂ T (A˜), this implies that ι♯A(ρA(K0(A))) = ι♯A(ρA(K0(A))).
To see the last part, one notes that Aff(T (A))ι is torsion feee and, by the first part,
ι♯A(ρA(K0(A))) is divisible. If x ∈ Aff(T (A))ι and y := nx ∈ ι♯A(ρA(K0(A))) for some inte-
ger n > 1, then there exists z ∈ ι♯A(ρA(K0(A))) such that y = nz. Then n(x− z) = 0. It follows
that x− z = 0, or x ∈ ι♯A(ρA(K0(A))).
8.3. Let C ∈ M1. Fix a finitely generated subgroup F ′ ⊂ K1(C). We may write F ′ ⊂ K1(Bn)
and Bn = limk→∞(M(k!)2A(W,αk) ⊕Wk, ϕwk ). We now apply Theorem 5.34 and retain nota-
tion there. We may assume that F ′ ⊂ (ϕk,∞)∗1(K1(A(W,αk))) for some m ≥ 1. Put F =
(ιk)∗1(K1(A(W,αk))) and F = Zmf ⊕ Z/k1Z ⊕ Z/k2Z ⊕ · · ·Z/kmtZ. It will be called the stan-
dard subgroup of K1(C). Recall En =M(n!)2(A(W,αn)) is as 11.4 of En in 11.4 of [23]. We will
retain the notation in 11.3 and 11.4 of [23].
Fix such F. Let JF,u : F → U(C˜)/CU(C˜) given by the splitting map J := J A˜cu : K1(C˜) →
U(C˜)/CU(C˜) defined in (e 2.16).
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We will keep notations in 8.3 in the following statement.
Lemma 8.4. Let C be a non-unital separable simple C∗-algebra in Dd with continuous scale
and let B be as constructed in 5.31.
Let ε > 0, F ⊂ B be a finite subset, let P ⊂ K(B) be a finite subset and let 1/2 > δ0 > 0.
For any finitely generated standard subgroup F (see 8.3), any finite subset S ⊂ F, there exists
an integer n ≥ 1 with the following property:
for any finite subset U ⊂ U(B˜) such that U ⊂ JF,u(F ) ⊂ JF,u(ιn∗1(K1(En))) and ΠB˜,u(U) = S
(see 2.10) for any homomorphism
γ : JF,u((ιn)∗1(K1(En))) → Aff(T (C˜))/ρC˜(K0(C˜), such that γ|Tor(JF,u((Φn,∞)∗1(K1(En))) = 0 and
any c ∈ C+ with ‖c‖ = 1, there exists F-ε-multiplicative completely positive contractive linear
map Φ : B → cCc such that, in U0(C˜)/CU(C˜)∼= Aff(T (C˜))/ρC˜ (K0(C˜)),
[Φ]|P = 0 and dist(Φ†(z¯), γ(z¯)) < δ0 for all z ∈ U . (e 8.20)
(here we assume dist(Φ†(z¯), ⌈Φ(z)⌉) < δ0/4 for all z ∈ U–see 2.11 for the definition of Φ†.)
Proof. By 5.31 and 5.34, without loss of generality, we may assume B = Bn for some n (see
also 5.32). We will then reduce the lemma to 11.5 of [23]. Let C1 be a C
∗-algebra which
is an inductive limit of C∗-algebras in C00 with continuous scale such that K0(C1) = {0} and
T (C1) = T (C). It follows from [53] that there is a homomorphism j : C1 → C which maps strictly
positive elements to strictly positive elements and j♯ : Aff(T (C1)) → Aff(T (C)) induced by j
is an affine isomorphism. Moreover, the map jT : T (C) → T (C1) is an affine homeomorphism.
Note that ρC˜1(K0(C˜1)) = Z and (see 8.1)
ρC˜(K0(C˜)) = ι
♯
C(ρC(K0(C))) + Z. (e 8.21)
Let j†,o : Aff(T (C˜1))/Z→ Aff(T (C˜))/ρC˜(K0(C˜)) be the map induced by j♯. Note that
ker(j†,o) = j♯
−1
({ι♯C ◦ ρC(x) ∈ Aff(T (C˜)) : x ∈ K0(C)}) (e 8.22)
which is a divisible group by Proposition 8.2. Therefore there exist
λ0 : JF,u(F ) ⊂ JF,u(ιn∗1(K1(En)))→ Aff(T (C1))/Z such that j†,0 ◦λ0 = λ. Therefore, it suffices
to prove the lemma under the assumption that C = C1. But that is exactly the same as 11.5 of
[23].
Lemma 8.5 (11.6 of [23]). Let C be a non-unital separable C∗-algebra. Suppose that u ∈
U(Ms(C˜)) (for some integer s ≥ 1) with [u] 6= 0 in K1(C) but uk ∈ CU(Ms(C˜)) for some k ≥ 1.
Suppose that πC(u) = e
2iπθ for some θ ∈ (Ms)s.a., where πC : C˜ → C is the quotient map. Then
ktr(θ) ∈ Z, where tr is the tracial state of Ms.
Let B1 be a stably projectionless simple separable C
∗-algebra and with continuous scale and
B = B1 ⊗ U for some infinite dimensional UHF-algebra, or B ∈ Dd. For any ε > 0, there
exists δ > 0 and finite subset G ⊂ C satisfying the following: If L1, L2 : C → B are two G-δ-
multiplicative completely positive contractive linear maps such that [L1](u) = [L2](u) in K1(B),
then
dist(⌈L1(u)⌉, ⌈L2(u)⌉) < ε. (e 8.23)
Proof. Write u = e2iπθ + ζ, where ζ ∈ C and θ ∈ (Ms)s.a.. Therefore, if uk ∈ CU(C˜), then
ktr(θ) ∈ Z.
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Note Li is originally defined on C and the extension Li :Ms(C˜)→Ms(B˜) has the property
that Li(u) = e
2iπθ + Li(ζ), i = 1, 2. To simplify notation, without loss of generality, we may
assume that ⌈L1(u)⌉ · ⌈L2(u∗)⌉ ∈ U0(Ms(B˜)). Note that
πB(⌈L1(u)⌉ · ⌈L2(u∗)⌉) = e2
√−1πθe−2
√−1πθ = 1
(where πB :Ms(B˜)→Ms is the quotient map). We may write (see Lemma 6.1 of [23])
⌈L1(u)⌉ · ⌈L2(u∗)⌉ =
n∏
j=1
exp(2
√−1πhj) for all some h1, h2, ..., hn ∈Ms(B˜)s.a with
πB(hj) = 0 and πB(exp(2
√−1πhj)) = 1 for all j. (e 8.24)
It follows from 14.5 of [42] that, by choosing small δ and large G (independent of L1 and L2)
there is h0 ∈ B˜s.a. such that ‖h0‖ < min{1, ε}/2(k + 1) and
((exp(2iπh0))(
n∏
j=1
exp(2iπhj)))
k ∈ CU(Ms(B˜)). (e 8.25)
By (e 8.24), πB(exp(2ih0)) ∈ CU(Ms). Then s · tBC (h0) ∈ Z, where tBC ∈ T (B˜) is defined by
tBC (b) = tr ◦ πB(b) for all b ∈ B˜. However, since ‖h0‖ < 1/4s(k + 1), tBC (h0) < 1/4s(k + 1). This
implies that tBC (h0) = 0. Note also U0(Ms(B˜))/CU(Ms(B˜)) = Aff(T (B˜))/ρB˜(K0(B˜)) and
ρB˜(K0(B˜)) = ι
♯
B(ρB(K0(B)) + Z (e 8.26)
(see 8.1 for ι♯B). Note, by (e 8.25), (k(
∑n
j=1 hj + h0/k)̂ ∈ Aff(T (B))ι ∩ ρB˜(K0(B˜)). It follows
from 8.2 that g := (
∑n
j=1 hj+h0/k) ∈ Aff(T (B))ι∩ρB˜(K0(B˜)). Therefore, since g ∈ ρB˜(K0(B))
and ‖h0‖ < ε/2(k + 1),
dist(⌈L1(u)⌉, ⌈L2(u)⌉) < ε. (e 8.27)
We actually prove the following:
Corollary 8.6. Let B1 be a stably projectionless simple separable C
∗-algebra with continuous
scale and B = B1⊗U for some infinite dimensional UHF-algebra, or B ∈ Dd. Let u = 1Ms(B˜)+
x ∈ U0(Ms(B˜)), where x ∈Ms(B˜)s.a. such that uk ∈ CU(Ms(B˜)). Then u ∈ CU(Ms(B˜)).
We end this section with the following lemma for the convenience in later sections.
Lemma 8.7. Let B be a non-unital separable simple C∗-algebra with stable rank one, let ε > 0,
let F ⊂ A be a finite subset and let v ∈ B˜ be a unitary. Then there exists a unitary w ∈ B˜ such
that
‖w∗aw − a‖ < ε for all a ∈ F and wv ∈ CU(B˜). (e 8.28)
In particular, wv ∈ U0(B˜) and w∗ = u in U(B˜)/CU(B˜).
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Proof. We may assume that 0 < ε < 1. Without loss of generality, we may assume that ‖x‖ ≤ 1
for all x ∈ F . Consider an approximate identity {en} of B such that en+1en = en for all n.Write
u = λ · 1B˜ + x for some λ ∈ T and x ∈ B. Note ‖x‖ ≤ 2. Replacing u by λ¯u, if necessary, we
may assume that λ = 1.
Choose n ≥ 1 such that
‖(1B˜ − en)x‖ < ε/128 and ‖x(1B˜ − en)‖ < ε/128 for all x ∈ F ∪ {z}. (e 8.29)
Let B0 = enAen. Then (1−en+1)b = 0 for all b ∈ B0.Without loss of generality, we may assume
that a ∈ B0 for all a ∈ F . Put z = 1B˜ + enxen, ‖z∗z− 1B˜‖ < ε/32 and ‖zz∗− 1B˜‖ < ε/32. Thus
we obtain a unitary v′ = λ′ · 1B˜ + z′ such that λ′ ∈ T, z′ ∈ B0 and
‖u− v′‖ < ε/16. (e 8.30)
Note that, since we assume that u = 1B˜ + x, |λ′ − 1| < ε/16. Put v = v′λ¯′. Then ‖u− v‖ < ε/8
and v = 1B˜+ z
′′ for some z′′ ∈ B0. Put B1 = (en+2 − en+1)B(en+2 − en+1). Since B is separable
and simple, K1(B1) = K1(B). Since B (and so does B1) has stable rank one, one obtains a
unitary u1 ∈ B˜1 such that [u1] = [u∗] in K1(B). Write u1 = λ1 · 1B˜1 + z1 with λ1 ∈ T and
z1 ∈ B1. Put u′1 = λ1 · 1B˜ + z1. Then u′1 is a unitary in B˜ and [u′1] = [u1] = [u∗] in K1(B).
Replacing u′1 by u
′
1λ¯1, we may assume that u
′
1 = 1B˜ + z1.
Since we have assume that F ⊂ B0 and z∗1a = 0 and az1 = 0 for all a ∈ B0,
u′1a = au
′
1 for all a ∈ F . (e 8.31)
Put v1 = (u
′
1)
∗v. Then v1 ∈ U0(B˜) and v1 = 1B˜ + z2 for z2 ∈ en+2Ben+2.
Let us write v1 = exp(ih1) exp(ih2) · · · exp(ihm). Since z2 ∈ en+2Ben+2, we may assume that
hm = αj · 1B˜ + bj, where αj ∈ R and bi ∈ en+2Ben+2, j = 1, 2, ...,m. Since we assume that
v1 = 1B˜ + z2,
∑m
j=1 αj = 2kπ for some integer k. Therefore we may also write
v1 = exp(ib1) exp(ib2) · · · exp(ibm). (e 8.32)
Let bj = (bj)+−(bj)−, where (bj)+, (bj)− ∈ en+2Ben+2+, j = 1, 2, .... PutB2 = (en+4 − en+3)B(en+4 − en+3)
and choose b0 ∈ (B2)+ \ {0}. Since B is simple, as 3.4 of [15], there exist x1, x2, ..., xN ∈ B such
that
N∑
j=1
x∗jb0xj = f1/2(e2n+3). (e 8.33)
Note that f1/2(e2n+3)b = b for all b ∈ en+2Ben+2. Then
N∑
i=1
(bj)
1/2
+ x
∗
i b0xi(bj)
1/2
+ = (bj)+. (e 8.34)
Put (bj)
′
+ =
∑N
i=1 b
1/2
0 xi(bj)+x
∗
i b
1/2
0 . Then (bj)
′
+ ∈ B2 and
τ((bj)
′
+) = τ((bj)+) for all τ ∈ T (B). (e 8.35)
This implies that there are b′j ∈ B2 such that τ(b′j) = τ(bj), j = 1, 2, ...,m. Define v2 =
exp(i
∑m
j=1 b
′
j) in B˜. Put v3 = v
∗
2v1. Then, by Lemma 3.1 of [58] and 3.11 of [26], v3 ∈ CU(B˜).
Since b′ja = ab
′
j for all a ∈ F (as we assume that a ∈ B0),
v2av
∗
2 = a for all a ∈ F . (e 8.36)
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Put w1 = (u
′
1)v2. Then w
∗
1v = v
∗
2(u
′
1)
∗v = v∗2v1 = v3 ∈ CU(B˜) and w∗1u ∈ U0(B˜). Put w2 = uv∗.
Then w2 ∈ U0(B˜) and, by (e 8.30),
‖w2 − 1B˜‖ < ε/8 (e 8.37)
Put w = w2w1. Then, ‖w∗aw − a‖ = ‖w∗2aw2 − a‖ < ε/4 for all a ∈ F . Moreover,
w∗u = w∗1w
∗
2u = w
∗
1vu
∗u = w∗1v ∈ CU(B˜).
9 Existence Theorems
Lemma 9.1. Let A be as constructed in Theorem 5.31 with continuous scale and let B be a
separable simple C∗-algebras in Dd which has the continuous scale. Suppose that there is κ ∈
KL(A,B) and an affine continuous map κT : T (B)→ T (A) such that κ and κT are compatible.
Then, there exists a sequence of approximate multiplicative completely positive contractive linear
maps ϕn : A→M2(B) such that
[{ϕn}] = κ. (e 9.1)
Proof. Let ε > 0 and F ⊂ A1 be a finite subset . Fix a finite subset P ⊂ K(A).
Choose δ > 0 and finite subset G ⊂ A so that [L]|P is well defined for any G-δ-multiplicative
completely positive contractive linear map L from A. We may assume that δ < ε and F ⊂ G.
Since both A and B have continuous scales, T (A) and T (B) are compact (5.3 of [15]).
By the assumption A = lim(An, ın,m) with An = En ⊕ Cn ⊕ Dn as described in Theorem
5.34. Without loss of generality, we may assume that, for some large n ≥ 1, that
G ⊂ En ⊕ C ′n, (e 9.2)
where C ′n = Cn ⊕Dn ∈ C0 and En be as in Theorem 5.34. Moreover, we may further assume
G = G′0∪G′1, where G′0 ⊂ En and G′1 ⊂ C ′n are finite subsets. We may also assume, without loss of
generality, that there are finite subset P0 ⊂ K(En) and P1 ⊂ K(C ′n) such that P ⊂ [ı](P0 ∪P1),
where ı :=ın : En ⊕ C ′n → A is the embedding. Since K0(C ′n) is finitely generated, we may
assume that P1 ∩ K0(C ′n) generates K0(C ′n). Let cn ∈ C ′n be a strictly positive element of C ′n
with ‖cn‖ = 1.
Note here we assume, as constructed in Theorem 5.34, K0(En) is torsion and ι∗0(K0(C ′n)) is
free. Denote by Ψ0 : A→ En and Ψ1 : A→ C ′n (for sufficiently large n) two completely positive
contractive linear maps which are G-δ/16-multiplicative and
‖Ψ0(b)− b‖ < δ/16 for all b ∈ G′0 and ‖Ψ1(c)− c‖ < δ/16 for all c ∈ G′1. (e 9.3)
Without loss of generality, we may assume that
([Ψ0] + [Ψ1])|P = [id]|P , [Ψ1]|P∩[ι](P1) = [id]|P∩[ι](P1) and [Ψ1]|P∩[ι](P0) = 0. (e 9.4)
Let
P2 = [ı](P0) ∪ [ι](P ′1),
where P ′1 ⊃ P1 and containing a generating set of K0(Cn).We may assume that, for somem ≥ 1,
P2 ⊂ K0(A)
⊕
K1(A)
m⊕
j=1
(K0(A,Z/jZ) ⊕K1(A,Z/jZ).
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Moreover, we may also assume that m!x = 0 for all x ∈ Tor(K0(A)) ∩ P2. Let G0,P2be the
subgroup generated by K0(A) ∩ P2. We may write G0,P2 := F0 ⊕ G0,where F0 is free and is
generated by ι∗0(P ′1), and G0 is generated by P0∩K0(A) and G0 is a finite group. In particular,
m!x = 0 for all x ∈ G0. Moreover, F0 ⊂ (ι)∗0(K0(Cn)).
Choose 0 < δ1 < δ and finite subset G3 ⊂ A such that [L′]|P2 is well defined for any G3-δ1-
multiplicative completely positive contractive linear map from A. We assume that G ⊂ G3.
Note that, by 4.4, A satisfies the assumption of 9.8 of [23] (see Definition 9.3 of [23]).
It follows from 4.5 that there exists a G1-δ1/4-multiplicative completely positive contractive
linear map L : A→ B ⊗MK for some integer K such that
[L]|P2 = κ|P2 (e 9.5)
Without loss of generality, we may assume that G3 ⊂ A1.
Let Q ⊂ K(B) be a finite subset which contains [L](P2). We assume that
Q ⊂ K0(B)
⊕
K1(B)
⊕⊕
i=0,1
m1⊕
j=1
Ki(B,Z/jZ) (e 9.6)
for some m1 ≥ 2. Moreover, we may assume that m1x = 0 for all x ∈ Tor(G0,b), where G0,b is
the subgroup generated by Q ∩K0(B). Without loss of generality, we may assume that m|m1.
Choose an integer m2 such that m1|m2.
Let p1, p2, ..., pl ∈Mr(C˜ ′n) be projections which generate K0(C˜ ′n)+. Let p¯i ∈Mr(C · 1C˜′n) be
scalar projections with rank Ri ≥ 1 such that o([pi]) = [pi]− [p¯i] ∈ K0(C ′n), i = 1, 2, ..., k. Since
(κ, κT ) is compatible, Ri + ρA(κ(o([pi])))(s) > 0 for all s ∈ T (A). Set R := max{Ri : 1 ≤ i ≤ l}
and
η1 := min {inf{|Ri + ρA(κ(o([pi])))(s)| : s ∈ T (A)} : 1 ≤ i ≤ l}. (e 9.7)
Let b0 ∈ B with ‖b0‖ = 1 such that
dτ (b0) < min{δ1, η1/R}/16(K + 1)m2 for all τ ∈ T (B). (e 9.8)
Let eb ∈ B ⊗MK be a strictly positive element of B ⊗MK such that
τ(eb) > 7/8 for all τ ∈ T (B ⊗MK). (e 9.9)
Let Gb ⊂ B ⊗MK be a finite subset and 1/2 > δ2 > 0 be such that [Φ]|Q is well defined for
any Gb-δ2-multiplicative completely positive contractive linear map Φ from B ⊗MK . Note that
B ∈ Dd.
There are Gb-δ2-multiplicative completely positive contractive linear maps ϕ0,b : B ⊗MK →
B0 := ϕ0,b(eb)(B ⊗MK)ϕ0,b(eb) (see 2.10 of [15]) and ψ0,b : B ⊗MK → Db ⊂ B ⊗MK with
Db ∈ C0 such that
‖b− diag(ϕ0,b(b),
(m2)!︷ ︸︸ ︷
ψ0,b(b), ψ0,b(b), ..., ψ0,b(b))‖ < min{δ2, ε/16, η/16} for all b ∈ Gb (e 9.10)
and ϕ0,b(eb) . b0 and t(ψ0,b(eb)) > 3/4 for all t ∈ T (Db). (e 9.11)
Note that K1(Db) = {0}. Moreover, we may also assume that
(m2)![ψ0,b]|Tor(G0,b) = 0 and (m2)![ψ0,b]|Q∩Ki(B,Z/jZ) = 0, j = 2, 3, ...,m1 . (e 9.12)
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Therefore
[ϕ0,b]|Tor(G0,b) = [idB ]|Tor(G0,b), [ϕ0,b]|Q∩K1(B) = [idB]|Q∩K1(B) and (e 9.13)
[ϕ0,b]|Q∩Ki(B,Z/jZ) = [idB]|Q∩Ki(B,Z/jZ), j = 2, 3, ...,m1 . (e 9.14)
Let GP be the subgroup generated by P and let κ′ = κ− ϕ0,b ◦ [L] be defined on GP . Then, by
(e 9.5), (e 9.13) and (e 9.14), we compute that
κ′|G0 = 0, κ′|P∩K1(A) = 0 and κ′|P∩Ki(A,Z/jZ) = 0, j = 2, 3, ...,m. (e 9.15)
Let ζ := κ′ ◦ ι : K0(C ′n)→ K0(B). Then, by (e 9.8) and (e 9.7), for all s ∈ T (A),
Ri + ρA(ζ(o([pi])))(s) = Ri + ρA(κ(o([pi])))(s)− ρA([ϕ0,b] ◦ [L](o([pi])))(s) (e 9.16)
= Ri + ρA(κ(o([pi])))(s)− ρA([ϕ0,b](κ(o([pi]))))(s) (e 9.17)
≥ Ri + ρA(κ(o([pi])))(s)− (η1/R16)ρA((κ(o([pi]))))(s) (e 9.18)
> Ri + ρA|blue(κ(o([pi])))(s)− η1 > 0 (e 9.19)
for 1 ≤ i ≤ l. Since {p1, p2, ..., pl} generates K0(C˜ ′n), this implies that the unital extension ζ∼ :
K0(C˜
′
n) → K0(B˜) is strictly positive. By Theorem 6.7, there is a homomorphism h : C ′n → B
such that h∗0 = ζ. By (e 13.17) and (e 9.8), since B has almost stable rank one (see Lemma 11.1
of [15]), one obtains a unitary U ∈ U( ˜B ⊗MK) such that
U∗B0U ⊂ B. (e 9.20)
Define ϕ : A→M2(B) by ϕ(a) = (AdU ◦ ϕ0,b ◦ L(a))⊕ h(Ψ1(a)) for a ∈ A. Then, by choosing
sufficiently large Gb, ϕ is G-ε-multiplicative. Note that
κ′|GP = (κ− [ϕ0,b] ◦ [L])|GP = (κ− [ϕ0,b] ◦ κ)|GP = m2![ψ0,b] ◦ κ|GP . (e 9.21)
One then checks (see (e 9.4), (e 9.12), (e 9.13), (e 9.14), (e 9.15)) that
[ϕ]|P = κ|P . (e 9.22)
The lemma follows.
Lemma 9.2. Let A and B be separable simple amenable C∗-algebras in D with continuous scales.
Suppose that B satisfies the UCT, and that there is α ∈ KL(B,A) and an affine continuous
map αT : T (A) → T (B) such that κ and αT are compatible. Suppose also that there exists a
sequence of completely positive contractive linear maps Ψn : B →M2(A) such that
[{Ψn}] = α and lim
n→∞ ‖Ψn(ab)−Ψn(a)Ψn(b)‖ = 0 (e 9.23)
for all a, b ∈ B. Then, there exists a sequence of approximate multiplicative completely positive
contractive linear maps Φn : B → A such that
[{Φn}] = α, (e 9.24)
lim
n→∞ sup{|τ ◦Φn(b)− αT (τ)(b)| : τ ∈ T (A)} = 0 for all b ∈ Bs.a.. (e 9.25)
Proof. Let eA and eB be strictly positive elements for A and B, respectively.
Fix ε > 0, a finite subset F ⊂ B, η > 0, a finite subset H ⊂ Bs.a. and a finite subset
P ⊂ K(B). We assume that any F-ε-multiplicative completely positive contractive linear map
83
L well defines [L]|P and if L1 and L2 are both F-ε-multiplicative completely positive contractive
linear maps and
‖L1(x)− L2(x)‖ < ε for all x ∈ F ,
then [L1]|P = [L2]|P .
Put F1 = F ∪H. We may assume that F1 ⊂ B1. Let ε0 = min{ε, η}.
Since B ∈ D, there is a strictly positive elements eB ∈ B with ‖eB‖ = 1 and there are two
sequences of mutually orthogonal C∗-subalgebras Bn,0 and Bn,1 of B with Bn,1 ∈ C0, and two
sequences of completely positive contractive linear maps ϕn,i : B → Bn,i (i = 0, 1) such that
lim
n→∞ ‖ϕn,i(ab)− ϕn,i(a)ϕn,i(b)‖ = 0 for all a, b ∈ B, (e 9.26)
lim
n→∞ ‖a− diag(ϕn,0(a), ϕn,1(a))‖ = 0 for all a ∈ B, (e 9.27)
t(f1/4(ϕn,1(eB))) ≥ 1/2 for all t ∈ T (Bn,1) and (e 9.28)
lim
n→∞ sup{dτ (en,0) : τ ∈ T (B)} = 0, (e 9.29)
where en,0 is a strictly positive element of B
1
n,0. We may assume, for all n ≥ 1, that
‖en,0ϕn,0(x)en,0 − ϕn,0(x)‖ < ε/64 for all x ∈ F1 ∪ {ab : a, b ∈ F1}, (e 9.30)
[ϕn,0]|P + [ϕn,1]|P = [idB ]|P , (e 9.31)
‖x− diag(ϕn,0(x), ϕn,1(x))‖ < ε0/64 for all x ∈ F1 and (e 9.32)
dτ (en,0) + dτ (en,1) ≤ 1 for all τ ∈ T (B), (e 9.33)
where en,1 is a strictly positive element in Bn,1.
Choose n0 ≥ 1 such that 1/n0 < ε0/4. For some large n1,
dτ (en,0) < 1/2n0 for all τ ∈ T (B) (e 9.34)
for all n ≥ n1. For each n ≥ n1, there are mutually orthoginal elements an,1, an,2, ..., an,2n0 ∈ B
and unitaries ui ∈ B˜ such that u∗i an,1ui = an,i, i = 1, 2, ..., 2n0 , and an,1 = en,0. Since B is
stably projectonless, sp(an,1) = [0, 1]. Therefore an,1 and a
1/2
n,1ui, i = 1, 2, ..., 2n0, generate a C
∗-
subalgebra C ∼= C0((0, 1])⊗M2n0 which is semi-projective. Therefore, there exists n2 ≥ n1, δ > 0
and a finite subset G ⊂ B satisfying the following: for any n ≥ n2, and any G-δ-multiplicative
completely positive contractive linear map L : B → D (for any C∗-algebra D), there exists a
homomorphism hn : C → D such that
‖hn(a)− L(a)‖ < ε/16 for all a ∈ F1. (e 9.35)
Let {Ψn} be as in the lemma. Consider L′ = Ψm ◦ ϕn,0. By choosing n ≥ n2 and sufficienly
large m, we may assume that L′ is F-ε/2-multiplicative and there exists a homomorphism
h : C →M2(A) such that
‖h(an,i)− L′(an,i)‖ < ε/16, i = 1, 2, ..., 2n0. (e 9.36)
Therefore
fε/8(L
′(an,1)) . h(an,1) or fε/8(L′(en,0)) . h(an,1). (e 9.37)
By choosing even larger m, we may further assume that L is F1-ε/2-multiplicative, where L(x) =
fε/8(L
′(en,0))L′(x)fε/8(L′(en,0) for all x ∈ B. By (e 9.37),
L(eB) . fε/8(L
′(en,0)) . h(an,1). (e 9.38)
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It follows that
dτ (L(eB)) < 1/2n0 ≤ η/2 for all τ ∈ T (A). (e 9.39)
Note that
[L]|P + α ◦ [ϕn,1]|P = α|P (e 9.40)
Let ı : Bn,1 → B be the embedding. Let α♯T : LAff∼+(T˜ (B)) → LAff∼+(T˜ (A)) be the ordered
semi-group homomorphism induced by αT . In fact (see 11.1 of [23]) α
♯
T is a morphism in Cu,
since both A and B are stably projectionless (see 9.3 of [15]). Let γ = α♯T ◦ Cu(ı). Then
γ : Cu(Bn,1)→ Cu(A) is a morphism in Cu. Let γ0 = α ◦ ı∗0 : K0(Bn,1)→ K0(A). Since (α,αT )
is compatible, it is easy to check that γ and γ0 induces a morphism γ
∼ : Cu∼(Bn,1)→ Cu∼(A).
It follows from 1.0.1 of [53] that there is a homomorphism H : Bn,1 → A such that Cu∼(H) = γ∼
and
dτ (H(en,1)) = dαT (τ)(en,1) for all τ ∈ T (A). (e 9.41)
Define Φ : B →M3(A) by Φ(a) = L(a)⊕H(ϕn,1(a)) = Ψm ◦ϕn,0(a)⊕H(ϕn,1(a)) for all a ∈ A.
Then Φ is F-ε-multiplicative. Mote K0(Bn,1) is free and K1(Bn,1) = {0}. By (e 9.31), (e 9.23)
and (e 9.40), one computes that
[Φ]|P = α|P . (e 9.42)
By (e 9.39), (e 9.32), (e 9.41) and by (e 9.39), we have
|τ(Φ(x)) − (αT (τ))(x)| < η for all x ∈H and (e 9.43)
|dτ (Φ(eB))− 1| < η for all τ ∈ T (A). (e 9.44)
This shows that we have a sequence of Φn : B →M3(A) which satisfies (e 9.24) and (e 9.25).
It remains to show that we can modify Φn so it maps into A instead of M3(A). Consider
positive elements Φn(eB). Define Hn : C0 := C0((0, 1]) →M3(A) by Hn(f) = f(Φn(eB)) for all
f ∈ C0((0, 1]). Let α♯T : LAff(T (B)) → LAff(T (A)) be an affine isomorphism induced by αT .
Let ı : C0((0, 1]) → B be defined by ı(f) = f(eB) for all f ∈ C0((0, 1]). Then β = α♯ ◦ Cu(ı)
gives a morphism from Cu∼(C0((0, 1])) to Cu∼(A). It follows from 1.0.1 of [53] that there exists
a homomorphism H0 : C0((0, 1]) → A such that Cu(H0) = β. Let
∆(fˆ) = (1/4) inf{τ(H0(f)) : τ ∈ T (A)} for all f ∈ C0((0, 1])+.
Then, as {Φn} satisfies (e 9.25), we have, for any fixed finite subset H0 ⊂ C01+ \ {0} and large n,
τ(Hn)(f) ≥ ∆(f) for all f ∈ H0. (e 9.45)
Thus, by applying 7.7 of [15], there is a sequence of unitaries un ∈ M˜2(A) such that
lim
n→∞ ‖Adun ◦ f(Hn(eB))− f(H0(eB))‖ = 0 for all f ∈ C0((0, 1]). (e 9.46)
Note that f(H0(eB)) ∈ A for all f ∈ C0((0, 1]). Choose an approximate identity {an} for A.
Then, there is a subsequence {k(n)} such that
lim
n→∞ ‖ak(n)u
∗
nΦn(b)unak(n) − u∗nΦn(b)un‖ = 0 for all b ∈ B. (e 9.47)
Define Φ′n : B → A by Φ′n(b) = ak(n)u∗nΦn(b)unak(n) for all b ∈ B. We then replace Φn by Φ′n.
This lemma then follows.
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Lemma 9.3. Let A be as constructed in Theorem 5.31 with continuous scale and let B be a
separable simple C∗-algebras in Dd with continuous scale. Suppose that there is κ ∈ KL(A,B),
an affine continuous map κT : T (B) → T (A) such that κ, κT and a continuous homomor-
phism κcu : U(A˜)/CU(A˜) → U(B˜)/CU(B˜) are compatible. Then, there exists a sequence of
approximate multiplicative completely positive contractive linear maps ϕn : A→ B such that
[{ϕn}] = κ and (e 9.48)
lim
n→∞ sup{|τ ◦ ϕn(a)− κT (τ)(a)| : τ ∈ T (B)} = 0 for all a ∈ As.a. and (e 9.49)
lim
n→∞dist(ϕ
†
n(z¯), κcu(z¯)) = 0 for all z¯ ∈ U(A˜)/CU(A˜). (e 9.50)
Proof. Let ε > 0, let η > 0 and let σ > 0, let P ⊂ K(A), Su ⊂ U(A˜)/CU(A˜), H ⊂ (A)s.a. and
F ⊂ A be finite subsets. Without loss of generality, we may assume that F ⊂ A1 and [L′]|P and
(L′)†|Su are well-defined for any F-ε-multiplicative completely positive contractive linear map
from A. Let G1 ⊂ K1(A) be the subgroup generated by P ∩K1(A).
We now apply Theorem 5.34 and retain notation used there such as En and {ın}.
Fix δ > 0 and a finite subset G ⊂ A. We assume that δ < min{ε/2, η/4, σ/16}. To simplify
notation, without loss of generality, we may assume that G1 ⊂ F ⊂ (ın0)∗1(K1(En0)) for some
n0 ≥ 1, where F is a finitely generated standard subgroup (see 8.3). We also choose n0 larger
than that required by 8.4 for δ (in place of ε) G (in place of F) P and σ/16 (in place of δ0).
Without loss of generality, we may write
Su = Su,1 ⊔ Su,0, (e 9.51)
where Su,1 ⊂ JF,u(F ) and Su,0 ⊂ U0(A˜)/CU(A˜) = Aff(T (A˜))/ρA˜(K0(A˜)) and both Su,1 and
Su,0 are finite subsets. For w ∈ Su,0, write
w =
l(w)∏
j=0
exp(i2πhw,j), (e 9.52)
where hw,0 ∈ R, and hw,j ∈ (A)s.a., j = 1, 2, ..., l(w). Let
Hu = {hw,j : 1 ≤ j ≤ l(w), w ∈ Su,0} and M = max{
l(w)∑
i=0
‖hw,j‖ : w ∈ Su,0}. (e 9.53)
To simplify notation further, we may assume that G1 = F.
Write G1 = Zmf ⊕Tor(G1) and Zmf is generated by cyclic and free generators x1, x2, ..., xmf .
Let Tor(G) be generated by x0,1, x0,2, ..., x0,mt . Let u1, u2, ..., umf , u1,0, u2,0, ..., umt,0 ∈ U(A˜)
be unitaries such that [ui] = xi, 1 ≤ i ≤ mf , and [uj,0] = x0,j, 1 ≤ j ≤ mt. Recall that
ΠA˜,u : U(A˜)/CU(A˜)→ K1(A) is the quotient map. Let Gu be the subgroup generated by Su,1.
Since (κ, κT , κu) is compatible, without loss of generality, we may assume that Π
A˜,u(Gu) =
{x1, x2, ..., xmf } ∪ {x0,1, x0,2, ..., x0,mt} and Su,1 = {u¯1, u¯2, ..., u¯mf , u¯1,0, u¯2,0, ..., u¯mt ,0} as de-
scribed in 8.3, in particular, kj u¯j,0 = 0 in U(A˜)/CU(A˜), j = 1, 2, ...,mt. LetG
′
u := J
A
cu(ι∗0(K1(En0))),
where JAcu : K1(A)→ U(A˜)/CU(A˜) be a splitting map (for ΠA˜,u). Note Gu ⊂ G′u.
Let ϕn : A→ B be a sequence of approximately multiplicative completely positive contrac-
tive linear maps given by 9.1 and 9.2 such that
[{ϕn}] = κ and (e 9.54)
lim
n→∞ sup{|τ ◦ ϕn(a)− κT (τ)(a)|} = 0 for all a ∈ As.a.. (e 9.55)
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By replacing ϕn(a) by enϕn(a)en (for all a ∈ A) for some en ∈ B+ with ‖en‖ = 1, we may
assume that ϕn(A)
⊥ 6= {0}. Choose bn ∈ (ϕn(A)⊥)+with ‖bn‖ = 1 and
dτ (bn) < min{η, σ/16}/2(M + 1) for all τ ∈ T (B), n = 1, 2, .... (e 9.56)
Fix a sufficiently large n. Define λ = κcu|G′u − ϕn†|G′u : Gu → U(B˜)/CU(B˜). Write G′u =
F (Gu′)⊕Tor(G′u), where F (Gu′) is the free part of G′u. Define λ′|F (G′u) = λ|F (G′u) and λ′|Tor(G′u) =
0. Since (κ, κT , κu) is compatible, Π
B˜,u ◦ λ(u¯i) = 0 and ΠB˜,u ◦ λ(u¯0,j) = 0, i = 1, 2, ...,mf , and
j = 1, 2, ...,mt.
Let F1 = F ∪ H. It follows from 8.4 that there exists F1-min{ε/4, η/4}-multiplicative com-
pletely positive contractive linear map L : A→ bnBbn, such that
[L]|P = 0 and dist(L†(u¯j), λ′(u¯j)) < σ, j = 1, 2, ...,mf . (e 9.57)
Define Ψ : A→ B by
Ψ(a) = ϕn(a)⊕ L(a) for all a ∈ A. (e 9.58)
Then Ψ is F-ε-multiplicative if n is sufficiently large.
It follows from (e 9.54), (e 9.57) and the definition of λ′ that
[Ψ]|P = κ|P and dist(Ψ†(u¯j), κuc(u¯j)) < σ, j = 1, 2, ...,mf . (e 9.59)
By 8.5, we may also have
dist(Ψ†(u¯j,0), κuc(u¯j,0)) < σ, j = 1, 2, ...,mt. (e 9.60)
By the choice of M and Hu, (e 9.56) and by the assumption that (κ, κT , κuc) is compatible,
dist(Ψ†(w¯), κu,c(w¯)) < σ for all w ∈ Su,0. (e 9.61)
Moreover, by (e 9.56), by (e 9.55) and by choosing sufficiently large n,
sup{|τ(Ψ(b)) − κT (τ)(b)| : τ ∈ T (A)} < η for all b ∈ H. (e 9.62)
Theorem 9.4. Let A be as constructed in Theorem 5.31 with continuous scale, let B1 be a
non-unital separable simple C∗-algebras in D which has continuous scale and let B = B1 ⊗ U,
where U is an infinite dimensional UHF-algebra. Suppose that there is κ ∈ KL(A,B), an affine
continuous map κT : T (B) → T (A) and a continuous homomorphism κuc : U(A˜)/CU(A˜) →
U(B˜)/CU(B˜) such that (κ, κT , κuc) is compatible. Then there exists a homomorphism ϕ : A→
B such that
[ϕ] = κ, τ ◦ ϕ(a) = κT (τ)(a) for all a ∈ As.a. and ϕ† = κuc. (e 9.63)
Proof. Let ea ∈ A be a strictly positive element of A with ‖ea‖ = 1. Since A has continuous
scale, without loss of generality, we may assume that
min{inf{τ(ea) : τ ∈ T (A)}, inf{τ(f1/2(ea)) : τ ∈ T (A)}} > 3/4. (e 9.64)
Let T : A+ \ {0} → N× R+ \ {0} be given by Theorem 5.7 of [15].
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By 9.3, there exists a sequence of approximately multiplicative completely positive contrac-
tive linear maps ϕn : A→ B such that
[{ϕn}] = κ (e 9.65)
lim
n→∞ sup{|τ ◦ ϕn(a)− κT (τ)(a) : τ ∈ T (A)|} = 0 for all a ∈ As.a. and (e 9.66)
lim
n→∞dist(κuc(z), ϕ
†
n(z)) = 0 for all z ∈ U(A˜)/CU(A˜). (e 9.67)
Let ε > 0 and F ⊂ A be a finite subset.
We will apply Theorem 5.3 of [23] (see also 5.2 of [23]). Note that B ∈ Dd, K0(B˜) is weakly
unperforated (see Proposition 5.5 of [23], also A.7 of [16] and Theorem 16.10 of [23]). Let δ1,1 > 0
(in place of δ), γ1 > 0 (in place of γ), η1 > 0 (in place of η), let G1,1 ⊂ A (in place of G) be a
finite subset, H1,1 ⊂ A+ \ {0} (in place of H1) be a finite subset, P1 ⊂ K(A) (in place of P),
U1 ⊂ U(A˜) (in place of U) with U = P ∩K1(A) and let H1,2 ⊂ As.a. (in place of H2) required
by Theorem 5.3 of [23] for T, ε and F (with T (k, n) = n, see 5.2 of [23]).
Without loss of generality, we may assume that H1,1 ⊂ A1+ \ {0} and γ1 < 1/64.
Let G1,2 ⊂ A (in place of G) be a finite subset and let δ1,2 > 0 be required by Theorem 5.7
of [15] for the above H1,1 (in place of H1). Let δ1 = min{δ1,1, δ1,2} and G1 = G1,1 ∪ G1,2.
Choose n0 ≥ 1 such that ϕn is G1-δ1/2-multiplicative, for all n ≥ n0,
[ϕn]|P1 = κ|P1 , (e 9.68)
sup{|τ ◦ ϕn(a)− κT (τ)(a)| : τ ∈ T (A)} < γ1/2 for all a ∈ H1,2, (e 9.69)
τ(f1/2(ϕn(ea))) > 3/8 for all τ ∈ T (A) and (e 9.70)
dist(ϕ†n(u¯), κuc(u¯)) < η/2 for all u ∈ U . (e 9.71)
By applying Theorem 5.7 of [15], ϕn are all exactly T -H1,1-full. By applying Theorem 5.3 of
[23], we obtain a unitary un ∈ B˜ (for each n ≥ n0) such that
‖u∗nϕn(a)un − ϕn0(a)‖ < ε for all a ∈ F . (e 9.72)
Now let {εn} be an decreasing sequence of positive elements such that
∑∞
n=1 εn <∞ and let
{Fn} be an increasing sequence of finite subsets of A such that ∪∞n=1Fk is dense in A.
By what have been proved, we obtain a subsequence {nk} and a sequence of unitaries {uk} ⊂
A˜ such that
‖Ad uk+1 ◦ ϕnk+1(a)−Aduk ◦ ϕnk(a)‖ < εk for all a ∈ Fk, (e 9.73)
k = 1, 2, .... Since ∪∞n=1Fk is dense in A, by (e 9.73), {Aduk ◦ϕnk(a)} is a Cauchy sequence. Let
ϕ(a) = lim
k→∞
Aduk ◦ ϕnk(a) for all a ∈ A. (e 9.74)
Then ϕ : A→ B is a homomorphism which satisfies (e 9.63).
10 Existence Theorem, continued
In the 10.1, 10.3, 10.4, we will use a similar construction as in section 20 of [24]. These statements
are taken from there and repeated with minimal modification.
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10.1. Let A ∈ Dd be a separable simple C∗-algebra with continuous scale and let eA ∈ A be
a strictly positive element with ‖eA‖ = 1. Then there are mutually orthogonal C∗-subalgebras
An,0 and Sn ∈ C0 of A, two completely positive contractive linear maps Ψn : A → An,0 and
Ln : A→ Sn such that An0 ⊥ Sn,
lim
n→∞ ‖a− diag(Ψn(a), Ln(a))‖ = 0 for all a ∈ A, (e 10.1)
sup{dτ (en,0) : τ ∈ T (A)} < 1/2n+2 and (e 10.2)
t(f1/4(Ln(eA))) ≥ 1/2 for all t ∈ T (Sn), (e 10.3)
where An,0 is a hereditary C
∗-subalgebra of A generated by positive element en,0 which we also
assume ‖en,0‖ = 1.
Let {x1, x2, ....} be a sequence of elements in the unit ball of A such that it is dense in
A1. Fix a finite subset P ⊂ Mr(A˜) (for some integer r ≥ 1) a finite subset F0 ⊂ A and
1/2 > δ0 > 0. We assume that F0 is sufficiently large and δ0 is sufficiently small so that any
F0-δ0 -multiplicative completely positive contractive linear map L′ from A well defines [L′]|P
and gives a homomorphism on the G0 the subgroup of K0(A˜) generated by P. Furthermore,
we assume that if L′, L′′ : A → B satisfies ‖L′(f) − L′′(f)‖ < 2δ0 for any f ∈ F0, then
[L′]|P = [L′′]|P . Here we also use L′ for the unitization (L′)∼ : A˜→ B˜ for L′ : A→ B of L′.
Let Fn = F0 ∪ {x1, x2, ..., xn}.
Without loss of generality, passing to a subsequence, we will assume that
‖a−Ψn(a)⊕ Ln(a)‖ < δ0/2n+1 for all a ∈ Fn. (e 10.4)
We assume that en+1,0 . en,0, n = 1, 2, .... We also assume that L1 is F1-δ0/2-multiplicative. By
passing to a subsequence, one may assume, since each Sn is semi-projective, that there is a unital
homomorphism hn : S˜n → S˜n+1 (where we assume that 1S˜n = 1A˜ for all n) with hn(Sn) ⊂ Sn+1
such that
lim
n→∞ ‖hn(g) − Ln+1(g)‖ < δ0/2
n+1 for all g ∈ Ln(F ′n)⊂ Sn (e 10.5)
sup{|τ((Ln+1(p))− Ln(p))| : τ ∈ T (A)} < δ0/2n+1 and (e 10.6)
‖hn(qn(p))− Ln+1(qn(p))‖ < δ0/2n+1 for all p ∈ P, (e 10.7)
where qn(p) is a projection close to Ln(p) and [qn(p)] = [Ln]([p]), where F ′1 = F1 and F ′n =
Fn ∪ ∪n−1j=1 (Lj(F ′j). We also assume that both Ψn and Ln are Fn-δn-multiplicative, where δn =
δ0/2
n+1, n = 1, 2, ....
Define Jn : A → A by Jn(a) = Ψn(a) ⊕ Ln(a) for all a ∈ A. Note that Jn is Fn-δn-
multiplicative. We use ın : Sn → A for the embedding. Define Jm,n = Jn−1 ◦ · · · ◦ Jm and
hm,n = hn−1 ◦ · · · ◦ hm : S˜m → S˜n. Note also Jm,n is Fm-δm-multiplicative.
In what follows we will consider unitization of C∗-algebras A˜ and S˜n.We insist that 1A˜ = 1S˜n .
We will also use Ln,Ψn, Jn, Jm,n, hm,n for their unitization and their extensions on matrix
algebras over A (and over A˜). For example Ln may also be viewed a unital map from Mr(A˜) to
Mr(A˜). Moreover, it is important to keep in mind, ın(1S˜n) = Ln(1A˜) = Jn(1S˜m) = hm,n(1S˜m) =
Jm,n(1S˜m)= 1A˜ for all n and m. It follows from (e 10.4) that
[Jm,n]|P = [id]|P , for any m,n. (e 10.8)
In general, let A and B be non-unital C∗-algebras and let ϕ,ψ : A→ B be homomorphisms
with orthogonal ranges. Suppose that p¯ ∈Mr(C·1A˜) is a scalar projection and x ∈Mr(A)s.a. such
that p := p¯+x is a projection. Suppose that ϕ,ψ : A˜→ B˜ are unitized so that ϕ(1A˜) = ψ(1A˜) =
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1B˜ . Consider also H : A˜→ B˜ defined by H(1A˜) = 1B˜ and H(a) = ϕ(a) + ψ(a) for all a ∈ A. In
Mr(B˜), if we identify scalar matrix in an obvious way, then H(p) = p¯+H(x) = p¯+ϕ(x)+ψ(x).
On the other hand,
ϕ(p − p¯) + ψ(p − p¯) = ϕ(p¯+ x)− p¯+ ψ(p¯+ x)− p¯ (e 10.9)
= p¯+ ϕ(x) − p¯+ p¯+ ψ(x) − p¯ = ϕ(x) + ψ(x). (e 10.10)
It follows that [H]([p]− [p¯])= [ϕ]([p]− [p¯]) + [ψ]([p] − [p¯]).
Lemma 10.2. Let A and B be C∗-algebras such that T (A) and T (B) are compact and ϕn :
A˜ → B˜ be a sequence of completely positive contractive linear maps such that ϕn(1A˜) = 1B˜
ϕ(A) ⊂ B and limn→∞ ‖ϕn(a)ϕn(b)−ϕn(ab)‖ = 0 for all a, b ∈ A. Let p := p¯+ x ∈Mr(A˜) be a
projection, where p¯ ∈Mr(C · 1A˜) is a scalar projection with rank R and x ∈Mr(A)s.a.. Suppose
that limn→∞ sup{|τ(ϕn(x))| : τ ∈ T (B)} = 0. Then
lim
n→∞ sup{|τ([ϕn]([p]))−R| : τ ∈ T (B)} = 0. (e 10.11)
Proof. Suppose that there is ε0 > 0, τk ∈ T (A) and a subsequence {nk} such that
|τk([ϕnk ]([p])) −R| ≥ ε0. (e 10.12)
Define Φ : A˜→ l∞(B˜) be defined by Φ(a) = {ϕnk(a)} for a ∈ A. Let ω be a free ultra filter
and let Jω = {{bk}; limω ‖bk‖ = 0}. Let Π : l∞(B˜) → l∞(B˜)/Jω be the quotient map. Then
Ψ := Π ◦Φ is a unital homomorphism. Therefore Ψ(p) = p¯+Ψ(x), where we identify the scalar
projection p¯ with the one in Mr(C · 1Π(l∞(B˜))). Note that [Π]([Φ]([p])) = (Π ◦ Φ)∗0([p]). Let
tω(Πω({bk})) = limω{tk(bk)}. Then tω is a tracial state. One computes that
|τω(([Π])([Φ]([p]))) −R| = |τω(Ψ(p))−R| = |τω(Ψ(x))| = | lim
ω
{tk(ϕnk(p))−R|
= | lim
ω
{τk(ϕnk(x))}| = 0 and
|τω(([Π])([Φ]([p]))) −R| = lim
ω
{|τk([ϕnk ]([p])) −R|} ≥ ε0.
A contradiction. This implies that
lim
k→∞
sup{|τ(ϕk(p))−R| : τ ∈ T (A)} = 0. (e 10.13)
Lemma 10.3 (Lemma 2.7 of [33]). Let P ⊂ Mr(A˜) (for some integer r ≥ 1) be a finite set of
projections. Assume that F1 is sufficiently large and δ0 is sufficiently small such that [Ln◦J1,n]|P
and [Ln ◦ J1,n]|G0 are well defined, where G0 is the subgroup generated by P. Then
lim
n→∞ supτ∈T (A)
|τ([ιn+1 ◦ Ln+1 ◦ J1,n]([p]))− τ([p])| = 0 (e 10.14)
for any p ∈ P. Furthermore, for any k ≥ 1, we have
|τ(hk,k+n+1 ◦ [Lk]([p]))− τ(hk,k+n ◦ [Lk]([p]))| < (1/2)n+k (e 10.15)
for all τ ∈ T (A) and
lim
n→∞ τ(hk,k+n ◦ [Lk]([p])) ≥ (1−
n∑
i=1
1/2i+k)τ([Lk]([p])) > 0 (e 10.16)
for all p ∈ P and τ ∈ T (A).
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Proof. Note, by (e 10.4), we may assume that [J1,n]([p]) = [p] for p ∈ P. So, for (e 10.14), it
suffices to show limn→∞ supτ∈T (A) |τ([ιn+1 ◦ Ln+1]([p])) − τ([p])| = 0. Let us write p = p¯ + x
with p¯ ∈Mr(C · 1A˜) and x ∈Mr(A). Note that all maps involved are unitized at 1A˜. By (e 10.4)
again, it suffices to show that, for all p ∈ P,
lim
n→∞ supτ∈T (A)
|τ([Ψn+1]([p])) − τ(p¯)| = 0. (e 10.17)
Then, by (e 10.2), |τ(Ψn+1(x))| < r/2n+1. Hence (e 10.17) follows from Lemma 10.2.
For (e 10.15), choose a projection q with [q] = [Lk]([p]) as in (e 10.7) Write q = q¯ + x, where
q¯ ∈Mr(S˜k) is a scalar projection and x ∈Mr(Sk)s.a. Note, again, all maps involved are unitized
at 1A˜.
So, by (e 10.6) and (e 10.7),
sup{|τ(hk,k+n+1 ◦ [Lk]([p]))− τ(hk,k+n ◦ [Lk]([p])| : τ ∈ T (A))} < 1
2k+n
. (e 10.18)
Thus (e 10.16) also holds.
Remark 10.4. Since A is stably finite and assumed to be amenable, therefore exact, any positive
state of K0(A) is the restriction of a tracial state of A ([5] and [27]). Thus, the lemma above
still holds if one replaces the trace τ by any positive state τ0 on K0(A).
10.5. Fix P ⊂ K0(A) with the form P = {[pi] − [p¯i] : i = 1, 2, ..., j}, where pi ∈ Mr(A˜) is a
projection, p¯i ∈Mr(C ·1A˜) is a scalar projection such that pi− p¯i ∈Mr(A) (for some r ≥ 1) and
an integer N ≥ 1 such that [LN+i]|P , [JN+i]|P and [ΨN+i]|P are all well defined. Keep notation
in 10.1. Then, on P,
[LN+1 ◦ JN ] = [LN+1 ◦ LN ]⊕ [LN+1 ◦ΨN ]
= [hN ◦ LN ]⊕ [LN+1 ◦ΨN ], and (e 10.19)
[LN+2 ◦ JN,N+2] = [LN+2 ◦ JN+1 ◦ JN ]
= [LN+2 ◦ LN+1 ◦ JN ]⊕ [LN+2 ◦ΨN+1 ◦ JN ] (e 10.20)
= [LN+2 ◦ LN+1 ◦ LN ]⊕ [LN+2 ◦ LN+1 ◦ΨN ] (e 10.21)
⊕[LN+2 ◦ΨN+1 ◦ JN ] (e 10.22)
= [hN,N+2] ◦ [LN ]⊕ [LN+2 ◦ LN+1 ◦ΨN ]⊕ [LN+2 ◦ΨN+1 ◦ JN ]. (e 10.23)
(e 10.24)
Moreover, on P,
[LN+n ◦ JN,N+n] = [hN,N+n] ◦ [LN ]⊕ [LN+n ◦ΨN+n−1 ◦ JN,N+n−1]
⊕[LN+n ◦ LN+n−1 ◦ΨN+n−2 ◦ JN,N+n−2] (e 10.25)
⊕[LN+n ◦ LN+n−1 ◦ LN+n−2 ◦ΨN+n−3 ◦ JN,N+n−3] (e 10.26)
⊕ · · · ⊕ [LN+n ◦ LN+n−1 ◦ · · · ◦ LN+3 ◦ΨN+2 ◦ JN,N+2] (e 10.27)
⊕[LN+n ◦ LN+n−1 ◦ · · · ◦ LN+2 ◦ΨN+1 ◦ JN ] (e 10.28)
⊕[LN+n ◦ LN+n−1 ◦ · · · ◦ LN+1 ◦ΨN ]. (e 10.29)
Set ψNN = LN , ψ
N
N+1 = LN+1 ◦ ΨN , ψNN+2 = LN+2 ◦ ΨN+1, ..., ψNN+n = LN+n ◦ ΨN+n−1,
n = 1, 2, .... We may also assume ψkk+j(1A˜) = 1S˜k+j .
(Note that ψNN+i = ψ
N+1
N+i = · · · = ψN+i−1N+i . We insist on the notation ψNN+i in order to
emphasize that our estimation beginning with a fixed index N.)
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10.6. (a) For each Sn, since the abelian group K0(S˜n) is finitely generated and torsion free, there
is a set of free generators {en1 , en2 , ..., enln} ⊆ K0(S˜n). By Theorem 3.15 of [24], the positive cone
of the K0(S˜n) is finitely generated; denote a set of generators by {sn1 , sn2 , ..., snrn} ⊆ K0(S˜n)+.
Then there is an sn × ln integer-valued matrix R′n such that
~sn = R
′
n~en,
where ~sn = (s
n
1 , s
n
2 , ..., s
n
rn)
T and ~en = (e
n
1 , e
n
2 , ..., e
n
ln
)T. In particular, for any ordered group H,
and any elements h1, h2, ..., hln ∈ H, the map eni 7→ hi, i = 1, ..., ln, induces an abelian-group
homomorphism ϕ : K0(S˜n) to H, and the map ϕ is positive (or strictly positive) if and only if
R′n~h ∈ Hrn+ (or R′n~h ∈ (H+ \ {0})rn ),
where ~h = (h1, h2, ..., hln)
T ∈ H ln . Moreover, for each eni , write it as eni = (eni )+ − (eni )− for
(eni )+, (e
n
i )− ∈ K0(S˜n)+ and fix this decomposition. Define a rn × 2ln matrix
Rn = R
′
n

1 −1 0 0 · · · 0 0
0 0 1 −1 · · · 0 0
...
...
...
...
. . .
...
...
0 0 0 0 · · · 1 −1
 .
Then one has
~sn = Rn~en,±,
where ~en,± = ((en1 )+, (e
n
1 )−, ..., (e
n
ln
)+, (e
n
ln
)−)T. Hence, for any ordered group H, and any ele-
ments h1,+, h1,−, ..., hln,+, hln,− ∈ H, the map eni 7→ (hi,+ − hi,−), i = 1, ..., ln induces a positive
(or strictly positive) homomorphism if and only if
Rn~h± ∈ Hrn+ (or Rn~h± ∈ (H+ \ {0})rn ) ,
where ~h± = (h1,+, h1,−, ..., hln,+, hln,−)T ∈ H ln .
(b) Let A ∈ Dd be a separable simple C∗-algebra with continuous scale and let B ∈ M1
such that
((K0(A), {0}, T (A), ρA),K1(A) ∼= ((K0(B), {0}, T (B), ρB),K1(B)).
Let α ∈ KL(A,B) be an element which implements the isomorphism above.
Let eni , e
n
i,± ∈ K0(S˜n) be as above, i = 1, 2, ..., ln. Let s(0) = 0, s(n) =
∑n
i=1 2li. Put
α(ın ◦ hj,n(eji,+)) = g(n)s(j−1)+2i−1, α(ın ◦ hj,n(eji,−)) = g
(n)
s(j−1)+2i, and g
(n)
l = 0 if l > s(n).
Let a
(n)
j = ρB(g
(n)
j ) ∈ Aff(T (B))+ for j = 1, 2, .... Then, by Lemma 10.3, limn→∞ anj = aj > 0
uniformly on T (B).
For j ∈ {1, 2, ..., n}, let (sj1, sj2, ..., sjrj) ∈ K0(S˜j)+ \ {0} be the generators of the positive cone
K0(S˜j)+, and let Rj be the rj × 2lj matrix as in part (a). Then
Rj(g
(n)
s(j−1)+1, g
(n)
s(j−1)+2, ..., g
(n)
s(j))
T (e 10.30)
= (α(ın ◦ hj,n(sj1)), α(ın ◦ hj,n(sj2)), ..., α(ın ◦ hj,n(sjrj)))T and (e 10.31)
Rj(as(j−1)+1, as(j−1)+2, ..., as(j))T (e 10.32)
= lim
n→∞(ρB(α(ın ◦ hj,n(s
j
1))), ρB(α(ın ◦ hj,n(sj2))), ..., ρB(α(ın ◦ hj,n(sjrj ))))T .(e 10.33)
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Note that for each τ ∈ T (B), τ ◦ ρB ◦ α is a state on K0(A), which (by [5] and [27]) can be
extended to a trace on A. From Lemma 10.3 ((e 10.16)) for all 1 ≤ j ≤ n, and for all τ ∈ T (B),
τ(ρB(α(ın ◦ hj,n(sji )))) > (1−
∞∑
k=1
1/2j+k)τ(ρB(α(ıj(s
j
i )))) > 0, for all i ∈ {1, 2, ..., rj}.
Hence each entry of Rj(as(j−1)+1, as(j−1)+2, ..., as(j))T is a strictly positive element of Aff(T (B))++.
Let R¯n = diag(R1, R2, ..., Rn). Then
0≪ R¯n(a1, a2, ..., as(n))T ∈ (Aff(T (B)))
∑n
i=1 rk ,
i.e., each coordinate is strictly positive on T (B).
Furthermore, R¯n(g
(n)
1 , g
(n)
2 , ..., g
(n)
s(n)) ∈ (K0(B)+ \ {0})
∑n
i=1 rk . In particular, for each positive
integer N0 < n, we also have
diag(RN0+1, RN0+1, ..., Rn)(g
(n)
s(N0)+1
, g
(n)
s(N0)+2
, ..., g
(n)
s(n)) ∈ (K0(B)+ \ {0})
∑n
i=N0+1
rk .
(c) Since {en1 , en2 , ..., enln} is a set of free generators of K0(S˜n), for any projection p ∈Mr(S˜n)
such that p−p¯ ∈Mr(Sn), where p¯ ∈Mr(C·1S˜n) is a scalar matrix. Put z = [p]−[p¯]. Then there is
a unique ln-tuple of integersm
n
1 (z), ...,m
n
ln
(z) such that z = mn1 (z)e
n
1+m
n
2 (z)e
n
2+· · ·+mnln(z)enln .
Hence for any homomorphism τ : K0(S˜n)→ R, one has
τ(z) = 〈~mn(z), τ(~en)〉 =
ln∑
i=1
mni (z)τ(e
n
i ) =
ln∑
i=1
mni (z)τ((e
n
i )+)−mni (z)τ((eni )−),
where ~mn(z) = (m
n
1 (z), ...,m
n
ln
(z))T and ~en = (e
n
1 , e
n
2 , ..., e
n
ln
).
For each p ∈Mm(A˜), for some integer m ≥ 1, denote by [ψk,k+j(p)] an element in K0(S˜k+j)
associated with ψkk+j(p). Let ın : Sn → A be the imbedding. Denote by
(ın)∗0 : ~en 7→ (((ın)∗0(en1 ), (ın)∗0(en2 ), ..., (ın)∗0(enln)).
Then, by Lemma 10.3 and Remark 10.4, one has the following lemma.
Lemma 10.7. With the notion same as the above, for any z ∈ P, for each fixed k, one has that
τ(z) = lim
n→∞
n∑
j=0
(
lk+j∑
i=1
mk+ji ([ψ
k
k+j(z)])τ((ık+n ◦ hk+j,k+n)∗0(ek+ji )))
−mk+ji (ψkk+j(z)])τ((ık+n ◦ hk+j,k+n)∗0(ek+ji )−))
uniformly on T (A). Moreover, ρA◦(ın)∗0 ◦hk+j,k+n(ek+ji,± ) converges to a strictly positive element
in Aff(T (A)) as n→∞ uniformly.
Proof. For z ∈ P, we write z := [p]− [p¯] ∈ P, where p ∈Mr(A˜) is a projection, p¯ ∈Mr(C · 1B˜)
is scalar projection and p− p¯ ∈Mr(A). We first compute that, if j ≥ 1 for z ∈ P,
lk+j∑
i=1
mk+ji ([ψ
k
k+j](z))τ((ık+n ◦ hk+j,k+n)∗0(ek+ji )) (e 10.34)
= τ([Lk+n ◦ · · · ◦ Lk+j+1 ◦ Lk+j ◦Ψk+j−1](z)) (e 10.35)
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and, if j = 0
lk∑
i=1
mk+1i ([ψ
k
k ](z))τ((ık+n ◦ hk+1,k+n)∗0(ek+1i )) (e 10.36)
= τ([Lk+n ◦ · · · ◦ Lk+j ◦ Lk](z)). (e 10.37)
Thus (see 10.5)
n∑
j=0
(
lk+j∑
i=1
mk+ji ([ψ
k
k+j(z)])τ((ın ◦ hk+j,k+n)∗0(ek+ji ))) (e 10.38)
= τ([Lk+n ◦ · · · ◦ Lk+1 ◦ Lk](z)) (e 10.39)
+
n∑
j=1
τ([Lk+n ◦ · · · ◦ Lk+j+1 ◦ Lk+j ◦Ψk+j−1](z)) (e 10.40)
= τ([Lk+n ◦ · · · ◦ Lk+1 ◦ Lk](z)) + τ([Lk+n ◦ · · · ◦ Lk+1 ◦Ψk](z)) (e 10.41)
+τ([Lk+n ◦ · · · ◦ Lk+2 ◦Ψk+1] ◦ [Jk](z)) (e 10.42)
+
n∑
j=3
τ([Lk+n ◦ · · · ◦ Lk+j+1 ◦ Lk+j ◦Ψk+j−1 ◦ Jk,k+j−1](z)) (e 10.43)
= τ([Lk+n ◦ Jk,n+k](z)). (e 10.44)
Thus the first part of the lemma then follows from 10.3. The second part also follows.
One then has the following
Corollary 10.8. Let P be a finite subset of projections in a matrix algebra over A˜, let G0 be
the subgroup of K0(A˜) generated by P and let k ≥ 1 be an integer. Denote by ρ˜ : G0 → ΠZ the
map defined (see the last part of 10.6) by
[p] 7→
(mk1(q0),−mk1(q0),mk2(q0),−mk2(q0), · · ·mklk(q0),−mklk(q0),
mk+11 (q1),−mk+11 (q1),mk+12 (q1),−mk+12 (q1), ...,mk+1lk+1(q1),−m
k+1
lk+1
(q1),
mk+21 (q2),−mk+21 (q2),mk+22 (q2),−mk+22 (q2), ...,mk+2lk+2(q2),−m
k+2
lk+2
(q2), · · · ),(e 10.45)
where qi = [ψ
k
k+i(p)], i = 0, 1, 2, .... If ρ˜(g) = 0, then τ(g) = 0 for any trace over A.
10.9. Let S be a compact convex set, and let Aff(S) be the space of real affine continuous
functions on S. Let D be an ordered subgroup of Aff(S) with form Z · 1 + D0, where D0 is
dense in RD0. Let G be an abelian group with the form G = Z · ge +G0 for some ge ∈ G \ {0}
and G0 ⊂ G is a subgroup such that G0 ∩ Aff(S)+ = {0}. Let ρ : G → D be a surjective
homomorphism such that ρ(ge) = 1. Define G+ to be the set of those elements g = m · ge + g0,
where m ∈ Z and g0 ∈ G0, such that m > 0 and ρ(g) > 0, and {0}. We further assume that
(G,G+) is an ordered group. In the next lemma, for g ∈ G, we write g = J(g)ge + o(g), where
J(g) ∈ Z and o(g) ∈ G0, and for d ∈ D, we write d = J(d)+o(d), where J(d) ∈ Z and o(d) ∈ D0.
We assume that g > 0 implies that J(g) > 0. Let r ∈ N. Denote by Gr = {(g1, g2, ..., gr)T :
gi ∈ G, 1 ≤ i ≤ r} (as columns) Dr = {(d1, d2, ..., dr)T : di ∈ D, 1 ≤ i ≤ r} and ρr : Gr → Dr
the map defined by ρr((g1, g2, ..., gr)
T ) = (ρ(g1), ρ(g2), ..., ρ(gr))
T for (g1, g2, ..., gr)
T ∈ Gr. For
convenience, for any n > r, we also use the notation ρr for the map ρr : Gn → Dr defined by
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ρr((g1, g2, ..., gr , · · · , gn)T ) = (ρ(g1), ρ(g2), ..., ρ(gr))T . For any n ≥ r, we also define Jr : Gn →
Zr and or : Gn → Gr0 by Jr(g˜) = (J(g1), J(g2), ..., J(gr))T and or(g˜) = (o(g1), o(g2), ..., o(gr))T ,
if g˜ = (g1, g2, ..., gn)
T . Similarly, if d˜ ∈ Dn, Jr(d˜) = (J(d1), J(d2), ..., J(dr))T and or(d˜) =
(o(d1), o(d2), ..., o(dr))
T , where d˜ = (d1, d2, .., dn)
T . In these cases, we may also identify Jr(g)
with (J(g1), ..., Jr(g), 0, ..., 0), for example, if it is convenient. These notation will be used below.
Lemma 10.10 (Lemma 3.4 of [33]). Let S, G, G0, D, D0 and ρ be as above. Let {xij}1≤i≤r,1≤j<∞
be a r × ∞ matrix having rank r and with xij ∈ Z for each i, j. Let g(n)j ∈ G be such that
ρ(g
(n)
j ) = a
(n)
j , where {a(n)j } is a sequence of positive elements in D such that a(n)j → aj(> 0)
uniformly on S as n→∞ and J(g(n)j )→ J(aj)(> 0).
Further suppose that there is a sequence of integers s(n) satisfying the following condition:
Let v˜n = (g
(n)
j )s(n)×1 be the part of (g
(n)
j )1≤j<∞ and let
y˜n = (xij)r×s(n)v˜n.
Denote by yn = ρ
(r)(y˜n). Then there exists z = (zj)r×1 such that yn → z on S uniformly and
Jr(yn)→ Jr(z) (by which we mean or(y˜n) = (xij)r×s(n)(o(v˜n)) also converges uniformly on S).
With the above conditions, there exist 1/4 > δ > 0, and positive integers K > 0 and N
satisfying the following:
For any n ≥ N, if M is a positive integer, and if z′ ∈ Gr satisfies o(z˜′) ∈ (K3G0)r (i.e.,
there is z˜′′ ∈ Gr0 such that K3o(z˜′′) = o(z˜′)), ||o(z)−M(o(z˜′))|| < δ, where z˜′ = (z˜′1, z˜′2, · · · , z˜′r)T
with z′j = ρ(z˜
′
j) and J
r(z′) = Jr(z), then there is u˜ = (cj)s(n)×1 ∈ Gs(n) such that
(xij)r×s(n)u˜ = z˜′ and (xij)r×s(n)o(u˜) = o(z˜′). (e 10.46)
Moreover, if each s(n) can be written as s(n) =
∑n
k=1 lk, where lk are positive integers, and
for each k, Rk is a rk × lk matrix with entries in Z so that
R˜n = diag(R1, R2, ..., Rn)
satisfies
R˜n(g˜n) ∈ (G+ \ {0})
∑n
k=1 rk and R˜n(a˜n) ∈ (Aff+(S) \ {0})
∑n
k=1 rk , (e 10.47)
where g˜n = (g
n
1 , g
n
2 , ..., g
n
s(n))
T and a˜n = (a1, a2, ..., as(n))
T , n = 1, 2, ...,, then there exist δ,K, n0
as described above but with u˜ satisfying an extra condition that
R˜n(u˜) > 0, (e 10.48)
and u˜ = Js(n)(u˜0) +Mo
s(n)(u˜0) for certain u˜0.
Proof. The proof repeats the argument of Lemma 3.4 of [33]. But we will also show that
u = (c˜j)s(n)×1 can be chosen to make (e 10.48) hold (see also 20.10 of [24]).
Keep in mind that J(g) and J(d) (for all g ∈ G and d ∈ D) are integers and, in particular,
J(aj) is a positive integer. We will also identify these integers with the integer valued affine
functions in Aff(S).
Without loss of generality, we may assume that (xij)r×r has rank r. Choose integer N0 such
that s(N0) ≥ r. Write
R˜N0(a1, a2, ...,as(N0))
T = (b1, b2, ...,br¯)
T ∈ (Aff+(S) \ {0})r¯ and (e 10.49)
R˜N0(J(a1), J(a2), ..., J(as(N0))
T = (J1, J2, ..., Jr¯)
T ∈ Nr ⊂(Aff+(S) \ {0})r¯ (e 10.50)
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where r¯ :=
∑N0
i=1 ri. Let ε
′
0 = min1≤i≤r¯ infs∈S{bi(s)} > 0 and ε′′0 = min1≤i≤r¯{Ji} > 0. Put
ε0 = min{ε′0, ε′0, 1/4} > 0.
Choose 0 < δ0 <
ε0
‖R˜N0‖+1
such that if
‖(a′1, a′2, ...,a′s(N0))T − (a1, a2, ...,as(N0))T ‖ < δ0,
then
‖R˜N0(a′1, a′2, ...,a′s(N0))T − (b1, b2, ...,br¯)T ‖ < ε0/4.
We further assume that δ0 <
1
4 min1≤j≤s(N0) infs∈S{aj(s)}. Consequently, if (h1, h2, ...,, hs(N0)) ∈
Gs(N0) satisfies
‖(ρ(h1), ρ(h2), ...,, ρ(hs(N0)))T − (a1, a2, ...,as(N0))T ‖ < δ0,
then
(h1, h2, ...,hs(N0)) ∈ (G+ \ {0})s(N0), and (e 10.51)
R˜N0(h1, h2, ...,hs(N0)) ≥ 3ε0/4 in (Aff+(S) \ {0})r¯ . (e 10.52)
Choose N1 ≥ N0 such that, for all n ≥ N1, and for 1 ≤ j ≤ s(N0),
‖aj − a(n)j ‖ < δ0/8, ‖J(aj)− J(a(n)j )‖ < δ0/8 and ‖o(aj)− o(a(n)j )‖ < δ0/8. (e 10.53)
Since J(aj) and J(a
(n)
j ) are integers, for all n ≥ N1,
J(aj) = J(a
(n)
j ), j = 1, 2, ..., s(N0). (e 10.54)
In particular we have the following claim (which will be used at the end of the proof): For all
n ≥ N1, if for some fj ∈ G+,
||J(fj)− (J(a(n)j )|| < δ0/8 and ‖o(fj)− o(a(n)j )‖ < δ0/8, (e 10.55)
j = 1, 2, ..., s(N0), then
R˜s(N0)((f1, f2, ..., fs(N0))
T ) ∈ (Aff+(S) \ {0})r¯. (e 10.56)
Without loss of generality, let us assume that (xij)r×r has rank r. Set A := (xij)r×r. There
is an invertible matrix B ∈Mr(Q) with BA = Ir. There is an integer K > 0 such that all entries
of KB and K(B)−1 are integers. Choose a positive number δ < δ0 such that ‖B‖δ < δ0/8.
Recall that y˜n = (xij)r×s(n)v˜n, v˜n = (g
(n)
j )s(n)×1 , ρ(g
(n)
j ) = a
(n)
j and yn = ρ
(r)(y˜n), we have
yn = (xij)r×s(n)(a
(n)
1 , a
(n)
2 , ...,a
(n)
s(n))
T . (e 10.57)
Since yn → z and Jr(yn)→ Jr(z) (uniformly on S) as n→∞, choose N ≥ N1 such that, if
n ≥ N,
‖yn − z‖ < δ/16, ‖Jr(yn)− Jr(z))‖ < δ/16 and ‖or(yn)− or(z)‖ < δ/16,
where or(z) = z − Jr(z). Recall J(aj) ∈ Z for all j. It follows that (for n ≥ N)
Jr(yn) = J
r(z), ‖B(yn)−B(z)‖ < 1
8
δ0 and ‖B(or(yn))−B(or(z))‖ < δ0/8. (e 10.58)
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Let us show that K, N , and δ as defined above are as desired.
Put An = (xij)r×s(n). Then BAn = Cn, where Cn = (Ir,D′n) for some r × (s(n)− r) matrix
D′n. Since all entries of An and KB are integers, KD′n is also a matrix with integer entries. Put
Dn = (0r×r,D′n).
Recall that ρ(g
(n)
j ) = a
(n)
j , and so from the first part of (e 10.47), we have
R¯n((a
(n)
1 , a
(n)
2 , ...,a
(n)
s(n))
T ) ∈ (Aff+(S) \ {0})
∑n
k=1 rk .
For each n ≥ N (by the continuity of the linear maps), there is 0 < δn < δ/4 such that if
(x1, x2, ..., xs(n)) ∈ Aff(S)s(n) satisfies
‖(x1, x2, ...,xs(n))− (a(n)1 , a(n)2 , ...,a(n)s(n))‖ < δn,
then
‖(0r×r,D′n)(x1, x2, ...,xs(n))T − (0r×r,D′n)(a(n)1 , a(n)2 , ...,a(n)s(n))T ‖ <
δ0
4
, (e 10.59)
and R˜n((x1, x2, ...,xs(n)))
T ∈ (Aff+(S) \ {0})
∑n
k=1 rk . In particular, we have
diag(RN0+1, RN0+2, ...,Rn)(xs(N0)+1, xs(N0)+2, ...,xs(n))
T ∈ (Aff+(S))
∑n
k=N0+1
rk . (e 10.60)
Since D0 is dense in RD0 in Aff(S) and ρ : G → D is surjective, there are ξn ∈ Gs(n) such that
ξn = (d
(n)
j )s(n)×1 and, for all n ≥ N,
||K3ρ(o(d(n)j ))−
o(a
(n)
j )
M
|| < δn/16M and J(d(n)j ) = J(a(n)j ), j = 1, 2, ...., s(n). (e 10.61)
Let ρ(d
(n)
j ) := d¯
(n)
j , ξ¯n := (d¯
(n)
j )s(n)×1 and let w˜n := J
s(n)(ξn) +K
3o(ξ¯n). Hence
w˜n = (J(d
(n)
1 ) +K
3o(d
(n)
1 ), J(d
(n)
2 ) +K
3o(d
(n)
2 ), ..., J(d
(n)
s(n)) +K
3o(d
(n)
s(n))). (e 10.62)
Let z˜′′ ∈ Gr0 such that K3o(z˜′′) = o(z˜′) satisfies ||o(z) −Mo(z′)|| < δ and Jr(z′) = Jr(z˜′) =
Jr(z), where z˜′ = (z˜′1, z˜
′
2, · · · , z˜′r)T and z′j = ρ(z˜′j), as described in the lemma.
Since both KB and KDn are matrices over Z,
u′ = Jr(a(n)) +KB(or(z˜′′))−KDnos(n)(ξn) ∈ Gr, (e 10.63)
where Jr(a(n)) = (J(a
(n)
1 ), J(a
(n)
2 ), ..., J(a
(n)
r ))T .
Then, for n ≥ N (see (e 10.57), (e 10.58), (e 10.61) and (e 10.63)),
Bz˜′ −Dnw˜n = BJr(z) −DnJs(n)(w˜n) + (K3Bor(z˜′′)−K3Dnos(n)(ξn)) (e 10.64)
= BJr(yn)−DnJs(n)(w˜n) + (K3Bor(z˜′′)−K3Dnos(n)(ξn)) (e 10.65)
= BAnJ
s(n)(w˜n)−DnJs(n)(w˜n) + (K3Bor(z˜′′)−K3Dnos(n)(ξn)) (e 10.66)
= CnJ
s(n)(w˜n)−DnJs(n)(w˜n) + (K3Bor(z˜′′)−K3Dnos(n)(ξn)) (e 10.67)
= (Ir, 0)J
s(n)(w˜n) + (K
3Bor(z˜′′)−K3Dnos(n)(ξn)) (e 10.68)
= Jr(w˜n) +K
2or(u′) = Jr(a(n)) +K2or(u′), (e 10.69)
(See 10.9 for notation.)
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We also have
Bo(z˜′)−Dno(w˜n) = K3Bor(z˜′′)−K3Dnos(n)(ξn) = K2or(u′). (e 10.70)
Write u′ = (c˜1, c˜2, ..., c˜r) ∈ Gr and
ρ(r)(u′) = (c1, c2, ..., cr) ∈ Dr.
One may write
Iru
′ = Bz˜′ −Dnw˜n and Iro(u′) = Bo(z˜′)−Dno(w˜n). (e 10.71)
Set
u˜0 := (J(a1) +K
2o(c˜1), ..., J(ar) +K
2o(c˜r), J(d
(n)
r+1) +K
3o(d˜
(n)
r+1), ..., J(d
(n)
s(n)) +K
3o(d˜
(n)
s(n)))
T .
By (e 10.71) and (e 10.62),
Anu˜0 = B
−1(BAn)u˜0 = B−1((Ir,D′n)u˜0) = B
−1(u′ + (0r×r,D′n)u˜0) (e 10.72)
= B−1(Bz˜′ −Dnw˜n + (0,D′n)u˜0) = z˜′ and (e 10.73)
Ano(u˜0) = B
−1((Ir,D′n)o(u˜0)) = B
−1(o(u′) + (0r×r,D′n)o(u˜0)) (e 10.74)
= B−1(Bo(z˜′)−Dno(w˜n) + (0,D′n)u˜0) = o(z˜′). (e 10.75)
Thus (e 10.46) holds.
Let u˜ := Js(n)(u˜0) +Mo
s(n)(u˜0) := (x
′
1, x
′
2, ..., x
′
s(n)). It remains to show R˜s(n)(u˜) > 0 when
n ≥ N. By (e 10.61), by the choice of ξn and choice of δn (see also (e 10.60)), one has
diag(RN0+1, RN0+2, ...,Rn)(x
′
s(N0)+1
, x′s(N0)+2, ...,x
′
s(n))
T ∈ (Aff+(S))
∑n
k=N0+1
rk . (e 10.76)
Put
g′ = (J(a(n)1 )) + o(a
(n)
1 ), J(a
(n)
2 ) + o(a
(n)
2 ), ..., J(a
(n)
r ) + o(a
(n)
r )).
Recall that
u′ = Jr(z) +KBor(z˜′′)−KDnor(ξn) and w˜n := Js(n)(ξn) +K3o(ξ¯n). (e 10.77)
By the choice of δ, (e 10.58), (e 10.61) (twice), one has
||MK2or(ρr(u′))− or(ρr(g′))|| = ||Bor(ρr(Mz˜′))−Dnos(n)(ρs(n)(Mw˜n)− ρr(g′)||
≤ ||Bor(z)−Dnos(n)(ρs(n)(Mw˜n)− or(ρr(g′))||+ δ0/8
≤ ||Bor(yn)−Dnos(n)(ρs(n)(Mw˜n)− ρr(g′)||+ δ0/4
≤ ‖M(Bρ(Ano(w˜n))−Dnos(n)(ρs(n)(w˜)n))− ρr(g′)||+ 5δ0/16
= ||Mρr((Cn −Dn)(o(w˜n))− g′)||+ 5δ0/16
= ||MK3or(ρr(( ˜d(n)j )r×1))− or(ρr(g′))||+ 6δ0/16 ≤ δ0/2.
Therefore, combining (e 10.61), we have ‖o(x′i) − o(ai)‖ < δ0, i = 1, 2, ..., s(n0). It follows from
the claim earlier that (see (e 10.56))
R˜N0((x
′
1, x
′
2, ..., x
′
s(N0)
)T ) ≥ 3ε0/4 (in (Aff+(S) \ {0})r¯ . (e 10.78)
Combing (e 10.78) and (e 10.76), one concludes that
R˜(u˜) > 0 (e 10.79)
as desired.
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Lemma 10.11. Let B be a non-unital separable simple amenable C∗-algebra in Dd with con-
tinuous scale which satisfies the UCT and let A = A1 ⊗U, where A1 ∈ M1 and U is an infinite
dimensional UHF-algebra. Suppose that
((K0(B), T (B), ρB),K1(B)) ∼= ((K0(A), T (A), ρA),K1(A)) (e 10.80)
and suppose that α ∈ KL(B,A) is an element which implements (part of) the isomorphism
above.
Then, there exists a sequence of approximate multiplicative completely positive contractive
linear maps ϕn : B → A⊗M2 such that
[{ϕn}] = α (e 10.81)
Proof. Let ε > 0, η > 0, F ⊂ B be a finite subset. Without loss of generality, we may assume
that F ⊂ B1. Fix a finite subset PB ⊂ K(B).
Choose δ1 > 0 and finite subset G ⊂ B so that [L]|PA is well defined for any G-δ1-
multiplicative completely positive contractive linear map L from B.We may assume that δ1 < ε
and F ∪H ⊂ G. Since both A and B have continuous scale, T (A) and T (B) are compact (The-
orem 5.3 of [15]).
Choose b0 ∈ B+ such that ‖b0‖ = 1 and
dτ (b0) < min{η, δ1}/4 for all τ ∈ T (B). (e 10.82)
Let e0 ∈ B be a strictly positive element of A with ‖e0‖ = 1 such that τ(e0) > 15/16 for all
τ ∈ T (B).
Let G(PB) be the subgroup generated by PB , GoB be the subgroup generated by PB∩K0(B).
Let P = N · [1B˜ ]+PB ∩K0(B) and GB0 = Z · [1B˜ ]+GoB . We may assume that GB0 is generated
by projections {p1, p2, ..., pl} in MN0(B˜) for some integer N0 ≥ 1. We may assume that p1 = 1B˜ .
We may write GoB = Ginf ⊕ G0,1, where Ginf ⊂ kerρB and kerρB ∩ G0,1 = {0}. Let k0 be
an integer such that G(PB) ∩ Ki(B,Z/kZ) = {0} for any k ≥ k0, i = 0, 1. Keep in mind that
G0,1 is free and ρB(GoB) = ρB(G0,1).
By 4.4 and 4.5, there exists a subsequence {k(n)} and a sequence of asymptotically multi-
plicative completely positive contractive linear maps Ψn : B → A⊗Mk(n) such that
[{Ψn}] = α. (e 10.83)
In what follows we will identity T (A) with T (B) (both are assumed to be compact).
We now use the construction of 10.1 and keep the notation used there. Consider the map
ρ˜ : G(P) ∩ K0(B) → l∞(Z) defined in Corollary 10.8. Let πB : B˜ → C be the quotient map
with kerπB = B. We may assume that [pi] = J([pi]) · [1B˜ ] + o([pi]), where J([pi]) ∈ N and
πB(pi) = J([pi]) · 1B˜ , and o([pi]) ∈ K0(B). We assume that [p1] = [1B˜ ]. Keep in mind that
o([p1]) = 0. The linear span of {ρ˜([p1]), ..., ρ˜([pl])} over Q has finite rank, say r. So, we may
assume that {ρ˜([p1]), ρ˜(o([p2])), ..., ρ˜(o([pr]))} are linearly independent and the Q-linear span of
them contains ρ˜(G(P)∩K0(B)). Therefore, there is an integer M such that for any g ∈ ρ˜(GoB),
the element Mg is in the subgroup generated by {ρ˜(o([p2]), ..., ρ˜(o([pr])}. Write ρ˜(α([pi])) =
(xi,1, xi,2, ...). In other words, xij = (ρ˜(α([pi])))j . Let zi = ρA(α([pi]) ∈ D, where D = ρA(K0(A˜))
in Aff(S[1](K0(A)). Therefore K0(A˜) = Z · [1A˜] + K0(A). Denote by D0 = ρA(K0(A)). Since
A ∈ Dd, D0 is dense in RD0 in Aff(S[1](K0(A))). Keep in mind that J([pi]) = J(α([pj ])) as an
integer. Note that α([pi]) = J([pi]) · [1A˜] + α(o([pi])) and ρA(α([pi])) = J([pi]) + ρA(α(o([pi])),
i = 1, 2, ..., l.
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Let {Sj} be the sequence of C∗-subalgebras in C0 in the construction 10.1. Fix k ≥ 1. Let
ek+ji , e
k+j
i,± ∈ K0(S˜k+j), i = 1, 2, ..., lk+j and Rk+j be the rk+j×2lk+j matrix as described in 10.6.
Let s(j) =
∑j
i=1 2lk+i, j = 1, 2, .... Put
α([ın ◦ h˜k+j,n(ek+ji,+ )]) = g(n)s(j−1)+2i−1, α([ın ◦ h˜k+j,N0+n(ek+ji,− )]) = g
(n)
s(j−1)+2i, (e 10.84)
i = 1, 2, ..., lk , and a
(n)
j = ρB(g
(n)
j ), j = 1, 2, ..., s(n) =
∑n
j=1 lk+j, n = 1, 2, .... Note that
a
(n)
j ∈ D+\{0}. It follows from Lemma 10.3 that (recall that α is an order isomorphism)
lim
n→∞ a
(n)
s(j−1)+2i = as(j−1)+2i = limn→∞ρB(α(g
(n)
s(j−1)+2i)) > 0
and limn→∞ a
(n)
s(j−1)+2i−1 = as(j−1)+2i−1 = limn→∞ρB(α(g
(n)
s(j−1)+2i−1)) > 0 uniformly. Moreover,
by 10.7,
∑n
j=1 xija
(n)
j → zi uniformly. Furthermore, by 10.6, {xi,j}, gnj , and Rn satisfy the
condition of Lemma 10.10 with K0(A) in place of G and T (A) in place of S. So, Lemma 10.10
applies. Fix δ, N and K obtained from Lemma 10.10.
Note that A ∈ Dd, and hence the strict order on the projections of A˜ is determined by traces
of A˜. Write
α([pi]) = J([pi]) · [1A˜] +
l∑
j=1
mi,jdj + si and o(α([pi])) =
l∑
j=1
mi,jdj + si (e 10.85)
where mi,j ∈ Z, dj ∈ α(G01) and si ∈ α(Ginf ), j = 1, 2, ..., l and i = 1, 2, ..., l. Denote GA =
α(G(PB)). Thus α(Ginf ) ⊂ kerρA.
Fix an integer k(n) ≥ 1. Applying Corollary 6.4 to Mk(n)(A) with any finite subset G, any
ǫ > 0 and any 0 < r0 < δ/2(k(n)) < 1, one has a G-ǫ/k(n)2-multiplicative map L : Mk(n)(A)→
Mk(n)(A) with the following properties:
(1) [L]|P1 and [L]|G1 are well defined;
(2) [L] induces the identity maps on α(Ginf ), GA ∩ K1(A), GA ∩ K0(A,Z/kZ) and GA ∩
K1(A,Z/kZ) for the k with GA ∩Ki(A,Z/kZ) 6= {0}, i = 0, 1;
(3) |τ ◦ [L](g)| ≤ r0|τ(g)| for all g ∈ GA ∩K0(A) and τ ∈ T (A);
(4) There exist elements {fi} ⊂ K0(A) such that for i = 1, ..., l,
α(di)− [L](α(di)) =MK3(k0 + 1)!fi.
(5) dτ (e0) < r0 for all τ ∈ T (A),
where e0 is a strictly positive element of L(Mk(n)(A))Mk(n)(A)L(Mk(n)(A)). By the choice of r0,
replacing L by Ad ∈ U ◦L for a unitary U ∈Mk(n)(A)∼, we may assume that L(Mk(n)(A)) ⊂ A.
Note, by (2) above, (α− [L] ◦ α)(si) = 0. Then we have
α([pi]− J([pi])[1A˜])− ([L](α([pi])− J([pi])[1A˜])) (e 10.86)
= α([pi]− J([pi])[1A˜]])− ([L ◦ α]([pi]− J([pi])[1A˜]) (e 10.87)
= (α(
∑
mi,jdj)− [L ◦ α](
∑
mi,jdj)) (e 10.88)
= MK3(k0 + 1)!(
∑
mi,jfj) (e 10.89)
= MK3(k0 + 1)!f
′
i , (e 10.90)
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where f ′i =
∑
mi,jfj, for i = 1, 2, ..., l. Note that [p1] = [1B˜ ] = J([p1]). In particular, f
′
1 = 0.
Since T (A) is compact, we may choose r0 such that (3) above implies that
τ([L](o(α([pi])))) < δ/2 for all τ ∈ T (A). (e 10.91)
Define β([pi]) = J([pi])[1A˜] + K
3(k0 + 1)!f
′
i and o(β([pi]) = K
3(k0 + 1)!f
′
i , i = 1, 2, ..., l. Let
z˜i
′ = β([pi]), z′i = ρA(z˜i
′) ∈ Aff(S[1](K0(A))) and o(z′i) = ρA(o(β([pi])) = K3!(k0 + 1)!ρA(f ′i),
i = 1, 2, ..., l. In particular, o(β)[p1]) = 0. Then we have:
||Mor(z′)− or(z)||∞ = maxi{||ρA(α([pi]− J([pi])[1A˜])− [L](α([pi])− J([pi])[1A˜]))‖}
= maxi{supτ∈T (B){τ ◦ [L](o(α([pi]))} < δ/2,
where z = (z1, z2, ..., zr), zi = J(α([pi]))+o(zi), where o(zi) ∈ ρA(K0(A)), i = 1, 2, ..., r, and z′ =
(z′1, z
′
2, ..., z
′
r). By Lemma 10.10, for sufficiently large n, one obtains u˜
A
0 = (u
A
0,1, u
A
0,2, ..., u
A
0,s(n)) ∈
K0(A˜)
s(n) such that (recall that α is an order isomorphism)
s(n)∑
j=1
xiju
A
0,j = z˜
′
i,
s(n)∑
j=1
xijo(u
A
0,j) = o(z˜
′
i) and
s(n)∑
j=1
x1,ju
A
0,j = z˜
′
1 = β([p1]) = J([p1]) = [1A˜].(e 10.92)
More importantly,
R¯n(u˜
A) > 0, (e 10.93)
where u˜A = Js(n)(u˜A0 ) +Mo(u˜
A
0 ).
Let κ′0 : K0(D˜)→ K0(A˜) be defined by, for each j,
ek+ji 7→ (uAs(j−1)+2i−1 − uAs(j−1)+2i), 1 ≤ j ≤ n, 1 ≤ i ≤ lk+j,
where D = Sk⊕· · ·⊕Sk+n−1. Then, by 10.6 and by (e 10.93), it is strictly positive. By (e 10.92),
κk+j0 ([ψ
k
k+j ]([pi])) =
lk+j∑
l=1
mk+ji ([ψ
k
k+j ]([pi]))κ
k+j
0 (e
k+j
l )
=
lk+j∑
l=1
mk+ji ([ψ
k
k+j ]([pi]))(u
A
s(j−1)+2l−1 − uAs(j−1)+2l) =
lk+j∑
l=1
xi,j+lu
A
s(j−1)+l
=
lk+j∑
l=1
xi,j+lu˜
A
0,s(j−1)+l +
lk+j∑
l=1
xi,j+l(M − 1)o(u˜A0,s(j−1)+l).
Define ψk : B → D by ψk(b) = (ψkk(b), ψkk+1(b), ..., ψkk+n−1(b)) for b ∈ B. Note that, since
p1 ∈ 1B˜ , we assume that ψk∼(p1) = 1D˜. It follows that (see also (e 10.92))
κ′0(ψ
k([pi])) = (xij)s(n)×1u˜A = (xi,j)s(n)×1u˜A0 + (xi,j)s(n)×1(M − 1)(o(u˜A0 )) (e 10.94)
= J(α([pi]) +Mo(β([pi])), i = 1, 2, ..., r. (e 10.95)
Moreover, by (e 10.92) (o(β([p1])) = 0),
κ′0(ψ
k([p1])) = (x1,j)s(n)×1u˜A = [1A˜]. (e 10.96)
This also implies that κ′0(ψ
k(J([pi]))) = J(α([pi])), i = 1, 2, ..., r. It follows that
κ′0(o(ψ
k([pi])) =Mo(β([pi]), i = 1, 2, ..., r. (e 10.97)
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By 6.7, there exists a homomorphism h′ : D → A such that h′∗0 = κ′0. By (e 10.92), one has,
keeping the notation in the construction at the beginning of this section,
J([pi]) + κ
′
0(o([ψ
k
k(pi)]), o([ψ
k
k+1(pi)]), ..., o([ψ
k
n+k−1(pi)])) = J([pi]) +Mβ(o([pi])), (e 10.98)
i = 1, ..., l.
Now, define h′′ : B → D →A by
h′′ = h′ ◦ (ψkk ⊕ ψkk+1⊕ · · · ⊕ ψkk+n−1).
Then h′′ is F-δ-multiplicative.
For any x ∈ kerρ˜, by Corollary 10.8, x ∈ kerρB. Since α preserves order on K0(A˜), α(x) ∈
α(Ginf ). By (2) above, α(x) − [L ◦Ψn](x) = 0. Define Φ : B →M2(A) by, for some sufficiently
large n, Φ(a) = L◦Ψn(a)⊕h′′(a) for all a ∈ A. Define Φ∼ : B˜ → M˜2(A). By (2) above, (e 10.98),
(e 10.86) and (e 10.86),
[Φ∼]([pi])− 2J([pi]) = [Φ](o([pi]) = [L ◦ α](o[pi]) + [h′′](o[pi]) (e 10.99)
= [L ◦ α](o[pi]) +Mβ(o([pi]) (e 10.100)
= [L ◦ α](o[pi]) +MK3(k0 + 1)!f ′i (e 10.101)
= [L ◦ α](o[pi]) + α([pi]− J([pi])[1A˜]) (e 10.102)
−([L](α([pi])− J([pi])[1A˜])) (e 10.103)
= α([pi]− J([pi])[1A˜]) = α(o([pi])), i = 1, 2, ..., l. (e 10.104)
Thus,
[Φ]|GB0 = α|GB0 . (e 10.105)
Since K0(D) is free and K1(D) = {0}, by (2) again,
[Φ]|GB∩K1(B) = [L ◦ α]|GB∩K1(A) = α|GA∩K1(A), (e 10.106)
[Φ]|GB∩K0(B)/jK0(B) = [L ◦ α]|GB∩K0(B)/jK0(B) = α|GB∩K0(B)/jK0(B), 1 ≤ j ≤ k0 and(e 10.107)
[Φ]|GB∩K1(B)/jK1(B) = [L ◦ α]|GB∩K1(B)/jK1(B) = α|GB∩K1(B)/jK1(B), 1 ≤ j ≤ k0. (e 10.108)
It follows that
[Φ]|P = α|P . (e 10.109)
Lemma follows.
Lemma 10.12. Let A be a simple separable amenable C∗-algebras in Dd with continuous scale
which satisfy the UCT. Suppose also B1 ∈ M1 and B = B1 ⊗ U, where U is an infinite dimen-
sional UHF-algebra. Suppose that
Γ : ((K0(A), T (A), ρA),K1(A))→ ((K0(B), T (B), ρB),K1(B))
is an isomorphism and that κ ∈ KL(A,B) carries Γ|Ki(A), i = 0, 1, Γ also gives an affine
homemorphism κT : T (B) → T (A). Suppose also there is a continuous homomorphism κuc :
U(A˜)/CU(A˜)→ U(B˜)/CU(B˜) such that (κ, κT , κuc) is compatible.
Then there exists a sequence of approximate multiplicative completely positive contractive
linear maps ϕn : A→ B such that
[{ϕn}] = κ, (e 10.110)
lim
n→∞ sup{|τ ◦ ϕn(a)− κT (τ)(a)|} = 0 for all a ∈ As.a. and (e 10.111)
lim
n→∞dist(κuc(z), ϕ
†
n(z)) = 0 for all z ∈ U(A˜)/CU(A˜). (e 10.112)
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Proof. Denote by ΠA˜,u : U(A˜)/CU(A˜) → K1(A) the quotient map and fix a splitting map
JAcu : K1(A) → U(A˜)/CU(A˜). Since (κ, κT , κuc) is compatible, it suffices to show that there are
{ϕn} which satisfies (e 10.110) and (e 10.111) and
lim
n→∞dist(κuc(J
A
cu(ζ)), ϕ
†
n(J
A
cu(ζ))) = 0 for all ζ ∈ K1(A). (e 10.113)
It follows from 10.11 and 9.2 that there exists a sequence {ϕn} which satisfies (e 10.110) and
(e 10.111). Let G1 ⊂ K1(A) be a finitely generated subgroup.
Choose some sufficiently large n, then ϕ†n induces a homomorphism on the JAcu(G1). Since
κ|K1(A) is injective and (κ, κT , κuc) is compatible, ϕ†n|JAcu(G1) has an inverse γ. LetGb = ϕ
†
n(JAcu(G1))
and let ΠB˜,u : U(B˜)/CU(B˜) → K1(B) be the quotient map. Again, using the fact that
(κ, κT , κuc) is compatible, (Π
B˜,u)|Gb is injective. Let Jbu : K1(B) → U(B˜)/CU(B˜) be a map
such that ΠB˜,u ◦ JBcu = idK1(B).
Put
λ0 = ((κuc ◦ γ) ◦ Jbu − (ϕn)† ◦ γ ◦ Jbu)|ΠB˜,u(Gb). (e 10.114)
Then, since (κ, κT , κuc) is compatible,
ΠB˜,u ◦ λ0 = 0. (e 10.115)
Therefore λ0 maps from Π
B˜,u(Gb) to Aff(T (B˜))/ρB(K1(B˜)). However, Aff(T (B˜))/ρB(K1(B˜)) is
divisible. Therefore there is a homomorphism λ1 : K1(B)→ Aff(T (B˜))/ρB(K1(B˜)) such that
(λ1)|ΠB˜,u(Gb) = λ0. (e 10.116)
Now defined Λ : U(B˜)/CU(B˜)→ U(B˜)/CU(B˜) as follows.
Λ|
Aff(T (B˜))/ρB(K1(B˜))
= id
Aff(T (B˜))/ρB(K1(B˜))
, (e 10.117)
Λ|JBcu(K1(B)) = λ1 ◦ΠB˜,u + (idB)†. (e 10.118)
Note that ([idB ], (idB)T ,Λ) is compatible. It follows from 9.4 that there exists a homomor-
phism ψn : B → B such that
[ψn] = [idB ], (ψn)T = (idB)T and ψ
†
n = Λ. (e 10.119)
Now let Φn = ψn ◦ ϕn. Then, for z ∈ JAcu(G1), by (e 10.114),
Φ†n(z) = ψ
†
n ◦ ϕ†n(z) = λ1 ◦ ΠB˜,u ◦ ϕ†n(z) + ϕ†n(z) (e 10.120)
= λ0 ◦ ϕ†n(z) + ϕ†n(z) = κuc(z). (e 10.121)
The lemma follows immediately from the construction of Φn.
Lemma 10.13. Suppose that A and B satisfy the exactly the same conditions in Lemma 10.12,
and suppose that κ, κt and κcu are as stated in 10.12. Then there exists a homomorphism
ϕ : A→ B such that
[ϕ] = κ, ϕT = κT and ϕ
† = κuc. (e 10.122)
Proof. The proof is exactly the same as that of 9.4 but applying 10.12 instead of 9.3.
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11 The Isomorphism Theorem for C∗-algebras in Dd
Lemma 11.1. Let C ∈ Dd be a non-unital separable simple amenable C∗-algebra with con-
tinuous scale which satisfies the UCT and let A ∈ D with continuous scale. Suppose that
ϕ1, ϕ2 : C → A are two monomorphisms which maps strictly positive elements to strictly positive
elements. Suppose also that
[ϕ1] = [ϕ2] in KL(C,A), (e 11.1)
(ϕ1)T = (ϕ2)T and ϕ
†
1 = ϕ
†
2. (e 11.2)
Then ϕ1 and ϕ2 are approximately unitarily equivalent.
Proof. Note, by 16.10 of [23], both A and B are Z-stable. Also ϕ1 and ϕ2 are given and full. So
there is T : A+ \ {0} → N×R+ \ {0} such that ϕ1 and ϕ2 are exactly T -(A+ \ {0})-full (see 5.7
of [15]). Then the theorem follows from Theorem 5.3 of [23] (see also 5.2 and 5.7 of [23]).
Theorem 11.2. Let A1, B1 ∈ D be two separable amenable simple C∗-algebras with continuous
scale which satisfy the UCT. Let A = A1 ⊗ U1 and B = B1 ⊗ U2, where U1 and U2 are infinite
dimensional UHF-algebras. Then A ∼= B if and only if there is an isomorphism
Γ : ((K0(A), T (A), rA),K1(A)) ∼= ((K0(B), T (B), rB),K1(B)). (e 11.3)
Moreover, let κi : Ki(A) → Ki(B) be an isomorphism as abelian groups (i = 0, 1) and let
κT : T (B) → T (A) be an affine homeomorphism. Suppose that κ ∈ KL(A,B) which gives κi
and κcu : U(A˜)/CU(A˜)→ U(B˜)/CU(B˜) is a continuous affine isomorphism so that (κ, κT , κcu)
is compatible. Then there is an isomorphism ϕ : A→ B such that
[ϕ] = κ ϕT = κT and ϕ
† = κcu. (e 11.4)
Proof. It follows from 6.2, 6.3, and 5.31 that there is a non-unital simple C∗-algebra B0 con-
structed 5.31 such that there is an isomorphism
Γ′ : ((K0(B1), T (B1), ρB1),K1(B1)) ∼= ((K0(B0), T (B0), ρB0),K1(B0)). (e 11.5)
It follows that there is an isomorphism
Γ′′ : ((K0(B), T (B), ρB),K1(B)) ∼= ((K0(B0 ⊗ U2), T (B0 ⊗ U2), ρB0⊗U2),K1(B0 ⊗ U2)). (e 11.6)
Thus, if we can show the theorem holds for the case B = B0⊗U2, then the general case follows.
Therefore, without loss of generality, we may assume that B1 ∈ M1.
We also note that the “only if ” part of the first part of the theorem is obvious. So we will
prove the “if” part. Suppose that Γ exists. Then, by the UCT, Γ induces a compatible pair
(κ, κT ). Choose any κcu so that (κ, κT , κcu) is compatible. Note that there is always at least
one: κcu|JAcu(K1(A)) = JBcu ◦κ|K1(A) ◦ΠAcu, where ΠAcu : U(A˜)/CU(A˜)→ K1(A) is the quotient map
and κcu|Aff(T (A˜))/ρ
A˜
(K0(A˜))
be induced by κT . Therefore, to prove the theorem, it suffices to show
the case that (κ, κT ) is given by Γ. Therefore it remains to show that there is an isomorphism
ϕ : A→ B such that (e 11.4) holds. We will use the Elliott intertwining argument.
Let {Fa,n} be an increasing sequence of finite subsets of A such that ∪∞n=1Fa,n is dense in
A, let {Fb,n} be an increasing sequence of finite subsets of B such that ∪∞n=1Fb,n is dense in B.
Let {εn} be a sequence of decreasing positive numbers such that
∑∞
n=1 εn < 1.
Let ea ∈ A and eb ∈ B be strictly positive elements of A and B, respectively, with ‖ea‖ = 1
and with ‖eb‖ = 1. Note that dτ (ea) = 1 for all τ ∈ T (A) and dτ (eb) = 1 for all τ ∈ T (B).
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It follows from 10.13 that there is a homomorphism ϕ1 : A→ B such that
[ϕ1] = κ, (ϕ1)T = κT and ϕ
†
1 = κcu. (e 11.7)
Note that dτ (ϕ1(ea)) = 1. Therefore ϕ1 maps ea to a strictly positive element of B. It follows
from 9.4 that there is a homomorphism ψ′1 : B → A such that
[ψ′1] = κ
−1, (ψ′1)T = κ
−1
T and (ψ
′
1)
† = (ϕ†1)
−1. (e 11.8)
Thus
[ψ′1 ◦ ϕ1] = [idA], (ψ′1 ◦ ϕ1)T = idT (A) and (ψ′1 ◦ ϕ1)† = idU(A˜)/CU(A˜). (e 11.9)
It follows from Lemma 11.1 that there exists a unitary u1,a ∈ A˜ such that
Adu1,a ◦ ψ′1 ◦ ϕ1 ≈ε1 idA on Fa,1. (e 11.10)
Put ψ1 = Adu1,a ◦ ψ′1. Then we obtain the following diagram
A
idA //
ϕ1

A
B
ψ1
??⑦⑦⑦⑦⑦⑦⑦⑦
which is approximately commutative on the subset Fa,1 within ε1.
By applying 10.13, there exists a homomorphism ϕ′2 : A→ B such that
[ϕ′2] = κ, (ϕ
′
2)T = κT and (ϕ
′
2)
† = (ψ†1)
−1 = κcu. (e 11.11)
Then,
[ϕ′2 ◦ ψ1] = [idB ], (ϕ′2 ◦ ψ1)T and (ϕ′2 ◦ ψ1)† = idU(B˜)/CU(B˜). (e 11.12)
It follows from Lemma 11.1 again that there exists a unitary u2,b ∈ B˜ such that
Adu2,b ◦ ϕ′′2 ◦ ψ1 ≈ε2 idB on Fb,2 ∪ ϕ1(Fa,1). (e 11.13)
Put ϕ2 = Adu2,b ◦ ϕ2. Then we obtain the following diagram:
A
idA //
ϕ1

A
ϕ2

B
ψ1
>>⑦⑦⑦⑦⑦⑦⑦⑦
idB
// B
with the upper triangle approximately commutes on Fa,1 within ε1 and the lower triangle ap-
proximately commutes on Fb,2 ∪ ϕ1(Fa,1) within ε2. Note also
[ϕ2] = κ, (ϕ2)T = κT and (ϕ2)
† = κcu. (e 11.14)
We then continue this process, and, by the induction, we obtain an approximate intertwining:
A
idA //
ϕ1

A
idA //
ϕ2

A
idA//
ϕ3

· · · · · ·A
B
idB
//
ψ1
>>⑦⑦⑦⑦⑦⑦⑦⑦
B
idB
//
ψ2
>>⑦⑦⑦⑦⑦⑦⑦⑦
B
idB
// · · · · · ·B
By the Elliott approximate intertwining argument, this implies that A ∼= B and the isomor-
phism ϕ produced by the above diagram meets the requirements of (e 11.4).
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We actually prove the following:
Corollary 11.3. Let A and B1 be a separable simple C
∗-algebra in Dd with continuous scale
and satisfying the UCT and let B = B1⊗U for some infinite dimensional UHF-algebra. Suppose
there is an isomorphism
Γ : ((K0(A), T (A), ρA),K1(A)) ∼= ((K0(B), T (B), ρB),K1(B)).
Then A ∼= B.
12 Sub-homogeneous C∗-algebras and traces
Most of the materials of this section are taken directly from Section 16 of [24]. Here we need
non-unital versions of Section 16 of [24]. Most of the proof is a modification of the proof in
Section 16 of [24].
In this section, if A is a non-unital C∗-algebra, denote by tAC the tracial state of A˜ vanishing
on A.
Definition 12.1. Let D be a non-unital C∗-algebra. Denote by C(T, D˜)o the C∗-subalgebra of
C(T, D˜) generated by C0(T\{1})⊗1D˜ and 1C(T)⊗D. The unitization of C(T, D˜)o is C(T, D˜) =
C(T)⊗ D˜. Let C be another non-unital C∗-algebra, L : C(T, D˜)o → C be a completely positive
contractive linear map and L∼ : C(T)⊗D˜ → C˜ be the unitization. Suppose that D is amenable.
Denote by z the standard unitary generator of C(T). For any finite subset F ⊂ C(T)⊗ D˜, any
finite subset Fd ⊂ D˜, and ε > 0, there exists a finite subset G ⊂ D and δ > 0 such that,
whenever ϕ : D → C is a G-δ -multiplicative completely positive contractive linear map (for
any C∗-algebra C) and a unitary u = λ+ c ∈ C (|λ| = 1) such that ‖[u, ϕ(g)]‖ < δ for all g ∈ G,
there exists an F-ε-multiplicative completely positive contractive linear map L′ : C(T)⊗D˜ → C˜
such that (see, for example, 2.8 of [41])
‖L′(z ⊗ 1)− λ¯ · u‖ < ε/4, ‖L′(f(z)⊗ 1)− λ¯u− 1‖ < ε/4 (e 12.1)
and ‖L′(1⊗ d)− ϕ(d)‖ < ε/4 for all d ∈ Fd, (e 12.2)
where z = 1+f(z) and f ∈ C0(T\{1}). Note that ‖π(L′(f(z)⊗1))‖ < ε/4 and ‖π(L′(1⊗d))‖ <
ε/4 (for all d ∈ Fd), where π : C˜ → C is the quotient map. Choose an element c ∈ C+, such
that
‖cL′(g)c − L′(g)‖ < ε/2 for all g ∈ {1⊗ d : d ∈ Fd, g = f(z)⊗ 1D˜}.
Define L : C(T)⊗ D˜ → C˜ by L(g) = cL′(g)c for all g ∈ C(T, D˜)o and L(1C(T,D˜)) = 1C˜ . Then,
L(z ⊗ 1) = L(f(z)⊗ 1) + 1C˜ = cL′(f(z)⊗ 1)c + 1C˜ ≈ε/2 L′(f(z)⊗ 1) + 1C˜ = L′(z ⊗ 1) ≈ε/4 λ¯u.
Similarly,
L(1⊗ d) ≈3ε/4 ϕ(d) for all d ∈ Fd. (e 12.3)
We will denote such L by Φϕ,u. In particular, we have L(C(T, D˜)o) ⊂ C.
Conversely, there exists a finite subset G′ ⊂ C(T, D˜)o and δ′ > 0, if L : C(T, D˜)o → C is
G′-δ′-multiplicative completely positive contractive linear map, there is a unitary u ∈ C˜ such
that
‖L∼(z ⊗ 1)− u‖ < ε (e 12.4)
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and ϕ = L∼|1⊗D is a completely positive contractive linear map. It is worth to be reminded, if
u ∈ CU(C˜), then u = 1C˜ + c for some c ∈ C.
Note that C(T)⊗D is an essential ideal of C(T, D˜)o. Suppose that D is a simple C∗-algebra.
Then Tf (C(T)⊗D) = Tf (C(T))⊗ T (D). Therefore Tf (C(T, D˜)o) = Tf (C(T))⊗ T (D). Suppose
that D is a separable simple C∗-algebra with continuous scale and e ∈ D (0 ≤ e ≤ 1) is a
strictly positive element. Choose a strictly positive function f0 ∈ C0(T \ {1}) (‖f0‖ = 1). Then
a := (1/2)(1C(T) ⊗ e + f0 ⊗ 1D˜) (with ‖a‖ ≤ 1) is a strictly positive element of C(T, D˜)o and
τ((a)1/n)→ 1uniformly on T (C(T, D˜)o).
Definition 12.2. Let A be a C∗-algebra. Consider the tensor productA⊗C(T). By the Ku¨nneth
Formula (note that K∗(C(T)) is finitely generated), the tensor product induces two canonical
injective homomorphisms
β(0) : K0(A)→ K1(A⊗ C(T)) and β(1) : K1(A)→ K0(A⊗ C(T)). (e 12.5)
In this way (with further application of the Ku¨nneth Formula), one may write
Ki(A⊗ C(T)) = Ki(A)⊕ β(i−1)(Ki−1(A)), i = 0, 1. (e 12.6)
For each i ≥ 2, one also obtains the following injective homomorphisms
β
(i)
k : Ki(A,Z/kZ)→ Ki−1(A⊗ C(T),Z/kZ), i = 0, 1. (e 12.7)
Moreover, one may write
Ki(A⊗ C(T),Z/kZ) = Ki(A,Z/kZ)⊕ β(i−1)k (Ki−1(A,Z/kZ)), i = 0, 1. (e 12.8)
If x ∈ K(A), let us write β(x) for β(i)(x) if x ∈ Ki(A) and for β(i)k (x) if x ∈ Ki(A,Z/kZ).
So we have an injective homomorphism
β : K(A)→ K(A⊗ C(T)), and (e 12.9)
K(A⊗ C(T)) = K(A)⊕ β(K(A)). (e 12.10)
Let h : A ⊗ C(T) → B be a homomorphism. Then h induces a homomorphism h∗i,k :
Ki(A ⊗ C(T),Z/kZ) → Ki(B,Z/kZ), k = 0, 2, 3, ... and i = 0, 1. Suppose that ϕ : A → B is a
homomorphism and v ∈ U(B) (if B is not unital, v ∈ U(B˜)) is a unitary such that ϕ(a)v = vϕ(a)
for all a ∈ A. Then ϕ and v determine a homomorphism h : A⊗C(T)→ B by h(a⊗ z) = ϕ(a)v
for all a ∈ A, where z ∈ C(T) is the identity function on the unit circle T.
We use Bott(ϕ, v) : K(A)→ K(B) to denote the collection of all homomorphisms h∗i−1,k ◦
β
(i)
k , where h : A⊗ C(T)→ B is the homomorphism determined by (ϕ, v), and we write
Bott(ϕ, v) = 0 (e 12.11)
if h∗i−1,k ◦ β(i)k = 0 for all k and i. In particular, since A is unital, (e 12.11) implies that [v] = 0
in K1(B). We also use botti(ϕ, v) for h∗i−1 ◦ β(i), i = 0, 1.
Suppose that A is a separable amenable C∗-algebra. Let Q ⊂ K(A ⊗ C(T)) be a finite
subset, let F0 ⊂ A be a finite subset, and let F1 ⊂ A˜ ⊗ C(T) also be a finite subset. Suppose
that (ε,F0,Q) is a KL-triple (see, 2.1.16 of [44], for example). Then, by Lemma 2.13 of [24]
(see also Lemma 2.8 of [41]), there exist a finite subset G ⊂ A and δ > 0 satisfying the following
condition: For any G-δ-multiplicative completely positive contractive linear map ϕ : A → B
and any unitary v ∈ B (or v ∈ B˜) such that
‖[ϕ(g), v]‖ < δ for all g ∈ G, (e 12.12)
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there exists a unital F1-ε-multiplicative completely positive contractive linear map L : A˜ ⊗
C(T)→ B (or B˜) such that
‖L(f ⊗ 1)− ϕ(f)‖ < ε for all f ∈ F0 and ‖L(1⊗ z)− v‖ < ε, (e 12.13)
where z ∈ C(T) is the standard unitary generator of C(T). In particular, [L]|Q is well defined.
Let P ⊂ K(A) be a finite subset. There are δP > 0 and a finite subset FP satisfying the
following condition: if ϕ : A → B is a FP -δP -multiplicative completely positive contractive
linear map and (e 12.12) holds for δP (in place of δ) and FP (in place of G), then there exists
a unital completely positive contractive linear map L : A⊗ C(T)→ B which satisfies (e 12.13)
such that [L]|β(P) is well defined, and [L′]|β(P) = [L]|β(P) if L′ also satisfies (e 12.13) (for the
same ϕ and v) (see 2.12 of [24]). In this case, we will write
Bott(ϕ, v)|P= [L] ◦ β|P (e 12.14)
for all x ∈ P. In particular, when [L]|β(P) = 0, we will write
Bott(ϕ, v)|P = 0. (e 12.15)
When K∗(A) is finitely generated, HomΛ(K(A),K(B)) is determined by a finitely generated
subgroup of K(A) (see [10]). Let P be a finite subset which generates this subgroup. Then, in
this case, instead of (e 12.15), we may write
Bott(ϕ, v) = 0. (e 12.16)
In general, if P ⊂ K0(A), we will write bott0(ϕ, v)|P = Bott(ϕ, v)|P , and if P ⊂ K1(A), we will
write bott1(ϕ, v)|P = Bott(ϕ, v)|P .
12.3. Let D be a non-unital but σ-unital C∗-algebra. Then C(T, D˜)o is an ideal of C(T)⊗ D˜.
From the short exact sequence 0 → C(T, D˜)o → C(T) ⊗ D˜ → C → 0 and the six term exact
sequence, one easily computes that
K0(C(T, D˜)o) = K0(D)⊕ β(K1(D)).
For convenience, we may use DT for C0(T, D˜)o.
The following is well-known and follows, for example, from 10.10.4 of [1].
Lemma 12.4. Let E be a non-unital and σ-unital C∗-algebra. Then (kerρE(K0(E)))⊕β(K1(E)) =
kerρC(T,E˜)o .
Proof. It suffices to prove that β(K1(E)) ⊂ kerρC(T)⊗E˜ . Fix a unitary u ∈ Mn(E˜). Let C
be the C∗-subalgebra generated by z ⊗ 1E˜ and 1C(T) ⊗ u. Therefore C ∼= C(T2). Denote by
e = diag(1, 0) and p ∈M2(C(T2)), a non-trivial rank one projection. Let j : C → C(T,Mn(E˜))
be the embedding. Then j(e), j(p) ∈ C(T,Mn(E˜)). We identify e with the obvious projection in
C(T,Mn(E˜)) and p with another projection in C(T,Mn(E˜)). Then β([u]) may be represented
by ±([e] − [p]). Note that, for every trace t ∈ T (C), t([e] − [p]) = 0. It follows that, for any
τ ∈ T (C(T) ⊗ E˜), τ(j([e]) − j([p])) = 0. This implies that β([u]) ⊂ kerρC(T)⊗E˜ . The lemma
follows.
Lemma 12.5 (16.8 of [24]). Let A = C or A = C(T, C˜)o for some C ∈ C0 Let ∆ : Aq,1+ \ {0} →
(0, 1) be an order preserving map. Let H ⊂ A be a finite subset and let σ > 0. Then there are a
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finite subset H1 ⊂ A1+ \ {0}, δ > 0, a finite subset P ⊂ K0(A), and an integer K ≥ 1 such that,
for any τ ∈ R · T (A) with 0 < ‖τ‖ ≤ 1 which satisfies
τ(h) > ∆(hˆ) for all h ∈ H1
and any positive homomorphism κ : K0(A˜)→ K0(Ms) = Z with s = κ([1A˜]) such that
|ρA˜(x)(τ∼)− (1/s)(κ(x))| < δ (e 12.17)
for all x ∈ P, where τ∼ = τ + (1 − ‖τ‖)tAC , there is a homomorphism ϕ : A → MsK such that
ϕ∗0 = Kκ and
|tr ◦ ϕ(h)− τ(h)| < σ for all h ∈ H,
where tr is the tracial state on MsK .
Proof. We only consider the case that A = C(T, C˜)o. The case A = C will follow from a
simplification of the proof. Let ∆, H and σ be given as in the lemma. Let A1 := C˜ ⊗C(T) and
π : A1 → C be the quotient map. For each x ∈ As.a., denote by xˆ the image of x in Aqs.a. (see
2.9). We will apply the result of the unital case of 16.8 of [24]. For x ∈ A11+ \ {0}, define
∆1(xˆ) = sup{∆( ̂e1/2n xe1/2n ) : n ≥ 1}, (e 12.18)
where {en} is an approximate identity for A. Therefore ∆1(xˆ) > 0 as x 6= 0. It is also clear that
∆1 is order preserving since ∆ is. Furthermore
̂
e
1/2
n xe
1/2
n = ̂x1/2enx1/2 ≤ xˆ. (e 12.19)
It follows that ∆1(x) ≤ ∆(x) of x ∈ A1+. Moreover, τ(x) ≥ τ(e1/2n xe1/2n ) for all n and τ ∈ T (A).
For each x ∈ A11+ \A+, there is nx ≥ 1 such that
∆(
̂
e
1/2
nx xe
1/2
nx ) ≥ (3/4) sup{∆( ̂e1/2n xe1/2n ) : n ≥ 1}. (e 12.20)
Define
∆2(xˆ) = (3/4)∆1(xˆ) for all x ∈ A11+ \ {0}. (e 12.21)
Let H0 ⊂ (A1)1+ \ {0} (in place of H1), δ1 > 0 (in place of δ), P1 (in place of P) and K be
given by Lemma 16.8 of [24] for A1 (in place A), ∆2 (in place of ∆), σ/2 (in place of σ) and H.
Without loss of generality, we may assume that P1 = (P1 ∩ (K0(A))) ⊔ (P1 ∩ Z · [1A˜]). Define
P := P1 ∩ (K0(A)). Let p1, p¯1, p2, p¯2, ..., pm, p¯m ∈MR(A˜) be projections for some integer R ≥ 1
such that {[p1]− [p¯1], [p2]− [p¯2], ..., [pm]− [p¯m]} = P.
Choose δ = δ1/2. Define
H1 := { ̂e1/2nx xe1/2nx : x ∈ H0}. (e 12.22)
Now assume that τ ∈ R · T (A) and κ : K0(A˜) → Z = K0(Ms) be given as described in the
lemma for H1, δ, and K above. Note κ1 is order preserving and κ1([1C˜ ]) = s. Recall
τ(f) ≥ ∆(fˆ) for all f ∈ H1 and |ρA˜(x)(τ∼)− (1/s)κ(x)| < δ for all x ∈ P. (e 12.23)
It follows that, for all f ∈ H0,
τ(f) ≥ τ(f1/2enf f1/2) = τ(e1/2nf fe1/2nf ) ≥ ∆(
̂
e
1/2
nf fe
1/2
nf ) ≥ ∆2(fˆ). (e 12.24)
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Since κ1([1C˜ ]) = s, κ1|P3 = 0, and τ ∈ R · T (A) with 0 < ‖τ‖ ≤ 1, by (e 12.23),
|ρA1(x)(τ∼)− (1/s)κ(x)| < δ for all x ∈ P1. (e 12.25)
Note that we may view τ∼ as a tracial state of A1 by τ∼(a + λ1A1) = τ(a) + (1 − ‖τ‖)λ for
all a ∈ A. It follows from 16.8 of [24] hat there is homomorphism ψ : A1 → MsK such that
ψ∗0 = Kκ1 and
|tr(ψ(f)− τ(f)| < σ for all f ∈ H. (e 12.26)
where tr is the tracial state of MsK . Let ϕ : A→MsK be defined by ϕ := ψ|A. Lemma follows.
12.6. Let A be a non-unital C∗-algebra and let T0(A) = {r · τ : r ∈ [0, 1], τ ∈ T (A)}. Let B
be a unital C∗-algebra and let γ : T (B) → T0(A) be a continuous map such that ‖γ(τ)‖ > 0
for all τ ∈ T (B). Suppose that there is an affine continuous map γ∼ : T (B) → T (A˜) such that
γ∼(τ)|A = γ(τ) for all τ ∈ T (B). Then we say γ is extended to an affine continuous map γ∼. If B
is not unital, then we say γ is extended to an affine continuous map γ∼ : T (B˜)→ T (A˜) if there
is an affine continuous map γ∼ : T (B˜) → T (A˜) such that γ∼(tBC ) = tAC , where tAC (or tBC ) is the
tracial state of A˜ which vanishes on A (or on B), and γ∼(τ)|A = γ(τ) for all τ ∈ T (B)(⊂ T (B˜)).
Lemma 12.7. (16.9 of [24]) Let A = C or A = C(T, C˜)o for some C ∈ C0. Let ∆ : Aq,1+ \{0} →
(0, 1) be an order preserving map. Let F ,H ⊆ A be finite subsets, and let ǫ > 0, σ > 0. Then
there are a finite subset H1 ⊆ A1+\{0}, δ > 0, a finite subset P ⊂ K0(A) and a positive integer K
such that for any continuous map γ : T (C([0, 1]))→ T0(A) with inf{‖γ(τ)‖ : τ ∈ T (C([0, 1]))} >
0 which is extended to an affine continuous map γ∼ : T (C([0, 1]))→ T (A˜) satisfying
γ(τ)(h) > ∆(hˆ) for all h ∈ H1 and for all τ ∈ T (C([0, 1]))
and any positive homomorphism κ : K0(A˜)→ K0(Ms(C([0, 1]))) with κ([1A˜]) = s such that
|ρA(x)(γ∼(τ))− (1/s)τ(κ(x))| < δ for all τ ∈ T (C([0, 1]))
for all x ∈ P, there is an F-ǫ-multiplicative completely positive linear map ϕ : A→MsK(C([0, 1]))
such that ϕ0 = Kκ and
|τ ◦ ϕ(h) − γ′(τ)(h)| < σ for all h ∈ H,
where γ′ : T (MsK(C([0, 1]))) → T0(A) is induced by γ. Furthermore ϕ0 = π0 ◦ ϕ and ϕ1 =
π1 ◦ ϕ are true homomorphisms. In the case that A ∈ C0, the map ϕ can be chosen to be a
homomorphism.
Proof. Since any C∗-algebras in C0 are semi-projective, the second part of the statement follows
directly from the first part of the statement. Thus, let us only show the first part of the
statement. We will consider the case A = C(T, C˜)o. Let ∆, H and ε and σ be given as in the
lemma. Let A1 := C˜ ⊗ C(T) = A˜ and π : A1 → C be the quotient map. Without loss of
generality, one may assume that F ⊆ H.
Let ∆2 : (A1)
q,1
+ \ {0} → (0, 1) be defined as in the proof of 12.5 associated with ∆ above.
The rest of the proof is to reduce to the unital case and via a same route as in the proof of 12.5.
Let H0 ⊂ (A1)1+ \ {0} (in place of H1), δ1 > 0 (in place of δ), P1 (in place of P) and K be
given by Lemma 16.9 of [24] for A1 (in place A), ∆2 (in place of ∆), σ/2 (in place of σ) and H.
Without loss of generality, we may assume that P1 = (P1 ∩ (K0(A)))⊔ (P1 ∩Z · [1A˜]). Define
P := P1 ∩ (K0(A)). Let p1, p¯1, p2, p¯2, ..., pm, p¯m ∈MR(A˜) be projections for some integer R ≥ 1
such that {[p1]− [p¯1], [p2]− [p¯2], ..., [pm]− [p¯m]} = P.
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Choose δ = δ1/2. Define (see the proof of 12.5)
H1 := { ̂e1/2nx xe1/2nx : x ∈ H0}. (e 12.27)
Now assume that γ and κ : K0(A˜) → Z = K0(Ms(C([0, 1]))) are given as described in the
lemma for H1, δ and K above. Note that, for all τ ∈ T (C([0, 1]), for all f ∈ H0,
γ(τ)(f) ≥ γ(τ)(f1/2enf f1/2) ≥ ∆(
̂
e
1/2
nf fe
1/2
nf ) ≥ ∆2(fˆ). (e 12.28)
As in the proof of 12.5, we also have, for all x ∈ P1,
|ρA(x)(γ∼(τ))− (1/s)τ(κ(x))| < δ for all τ ∈ T (C([0, 1])). (e 12.29)
By applying 16.9 of [24], we obtain an F-ǫ-multiplicative completely positive linear map ψ :
A1 →MsK(C([0, 1])) such that ϕ0 = Kκ and
|τ ◦ ψ(h) − γ′(τ)(h)| < σ for all h ∈ H,
where γ′ : T (MsK(C([0, 1]))) → T0(A) is induced by γ. Furthermore ϕ0 = π0 ◦ψ and ϕ1 = π1 ◦ψ
are true homomorphisms.
Define ϕ := ψ|A. Then lemma follows.
Theorem 12.8 (4.18 of [24]). Let A ∈ D¯s (see 4.8 of [24]) be a non-unital subhomogeneous
C∗-algebra and let ∆ : Aq,1+ \ {0} → (0, 1) be an order preserving map.
For any ε > 0 and finite subset F ⊂ A, there exists δ > 0, a finite subset P ⊂ K(A), a finite
subset H1 ⊂ A1+ \ {0} and a finite subset H2 ⊂ As.a. satisfying the following:
If ϕ1, ϕ2 : A→Mn are two unital homomorphisms such that
[ϕ1]|P = [ϕ2]|P , (e 12.30)
τ ◦ ϕ1(g) ≥ ∆(gˆ) for all g ∈ H1 and (e 12.31)
|τ ◦ ϕ1(h) − τ ◦ ϕ2(h)| < δ for all h ∈ H2, (e 12.32)
where τ ∈ T (Mn), then there exists a unitary u ∈Mn such that
‖Adu ◦ ϕ1(f)− ϕ2(f)‖ < ε for all f ∈ F . (e 12.33)
Proof. We will apply the result of the unital case as 4.18 of [24].
Define ∆2 : A˜
1
+ \ {0} → (0, 1) be defined as in the proof of 12.5. Let ε > 0 and F ⊂ A be
given. Let δ > 0, P1 ⊂ K(A˜) (in place of P) be a finite subset, H′1 ⊂ A˜1+ \ {0} (in place of H1)
and H′2 ⊂ A˜s.a. be finite subsets required by 4.18 of [24] for ε, F , A˜ and ∆2.
Consider the short exact sequence:
0 −→ A jA−→ A˜ πA⇋sA C→ 0. (e 12.34)
Let P = {x− [sA ◦ πA](x) : x ∈ P1} and H1 = {e1/2nx xe1/2nx : x ∈ H′1} ∪ H′1 ∩A. For each x ∈ H′2,
one may write x = λ+ hx, where λ ∈ R and hx ∈ As.a.. Set H2 = {hx : x ∈ H′2}.
Now suppose that ϕ1, ϕ2 : A→Mn are two homomorphisms which we extend to two unital
homomorphisms ϕ∼1 , ϕ
∼
2 : A˜ to Mn such that they satisfy the condition for the above mentioned
P, H1 and H2. It is immediate that
[ϕ∼1 ]|P1 = [ϕ∼2 ]|P1 . (e 12.35)
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We also have that, for all x ∈ H′1,
τ ◦ ϕ∼1 (x) ≥ τ(ϕ1(e1/2nx xe1/2nx ))
≥ ∆( ˜e1/2nx xe1/2nx ) ≥ (3/4) sup{∆( ˜e1/2n xe1/2n ) : n ∈ N} = ∆2(xˆ). (e 12.36)
We further estimate that, for all x = λ+ hx ∈ H′2,
|τ(ϕ∼1 (λ+ hx))− τ(ϕ∼2 (λ+ hx))| = |τ(ϕ1(hx))− τ(ϕ2(hx))| < δ (e 12.37)
for τ ∈ T (Mn). Combining (e 12.35), (e 12.36) and (e 12.37) and applying Theorem 4.18 of [24],
we obtain a unitary u ∈Mn such that
‖Adu ◦ ϕ1(f)− ϕ2(f)‖ < ε for all f ∈ F . (e 12.38)
Theorem 12.9. (cf. 16.10 of [24]) Let C = C1 or C = C(T, C˜1)o for some C1 ∈ C0. Let
∆ : Cq,1+ \ {0} → (0, 1) be an order preserving map. Let F ,H ⊆ C be finite subsets, and let
1 > σ, ǫ > 0. There exist a finite subset H1 ⊆ C1+ \ {0}, δ > 0, a finite subset P ⊂ K0(C) and
a positive integer K such that for any continuous map γ : T (D)→ T0(C) with inf{|γ(τ)‖ : τ ∈
T (D)} > 0 which is extended to an affine continuous map γ∼ : T (D˜)→ T0(C˜) satisfying
γ(τ)(h) > ∆(hˆ) for all h ∈ H1 for all τ ∈ T (D˜),
where D is a non-unital C*-algebra in C0, any positive homomorphism κ : K0(C˜) → K0(D˜)
with κ([1C˜ ]) = s[1D˜] for some integer s ≥ 1 satisfying
|ρC(x)(γ∼(τ))− (1/s)τ(κ(x))| < δ for all τ ∈ T (D)
and for all x ∈ P, there is an F-ǫ-multiplicative positive linear map ϕ : C →MsK(D) such that
ϕ∗0 = Kκ and (e 12.39)
|(1/(sK))τ ◦ ϕ(h) − γ(τ)(h)| < σ for all h ∈ H and τ ∈ T (D). (e 12.40)
In the case that C ∈ C0, the map ϕ can be chosen to be a homomorphism.
Proof. As in the proof of 12.7, since C∗-algebras in C0 are semi-projective, we will only prove
the first part of the statement.
Without loss of generality, one may also assume that F ⊆ H.
Let H1,1 ⊂ C1+ \ {0} (in place of H1), σ1 > 0 (in place of δ) and P1 ⊂ K(C) (in place of P)
be finite subset required by Theorem 12.8 with respect to C (in the place of A), min{σ/4, ǫ/2}
(in the place of ǫ), H (in the place of F) and ∆. Note that K1(D) = {0}, K0(D) is free, and
Ki(C) is free group, i = 0, 1. Therefore we may assume that P1 = P ⊂ K0(C).
Let H1,2 ⊆ C (in place of H1) be a finite subset, let σ2 (in place of δ) be a positive number,
P2 ⊂ K0(C) (in place of P) be a finite subset, and K1 (in place of K) be an integer required by
Lemma 12.5 with respect to H ∪ H1,1 and 12 min{σ/16, σ1/4,min{∆(hˆ)/2 : h ∈ H1,1}} (in the
place of σ) and ∆. We may assume that P2 = P.
Let H1,3 (in place of H1), σ3 > 0 (in place of δ), P3 ⊂ K0(C) (in place of P) be a finite subset
and K2 (in place of K) be finite subset and constants required by Lemma 12.7 with respect to
C, H ∪H1,1 (in the place of H), min{σ/16, σ1/4,min{∆(hˆ)/2 : h ∈ H1,1}} (in the place of σ),
ε/4 (in place of ε), H (in place of F) and ∆ (with the same P above). Again, since P generates
K0(C), we may assume P3 = P.
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Put H1 = H1,1 ∪H1,2 ∪H1,3, δ = min{σ1/2, σ2, 1/4} and K =MK1K2. Let
D = A(F1, F2, ψ0, ψ1) = {(f, a) ∈ C([0, 1], F2)⊕ F1 : f(0) = ψ0(a) and f(1) = ψ1(a)}
be a C∗-algebra in C0, and let γ∼ : T (D˜)→ T (C˜) be a given continuous affine map satisfying
γ(τ)(h) > ∆(hˆ) for all h ∈ H1 for all τ ∈ T (D).
Let κ : K0(C˜)→ K0(Ms(D˜)) be any positive homomorphism with s[1D˜] = κ([1C˜ ]) satisfying
|ρC(x)(γ∼(τ))− (1/s)τ(κ(x))| < δ for all τ ∈ T (D)
and for all x ∈ P.Write C([0, 1], F2) = I1⊕I2⊕· · ·⊕Ik with Ii = C([0, 1],Mri ), i = 1, ..., k. Note
that γ∼ induces a continuous affine map γ∼i : T (Ii)→ T (C˜) (which extends γi : T (Ii)→ T0(C)
with inf{‖γi(t)‖ : t ∈ T (Ii)} > 0) by γi : T (Ii) → T0(C) defined by γi(τ) = γ(τ ◦ πi) for each
1 ≤ i ≤ k, where πi is the restriction map D → Ii defined by (f, a)→ f |[0,1]i (the restriction on
the i-th interval). It is clear that for any 1 ≤ i ≤ k, one has that
γi(τ)(h) > ∆(hˆ) for all h ∈ H1,3 and for all τ ∈ T (Ii) and (e 12.41)
|ρC(x)(γ∼i (τ))− τ((πi)∗0 ◦ κ(x))| < δ ≤ σ3 for all τ ∈ T (Ms(Ii)), (e 12.42)
and for all x ∈ P and for any 1 ≤ i ≤ k. Also write F1 = MR1 ⊕ · · · ⊕MRl and denote by
π′j : D →MRj the corresponding quotient map of D. Since
γ(τ)(h) > ∆(hˆ) for all h ∈ H1,2 and for all τ ∈ T (D), and
|ρC(x)(γ∼(τ)) − (1/s)τ(κ(x))| < δ for all τ ∈ T (D) (e 12.43)
and for all x ∈ P, one has that, for each j,
γ ◦ (π′j)∗(tr)(h) > ∆(hˆ) for all h ∈ H1,2 and
|ρC(x)(γ∼ ◦ (π′j)∗(tr′))− tr([π′j ] ◦ κ(x))| < δ ≤ σ2, (e 12.44)
where tr is the tracial state on MsRj and tr
′ is the tracial state on MRj , for all x ∈ K0(C) and
where γ ◦ (π′j)∗(tr) = γ(tr ◦ πj).
It follows from 12.5 that there is a homomorphism ϕ′j : C →MRj ⊗MsK1K2 such that
(ϕ′j)∗0 = (π
′
j)∗0 ◦K1K2κ and (e 12.45)
|tr ◦ ϕ′j(h)− (γ ◦ (π′j)∗)(tr′)(h)| < min{σ/16, σ1/4,min{∆(hˆ)/2 : h ∈ H1,1}} (e 12.46)
for all h ∈ H∪H1,1, where tr is the tracial state on MRj ⊗MsK and where tr′ is the tracial state
on MRj . Denote by
ϕ′ =
l⊕
j=1
ϕ′j : C → F1 ⊗MsK1K2(C).
Applying Lemma 12.7 to (e 12.41) and (e 12.42), one obtains, for any 1 ≤ i ≤ k, an H-ε/4-
multiplicative contractive completely positive linear map ϕi : C → Ii ⊗ MsK1K2 such that
(ϕi)∗0 = (πi)∗0 ◦K1K2κ and
|(1/sK1K2)τ ◦ϕi(h)−((γ ◦(πi)∗)(τ))(h)| < min{σ/16, σ/4,min{∆(hˆ)/2 : h ∈ H1,1}} (e 12.47)
for all h ∈ H ∪ H1,1 ∪ G1, where τ ∈ T (Ii). Furthermore, as in the conclusion of Lemma 12.7,
the restrictions of ϕi to both boundaries are homomorphisms.
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For each 1 ≤ i ≤ k, denote by πi,0 and πi,1 the evaluations of Ii ⊗Ms at the point 0 and 1
respectively. Then one has
ψ0,i ◦ πe = πi,0 ◦ πi. (e 12.48)
It follows that
(ψ0,i ◦ ϕ′)∗0 = (ψ0,i)∗0 ◦ (
l∑
j=1
(π′j)∗0) ◦K1K2κ (e 12.49)
= (ψ0,i)∗0 ◦ (πe)∗0 ◦K1K2κ = (πi,0 ◦ πi)∗0 ◦K1K2κ (e 12.50)
= (πi,0)∗0 ◦ (ϕi)∗0. (e 12.51)
Moreover, note that by (e 12.46),
tr ◦ (ψ0,i ◦ ϕ′)(h) ≥ ∆(hˆ)/2 for all h ∈ H1,1, (e 12.52)
and by (e 12.47),
tr ◦ (πi,0 ◦ ϕi)(h) ≥ ∆(hˆ)/2 for all h ∈ H1,1. (e 12.53)
It also follows from (e 12.46) and (e 12.47) that
|tr ◦ (ψ0,i ◦ ϕ′)(h) − tr ◦ (πi,0 ◦ ϕi)(h)| < σ1/2 for all h ∈ H1,1. (e 12.54)
Consider amplifications
ϕ′i : = ϕi ⊗ 1MM (C) : C → Ii ⊗MsK and
ϕ′′ : = ϕ′ ⊗ 1MM (C) : C → F1 ⊗MsK . (e 12.55)
Then, one has
[ψ0,i ◦ ϕ′′] = [(πi,0)∗0 ◦ (ϕ′i)] in KL(C,MrisK).
Therefore, by Theorem 12.8, there is a unitary ui,0 ∈Mri ⊗MsK such that
‖Adui,0 ◦ πi,0 ◦ ϕ′i(f)− ψ0,i ◦ ϕ′′(f)‖ < min{σ/4, ǫ/2} for all f ∈ H.
Exactly the same argument shows that there is a unitary ui,1 ∈Mri ⊗MsK such that
‖Adui,1 ◦ πi,1 ◦ ϕi′(f)− ψ1,i ◦ ϕ′′(f)‖ < min{σ/4, ǫ/2} for all f ∈ H.
Choose two paths of unitaries {ui,0(t) : t ∈ [0, 1/2]} ⊂Mri⊗MsK such that ui,0(0) = ui,0 and
ui,0(1/2) = 1Mri⊗MsK , and {ui,1(t) : t ∈ [1/2, 1]} ⊂Mri ⊗MsK such that ui,1(1/2) = 1Mri⊗MsK
and ui,1(1) = ui,1 Put ui(t) = ui,0(t) if t ∈ [0, 1/2) and ui(t) = ui,1(t) if t ∈ [1/2, 1]. Define
ϕ˜i : C → Ii ⊗MsK by
πt ◦ ϕ˜i = Adui(t) ◦ πt ◦ ϕ′i,
where πt : Ii ⊗MsK →Mri ⊗MsK is the point-evaluation at t ∈ [0, 1].
One has that, for each i,
‖πi,0 ◦ ϕ˜i(f)− ψ0,i ◦ ϕ′′(f)‖ < min{σ/4, ǫ/2} and
‖πi,1 ◦ ϕ˜i(f)− ψ1,i ◦ ϕ′′(f)‖ < min{σ/4, ǫ/2} for all f ∈ H. (e 12.56)
For each 1 ≤ i ≤ k, let ǫi < 1/2 be a positive number such that
‖ϕ˜i(f)(t)− ψ0,i ◦ ϕ′′(f)‖ < min{σ/4, ǫ/2} for all f ∈ H for all t ∈ [0, ǫi] and
‖ϕ˜i(f)(t)− ψ1,i ◦ ϕ′′(f)‖ < min{σ/4, ǫ/2} for all f ∈ H for all t ∈ [1− ǫi, 1].(e 12.57)
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Define Φi : C → Ii ⊗MsK to be
Φi(t) =

(ǫi−t)
ǫi
(ψ0,i ◦ ϕ′′) + tǫi ϕ˜i(f)(ǫi), if t ∈ [0, ǫi],
ϕ˜i(f)(t), if t ∈ [ǫi, 1− ǫi] ,
(t−1+ǫi)
ǫi
(ψ1,i ◦ ϕ′′) + 1−tǫi ϕ˜i(f)(ǫi), if t ∈ [1− ǫi, 1].
The map Φi is not necessarily a homomorphism, but it is H-ǫ-multiplicative; in particular, it is
F-ǫ-multiplicative. Moreover, it satisfies the relations
πi,0 ◦ Φi(f) = ψ0,i ◦ ϕ′′(f) and πi,1 ◦ Φi(f) = ψ1,i ◦ ϕ′′(f) for all f ∈ H, i = 1, ..., k. (e 12.58)
Define Φ′(f) : C → C([0, 1], F2) ⊗MsK by πi,t ◦ Φ′ = Φi, where πi,t : C([0, 1], F2) ⊗MsK →
Mri ⊗ MsK defined by the point evaluation at t ∈ [0, 1] (on the i-th summand) and define
Φ′′ : C → F1 by Φ′′(f) = ϕ′(f) for all f ∈ C. Define
ϕ(f) = (Φ′(f),Φ′′(f)).
It follows from (e 12.58) that ϕ is an F-ǫ-multiplicative positive linear map from C to D⊗MsK .
It follows from (e 12.45) that
[πe ◦ ϕ(p)] = [ϕ′(p)] = (πe)∗0 ◦Kκ([p]) for all p ∈ P. (e 12.59)
Since (πe)∗0 : K0(D)→ Zl is injective, one has
ϕ∗0 = Kκ. (e 12.60)
It follows from (e 12.47) and (e 12.46) that one calculates that
|(1/sK)τ ◦ ϕ(h)− γ(τ)(h)| < σ for all h ∈ H
and for all τ ∈ T (D).
Lemma 12.10. (Lemma 16.11 of [24]) Let C ∈ C0 with λs as defined in 2.9. For any ε > 0
and any finite subset H ⊂ Cs.a., there exists a finite subset of extremal traces T ⊆ T (C) and a
continuous affine map λ : T (C)→△, where △ is the convex hull of of T such that
|λ(τ)(h) − τ(h)| < (ε+ (1− λs))‖h‖, h ∈ H, τ ∈ T (C). (e 12.61)
Proof. We will make some modification of the proof of 16.11 of [24] (the unital case).
We may assume that H is in the unit ball of C. Write C = A(F1, F2, ψ0, ψ1), where F1 =
MR(1) ⊕MR(2) ⊕ · · · ⊕MR(l) and F2 =Mr(1) ⊕Mr(2) ⊕ · · · ⊕Mr(k).
Then the unitization of C may be written as C∼ := {C([0, 1], F2) ⊕ F∼1 , ψ∼0 , ψ∼1 ), where
F∼1 := F1 ⊕ C, ψ∼i |F1 = ψi and ψ∼i (λ) = λ · (1F2 − ψi(1F1)), i = 0, 1. Set MR(l+1) := C. Then
F∼1 =MR(1) ⊕MR(2) ⊕ · · · ⊕MR(l+1).
We now proceed the proof of 16.11 of [24].
Let πe : C
∼ → F∼1 be the quotient map and let πe,i : C∼ → MR(i) be the surjective
homomorphism defined by the composition of πe and the projection from F1 onto MR(i), and
πIj : C → C([0, 1],Mr(j)) the restriction which may also be viewed as the restriction of the
projection from C([0, 1], F2) to C([0, 1],Mr(i)). Denote by πt ◦ πIj the composition of πIj and
the point evaluation at t ∈ [0, 1]. Denote by tri the tracial state of MR(i), i = 1, 2, ..., l + 1, and
tr′j the tracial state of Mr(j), j = 1, 2, ..., k.
There is δ > 0 such that, for any h ∈ H1,
‖πIj (h)(t)− πIj (h)(t′)‖ < ε/16 for all h ∈ H1 (e 12.62)
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and |t− t′| < δ, t, t′ ∈ [0, 1]. We may also assume that,
|tr′j ◦ πIj(ψ0(1F1))− tr′j ◦ πIj(e)(t)| < ε/16 for all t ∈ [0, δ] and (e 12.63)
|trj ◦ πIj(ψ1(1F1))− tr′j ◦ πIj(e)(t)| < ε/16 for all t ∈ [1− δ, 1]. (e 12.64)
Let g1, g2, ..., gn be a partition of unity over the interval [δ, 1 − δ] subordinate to an open cover
with order 2 such that each supp(gi) has diameter < δ and gsgs′ 6= 0 implies that |s − s′| ≤ 1.
Let ts ∈ supp(gs)∩[δ, 1 − δ] be a point. We may assume that ts < ts+1. We may further choose
t1 = δ and tn = 1 − δ and assume that g1(δ) = 1 and gn(1 − δ) = 1, choosing an appropriate
open cover of order 2.
Extend gs to [0, 1] by defining gs(t) = 0 if t ∈ [0, δ) ∪ (1− δ, 1] for s = 2, 3, ..., n − 1 and
g1(t) = g1(δ)(t/δ) for t ∈ [0, δ) and gn(t) = gn(1− δ)(1 − t)/δ for t ∈ (1− δ, 1]. (e 12.65)
Define g0 = 1 −
∑n
s=1 gs. Then g0(t) = 0 for all t ∈ [δ, 1 − δ]. Put g¯s = (gs · 1F2 , 0) ∈ C
for 1 ≤ s ≤ n, and g¯0 = (g0 · 1F2 , 1F∼1 ), so that ψ∼0 ◦ πe(g¯0) = ψ∼0 (1F∼1 ) and ψ∼0 (πe(g0)) =
ψ∼1 (1F∼1 ). Let gs,j = π
Ij(g¯s), s = 1, 2, ..., n, j = 1, 2, ..., k. Let pi ∈ F∼1 be the support projection
corresponding to the summand MR(i). Choose di ∈ C([0, 1], F2) such that di(t) = ψ∼0 (pi) for
t ∈ [0, δ] and di(t) = ψ∼1 (pi) for t ∈ [1 − δ, 1] and 0 ≤ di(t) ≤ 1 for t ∈ (δ, 1 − δ). Note that
d¯i = (di · 1F2 , pi) ∈ C.We may assume that
∑l
i=1 g0di = g0 and
∑l
i=1+1 g¯0d¯i = g¯0. Denote by tri
the tracial state on MR(i) and tr
′
j the tracial state on Mr(j), i = 1, 2, ..., l +1, and j = 1, 2, ..., k.
Let
T = {tri ◦ πe,i : 1 ≤ i ≤ l} ∪
n⋃
s=1
{tr′j ◦ πts ◦ πIj : 1 ≤ j ≤ k} (e 12.66)
and T ∼ = T ∪ {trl+1 ◦ πe,l+1} and let △∼ be the convex hull of E∼. Define λ∼ : T (C∼)→ △∼
by
λ∼(τ)(f) =
k∑
j=1
n∑
s=1
τ(gs,j)tr
′
j ◦ (πIj(f)(ts)) +
l+1∑
i=1
τ(g¯0d¯i)tri ◦ πe,i(f), (e 12.67)
where we view gs,j ∈ C0((0, 1),Mr(j)) ⊂ C, for all f ∈ C. As proved in 16.11 of [24], λ∼ is a
continuous affine map and
|τ(f)− λ∼(τ)(f)| < ε/8 for all f ∈ H1. (e 12.68)
Therefore, for all f ∈ H.
|τ(f)−
k∑
j=1
n∑
s=1
τ(gs,j)tr
′
j ◦ (πIj (f)(ts)) +
l∑
i=1
τ(g¯0d¯i)tri ◦ πe,i(f)| < ε/8. (e 12.69)
Let us consider g¯0d¯l+1. As constructed, tr
′
j ◦πt(g¯0d¯l+1) = 0 for all t ∈ [δ, 1− δ] for 1 ≤ j ≤ k.
Moreover, tri ◦ πe,i(g¯0d¯l+1) = 0, if i = 1, 2, ..., l.
Note that, for each j and t ∈ [0, δ), and for τ := tr′j ◦ πt ◦ πIj ,
0 ≤ τ(g¯0dl+1) = g0(t)tr′jπt ◦ πIj(1F2 − ψ0(1F1)) ≤ 1− λs. (e 12.70)
Similarly,
0 ≤ τ(g¯0dl+1) = g0(t)tr′jπt ◦ πIj(1F2 − ψ1(1F1)) ≤ 1− λs. (e 12.71)
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It follows that
τ(g¯0dl+1) ≤ 1− λs for all τ ∈ T (A). (e 12.72)
Let △ be the convex hull of T . Define λ : T (C)→△ by, for all f ∈ Aff(T (C)),
λ(τ)(f) =
k∑
j=1
n∑
s=1
τ(gs,j)tr
′
j ◦ (πIj(f)(ts)) +
l−1∑
i=1
τ(g¯0d¯i)tri ◦ πe,i(f) (e 12.73)
+(τ(g¯0d¯l) + τ(g¯0d¯l+1))trl ◦ πe,l(f) (e 12.74)
It is a continuous affine map. By (e 12.69) and (e 12.69),
|τ(f)− λ(τ)(f)| ≤ |τ(f)− λ′(τ)(f)|+ (1− λs)‖f‖ for all f ∈ H. (e 12.75)
Proposition 12.11. (cf. Lemma 9.4 of [35]) Let A be a separable non-unital C∗-algebra. Let
ε > 0 and let F ⊂ A be a finite subset. There exists δ > 0 and a finite subset G ⊂ A satisfying
the following: If eA ∈ A is a strictly positive element with ‖eA‖ = 1, if 1 > η > 0, C is a
separable C∗-algebra with at least one tracial state and if L : A → C is a G-δ-multiplicative
completely positive contractive linear map such that t(L(eA)) ≥ 1− η for all t ∈ T (C), then, for
any t ∈ T (C), there exists trace τ of A with ‖τ‖ ≥ 1− η such that
|τ(a)− t ◦ L(a)| < ε for all a ∈ F . (e 12.76)
Proof. Otherwise, there would be an ε0 > 0 and a finite subset F0 ⊂ A, a sequence of separable
C∗-algebra Cn, a sequence of completely positive contractive linear maps Ln : A → Cn such
that
lim
n→∞ ‖Ln(a)Ln(b)− Ln(ab)‖ = 0 for all a, b ∈ A, (e 12.77)
and a sequence tn ∈ T (Cn) such that
tn(Ln(eA)) ≥ 1− η and (e 12.78)
inf{max{|τ(a) − tn(Ln(a))| : a ∈ F0} : τ ∈ T (A)} ≥ ε0 (e 12.79)
for all n. Let sn = tn ◦Ln be a positive linear functional with ‖sn‖ ≤ 1. Suppose that τ is a weak
*-limit of {sn}. Then there is a subsequence {nk} such that τ(a) = limk→∞ tnk ◦ Lnk(a) for all
a ∈ A. Then one checks that τ is a trace on A. By (e 12.78), τ(eA) ≥ 1− η. Thus ‖τ‖ ≥ 1− η.
Therefore, there exists K > 1 such that
|τ(a)− tnk(Lnk(a))| < ε0 for all a ∈ F0. (e 12.80)
for all k ≥ K. A contradiction.
Lemma 12.12. (cf. 16.12 of [24]) Let C be a non-unital stably finite C*-algebra, and let A ∈ D
with continuous scale. Let α : T (A)→ T (C) be a continuous affine map.
(1) For any finite subset H ⊆ Aff(T (C)), any σ > 0, there is a C*-subalgebra D ⊆ A and a
continuous affine map γ : T (D)→ T (C) such that D ∈ C0 and
|h(γ(ı(τ))) − h(α(τ))| < σ for all τ ∈ T (A) and for all h ∈ H,
where ı : T (A) ∋ τ → 1‖τ |D‖τ |D ∈ T (D).
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(2) If there are a finite subset H1 ⊆ C+ and σ1 > 0 such that
α(τ)(g) > σ1 for all g ∈ H1 for all τ ∈ T (A),
the affine map γ can be chosen so that
γ(τ)(g) > σ1 for all g ∈ H1
for any τ ∈ T (D).
(3) If the positive cone of K0(C˜) is generated by a finite subset P of projections and there is an
order-unit map κ : K0(C˜)→ K0(A˜) which maps K0(C) to K0(A) and which is compatible
to α and κ(K0(C˜)+ \ {0}) ⊂ K0(A˜)+ \ {0}, then, for any δ > 0, the C*-subalgebra D
and γ can be chosen so that there are positive homomorphisms κ0 : K0(C)→ K0(A0) and
κ1 : K0(C)→ K0(D), where A0 is a hereditary C∗-subalgebra of A which is orthogonal to
D, such that κ1(K0(C˜)+ \ {0}) ⊂ K0(D˜)+ \ {0}, κ = κ0 + ı∗0 ◦ κ1, where ı : D → A is the
embedding,, and
|γ(τ)(p) − τ(κ1([p])| < δ for all p ∈ P and τ ∈ T (D). (e 12.81)
(4) Moreover, in addition to (3), if A ∼= A ⊗ U for some infinite dimensional UHF-algebra,
for any given positive integer K, the C*-algebra D can be chosen so that D =MK(D1) for
some D1 ∈ C (D1 ∈ C0) and κ1 = Kκ′1, where κ′1 : K0(C) → K0(D1) is a strictly positive
homomorphism. Furthermore, κ0 can also be chosen to be strictly positive.
Proof. Write H = {h1, h2, ..., hm}. We may assume that ‖hi‖ ≤ 1, i = 1, 2, ...,m. Choose
f1, f2, ..., fm ∈ As.a. such that that τ(fi) = hi(α(τ)) for all τ ∈ T (A) and ‖fi‖ ≤ 2, i = 1, 2, ...,m
(see 9.2 of [35]). Put F = {1A, f1, f2, ..., fm}.
Since A ∈ D has continuous scale (recall 2.15) there exist a strictly positive element e ∈ A
with ‖e‖ = 1, mutually orthogonal C∗-subalgebras An,0 and An,1 of A with An,1 ∈ C0 and two
completely positive contractive linear maps ϕn,0 : A→ An,0 and ϕn,1 : A→ An,1 such that
lim
n→∞ ‖x− diag(ϕn,0(x), ϕn,1(x))‖ = 0 for all x ∈ A, (e 12.82)
lim
n→∞ ‖ϕn,i(ab)− ϕn,i(a)ϕn,i(b)‖ = 0 for all a, b ∈ A, i = 0, 1, (e 12.83)
lim
n→∞ sup{dτ (en,0) : τ ∈ T (A)} = 0 and (e 12.84)
t(f1/4(ϕn,1(e))) ≥ 1− σ/32 for all t ∈ T (An,1), (e 12.85)
where en,0 ∈ An,0 is a strictly positive element. Note that (e 12.85) implies also λs(An,1) ≥
1− σ/32. Put D := An,1.
It follows from 12.11 that, for some large n, for each τ ∈ T (An,1), there is trace γ′(τ) with
1 ≥ ‖γ′(τ)‖ ≥ 1− σ/32 such that
|τ(ϕn,1(a))− γ′(τ)(a)| < σ/32 for all a ∈ F . (e 12.86)
Put γ′′(τ) = (1/‖γ′(τ)‖)γ′(τ). Then γ′′(τ) ∈ T (A) and
|τ(ϕn,1(a))− γ′′(τ)(a)| < σ/16 for all a ∈ F . (e 12.87)
Applying 12.10, one obtains t1, t2, ..., tn ∈ ∂eT (D) and a continuous affine map λ : T (D) →
△, the convex hull of {t1, t2, ..., tn}, such that
|τ(ϕn,1(a))− λ(τ)(ϕn,1(a))| < σ/16 for all τ ∈ T (D) (e 12.88)
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and a ∈ F . Define λ1 : △→ T (A) by λ1(ti) = γ′′(ti), i = 1, 2, ...,m. Define γ = α ◦λ1 ◦λ. Then
hj(γ(ı(τ))) = hj(α ◦ λ1 ◦ λ(ı(τ))) = λ1 ◦ λ(ı(τ))(fj)
≈σ/16 λ(ı(τ))(ϕn,1(fj)) ≈σ/16 ı(τ)(ϕn,1(fj))
≈σ/8 τ(fj) = hj(α(τ)),
and this proves (1) by letting L = ϕn,1. Note that it follows from the construction that γ(τ) ∈
α(T (A)), and hence (2) can also be arranged.
Part (3) follows easily by choosing A0 = An,0, D = An,1, κ0 = [ϕn,0]◦ [κ] and κ1 = [ϕn,1]◦ [κ]
with sufficiently large n as demonstrated above.
Then (4) follows straightforwardly as part (3) except the “Furthermore” part.
To see the “Furthermore” part, we note that we may choose D ⊂ A⊗1U . Choose a projection
e ∈ U such that
0 < t0(e) < δ0 < δ −max{|γ(τ)(p) − τ(κ1([p])| : p ∈ P and τ ∈ T (D)},
where t0 is the unique tracial state of U. We then replace κ1 by κ2 : K0(A) → K0(D2), where
D2 = D ⊗ (1 − e) and κ2([p]) = κ1([p]) ⊗ [1 − e]. Define κ3([p]) = κ1([p]) ⊗ [e]. Define A′0 to
be the hereditary C∗-subalgebra generated by A0 ⊕D ⊗ e. Then let κ4 : K0(C) → K0(A′0) be
defined by κ4 = κ0 + [ı] ◦ κ3, where ı : D ⊗ e→ A⊗ U ∼= A is the embedding. We then replace
κ0 by κ4. Note that, now, κ4 is strictly positive.
Corollary 12.13. Let C = C0 or C = C(T, C˜0)o for some C0 ∈ C0. Let ∆ : Cq,1+ \ {0} → (0, 1)
be an order preserving map. Let F ,H ⊆ C be finite subsets, and let 1 > σ, ǫ > 0. There exist a
finite subset H1 ⊆ C1+ \ {0}, δ > 0, a finite subset P ⊂ K0(C)and a positive integer K such that
for any continuous affine map γ : T (B)→ T (C) satisfying
γ(τ)(h) > ∆(hˆ) for all h ∈ H1 for all τ ∈ T (B),
where B is a non-unital C*-algebra in D with continuous scale, any positive homomorphism
κ : K0(C˜)→ K0(B˜) with κ(K0(C)) ⊂ K0(B), κ([1C˜ ]) = s[1B˜ ] for some integer s ≥ 1 satisfying
|ρC(x)(γ(τ)) − (1/s)τ(κ(x))| < δ for all τ ∈ T (B)
and for all x ∈ P, there is an F-ǫ-multiplicative positive linear map ϕ : C →MsK(B) such that
ϕ∗0 = Kκ and (e 12.89)
|(1/(sK))τ ◦ ϕ(h) − γ(τ)(h)| < σ for all h ∈ H and τ ∈ T (B). (e 12.90)
In the case that C ∈ C0, the map ϕ can be chosen to be a homomorphism.
Proof. This is the combination of (1), (2) and (3) of 12.12 and 12.9.
13 Homotopy lemmas
We will retain notation introduced in 12.1.
Lemma 13.1. Let A ∈ M1 be with continuous scale and let B be a separable simple C∗-
algebras which has the form B = B0 ⊗ U for some B0 ∈ M1 with continuous scale and U is an
infinite dimensional UHF-algebra. Suppose that there are κ ∈ KL(C(T, A˜)o, B) and an affine
continuous map κT : T (B)→ T (C(T, A˜)o) such that κ and κT are compatible, where κT (T (B))
lies in a compact convex subset of Tf (C(T, D˜)o). Then, there exists a sequence of approximate
multiplicative completely positive contractive linear maps ϕn : C(T, A˜)o → B such that
[{ϕn}] = κ and (e 13.1)
lim
n→∞ sup{|τ ◦ ϕn(a)− κT (τ)(a)| : τ ∈ T (B)} = 0 for all a ∈ C(T, A˜)
o
s.a.. (e 13.2)
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Proof. The proof is similar to that of 9.1 combining with 9.2. Let 1 > ε > 0, 1 > σ > 0,
F ⊂ AT = C(T, A˜)o and H ⊂ C(T, A˜)os.a be finite subsets. Without loss of generality, we may
assume that
F = {1C(T) ⊗ a : a ∈ FA} ∪ {1C(T) − z, 1C(T) − z∗},
where FA ⊂ A1 is a finite subset and z ∈ C(T) is the identity function on the unit circle,
H = {1C(T) ⊗ a : a ∈ HA} ∪ {f ∈ HT}, where HA ⊂ A1s.a. and HT ⊂ C0(T \ {1})s.a. are finite
subsets.
In what follows, we will identify A with 1C(T)⊗A as a C∗-subalgebra of AT = C(T, A˜)o and
C0(T \ {1}) as a C∗-subalgebra of AT = C(T, A˜)o.
Fix a finite subset P ⊂ K(AT).
Choose δ > 0 and finite subset G ⊂ AT so that [L]|P is well defined for any G-δ-multiplicative
completely positive contractive linear map L fromAT.We may assume that δ < ε and F∪H ⊂ G.
We may further assume that
G = GA ∪ GT,
where GA ⊂ A1 and GT ⊂ C0(T \ {1})1 are finite subsets. Since both A and B have continuous
scales, T (A) and T (B) are compact (5.3 of [15]).
Choose a0 ∈ A+ such that ‖a0‖ = 1 and
dτ (a0) < min{σ, δ}/4 for all τ ∈ T (A). (e 13.3)
Let e0 ∈ AT be a strictly positive element of A with ‖e0‖ = 1 such that τ(e0) > 15/16 for all
τ ∈ T (A) (see the end of 12.1). Without loss of generality, by Theorem 5.34, we may assume
that, for some large n ≥ 1, that
GA ⊂ En ⊕ Cn ⊕Dn, (e 13.4)
where Cn,Dn ∈ C0 and En be as in 5.34. We write E′n = En ⊕ Dn. As in 5.34, we assume
that kerρA ∩ (ιn)∗0(K0(Cn)) = {0} and kerρE′n = K0(E′n) and (ιn)∗0(K0(E′n)) ⊂ kerρA, where
ιn : En ⊕ Cn → A is the embedding. Moreover, we may also assume e00 ⊕ e01 ≤ e0 and
0 6= e00 ≤ e0 − e01 . a0 and dτ (e01) > 1−min{σ, δ}/64 for all τ ∈ T (A), (e 13.5)
where e00 ∈ (E′n)+ and e0,1 ∈ (Cn)+ are strictly positive elements, and assume that GA =
G′eA ∪ G′cA, where G′eA ⊂ E′n and G′cA ⊂ Cn are finite subsets. Let E′nT be the C∗-subalgebra
generated by C0(T \ {1}) ⊗ 1A˜ and E′n and let CTn be the C∗-subalgebra generated by C0(T \
{1}) ⊗ 1A˜ and Cn, respectively. Then E′nT ∼= C(T, E˜′n)o and CTn ∼= C(T, C˜n)o, when we identify
1E˜′n
= 1C˜n = 1A˜. We may further assume, without loss of generality, that there are finite
subset P0 ⊂ K(C(T, E˜′n)o) and P1 ⊂ K(C(T, C˜n)o) such that P ⊂ [ın](P0 ∪ P1), where ın :
C(T, E˜′n)o +C(T, C˜n)o → C(T, A˜)o is the embedding. Since K0(C(T, C˜n)o) is finitely generated
(see 12.3), we may assume that P1 ∩K0(C(T, C˜n)o) generates K0(C(T, C˜n)o). Let ec ∈ Cn be a
strictly positive element of Cn with ‖cn‖ = 1. From the short exact sequence 0→ C(T, E˜′n)o →
C(T)⊗ E˜′n → C→ 0 and the six-term exact sequence on K-theory, one computes that
K0(C(T, E˜′n)
o) = K0(E
′
n)⊕ β(K1(E′n)).
Note here we assume, as constructed in 5.34, K0(E
′
n) = kerρE′n . It follows from 12.4 that
K0(C(T, E˜′n)o) = kerρC(T,E˜′n)o . We may also assume that P1 ∩ K0(Cn) = P1,0 ⊔ P1,1, whereP1,0 ⊂ β(K1(Cn)) and P1,1 ⊂ K0(Cn). Note that P1,0 ⊂ kerρCn .
Denote by Ψ0 : A
T → C(T, E˜′n)o and Ψ1 : A→ C(T, C˜n)o two completely positive contractive
linear maps which are G-δ/16-multiplicative and
‖Ψ0(b)− b‖ < δ/16 for all b ∈ G′eA and ‖Ψ1(c)− c‖ < δ/16 for all c ∈ G′cA. (e 13.6)
120
Let P2 = [ın](P0∪P1). We may assume, without loss of generality, that P1 contains a generating
set of K0(C(T, C˜n)o).
We may assume that, for some m0 ≥ 1, P2 ⊂ G⊕ β(G), where
G = K0(A)
⊕
K1(A)
m0⊕
j=1
(K0(A,Z/jZ)⊕K1(A,Z/jZ).
Moreover, we may assume that, for somem ≥ m0, m!x = 0 for all x ∈ Tor(K0(AT))∩P. Let G0,P
be the subgroup generated by K0(A
T)∩P2. We may write G0,P := F0⊕F00⊕G0, where F0 and
F00 are free, F0 is generated by [ın](P1,1), F00 and G0 are generated by (P0∪P1,0)∩K0(AT) and
G0 is a finite group. In particular, m!x = 0 for all x ∈ G0.Moreover, F0 ⊂ (ın)∗0(K0(C(T, C˜n)o).
Choose 0 < δ1 < δ and finite subset G3 ⊂ A such that [L′]|P2 is well defined for any G3-δ1-
multiplicative completely positive contractive linear map from A. We assume that G ⊂ G3.
Note that, by Corollary 4.4 of the current paper and 14.7 of [23], AT satisfies the assumption
of 9.8 of [23]. It follows from Theorem 4.5 that there exists a G1-δ1/4-multiplicative completely
positive contractive linear map L : AT → B ⊗MN for some integer N ≥ 1 such that
[L]|P2 = κ|P2 (e 13.7)
Without loss of generality, we may assume that G3 ⊂ (AT)1.
Define ∆ : (CTn )
q,1)+ \ {0} → (0, 1) by
∆(hˆ) = (1/2) inf{ı̂n(h)(κT (τ)) : τ ∈ T (B)} (e 13.8)
for h ∈ (CTn )1)+ \ {0}. Note that since ın(h) ∈ (AT)1+ \ {0}, and κT (T (B)) lies in a compact
subset of Tf (A
T), ∆(hˆ) > 0 for all h ∈ (CTn )1)+ \ {0}. Put H′ = {1⊗Ψ1(h) : h ∈ HA} ∪ HT.
Let H1 ⊂ (CT)1+, δ0 (in place of δ), P1 ⊂ K0(C(T, C˜n)o) (in place of P) and K be given by
Corollary 12.13 for C = CTn , G3 (in place of F), H′, s = 1 and σ/4 (in place of σ) and δ1/4 (in
place of ε) above.
Let Q ⊂ K(B) be a finite subset which contains [L](P2). We assume that
Q ⊂ K0(B)
⊕
K1(B)
⊕⊕
i=0,1
m1⊕
j=1
Ki(B,Z/jZ) (e 13.9)
for some m1 ≥ 2. Moreover, we may assume that m1x = 0 for all x ∈ Tor(G0,b), where G0,b is
the subgroup generated by Q ∩K0(B). Without loss of generality, we may assume that m|m1.
Choose an integer m2 such that m1K|m2 and
m/m2 < σδ0/16. (e 13.10)
Let p1, p2, ..., pl ∈Mr(C˜n) be projections which generate K0(C˜n)+. Let p¯ ∈Mr(C ·1C˜n) be scalar
projections with rank Ri ≥ 1 such that o([pi]) = [pi]− [p¯i] ∈ K0(Cn), i = 1, 2, ..., k. Since (κ, κT )
is compatible, Ri + ρB(κ(o([pi])))(s) > 0 for all s ∈ T (B). Set R := max{Ri : 1 ≤ i ≤ l} and
η1 := min{inf |Ri + ρB(κ(o([pi])))(s)| : s ∈ T (B)} : 1 ≤ i ≤ l}. (e 13.11)
Let b0 ∈ B with ‖b0‖ = 1 such that
dτ (b0) < min{σδ0, δ1, η1/R}/16(N + 1)(K + 1)m2! for all τ ∈ T (B). (e 13.12)
Let eb ∈ B ⊗MN be a strictly positive element of B ⊗MN such that
τ(eb) > 7/8 for all τ ∈ T (B ⊗MN ). (e 13.13)
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Let Gb ⊂ B ⊗MN be a finite subset and 1/2 > δ2 > 0 be such that [Φ]|Q is well defined
for any Gb-δ2-multiplicative completely positive contractive linear map Φ from B ⊗MN . Note
that B0 ∈ M1 and B = B0 ⊗ U. By Theorem 5.31 (see (2) of Remark 5.32) , there are simple
C∗-algebras E′b and Db with continuous scales such that K0(E
′
b) = kerρE′b and K0(Db) is torsion
free, kerρDb = {0}, kerρB ∩ j∗0(K0(Db)) = {0}, where j : Db → B is the embedding, and there
are Gb-δ2-multiplicative completely positive contractive linear maps ϕ0,b : B ⊗ MN → Eb ⊂
ϕ0,b(B ⊗MN )(B ⊗MN )ϕ0,b(B ⊗MN ) and ψ0,b : B⊗MN → Db ⊂ B⊗MN with Eb := (E′b⊗U)
being orthogonal to E′′b := ⊕Nm2!j=1 Db,j (where Db,j ∼= Db) such that
‖b− diag(ϕ0,b(b),
N(m2)!︷ ︸︸ ︷
ψ0,b(b), ψ0,b(b), ..., ψ0,b(b))‖ < min{δ2, ε
16
,
η1σδ0
16R2
} for all b ∈ Gb (e 13.14)
and ϕ0,b(eb) . b0 and dτ (ψ0,b(eb)) > (N − dτ (b0))/Nm2! for all τ ∈ T (B).(e 13.15)
Note that K1(Db) = {0}. Moreover, with Ψ0,b being direct sum of N(m2!) copies of ψn,0, we
may also assume that
[idB ]|Q = [ϕ0,b]|Q + [Ψ0,b]|Q (e 13.16)
(m2)![ψ0,b]|Tor(G0,b) = 0 and (m2)![ψ0,b]|Q∩Ki(B,Z/jZ) = 0, j = 2, 3, ...,m1, (e 13.17)
[ψ0,b]|Q∩kerρB = 0. (e 13.18)
Therefore
[ϕ0,b]|Q∩kerρB = [idB ]|Q∩kerρB , [ϕ0,b]|Q∩K1(B) = [idB ]|Q∩K1(B) and (e 13.19)
[ϕ0,b]|Q∩Ki(B,Z/jZ) = [idB ]|Q∩Ki(B,Z/jZ), j = 2, 3, ...,m1. (e 13.20)
Since (κ, κT ) is compatible, by (e 13.7) we may assume that [L](P0 ∪ P1,0) ⊂ kerρB . Therefore
we may further assume that [L](P0 ∪ P1,0) ⊂ j∗0(K0(Eb)).
Let GP be the subgroup generated by P and let κ′ = κ−ϕ0,b ◦ [L] be defined on GP . Then,
by (e 13.7), (e 13.19) and (e 13.20), since κ preserves the order, we compute that
κ′|G0⊕F00 = 0, κ′|P∩K1(A) = 0 and (e 13.21)
κ′|P∩Ki(A,Z/jZ) = 0, j = 2, 3, ...,m. (e 13.22)
Let ζ := κ′ ◦ ιn∗0 : K0(CTn )→ K0(B). By (e 13.19), (κ′ ◦ ι∗0)|kerρCTn = 0. So ζ factors through
K0(Cn). Then, by (e 13.12) and (e 13.11), for all s ∈ T (B),
Ri + ρB(ζ(o([pi]))(s) = Ri + ρB(κ(o([pi])(s)− ρB([ϕ0,b] ◦ [L](o([pi]))(s) (e 13.23)
= Ri + ρB(κ(o([pi])(s)− ρB([ϕ0,b](κ(o([pi])))(s) (e 13.24)
≥ Ri + ρB(κ(o([pi])(s)− (η1/R16)(2R) (e 13.25)
> Ri + ρB(κ(o([pi])(s)− η1 > 0 (e 13.26)
for 1 ≤ i ≤ l. Since {p1, p2, ..., pl} generates K0(C˜n), this implies that the unital extension
ζ∼ : K0(C˜Tn )→ K0(B˜) is strictly positive.
Note that K|m2. Put S = m2!/K. Note by (e 13.16), ζ = [Ψ0,b] ◦ [L]. Thus ζ0 := (1/K)ζ is a
homomorphism from K0(Cn) → K0(B). Note that B has continuous scale. Let bK ∈ B+ with
dτ (b
K) = 1/K for all τ ∈ T (B). Put B1 = bKBbK . We may view ζ0 : K0(CTn )→ K0(B1) (recall
CTn = C(T, Cn)o).We then extend ζ∼0 : K0(C˜
T
n ) → K0(B˜1) with ζ∼0 ([1C˜Tn ]) = [1B˜1 ]. Then ζ
∼
0 is
strictly positive.
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Let ιnT : Tf (A
T) → R · Tf (CTn ) be defined by ιnT (τ)(c) = τ(c) for all c ∈ CTn . Define
α := ιnT ◦ κT : T (B)→ Tf (CTn ). By (e 13.5), inf{‖ιnT (κT (τ))‖ : τ ∈ T (B)} ≥ 1− σ/64. Recall,
for all τ ∈ T (B),
ρB(κ(ιn∗0(o([pi])))(τ) = ρA(ιn∗0(o([pi]))(κT (τ)) = ρC(o([pi])(ιnT (κT (τ)). (e 13.27)
Let β1 : T (B1)→ T (B) be the affine homeomorphism so that β−11 (τ)(b) = Kτ(b) for all b ∈ B1
and for all τ ∈ T (B). Recall that ‖τ |B1‖ = dτ (bK) = 1/K for all τ ∈ T (B). It follows from
(e 13.27) and (e 13.12) that (see 12.6)
|ρC(o([pi])(α∼(β1(τ))) − ρB1(ζ∼0 (o([pi]))(τ)| < δ0 for all τ ∈ T (B1). (e 13.28)
Also, by (e 13.8), for τ ∈ T (B1),
α∼(β1(τ))(h) = ιnT (κ(β1(τ)))(h) ≥ ∆(hˆ) for all h ∈ H1. (e 13.29)
Applying Corollary 12.13, we obtain a G3-δ1-multiplicative completely positive contractive linear
map L1 : C
T
n
∼= C(T, C˜n)o →MK(B1) ∼= B such that [L1] = κ′ ◦ [ın] and, for all τ ∈ T (B1),
|(1/K)τ ◦ L1(h)− κT (β1(τ))(ın(h))| < σ/4 for all h ∈ H. (e 13.30)
By the definition of β1, for all t ∈ T (B),
|t ◦ L1(h)− κT (t))(ın(h))| < σ/2 for all h ∈ H. (e 13.31)
Define ϕ : A → M2(B) by ϕ(a) = ϕ0,b ◦ L(a) ⊕ L1(Ψ′1(a)) for all a ∈ AT. Then (by choosing
sufficiently large Gb) ϕ is G3-δ1-multiplicative. One then checks that
[ϕ]|P = κ|P and |t ◦ ϕ(a) − κT (t)(a)| < σ for all a ∈ H. (e 13.32)
Note that, for any a ∈ AT with ‖a‖ = 1,
|τ(ϕ(a)) − 1| < min{σ · σ0, δ1, d0/2, η1/R}/16(N + 1)(K + 1)m2 for all τ ∈ T (B).(e 13.33)
Therefore, we obtain a sequence of approximate multiplicative completely positive contractive
linear maps ϕn : C(T, A˜)o →M2(B) such that
[{ϕn}] = κ and (e 13.34)
lim
n→∞ sup{|τ ◦ ϕn(a)− κT (τ)(a)| : τ ∈ T (B)} = 0 for all a ∈ C(T, A˜)
o
s.a. (e 13.35)
To modify the ϕn so it maps to B instead of M2(B), using a strictly positive element of A
T, we
deploy the same argument used the in the end of the proof of Theorem 9.2.
Definition 13.2. Denote by Z2,o the C∗-algebra in M1 with continuous scale which is an
inductive limit of C∗-algebras in C0 with K0(Z2,o) = Z, K1(Z2,0) = {0} and with two extremal
traces to,+ and to,−. Let 1Z ∈ K0(Z2,o) be the generator of Z which is represented by [1M2 ]− [p],
where p ∈M2(Z2,o) is a projection. We assume to,+(1Z) = 1 and to,−(1Z) = −1.
Denote by Z+,o the C∗-algebra inM1 with continuous scale which can be written as inductive
limit of of C∗-algebras in C0, with K0(Z+,o) = Z ∼= Zg1, and Z+,o has two extremal tracial states
τ1,+ and τ1,o such that τ1,+(g1) = 1 and τ1,o(g1) = 0.
Let n > 1 be an integer. Denote by Zno be the C∗-algebra in M1 with a unique tracial
state τno and with K0(Zno ) = Z/nZ and K1(Zno ) = {0}. Note that Zno is in the class of simple
C∗-algebras classified in [23].
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13.3. Suppose that A ∈ M1 and x ∈ K0(A) \ kerρA such that Zx ∼= Z. Then there exists a
to ∈ T (A) such that ρA(y)(to) = 0 for all y ∈ K0(A). Suppose that t1(x) = θ 6= 0. There is an
integer m such that mθ > 0. Put τA = (1− (1/mθ))to+(1/mθ)t1. Then τA(x) = 1/m. Let U be
a UHF-algebra of infinite type. We can always choose m so that 1/m ∈ K0(U).
Lemma 13.4. Let A, B ∈ M1 be two simple C∗-algebras with continuous scale. Let P0 ⊂ K0(A)
be a finite subset. There exists ε > 0 and a finite subset F satisfying the following: Suppose that
ϕ : A → B is a homomorphism and u ∈ B˜ is a unitary with πC(u) = 1, where πC : B˜ → C is
the quotient map, such that (recall 12.1 for notation Φϕ,u)
‖[ϕ(a), u]‖ < ε for all a ∈ F and [Φϕ,u]|β(P0) = 0,
then Φϕ, u induces a homomorphism λ : G0 → Aff(T (B˜))/ρB˜(K0(B˜)) such that the image
of λ(G0) lies in Aff(T (B))
ι/ρB˜(K0(B˜)), where G0 ⊂ K0(A) is the subgroup generated by P0.
Moreover, if B ∈ Dd, λ(Tor(G0)) = 0.
Proof. Suppose that G0 is generated by [pi] − [qi], where pi, qi ∈ Mm(A˜) are projections, i =
1, 2, ..., k.We may also assume that Tor(G0) is generated by [pi]−[qi], i = k0, k0+1, ..., k (for some
k0 ≥ 1). We choose ε sufficiently small and F sufficiently large so that [Φϕ,u]|P0 and [Φϕ,u]|β(P0)
are well-defined and Φϕ,u induces a homomorphism λ : G0 ∼= β(G0) → Aff(T (B˜))/ρB˜(K0(B˜)).
(see 14.5 of [42]). Moreover, let
Si = ((1m − ϕ∼(pi)) + ϕ∼(pi)u)((1m − ϕ∼(qi)) + ϕ∼(qi)u∗), i = 1, 2, ..., k,
where u = diag(
m︷ ︸︸ ︷
u, u, ..., u). We may assume that (see 2.11)
⌈Si⌉ = λ([pi]− [qi]),
Let πC : B˜ → C and its extension on Mm(B˜). Then
πC(Si) = πC((((1m − ϕ∼(pi)) + ϕ∼(pi))(1m − ϕ∼(qi)) + ϕ∼(qi)) = πC(1m) (e 13.36)
It follows that πC(⌈Si⌉) = πC(1m). By the assumption, we may write ⌈Si⌉ =
∑n
j=1 exp(ihj),
where hj ∈Mm(Bs.a.), j = 1, 2, ..., n (see Lemma 6.1 of [23]). In particular,
tC(
n∑
j=1
hj) = 0.
It follows that λ([pi]− [qi]) ∈ Aff(T (B))ι/ρB˜(K0(B˜)), i = 1, 2, ..., k.
It remains to show λ([pi] − [qi]) = 0 for i = k0, k0 + 1, ..., k, when B ∈ Dd. But this follows
from the fact that Aff(T (B))ι/ρB˜(K0(B˜)) is torsion free (by 8.2).
Lemma 13.5. Let A be a C∗-algebra described in 11.3 with continuous scale. Then A =
limn→∞(A′n ⊗ U, jn), where U is an infinite dimensional UHF-algebra and A′n is constructed in
5.31 with finitely generated Ki(A
′
n) (i = 0, 1), each jn maps strictly positive elements to strictly
positive elements.
Moreover, there is a sequence of C∗-subalgebras An ⊂ A such that A = ∪∞n=1An, each An
has the form A′n ⊗Mk(n) for some integer k(n).
Furthermore, for any finite subset P ⊂ K(A), there is an integer N ≥ 1 such that P ⊂
[ιn](K(An)), where ιn := jn,∞|An is the embedding.
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Proof. By 11.3, we may write A = A0 ⊗ U, where A0 ∈ M1 and U is an infinite dimensional
UHF-algebra. There exists a sequence of finitely generated groups Gn ⊂ Gn+1 ⊂ K0(A) and
Fn ⊂ Fn+1 ⊂ K1(A0) such that ∪∞n=1Gn = K0(A0) and ∪∞n=1Fn = K1(A0). Fix JA0cu : K1(A0)→
U(A˜0)/CU(A˜0) a splitting map of the following exact sequence
0→ Aff(T (A˜0))/ρA˜0(K0(A˜0))→ U(A˜0)/CU(A˜0)→ K1(A0)→ 0.
It follows from Theorem 5.31 that there are C∗-algebra A′n ∈ M1 with continuous scale such
that K0(A
′
n) = Gn, K1(A
′
n) = Fn and T (A
′
n) = T (A0), n = 1, 2, .... Moreover, ρA′n = ρA0 |Gn .
Define ı0,n : K0(A
′
n) = Gn → Gn+1 = K0(An+1) and ı1,n : K1(A′n) = Fn → Fn+1 = K1(A′n+1)
to be the embeddings. Define ıT,n : T (A
′
n+1) = T (A)→ T (A) = T (A′n) to be the identity map.
Let J
A′n
cu : K1(A
′
n) = Gn → U(A˜′n)/CU(A˜′n) a splitting map of the following exact sequence
0→ Aff(T (A˜′n))/ρA˜′n(K0(A˜′n))→ U(A˜
′
n)/CU(A˜
′
n)→ K1(A′n)→ 0.
We may identify T (A′n) with T (A0) = T (A). Therefore, we may further identify T (A˜0) with
T (A˜′n). Thus ıT,n induces an affine continuous map
ıT,n : Aff(T (A˜
′
n))/ρA˜′n
(K0(A˜′n))→ Aff(T (A˜n+1))/ρA˜′n+1(K0(A˜
′
n+1)).
Define γ′n : U(A˜′n)/CU(A˜′n) → U(A˜′n+1)/CU(A˜′n+1) by (γ′n)|Aff(T (A˜′n))/ρA˜′n (K0(A˜′n))
= ıT,n and
(γ′n)|JA′ncu (K1(A′n)) = J
A′n+1
cu ◦ ı1,n ◦ JA
′
n
cu
−1
. Let κ′n ∈ KL(A′n, An+1) be an element such that
(κ′n)|Ki(A′n) = ıi,n, i = 0, 1, given by the UCT. Then (κn, ıT,n, γn) is compatible. It follows from
9.4 that there exists a homomorphism ϕn : A
′
n ⊗ U → A′n+1 ⊗ U such that ϕn and
[ϕn] = κn ⊗ [idU ], (ϕn)T = ıT,n and ϕ†n = γn ⊗ id†U .
Note that since each A′n has continuous scale and ın is an identity map when we identify
T (A′n) with T (A), ϕnT maps strictly positive elements to strictly positive elements. Let B =
limn→∞(A′n ⊗ U,ϕn ⊗ idU ). Then B ∈ Dd. Moreover, one checks easily from the construction
that Ell(B) = Ell(A). The first part lemma then follows from the isomorphism theorem 11.2.
Put jn,∞ = ϕn,∞ ⊗ idU . There exists a sequence of integers {m(n)} such that
U = limn→∞(Mm(n), ψn). Thus, by choosing a suitable subsequence {k(n)} ⊂ {m(n)}, one sees
that the “Moreover” part of the lemma follows.
To see the last part of the statement, one notes that, since P is a finite subset, there exists
N ≥ 1 such that P ⊂ [jn,∞](K(A′n ⊗ U)) for all n ≥ N. It then clear, that, by passing to a
subsequence, we may also assume that P ⊂ [ιn](K(An)).
Lemma 13.6. For any 1/2 > ε > 0, there exists δ > 0 satisfying the following: For any pair of
positive elements a, b in a C∗-algebra A with ‖a‖ = ‖b‖ = 1, let p1 be the spectral projection of
a corresponding to the close subset {1} in A∗∗, if ‖a− b‖ < δ, then,
‖p1q[0,1−ε)‖ < ε/2 and ‖p1q[1−ε,1] − p1‖ < ε/2 (e 13.37)
where qS is the spectral projection of b corresponding to the subset set S in A
∗∗.
Proof. Let 1/2 > ε > 0 be given. Let gε ∈ C0((0, 1]) such that 0 ≤ gε ≤ 1, gε(t) = 0 if
t ∈ [0, 1 − ε] and gε(t) = 1 if t ∈ [1− ε/2, 1].
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There is a universal constant δ > 0 independent of a and b such that
‖gε(a)− gε(b)‖ < ε/2 (e 13.38)
wherever a, b satisfy the assumption and ‖a− b‖ < δ. Therefore
‖gε(a)p1 − gε(b)p1‖ < ε/2. (e 13.39)
Note that gε(a)p1 = p1. Thus,
‖q[0,1−ε)p1 − q[0,1−ε)gε(b)p1‖ < ε/2 (e 13.40)
Since q[0,1−ε)gε(b) = 0, This implies
‖q[0,1−ε)p1‖ < ε/2, and ‖p1q[0,1−ε)‖ < ε/2 (e 13.41)
Hence
‖p1q[1−ε,1] − p1‖ = ‖p1q[1−ε,1] − p1(q[1−ε,1] + q[0,1−ε))‖ < ε/2. (e 13.42)
13.7. Let A be a projectionless simple C∗-algebra with stable rank one. Let g1, g2, ..., gk ∈
K0(A) such that [pi]− [qi] = gi, where pi, qi ∈ Mr(A˜) are projections. In what follows, we will
set
JC(T)⊗A˜cu ◦ β(gi) = ((1r − pi) + pi ⊗ z)((1r − qi) + qi ⊗ z∗)
as elements in U(A˜T)/CU(A˜T).
Lemma 13.8. Let ϕ : A ⊗ C(T) → B, where A is a stably projectionless separable simple
C∗-algebra with stable rank one and B is a separable simple C∗-algebra with stable rank one,
is a homomorphism such that it maps strictly positive elements to strictly positive elements.
Suppose that [ϕ]|K1(A⊗C(T)) = 0. For any ε > 0, any finite subset F ⊂ A and any finite subset
P0 ⊂ K0(A), any ε0 > 0, there exists a unitary v ∈ CU(B˜) such that
‖ϕA(a), v]‖ < ε for all a ∈ F , (e 13.43)
where ϕA = ϕ|A⊗1C(T) , and, for all g ∈ P0,
dist((ΦϕA, v)
†(JC(T)⊗A˜cu ◦ β(g)), ϕ†(JC(T)⊗A˜cu ◦ β(g))) < ε0. (e 13.44)
Proof. We will use ϕ∼ : ˜A⊗ C(T)→ B˜ for the unital extension. We may assume that F ⊂ A1.
Let G0 be the subgroup generated by P0. We may assume that G0 has a set of generators
g1, g2, ..., gk . We may further assume that there are positive integers, m, m1,m2, ...,mk, with
mi ≤ m, i = 1, 2, ..., k, and projections p1, p2, ..., pk ∈ Mm(A˜) such that 1mi − pi ∈ Mm(A) and
[1mi ]− [pi] = gi, i = 1, 2, ..., k. Let xi := pi−1mi ∈Mm(A). Let {en} be an approximate identity
for A such that en+1en = en, n = 1, 2, .... Write En = diag(
m︷ ︸︸ ︷
en, en, .., en) ∈ Mm(A), n = 1, 2, ....
Then En1mi = 1miEn, i = 1, 2, .... Note that pi is close to 1mi + EnxiEn for sufficiently large
n, therefore there is a projection p′i ∈ 1mi + En+1Mm(A)En+1 which is close to pi. Therefore,
without loss of generality, we may assume that xiE1 = E1xi = xi, i = 1, 2, ..., k. Hence, we may
also assume, without loss of generality, that
(1mi − pi)E1 = E1(1m1 − pi) = 1mi − pi, (e 13.45)
(pi − 1mipi)E1 = E1(pi − 1mipi) = pi − 1mipi and (e 13.46)
(1mi − 1mipi)E1 = E1(1mi − 1mipi) = 1mi − 1mipi, , i = 1, 2, ..., k. (e 13.47)
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Moreover, without loss of generality, we may also assume that e1a = ae1 = a for all a ∈ F .
Let z ∈ C(T) be the identity function on T. Put Z = diag(
m︷ ︸︸ ︷
z, z, ..., z). Consider
Wi = ((1m − 1mi)⊗ 1C(T) + 1mi ⊗ Z)((1m − pi)⊗ 1C(T) + pi ⊗ Z∗) (e 13.48)
= (1m − 1mi)(1m − pi)⊗ 1C(T) + (pi − 1mipi)⊗ Z∗ (e 13.49)
+(1mi − 1mipi)⊗ Z + 1mipi ⊗ 1C(T). (e 13.50)
Write z = 1 + x, where x ∈ C(T) such that x(1) = 0, where T is identified with the unit circle.
Then x∗x = xx∗ and x+ x∗ + x∗x = 0. Let y = 1 + e2 ⊗ x and Y = 1m + E2 ⊗ x. By (e 13.45),
(e 13.46) and (e 13.47),
(pi − 1mipi)⊗ Z∗ = (pi − 1mipi)E2 ⊗ x∗ ∈ ˜A⊗ C(T), (e 13.51)
(1mi − 1mipi)⊗ Z = (pi − 1mipi)E2 ⊗ x ∈ ˜A⊗ C(T), (e 13.52)
((1m − 1mi)(1m − pi)⊗ 1C(T))Y ∗Y = ((1m − 1mi)(1m − pi))⊗ 1C(T), (e 13.53)
((pi − 1mipi)⊗ 1C(T))Y ∗Y = (pi − 1mipi)⊗ 1C(T) and (e 13.54)
((1mi − 1mipi)⊗ 1C(T))Y ∗Y = ((1mi − 1mipi)⊗ 1C(T)) (e 13.55)
It follows that Wi ∈ ˜A⊗ C(T). So ϕ∼(Wi) is defined, i = 1, 2, ..., k. Note that
y∗y = 1 + (e22 − e2)⊗ x∗x = yy∗. (e 13.56)
Fix an ε0 > 0. Choose δ > 0 as in 13.6 for ε0 (instead of ε). Since B˜ has stable rank one,
one obtains an invertible element y1 ∈ 1B˜ +B such that
‖ϕ∼(y)− y1‖ < min{ε0/2, δ}, ‖ϕ(y∗y)− y∗1y1‖ < min{ε0, δ} and (e 13.57)
‖ϕ(yy∗)− y1y∗1‖ < min{ε0/2, δ}. (e 13.58)
Let P1 be the spectral projection of ϕ(y
∗y) in B∗∗ corresponding to {1} and QS be the spectral
projection of y∗1y1 in B
∗∗ corresponding to the subset S. Then, applying 13.6,
‖P1Q[0,1−ε0)‖ < ε0/2 and ‖P1Q[1−ε0,1] − P1‖ < ε0/2. (e 13.59)
Note that
‖Q[1−ε0,1](y∗1y1)−1/2 −Q[1−ε0,1]‖ < |1− (1− ε0)1/2|. (e 13.60)
Put η = |1 − (1 − ε0)1/2|. Let v1 = y1(y∗1y1)−1/2 ∈ 1B˜ + B. Note that v is a unitary. Put V1 =
diag(
m︷ ︸︸ ︷
v1, v1, ..., v1), Y1 = diag(
m︷ ︸︸ ︷
y1, y1, ..., y1), P¯1 = diag(
m︷ ︸︸ ︷
P1, P1, ..., P1) and Q¯S = diag(
m︷ ︸︸ ︷
QS , QS , ..., QS).
Then, by (e 13.59), (e 13.60), and (e 13.57),
ϕ((pi − 1mipi)⊗ 1C(T))V ∗1 = ϕ((pi − 1mipi)⊗ 1C(T))(Y ∗1 Y1)−1/2Y ∗1 (e 13.61)
= ϕ((pi − 1mipi)⊗ 1C(T))P¯1Q¯[1−ε0,1](Y ∗1 Y1)−1/2Y ∗1 (e 13.62)
+ϕ((pi − 1mipi)⊗ 1C(T))P¯1Q¯[0,1−ε0)(Y ∗1 Y1)−1/2Y ∗1 (e 13.63)
≈2η+ε0 ϕ((pi − 1mipi)⊗ 1C(T))P¯1Q¯[1−ε0,1]Y ∗1 (e 13.64)
≈ε0/2 ϕ((pi − 1mipi)⊗ 1C(T))P¯1Y ∗1 (e 13.65)
≈3ε0/2 ϕ((pi − 1mipi)⊗ 1C(T))ϕ∼(Y )∗ (e 13.66)
= ϕ((pi − 1mipi)⊗ Z∗). (e 13.67)
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Note that V ∗1 = Y
∗
1 (Y1Y
∗
1 )
1/2. Similarly, using (e 13.56),
V ∗1 ϕ((pi − 1mipi)⊗ 1C(T)) = Y ∗1 (Y1Y ∗1 )1/2ϕ((pi − 1mipi)⊗ 1C(T)) (e 13.68)
≈2η+2ε0 ϕ((pi − 1mipi)⊗ Z∗). (e 13.69)
Also
V1ϕ((1mi − 1mipi)⊗ 1C(T)) = Y1(Y ∗1 Y1)−1/2ϕ((1mi − 1mipi)⊗ 1C(T)) (e 13.70)
≈2η+ε0 Y1Q¯[1−ε0,1]P¯1ϕ((1mi − 1mipi) (e 13.71)
≈3ε0/2 Y1P¯1ϕ((1mi − 1mipi) (e 13.72)
= Y1ϕ((1mi − 1mipi) (e 13.73)
≈ε0/2 ϕ∼(Y )ϕ((1mi − 1mipi) (e 13.74)
= ϕ(((1mi − 1mipi)⊗ Z). (e 13.75)
Moreover,
ϕ((1mi − 1mipi)⊗ 1C(T))V1 = ϕ((1mi − 1mipi)⊗ 1C(T))(Y1Y ∗1 )1/2Y1 (e 13.76)
≈2η+2ε0 ϕ(((1mi − 1mipi)⊗ Z). (e 13.77)
Furthermore,
V1ϕ(1mi − pi) ≈2η+2η0 ϕ(1mi − pi)V1, i = 1, 2, ..., k and (e 13.78)
v1ϕ(a) ≈2η,η0 ϕ(a)v1 for all a ∈ F . (e 13.79)
We also note that
V1ϕ
∼(1mi) = ϕ
∼(1mi)V1. (e 13.80)
It follows that
V1ϕ
∼(pi) ≈2η+2ε0 ϕ∼(pi)V1. (e 13.81)
Put
W ′i = ϕ
∼((1m − 1mi)⊗ 1C(T) + (1mi ⊗ 1C(T))V )ϕ((1m − pi)⊗ 1C(T) + (pi ⊗ 1C(T))V ∗).(e 13.82)
Combining these estimates, one obtains
W ′i ≈4η+4ε0 ϕ∼(Wi). (e 13.83)
We may write v1 = 1 + b for some normal element b ∈ ϕ((e1 ⊗ 1C(T)))B(ϕ(e1 ⊗ 1C(T))). Note
(e3 − e2)b = b(e3 − e2) = 0. Put C1 = ϕ((e3 − e2)⊗ 1C(T))Bϕ((e3 − e2)⊗ 1C(T)).
Since B has stable rank one, separable and simple, there exists b1 ∈ C1 such that ζ1 =
1C˜1 + b1 ∈ U(C˜1) such that [ζ]+ [v1] = 0 in K1(B˜). Put v2 = 1A˜+ b1. Then we may even assume
that v2ϕ
∼(v1) ∈ CU(B˜) (see 8.7).
Set v = v2ϕ
∼(v1). Put V = diag(
m︷ ︸︸ ︷
v, v, ..., v). Then we still have
(ϕ∼((1m − 1mi)⊗ 1C(T) + (1mi ⊗ 1C(T)))V2)ϕ∼((1m − pi)⊗ 1C(T) + (pi ⊗ 1C(T)))V ∗2 (e 13.84)
=W ′i ≈4η+4ε0 ϕ∼(Wi), (e 13.85)
i = 1, 2, ..., k. Note also, by (e 13.84), that
‖[ϕA(a), v]‖ < 2η + η0 for all a ∈ F .
By choosing sufficiently small η0 and δ, as in 12.1, we may assume that Φϕ,v is defined, and by
(e 13.84), condition (e 13.44) holds. Lemma follows.
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Lemma 13.9. Let A, B0 ∈ M1, A ∈ Dd such that A satisfies the UCT, and let B = B0 ⊗ U
for some infinite dimensional UHF-algebra. Suppose that both A and B have continuous scale.
Suppose that G1 ⊂ K0(A) is a finitely generated subgroup generated by g1, g2, ..., gk , and λ : G1 →
Aff(T (B))ι/ρB(K0(B˜)) is a homomorphism. Then, for any ε > 0 and any finite subset F , and
any finite subset P ⊂ K(A), there is homomorphism ϕ : A→ B and a unitary u ∈ CU(B˜) such
that
‖[ϕ(a), u]‖ < ε for all a ∈ F1, (e 13.86)
[Φϕ,u]|P∪β(P) = 0, (e 13.87)
ϕ†|JAcu(K1(A)) = 0, and (e 13.88)
dist((Φϕ,u)
† ◦ JC(T)⊗A˜cu (β(gi)), λ(gi)) < ε, i = 1, 2, ..., k, (e 13.89)
where Φϕ,u : A
T → B is the completely positive contractive linear map induced by ϕ and u.
Proof. First we note that Aff(T (B))ι/ρB(K0(B˜)) is a divisible group. Therefore we may assume
that λ is defined on K0(A).
Let CA ∈ M1 with continuous scale and with a unique tracial state tc such that K0(CA) =
K0(A) as an abelian group, K0(CA) = kerρCA and K1(CA) = {0}. Therefore CA ∈ D0. Note, by
Corollary 13.4 of [23], CA ⊗Z0 ∼= CA.
Define α ∈ KL(A,CA) such that α|K0(A) : K0(A) → K0(CA) is an isomorphism. It follows
from 4.2 that there exists to,A ∈ T (A) such that ρA(x)(to,A) = 0 for all x ∈ K0(A). Define
αT : T (CA) → T (A) by αT (tc) = to,A. One then checks that (α,αT ) is compatible. Define
αcu : U(A˜)/CU(A˜) → U(C˜A)/CU(C˜A) as follows: On Aff(T (A˜))/ρA˜(K0(A)), define αcu to be
the map induced by αT and α|K0(A). On JAcu(K1(A˜)), define αcu to be zero. Then (α,αT , αcu)
is compatible. So, by 10.13, there exists a homomorphism h : A→ CA such that ([h], hT , h†) =
(α,αT , αcu).
Consider C∗-algebra D = CA ⊗ F, where F is a unital classifiable simple separable C∗-
algebras with finite nuclear dimension and satisfies the UCT such that K0(F ) = Z, K1(F ) = Z
and T (F ) = T (B). Note that, by Theorem 15.8 of [23] (see also Theorem 5.27), D ∈ M1 ∩ D0.
Let CW =W ⊗ F.
Put κ ∈ KL(D,CW ) = 0. Let κT : T (CW ) = T (B) → T (D) be the identity map. Define
κcu : U(D˜)/CU(D˜)→ Aff(T (C˜W ))/Z as follows: κcu|Aff(T (D˜))/ρ
D˜
(K0(D˜)
is defined to be the map
induced by κT and κ (= 0). Write G1 = Zk ⊕ Tor(G1). Since ι♯B(ρB(K0(B))) + Z/Z is divisible
(by Lemma 8.2), We obtain a homomorphism Λ : G1 → Aff(T (B))ι/Z such that π ◦ Λ = λ|G1 ,
where π : Aff(T (B))ι/Z → Aff(T (B))ι/ρB˜(K0(B˜)) is the quotient map. Since Aff(T (B))ι/Z
is divisible, we may assume that Λ is defined on K0(A). We may view Λ maps K0(A) into
Aff(T (CW ))
ι/Z = Aff(T (CW ))ι/ρC˜W (K0(C˜W )). Recall that K1(D) = K1(CA)⊗ Z⊕K0(CA)⊗
Z = K0(CA ⊗ C(T)) = K0(A). Now define κcu|JDcu(K1(CA)⊗Z) = 0 and κcu|JDcu(K0(CA)⊗Z) =
Λ◦ΠD˜,u|JDcu(K0(CA)⊗Z) (see 2.10 for ΠD˜,u), where we identifyK1(D) withK0(CA) andK0(A), and
also identify Aff(T (B))ι/Z with Aff(T (CW ))ι/Z . By 9.4, there is homomorphism h1 : D → CW
which induces (κ, κT , κcu). Let w ∈ U(F ) such that Z[w] = K1(F ). Let ι : A⊗C(T)→ CA⊗F be
defined by ι(a⊗f) = h(a)⊗f(w) for all a ∈ A and f ∈ C(T). Define ψ1 := h1◦ι : A⊗C(T)→ CW
and ϕ1 : A→ CW by ϕ1 := ψ1|A⊗1C(T) . Then, (note that Ki(CW ) = {0}, i = 0, 1), by 13.8, there
exists a unitary v ∈ CU(C˜W ) such that
‖[ϕ1(a), v]‖ < ε for all a ∈ F , (e 13.90)
dist(Φ†ϕ1, v(β(gi)), ψ
†
1(β(gi))) < ε, i = 1, 2, ..., k. (e 13.91)
We may also assume that [Φϕ1,v]|P∪β(P) is well-defined (if we let ε is sufficiently small and F
is sufficiently large). Note since Ki(CW ) = {0} (i = 0, 1), [Φϕ1,v]|P∪β(P) = {0}. Recall also
ψ†1|G1 = Λ. There is also a homomorphism h2 : CW → B such that [h2] = 0, (h2)T = idT (B).
Define ϕ = h2 ◦ ϕ1. Then, for u := h∼2 (v) ∈ CU(B˜), we have
‖[ϕ(a), u]‖ < ε for all a ∈ F , (e 13.92)
[Φϕ,u]|P∪β(P) = 0 and (e 13.93)
dist(Φ†ϕ, u(β(gi)), ψ
†(β(gi))) < ε, i = 1, 2, ..., k. (e 13.94)
Note that K0(B˜) = K0(B)⊕Z. Hence ψ† ◦β|G1 = h†2 ◦π ◦Λ|G1 = λ. Note also ϕ†|JAcu(K1(A)) = 0.
The lemma follows.
Definition 13.10. Let A be a separable C∗-algebra, P ⊂ K(A) be a subset and G(P) be the
subgroup generated by P. Suppose that A = ∪∞n=1An. Let ιn : An → A be the embedding.
Suppose that G(P) ⊂ [ιn](K(An). Put F = [ιn,∞]−1(G(P)). Let B be another C∗-algebra and
let Γ : G(P) → K(B) be a homomorphism If there is α ∈ HomΛ(K(An),K(B)) such that,
α(x) = Γ([ιn](x)) for all x ∈ F, then we write Γ ∈ KLAloc(G(P),K(B)). In fact, when G(P) is
finitely generated, KLAloc(G(P),K(B)) can be defined without assuming A = ∪∞n=1An (see the
end of 2.1.16 of [44]).
Let m > 1 be an integer. In what follows we may write
K0(A,Z/mZ) = K0(A)/mK0(A)⊕ Tor(K1(A),Z/mZ), (e 13.95)
where Tor(K1(A),Z/mZ) is identified with those elements x ∈ K1(A) such that mx = 0. It
should be noted that the direct sum is not natural.
Lemma 13.11. Let A be a finite direct sum of C∗-algebras in M1 and let B = Z2,o ⊗ U for
some UHF-algebra of infinite type. Then, for any ε > 0, any finite subset F ⊂ A and any
finite subset P ⊂ K(A), there exists η > 0 and a finite subset Q ⊂ K(A) such that P ⊂ Q and
G(Q)∩K1(A) = Zk ⊕ (Tor(K1(A))∩G(Q)), where G(Q) is the subgroup generated by Q, which
has a free generating set {g1, g2, ..., gk} for Zk satisfying the following: if 1Z ∈ K0(Z2,0) is a
generator and r ∈ K0(U)+ ⊂ R+ with
0 < r < η, (e 13.96)
then there exists κ ∈ KLATloc(G(Q)∪β(G(Q)), B), F-ε-multiplicative completely positive contrac-
tive linear map ϕ : A→ B and a unitary u ∈ U(B˜) such that
‖[ϕ(a), u]‖ < ε for all a ∈ F , (e 13.97)
bott(ϕ, u)(g1) = 1Z ⊗ r,bott(ϕ, u)(gj) = 0, j 6= 1,bott(ϕ, u)|Tor(G(Q) = 0,(e 13.98)
[ϕ]|Q = 0, κ|β(K0(A)∩Q) = 0, κ|β(K0(A,Z/mZ)∩Q) = 0, m = 2, 3, ..., and (e 13.99)
κ|Q∪β(Q) = [Φϕ,u]|Q∪β(Q). (e 13.100)
(Note that K1(B) = 0 and K1(B,Z/mZ) = 0 for all m.)
Moreover, if Tor(G(Q) ∩ K1(A)) ∼= (Z/m1Z) · g1,t ⊕ (Z/m2Z) · g2,t ⊕ · · · ⊕ (Z/mNZ)gN,t,
where g1,t, ..., gN,t are generators, mi ≥ 2 are integers, and Bi = Zmio ⊗ U (1 ≤ i ≤ N) with
1Z/miZ ∈ K0(Zmio ) as a generator, then, for any ε > 0 and finite subset F ⊂ A, there exists
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η > 0, for any r ∈ K0(U)+ with r < η, then there exists κ ∈ KLATloc(G(Q) ∪ β(G(Q)), B), F-ε-
multiplicative completely positive contractive linear map ϕ : A → Bi and a unitary u ∈ U(B˜)
such that
‖[ϕ(a), u]‖ < ε for all a ∈ F , (e 13.101)
bott(ϕ, u)(gi,t) = 1Z/miZ ⊗ r,bott(ϕ, u)(gj,t) = 0, j 6= i,bott(ϕ, u)|Zk = 0, (e 13.102)
[ϕ]|Q = 0, κ|β(K0(A)∩Q) = 0, κ|β((K0(A)/mK0(A))∩Q) = 0, m = 2, 3, ..., and (e 13.103)
κ|Q∪β(Q) = [Φϕ,u]|Q∪β(Q). (e 13.104)
Proof. We may write A = limn→∞(An, ιn), where Ki(An) is finitely generated (i = 0, 1) and
An is a finite direct sum of simple C
∗-algebras in M1. We may also assume that F ⊂ A1 and
P ⊂ [ι1,∞](K(A1)). Let [ι1,∞](K1(A)) = Zk ⊕ Tor([ι1,∞](K1(A1)). Let {g1, g2, ..., gk} be a free
generator set for Zk. Let Q′ ⊂ K(A1) be a finite subset such that [ι1,∞](G(Q′)) ⊃ G(P) and
K1(A1) ⊂ G(Q). Put Q = [ι1,∞](Q′). In what follows we also identify An as C∗-subalgebras of
A and ATn as C
∗-subalgebra of AT.
Consider α ∈ HomΛ(K(A˜1⊗C(T)),K(B)) such that α|K(A1) = 0 and by the UCT, one may
also require that α|β(K0(A1)) = 0, α|β(K0(A1,Z/mZ)) = 0, m = 2, 3, ..., α(β(g1)) = 1Z, α(β(gj)) = 0
if j 6= 1, and α(β(Tor(K1(A1)))) = 0. Note that A˜T = A˜⊗C(T). Let κ′ ∈ HomΛ(K(AT1 ),K(B))
be given by α which also gives κ′′ ∈ KLATloc(G(Q) ∪ β(G(Q),K(B)).
Let G ⊂ AT1 be a finite subset and δ > 0 such that F ⊂ G as we identify A1 with the
corresponding C∗-subalgebra of AT1 and such that [L]|Q∪β(Q) is well-defined for any G-δ/2-
multiplicative completely positive contractive linear maps from AT1 .We also assume that δ < ε/2.
Note that, by 4.4 and 14.7 of [23], AT1 satisfies the assumption of 9.8 of [23].
It follows from 4.5 that there exists a G-δ/2-multiplicative completely positive contractive
linear map Φ′ : AT1 → B ⊗MN for some integer N ≥ 1 such that
[Φ′]|Q′∪β(Q′) = κ′|Q′∪β(Q′). (e 13.105)
Since AT1 is amenable, without loss of generality, there is a completely positive contractive linear
map j : AT → AT1 such that ‖j(a) − a‖ < δ/2 for all a ∈ G. Put Φ = Φ′ ◦ j : AT → B ⊗MN .
Then Φ is G-δ-multiplicative and [Φ]|Q∪β(Q) = κ′′|Q∪β(Q).
Let {k(n)} be the sequence of integers such that U = limn→∞(Mk(n), jn). We may assume
that k(n1) ≥ N and view Φ maps AT into B ⊗ Mk(n) for all k(n) ≥ k(n1) ≥ N. Let η =
1/k(n1) > 0. Note that 1/k(n1) ∈ K0(U)+. For any 0 < r < η, choose a projection p ∈ U
such that τU(p) = rk(n1) (< 1). Recall U ⊗ U ∼= U. Let Ψ : B ⊗Mk(n1) → B ⊗ U ⊗ U be the
homomorphism defined by Ψ(b⊗ c) = b⊗ jn1(c)⊗p for all c ∈ U. Define L = Ψ◦Φ and ϕ = L|A.
Let u = 1 + (L((z − 1) ⊗ 1A˜), where z ∈ C(T) is the standard unitary generator of C(T). Put
κ := [Ψ] ◦ κ′′ and write Φϕ,u = L. Note that κ, ϕ and u meet the requirements.
The proof for the “Moreover” part is exactly the same, but replacingB byBi with the obvious
modification. In particular, we let α ∈ HomΛ(K(A˜1⊗C(T)),K(Bi)) such that α|K(A1) = 0 and
by the UCT, one may also require that α|β(K0(A1)) = 0, α|β(K0(A1)/mK1(A1)) = 0, m = 2, 3, ...,
α(β(g1)) = 1Z/miZ, α(β(gj)) = 0 if j 6= i, and α(β(Tor(K1(A1)))) = 0. The rest of the proof
remains the same. So we only have (e 13.103).
Lemma 13.12. Let B ∈ M1 be a simple C∗-algebra with continuous scale. Suppose that
y ∈ K0(B) \ {0} with |ρB(y)(τ)| < r for all τ ∈ T (B) and for some 0 < r < 1. Then there exists
a nonzero homomorphism ϕ : Z2,o → B such that ϕ∗0(1Z) = y.
Suppose that B = B1 ⊗ U, where U is an infinite dimensional UHF-algebra, m ≥ 2 is
an integer and my = 0. Then there exists a nonzero homomorphism ϕ : Zmo → B such that
ϕ∗0(1Z/mZ) = y.
131
Proof. Note that to,+(1Z) = 1 and to,−(1Z) = −1 and Aff(T (Z2,o)) ∼= R2. Define Λ : Aff(T (Z2,o))→
Aff(T (B)) as follows: We identify Aff(T (Z2,o)) with R2. Define Λ((1,−1)) = ρB(y) and Λ((1, 1)) =
e ∈ Aff(T (B)), where e(τ) = 1 for all τ ∈ T (B). Note that
Λ((1, 0))(τ) = (1/2)Λ((1, 1) + (1,−1))(τ) = (1/2)(e + ρB(y))(τ) > 0
for all τ ∈ T (B). Also
Λ((0, 1)) = (1/2)(Λ((1, 1) − (1,−1))(τ) = (1/2)(e − ρB(y))(τ) > 0
for all τ ∈ T (B). This Λ induces a homomorphism α : Cu∼(Z2,o) → Cu∼(B) which maps 1Z
to y. Since B has stable rank one (see 2.15), it follows from [53] that there is a homomorphism
ϕ : Z2,0 → B such that Cu∼(ϕ) = α. One checks that ϕ meets the requirements.
For the second part of the lemma, note ρB(y) = 0. Let κ ∈ KL(Zmo , B) to be induced
by κ([1Z/mZ]) = y. Define κT : T (B) → T (Zm0 ) by κT (τ) = τo for all τ ∈ T (B). Define
κcu : U(Z˜mo )/CU(Z˜mo ) = R/Z → U(B˜)/CU(B˜) to be the map indueced by κT from R/Z →
Aff(T (B˜))/ρδB(K0(B)). Then (κ, κT , κcu) is compatible. By 9.4, there is a homomorphism
ϕ : Zmo → B such that [ϕ] = κ, ϕT = κt and ϕ† = κcu. In particular, ϕ∗0(1Z/mZ) = y.
Lemma 13.13. Let A ∈ M1 and let U = be an infinite dimensional UHF-algebra. Then, for
any ε > 0, any finite subset F ⊂ A and any finite subset P ⊂ K(A), there exists η > 0 and a
finite subset Q ⊂ K(A) with P ⊂ Q and G(Q) ∩K1(A) ∼= Zk ⊕ Tor(K1(A)) ∩G(Q) satisfy the
following: if α0 : K1(A) ∩G(Q)→ K0(C ⊗ U) is a homomorphism, where C ∈ D is a separable
simple C∗-algebra with continuous scale, and U is a UHF-algebra of infinite type, such that
‖ρC⊗U (α0(gj))‖ < η, j = 1, 2, ..., k, (e 13.106)
where {g1, g2, ..., gk} is a free generating set of Zk, there exists an element α ∈ KLATloc (G(Q) ∪
β(G(Q)),K(C ⊗ U)), an F-ε-multiplicative completely positive contractive linear map ϕ : A→
C ⊗ U and a unitary u ∈ U(B˜1 ⊗ U) such that
‖[ϕ(a), u]‖ < ε for all a ∈ F , (e 13.107)
α|β(K1(A)∩Q) = α0 ◦ β−1, α|β(K0(A)∩Q) = 0, α|β((K0(A)/mK0(A))∩Q) = 0, m = 2, 3, ...,(e 13.108)
α|Q∪β(Q) = [Φϕ,u]|Q∪β(Q), (e 13.109)
bott(ϕ, u) = α0, [Φϕ,u]|β(Q∩K0(A)) = 0 and (e 13.110)
[ϕ]|Q = α|Q and α|K(A) = 0. (e 13.111)
Proof. Let Tor(G(Q)∩K1(A)) = (Z/m1Z)gk+1
⊕
(Z/m2Z)gk+2
⊕ · · ·⊕(Z/mk+NZ)gk+N , where
{gk+1, gk+2, ..., gk+N} forms a basis for Tor(G(Q)∩K1(A)) and gk+j has order Mj , mi = pnii , pi
is a prime number and ni ≥ 1 is an integer, i = 1, 2, ..., N. Let 1Z/miZ be a generator of order
mi, i = 1, 2, ..., N. Let p
n′i
i be the order of 1Z/miZ ⊗ [1U ] in (Z/miZ) ⊗ K0(U), 0 ≤ n′i ≤ ni,
i = 1, 2, ..., N. We may assume that n′i > 0, for i = 1, 2, ..., N0 < N and n
′
i = 0 if N0 < i ≤ N.
Write U =Mp. Note that for each pi, there is a nonzero element of (Z/miZ)⊗K0(U) of order pi.
Consequently each prime factor pi appears in p at most finitely many times. On the other hand,
since p is a super-nature number (Mp is infinite dimensional), p has infinitely many (possible
repeating) prime factors {q1, q2, ..., } each of which is relatively prime to all pn
′
1
1 , p
n′2
2 , ..., p
n′N0
N0
.
Choose a product q¯ of finitely many {q1, q2, ..., } which is minimum among those products such
that q¯ ≥ 6(k + N). Put B = C ⊗ U. Let e1, e2, ..., ek+N0 ∈ U be mutually orthogonal non-zero
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projections such that
∑k+N0
j=1 ei ≤ 1U and τU (ej) = 1/q¯. Note that 1Z/miZ ⊗ ek+i has oder p
n′i
i ,
1 ≤ i ≤ N0, where τU is the unique tracial state of U.
Define Bi = (1 ⊗ ei)B(1 ⊗ ei), i = 1, 2, ..., k + N0. Put D = Z2,o ⊗ U, Di = Zmio ⊗ U, i =
1, 2, ..., N0. It follows from 13.11 that, there exists η0 > 0, and a finite subsetQ ⊂ K(A) with P ⊂
Q, κ(i) ∈ KLATloc(G(Q)∪β(G(Q)),K(D)) (1 ≤ i ≤ k), and κ(k+j) ∈ KLA
T
loc(G(Q),∪β(G(Q)),K(Dj))
(1 ≤ j ≤ N), an F-ε-multiplicative completely positive contractive linear maps ψi : A→ D and
unitaries ui ∈ D (1 ≤ i ≤ k), ψk+j : A → Dj and unitaries uj ∈ Dj (1 ≤ j ≤ N), such that
0 < ri < η0 < 1,
κ(i)(β(gi)) = 1Z ⊗ ri, κ(i)(β(gj)) = 0, j 6= i(for 1 ≤ i ≤ k), (e 13.112)
κ(k+j)(β(gi)) = 1Z/mjZ ⊗ rk+j, κ(i)(β(gi)) = 0, i 6= k + j, and , (e 13.113)
κ(i)|β(K0(A)) = 0, κ(i)|β(K0(A)/mK0(A)) = 0, (e 13.114)
[Φψi,ui ]|P∪β(P) = κ(i)|P∪β(P), (e 13.115)
[ψi]|P = 0 and (e 13.116)
‖[ϕ(a), ui]‖ < ε for all a ∈ F , (e 13.117)
i = 1, 2, ..., k + N0. Here we choose rj = 1/q¯j , where q¯j is a finite product of prime factors
{q1, q2, ..., }. As a consequence, 1Z/mjZ ⊗ rk+j has order p
n′j
j , 1 ≤ j ≤ N0. Without loss of
generality, we may assume that ui = 1D˜+xi for some xi ∈ D, 1 ≤ i ≤ k, and uk+j = 1D˜j +xk+j
for some xk+j ∈ Dj , j = 1, 2, ..., N.
Let η = min{rjη/p¯ : 1 ≤ j ≤ k + N0} and α0 satisfy the condition (e 13.106). Note that
K0(B) = K0(B)⊗K0(U) and α0(gk+j) = 0 for N0 < j ≤ N. Note that
(1/riτU(ei))‖ρC⊗Uα0(gi)‖ < 1 and (1/riτU (ei)) = q¯iq¯. (e 13.118)
For each i, by 13.12, there exists a homomorphism ϕi : D → Bi⊗U ∼= Bi (with the form ϕ′i⊗idU
where ϕ′i : Z2,0 → Bi) such that (ϕi)∗0(1Z) = q¯iq¯α0(gi)⊗ ei, i = 1, 2, ..., k, and a homomorphism
ϕk+i : Di → Bk+i such that (ϕk+i)∗0(1Z/miZ) = q¯k+iq¯α0(gk+i) ⊗ ek+i, j = 1, 2, ..., N0 . Thus
(ϕj ◦ ψj)∗0(gj) = α0(gj) and (ϕj ◦ ψj)∗0(gi) = 0, if i 6= j, 1 ≤ j ≤ N0.
Let α ∈ KLATloc(G(Q) ∪ β(G(Q)),K(B)) be required to satisfy (e 13.108) and α|K(A) = 0.
Put u = 1B˜ +
∑k
i=1 ϕi(xi). One checks that u is a unitary in B˜. Define ϕ : A→ B by
ϕ(a) = diag(ϕ1 ◦ ψ1(a), ϕ2 ◦ ψ2(a), ..., ϕk+N ◦ ψk+N0(a))
for all a ∈ A. One then checks that α, ϕ and u satisfy the requirements.
Lemma 13.14. Let A ∈ M1 be with continuous scale. Suppose that K0(A) is finitely generated
and K1(A) = Zk ⊕Tor(K1(A)), where Zk is generated by g1, g2, ..., gk . Then, for any ε > 0, any
finite subset F ⊂ A and any finite subset P ⊂ K(A) with {g1, g2, ..., gk} ⊂ P ∩ K1(A), there
exists η > 0 satisfy the following: if α ∈ KL(A,B), where B = C ⊗ U, C ∈ D is an amenable
simple C∗-algebra with continuous scale and U is a UHF-algebra of infinite type such that
|ρB(β(α(gi))(τ)| < η for all τ ∈ T (B), i = 1, 2, ..., k, (e 13.119)
and if ϕ : A → B is a homomorphism which maps strictly positive elements to strictly positive
elements, there exists a unitary u ∈ CU(B˜) such that
‖[ϕ(a), u]‖ < ε for all a ∈ F , (e 13.120)
Bott(ϕ, u)|P = α(β)|P . (e 13.121)
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Proof. Let ea ∈ A be a strictly positive element of A with ‖ea‖ = 1. Since A has continuous
scale, without loss of generality, we may assume that
min{inf{τ(ea) : τ ∈ T (A)}, inf{τ(f1/2(ea)) : τ ∈ T (A)}} > 3/4. (e 13.122)
Let T : A+ \ {0} → N× R+ \ {0} be given by Theorem 5.7 of [15].
Note that, by 16.10 of [23], both A and B are Z-stable. Thus, by 5.5 of [23], K0(B˜) is
weakly unperforated. Let T(n, k) = n for all (n, k) ∈ N × N. Then, as explained in 5.2 of [23],
D = DT(n,k).
We now apply 5.3 of [23]. Let ε > 0 and a finite subset F be given. We may assume that
Bott(Φ, u)|P = Bott(Φ′, u)|P , (e 13.123)
if ‖[Φ(a), u]‖ < ε, ‖[Φ′(a), u]‖ < ε and
‖Φ(a)− Φ′(a)‖ < ε for all a ∈ F
for any F-ε-multiplicative completely positive contractive linear maps Φ,Φ′ : A→ B. Note that
U is assumed to have infinite type and hence is strongly absorbing. We identify A with A⊗ 1U
as a C∗-subalgebra of A⊗U and B with B⊗1U as a C∗-subalgebra of B⊗U.Moreover, without
loss of generality, we may also assume that identify ϕ(a) with ϕ(a)⊗ 1U ⊂ B ⊗ 1U .
We may assume that F ⊂ A1. Let δ > 0, γ > 0, η0 > 0 (in place of η), G′ ⊂ A ⊗ U,
H′1 ⊂ (A ⊗ U)+ \ {0}, P ′a ⊂ K(A ⊗ U) (in place of P), {v′1, v′2, ..., v′m′0} ⊂ U(A˜⊗ U) such thatP ′a ∩K1(A⊗ U) = {[v′1], [v′2], ..., [v′m′0 ]} and H
′
2 ⊂ (A⊗ U)s.a. be finite subset required by 5.3 of
[23] for ε/4 (in place of ε) and F and T above. Without loss of generality, we may assume that
H′2 is in the unit ball of (A⊗U)s.a..We may also assume that H′1 = H1⊗HU1 and H′2 = H2⊗HU2 ,
where H1 ⊂ A1+ \ {0}, HU1 ⊂ U1+ \ {0}, and H2 ⊂ A1s.a. and HU2 ⊂ U1s.a. are finite subsets.
We may also assume that P ′a ⊂ {z⊗ y : z ∈ Pa, y ∈ PU}, where Pa ⊂ K(A) is a finite subset
and PU ⊂ K0(U) is also a finite subset.
Without loss of generality, we may assume that G′ = {g ⊗ f : g ∈ G and f ∈ GU}, where
G ⊂ A is a finite subset and 1U ∈ GU ⊂ U is also a finite subset. We may also assume
{v1, v2, ..., vm0} ⊂ U(A˜) such that vi = λi1A˜ + xi, where λi ∈ T, xi ∈ A, i = 1, 2, ...,m0, and
{v′1, v′2, ..., v′m′0} ⊂ {λi1(A⊗U)∼ + xi⊗ fj : 1 ≤ i ≤ m0, 1 ≤ j ≤ N0}, where fj ∈ U are projections
(1 ≤ j ≤ N0).
Recall that Ki(A) is finitely generated (i = 0, 1). We may assume further, [L] well defines
an element KL(A,B) for any F-ε-multiplicative completely positive contractive linear map
L : A→ B. Note also Ki(AT) is also finitely generated (i = 0, 1).
Put η00 = min{η0, γ/2}. We identify U with U ⊗ U. Without loss of generality, we may
assume that ϕ maps A to B ⊗ 1U .
Let e′0 ∈ U be such that tU (e′0) < η00/2, where tU is the unique tracial state of U, and let
e0 = 1C˜ ⊗ 1U ⊗ e′0. Put r0 = tU(e0) ∈ K0(U). Let B0 = e0(C ⊗ U ⊗ U)e0. Note B0 also has
continuous scale. Let P1 = Pa ∪ P.
Recall that K1(A) = Zk ⊕ Tor(K1(A)). Write Zk = Zg1 ⊕ Zg2 ⊕ · · ·Zgk. Therefore without
loss of generality, we may assume that gi = [vi], i = 1, 2, ..., k, and m0 = k. By 2.11 of [10], since
Ki(A) is finitely generated (i = 0, 1), there exists K ≥ 1 such that
HomΛ(FKK(A), FKK(B)) = HomΛ(K(A),K(B)) (e 13.124)
(see also [10] for the notation FK there). Thus, there is a finite subset Q1 ⊂ K(A) such that
G(Q1) = FKK(A) and β(G(Q1) = β(FKK(A)).
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Define η1 to be the number η and Q in 13.13 associated with ε/4, F and P1 (as well as A
and U). As mentioned above, we may assume Q = Q1. Put η = tU(e′0) · η1/2. We may assume
that η1 < 1/4.
Suppose α satisfies the assumption of the theorem for the above η. Let α be as given. Then
we obtain an element α1 ∈ HomΛ(K(AT),K(B)) such that α1|K(A) = 0 and α1|FKK(A) = α ◦β.
Let α0 = α1|β(K1(A)) : K1(A)→ K0(B). Note K0(B0) = K0(B). Then
|ρB˜0(α0(gj))(τ)| < η1 for all τ ∈ T (B0), j = 1, 2, ..., k. (e 13.125)
It follows from 13.13 that there exists β ∈ KL(AT, B0), an F-ε/4-multiplicative completely
positive contractive linear map ϕ0 : A→ B0 and a unitary u0 ∈ B˜0 such that
‖[ϕ0(a), u0]‖ < ε/4 for all a ∈ F , (e 13.126)
Bott(ϕ0, u0)|β(P1) = β|β(P1), (e 13.127)
β|β(K1(A)) = α0|β(K1(A)), (e 13.128)
[ϕ0]|P1 = β|P1 and βK(A) = 0. (e 13.129)
We may write u0 = 1B˜0 + ζ0, where ζ0 ∈ B0.
Let e′1 ∈ U be a non-zero projection with r1 := tU (e′1) < η0/3 and let e1 = 1C˜ ⊗ 1U ⊗ e′1. Put
B1 = (1− e1)B(1− e1). Let s1 : B → B1 be defined by s1(c⊗ a) = c⊗ a⊗ (1− e1) for all c ∈ C
and a ∈ U. Then [s1](x) = (1−r1)x for all x ∈ K(B). Define κ|K(A) = ([ϕ]− [ϕ0])× [s1] = [s1 ◦ϕ]
(as [ϕ0] = 0) and κ|β(K(A)) = (α− β)|β(K(A)).
Define κT : T (B1) → Tf (AT) as follows: κT (τ)(1C(T) ⊗ a) = τ(ϕ(a) ⊗ (1 − e1 − e0)) for all
τ ∈ T (B1) and a ∈ A, and
κT (τ)(f ⊗ 1A˜) =
∫
T
f(t)dm(t)
for all f ∈ C(T), where m is the normalized Lebesgue measure on T.
Note that K0(A
T) = K0(A)⊕β(K1(A)). Using 12.4, one checks that κT and κ is compatible.
Since B1 and A have continuous scale, T (B1) and T (A) are compact. Therefore κT (T (B1)) lies
in a compact subset of Tf (A
T). It follows from 13.1 that there exists a sequence of completely
positive contractive linear maps Ψn : A
T → B1 such that
lim
n→∞ ‖Ψn(ab)−Ψn(a)Ψn(b)‖ = 0 for all a, b ∈ A
T, (e 13.130)
[{Ψn}] = κ, (e 13.131)
lim
n→∞ sup{|τ ◦Ψn(a)− κT (τ)(a)| : τ ∈ T (B)} = 0 for all a ∈ A
T. (e 13.132)
Define ψn : A→ B1 by ψn(a) = Ψn(a) for all a ∈ A ⊂ AT. One checks that, for all large n,
[ψn]|P1 = [s1 ◦ ϕ]|P1 . (e 13.133)
There is also a unitary wn ∈ B˜1 with wn = 1B˜1 + xn, where xn ∈ B such that
lim
n→∞ ‖Ψn((1 − z)⊗ 1A˜)− xn‖ = 0, (e 13.134)
where z ∈ C(T) is the identity function on T. It follows that
lim
n→∞ ‖[ψn(a), wn]‖ = 0 for all a ∈ A. (e 13.135)
Since we assume that ϕ maps strictly positive elements to strictly positive elements, by
(e 13.132) and by passing to a subsequence, we may assume that
τ(f1/2(ψn(ea))) > 3/8 for all τ ∈ T (B). (e 13.136)
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View ϕ0 and ψn as maps from A to B. Let Gu = Jcu(K1(A)), where Jcu := J
A˜
cu : K1(A) →
CU(A˜)/CU(A˜) is the splitting map in 2.10.
Let λ′n : Gu → U(B˜)/CU(B˜) be defined by λ′n = (ϕ† − ψ†n − ϕ†0)|Gu . Note that ϕ0|K1(A) = 0.
For all sufficiently large n, we have [ψn]|K1(A) = ϕ∗0. We may assume that [ψn]|K1(A) = ϕ∗0 for
all n. It follows that λ′n maps U(A˜)/CU(A˜) into Aff(T (B˜))/ρB˜(K0(B˜)).
Let B2 = e1Be1. Note that each τ ∈ T (B2) extends a trace τB on B. Let S1 : T (B2)→ T (B)
be defined by S1(τ)(b) = r1τB(b) for all b ∈ B and for all τ ∈ B2. Define Γ0 : Aff(T (B˜)) →
Aff(T (B˜2)) by Γ0(f)(τ) = f(S1(τ)) for all f ∈ Aff(T (B)) and τ ∈ T (B2). Note also Γ0 induces
a continuous homomorphism
Γ0 : Aff(T (B˜))/ρB˜(K0(B˜))→ Aff(T (B˜2))/ρB˜2(K0(B˜2)).
Define λn := Γ0 ◦ λ′n : Gu → Aff(T (B˜2))/ρB˜2(K0(B˜2)). Now define γn,0 : U(A˜)/CU(A˜) →
Aff(T (B˜2))/ρB˜2(K0(B˜2)) as follows: γn,0 on Gu is λn as above, γn,0 on Aff(T (B˜))/ρB˜(K0(B˜))
is induced by (s2 ◦ ϕ)T Set s2 : B → B2 by s2(c ⊗ a) = c ⊗ a ⊗ e1 for all c ∈ C and a ∈ U. Let
κ0 ∈ KL(A,B2) be defined by κ0|K(A) = [s2 ◦ ϕ]. Then (κ0, S1, γn,0) is compatible. Therefore,
by 9.4, there is a homomorphism ψn,0 : A→ B2 such that
[ψn,0] = κ
0 in KL(A,B2), (e 13.137)
(ψn,0)T = S1 and (ψn,0)
† = λn,0. (e 13.138)
Define θn : A→M2(B) by θn(a) = diag(ψn(a), ψn,0(a), ϕ0(a)) for all a ∈ A. Note that
θ†n|Gu | = (ψ†n + ψ†n,0 + ϕ†0)|Gu = ϕ†|Gu . (e 13.139)
Define un = 1B˜ + diag(xn, ζ0). Then Φθn,un is F-ε-multiplicative. Note by (e 13.136), we have
τ(f1/2(θn(ea))) > 3/8 for all τ ∈ T (B). (e 13.140)
By applying 9.8 of [?] (5.7 of [15]), for all sufficiently large n, θn is exactly T -H1-full. We also
have (by (e 13.129), (e 13.133), (e 13.137), (e 13.139) and tU (e
′
0) < η00/2)
[θn]|Pa = [ϕ]|Pa , (e 13.141)
lim
n→∞dist(θ
†
n(f), ϕ
†(f)) < η00 for all f ∈ U(A˜)/CU(A˜) and (e 13.142)
sup{|τ ◦ θn(a)− τ ◦ ϕ(a)| : τ ∈ T (B)} < η00 for all a ∈ H2. (e 13.143)
Define κ¯T : T (B)→ Tf (AT) by κ¯T (τ))(1C(T)⊗a) = τ(ϕ(a)) for all a ∈ As.a. and κ¯T (τ)(f⊗1A˜) =∫
T f(t)dm(t) for all f ∈ C(T), where m is the normalized Lebesgue measure on T. Then, in fact,
by (e 13.132) and choice of e0 and e1, we also have
sup{|τ ◦ Φθ,un(a)− κ¯T (τ)(a)| : τ ∈ T (B)} < η0 for all a ∈ H2. (e 13.144)
Choosing a sequence of η0,n < η0/n, we obtain a sequence of approximately multiplicative maps
Ln : A
T →M2(B) such that (z ∈ C(T) is the identity function on T)
lim
n→∞ ‖Ln(a)− θ
′
n(a)‖ = 0 for all a ∈ A, (e 13.145)
lim
n→∞ ‖Ln((1− z)⊗ 1A˜)− diag(xn, ζ0)‖ = 0, (e 13.146)
[{Ln}]|P∪Pa = [{Φθ′n,un}]|P∪Pa (e 13.147)
lim
n→∞dist(L
†
n(f), ϕ
†(f)) = 0 for all f ∈ U(A˜)/CU(A˜) and (e 13.148)
sup{|τ ◦ Ln(a)− κ¯T (a)| : τ ∈ T (B)} = 0 for all a ∈ AT (e 13.149)
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(where θ′n has the same form as θn depending η0,n). As mentioned in the end of the proof of 13.1,
applying the argument in the end of the proof 9.2, without loss of generality, we may assume
that Ln maps A
T to B.
Consider L′′n : A ⊗ U → B ⊗ U by L′′n = Ln ⊗ idU and ϕ′ : A ⊗ U → B ⊗ U. Then ϕ′ is a
homomorphism and L′′n is exactly T -H′1-full. By (e 13.141) and (e 13.145), [L′′n]|P ′a = [ϕ′]|P ′a . by
(e 13.148), limn→∞ dist(L
†
n(v′j), ϕ
†(v′j)) = 0, 1 ≤ j ≤ m′0, as v′j has the form 1(A⊗U)∼ + xi ⊗ fj′
given early. Also, by (e 13.149), sup{|τ ◦ L′′n(a)− ϕ′(a)| : τ ∈ T (B)} = 0 for all a ∈ A⊗ U.
It follows from 5.3 of [23] (see also 5.2 and 5.5 of [23]) that, for all large n, there exists a
unitary Wn ∈ B˜ such that
‖W ∗nL′′n(a⊗ 1U )Wn − ϕ′(a⊗ 1U )‖ < ε/2 for all a ∈ F . (e 13.150)
Note that L′′(a⊗ 1U ) = Ln(a) ⊗ 1U and ϕ′(a⊗ 1U ) = ϕ(a) ⊗ 1U . (Recall that we identify ϕ(a)
with ϕ(a) ⊗ 1U for all a ∈ A). Put Vn =W ∗nunWn. Then, for all large n,
‖[ϕ(a), Vn]‖ < ε for all a ∈ F . (e 13.151)
By the definition of κ, θn, (e 13.127), (e 13.131) and (e 13.123), and (e 13.145), we compute that
(for all large n)
Bott(ϕ, Vn)|P = α(β(P)). (e 13.152)
Fix a sufficiently large n and any sufficiently large finite subset GA. Since B also has stable
rank one, by 8.7, for any η > 0, there exists v0 ∈ U(B˜) such that ‖v0a − av0‖ < η for all
a ∈ GA such that [v0] = [Vn] and v∗0Vn ∈ CU(B˜). Put u = v∗0Vn. With sufficiently large GA and
sufficiently small η, u meets all requirements.
Theorem 13.15. Let A1 ∈ M1 and A⊗U1 = ∪∞n=1An where U1 is a UHF-algebra with infinite
type, and An ∈ M1 with finitely generated Ki(An) (i = 0, 1) as in Lemma 13.5. Then, for any
ε > 0, any finite subset F ⊂ A and any finite subset P ⊂ K(A), there exists η > 0 and an
integer N ≥ 1 satisfy the following: P ⊂ [ιn](K(An)) (where ιn : An → A is the embedding, for
all n ≥ N), if α ∈ HomΛ(K(An),K(B)) for some n ≥ N, and K1(An) = Zk ⊕ Tor(K1(An)),
where B = C ⊗ U2 which satisfies the UCT, C ∈ D is an amenable simple C∗-algebra with
continuous scale and U2 is a UHF-algebra of infinite type such that
|ρB(β(α(gi))(τ)| < η for all τ ∈ T (B), i = 1, 2, ..., k, (e 13.153)
where P(0) := {g1, g2, ..., gk} is a set of free generators for Zk, and if ϕ : A→ B is a homomor-
phism which maps strictly positive elements to strictly positive elements, there exists a unitary
u ∈ CU(B˜) such that
‖[ϕ(a), u]‖ < ε for all a ∈ F , (e 13.154)
Bott(ϕ ◦ ιn, u)| = α(β). (e 13.155)
Proof. Fix ε > 0, a finite subset F and a finite subset P. We may choose N ≥ 1 such that
P ⊂ [ιn](K(An)) for all n ≥ N (see 13.5). We may also assume that F ⊂ An. Put ϕn : An → B
defined by ϕn := ϕ|An . Then 13.14 applies to ε, F , P and ϕn above. Theorem then follows.
Theorem 13.16. Let A be a simple C∗-algebra in 11.3 and A = ∪∞n=1An be as in Lemma 13.5
so that Ki(An) is finitely generated (i = 0, 1). Then, for any ε > 0, any finite subset F ⊂ A,
any finite subset P ⊂ K(A), and {s1, s2, ..., sm} ⊂ P ∩K0(A), there exists η > 0 and an integer
N ≥ 1 satisfy the following: P ⊂ [ιn](K(An)) (ιn : An → A is the embedding) for all n ≥ N,
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if α ∈ HomΛ(K(An),K(B)), and K1(An) = Zk ⊕ Tor(K1(An)), where B = C ⊗ U, C ∈ D is
amenable C∗-algebra with continuous scale and U is a UHF-algebra of infinite type such that
|ρB(β(α(gi))(τ)| < η for all τ ∈ T (B), i = 1, 2, ..., k, (e 13.156)
where P(0) := {g1, g2, ..., gk} is a free generator set for Zk, λ : G0 → U(B˜)/CU(B˜), where G0
is the subgroup generated by {s¯1, s¯2, ..., s¯m}, s¯i ∈ K0(An) and [ιn](s¯i) = si, such that ΠB˜,u ◦ λ =
α ◦ β|G0 , σ > 0, and if ϕ : A → B is homomorphism which maps strictly positive elements to
strictly positive elements, then there exists a unitary u ∈ CU(B˜) such that
‖[ϕ(a), u]‖ < ε for all a ∈ F , (e 13.157)
Bott(ϕ ◦ ιn, u) = α(β), (e 13.158)
dist(Φ†ϕ, u ◦ JC(T)⊗A˜cu ◦ β(sj), λ(sj)) < σ, j = 1, 2, ...,m. (e 13.159)
Proof. Let ε > 0, F ⊂ A, P ⊂ K(A), and {s1, s2, ..., sm} be given. We may assume that F is in
the unit ball of A. By 13.15, there exists η > 0 and an integer N ≥ 1 satisfying the conclusion
of 13.15 for ε/2, F and P. We may assume that F ⊂ AN .
We may assume that [Φϕ′,u′ ]|P is well-defined and
[Φϕ′,u′ ]|P = [Φϕ′′,u′′ ]|P , (e 13.160)
if ‖[ϕ′(a), u′]‖ < ε and ‖ϕ′(a) − ϕ′′(a)‖ < ε and ‖u′ − u′′‖ < ε, for any homomorphisms
ϕ′, ϕ′′ : AN → B and any unitaries u′, u′′ ∈ B˜, or
Bott(ϕ′, u′)|P = Bott(ϕ′′, u′′)|P . (e 13.161)
Choose s¯i ∈ K0(An) such that [ιn](s¯i) = si, 1, 2, ..., k. LetG1 be the subgroup ofK0(A) generated
by si (1 ≤ i ≤ k). Let α ∈ HomΛ(K(An),K(B)) (n = N) and ϕ : A→ B be as in 13.15 so that
(e 13.156) holds.
By 13.15, there is a unitary u1 ∈ CU(B˜) which satisfies the conclusion of 13.15 for ε/2, F
and P. In particular,
Bott(ϕ ◦ ιn, u1) = α(β). (e 13.162)
Without loss of generality, we may assume that Φ†ϕ,u1 is well defined on J
C(T)⊗A˜
cu ◦β(G0). Thus,
by (e 13.162), for j = 1, 2, ...,m,
ΠB˜cu ◦ Φ†ϕ,u1 ◦ JC(T)⊗Acu ◦ [ιn] ◦ β(s¯j) = α(β(s¯j). (e 13.163)
Let ea ∈ A be a strictly positive element of A with ‖ea‖ = 1. Since A has continuous scale,
without loss of generality, we may assume that
min{inf{τ(ea) : τ ∈ T (A)}, inf{τ(f1/2(ea)) : τ ∈ T (A)}} > 3/4. (e 13.164)
Let T : A+ \ {0} → N× R+ \ {0} be given by Theorem 5.7 of [15].
Note that B has continuous scale and ϕ maps strictly positive elements to strictly positive
elements. Since τ ◦ ϕ ∈ T (A) for all τ ∈ T (B), we have
τ ◦ ϕ(f1/2(ea)) > 3/4 for all τ ∈ T (B). (e 13.165)
By 5.7 of [15], ϕ is exactly T -H′-full for any finite subset H′ ⊂ A1+ \ {0}.
We will apply 5.3 of [23] (see the earlier part of the proof of 13.14). Fix a finite subset G ⊂ A,
a finite subset H0 ⊂ A1+ \ {0}, a finite subset H1 ⊂ As.a., a finite subset Q0 ⊂ K(A), a finite
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subset U ⊂ U(A˜), ε0 > 0, η1 > 0 and η2 > 0. We may assume that U = {αi · 1A˜ + yi : αi ∈
T, yi ∈ A, 1 ≤ i ≤ k1}. We assume that P ⊂ Q0. We may write that u1 = 1+x for some normal
element x ∈ A.
Let eB ∈ B+ be a strictly positive element. Choose n0 ≥ 1 such that
‖f1/n0(eB)ϕ(a)f1/n0(eB)− ϕ(a)‖ < min{ε0/32, η2, σ/4} (e 13.166)
for all a ∈ G ∪ {y1, y2, .., yk1} and (e 13.167)
‖(1 + f1/n0(eB)xf1/n0(eB))− u1‖ < min{ε/16, ε0/16, σ/4}. (e 13.168)
Put B1 = f1/n0(eB)Bf1/n0(eB). There exists x1 ∈ B1 such that
1 + x1 ∈ U(B˜) and ‖(1 + x1)− u1‖ < min{ε/16, ε0/16, σ/4}. (e 13.169)
Choose b ∈ (1B˜ − f1/(n0+2)(eB))B(1B˜ − f1/(n0+2)(eB))+ with ‖b‖ = 1 and let B0 = bBb. We
assume that dτ (b) < η1 for all τ ∈ T (B). Moreover, we may assume that B0 has continuous
scale. Note that B0B1 = 0. Put σ0 = inf{dτ (b) : τ ∈ T (B)} > 0.
Define λ0 = λ − Φ†ϕ,u1 ◦ JC(T)⊗A˜cu ◦ β|G0 . By the assumption ΠB˜,ucu ◦ λ = α(β)|G0 and by
(e 13.163), ΠB˜,ucu ◦ λ0 = 0. Therefore λ0 maps G0 into Aff(T (B))ι/ρB˜(K0(B˜)). By applying
Lemma 13.9, we obtain a homomorphism ϕ0 : A→ B0 and a unitary u0 ∈ CU(B˜0) such that
‖[ϕ0(a), u0]‖ < ε/2 for all a ∈ F , (e 13.170)
[Φϕ0,u0 ]|Q0∪β(Q0) = 0 in KL(AT, B), (e 13.171)
ϕ†0|JAcu(K1(A)) = 0 and (e 13.172)
dist((Φϕ0,u0)
†(β(si)), λ0(si))) < σ · σ0/4. (e 13.173)
Define ϕ1 : A→ B by ϕ1(a) = f1/n0(eB)ϕ(a)f1/n0(eB)+ϕ0(a) for all a ∈ A and u2 = 1B˜ +x1+
x0 ∈ B˜. Note that, since B0B1 = 0, u2 is a unitary. As in the end of the proof of 13.14, we may
choose u so that it is in CU(B˜). We compute that, for 1 ≤ j ≤ m,
Φ†ϕ1,u2 ◦ JC(T)⊗A˜cu ◦ β(sj) ≈σ/4 Φ†ϕ,u1 ◦ JC(T)⊗A˜cu ◦ β(sj) + Φ†ϕ0,u0 ◦ JC(T)⊗A˜cu ◦ β(sj). (e 13.174)
Also ϕ1 is G-ε0-multiplicative. Without loss of generality, we may assume that
τ ◦ f1/2(ϕ1(ea)) > 3/8 for all τ ∈ T (B). (e 13.175)
Therefore, with sufficiently small ε0 and large G, by 5.7 of [15], ϕ1 is exactly T -H0-full.
Note that
[ϕ1]|Q0 = [ϕ]|Q0 , (e 13.176)
dist(ϕ†(x), ϕ†1(x)) < η2 and (e 13.177)
|τ ◦ ϕ1(c) − τ ◦ ϕ(c)| < η1 for all c ∈ H1. (e 13.178)
Since Q0, H0, U , ε0, η1, and η2 are arbitrarily chosen, so we choose in such a way so that 5.3 of
[23] can be applied for ε/2 and F . By applying 5.3 of [23], we obtain a unitary w ∈ B˜ such that
‖w∗ϕ1(a)w − ϕ(a)‖ < ε/2 for all a ∈ F . (e 13.179)
We then choose u = w∗u2w. Moreover, we may assume that P ⊂ Q0. Note that Φϕ,u = Adw ◦
Φϕ1,u1 . Note that, by (e 13.171),
[Φϕ,u]|P = [Φϕ1,u1 ]|P . (e 13.180)
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It follows from (e 13.173) and (e 13.174) that
dist(Φ†ϕ, u ◦ JC(T)⊗A˜cu ◦ β(sj), λ(sj)) < σ, j = 1, 2, ...,m. (e 13.181)
By (e 13.180) and the choice of u1,
Bott(ϕ, u)|P = Bott(ϕ, u1)|P = α(β)|P . (e 13.182)
Lemma follows.
14 Maps to the mapping tori
Lemma 14.1. Let A be a C∗-algebra, a1, a2 ∈ A+ such that a1 + a2 = p is a projection,
and let b1, b2 ∈ A1+ with b1b2 = 0 and let 1/4 > δ > 0. Suppose that, for any ε > 0, there
are x1, x2 ∈ A1 such that x1x∗1 ≈ε a1, x2x∗2 ≈ε a2, x∗1x1fδ(b1) = fδ(b1)x∗1x1 = x∗1x1 and
x∗2x2fδ(b2) = fδ(b2)x
∗
2x2 = x
∗
2x2 Then there is v ∈ A such that v∗v = p and vv∗ ≤ fδ/2(b1 + b2).
Proof. Let 1/4 > ε > 0 and x1, x2 be as described. Put z = (x1 + x2). Then
z∗z = x∗1x1 + x
∗
2x2 + x
∗
1x2 + x
∗
2x1
≤ fδ(b1) + fδ(b2) + fδ(b1)x∗1x2fδ(b2) + fδ(b2)x∗2x1fδ(b1) ∈ Her(fδ(b1) + fδ(b2)).
Also
zz∗ = (x1 + x2)(x1 + x2)∗ = x1x∗1 + x2x
∗
2 + x1x
∗
2 + x2x
∗
1 = x1x
∗
1 + x2x
∗
2≈2εp. (e 14.1)
There is y ∈ pAp such that yzz∗y∗ = p. Then q := z∗y∗yz ≤ ‖y‖2z∗z ∈ Her(fδ(b1) + fδ(b2)).
Note that q is a projection and q ≤ fδ/2(b1 + b2).
One should note that A is not unital in the following statement.
Lemma 14.2. Let A be a non-unital and σ-unital C∗-algebra and B be a non-unital separable
amenable C∗-algebra. Let {en} be an approximate identity for A⊗B with the property that
en+1en = enen+1 = en
and ‖en+1−en‖ = 1 for all n, all n, and let {ak} be a sequence of orthogonal elements in (A⊗B)+
such that 0 < δ0 ≤ ‖ak‖ ≤ M for some M > 1 > δ0 > 0, one of ak is full in A ⊗ B, and such
that
∑∞
k=1 ak converges strictly to an element in M(A ⊗ B). Suppose also, for 0 < d < δ0/2,
there exists N ≥ 1 such that, when m ≥ N and k ∈ N,
em+k − em . fd(ak) in A⊗B. (e 14.2)
Then,
∑∞
k=1 ak is full in M(A⊗B). Moreover, there is a projection p ∈ π(fδ0/8(
∑∞
k=1 ak)) and
v ∈ M(A ⊗ B)/(A ⊗ B) such that v∗v = p and vv∗ = 1M(A⊗B)/(A⊗B), where π : M(A ⊗ B) →
M(A⊗B)/(A⊗B) is the quotient map.
Furthermore, suppose, in addition, that B is simple, and {ea,n} is an approximate identity
for A with ea,n+1ea,n = ea,n = ea,nea,n+1 and ‖ea,n+1 − ea,n‖ = 1, and suppose, for any j, j1 ∈ N
(with j < j1) and 0 < d < 1/4, and and any b ∈ B+ \ {0} with ‖b‖ = 1, there exists N ≥ 1 such
that, when m ≥ N, for any k ∈ N,
em+k − em . fd((ea,j1 − ea,j)⊗ b) in A⊗B. (e 14.3)
Then, for any c ∈ B+ \ {0}, 1A˜ ⊗ c is full in M(A⊗B).
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Proof. Let us first show that the “Furthermore” part follows from the first part of the statement.
Fix c ∈ B+\{0}.We may assume that ‖c‖ = 1. As the assumption, we have that ‖en+1−en‖ = 1
and ‖ea,j+1−ea,j‖ = 1 for all n and j. Put gn = (en+1−en) and ga,n = ea,n+1−ea,n, n = 1, 2, ....
Then, if |j − i| ≥ 2,
ga,jga,i = 0 and gjgi = 0. (e 14.4)
Let J ∈ M(A⊗ B) be the closed ideal generated by x := 1A˜ ⊗ c. Note that x 6∈ A⊗B. We
will show that 1 ∈ J.
Note that x =
∑∞
k=1 ga,2k−1⊗c+
∑∞
k=1 ga,2k⊗c ∈ J+\A⊗B. By choosing either n(k) = 2k or
n(k) = 2k−1, we have that∑∞k=1 ga,n(k)⊗ c ∈ J+ \A⊗B, ga,n(k)⊗ c 6= 0 and 0 ≤ ga,n(k)⊗ c ≤ 1,
where n(k+1) > n(k)+1. Since ‖ga,n(k)‖ = 1, we may further assume that there is 0 < δ0 < 1/2
such that ‖ga,n(k) ⊗ c‖ ≥ δ0.
Put ak = ga,n(k) ⊗ c. By the first part of the statement,
∑∞
k=1 ga,2k ⊗ c is full in M(A⊗B).
Similarly,
∑∞
k=1 ga,2k−1 ⊗ c is also full. It follows that x := 1A˜ ⊗ c = (
∑∞
k=1 ga,2k ⊗ c) +
(
∑∞
k=1 ga,2k−1 ⊗ c) is full in M(A⊗B).
It remains to show the first part of the statement.
Let y1 =
∑∞
k=1 a2k−1, y2 =
∑∞
k=1 a2k and y = y1 + y2. Note y1, y2 ≤ y. Now let J be the
closed ideal generated by y. By the assumption, there exists n0 ≥ 1 such that
m∑
n=n0+1
g2k . fδ0/2(a2)
for all m ≥ n0. By the induction, there is an integer nk > nk−1 such that
m∑
n=nk+1
g2k . fδ0/2(a2(k+1))
for all m ≥ nk. Let N1 = {n0 + 1, n0 + 2, · · · , n1}, N2 = {n1 + 1, n1 + 2, · · · , n2} · · · , Nk =
{nk−1 + 1, nk−1 + 2, · · · , nk}. In such a way, we get partition {n0 + 1, n0 + 2, ...} into finite
subsets N1, N2, .... (of consecutive integers) such that∑
j∈Nk
g2j . fδ0/2(a2k), k = 1, 2, .... (e 14.5)
Fix 1 > ε > 0. There are xk of the form r
∗
kfδ0/2(a2k)rk such that
‖xk −
∑
j∈Nk
g2j‖ < ε/2k+1 and ‖x1/2k −
∑
j∈Nk
g
1/2
2j ‖ < ε/2k+1. (e 14.6)
We may assume that 0 ≤ xk ≤ 1. Note that there are zk ∈ A ⊗ B such that zkz∗k = xk,
z∗kzk ≤ ‖rk‖2·fδ0/2(ak) and
z∗kzkfδ0/4(a2k) = fδ0/4(a2k)z
∗
kzk = z
∗
kzk. (e 14.7)
In particular, ziz
∗
j = 0, if k 6= j. Therefore
(
n∑
k=1
zk)(
n∑
k=1
zk)
∗ =
n∑
k=1
zkz
∗
k (e 14.8)
and {‖∑nk=1 zkz∗k‖} is bounded. It follows that {‖∑nk=1 zk‖} is bounded. It is then easy to
see that
∑n
k=1 zk converges in the left strict topology to the element z =
∑∞
k=1 zk in the left
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multiplier LM(A ⊗ B). To show that ∑nk=1 zk also converges strictly to z, it suffices to show
that, for each m, gm
∑∞
k=1 zk converges in norm to zero as N → ∞. Write zk = (zkz∗k)1/2uk.
Then
‖gm
∞∑
k=N
zk‖ ≤ ‖gm(
∞∑
k=N
zk −
∞∑
k=N
(
∑
j∈Nk
g
1/2
2j )uk)‖+ ‖gm
∞∑
k=N
(
∑
j∈Nk
g
1/2
2j )uk‖ (e 14.9)
≤ ‖
∞∑
k=N
‖x1/2k −
∑
j∈Nk
g
1/2
2j ‖+ ‖gm
∞∑
k=N
(
∑
j∈Nk
g
1/2
2j )uk‖ (e 14.10)
<
∞∑
k=N
ε/2k+1 + ‖gm
∞∑
k=N
(
∑
j∈Nk
g
1/2
2j )uk‖. (e 14.11)
However,
gm(
∞∑
k=N
(
∑
j∈Nk
(g
1/2
2k )uk) = 0 for all N > m+ 1.
One concludes that limN→∞ ‖gn
∑∞
k=N zk‖ = 0. Therefore z ∈M(A⊗B). On the other hand,
zfδ0/4(
∞∑
k=1
a2k) = (
∞∑
k=1
zk)(
∞∑
k=1
fδ0/4(a2k)) =
∞∑
k=1
zk = z. (e 14.12)
It follows that z ∈ J. But
‖zz∗ −
∑
k≥n0
g2k‖ < ε.
It follows that
∑∞
k=1 g2k ∈ J +A⊗B, as y2 ∈ J. Similarly,
∑∞
k=1 g2k−1 ∈ J +A⊗B. Therefore
1M(A⊗B) ∈ J +A⊗B. Suppose that ak0 is full in A⊗B. Since ak0 ≤
∑∞
k=1 ak, the closed ideal
generated by y contains A⊗B. Therefore ∑∞k=1 ak is full in M(A⊗B).
Note by (e 14.7), z∗zfδ0/4(y2) = fδ0/4(y2)z
∗z = z∗z. Symmetrically, we may assume that,
for some n′0 ≥ 1, and, for any ε > 0, there is z′ ∈ M(A ⊗ B) such that (z′)∗z′fδ0/4(y1) =
fδ0/4(y1)(z
′)∗z′ = (z′)∗z′ and ‖z′(z′)∗−∑n≥n0 g2k−1‖ < ε. Note that π(∑n≥n0 g2k+∑n≥n′0 g2k−1) =
1M(A⊗B)/A⊗B . Then the “Moreover” part follows from Lemma 14.1.
Lemma 14.3. Suppose that C and B0 are two separable C
∗-algebras such that B0 has property
(W). Let ϕ0, ϕ1 : C → B0 be two monomorphisms. Then Mϕ0,ϕ1 has property (W).
Proof. Let T : (B0)+ \ {0} → N × R+ \ {0} be a map so that there exists a sequence of
approximately multiplicative completely positive contractive linear maps ψn : B0 → W such
that, for any finite subset H ⊂ (B0)1+ \ {0}, ψn are exactly T -H-full for all n ≥ n0. Assume
T (b) = (N(b),M(b)), where N : (B0)+ \ {0} and M : (B0)+ \ {0} → R+ \ {0}. Note that
W ∼= W ⊗ Q, where Q is the universal UHF-algebra (see [16], for example). Therefore, for
any k(n) ∈ N, there is a homomorphism ϕ(k) : W ⊗Mk(n) → W which maps strictly positive
elements to strictly positive elements. Let eW ∈ W with ‖eW ‖ = 1 be a strictly positive element.
We assume that Nw×Mw :W+ \ {0} → N×R+ \ {0} be a map and f1/2(eW ) is Nw×Mw-full
in W, i.e., for any w ∈ W+ \ {0}, there are w1, w2, ..., wNw ∈ W with ‖wi‖ ≤Mw (1 ≤ i ≤ Nw)
such that
∑Nw
i=1 w
∗
i f1/2(eW )wi = w. Note, by Lemma 3.3 of [15], if ‖w′ − f1/16(eW )‖ < 1/32,
there is r ∈ W with ‖r‖ ≤ 2 such that
f1/2(eW ) = r
∗w′r. (e 14.13)
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Let a ∈ Mϕ0,ϕ1+ \ {0}. There is ta ∈ [0, 1] such that a(ta) ∈ B0+ \ {0}. Therefore, for all
sufficiently large n, there are y1, y2, ..., yN(a(ta)) with ‖yi‖ ≤ M(ata) (1 ≤ i ≤ N(a(ta))) such
that
N(a(ta))∑
i=1
y∗i a(ta)yi = f1/16(eW ). (e 14.14)
Choose δ(a) > 0 such that ‖a(ta) − a(t)‖ < 1/65(‖N(a(ta))‖max{‖M(a(ta))‖}), whenever
|ta − t| ≤ δ(a) (t ∈ [0, 1]). It follows that
‖
N(a(ta))∑
i=1
y∗i a(t)yi − f1/16(eW )‖ < 1/32. (e 14.15)
So, for all t ∈ [ta − δ(a), ta + δ(a)], there is r(t) ∈ W with ‖r(t)‖ ≤ 2 such that
N(a(ta))∑
i=1
r(t)∗y∗i a(t)yir(t) = f1/2(eW ). (e 14.16)
DefineN1 :Mϕ0,ϕ1+\{0} → N andM1 :Mϕ0,ϕ1+\{0} → R+\{0} byN1(a) := [NwN(a(ta))/δ(a)]+
1 and M1(a) : 2M
wN(a(ta)). Define TM :Mϕ0,ϕ1+ \ {0} by TM = (N1,M1).
Let {Fn} be an increasing sequence of A such that ∪∞n=1Fn is dense in A. Let {εn} be a
decreasing sequence of positive numbers such that
∑∞
n=1 εn < ∞. There are t0 = 0 < t1,n <
· · · tk(n),n = 1 such that ti,n − ti−1,n = 1/k(n) and
‖g(t) − g(tj)‖ < εn/2 for all t ∈ [ti−1,n, ti+1,n] and for all g ∈ Fn. (e 14.17)
Define Ψn :Mϕ0,ϕ1 →Mk(n)(W)
ϕk(n)→ W by
Ψn((a, g)) = ϕ
k(n)(diag(ψn ◦ π0(a), ψn ◦ π1(a), ψn ◦ πt1,n(g), ..., ψn ◦ πtk(n)−1,n(g))),
where πt :Mϕ0,ϕ1 → B0 is the point-evaluation at t ∈ [0, 1]. Fix a finite subset HM ⊂Mϕ0,ϕ1 . It
follows that {Ψn} is a sequence of approximately multiplicative completely positive contractive
linear maps from Mϕ0,ϕ1 which are eventually exactly TM -HM -full. In other words, Mϕ0,ϕ1 has
property (W).
14.4. Let B0 and C be two non-unital separable projectionless simple C
∗-algebras with stable
rank one, with T (B0) 6= ∅ and with continuous scale. Let ϕ0, ϕ1 : C → B0 be homomorphisms
which send strictly positive elements to strictly positive elements. It follows from [53] that there
is embedding jw :W → C which maps strictly positive elements to strictly positive elements.
Suppose that τ ◦ ϕ0 = τ ◦ ϕ1 for all τ ∈ T (B0). We also assume that B0 is Z-stable. Put
B =Mϕ0,ϕ1 .
Note that τ ◦ϕ0◦jw = τ ◦ϕ1◦jw. It follows that Cu∼(ϕ0◦jw) = Cu∼(ϕ1◦jw) (see [53]). Then,
by [53], ϕ0◦jw and ϕ1 ◦jw are approximately unitarily equivalent. Let {ew,n} be an approximate
identity forW such that ew,n+1ew,n = ew,n = ew,new,n+1. Then {ϕi ◦jw(ew,n)} is an approximate
identity for B0. It follows from Theorem 5.7 of [15] that there exists T0 :W+\{0} → N×R+\{0}
such that both ϕ0 ◦ jw and ϕ1 ◦ jw are exactly T0-H1-full for every finite subset H1 ⊂ W1+ \ {0}.
Put T = 2T0. Let {Fn} ⊂ W be an increasing sequence of finite subsets and {εn} is a decreasing
sequence of positive numbers such that
∑∞
n=1 εn <∞. Let Gn = {Fn} ∪ {ab : a, b ∈ Fn}. There
is, by [53], a sequence of unitaries un ∈ U0(B˜0) (see 3.2) such that
‖u∗nϕ1 ◦ jw(a)un − ϕ0 ◦ jw(a)‖ < εn for all a ∈ Gn. (e 14.18)
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Let {un(t) : t ∈ [1/2, 1]} be a continuous path of unitaries in B˜0 such that un(1/2) = un and
un(1) = 1. Define Φn :W → B =Mϕ1,ϕ2 by Φn(a) = (Ψn(a), jw(a)), where
Ψn(a) =
{
2(1/2 − t)ϕ0 ◦ jw(a) + 2tAdun ◦ ϕ1 ◦ jw(a) t ∈ [0, 1/2];
Adun(t) ◦ ϕ1 ◦ jw(a) t ∈ (1/2, 1].
(e 14.19)
Note that Ψn(a)(0) = ϕ0 ◦ jw(a) and Ψn(a)(1) = ϕ1 ◦ jw(a) for all a ∈ W. It follows that Ψn
is F-2εn-multiplicative. Therefore Φn is F-2εn-multiplicative. Moreover, if a ∈ W is a strictly
positive element, so is Φn(a) (in B). Fix a finite subset H ⊂ W1+ \ {0}. Then, for all sufficiently
large n, Φn is T -H-full.
Now we do not assume that B0 is Z-stable. However, B0 ⊗Z0 is Z-stable.
Consider B ⊗ Z0. Let ϕ′0, ϕ′1 : C ⊗ Z0 → B0 ⊗ Z0 be defined by ϕ′i = ϕi ⊗ idZ0 , i = 0, 1.
Then B ⊗ Z0 = Mϕ′0,ϕ′1 . Let Φ′n : W → Mϕ′0,ϕ′1 be as defined above (for ϕ′i instead of ϕi). Fix
an isomorphism J : B ⊗Z0 ⊗Z0 → B ⊗Z0.
Let jw,z : W → Z0 and jz,w : Z0 → W be embeddings which map strictly positive elements
to strictly positive elements (see, for example, 5.33 in section 5 and [53]) and let en := jw,z(ew,n).
Put Wn := Her(ew,n+1− ew,n) be the hereditary C∗-subalgebra of W and Zn := Her(en+1− en)
be the hereditary C∗-subalgebra of W and Z0, respectively. Then B ⊗ Z0 ⊗Wn and B′n :=
B⊗Z0⊗Zn are hereditary C∗-subalgebras of B⊗Z0⊗W and B⊗Z0⊗Z0, respectively. There
is an isomorphism jn : W → Wn. Define hn : B ⊗ Z0 ⊗ Z0 → B ⊗ Z0 ⊗Wn by hn(b ⊗ z) =
b ⊗ jn ◦ jz,w(z) for all b ∈ B ⊗ Z0 and z ∈ Z0 (n ∈ N). Define Ln,k : W → Bn := B ⊗ Zn by
Ln,k(a) = J ◦ hn ◦ Φn+k(a) for all a ∈ W.
Let ϕk,W :W →M(B ⊗Z0) be defined by
ϕk,even =
∞∑
n=1
L4n,k, ϕk,odd =
∞∑
n=1
L4n+2,k (e 14.20)
ϕk,W =
∞∑
n=1
L2n,k = diag(ϕk,even, ϕk,odd). (e 14.21)
Note that, for any finite subsetF ⊂ W and ε > 0, there exists kf,e ≥ 1 such that ϕk,W , ϕk,even, ϕk,odd
are F-ε-multiplicative for k ≥ kf,e. Also, for any a ∈ W+ \ {0}, Ln,k(a) is full in B ⊗ Z0 for
all sufficiently large n. Moreover, since limn→∞ ‖Φn(a)Φn(b) − Φn(ab)‖ = 0 for all a, b ∈ W,
π ◦ ϕk,W , π ◦ ϕk,even, π ◦ ϕk,odd are homomorphisms from W to M(B ⊗ Z0)/B ⊗ Z0, where
π :M(B ⊗Z0)→M(B ⊗Z0)/B ⊗Z0 is the quotient map.
It follows from the first part of Lemma 14.2 that π ◦ ϕk,even(a) and π ◦ ϕk,odd(a) are full in
M(B ⊗ Z0)/B ⊗ Z0 for all a ∈ W+ \ {0}, where π : M(B ⊗ Z0) → M(B ⊗ Z0)/B ⊗ Z0 is the
quotient map. This statement follows from Lemma 14.6 below.
We will keep these notation in the next four statements.
Lemma 14.5. Let C, B0 and B =Mϕ0,ϕ1 be as in 14.4.
Let {en} be an approximate identity of B such that en+1en = enen+1 = en and ‖en+1−en‖ =
1. Then, for any b ∈ (B ⊗ Z0)+ \ {0} such that τ(b) > 0 for all τ ∈ T (B ⊗Z0), there is N ≥ 1
such that
em+k − em . b for all m ≥ N and k ≥ 1. (e 14.22)
Proof. Recall, using notation in 14.4, B ⊗Z0 =Mϕ′0,ϕ′1 , and recall
Mϕ′0,ϕ′1 = {(f, c) ∈ C([0, 1], B0 ⊗Z0)⊕ C ⊗Z0) : ϕ′0(a) = f(0) and ϕ′1(a) = f(1)}.
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Since both C ⊗Z0 and B0 ⊗Z0 have continuous scale, a compactness argument shows that
η := inf{τ(b) : τ ∈ T (Mϕ′0,ϕ′1)} > 0. (e 14.23)
Moreover, that
t ◦ π′e(em)→ 1 and τ ◦ π′s(em)→ 1, as n→∞ (e 14.24)
for all t ∈ T (C ⊗ Z0) and τ ∈ T (B0 ⊗ Z0) and for all s ∈ (0, 1), where π′e : Mϕ′0,ϕ′1 → C ⊗ Z0
is the quotient map and π′s :Mϕ′0,ϕ′1 → B0 ⊗Z0 is the point-evaluation at s ∈ (0, 1). Since both
B0 ⊗ Z0 and C ⊗ Z0 have continuous scale, a standard compactness argument shows that, for
any η > 0, there exists n ≥ 1 such that
t ◦ π′e(em) > 1− η/2 and τ ◦ π′s(em) ≥ 1− η/2 (e 14.25)
for all m ≥ n, t ∈ T (C ⊗Z0), τ ∈ T (B0 ⊗Z0) and s ∈ (0, 1). Equivalently, for any k ∈ N,
t ◦ π′e(em+k − em) < η and τ ◦ π′s(em+k − em) < η for all m ≥ n. (e 14.26)
Then the conclusion follows from (e 14.26) and Theorem 3.5.
Recall that W ⊗Q ∼=W (see [16]).
Lemma 14.6. Let C, B0, ϕ0, ϕ1 : C → B0 and the mapping torus B = Mϕ0,ϕ1 be as in
14.4. Let a ∈ W+ with ‖a‖ = 1 and e ∈ Q be non-zero projection. Then there is a unitary
U ∈M2(M(B ⊗Z0)/B ⊗Z0)) such that
U∗diag(1, 0)U ∈ Her(π ◦ ϕk,odd(f1/8(a⊗ e))). (e 14.27)
Proof. By the construction, τ(Ln,k(f1/4(a))) > 0 for all n, k and for all τ ∈ T (B⊗Z0). It follows
from Lemma 14.5 and 14.2 that there is a partial isometry v ∈M(B ⊗Z0)/B ⊗Z0 such that
vv∗ = 1M(B⊗Z0)/B⊗Z0 and v
∗v ≤ f1/8(π ◦ ϕk,odd(a)). (e 14.28)
Let V = diag(v, v∗). Then
V ∗diag(1, 0)V ≤ f1/8(π ◦ ϕk,odd(a)). (e 14.29)
Put v∗v = p. Choose U =
(
v 0
1− p v∗
)
. Then U is a unitary in M2(M(B ⊗ Z0)/B ⊗Z0) such
that
U∗diag(1, 0)U = V ∗diag(1, 0)V ≤ f1/8(π ◦ ϕk,odd(a)).
Lemma 14.7. Let C, B0, B ϕ0, ϕ1 : C → B0 and ϕk,odd : W → M(B ⊗ Z0) be as in 14.4.
Let ψ1, ψ2 :W →M(B ⊗Z0)/B ⊗ Z0 be homomorphisms. Then, for any ε > 0, and any finite
subset F ⊂ W, there exists a uniary U ∈M8(M(B ⊗Z0)) such that (for any k), for all a ∈ F ,
‖π(U)∗diag(ψ1(a), π ◦ ϕk,odd(a))π(U) − diag(ψ2(a), π ◦ ϕk,odd(a))‖ < ε (e 14.30)
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Proof. Let T :W+ \ {0} → N×R \ {0} be a map such that idW is exactly T -W+ \ {0}-full. Let
G ⊂ W (and δ > 0), and H ⊂ W+ \ {0}), and integer K ≥ 1 be given by Corollary 3.15 of [16]
for ε (and A =W).
We will writeW =W⊗Q. Fix a strictly positive element eW ∈ W1+ and let e1, e2, ..., eK ∈ Q
be equivalent projections such that
∑K
i=1 ei = 1Q. Let bi = π ◦ ϕk,odd(eW ⊗ ei), i = 1, 2, ..,K.
There is, by Lemma 14.6, a unitary W1 ∈M2(M(B ⊗Z0)/B ⊗Z0) such that
W1 =
(
v 0
1− p v∗
)
and W ∗1 diag(1, 0)W1 := p ≤ f1/8(b1). (e 14.31)
Put D0 := Her(b1),D1 := Her(π ◦ ϕk,odd(eW ⊗ 1Q)) ⊂ M(B ⊗ Z0)/B ⊗ Z0. There is a unitary
Vi ∈ D˜1 such that V ∗i b1Vi = bi, i = 1, 2, ...,K. Put Ψ0 : W → D1 by Ψ0(a) = π ◦ ϕk,odd(a ⊗ e1)
for all a ∈ W. To obtain the result, without loss of generality, we may write π ◦ ϕk,odd(a) =
diag(Ψ0(a),Ψ0(a), ...,Ψ0(a)) (for all a ∈ W, and where Ψ0(a) repeats K times) from W to
MK(D0), and viewing AdW1 ◦ ψi (i = 1, 2) as homomorphisms from W to D0. Note, by
Lemma 14.6, Ψ0 is T -W+ \ {0}-full. Applying Corollary 3.15 of [16], we obtain a unitary
W2 ∈MK+1(D0)∼ such that, for all a ∈ F ,
W ∗2 diag(AdW1 ◦ ψ1(a),Ψ0(a))W2 ≈ε/2 diag(AdW1 ◦ ψ2(a),Ψ0(a)), (e 14.32)
where Ψ0(a) = diag(Ψ0(a),Ψ0(a), ...,Ψ0(a)) (Ψ0(a) repeats K times. RegardingMK(D0) as C
∗-
subalgebra of M(B⊗Z0)/B⊗Z0). Then, one obtains a unitary W3 ∈M2(M(B⊗Z0)/B⊗Z0)
such that
W ∗3 diag(AdW1 ◦ ψ1(a), π ◦ ϕk,odd(a))W3 ≈ε diag(AdW1 ◦ ψ2(a), π ◦ ϕk,odd(a)). (e 14.33)
Set W4 = diag(1,W0, 1)
∗ · diag(W1, 12)diag(1,W0, 1) ∈ M4(M(B ⊗Z0)/B ⊗Z0), where
W0 =
(
0 1
1 0
)
. ThenW ∗4 diag(ψi(a), π◦ϕk,odd(a), 0, 0)W4 = diag(AdW1◦ψi(a), π◦ϕk,odd(a), 0, 0).
Set W5 =W4diag(W3, 12)W
∗
4 . ThenW5 is a unitary in M4(M(B⊗Z0)/B⊗Z0) such that (iden-
tifying diag(⋆, ⋆, 0, 0) with diag(⋆, ⋆))
W ∗5 diag(ψ1(a), π ◦ ϕk,odd(a))W5 ≈ε diag(ψ2(a), π ◦ ϕk,odd(a)) (e 14.34)
Let W6 = diag(W5,W
∗
5 ). By replacing W5 by W6, we may assume that there exists a unitary
U ∈M8(M(B ⊗Z0)) such that, for all a ∈ F ,
‖π(U)∗diag(ψ1(a), π ◦ ϕk,odd(a))π(U) − diag(ψ2(a), π ◦ ϕk,odd(a))‖ < ε. (e 14.35)
Proposition 14.8 (cf.10.5 of [23]). Let B0 and C be non-unital separable simple stably projec-
tionless C∗-algebra with stable rank one, with T (B0) 6= ∅ and with continuous scale. Suppose
ϕ0, ϕ1 : C → B0 are homomorphisms which map strictly positive elements to strictly positive
elements such that τ ◦ϕ0 = τ ◦ϕ1 for all τ ∈ T (B0). Put B =Mϕ0,ϕ1 . Fix an integer k0 ≥ 1. Let
jw,z : W → Mk0(Z0) be an embedding which maps strictly positive elements to strictly positive
elements and d : Z0 → C · 1Mk0(B˜) ⊗ Z0 ⊂ Mk0(B˜ ⊗ Z0) ⊂ M(Mk0(B ⊗ Z0)) be the embedding
defined by d(z) = 1⊗ z for all z ∈ Z0.
Let ε > 0 and F ⊂W be a finite subset. Then there are integer k ≥ 1, K ≥ 1 and a unitary
u ∈MK+1(M(Mk0(B ⊗Z0))) such that
‖u∗(dK ◦ jw,z(a), 0)u − (dK ◦ jw,z(a)⊕ ϕk,odd(a))‖ < ε for all a ∈ F ,
where
dK(z) = diag(
K︷ ︸︸ ︷
d(z), d(z), ..., d(z)) for all z ∈ Z0.
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Proof. Keep in mind that B0 has continuous scale. So B0 ⊗ Z0 also has continuous scale. Put
ϕ′i = ϕi⊗ idZ0 : C⊗Z0 → B0⊗Z0. Then Mϕ0,ϕ1⊗Z0 =Mϕ′0,ϕ′1 . Moreover, B0⊗Z0 is Z-stable.
Since W is simple and d ◦ jw,z maps a strictly positive element to that of C · 1Mk0 (B˜) ⊗ Z0
which is not in Mk0(B ⊗Z0). Moreover by 14.2, d ◦ jw,z(a) is full in M(Mk0(B ⊗Z0)) for every
a ∈W+ \ {0}. There is a map T : W+ \ {0} → N×R+ \ {0} such that d ◦ jw,z is T -W+ \ {0}-full
in M(Mk0(B ⊗Z0)).
Let K ≥ 1 be the integer required by Cor. 3.16 of [16] for ε/2 (in place of ε), F and
T. Applying Cor. 3.16 of [16], one obtains (note that M(Mk0(B ⊗ Z0)) is unital), a unitary
v ∈MK+1(M(Mk0(B ⊗Z0))) such that
‖u∗(dK ◦ jw,z(a), 0)u − (dK ◦ jw,z(a)⊕ ϕk,odd(a))‖ < ε for all a ∈ F .
Theorem 14.9. Let A be a non-unital separable amenable C∗-algebra. Let ε > 0 and F ⊂ A
be finite subset.
There exists δ > 0 with δ < ε/2, a finite subset G ⊂ A with F ⊂ G and an integer K ≥ 1
satisfying the following: For any G-δ-multiplicative completely positive contractive linear map
ϕ : A→Mk(B˜ ⊗Z0) for any B, a mapping torus, as in 14.8 (and any integer k ≥ 1) such that
if there are homomorphisms ψz,w : Mk(Z0) → W and ψw,z : W → Mk(C · 1B˜ ⊗ Z0) ∼= Mk(Z0)
which map strictly positive elements to strictly positive elements such that
‖π ◦ (ϕ(a)) − (ψw,z ◦ ψz,w ◦ π ◦ (ϕ(a))‖ < δ for all a ∈ G,
where π :Mk(B˜ ⊗Z0)→Mk(C · 1B˜ ⊗Z0) is the quotient map,
then there exists an F-ε-multiplicative completely positive contractive linear map L0 : A →
M8(K+2)(Mk(B⊗Z0)) and an F-ε-multiplicative completely positive contractive linear map L1 :
A→M8(K+2)(Mk(B˜ ⊗Z0)) such that L0(A) ⊥ L1(A) and
‖(L0(a) + L1(a))− (ϕ(a) ⊕ dK+1 ◦ s ◦ ϕπ(a))‖ < ε for all a ∈ F ,
(viewing (ϕ(a)⊕ dK+1 ◦ s ◦ ϕπ(a)) as an element in M8(K+2)(Mk(B˜ ⊗Z0)), where ϕπ = ψw,z ◦
ψz,w ◦ π ◦ ϕ, s :Mk(C · 1B˜ ⊗Z0)→Mk(B˜ ⊗Z0) is the nature embedding, and such that L0 and
L1 are of the following forms:
L0(a) = p
1/2
m (ϕ(a) ⊕ dK+1 ◦ s ◦ ϕπ(a))p1/2m for all a ∈ A
for some m ≥ m0, where {pm} is an approximate identity for M8(K+2)(Mk(B ⊗Z0)) and, there
are G-δ-multiplicative completely positive contractive linear map L0,0 : A → W and L0,0(F)-
ε/2-multiplicative completely positive contractive linear map Lw,b : W →M8(K+2)(Mk(B˜⊗Z0))
such that L1 = Lw,b ◦ L00.
Proof. The proof is almost identical to that of 10.7 of [23]. Fix 1/2 > ε > 0 and a finite subset
F ⊂ A. We may assume that F ⊂ A1. Let
G = {ab : a, b ∈ F} ∪ F . Let {en} ⊂Mk(B) be as an approximate identity as described in 14.4.
Let δ1 > 0 (in place δ) be in 10.6 of [23] for ε/64.
Let δ = min{δ1/212, ε/212}. We view Mk(B˜ ⊗ Z0) as a C∗-subalgebra of M(Mk(B ⊗ Z0)).
Suppose that ϕ : A → Mk(B˜ ⊗ Z0) is G-δ-multiplacative completely positive contractive linear
map. Suppose that there are homomorphisms ψz,w :Mk(Z0)→W and ψw,z :W →Mk(C ·1B˜⊗
Z0) such that
‖π ◦ ϕ(a) − (ψw,z ◦ ψz,w ◦ π ◦ (ϕ(a)))‖ < δ for all a ∈ G. (e 14.36)
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Recall that ϕπ = ψw,z ◦ψz,w ◦π ◦ϕ. Put ϕW = ψz,w ◦π ◦ϕ. Thus ψw,z ◦ϕW = ϕπ. Let K be the
integer in 14.8 associated with δ (in place of ε) and ϕW (G) (in place of F).
By applying 14.7, a unitary U1 ∈M8(K+2)(M(Mk(B ⊗Z0))) such that (for some large k0)
Π(U1)
∗diag(π ◦ ϕk0,W (ϕW (a)))Π(U1) ≈δ diag(dK+1 ◦ ψw,z ◦ ϕW (a)),Π ◦ ϕk0,odd(ϕW (a))(e 14.37)
for all a ∈ G, where Π :MK+2(M(Mk(B⊗Z0)))→MK+2(M(Mk(B⊗Z0)))/MK+2(Mk(B⊗Z0))
is the quotient map.
Let s :Mk(C · 1B˜ ⊗Z0)→Mk(B˜ ⊗Z0) be the embedding such that
π ◦ s(a) = a for all a ∈Mk(C · 1B˜ ⊗Z0).
Consider L1,1 : A→Mk(B˜⊗Z0) defined by L1,1 = ϕk0,W ◦ϕW and L′1,0 : A→MK+2(Mk(B˜⊗
Z0)) defined by
L′1,0(a) = diag(d
′
K+1 ◦ s ◦ ψw,z ◦ ϕW (a)), ϕk0,odd(ϕW (a)) for all a ∈ A,
where d′m(c) := diag(
m︷ ︸︸ ︷
c, c, ..., c). By 14.8, there is another unitary U2 ∈MK+2(M(Mk(B ⊗Z0)))
such that
‖U∗2L′1,0(a)U2 − d′K+1 ◦ s ◦ ψw,z ◦ ϕW (a)‖ < δ for all a ∈ G. (e 14.38)
Define L1,0 : A→MK+1(Mk(B˜ ⊗Z0)) by
L1,0(a) = d
′
K+1 ◦ s ◦ ϕπ(a) for all a ∈ A.
Put Φ = ϕ⊕ d′K+1 ◦ s ◦ϕπ and U = U1U2. By (e 14.37) and (e 14.38), for each a ∈ G, there exist
b(a), b′(a) ∈M8(K+2)(Mk(B ⊗Z0)) with ‖b(a)‖, ‖b′(a)‖ ≤ 1 such that
‖U∗L1,1(a)U − L1,0(a) + b(a)‖ < 2δ and (e 14.39)
‖U∗L1,1(a)U −Φ(a) + b′(a)‖ < 2δ for all a ∈ G. (e 14.40)
Put e¯n = diag(
8(K+2)︷ ︸︸ ︷
en, en, ..., en), n = 1, 2, .... Let pn = U
∗e¯nU, n = 1, 2, .... Then {pn} is an
approximate identity for M8(K+2)(Mk(B ⊗Z0)). Let S = N \ {4n, 4n− 1 : n ∈ N}. If m ∈ S,
(1− pm)(p4n − p4n−1) =
{
(p4n − p4n−1) if m < 4n − 1;
0 if m > 4n
and (e 14.41)
pm(1− pm)(p4n − p4n−1) = 0 for all m ∈ S. (e 14.42)
(Here 1− pm := 1M8(K+2) − pm.) There is N ≥ 1 such that, for any m ≥ N and m ∈ S,
‖(1− pm)(U∗L1,1(a)U)− (1− pm)L1,0(a)‖ < 4δ, (e 14.43)
‖(U∗L1,1(a)U)(1 − pm)− L1,0(a)(1 − pm)‖ < 4δ (e 14.44)
‖(1− pm)(U∗L1,1(a)U)− (1− pm)Φ(a)‖ < 4δ and (e 14.45)
‖(U∗L1,1(a)U)(1 − pm)− Φ(a)(1− pm)‖ < 4δ for all a ∈ G. (e 14.46)
Note that, by the construction of ϕk0,W and (e 14.42),
(1− pm)(U∗L1,1(a)U) = (U∗L1,1(a)U)(1 − pm) (e 14.47)
= (1− pm)(U∗L1,1(a)U)(1 − pm) for all a ∈ A. (e 14.48)
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It follows from (e 14.43), (e 14.44), (e 14.45), (e 14.46) and (e 14.47), for all m ≥ N and m ∈ S,
‖pmΦ(a)− Φ(a)pm‖ < 8δ and ‖(1− pm)L1,0(a)− L1,0(a)(1 − pm)‖ < 8δ (e 14.49)
for all a ∈ G. By the choice of δ1 and 10.6 of [23], for all a ∈ G,
‖p1/2m Φ(a)p1/2m − pmΦ(a)‖ < ε/64 and (e 14.50)
‖(1− pm)1/2L1,0(a)(1 − pm)1/2 − (1− pm)L1,0(a)‖ < ε/64. (e 14.51)
Moreover, the map a 7→ (1−pm)(U∗L1,1(a)U) is a G-δ-multiplicative. By (e 14.51) and (e 14.43),
a→ (1− pm)1/2L1,0(a)(1 − pm)1/2 is F-ε-multiplicative. Define
L(a) = pmΦ(a) + (1− pm)(U∗L1,1(a)U) for all a ∈ A.
Then, by (e 14.43),
‖L(a) − Φ(a)‖ < 4δ for all a ∈ G. (e 14.52)
Consequently,
‖L(ab) − L(a)L(b)‖ < 8δ for all a, b ∈ G. (e 14.53)
We compute that
L(ab) = pmΦ(ab) + (1− pm)(U∗L1,1(ab)U) for all a, b ∈ A, (e 14.54)
and, for all a, b ∈ G, by (e 14.42), (e 14.48) and (e 14.49),
L(a)L(b) = (pmΦ(a) + (1− pm)(U∗L1,1(a)U))(pmΦ(b) + (1− pm)(U∗L1,1(b)U))
= pmΦ(a)pmΦ(b) + ((1− pm)((U∗L1,1(a)U))(1 − pm)(U∗L1,1(b)U))
≈8δ+δ pmΦ(a)Φ(b)pm + (1− pm)(U∗L1,1(ab)U).
Combining this with (e 14.54), (e 14.53)
‖pmΦ(ab)− pmΦ(a)Φ(b)pm‖ < 8δ + 8δ + δ = 17δ for all a, b ∈ G. (e 14.55)
Therefore (see 10.6 of [23])
‖p1/2m Φ(ab)p1/2m − p1/2m Φ(a)p1/2m p1/2m Φ(b)p1/2m ‖ < 17δ + 3ε/64 < ε/16. (e 14.56)
Define L0(a) = p
1/2
m Φ(a)p
1/2
m and L1(a) = (1 − pm)1/2(U∗L1,1(a)U)(1 − pm)1/2. It follows from
(e 14.42) and m ∈ S, that the images of L0 and L1 are mutually orthogonal. By (e 14.52) and
the choice of δ1, we finally have
‖(L0(a) + L1(a))− Φ(a)‖ < ε for all a ∈ F .
Let L00 = ϕ
W : A → W and Lw,b : W → M8(K+2)(Mk(B˜ ⊗ Z0)) be defined by Lw,b(b) =
(1− pm)1/2(d′K ◦ s ◦ ψw,z(b))(1 − pm)1/2 for b ∈ W. Then L1 = L00 ◦ Lw,b.
Theorem 14.10. Let A be a non-unital separable amenable C∗-algebra which satisfies the UCT
which has the property (W) and let B be a separable C∗-algebra as in 14.8. For any α ∈
KL(A,B), there exists an asymptotic sequential morphism {ϕn} from A into B ⊗Z0 ⊗K such
that
[{ϕn}] = α.
149
Proof. Let P ⊂ K(A) be a finite subset. Let ε > 0 and F ⊂ A be a finite subset. We assume
that, any F-ε-multiplicative completely positive contractive linear map L from A, [L]|P is well-
defined.
If follows from 10.2 of [23] that there exist sequences of approximately multiplicative com-
pletely positive contractive linear maps Φn : A→ B∼⊗Z0 ⊗K and Ψn : A→ C · 1B∼ ⊗Z0 ⊗K
such that, for any finite subset Q ⊂ K(A),
[Φn]|Q = α|Q + [Ψn]|Q
for all sufficiently large n, where Ψn = s◦π◦Φn (without loss of generality) and π : B∼⊗Z0⊗K →
C · 1B∼ ⊗Z0 ⊗K be the quotient map. Fix a sufficiently large n.
Let {ei,j} be a system of matrix unit for K and let E be the unit of the unitization of
1B∼ ⊗ Z0. By considering maps a 7→ (E ⊗
∑k
i=1 ei,i)Φn(a)(E ⊗
∑k
i=1 ei,i) and maps a 7→ (E ⊗∑k
i=1 ei,i)Ψn(a)(E ⊗
∑k
i=1 ei,i), without loss of generality, we may assume that the image of Φn
is in Mk(B
∼ ⊗Z0) and that of Ψn is also in Mk(C · 1B∼ ⊗Z0) for some sufficiently large k.
Define ı⊛ : B∼ ⊗ Z0 ⊗ K → B∼ ⊗ Z0 ⊗ K by defining ı⊛(b ⊗ z ⊗ k) = b ⊗ j⊛(z) ⊗ k for all
b ∈ B∼, z ∈ Z0 and k ∈ K, where j⊛ : Z0 → Z0 is an automorphism such that j∗0 = −id|K0(Z0)
as defined in 8.13 of [23]. Note that
s ◦ π(Φn ⊕ s ◦ π ◦ i⊛ ◦Φn) = Ψn ⊕ s ◦ π ◦ i⊛ ◦ Φn.
Let δ > 0 and let G ⊂ A be a finite subset.
It follows from virtue of 8.14 of [23], replacing Φn by Φn ⊕ s ◦ π ◦ i⊛ ◦ Φn and replacing Ψn
by Ψn ⊕ s ◦ π ◦ i⊛ ◦ Φn, and by implementing a unitary in unitization of Mk(C · 1B∼ ⊗Z0), we
may assume that
‖π ◦ Φn(g) − ϕw,z ◦ ϕz,w ◦ π(Φn(a))‖ < δ for all g ∈ G.
and Ψn factors through W, in particular, [Ψn]|P = 0. In other words,
[Φn]|P = α|P . (e 14.57)
By applying 14.9, we obtains an integer K ≥ 1, F-ε-multiplicative completely positive con-
tractive linear maps L0,n : A → M8(K+2)k(B ⊗ Z0), L1,n : A → M8(K+2)k(B∼ ⊗ Z0) and
L2,n : A→M(K+1)k(B∼ ⊗Z0) such that
‖L0,n(a)⊕ L1,n(a)− Φn(a)⊕ L2,n(a)‖ < ε for all a ∈ F , (e 14.58)
where L1,n and L2,n factor through W. In particular,
[L1,n]|P = [L2,n]|P = 0. (e 14.59)
It follows that, using (e 14.57) and (e 14.58)
[L0,n]|P = α|P . (e 14.60)
Choose ϕn = L0,n (for all sufficiently large n).
Corollary 14.11. Let A be a non-unital separable amenable C∗-algebra which satisfies the UCT
which has the property (W) and let B be a separable C∗-algebra as in 14.8 which is Z-stable.
For any α ∈ KL(A,B), there exists a sequence of completely positive contractive linear map
maps ϕn : A→ B ⊗Mk(n) (for some increasing sequence {k(n)}) such that
[{ϕn}] = α.
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Proof. It follows from 14.10 that there exists a sequential morphism {ψn} from A into B⊗Z0⊗K
such that [{ψn}] = κ−1Z0 ◦ α (see 12.4 and 12.5 of [23] with C = B). Note, by 14.3, B has the
property (W). Let {Ψn} be a sequential morphism from B⊗Z0 to B⊗K such that [{Ψ}] = κZ0
given by 12.5 of [23]. Define ϕn = Ψk(n) ◦ ψn for a choice of {k(n)}. Then {ϕn} meets the
requirement.
15 Stable homotopy
Let us state the following non-unital version stable uniqueness theorem.
Theorem 15.1. Let C be an amenable separable C∗-algebra which satisfies the UCT. For any
ε > 0 and any finite subset F ⊂ C, there exists a finite subset G ⊂ C, δ > 0, and a finite subset
P ⊂ K(C) satisfying the following condition: Suppose that M ×N : C+ \ {0} → R+ \ {0} × N
is a map, and, if A is a σ-unital C∗-algebra with the property that there is an embedding
jc,A : C → A such that jc,A(c) is (M(c), N(c))-uniformly full in A for all c ∈ C+ \ {0} (see
Definition 5.5 of [15]), and if ϕ1, ϕ2 : C → A are two G-δ-multiplicative completely positive
contractive linear maps such that
[ϕ1]|P = [ϕ2]|P , (e 15.1)
then there exist an integer K ≥ 1 and a unitary U ∈ U(MK+1(A))∼ such that, for all c ∈ F ,
‖AdU ◦ diag(ϕ1(c), jc,A(c) ⊗ 1K)− diag(ϕ2(c), jc,A(c)⊗ 1K)‖ < ε. (e 15.2)
Proof. The proof is known and a number of versions have appeared. For this non-unital version,
we will apply, for example, Theorem 3.11 of [16]. This application is essentially the same as that
of Theorem 9.2 of [37] and that of Theorem 4.15 of [23]. We will be brief.
Suppose that the conclusion is false. We then obtain a positive number ε0 > 0, a finite
subset F0 ⊂ A, a sequence of finite subset Pn ⊂ K(C) with Pn ⊂ Pn+1 and ∪nPn = K(C), a
sequence of C∗-algebra An and sequences of completely positive contractive linear maps {L(1)n }
and {L(2)n } from C to An such that
lim
n→∞ ‖L
(i)
n (ab)− L(i)n (a)L(i)n (b)‖ = 0 for all a, b ∈ C, (e 15.3)
[L(1)n ]|Pn = [L(2)n ]|Pn and (e 15.4)
inf{sup{‖u∗ndiag(L(1)n (c),Ψ(k)c,a,n(c))un − diag(L(2)n (c),Ψ(k)c,a,n(c))‖ : c ∈ F0} ≥ ε0, (e 15.5)
where Ψ
(k)
c,a,n(c) = jc,An(c)⊗1k, and where infimum is taken among all integers k, and all possible
unitaries in Mk+1(A)
∼. We assume that, for each n, [L(j)n ]|Pn is well defined.
We may write Pk = ∪m(k)i=1 Pk,i, where Pk,i ⊂ K0(C ⊗Di) (where D0 = C, D1 = C(T), and
Di is some commutative C
∗-algebra with finitely generated K-theory), i = 1, 2, ...,m(n).
For x ∈ Pn,i, we may write x = [px,n,i] − [qx,n,i], where px,n,i, qx,n,i ∈ MR(n)(C ⊗ D∼i ) are
projections. By (e 15.1), there is an integer r(n) > R(n) such that
v∗x,n,idiag(p¯x,n,i,1, 1r(n)−R(n))vx,n,i = diag(p¯x,n,i,2, 1r(n)−R(n)) and (e 15.6)
w∗x,n,idiag(q¯x,n,i,1, 1r(n)−R(n))wn,i = diag(q¯x,n,i,2, 1r(n)−R(n)) (e 15.7)
for all x ∈ Pn,i, i = 1, 2, ...,m(n), where vx,n,i, wx,n,i ∈ Mr(n)(C ⊗Di)∼ are partial isometries,
p¯x,n,i,j and q¯x,n,i,j are projections representing [(L
(j)
n ⊗ idDi)∼(px,n,i)], j = 1, 2. We also assume
that r(n+ 1) ≥ r(n).
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Define Bn := An ⊗Mr(n), B =
∏∞
n=1Bn, and Q1 = B/
⊕∞
i=1Bn. Let π : B → Q1 be the
quotient map. Define ϕj : C → B by ϕj(c) = {L(j)n (c)} for all c ∈ c, and ϕ¯j := π ◦ ϕj , j = 1, 2.
It follows from (e 15.6) and (e 15.7) (and recall Bn = An ⊗Mr(n)) that, for all n,
[ϕ1]Pn = [ϕ2]|Pn (e 15.8)
Therefore
[ϕ¯1] = [ϕ¯2]. (e 15.9)
Define Φn : C → Bn by Φn = jc,An⊗ idMr(n) and Φ : C → B by Φ(c) = {Φn(c)} for all c ∈ C.We
claim that Φ(c) is (M(c), N(c)) full in B for all c ∈ C+ \{0}. To see this, let b = {bn} ∈ B+ \{0}
with ‖b‖ ≤ 1. Let {e(n)m } be an approximate identity for An, n = 1, 2, .... Put E(n)m = e(n)m ⊗1Mr(n).
Then {E(n)m } is an approximate identity for Bn, n = 1, 2, .... Fix η > 0. There is {mn} such that
‖b1/2n (E(n)m(n))b1/2n − bn‖ < ε/2, n = 1, 2, .... (e 15.10)
Since jc,An(c) is (M(c), N(c)) full, there are yn,1, yn,2, ..., yn,N(c) ∈ An with ‖yn,j‖ ≤ M(c),
j = 1, 2, ..., N(c), such that
‖
N(c)∑
j=1
y∗n,jjc,An(c)yn,j − e(n)mn‖ < ε/2. (e 15.11)
Let y¯n,j = yn,j ⊗ 1r(n). Then
‖
N(c)∑
j=1
y¯∗n,jΦn(c)y¯n,j − E(n)mn‖ < ε/2. (e 15.12)
Let Yj = {y¯n,j}. Then Yj ∈
∏∞
n=1Bn, j = 1, 2, ..., N(c). Also
‖
N(c)∑
j=1
Y ∗j Φ(c)Yj − {E(n)mn}‖ < ε/2. (e 15.13)
It follows that
‖
N(c)∑
j=1
b1/2Y ∗j Φ(c)Yjb
1/2 − b‖ < ε. (e 15.14)
This proves the claim. Then π ◦ Φ is full in Q1. Applying Theorem 3.11 of [16], one obtains an
integer K1 ≥ 1 (in place of n), and a unitary u ∈MK+1(Q1)∼ such that
‖u∗diag(ϕ¯1(c),Ψ(c))u − diag(ϕ¯2(c),Ψ(c))‖ < ε0/3 for all c ∈ F0, (e 15.15)
where Ψ(c) = diag(
K1︷ ︸︸ ︷
π ◦Φ(c), π ◦Φ(c), ..., π ◦ Φ(c)). We may assume that there is a sequence of
unitaries un ∈MK+1(Bn)∼ such that π({un}) = u. Thus, there exists N0 ≥ 1 and such that, for
all n ≥ N0, for all c ∈ F0,
‖u∗ndiag(L(1)n (c), Φ¯n(c))un − diag(L(2)n (c), Φ¯n(c))‖ < ε/2, (e 15.16)
where Φ¯n(c) = diag(
K1︷ ︸︸ ︷
Φn(c),Φn(c), ...,Φn(c)). Note that, for a fixed N ≥ N0, we may write
Φ¯N (c) = jc,AN (c) ⊗ 1K for K = r(N)K1. This contradicts with (e 15.5).
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Lemma 15.2. Let C be an amenable separable C∗-algebra which satisfies the UCT. Suppose
that there is an embedding hc,w : C → W. For any ε > 0, any finite subset F ⊂ C, any finite
subset P ⊂ K(C), any homomorphism h : C → A, where A is any C∗-algebra with the property
that there is a locally uniformly full (see 5.5 of [15]) embedding jw,a : W → A which maps
strictly positive elements to strictly positive elements and any κ ∈ HomΛ(K(SC),K(A)), there
exists an integer N ≥ 1, a full homomorphism h0 : C → MN (W ) ⊂ MN (A) and a unitary
u ∈ U0(MN+1(A˜)) such that
‖H(c), u]‖ < ε for all c ∈ F and Bott(H, u)|P = κ|P , (e 15.17)
where H(c) = daig(h(c), h0(c)) for all c ∈ C.
Proof. Define S = {z, 1C(T)}, where z is the identity function on the unit circle. Define x ∈
HomΛ(K(C
T),K(A)) as follows:
x|K(C) = [h] and x|β(K(C)) = κ. (e 15.18)
Fix a finite subset P1 ⊂ β(K(C)). Choose ε1 > 0 and a finite subset F1 ⊂ C satisfying the
following:
[L′]|P1 = [L′′]|P1 (e 15.19)
for any pair of F2-ε1-multiplicative contractive completely positive linear maps L′, L′′ : CT → B
(for any C∗-algebra B), provided that
L′ ≈ε1 L′′ on F2, (e 15.20)
where F2 = S ⊗F1 ∪ {1C(T) ⊗ f : f ∈ F1}.
Let positive number ε > 0, finite subset F and finite subset P ⊂ K(C) be given. We may
assume, without loss of generality, that
Bott(H ′, u′)|P = Bott(H ′, u′′)|P (e 15.21)
provided ‖u′ − u′′‖ < ε for any unital homomorphism H ′ from C. Put ε2 = min{ε/2, ε1/2} and
F3 = F ∪ F1 (by choosing P1 = β(P) above).
Let jc,a = jw,a ◦ hc,w. Note that, by 5.6 of [15], hc,w is strongly locally uniformly full. One
then checks that jc,a is locally uniformly full. Let M ×N : C+ \ {0} → R \ {0} × N be a map
so that jc,a(c) is (M(c), N(c)) full for all c ∈ C+ \ {0}.
Let δ > 0, G ⊂ C be a finite subset and P0 ⊂ K(C) (in place of P) be as required by 15.1 for
ε2/2 (in place of ε) and F2 (in place of F). Without loss of generality, we may assume that F2
and G are in the unit ball of C and δ < min{1/2, ε2/16}. Fix another finite subset P2 ⊂ K(C)
and defined P3 = P0 ∪ β(P2) (as a subset of K(C(T)⊗ C)). We may assume that P1 ⊂ β(P2).
Set G1 = S ⊗ G ∪ {1C(T) ⊗ g : g ∈ G1}. It follows from 4.5 that there are integer N1 ≥ 1 and
a G1-δ/2-multiplicative contractive completely positive linear map L : CT →MN1(A) such that
[L]|P3 = x|P3 . (e 15.22)
We may assume that there is a unitary v0 ∈MN1(A˜) such that
‖(L(z − 1)⊗ 1C˜) + 1A˜)− v0‖ < ε2/2. (e 15.23)
Define L1 : C → MN1(A) by L1(c) = L(c ⊗ 1) for all c ∈ C and H1 : C → MN1(A) by
H1(c) = diag(h(c),
N1−1︷ ︸︸ ︷
jw,a(hc,w(c)), jw,a(hc,w(c)), ..., jw,a(hc,w(c))) for all c ∈ C. Note that
[L1]|P0 = [h]|P0 . (e 15.24)
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It follows from 15.1 that there exists an integer N2 ≥ 1, a homomorphism
h1 : C → jw(MN2N1(W ))⊂MN2N1(A)
and a unitary U ∈M(N2+1)N1(A˜) such that
U∗(L1(c)⊕ h1(c))U ≈ε/4 H1(c) ⊕ h1(c) for all c ∈ F3. (e 15.25)
Put N = N2N1. Now define h0 : C →MN (W ) and H : C →MN+1(A) by
h0(c) = h1(c)⊕ hc,w(c) and H(c) = h(c) ⊕ h0(c) (e 15.26)
for all c ∈ C. Define u = U∗(v0⊕ 1MN2(N1))U. Then, by (e 15.25), and the fact that L1 is G1-δ/2-
multiplicative, we have
‖[H(c), u]‖ ≤ ‖(H(c) −AdU ◦ (L1(c)⊕ h1(c)))u‖ (e 15.27)
+‖AdU ◦ (L1(c)⊕ h1(c)), u]‖+ ‖u(H(c) −AdU ◦ (L1(c)⊕ h1(c)))‖ (e 15.28)
< ε/4 + δ/2 + ε/4 < ε for all c ∈ F2. (e 15.29)
Define L2 : C →MN+1(A) by L2(c) = L1(c)⊕ h1(c) for all c ∈ C. Then, by (e 15.25), the choice
of F2, and by (e 15.22) we compute that
Bott(H, u)|P = Bott(AdU ◦ L2, u)|P = Bott(L2, v0 ⊕ 1MN2(N1+1))|P (e 15.30)
= Bott(L1, v0)|P +Bott(h1, 1MN2(N1+1))|P (e 15.31)
= [L ◦ β]|P + 0 = x ◦ β|P = κ|P . (e 15.32)
As in the end of the proof of 13.14, we can choose u so that u ∈ U0(MN+1(A˜)).
Lemma 15.3. Let C be a separable amenable C∗-algebra which has an embedding ϕw : C →W.
Then there exists an embedding Φ : CT → W which satisfies the following: there exists a
continuous path of unitaries {V (t) ∈ W˜ : t ∈ [0, 1]} such that
‖[Φ(1C(T) ⊗ c), V (t)]‖ = 0 for all c ∈ C, (e 15.33)
V (0) = 1W˜ +Φ((z − 1)⊗ 1C˜) and V (1) = 1W˜ , (e 15.34)
where z ∈ C(T) is the identity function on the unit circle T. Moreover,
length({V (t)}) ≤ 2π. (e 15.35)
Proof. We refer this to the proof of 14.7 of [23]. We use the isomorphism W ⊗ U ∼= W. In that
proof, we choose (recall ‖h‖ = 1– see the proof of 14.7 of [23])
V (t) = 1W˜⊗U +
∞∑
n=1
(i(1− t)e⊗ h)n
n!
= exp(i(1− t)e⊗ h) for all t ∈ [0, 1].
One easily checks that this {V (t) : t ∈ [0, 1]} meets the requirements of this lemma with Φ
defines in the proof of 14.7 of [23].
Theorem 15.4. Let C be a separable amenable C∗-algebra which satisfies the UCT. Suppose
that there is an embedding hw : C → W. For any ε > 0 and any finite subset F ⊂ C, there is
δ > 0, a finite subset G ⊂ C, a finite subset P ⊂ K(C) satisfying the following:
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Suppose that A is a separable C∗-algebra with the property that there is a locally uniformly
full embedding jw : W → A which maps strictly positive elements to strictly positive elements.
Suppose that h : C → A is a homomorphism and suppose that u ∈ U0(A˜) is a unitary such that
‖[h(a), u]‖ < δ for all a ∈ G and Bott(h, u)|P = 0. (e 15.36)
Then there exists an integer N ≥ 1 and a continuous path of unitaries {U(t) : t ∈ [0, 1]} in
MN+1(A˜) such that
U(0) = u′, U(1) = 1MN+1(A˜) and ‖[h′(a), U(t)]‖ < ε for all a ∈ F , (e 15.37)
where
u′ = diag(u,H0((z − 1)⊗ 1) + 1MN (A˜))
and h′(c) = h(c) ⊕ H0(c ⊗ 1) for c ∈ C, where H0 : CT → jw(MN (W )) (⊂ MN (A)) is a
homomorphism and z ∈ C(T) is the identity function on the unit circle.
Moreover,
Length({U(t)}) ≤ 2π + ε. (e 15.38)
Proof. Let ε > 0 and F ⊂ C be given. Without loss of generality, we may assume that F is in
the unit ball of C.
Let δ1 > 0, G1 ⊂ CT, P1 ⊂ K(CT) be required by Theorem 15.1 for ε/4 and FS .
Without loss of generality, we may assume that FS = S ⊗ F ∪ {1C(T) ⊗ f : f ∈ F},
G1 = S ⊗G′1 ∪ {1C(T) ⊗ g : g ∈ G′1}, where G′1 is in the unit ball of C and S = {1C(T), z} ⊂ C(T).
Moreover, without loss of generality, we may assume that P1 = P2 ∪P3, where P2 ⊂ K(C) and
P3 ⊂ β(K(C˜)). Let P = P2∪(β−1(P3)∩K(C)) ⊂ K(C). Furthermore, we may assume that any
δ1-G1-multiplicative contractive completely positive linear map L′ from CT to any C∗-algebra
well defines [L′]|P1 .
Let δ2 > 0 and G2 ⊂ C be a finite subset required by 2.8 of [41] for δ1/2 and G′1 above.
Let δ = min{δ2/2, δ1/2, ε/2} and G = F ∪ G2.
Suppose that h and u satisfy the assumption with above δ, G and P. Without loss of gener-
ality, we may assume u = 1A˜ + a for some a ∈ A.
Thus, by 2.8 of [41], there is δ1/2-G1-multiplicative contractive completely positive linear
map L : C˜ ⊗ C(T)→ A˜ such that
‖L(f ⊗ 1)− h(f)‖ < δ1/2 for all f ∈ G′1 and (e 15.39)
‖(L(1⊗ (z − 1)) + 1)− u‖ < δ1/2. (e 15.40)
Define y ∈ HomΛ(K(CT),K(A)) as follows:
y|K(C) = [h]|K(C) and y|β(K(C)) = 0.
It follows from Bott(h, u)|P = 0 that [L]|β(P) = 0. Then
[L]|P1 = y|P1 . (e 15.41)
Define H : CT → A by H(1C(T) ⊗ c) = h(c), for all c ∈ C, g ∈ C(T), and f ∈ C0(T \ {1}),
H(g ⊗ c) = h(c) · g(1) · 1A and H(f ⊗ 1C˜) = f(1) = 0,
where T is identified with the unit circle (and 1 ∈ T). It follows that
[H]|P1 = y|P1 = [L]|P1 . (e 15.42)
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By 15.3 there exists an embedding ϕw : C
T → W such that there exists a continuous path
of unitaries {V (t) ∈ W˜ : t ∈ [0, 1]} such that
‖[ϕw(1C(T) ⊗ c), V (t)]‖ = 0 for all c ∈ C, (e 15.43)
V (0) = 1W˜ + ϕw((z − 1)⊗ 1C˜) and V (1) = 1W˜ , (e 15.44)
where z ∈ C(T) is the identity function on the unit circle T. Moreover,
length({V (t)}) ≤ 2π. (e 15.45)
Note that j := jw◦ϕw. Then as in the proof of 15.2, we may assume that jc,a := jw◦ϕw : CT → A
is locally uniformly full associated with the map M ×N : C+ \ {0} → R \ {0} × N.
It follows 15.1 that there is an integer N ≥ 1 and a unitary Z ∈ U(M1+N (A˜)) such that
Z∗(H(c)⊕H0(c))Z ≈ε/4 L(c)⊕H0(c) for all c ∈ FS , (e 15.46)
where H0(c) = diag(
N︷ ︸︸ ︷
jw ◦ ϕw(1C(T) ⊗ c), ..., jw ◦ ϕw(1C(T) ⊗ c)) for all c ∈ C. Define V ′(t) =
diag(
N︷ ︸︸ ︷
jw(V (t)), jw(V (t)), ..., jw(V (t))}. Then
V ′(0) = H0((z − 1)⊗ 1D˜) + 1MN (A˜), V
′(1) = 1MN (A˜) and (e 15.47)
H0(1C(T) ⊗ c)V ′(t) = V ′(t)H0(1C(T) ⊗ c) (e 15.48)
for all c ∈ C and t ∈ [0, 1]. Moreover,
Length({V ′(t)}) ≤ 2π. (e 15.49)
Now define U(1/4 + 3t/4) = Z∗diag(1, V ′(t))Z for t ∈ [0, 1] and
u′ = u⊕ V ′(0) and h′(c) = h(c) ⊕H0(1C(T) ⊗ c)
for c ∈ C for t ∈ [0, 1]. Then
‖u′ − U(1/4)‖ < ε/4 and ‖[U(t), h′(a)]‖ < ε/4 (e 15.50)
for all a ∈ F and t ∈ [1/4, 1]. The theorem follows by connecting U(1/4) with u′ with a short
path as follows: There is a self-adjoint element a ∈M1+N (A˜) with ‖a‖ ≤ επ8 such that
exp(ia) = u′U(1/4)∗ (e 15.51)
Then the path of unitaries U(t) = exp(i(1− 4t)a)U(1/4) for t ∈ [0, 1/4) satisfy the above.
Definition 15.5 (cf. Definition 3.4 of [40]). Let C andB be C∗-algebras and let ϕ,ψ : C → B be
two monomorphisms. Suppose that [ϕ] = [ψ] in KL(C,B). Then Mϕ,ψ (see (2.14)) corresponds
to the zero element of KL(C,B). In particular, the corresponding extensions
0→ Ki(SB) ı∗→ Ki(Mϕ,ψ) πe→ Ki(C)→ 0 (i = 0, 1)
are pure (see Lemma 4.3 of [34]). Suppose that T (B) 6= ∅. Let u ∈Ml(M∼ϕ,ψ) (for some integer
l ≥ 1) be a unitary which is a piecewise smooth continuous function on [0, 1]. Put
DB({u(t)})(τ) = 1
2πi
∫ 1
0
τ(
du(t)
dt
u∗(t))dt for all τ ∈ T (B).
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(see 2.2 for the extension of τ to Ml(B)). Suppose that τ ◦ ϕ = τ ◦ ψ for all τ ∈ T (B). Then
there exists a homomorphism
Rϕ,ψ : K1(Mϕ,ψ)→ Aff(T (B)),
defined by Rϕ,ψ([u])(τ) = DB({u(t)})(τ) as above, which is independent of the choice of the
piecewise smooth path u in [u]. We have the following commutative diagram:
K0(B)
ı∗−→ K1(Mϕ,ψ)
ρB ց ւ Rϕ,ψ
Aff(T (B))
.
Suppose, in addition, that [ϕ] = [ψ] in KK(C,B). Then the following exact sequence splits:
0→ K(SB)→ K(Mϕ,ψ)
[πe]
⇋
θ
K(C)→ 0. (e 15.52)
We may assume that [π0]◦ [θ] = [ϕ] and [π1]◦ [θ] = [ψ]. In particular, one may write K1(Mϕ,ψ) =
K0(B)⊕K1(C). Then we obtain a homomorphism
Rϕ,ψ ◦ θ|K1(C) : K1(C)→ Aff(T (B)).
We shall say “the rotation map vanishes” if there exists a splitting map θ, as above, such that
Rϕ,ψ ◦ θ|K1(C) = 0.
Denote by R0 the set of those elements λ ∈ Hom(K1(C),Aff(T (B))) for which there is a ho-
momorphism h : K1(C)→ K0(B) such that λ = ρB◦h. It is a subgroup of Hom(K1(C),Aff(T (B))).
If [ϕ] = [ψ] in KK(C,B) and τ ◦ ϕ = τ ◦ ψ for all τ ∈ T (B), one has a well-defined element
Rϕ,ψ ∈ Hom(K1(C),Aff(T (B)))/R0 (which is independent of the choice of θ).
Under the assumptions that [ϕ] = [ψ] in KK(C,B), τ ◦ ϕ = τ ◦ ψ for all τ ∈ T (B),
and C satisfies the UCT, there exists a homomorphism θ′1 : K1(C) → K1(Mϕ,ψ) such that
(πe)∗1 ◦ θ′1 = idK1(C) and Rϕ,ψ ◦ θ′1 ∈ R0 if, and only if, there is Θ ∈ HomΛ(K(C),K(Mϕ,ψ))
such that
[πe] ◦Θ = [idC ] in KK(C,B) and Rϕ,ψ ◦Θ|K1(C) = 0.
(See the proof of 4.5 of [45].) In other words, Rϕ,ψ = 0 if, and only if, there is Θ as described
above such that Rϕ,ψ ◦Θ|K1(C) = 0. When Rϕ,ψ = 0, one has that θ(K1(C)) ⊂ kerRϕ,ψ for some
θ such that (e 15.52) holds. In this case θ also gives the following decomposition:
kerRϕ,ψ = kerρB ⊕K1(C).
We will consider the case B is nonunital but Ped(B) = B (see 7.11 of [44] for more details).
Lemma 15.6. Let C be a separable non-unital simple amenable C∗-algebra which has a ho-
momorphism ϕw : C → W and there is a homomorphism ϕw,c : W → C which maps strictly
positive elements to strictly positive elements, and B be a Z-stable simple separable projection-
less C∗-algebra with T (B) 6= ∅ and with an embedding jw : W → B. Suppose that both C and B
have stable rank one and continuous scale.
Suppose ϕ1, ϕ2 : C → B are two monomorphisms such that
[ϕ1] = [ϕ2] in KK(C,B) and τ ◦ ϕ1 = τ ◦ ϕ2. (e 15.53)
Let θ : K(C)→ K(Mϕ1,ϕ2) be the splitting map defined in 15.5.
For any 1/2 > ε > 0, any finite subset F ⊂ C and any finite subset P ⊂ K(C), there are
integer N1 ≥ 1, an F-ε/2-multiplicative contractive completely positive linear map L : C →
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M1+N1(Mϕ1,ϕ2), a homomorphism h0 : C → W → MN1(C) and a continuous path of unitaries
{V (t) : t ∈ [0, 1 − d]} of M1+N1(B˜) for some 1/2 > d > 0, such that [L]|P is well defined,
V (0) = 1M1+N1 (B˜)
,
[L]|P = θ|P , (e 15.54)
πt ◦ L ≈ε adV (t) ◦ (ϕ1 ⊕ ϕ1 ◦ h0) on F for all t ∈ (0, 1 − d], (e 15.55)
πt ◦ L ≈ε adV (1− d) ◦ (ϕ1 ⊕ ϕ1 ◦ h0) on F for all t ∈ (1− d, 1] and (e 15.56)
π1 ◦ L ≈ε ϕ2 ⊕ ϕ2 ◦ h0 on F , (e 15.57)
where πt :Mϕ1,ϕ2 → B is the point-evaluation at t ∈ (0, 1), and h0 factors through W.
Proof. Let ε > 0 and let F ⊂ C be a finite subset. Let δ1 > 0, G1 ⊂ C be a finite subset and
P ⊂ K(C) be a finite subset required by 15.4 for ε/4 and F above. We may further assume
that δ1 is sufficiently small such that
Bott(Φ, U1U2U3)|P =
3∑
i=1
Bott(Φ, Ui)|P , (e 15.58)
provided that ‖[Φ(a), Ui]‖ < δ1 for all a ∈ G1, i = 1, 2, 3.
Let ε1 = min{δ1/2, ε/16} and F1 = F ∪ G1. We may assume that F1 is in the unit ball
of C. We may also assume that [L′]|P is well defined for any F1-ε1-multiplicative contractive
completely positive linear map from C to any C∗-algebra.
Let δ2 > 0 and G ⊂ C be a finite subset and P1 ⊂ K(C) be finite subset required by 15.1
for ε1/2 and F1. We may assume that δ2 < ε1/2, G ⊃ F1 and P1 ⊃ P. We also assume that G
is in the unit ball of C.
It follows from 14.11 that there exists an integer K1 ≥ 1 and a G-δ2/2-multiplicative con-
tractive completely positive linear map L1 : C →MK1+1(Mϕ1,ϕ2) such that
[L1]|P1 = θ|P1 . (e 15.59)
Recall that πe : Mϕ1,ϕ2 → C is the canonical projection. Note that [πe] ◦ θ = [id|C ],
[π0] ◦ θ = [ϕ1] and [π1] ◦ θ = [ϕ2] and, for each t ∈ (0, 1),
[πt] ◦ θ = [ϕ1]. (e 15.60)
Note that jw,c ◦ ϕw : W → C factors through W. Applying 15.1, we obtain an integer K0, a
unitary V ∈ U(M1+K0((C))∼) and a unital homomorphism h′0 : C → W → MK0(C) such that
(also recall 5.6 of [15])
AdV ◦ (πe ◦ L1 ⊕ h′0) ≈ε1/4 (id⊕h′0) on F1. (e 15.61)
Note that τ ◦ϕ1 ◦h′0 = τ ◦ϕ2 ◦h′0 for all τ ∈ T (B) and h′0 factors throughW, where we continue
to use ϕi for ϕi⊗idMK0 (and in what follows, we will continue to use this practice). By (the forth
paragraph of) 14.4 (see around (e 14.19)), we may assume that there is a U1 ∈ C([0, 1],MK0(B))
with U1(0) = 1MK0 such that
adU2(1) ◦ ϕ2 ◦ h′0 ≈ε1/4 ϕ1 ◦ h′0 on F1, (e 15.62)
π0 ◦ L00 = ϕ1 ◦ h′0, π1 ◦ L00 = ϕ2 ◦ h′0 and (e 15.63)
πt ◦ L00 ≈ε1/16 adU1(t) ◦ ϕ2 ◦ h′0 on F1, for all t ∈ (0, 1), (e 15.64)
where L00 : C →Mϕ1,ϕ2 is F1-ε1/16-multiplicative completely positive contractive linear map.
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Write V00 = ϕ1(V ) and V
′
00 = ϕ2(V ). The assumption that [ϕ1] = [ϕ2] implies that [V00] =
[V ′00] in K1(B). Note that, in fact, V00 and V
′
00 are in the same component of U(MK0(B)
∼).
One obtains a continuous path of unitaries {Z(t) : t ∈ [0, 1]} in M1+K0(B)∼ such that
Z(0) = V00 ⊕ 1MK0 and Z(1) = V ′00 ⊕ 1MK0 . (e 15.65)
It follows that Z ∈M1+K0(Mϕ1,ϕ2)∼. By replacing L1 by adZ ◦ (L1⊕L00), we may assume that
π0 ◦ L1 ≈ε1/2 ϕ1 ⊕ ϕ1 ◦ h′0 on F1 and π1 ◦ L1 ≈ε1/2 ϕ2 ⊕ ϕ2 ◦ h′0, on F1. (e 15.66)
There is a partition 0 = t0 < t1 < · · · < tn = 1 such that
πti ◦ L1 ≈δ2/8 πt ◦ L1 on G for all ti ≤ t ≤ ti+1, i = 1, 2, ..., n − 1. (e 15.67)
Applying Theorem 15.1 again, and by choosing even larger K0, we may assume there is a unitary
Vti ∈M1+K0(B)∼ such that
adVti ◦ (ϕ1 ⊕ ϕ1 ◦ h′0) ≈ε1/2 (πti ◦ L1) on F1. (e 15.68)
Note that, by (e 15.67), (e 15.68) and (e 15.66),
‖[(ϕ1 ⊕ ϕ1 ◦ h′0)(a), VtiV ∗ti+1 ]‖ < δ2/4 + ε1 for all a ∈ F1.
Denote by η−1 = 0 and
ηk =
k∑
i=0
Bott(ϕ1 ⊕ ϕ1 ◦ h′0, VtiV ∗ti+1)|P , k = 0, 1, ..., n − 1.
Now we will construct, for each i, a homomorphism Fi : C → MJi(W ) ⊂ MJi(C) and a
unitary Ui ∈M1+K0+∑ik=1 Ji(B)
∼ such that
‖[Hi(a), Ui]‖ < δ2/4 for all a ∈ F1 and Bott(Hi, Ui) = ηi−1, (e 15.69)
where Hi = ϕ1 ⊕ ϕ1 ◦ h′0 ⊕ ϕ1 ◦ (⊕ik=1Fi), i = 1, 2, ..., n − 1.
Let U0 = 1M1+K0 . It follows from 15.2 that there is an integer J1 ≥ 1, a homomorphism
F1 : C →MJ1(W ) ⊂MJ1(C) and a unitary U1 ∈ U(M1+K0+J1(B))∼ such that
‖[H1(a), U1]‖ < δ2/4 for all a ∈ F1 and Bott(H1, U1) = η0, (e 15.70)
where H1 = ϕ1 ⊕ ϕ1 ◦ h′0 ⊕ ϕ1 ◦ F1.
Assume that, we have construct required Fi and Ui for i = 0, 1, ..., k < n − 1. It follows
from 15.2 that there is an integer Jk+1 ≥ 1, a unital homomorphism Fk+1 : C → MJk+1(W ) ⊂
MJk+1(C) and a unitary Uk+1 ∈ U(M1+K0+∑k+1i=1 Ji(B))
∼ such that
‖[Hk+1(a), Uk+1]‖ < δ2/4 for all a ∈ F1 and Bott(Hk+1, Uk+1) = ηk (e 15.71)
where Hk+1 = ϕ1 ⊕ ϕ1 ◦ h′0 ⊕ ϕ1 ◦ (⊕k+1i=1 Fi).
Now define F00 = ⊕n−1i=0 Fi and define K = 1 +K0 +
∑n−1
i=1 Ji. Define
vtk = diag(Ukdiag(Vtk , id1M∑k
i=1
Ji
), 1M∑n−1
i=k+1
Ji
),
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k = 1, 1, ..., n − 1 and vt0 = 1M1+K0+∑n−1i=1 Ji . Then, for i = 0, 1, 2, ..., n − 2,
Ad vti ◦ (ϕ1 ⊕ ϕ1 ◦ h′0 ⊕ ϕ1 ◦ F00) ≈δ2+ε1 πti ◦ (L1 ⊕ F00) on F1, (e 15.72)
‖[ϕ1 ⊕ ϕ1 ◦ h′0 ⊕ ϕ1 ◦ F00(a), vtiv∗ti+1 ]‖ < δ2/2 + 2ε1 for all a ∈ F1 and (e 15.73)
Bott(ϕ1 ⊕ ϕ1 ◦ h′0 ⊕ ϕ1 ◦ F00, vtiv∗ti+1) (e 15.74)
= Bott(ϕ′1,W
′
i ) + Bott(ϕ
′
1, V
′
ti(V
′
ti+1)
∗) + Bott(ϕ′1, (W
′
i+1)
∗) (e 15.75)
= ηi−1 + Bott(ϕ′1, VtiV
∗
ti+1)− ηi = 0, (e 15.76)
where ϕ′1 = ϕ1 ⊕ ϕ1 ◦ h′0 ⊕ ϕ1 ◦ F00, W ′i = diag(Wi, 1M∑n−1
j=i+1
Ji
) and V ′ti = diag(Vti , 1M∑n−1
i=1
Ji
).
It follows from 15.4 that there is an integer N1 ≥ 1, another homomorphism F ′0 : C →
MN1(W ) ⊂MN1(C) and a continuous path of unitaries {wi(t) : t ∈ [ti−1, ti]} such that
wi(ti−1) = v′i−1(v
′
i)
∗, wi(ti) = 1, i = 1, 2, ..., n − 1 and (e 15.77)
‖[ϕ1 ⊕ ϕ1 ◦ h′0 ⊕ ϕ1 ◦ F00 ⊕ ϕ1 ◦ F ′0(a), wi(t)]‖ < ε/4 for all a ∈ F , (e 15.78)
i = 1, 2, ..., n − 1, where v′i = diag(vi, 1MN1 (B)), i = 1, 2, ..., n − 1. Define V (t) = wi(t)v′i for
t ∈ [ti−1, ti], i = 1, 2, ..., n − 1. Then V (t) ∈ C([0, tn−1],MK3+N1(B)). Moreover,
adV (t) ◦ (ϕ1 ⊕ ϕ1 ◦ h′0 ⊕ ϕ1 ◦ (F00 ⊕ F ′0)) ≈ε πt ◦ L1 ⊕ F00 ⊕ F ′0 on F . (e 15.79)
Define h0 = h
′
0⊕F00⊕F ′0, L = L1⊕F00⊕F ′0 and d = 1− tn−1. Then, by (e 15.79), (e 15.55)
and (e 15.56) hold. From (e 15.66), (e 15.57) also holds.
16 Asymptotically unitary equivalence
Much of this section is taken from Section 7 of [40] and Section 27 of [25]. Some definition
there will be used (for A˜, B˜ and C˜ instead of A, B and C, and maps like ϕ∼ will also be used
when it is convenient). Moreover, recall if Φ : A1 → A2 is a map, we will continue to use Φ for
Φ⊗ idMr :Mr(A1)→Mr(A2). We will continue to use this convention without further notice.
Lemma 16.1. Let A be a C∗-algebra which satisfies the UCT and A = ∪∞n=1An, where each An
is a separable amenable C∗-algebra and Ki(An) (i = 0, 1) is finitely generated.
Then there is a subsequence {m(n)} and a homomorphism jn ∈ HomΛ(K(Am(n)),K(Am(n+1)))
such that ιn+1 ◦ jn = [ιn] (where ιn : Am(n) → A is the embedding),
K(A) = lim
n→∞(K(Am(n)), jn) and [ιn](K(Am(n))) ⊂ [ιn+1](K(Am(n+1))). (e 16.1)
Proof. Fix k ≥ 1. Since Ki(An) is finitely generated, there is an integer T (k) ≥ 1 such that
T (k)x = 0 for all x ∈ Tor(Ki(Ak)) (i = 0, 1). It follows from 2.11 of [10] that HomΛ(K(Ak),K(B)) =
HomΛ(FT (k)K(Ak),K(B)) for any σ-unital C
∗-algebra B. Let
P ⊂ FT (k)K(Ak) =
⊕
i=0,1
(Ki(Ak)
⊕
m|T (k)
Ki(Ak;Z/mZ))
be a finite generating set.
Since each An is a separable amenable C
∗-algebra there is a sequence of completely positive
contractive linear maps Φn,m : A→ An such that (see 2.1.13 of [31])
lim
m→∞ ‖Φn,m(a)− a‖ = 0 for all a ∈ An. (e 16.2)
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Fix k, let ιk : Ak → A be the embedding. Since ∪∞n=1An = A, using {Φn,m ◦ ιk}, we obtain, for
each n ≥ k, a completely positive contractive linear map Lk,n : Ak → An such that
lim
n→∞ ‖Lk,n(x)− x‖ = 0 for all x ∈ Ak, (e 16.3)
in particular, limn→∞ ‖Lk,n(ab) − Lk,n(a)Lk,n(b)‖ = 0 for all a, b ∈ Ak. Define Lk : Ak →∏∞
n=1An by L
k(a) = {Lk,n(a)} for all a ∈ Ak. Let π :
∏∞
n=1An →
∏∞
n=1An/
⊕∞
n=1An be the
quotient map. Define L¯k := π ◦ Lk : Ak →
∏∞
n=1An/
⊕∞
n=1An. Then L¯
k is a homomorphism.
Since Ki(A) is finitely generated (i = 0, 1), by 7.2 of [32] (see also p.99 of [22]), as in the
last part of 2.1.15 of [44], there is an integer N(k) such that, for all n(k) ≥ N(k) there exists
jn(k) ∈ HomΛ(K(Ak),K(An(k))) such that
[Lk,n(k)]|P = jn(k)|P . (e 16.4)
Applying the above toN(k), we obtainN(N(k)) ≥ N(k) and jN(N(k)) ∈ HomΛ(K(AN(k)),K(AN(n(k))))
such that
[LN(k),N(N(k))]|Q = jN(N(k))|Q. (e 16.5)
By (e 16.3), we may assume that,
[Lk,NN((k))]|P = [LN(k),N(N(k))] ◦ [Lk,N(k)]|P . (e 16.6)
It follows that jk,N(N(k)) = jN(N(k)) ◦ jN(k). Moreover, by (e 16.3), we may assume that, if x ∈
ker[ιk], then, x ∈ kerjN(k). Thus, we obtain a subsequence {m(k)} and jk ∈ HomΛ(K(Am(k)),K(Am(k+1)))
and an inductive limit limn→∞(K(Am(k)), jk) such that, for each fixed K and some generating
set Pk ⊂ K(Am(K)),
[Lm(K),m(k)]|Pk = jK,k|Pk (e 16.7)
Thus we have the following commutative diagram:
K(A)
id // K(A)
id // K(A) // · · ·K(A)
K(Am(1))
j1 //
[ι1]
OO
K(Am(2))
j2 //
[ι2]
OO
K(Am(3)) //
[ι3]
OO
· · · limn→∞K(Am(n)).
ı
OO✤
✤
✤
The homomorphism ı induced by the diagram is surjective, sinceKi(A,Z/kZ) = ∪∞n=1[ιn](Ki(An,Z/kZ),
k ≥ 0, i = 0, 1. Also, if x ∈ ker ı, we may assume that there is y ∈ K(Ak) such that jk,∞(y) = x.
Then [ιn]◦jk,n(y) = 0 for some n ≥ k. As mentioned above, this implies jn,m(jk,n(y)) = 0. Hence
x = 0. It follows that ı is an isomorphism. Moreover, jn,∞ = [ιn]. Since jn(K(An) ⊂ K(An+1),
we also have [ιn](K(An)) ⊂ jn+1,∞(K(An+1)) = [ιn+1](K(An+1)).
Definition 16.2. The discussion below is taken from 6.4.2 of [44] (see 10.4 and 10.5 of [37]).
For any unital C∗-algebra D and u ∈ U(D), denote by R(u, t) ∈ C([0, 1],M2(D)) by
R(u, t) :=
(
u 0
0 1
)(
cos(πt2 ) sin(
πt
2 )
− sin(πt2 ) cos(πt2 )
)(
u∗ 0
0 1
)(
cos(πt2 ) − sin(πt2 )
sin(πt2 ) cos(
πt
2 )
)
. (e 16.8)
Note R(u, 0) = diag(1, 1) and R(u, 1) = diag(u, u∗). Let C be as in 16.1 (in place of A). Let B
be a C∗-algebra and ϕ1, ϕ2 : C → B be two homomorphisms. Let F ⊂ C and P ⊂ K(C) be
finite subsets, and let δ > 0. Suppose that u ∈ B is a unitary such that
Adu∗ ◦ ϕ1(a)u ≈δ ϕ2(a) for all F . (e 16.9)
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Define
L(a) :=
{
R(u, 2t)∗diag(ϕ1(a), 0)R(u, 2t) t ∈ [0, 1/2],
2(1− t)L(a)(1/2) + (1− 2(1− t))diag(ϕ2(a), 0) t ∈ [1/2, 1]
. (e 16.10)
Note that L maps C to M2(Mϕ1,ϕ2). If δ is sufficiently small and F is sufficiently large, there
is n ≥ 1 and γn ∈ KLCloc(GP ,K(Mϕ1,ϕ2)) such that [L]|P = γn|P (see the end of 2.1.16 of [44]),
where GP may be viewed as a subgroup of K(C). Suppose that P ⊂ [ιn](FT (n)K(Cn)) (see the
proof of 16.1) and P generates [ιn](FT (n)K(Cn)).Wemay write γn ∈ KLCloc([ιn](K(Cn)),K(Mϕ1,ϕ2))
(see 13.10). Let Q ⊂ FT (n)K(Cn) be a finite generating subset such that [ιn](Q) = P. Note
that, assuming ϕ1 and ϕ2 are injective,
πe ◦ L(x) ≈ε x for all x ∈ F . (e 16.11)
It follows that, with sufficiently small ε and large F , we may assume that
[πe] ◦ γn ◦ [ιn]|Q = [ιn]|Q, or [πe] ◦ γn ◦ [ιn] = [ιn]. (e 16.12)
Lemma 16.3. Let C0 be a simple C
∗-algebra inM1 with continuous scale, let A1 be a separable
simple C∗-algebra in D with continuous scale, and let U1 and U2 be two UHF-algebras of infinite
type. Let C = C0 ⊗U1 and A = A1 ⊗U2. Suppose that ϕ1, ϕ2 : C → A are two monomorphisms
which map strictly positive elements to strictly positive elements. Suppose also that
[ϕ1] = [ϕ2] in KL(C,A), (e 16.13)
ϕ†1 = ϕ
†
2, (ϕ1)T = (ϕ2)T and (e 16.14)
Rϕ,ψ(K1(Mϕ1,ϕ2))⊂ρ∼A(K0(A˜)). (e 16.15)
Then, for any sequence of finite subsets {Fn} of C whose union is dense in C, any increasing
sequence of finite subsets Pn of K1(C) with ∪∞n=1Pn = K1(C) and any decreasing sequence of
positive numbers {δn} with
∑∞
n=1 δn < ∞, there exists a sequence of unitaries {un} in U0(A˜)
such that
Adun ◦ ϕ1 ≈δn ϕ2 on Fn and (e 16.16)
ρA(bott1(ϕ2, u
∗
nun+1)(x)) = 0 for all x ∈ Pn (e 16.17)
and for all sufficiently large n.
Proof. The proof is a modification of that of 7.1 of [40]. Note that A ∼= A⊗U2. Moreover, there
is a homomorphism s : A⊗ U2 → A such that s ◦ ı is approximately unitarily equivalent to the
identity map on A, where ı : A → A ⊗ U2 defined by a → a ⊗ 1U2 for all a ∈ A. Therefore we
may assume that ϕ1(C), ϕ2(C) ⊂ A ⊗ 1U2 . It follows from 11.1 that there exists a sequence of
unitaries {vn} ⊂ A˜ such that
lim
n→∞Ad vn ◦ ϕ1(c) = ϕ2(c) for all c ∈ C.
It follows from 8.7 that we may assume that vn ∈ U0(A˜). In what follows in this proof, we will
use ϕ∼1 and ϕ
∼
2 for the extension of ϕ1 and ϕ2, respectively on C˜.We may assume that Fn are in
the unit ball and ∪∞n=1Fn is dense in the unit ball of C. Denote by ιn : Cn → C the embedding.
Put ε′n = min{1/2n+2, δn/2}. Let Cn ⊂ C be a C∗-subalgebra in M1 (see 13.5) which has
finitely generated Ki(Cn) (i = 0, 1) such that C = ∪∞n=1Cn. for all x ∈ Fn. Let P ′1 ⊂ K1(C1) be
a finite generating set and P1 = [ι1](K1(C1). Let δ′1 (in place of η) and n1 ≥ 1 be as in 13.15
for C (in place of A), ε′1 (in place of ε), Fn, and let Q1 ⊂ K1(C1) be a finite generating set.
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By relabeling, we may assume that n1 = 2. Let Qn be a finite set of generators of K1(Cn), let
δ′n > 0 (in place of η) and k(n) ≥ n be as in 13.15 for C (in place of A), ε′n (in place of ε), Fn
(in place of F) and [ın](Qn−1) (in place of P). Note that (see 16.1), we assume that
[ın+1](Qn+1) ⊃ Pn+1 ∪ [ın](Qn). (e 16.18)
Write K1(Cn) = Gn,f ⊕Tor(K1(Cn)), where Gn,f is a finitely generated free abelian group.
Let z1,n, z2,n, ..., zf(n),n be the free generators of Gn,f and z
′
1,n, z
′
2,n, ..., z
′
t(n),n be generators of
Tor(K1(Cn)). We may assume that
Qn = {z1,n, z2,n, ..., zf(n),n, z′1,n, z′2,n, ..., z′t(n),n}.
Let 1/2 > ε′′n > 0 so that bott1(h′, u′)|K1(Cn) is well defined group homomorphism, bott1(h′, u′)|[ιn](Qn)
is well defined and (bott1(h
′, u′)|[ιn](K1(Cn)))|Qn = bott1(h′, u′)|[ιn](Qn) for any homomorphism
h′ : C → A and any unitary u′ ∈ A˜ for which
‖[h′(c), u′]‖ < ε′′n for all c ∈ G′n (e 16.19)
for some finite subset G′n ⊂ C which contains Fn.
Let w1,n, w2,n, ..., wf(n),n, w
′
1,n, w
′
2,n, ..., w
′
t(n),n ∈ C˜ be unitaries (note that C has stable rank
one) such that [wi,n] = (ın)∗1(zi,n) and [w′j,n] = (ın)∗1(z
′
j,n), i = 1, 2, ..., f(n), j = 1, 2, ..., t(n) and
n = 1, 2, ....Without loss of generality, one may write wi,n = 1C˜+ai,n, and w
′
1,n = 1C˜+a
′
i,n, where
ai,n, a
′
i,n ∈ C. To simplify notation, without loss of generality, we may assume that ai,n ∈ G′n,
n = 1, 2, ....
Let δ′′1 = 1/2 and, for n ≥ 2, let δ′′n > 0 (in place of δ) and G′′n (in place of F) be as in
27.2 of [25] (with B = C˜) associated with w1,n, w2,n, ..., wf(n),n, w
′
1,n, w
′
2,n, ..., w
′
t(n),n (in place of
u1, u2, .., un) and
{w1,n−1, w2,n−1, ..., wf(n−1),n−1, w′1,n−1, w′2,n−1, ..., w′t(n−1),n−1}
(in place of v1, v2, ..., vm). It is clear that, without loss of generality, we may assume that
G′′n ⊂ Cn.
Put εn = min{ε′′n/2, ε′n/2, δ′n, δ′′n/2} and Gn = G′n ∪ G′′n. We may assume that
Ad vn ◦ ϕ1 ≈εn ϕ2 on Gn, n = 1, 2, .... (e 16.20)
Thus bott1(ϕ2 ◦ ın, v∗nvn+1) is well defined. Since Aff(T (A˜)) is torsion free,
τ
(
bott1(ϕ2 ◦ ın, v∗nvn+1)|Tor(K1(Cn))
)
= 0 for all τ ∈ T (A˜) (e 16.21)
(recall Ki(Cn) s finitely generated). We have
‖ϕ∼2 (wj,n)Ad vn(ϕ∼1 (wj,n)∗)− 1‖ < (1/4) sin(2πεn) < εn, n = 1, 2, .... (e 16.22)
Define
hj,n =
1
2πi
log(ϕ∼2 (wj,n)Ad vn(ϕ
∼
1 (wj,n)
∗)), j = 1, 2, ..., f(n), n = 1, 2, .... (e 16.23)
Moreover, since πA(wj,n) = 1, by (e 16.22), πA(hj,n) = 0, where πA : A˜→ C is the quotient map.
Then, for any τ ∈ T (A˜), |τ(hj,n)| < εn < δ′n, j = 1, 2, ..., f(n), n = 1, 2, .... Since Aff(T (A˜)) is
torsion free, it follows from 27.2 of [25] that
τ(
1
2πi
log(ϕ∼2 (w
′
j,n)Ad vn(ϕ
∼
1 (w
′
j,n
∗
)))) = 0, (e 16.24)
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j = 1, 2, ..., t(n) and n = 1, 2, .... By the assumption that Rϕ1,ϕ2(K1(Mϕ1,ϕ2))⊂ρ∼A(K0(A˜)), by
the Exel’s formula (see, for example, [28]) and by Lemma 3.5 of [37], we conclude that
ĥj,n(τ) = τ(hj,n) ∈ Rϕ1,ϕ2(K1(Mϕ1,ϕ2))⊂ρ∼A(K0(A˜)).
Note also that ĥj,n(τC) = 0, where τC is the tracial state of A˜ which vanishes on A. In other
words, ĥj,n(τ) ∈ ρA(K0(A)). Now define α′n : K1(Cn)→ ρA(K0(A)) by
α′n(zj,n)(τ) = ĥj,n(τ) = τ(hj,n), j = 1, 2, ..., f(n) and α
′
n(z
′
j,n) = 0, j = 1, 2, ..., t(n), (e 16.25)
n = 1, 2, .... Since α′n(K1(Cn)) is free, it follows that there is a homomorphism α
(1)
n : K1(Cn)→
K0(A) such that
(ρA ◦ α(1)n (zj,n))(τ) = τ(hj,n), j = 1, 2, ..., f(n), τ ∈ T (A) and (e 16.26)
α(1)n (z
′
j,n) = 0, j = 1, 2, ..., t(n). (e 16.27)
Define α
(0)
n : K0(Cn) → K1(A) by α(0)n = 0. By the UCT, there is κn ∈ KL(SCn, A) such that
κn|Ki(Cn) = α(i)n , i = 0, 1, where SCn is the suspension of Cn (here, we also identify Ki(Cn) with
Ki+1(SCn)).
By the UCT again, there is αn ∈ KL(Cn ⊗ C(T), A) such that αn ◦ β|K(Cn) = κn. In
particular, αn ◦ β|K1(Cn) = α(1)n . It follows from 13.15 that there exists a unitary Un ∈ U0(A˜)
such that
‖[ϕ2(c), Un]‖ < ε′′n for all c ∈ Fn and (e 16.28)
ρA(bott1(ϕ2, Un)(ιn∗1(zj,n))) = −ρA ◦ αn(zj,n), (e 16.29)
j = 1, 2, ..., f(n). We also have
ρA(bott1(ϕ2, Un)(ιn,∗1(z′j,n))) = 0, j = 1, 2, ..., t(n). (e 16.30)
By the Exel trace formula (see, for example, [28]), (e 16.26) and (e 16.29), we have
τ(hj,n) = −ρA(bott1(ϕ2, Un)(ιn∗1(zj,n))(τ) = −τ( 1
2πi
log(Unϕ
∼
2 (wj,n)U
∗
nϕ
∼
2 (w
∗
j,n))) (e 16.31)
for all τ ∈ T (A), j = 1, 2, ..., f(n). Define un = vnUn, n = 1, 2, .... By 6.1 of [36], (e 16.31) and
(e 16.29), we compute that
τ(
1
2πi
log(ϕ∼2 (wj,n)Adun(ϕ
∼
1 (w
∗
j,n))))) (e 16.32)
= τ(
1
2πi
log(Unϕ
∼
2 (wj,n)U
∗
nv
∗
nϕ
∼
1 (w
∗
j,n)vn))) (e 16.33)
= τ(
1
2πi
log(Unϕ
∼
2 (wj,n)U
∗
nϕ
∼
2 (w
∗
j,n)ϕ
∼
2 (wj,n)v
∗
nϕ1(w
∗
j,n)vn))) (e 16.34)
= τ(
1
2πi
log(Unϕ
∼
2 (wj,n)U
∗
nϕ
∼
2 (w
∗
j,n)))) + τ(
1
2πi
log(ϕ∼2 (wj,n)v
∗
nϕ
∼
1 (w
∗
j,n)vn))) (e 16.35)
= ρA(bott1(ϕ2, Un)(zj,n))(τ) + τ(hj,n) = 0 (e 16.36)
for all τ ∈ T (A), j = 1, 2, ..., f(n) and n = 1, 2, .... By (e 16.24) and (e 16.30),
τ(
1
2πi
log(ϕ∼2 (w
′
j,n)Adun(ϕ
∼
1 ((w
′
j,n)
∗)))) = 0, (e 16.37)
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j = 1, 2, ..., t(n) and n = 1, 2, .... Let
bj,n =
1
2πi
log(unϕ
∼
2 (wj,n)u
∗
nϕ
∼
1 (w
∗
j,n)), (e 16.38)
b′j,n =
1
2πi
log(ϕ∼2 (wj,n)u
∗
nun+1ϕ
∼
2 (w
∗
j,n)u
∗
n+1un) and (e 16.39)
b′′j,n+1 =
1
2πi
log(un+1ϕ
∼
2 (wj,n)u
∗
n+1ϕ
∼
1 (w
∗
j,n)). (e 16.40)
j = 1, 2, ..., f(n) and n = 1, 2, .... We have, by (e 16.32),
τ(bj,n) = τ(
1
2πi
log(unϕ
∼
2 (wj,n)u
∗
nϕ
∼
1 (w
∗
j,n))) (e 16.41)
= τ(
1
2πi
log(ϕ∼2 (wj,n)u
∗
nϕ
∼
1 (w
∗
j,n)un)) = 0 (e 16.42)
for all τ ∈ T (A), j = 1, 2, ..., f(n) and n = 1, 2, .... Note that τ(bj,n+1) = 0 for all τ ∈ T (A),
j = 1, 2, ..., f(n + 1). It follows from 27.2 of [25] and (e 16.18) that
τ(b′′j,n+1) = 0 for all τ ∈ T (A), j = 1, 2, ..., f(n), n = 1, 2, ....
Note also that
une
2πib′j,nu∗n = e
2πibj,n · e−2πib′′j,n+1 , j = 1, 2, ..., f(n).
Thus, by 6.1 of [36], we compute that
τ(b′j,n) = τ(bj,n)− τ(b′′j,n+1) = 0 for all τ ∈ T (A). (e 16.43)
By the Exel formula (see [28]) and (e 16.43),
ρA(bott1(ϕ2, u
∗
nun+1))(w
∗
j,n)(τ) = τ(
1
2πi
log(u∗nun+1ϕ
∼
2 (wj,n)u
∗
n+1unϕ
∼
2 (w
∗
j,n))) (e 16.44)
= τ(
1
2πi
log(ϕ∼2 (wj,n)u
∗
nun+1ϕ
∼
2 (w
∗
j,n)u
∗
n+1un)) = 0 (e 16.45)
for all τ ∈ T (A) and j = 1, 2, ..., f(n). Thus
ρA(bott1(ϕ2, u
∗
nun+1)(wj,n)(τ) = 0 for all τ ∈ T (A), (e 16.46)
j = 1, 2, ..., f(n) and n = 1, 2, .... We also have
ρA(bott1(ϕ2, u
∗
nun+1)(w
′
j,n)(τ) = 0 for all τ ∈ T (A), (e 16.47)
j = 1, 2, ..., f(n) and n = 1, 2, .... By 27.2 of [25], we have that
ρA(bott1(ϕ2, u
∗
nun+1)(z) = 0 for all z ∈ Pn, (e 16.48)
n = 1, 2, ....
Theorem 16.4. Let C0 be a simple C
∗-algebra in M1 with continuous scale, let A1 be a
separable simple C∗-algebra in D with continuous scale, and let U1 and U2 be two UHF-algebras
of infinite type. Let C = C0 ⊗ U1 and A = A1 ⊗ U2. Suppose that ϕ1, ϕ2 : C → A are two
monomorphisms which maps strictly positive elements to strictly positive elements. Then they
are strongly asymptotically unitarily equivalent if and only if
[ϕ1] = [ϕ2] in KK(C,A), (e 16.49)
ϕ‡ = ψ‡, (ϕ1)T = (ϕ2)T and Rϕ1,ϕ2 = 0. (e 16.50)
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Proof. We will prove the “if ” part only. The “only if” part follows from 4.3 of [40]. Let
C = ∪∞n=1Cn, where Cn is in M1 such that Ki(Cn) is finitely generated as 13.5 and 16.1. By
passing to a subsequence, applying 16.1, we may assume that K(C) = limn→∞(K(Cn), jn),
where jn ∈ HomΛ(K(Cn),K(Cn+1), jn,∞ = [ın], [ın](K(Cn)) ⊂ [ın+1](K(Cn+1)) and ın : Cn →
C is the embedding, n = 1, 2, .... Let Fn ⊂ C be a sequence of subsets of C such that ∪∞n=1Fn
is dense in C. Put
Mϕ1,ϕ2 = {(f, c) ∈ C([0, 1], A)⊕C : f(0) = ϕ1(c) and f(1) = ϕ2(c)}.
Since C satisfies the UCT, the assumption that [ϕ1] = [ϕ2] in KK(C,A) implies that the
following exact sequence splits:
0→ K(SA)→ K(Mϕ1,ϕ2)⇋πeθ K(C)→ 0 (e 16.51)
for some θ ∈ Hom(K(C),K(A)), where πe : Mϕ1,ϕ2 → C is the projection to C (see 15.5).
Furthermore, since τ ◦ ϕ1 = τ ◦ ϕ2 for all τ ∈ T (A) and Rϕ1,ϕ2 = 0, we may also assume that
Rϕ1,ϕ2(θ(x)) = 0 for all x ∈ K1(C). (e 16.52)
Recall limn→∞(K(Cn), [ın]) = K(C). Since Ki(Cn) is finitely generated, there exists K(n) ≥ 1
such that
HomΛ(FK(n)K(Cn), FK(n)K(A)) = HomΛ(K(Cn),K(A)) (e 16.53)
(see also [10] for the notation Fm there).
Let δ′n > 0 (in place of δ), σ′n > 0 (in place of σ), G′n ⊂ C (in place of G),
{p′1,n, p′2,n, ..., p′I(n),n), q′1,n, q′2,n, ..., q′I(n),n} (in place of {p1, p2, ..., pk, q1, q2, ..., qk}), P ′n ⊂ K(C)
(in place of P) corresponding to 1/2n+2 (in place of ε) and Fn (in place of F) as required by
14.8 of [23]. Note that, by the choice above as in 14.8 of [23], G′u,n, the subgroup generated by
{[p′i,n]− [q′i,n] : 1 ≤ i ≤ I(n)} is assumed to be free.
Without loss of generality, we may assume that G′n ⊂ ın(Gn) and P ′n ⊂ [ın](Pn) for some finite
subset Gn ⊂ Cn, and for some finite subset Pn ⊂ K(Cn), we may assume that p′i,n = ı∼n (pi,n) and
q′i,n = ı
∼
n (qi,n) for some projections pi,n, qi,n ∈ MR(n)(C˜n), i = 1, 2, ..., I(n). Write pi,n = p¯i,n +
x(pi,n) and qi,n = q¯i,n + x(qi,n), where p¯i,n and q¯i,n are scalar projections in MR(n), x(pi,n) and
x(qi,n) ∈MR(n)(Cn)s.a.. Also, we may assume that x(pi,n), x(qi,n) ⊂ {(ak,j)R(n)×R(n) : ak,j ∈ Gn}.
Without loss of generality we may assume that the subgroupGn,u generated by {[pi,n]−[qi,n] :
1 ≤ i ≤ I(n)} is free.
We may assume that Pn contains a set of generators of FK(n)K(Cn), Fn ⊂ G′n and δ′n <
1/2n+3. We may also assume that Bott(h′, u′)|Pn is well defined whenever ‖[h′(a), u′]‖ < δ′n for
all a ∈ G′n and for any homomorphism h′ from Cn and a unitary u′ in the target algebra. Note
that Bott(h′, u′)|Pn defines Bott(h′ u′).
We further assume that
Bott(h, u)|Pn = Bott(h′, u)|Pn (e 16.54)
provided that h ≈δ′n h′ on G′n. We may also assume that δ′n is smaller than δ/16 for the δ
defined in 2.15 of [40] for Cn (in place of A) and Pn (in place of P). Let k(n) ≥ n (in place
of n), η′n > 0 (in place of η) and Qk(n) ⊂ K1(Ck(n)) (in place of P(0)) be required by 13.16 for
δ′k(n)/4 (in place of ε), ın(Gk(n)) (in place of F), Pk(n) (in place of P) and [pj,n]− [qj,n] (in place
s¯j) (j = 1, 2, ..., k(n)), and σ
′
k(n)/16 (in place of σ). We may assume that Qk(n) forms a free
generator set for the free part of K1(Ck(n)) (see 13.16). Since Pk(n) generates FK(n)K(Ck(n+1)),
we may assume that Qk(n) ⊂ Pk(n).
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For Cn, since Ki(Cn) (i = 0, 1) is finitely generated, by (e 16.53), we may further assume
that jk(n),∞ is injective on jn,k(n)(K(Cn)), n = 1, 2, .... By passing to a subsequence, to simplify
notation, we may also assume that k(n) = n + 1. Let δn = min{ηn, σ′n, δ′n/2}/R(n)2. By 16.3,
there are unitaries vn ∈ U0(A˜) such that
Ad vn ◦ ϕ1 ≈δn+1/4 ϕ2 on ın+1(Gn+1), (e 16.55)
ρA(bott1(ϕ2, v
∗
nvn+1))(x) = 0 for all x ∈ [ın+1](K1(Cn+1)) and (e 16.56)
‖[ϕ2(c), v∗nvn+1]‖ < δn+1/2 for all a ∈ ın+1(Gn+1) (e 16.57)
(note that K1(Cn+1) is finitely generated). Note that, by (e 16.54), we may also assume that
Bott(ϕ1, vn+1v
∗
n)|[ın](Pn) = Bott(v∗nϕ1vn, v∗nvn+1)|[ın](Pn) (e 16.58)
= Bott(ϕ2, v
∗
nvn+1])|[ın](Pn). (e 16.59)
In particular,
bott1(v
∗
nϕ1vn, v
∗
nvn+1)(x) = bott1(ϕ2, v
∗
nvn+1)(x) (e 16.60)
for all x ∈ (ın)∗1(K1(Cn+1)).
By applying 16.2, without loss of generality, we may assume that the triple ϕ1, ϕ2 and vn
defines an element γn ∈ KLCloc([ın+1](K(Cn+1)),K(Mϕ1,ϕ2)) and [πe] ◦ γn ◦ [ιn+1] = [ın+1] (see
(e 16.12)). Moreover, by 10.4 and 10.5 of [37] (see also the end of 6.4.2 of [44]), we may assume,
without loss of generality, that
|τ(log(ϕ∼2 ◦ ı∼n (z∗j )vnϕ∼1 ◦ ı∼n (zj)vn))| < δn+1, (e 16.61)
j = 1, 2, ..., r(n), where {z1, z2, ..., zr(n)} ⊂ U(C˜n+1) which forms a set of generators of K1(Cn+1)
(recall that Cn+1 is a simple C
∗-algebra of stable rank one). We may assume that [zj ] ∈ Qn ⊂
Pn, j = 1, 2, ..., r(n).
Let Hn = [ın+1](K(Cn+1)). Since
⋃
n=1[ın](K(Cn)) = K(C) and [πe] ◦ γn ◦ [ın+1] = [ın+1],
we conclude that
K(Mϕ1,ϕ2) = K(SA) + ∪∞n=1γn(Hn). (e 16.62)
Recall also Hn = [ın+1](K(Cn)) ⊂ [ιn+2](K(Cn+2)). So γn − γn+1 is defined on Hn. Thus, by
passing to a subsequence, we may further assume that
γn+1(Hn) ⊂ K(SA) + γn+2(Hn+1), n = 1, 2, .... (e 16.63)
By identifying Hn with γn+1(Hn), we may write j
′
n : K(SA)⊕Hn → K(SA)⊕Hn+1 for the
inclusion in (e 16.63). By (e 16.62), the inductive limit is K(Mϕ1,ϕ2). From the definition of γn,
we note that γn ◦ [ιn+1]− γn+1 ◦ [ın+2] maps K(Cn+1) into K(SA). By 10.6 of [37] (see also 27.4
of [23]),
Γ(Bott(ϕ1, vnv
∗
n+1))|Hn = (γn+1 − γn+2)|Hn
(see 10.4, 10.5 and 10.6 of [37], and also 27.4 of [24] for the definition of Γ) gives a homomorphism
ξn : Hn → K(SA). Put ζn = γn+1|Hn and jn : Hn → Hn+1 as embedding. Then
j′n(x, y) = (x+ ξn(y), j
n(y)) (e 16.64)
for all (x, y) ∈ K(SA)⊕Hn. Thus we obtain the following diagram:
0→ K(SA) → K(SA)⊕Hn → Hn → 0
‖ ‖ ւξn ↓jn ↓jn
0→ K(SA) → K(SA)⊕Hn+1 → Hn+1 → 0
‖ ‖ ւξn+1↓jn+1 ↓jn+1
0→ K(SA) → K(SA)⊕Hn+2 → Hn+2 → 0
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By the assumption that R¯ϕ1,ϕ2 = 0, map θ also gives the following decomposition:
kerRϕ1,ϕ2 = kerρA ⊕K1(C). (e 16.65)
Define θn = θ ◦ [ın+1] and κn = ζn ◦ [ın+1]− θn. Note that
θn = θn+1 ◦ jn+1. (e 16.66)
We also have that
ζn − ζn+1 ◦ jn = ξn. (e 16.67)
Since [πe] ◦ (ζn ◦ [ın+1]− θn)|K(Cn+1) = 0, κn maps K(Cn+1) into K(SA). It follows that
κn − κn+1 ◦ jn+1 = ζn ◦ [ın+1]− θn − ζn+1 ◦ [ın+2] ◦ jn+1 + θn+1 ◦ jn+1 (e 16.68)
= ζn ◦ [ın+1]− ζn+1 ◦ [ın+2] ◦ jn+1 = ξn ◦ [ın+1]. (e 16.69)
It follows from 15.6 that there are integers N1 ≥ 1, a δn+14 -ın+1(Gn+1)-multiplicative contrac-
tive completely positive linear map Ln : ın+1(Cn+1) → M1+N1(Mϕ1,ϕ2), a homomorphism
h0 : ın+1(Cn+1) → W →MN1(A), and a continuous path of unitaries {Vn(t) : t ∈ [0, 3/4]}
of M1+N1(A) such that [Ln]|P ′n+1 is well defined, Vn(0) = 1M1+N1 (A),
[Ln ◦ ın+1]|Pn = (θ ◦ [ın+1])|Pn ,
and
πt ◦ Ln ◦ ın+1 ≈δn+1/4 adVn(t) ◦ ((ϕ1 ◦ ın+1)⊕ (h0 ◦ ın+1))
on ın+1(Gn+1) for all t ∈ (0, 3/4],
πt ◦ Ln ◦ ın+1 ≈δn+1/4 adVn(3/4) ◦ ((ϕ1 ◦ ın+1)⊕ (h0 ◦ ın+1))
on ın+1(Gn+1) for all t ∈ (3/4, 1), and
π1 ◦ Ln ◦ ın+1 ≈δn+1/4 ϕ2 ◦ ın+1 ⊕ h0 ◦ ın+1
on ın+1(Gn+1), where πt :Mϕ1,ϕ2 → A is the point-evaluation at t ∈ (0, 1).
Note that Rϕ1,ϕ2(θ(x)) = 0 for all x ∈ [ın+1](K1(Cn+1)). As computed in 10.4 of [37],
τ(log((ϕ∼2 (x)⊕ h∼0 (x)∗Vn(3/4)∗(ϕ∼1 (x)⊕ h∼0 (x))Vn(3/4))) = 0 (e 16.70)
for x ∈ ı∼n+1({z1, z2, ..., zr(n)}) and for all τ ∈ T (A).
Define W ′n = daig(vn+1, 1) ∈ M1+N1(A). Then Bott((ϕ1 ⊕ h0) ◦ ın+1, W ′n(Vn(3/4)∗) defines
a homomorphism κ˜n ∈ HomΛ(K(Cn+1),K(SA)). By (e 16.61), for τ ∈ T (A),
|τ(log((ϕ2 ⊕ h∼0 ) ◦ ı∼n+1(zj)∗(W ′n)∗(ϕ1 ⊕ h0)∼ ◦ ı∼n+1(zj)W ′n))| < δn+1, (e 16.71)
j = 1, 2, ..., r(n). One computes that
Γ(Bott(ϕ1 ◦ ın+1 ⊕ h0, W ′nV (3/4)∗)|Pn = (γn+1 − θ)[ın]|Pn . (e 16.72)
Put V˜n = Vn(3/4). Let
bj,n =
1
2πi
log(V˜ ∗n (ϕ1 ⊕ h0)∼ ◦ ı∼n+1(zj)V˜n(ϕ2 ⊕ h0)∼ ◦ ı∼n+1(zj)∗), (e 16.73)
b′j,n =
1
2πi
log((ϕ1 ⊕ h0)∼ ◦ ı∼n+1(zj)V˜n(W ′n)∗(ϕ1 ⊕ h0)∼ ◦ ı∼n+1(zj)∗W ′nV˜ ∗n ) and (e 16.74)
b′′j,n =
1
2πi
log((ϕ2 ⊕ h0)∼ı∼n+1(zj)(W ′n)∗(ϕ1 ⊕ h0)∼ ◦ ı∼n+1(zj)∗W ′n), (e 16.75)
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j = 1, 2, ..., r(n). By (e 16.70) and (e 16.71),
τ(bj,n) = 0 and |τ(b′′j,n)| < δn+1 (e 16.76)
for all τ ∈ T (A). Note that
V˜ ∗n e
2πib′j,n V˜n = e
2πibj,ne2πib
′′
j,n . (e 16.77)
Then, by 6.1 of [36] and by (e 16.76)
τ(b′j,n) = τ(bj,n)− τ(b′′j,n) = τ(b′′j,n) (e 16.78)
for all τ ∈ T (A). It follows from this and (e 16.58) that
|ρA(κ˜∼n (zj))(τ)| < δn+1, j = 1, 2, .... (e 16.79)
for all τ ∈ T (A). It follows from 13.16 that there is a unitary w′n ∈ U0(A˜) such that
‖[ϕ1(a), w′n]‖ < δ′n+1/4 for all a ∈ ın+1,∞(Gn+1) and (e 16.80)
Bott(ϕ1 ◦ ın+1, w′n) = −κ˜n ◦ [ın+1]. (e 16.81)
By (e 16.54),
Bott(ϕ2 ◦ ın+1, v∗nw′nvn)|Pn = −κ˜n ◦ [ın+1]|Pn . (e 16.82)
It follows from 10.6 of [37] and (e 16.72) that
Γ(Bott(ϕ1 ◦ ın+1, w′n)) = −κn ◦ [ın+1] and (e 16.83)
Γ(Bott(ϕ1 ◦ ın+2, w′n+1)) = −κn+1 ◦ [ın+2]. (e 16.84)
We also have
Γ(Bott(ϕ1 ◦ ın+1, vnv∗n+1))|K(Cn+1) = (ζn − ζn+1 ◦ jn) ◦ [ın+1] = ξn ◦ [ın+1]. (e 16.85)
But, by (e 16.68) and (e 16.69),
(−κn + ξn ◦ [ın+1] + κn+1 ◦ jn+1) = 0. (e 16.86)
By 10.6 of [37] (see also 27.4 of [25]), Γ(Bott(., .)) = 0 if and only if Bott(., .) = 0. Thus, by
(e 16.82), (e 16.83) and (e 16.85),
− Bott(ϕ1 ◦ ın+1, w′n) + Bott(ϕ1 ◦ ın+1, vnv∗n+1) + Bott(ϕ1 ◦ ın+1, w′n+1) = 0. (e 16.87)
Put wn = v
∗
n(w
′
n)vn and un = vnw
∗
n, n = 1, 2, .... Since vn, w
′
n ∈ U0(A˜), un ∈ U0(A˜), n = 1, 2, ....
Then, by (e 16.55) and (e 16.80),
adun ◦ ϕ1 ≈δ′n/2 ϕ2 for all a ∈ ın+1(Gn+1). (e 16.88)
From (e 16.58), (e 16.54) and (e 16.87), we compute that
Bott(ϕ2 ◦ ın+1, u∗nun+1) = Bott(ϕ2 ◦ ın+1, wnv∗nvn+1w∗n+1) (e 16.89)
= Bott(ϕ2 ◦ ın+1, wn) + Bott(ϕ2 ◦ ın+1, v∗nvn+1) (e 16.90)
+Bott(ϕ2 ◦ ın+1, w∗n+1) (e 16.91)
= Bott(ϕ1 ◦ ın+1, w′n) + Bott(ϕ1 ◦ ın+1, v∗nvn+1) (e 16.92)
+Bott(ϕ1 ◦ ın+1, (w′n+1)∗) (e 16.93)
= −[−Bott(ϕ1 ◦ ın+1, w′n) + Bott(ϕ1 ◦ ın+1, vnv∗n+1) (e 16.94)
+Bott(ϕ1 ◦ ın+1, w′n+1)] = 0. (e 16.95)
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Let xi,n = [pi,n]− [qi,n], 1 ≤ i ≤ I(n). Note that Gu,n is assumed to be a free group generated by
{xi,n : 1 ≤ i ≤ I(n)}. Without loss of generality, we may assume that these are free generators.
Define, for each n ≥ 1, a homomorphism Λn : Gu,n → U(A)/CU(A) by
Λn(xi,n) = (〈((1 − ei,n) + ei,nun)((1− e′i,n) + e′i,nu∗n)〉,
where ei,n = ϕ
∼
2 ◦ ı∼n+1(pi,n), e′i,n = ϕ∼2 ◦ ı∼n+1(qi,n), i = 1, 2, ..., I(n). In what follows, we will
construct unitaries s1, s2, ..., sn, ... in CU(A˜) such that
||[ϕ2 ◦ ın+1(f), sn]|| < δ′n+1/4 for all f ∈ Gn+1, (e 16.96)
Bott(ϕ2 ◦ ın+1, sn+1)|Pn = 0 and (e 16.97)
dist(〈((1 − ei,n) + ei,nsn)((1− e′i,n) + e′i,ns∗n)〉,Λn(−xi,n)) < σ′n/16, (e 16.98)
Let s1 = 1, and assume that s2, s3, ..., sn are already constructed. Let us construct sn+1. Note
that by (e 16.89), the K1 class of the unitary u
∗
nun+1 is trivial. In particular, the K1 class of
snu
∗
nun+1 is trivial. Since Λ factors through G
′
u,n, applying Theorem 13.16 to ϕ2 ◦ ın+2, one
obtains a unitary sn+1 ∈ CU(B˜) such that (see also 13.7)
||[ϕ2 ◦ ιn+2(f), sn]|| < δ′n+1/4 for all f ∈ Gn+2, (e 16.99)
Bott(ϕ2 ◦ ιn+2, sn+1)|Pn = 0 and (e 16.100)
dist(〈((1 − ei,n+1) + ei,n+1sn+1)((1− e′i,n+1) + e′i,n+1s∗n+1)〉,Λn+1(−xi,n+1)) < σ′n/16,(e 16.101)
i = 1, 2, ..., I(n + 1). Then s1, s2, ..., sn+1 satisfies (e 16.96), (e 16.97) and (e 16.98).
Put u˜n = uns
∗
n ∈ U0(A˜). Then by (e 16.88) and (e 16.96), one has
ad u˜n ◦ ϕ1 ≈δ′n ϕ2 for all a ∈ ın+1(Gn+1). (e 16.102)
By (e 16.89) and (e 16.97), one has
Bott(ϕ2 ◦ ın+1, (u˜n)∗u˜n+1)|Pn = 0. (e 16.103)
Note that
〈(1− ei,n) + ei,nsn+1un+1〉〈(1 − e′i,n+1) + e′i,n+1u∗n+1s∗n+1〉 = c1c2c3c4 = c1c4c2c3, (e 16.104)
where
c1 = 〈(1 − ei,n+1) + ei,n+1sn+1〉, c2 = 〈(1 − ei,n+1) + ei,n+1un+1〉, (e 16.105)
c3 = 〈(1− e′i,n+1) + e′i,n+1u∗n+1〉, c4 = 〈(1− e′i,n+1) + e′i,n+1s∗n+1〉. (e 16.106)
Therefore, by (e 16.101), one has
dist(〈((1 − ei,n+1) + ei,n+1u˜n+1)((1− e′i,n+1) + e′i,n+1u˜n+1∗)〉), 1¯) (e 16.107)
< σ′n+1/16 + dist(Λ(−xi,n+1)Λ(xi,n+1), 1¯) = σ′n+1/16, (e 16.108)
i = 1, 2, ..., I(n). Therefore, by 14.8 of [23], there exists a piece-wise smooth and continuous path
of unitaries {zn(t) : t ∈ [0, 1]} of A such that
zn(0) = 1, zn(1) = (u˜n)
∗u˜n+1 and (e 16.109)
‖[ϕ2(a), zn(t)]‖ < 1/2n+2 for all a ∈ Fn and t ∈ [0, 1]. (e 16.110)
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Define
u(t+ n− 1) = u˜nzn+1(t) t ∈ (0, 1].
Note that u(n) = u˜n+1 for all integer n and {u(t) : t ∈ [0,∞)} is a continuous path of unitaries
in U0(A˜). One estimates that, by (e 16.88) and (e 16.110),
adu(t+ n− 1) ◦ ϕ1 ≈δ′n ad zn+1(t) ◦ ϕ2 ≈1/2n+2 ϕ2 on Fn (e 16.111)
for all t ∈ (0, 1). It then follows that
lim
t→∞u
∗(t)ϕ1(a)u(t) = ϕ2(a) for all a ∈ C. (e 16.112)
17 KK-Lifting and rotation maps
Let us begin this section with Theorem 17.1 which is the same as Theorem 3.17 of [45]. But we
will use the form of Theorem 7.4.8 of [44]. To state it, we will refer property (B2) exactly as in
Remark 3.8 of [45] and in Definition 7.2.6 of [44] (but we do not assume A and B are unital and
working in A˜ and B˜ whenever it is needed).
Let A be a C∗-algebra and B ⊂ A be a C∗-subalgebra, and let α : B → A be a homo-
morphism. We write α ∈ Inn(B,A), if there exists a sequence of unitaries un ∈ A˜ such that
α(b) = limn→∞ u∗nbun for all b ∈ A (converges in norm).
Theorem 17.1 (Theorem 3.17 of [45] and Theorem 7.4.8 of [44]). Let A be an infinite dimen-
sional simple C∗-algebra and let B be a separable C∗-subalgebra. Suppose that A has property
(B2) associated with B (see 7.2.6 of [44]) and K0(A) is approximately divisible (see 3.15 of [45])
For any E0 ∈ Pext(K1(A),K0(B)) and E1 ∈ Pext(K0(A),K1(B)), there exists α ∈ Inn(B,A)
such that η0(Mα) = E0 and η1(Mα) = E1, or equivalently,
[α]− [ı] = (E0, E1) ∈ Pext(K1(A),K0(B))⊕Pext(K0(A),K1(B)),
where ı : B → A is the inclusion.
The proof is exactly the same as that of Theorem 7.4.8 of [44] with some obvious modification.
The set P0 = {[p1], [p2], ..., [pn]} will be replaced by {[p1] − k1[1B˜ ], [p2] − k2[1B˜ ]}, where pi ∈
Mmi(B˜) is a projection such that [πC(p)] = ki inMmi(C) for some integer ki ≤ mi and πC : B˜ →
C is the quotient map, i = 1, 2, ..., n. The identity map ι : B → A may sometime be replaced by
its unital extension ι∼ : B˜ → A˜, K0(B)+ may be replaced by K0(B˜)+, when it is needed, and
all unitaries are chosen to be in B˜.
Corollary 17.2. Let B and A1 be separable amenable simple C
∗-algebras with continuous scale,
let C = B ⊗ U1 ∈ D, let A = A1 ⊗ U2 ∈ D, where U1 and U2 are UHF-algebras of infinite type.
Suppose that B satisfies the UCT and suppose that κ ∈ KK(C,A), γ : T (A) → T (C) is a
continuous affine map, and α : U(C)/CU(C) → U(A)/CU(A) is a continuous homomorphism
for which γ, α, and κ are compatible. Then, there exists a monomorphism h : C → A such that
(1) [h] = κ in KKe(C,A)
++,
(2) hT = γ and h
† = α.
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Proof. The proof follows the same lines as that of Theorem 8.6 of [40], following the proof of
Theorem 3.17 of [45]. First note that, by Theorem 11.2 and 5.31, C is isomorphic to a C∗-algebra
in M1 ∩ Dd. Denote by κ ∈ KL(C,A) the image of κ. It follows from Theorem 9.4 that there
is a monomorphism ϕ : C → A such that
[ϕ] = κ, ϕ† = α, and (ϕ)T = γ.
Note that it follows from the UCT that (as an element of KK(C,A))
κ− [ϕ] ∈ Pext(K∗(C),K∗+1(A)).
By Lemmas 13.15, A has Property (B2) associated with C in the sense of Definition 7.2.6 of
[44]. Note that A is approximately divisible. It follows from Theorem 17.1 that there is a
monomorphism ψ0 : A→ A which is approximately inner and such that
[ψ0 ◦ ϕ]− [ϕ] = κ− [ϕ] in KK(C,A).
Then the map
h := ψ0 ◦ ϕ
satisfies the requirements of the corollary.
Lemma 17.3. Let A be a separable C∗-algebra such that T (A) is a compact Choquet simplex.
Suppose that B is a separable C∗-algebra and suppose that ϕ, ψ : B → A are two monomor-
phisms such that
[ϕ] = [ψ] in KK(B,A), ϕT = ψT and ϕ
† = ψ†. (e 17.1)
Then
Rϕ,ψ ∈ Hom(K1(B), ρ∼A(K0(A˜))). (e 17.2)
Proof. Let z ∈ K1(B) be represented by the unitary u ∈ U(Mm(B˜)) for some integer m. Then,
by (??),
(ϕ⊗ idMm)(u)(ψ ⊗ idMm)(u)∗ ∈ CU(Mm(A˜)).
Suppose that {u(t) : t ∈ [0, 1]} is a continuous and piecewise smooth path in Mm(U(A˜)) such
that u(0) = (ϕ⊗ idMm)(u) and u(1) = (ψ ⊗ idMm)(u). Put w(t) = (ψ ⊗ idMm)(u)∗u(t). Then
w(0) = (ψ ⊗ idMm)(u)∗(ϕ⊗ idMm)(u) ∈ CU(A˜) and w(1) = 1A˜. Thus,
Rϕ,ψ(z)(τ) =
1
2πi
∫ 1
0
τ(
du(t)
dt
u∗(t))dt =
1
2πi
∫ 1
0
τ(ψ(u)∗
du(t)
dt
u∗(t)ψ(u))dt (e 17.3)
=
1
2πi
∫ 1
0
τ(
dw(t)
dt
w∗(t))dt (e 17.4)
for all τ ∈ T (A˜). By 3.1 and 3.2 of [58], Rϕ,ψ(z) ∈ ρ∼A(K0(A˜)). It follows that
Rϕ,ψ ∈ Hom(K1(B), ρ∼A(K0(A˜))).
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Theorem 17.4.(Lemma 4.2 of [45]) Let A be an infinite dimensional simple C∗-algebra. Let B ⊆
A be a unital C*-subalgebra and denote by ι the inclusion map. Suppose that A has property (B2)
associated with B and ∆B (see Definition 7.2.6 of [44]). For any ψ ∈ Hom(K1(B), ρ∼A(K0(A˜))),
there exists α ∈ Inn(B,A) such that there are homomorphisms θi : Ki(B) → Ki(Mι,α) with
πe ◦ θi = idKi(B), i = 0, 1, where πe : Mι,α → B is the quotient map, and the rotation map
Rι,α : K1(Mι,α)→ Aff(T(A)) is given by
Rι,α(c) = ρA(c− θ1([πe]1(c))) + ψ([πe]1(c)) for all c ∈ K1(Mι,α(A)).
In other words,
[α] = [ι]
in KK(B,A), and the rotation map Rι,α : K1(Mι,α)→ Aff(T(A)) is given by
Rι,α(a, b) = ρA(a) + ψ(b)
for some identification of K1(Mι,α) with K0(A)⊕K1(B).
The proof is exactly the same as that of Theorem 8.4.1 of [44] (and that of Lemma 4.2 of
[45]) with some obvious modification. The set P0 = {[p1], [p2], ..., [pn]} will be replaced by by
{[p1]−k1[1B˜ ], [p2]−k2[1B˜ ]}, where pi ∈Mmi(B˜) is a projection such that [πC(p)] = ki inMmi(C)
for some integer ki ≤ mi and πC : B˜ → C is the quotient map, i = 1, 2, ..., n. The identity map
ι : B → A may sometime be replaced by its unital extension ι∼ : B˜ → A˜, K0(B)+ may be
replaced by K0(B˜)+, when it is needed, and all unitaries are chosen to be in B˜.
Corollary 17.5. Let C1, C2 be amenable separable simple C
∗-algebras, A = C1 ⊗ U1 ∈ D
B = C2 ⊗ U2 ∈ D, where U1 and U2 are UHF-algebras of infinite type, and B satisfies the
UCT. Suppose that A has continuous scale, B is a C∗-subalgebra of A, and denote by ı the
embedding. For any λ ∈ Hom(K1(B), ρ∼A(K0(A˜))), there exists ϕ ∈ Inn(B,A) such that there
are homomorphisms θi : Ki(B)→ Ki(Mı,ϕ) with (πe)∗i ◦ θi = idKi(B), i = 0, 1, and the rotation
map Rı,ϕ : K1(Mı,ϕ)→ Aff(T (A)) given by
Rı,ϕ(x) = ρA(x− θ1(πe)∗1(x)) + λ ◦ (πe)∗1(x)) (e 17.5)
for all x ∈ K1(Mı,ϕ). In other words,
[ϕ] = [ı] in KK(B,A) (e 17.6)
and the rotation map Rı,ϕ : K1(Mı,ϕ)→ Aff(T (A)) is given by
Rı,ϕ(a, b) = ρA(a) + λ(b) (e 17.7)
for some identification of K1(Mı,ϕ) with K0(A)⊕K1(B).
Proof. By 11.2, B ∈ M1 ∩Dd. For each ε > 0 and a finite subset F , a finite subset P0 ⊂ K0(B)
and finite subset P1 ⊂ K1(B), and P = P0 ∪ P1, choose ∆C(ε,F ,P0,P1) := η be given by
Theorem 13.15. Then, by Theorem 13.15, B has property (B2) associated with B and ∆C .
Therefore, this corollary follows from 17.4.
Theorem 17.6. Let C and A be two separable amenable C∗-algebras such that T (C) and T (A)
are compact. Suppose that ϕ1, ϕ2, ϕ3 : C → A are three monomorphisms for which
[ϕ1] = [ϕ2] = [ϕ3] in KK(C,A)) and (ϕ1)T = (ϕ2)T = (ϕ3)T . (e 17.8)
Then
Rϕ1,ϕ2 +Rϕ2,ϕ3 = Rϕ1,ϕ3 . (e 17.9)
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Proof. The proof is exactly the same as that of Theorem 9.6 of [40].
Lemma 17.7. Let A1 and B be two separable simple C
∗-algebras with continuous scale which
satisfy the UCT, let A = A1⊗U1 where U1 is a UHF-algebras of infinite type. Let ϕ : A→ B be
an isomorphism and let β : B⊗Mp → B⊗Mp be an automorphism such that β∗1 = idK1(B⊗Mp)
for some supernatural number p of infinite type. Then
ψ†(U(A˜)/CU(A˜)) = (ϕ0)†(U(A˜)/CU(A˜)) = U(B˜)/CU(B˜),
where ϕ0 = ı ◦ ϕ, ψ = β ◦ ı ◦ ϕ and where ı : B → B ⊗ Mp is defined by ı(b) = b ⊗ 1
for all b ∈ B. Moreover, there is an isomorphism µ : U(B˜)/CU(B˜) → U(B˜)/CU(B˜) with
µ(U0(B˜)/CU(B˜)) ⊂ U0(B˜)/CU(B˜) such that
ı† ◦ µ ◦ ϕ† = ψ† and q1 ◦ µ = q1,
where q1 : U(B˜)/CU(B˜)→ K1(B) is the quotient map.
Proof. We first note that T (A˜) = T (A˜⊗Mp) = T (B˜ ⊗Mp). Applying the Ku¨nneth formula, we
compute that
ρ∼A(K0(A˜)) = {r · x : r ∈ R and x ∈ ρ∼A(j∗(K0(A˜1)))},
where j : A1 → A1 ⊗ U1 = A is the embedding x 7→ x ⊗ 1U1 . It follows that ι : A →
A ⊗Mp defined by ι(a) = a ⊗ 1Mp (for all a ∈ A) induces an isomorphism U0(A˜)/CU(A˜) ∼=
U0(A˜⊗Mp)/CU(A˜⊗Mp). We also note that, since U0(A˜)/CU(A˜) ∼= Aff(T (A˜))/ρA˜(K0(A˜)), it
is a divisible group. Keep these facts in mind, the proof of this lemma is exactly the same as
that of Lemma 11.3 of [40].
Lemma 17.8. Let A1 and B1 be separable simple amenable C
∗-algebras which satisfies the UCT,
Suppose that A = A1 ⊗ U1 ∈ D, and let B = B1 ⊗ U2 ∈ D, where U1 and U2 are UHF-algebras
of infinite type, and suppose that ϕ1, ϕ2 : A→ B are two isomorphisms such that [ϕ1] = [ϕ2] in
KK(A,B). Then there exists an automorphism β : B → B such that [β] = [idB ] in KK(B,B)
and β ◦ ϕ2 is strongly asymptotically unitarily equivalent (see 2.12) to ϕ1.
Proof. It follows from Corollary 17.2 that there is an automorphism β1 : B → B satisfying the
following condition:
[β1] = [idB] in KK(B,B), (e 17.10)
β†1 = ϕ
†
1 ◦ (ϕ−12 )† and (β1)T = (ϕ1)T ◦ (ϕ2)−1T . (e 17.11)
Let λ := Rϕ1,β1◦ϕ2 ◦ (ϕ2)−1∗1 ∈ Hom(K1(B), ρ∼B(K0(B˜))). By 17.5, there is automorphism β2 ∈
Aut(B) such that
[β2] = [idB] in KK(B,B), (e 17.12)
β†2 = id
†
B , (β2)T = (idB)T , and (e 17.13)
RidB,β2 = −Rϕ1,β1◦ϕ2 ◦ (ϕ2)−1∗1 . (e 17.14)
Put β = β2 ◦ β1. It follows that
[β ◦ ϕ2] = [ϕ1] in KK(A,B), (β ◦ ϕ2)† = ϕ†1, and (β ◦ ϕ2)T = (ϕ1)T . (e 17.15)
Moreover, by 17.6,
Rϕ1,β◦ϕ2 = RidB ,β2 ◦ (ϕ2)∗1 +Rϕ1,β1◦ϕ2 (e 17.16)
= (−Rϕ1,β1◦ϕ2 ◦ (ϕ2)−1∗1 ) ◦ (ϕ2)∗1 +Rϕ1,β1◦ϕ2 = 0. (e 17.17)
It follows from 16.4 that β ◦ ϕ2 and ϕ1 are strongly asymptotically unitarily equivalent.
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18 Isomorphism theorem
Lemma 18.1. Let A1 and B1 be separable simple amenable C
∗-algebras which satisfy the UCT
and have continuous scale, and let A = A⊗ U1, B = B1 ⊗ U2 ∈ D for UHF-algebras U1 and U2
of infinite type. Suppose that there is an isomorphism ϕ : A→ B and there is β ∈ Aut(B⊗Mp)
such that
[β] = [idB⊗Mp ] in KK(B ⊗Mp, B ⊗Mp) and βT = (idB⊗Mp)T
for some supernatural number p of infinite type.
Then there exists an automorphism α ∈ Aut(B) with [α] = [idB ] in KK(B,B) such that
ı ◦ α ◦ ϕ and β ◦ ı ◦ ϕ are asymptotically unitarily equivalent, where ı : B → B ⊗Mp is defined
by ı(b) = b⊗ 1 for all b ∈ B.
Proof. It follows from Lemma 17.7 that there is an isomorphism µ : U(B˜)/CU(B˜)→ U(B˜)/CU(B˜)
such that
ı† ◦ µ ◦ ϕ† = (β ◦ ı ◦ ϕ)†.
Note that ıT : T (B ⊗Mp)→ T (B) is an affine homeomorphism.
It follows from 17.5 that there is an automorphism α : B → B such that
[α] = [idB] in KK(B,B), (e 18.1)
α† = µ, αT = (β ◦ ı ◦ ϕ)T ◦ ((ı ◦ ϕ)T )−1 = (idB⊗Mp)T and (e 18.2)
RidB ,α(x)(τ) = −Rβ◦ı◦ϕ, ı◦ϕ(ϕ−1∗1 (x))(ıT (τ)) for all x ∈ K1(A) (e 18.3)
and for all τ ∈ T (B).
Denote by ψ = ı ◦ α ◦ ϕ. Then we compute, applying 17.6,
[ψ] = [ı ◦ ϕ] = [β ◦ ı ◦ ϕ] in KK(A,B ⊗Mp) (e 18.4)
ψ† = ı† ◦ µ ◦ ϕ† = (β ◦ ı ◦ ϕ)†, and (e 18.5)
ψT = (ı ◦ α ◦ ϕ)T = (ı ◦ ϕ)T = (β ◦ ı ◦ ϕ)T . (e 18.6)
Moreover, for any x ∈ K1(A) and τ ∈ T (B ⊗Mp),
Rβ◦ı◦ϕ,ψ(x)(τ) = Rβ◦ı◦ϕ,ı◦ϕ(x)(τ) +Rı,ı◦α ◦ ϕ∗1(x)(τ) (e 18.7)
= Rβ◦ı◦ϕ,ı◦ϕ(x)(τ) +RidB,ı◦α ◦ ϕ∗1(x)(ı−1T (τ)) (e 18.8)
= Rβ◦ı◦ϕ,ı◦ϕ(x)(τ)−Rβ◦ı◦ϕ,ı◦ϕ(ϕ−1∗1 )(ϕ∗1(x))(τ) = 0. (e 18.9)
It follows from Theorem 16.4 that ı◦α◦ϕ and β◦ı◦ϕ are asymptotically unitarily equivalent.
The following is a restatement of an important result of W. Winter ([65]).
Theorem 18.2 (Proposition 4.5 of [65]). Let p and q be relatively prime super natural numbers.
Suppose that A and B are non-unital separable simple Z-stable C∗-algebras and ϕ : A⊗ Zp,q →
B⊗Zp,q is a unitarily suspended C([0, 1])-isomorphism. Then, there is an isomorphism ϕ¯ : A→
B⊗Z. Moreover, ϕ¯ is approximately unitarily equivalent to the homomorphism (idB ⊗σ¯p,q)◦ϕ◦
(idA⊗1Zp,q), where idA⊗ 1Zp,q(a) = a⊗ 1Zp,q for all a ∈ A, and σ¯p,q : Zp,q → Z is the standard
embedding (see 3.4 of [65]).
Proof. The unital version of this is stated as Proposition 4.5 of [65] which follows from Propo-
sition 4.4 and 4.3. One notes that, both A⊗Zp,q and B⊗Zp,q are C([0, 1])-algebras as C([0, 1])
embedded unitally into the centers of both M(A ⊗ Zp,q) and M(B ⊗ Zp,q). The unitarily sus-
pended C([0, 1])-isomorphism of Definition 4.2 of [65] remains the same in the nonunital case
except that unitaries in Definition 4.2 of [65] are in the unitization of B⊗Zp,q instead in B⊗Zp,q.
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We claim Lemma 4.3 of [65] holds for the case that A and B are not unital, but the unitary
u ∈M(B⊗Zp,q). To see this, extends ϕ to an isomorphism, still denoted by ϕ, fromM(A⊗Zp,q)
onto M(B⊗Zp,q) (see 3.12.10 of [49]). Note that Zp,q is unital. Maps with the form idA⊗Z ⊗ρm
and idB⊗Z ⊗ρm can also be extended so they define on A˜⊗ Z ⊗ Zp,q and M(B ⊗ Z ⊗ Zp,q),
respectively.
All unitaries are either in ˜A⊗ Zp,q, ˜B ⊗ Zp,q, or inM(B⊗Zp,q) (this is needed for the element
u˜ appeared in (18) of the proof of Lemma 4.3 of [65], also u′ ∈M(B⊗Zp,q)). More precisely, in
(18) of the proof (retaining notation there),
u′ := (((idB⊗Z⊗Z)[1,2,4] ◦ ϕ((1(A⊗Z)∼ ⊗ γ2km+1))⊗ θ[3])(z)
is a unitary inM(B⊗Z⊗Z⊗Zp,q). (Here map ϕ is extended toM(B⊗Zp,q) and (idB⊗Z⊗Z)[1,2,4]
also is extended naturally). Note that estimates (19) of the proof of Lemma 4.3 of [65] holds if
one replaces u˜ by u′ as the image of (idB⊗Z ⊗ρkn)[1,2,4] ⊗ θ[3] is in B ⊗Z ⊗ Z ⊗ Zp,q.
Also, in the proof of Lemma 4.3 of [65], w ∈ (B ⊗ Z ⊗D)∼, w′ ∈ (B ⊗Z ⊗ C2kn ⊗ C2kn)∼,
w′′′ ∈ (B ⊗ Z ⊗ Zp,q)∼, u′′ ∈ (B ⊗ Z ⊗ Zp,q)∼, u′′′ ∈ M(B ⊗ Z ⊗ Zp,q). The rest of the proof
remains the same but u ∈M(B ⊗Z ⊗ Zp,q).
We further claim that, in the current case, under the assumption that both A and B have
almost stable rank one, one can choose the unitary u to be in ˜B ⊗ Zp,q.
To see this, there exists ι : B⊗Zp,q → B⊗Z along the inductive limit systems {ρn} as used
in Lemma 4.3 of [65]. Denote also ι :M(B ⊗ Zp,q)→M(B ⊗Z).
Now consider the unitary ι(u). By 3.6, since B⊗Z has almost stable rank one, for any finite
subset G ⊂ B ⊗ Z and η > 0, there is a unitary u1 ∈ B˜ ⊗Z such that
Adu1(x) ≈η x for all x ∈ G. (e 18.10)
For some sufficiently large n, we may assume that there is u2 ∈ (B ⊗ Zp,q)∼ (which contains
(idB ⊗ ρn)(B ⊗Zp,q)) such that ι(u2) = u1. From this one sees that, under the assumption that
both A and B are simple and Z-stable, Lemma 4.3 of [65] holds with the choice of the unitary
in ˜B ⊗ Zp,q. Then the conclusion Proposition 4.4 of [65] holds under the assumption that both
A and B are simple (but not necessarily unital) with wAi ∈ ˜A⊗ Zp,q and wBi ∈ ˜B ⊗ Zp,q. The
same proof works for non-unital case. In the proof, x¯j−1 and yi will be unitaries in ˜A⊗ Zp,q and
y¯j−1 and xi will be unitaries in ˜B ⊗ Zp,q. With the the modified version of 4.3 and 4.4 of [65]
described above, Proposition 4.5 of [65] holds as stated in the current lemma.
Theorem 18.3. Let A and B be separable simple amenable C∗-algebras which have continuous
scale and satisfy the UCT. Suppose that there is an isomorphism
Γ : Ell(A) = ((K0(A), T (A), ρA),K1(A))→ Ell(B) = ((K0(B), T (B), ρB),K1(B))
(recall the end of 2.7). Suppose also that, for some pair of relatively prime supernatural numbers
p and q of infinite type such that Mp⊗Mq ∼= Q, we have A⊗Mp ∈ D, B⊗Mp ∈ D, A⊗Mq ∈ D,
and B ⊗Mq ∈ D. Then
A⊗Z ∼= B ⊗Z.
Moreover, the isomorphism induces Γ.
Proof. The proof is almost identical to that of 11.7 of [40], with a few necessary modifications.
Note that Γ induces an isomorphism
Γp : Ell(A⊗Mp)→ Ell(B ⊗Mp).
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Since A⊗Mp, B⊗Mp ∈ D, we have, by Theorem 11.2, A⊗Mp, B⊗Mp ∈ M1∩Dd. By Theorem
11.2, there is an isomorphism ϕp : A⊗Mp → B⊗Mp. Moreover ϕp carries Γp. In the same way,
Γ induces an isomorphism
Γq : Ell(A⊗Mq)→ Ell(B ⊗Mq)
and there is an isomorphism ψq : A ⊗Mq → B ⊗Mq which induces Γq. Put ϕ∼p : A˜⊗Mp →
B˜ ⊗Mp and ψ∼q : A˜⊗Mq → B˜ ⊗Mq the unital extensions of ϕp and ψq, respectively. Put
ϕ = ϕp ⊗ idMq : A⊗Q→ B ⊗Q and ψ = ψq ⊗ idMp : A⊗Q→ B ⊗Q. Also ϕ∼ := ϕ∼p ⊗ idMq
and ψ∼ := ψ∼q ⊗ idMp . Note that
(ϕ)∗i = (ψ)∗i (i = 0, 1) and ϕT = ψT
(all four of these maps are induced by Γ). Note that ϕT and ψT are affine homeomorphisms.
Since K∗i(B ⊗Q) is divisible, we in fact have [ϕ] = [ψ] (in KK(A⊗Q,B⊗Q)). It follows from
Lemma 17.8 that there is an automorphism β : B ⊗Q→ B ⊗Q such that
[β] = [idB⊗Q] in KK(B ⊗Q,B ⊗Q)
and such that ϕ and β ◦ ψ are strongly asymptotically unitarily equivalent. We will use β∼ :
B˜ ⊗Q→ B˜ ⊗Q for the unital extension. Note also in this case
βT = (idB⊗Q)T .
Let ı : B⊗Mq → B⊗Q be defined by ı(b) = b⊗1 for b ∈ B⊗Mp. We consider the pair β ◦ ı◦ψq
and ı ◦ψq. Applying Lemma 18.1, we obtain an automorphism α : B⊗Mq → B⊗Mq such that
ı ◦ α ◦ ψq and β ◦ ı ◦ ψq are strongly asymptotically unitarily equivalent (in B ⊗Q). Moreover,
[α] = [idB⊗Mq ] in KK(B ⊗Mq, B ⊗Mq).
We will show that β ◦ψ and (α ◦ψq)⊗ idMp are strongly asymptotically unitarily equivalent.
Define β1 = (β ◦ ı ◦ψq)⊗ idMp : B⊗Mq⊗Mp → B⊗Q⊗Mp. Let j :Mp →Mp⊗Mp be defined
by j(b) = b⊗1 for b ∈Mp. Let s :Mp⊗Mp →Mp be a homomorphism such that s◦j is strongly
asymptotically unitarily equivalent to idMp . Let s¯ : B⊗Mq⊗Mp⊗Mp → B⊗Mq⊗Mp be given by
s¯(b⊗a) = b⊗s(a) for all b ∈ B⊗Mq and a ∈Mp⊗Mp, and j¯ : B⊗Mq⊗Mp → B⊗Mq⊗Mp⊗Mp
defined by j¯(b⊗⊗c) = b⊗⊗j(c) for all b ∈ B ⊗Mq and c ∈Mp.
It follows that (α ◦ ψq) ⊗ idMp and s¯ ◦ β1 are strongly asymptotically unitarily equivalent
(note that ı ◦ α ◦ ψq and β ◦ ı ◦ ψq are strongly asymptotically unitarily equivalent).
Let ψσ : A ⊗Mq ⊗Mp → B ⊗Mq ⊗Mp ⊗Mp defined by ψσ(a ⊗ b) = ψq(a) ⊗ jr(b) for all
a ∈ A⊗Mq and b ∈Mp, where jr :Mp →Mp ⊗Mp defined by jr(b) = 1Mp ⊗ b for all b. Define
βσ := β ⊗ idMp : B ⊗Mq ⊗Mp ⊗Mp → B ⊗Mq ⊗Mp ⊗Mp. Note that
βσ(ψq(a)⊗ b⊗ 1Mp) = β(ψq(a)⊗ b)⊗ 1Mp for all a ∈ A⊗Mq and b ∈Mp. (e 18.11)
By Theorem 16.4, there is a continuous path of unitaries {v(t) : t ∈ [0, 1)} ⊂ (B⊗Mq⊗Mp⊗Mp)∼
with v(0) = 1 such that
lim
t→1
v(t)∗(ψq(a)⊗ b⊗ 1Mp)v(t) = ψq(a)⊗ 1Mp ⊗ b for all a ∈ A⊗Mq and b ∈Mp. (e 18.12)
Therefore
v1(t)
∗βσ(ψq(a)⊗ b⊗ 1Mp)v1(t) = β(ψq(a)⊗ 1Mp)⊗ b = β(ι ◦ ψq(a))⊗ b (e 18.13)
for all a ∈ A⊗Mq and b ∈Mp, where v1(t) = βσ∼(v(t)).
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It follows that
lim
t→∞ s¯(v1(t))
∗(s¯(j¯(β ◦ ψ(a⊗ b))))s¯(v1(t)) = s¯(β ◦ ι ◦ ψq(a)⊗ b) (e 18.14)
for all a ∈ A⊗Mq and b ∈Mp. Since s¯◦j¯ is strongly asymptotically unitarily equivalent to idB⊗Q,
β ◦ψ and s¯◦β1 are strongly asymptotically unitarily equivalent. Hence β ◦ψ and (α◦ψq)⊗ idMp
are strongly asymptotically unitarily equivalent. Finally, we conclude that (α ◦ ψq) ⊗ idMp and
ϕ are strongly asymptotically unitarily equivalent. Note that α ◦ ψq is an isomorphism which
induces Γq.
Let {u(t) : t ∈ [0, 1)} be a continuous path of unitaries in B⊗Q with u(0) = 1
B˜⊗Q such that
lim
t→∞Adu(t) ◦ ϕ(a) = α ◦ ψq ⊗ idMp(a) for all a ∈ A⊗Q.
One then obtains a unitary suspended C([0, 1])-isomorphism which lifts Γ along Zp,q (see [65]).
It follows from Theorem 18.2 (4.5 of [65]) that A⊗Z and B ⊗Z are isomorphic.
Remark 18.4. Suppose that Γ : Ell(A) → Ell(B) is a homomorphism (see 2.7). In the proof
above, we obtain homomorphisms ϕd : A⊗Md → B⊗Md which carries Γd, d = p, q, by applying
9.4 (as well as 11.2). A modification of the proof would give a homomorphism Φ : A⊗Z → B⊗Z
which carries Γ.
Theorem 18.5. Let A be a separable simple Z-stable C∗-algebra with continuous scale. Suppose
that A⊗U ∈ D for some infinite dimensional UHF-algebra U. Then A⊗B ∈ D for any infinite
dimensional UHF-algebra B.
Proof. Suppose that A⊗U ∈ D. Let B be a unital infinite dimensional UHF-algebra. Choose a
strictly positive element eA ∈ A with ‖eA‖ = 1. We may assume that, as A⊗ U has continuous
scale,
d = inf{τ(eA ⊗ 1U ) : τ ∈ T (A⊗ U)} > 1/2. (e 18.15)
Fix ε > 0, a finite subset F ⊂ A⊗ B and a ∈ (A⊗B)+ \ {0}. Note that A⊗B is Z-stable
and has strictly comparison for positive elements. There is a non-zero element a0 = a00 ⊗ b0 ∈
(A⊗B)+ for some a00 ∈ A+ and b0 ∈ B+ such that a0 . a in A⊗B. We may also assume that
b0 = b0,1⊕ b0,2 ∈ B+ where b0,1 and b0,2 are two mutually orthogonal nonzero positive elements.
As A⊗B is simple, there is an integer N0 ≥ 1 such that
eA ⊗ 1B . N0[a00 ⊗ b0,2]. (e 18.16)
We write B = limn→∞(Bn, ψn), where Bn =MR(n) and ψn : Bn → Bn+1 is a unital embedding.
If n > m, put ψm,n = ψn−1 ◦ · · ·ψm : Bm → Bn. We will also use ψn,∞ : Bn → B for the unital
embedding induced by the inductive limit. By Proposition 2.2 and Lemma 2.3 (b) of [56], to
simplify notation, without loss of generality, by replacing b0 with a smaller (in Cuntz relation)
element, we may assume that b0 ∈ Bn for some large n. Since B is simple, we may assume that
R(n) > 4N0 for all n. It follows from (e 18.16) that we may assume that the range projection of
b0 has rank at least two.
By changing notation, without loss of generality, we may further assume that F ⊂ A ⊗ B1
and b0, b0,1, b0,2 ∈ B1.
Since A1 := A ⊗ MR(1) ⊗ U ∈ D has continuous scale, there are F-ε/128-multiplicative
completely positive contractive linear maps ϕ : A1 → A1 and ψ : A1 → D0 for some C∗-
subalgebra D0 ⊂ A1 with D0 ∈ C0, D ⊥ ϕ(A1), and
‖x⊗ 1U − (ϕ(x⊗ 1U ) + ψ(x⊗ 1U ))‖ < ε/128 for all x ∈ F ∪ {eA ⊗ 1}, (e 18.17)
ϕ(eA ⊗ 1U ) . a0,1 := a00 ⊗ b0,1 ⊗ 1U , (e 18.18)
t(f1/4(ψ(eA ⊗ 1))) ≥ 3/4 for all t ∈ T (D0) (e 18.19)
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(see also Proposition 2.10 of [15]). By replacing ϕ by the map defined by ϕ′(x) = fη(ϕ(eA ⊗
1U ))ϕ(x)fη(ϕ(eA ⊗ 1U )) for all x ∈ A1 for some sufficiently small η, we may assume that there
is e0 ∈ A1 such that e0ϕ(x) = ϕ(x)e0 = ϕ(x) for all x ∈ A1 and e0 . a00 ⊗ b0,1 ⊗ 1U .
Let G ⊂ D0 be a finite subset such that, for every x ∈ F , there exists x′ ∈ G such that
‖ψ(x ⊗ 1U ) − x′‖ < ε/128. We may also assume that G contains a strictly positive element eD
of D0 with ‖eD‖ = 1.
Write U = ∪∞n=1Mr(n), where limn→∞ r(n) = ∞ and Mr(n) ⊂ Mr(n+1) unitally. Since each
D0 is weakly semiprojective, we can choose n0 large enough, such that there exists a unital
homomorphism h : D0 → A⊗MR(1) ⊗Mr(n0) (⊂ A⊗MR(1) ⊗ U) satisfying
‖h(x′)− x′‖ < ε/64 for all x′ ∈ G and (e 18.20)
t(f1/4(h(ψ(eA ⊗ 1)))) ≥ 1/2 for all t ∈ T (h(D0)). (e 18.21)
Consider Φ′ : A⊗MR(1) → A1 defined by Φ′(a) = ϕ(a⊗ 1U ) for a ∈ A⊗MR(1). Let s0 :MR(1)⊗
U →MR(1)⊗Mr(n0) be a completely positive contractive linear map such that s0|MR(1)⊗Mr(n0) =
idMR(1)⊗Mr(n0) . Define J := idA⊗s0 : A ⊗MR(1) ⊗ U → A ⊗MR(1) ⊗Mr(n0). Choose larger n0
if necessary, with Φ0 := J ◦ ϕ|A⊗MR(1) , we may also assume that Φ0 is F-ε/64-multiplicative
completely positive contractive linear map Φ0 : A⊗MR(1) → A⊗MR(1) ⊗Mr(n0) such that
‖Φ0(x)− ϕ(x⊗ 1U )‖ < ε/64 for all x ∈ F . (e 18.22)
We also assume that (viewing x as an element in A⊗MR(1))
‖x⊗ 1Mr(n0) − (Φ0(x) + h ◦ ψ(x⊗ 1U ))‖ < ε/32 for all x ∈ F . (e 18.23)
Since D0 ⊥ ϕ(A1), by choosing possibly even large n0 (also applying Proposition 2.2 of [56]),
we may also assume that there exists an element e1 ∈ h(D0)⊥ ⊂ A ⊗MR(1) ⊗Mr(n0) (so e1 is
close to J(e0)) such that
f1/6(e1)J ◦ ϕ(x)f1/16(J(e1)) ≈ε/32 Φ0(x) for all x ∈ F and (e 18.24)
f1/6(e1) . J(a00 ⊗ b0,1 ⊗ 1U ) = a00 ⊗ b0,1 ⊗ 1r(n0). (e 18.25)
Define Φ′0 : A ⊗MR(1) → A ⊗MR(1) ⊗Mr(n0) by Φ′0(x) = f1/16(e1)Φ0(x)f1/16(e1) for all x ∈
A ⊗MR(1). Note that Φ′0 is F-ε/16-multiplicative. Moreover Φ′0(A ⊗MR(1)) ⊥ h(D0). Denote
by ı0 : MR(1) → MR(1)r(n0) the map defined as ı0(x) = x ⊗ 1Mr(n0) and define ı0 : A ⊗ B1 →
A⊗B1 ⊗Mr(n0) by ı0(x) = x⊗ 1Mr(n0) for all x ∈ A⊗B1.
We may assume that ψ1,n1 : B1 → Bn1 has multiplicities at least N ≥ 1 such that
2r(n0)R(1)
N
< 1. (e 18.26)
Write
R(n1) = NR(1) = lr(n0)R(1) +m, (e 18.27)
where l ≥ 1 and r(n0)R(1) > m ≥ 0 are integers. It follows that
m
R(n1)
<
r(n0)R(1)
R(n1)
<
r(n0)
N
<
1
2R(1)
. (e 18.28)
Since R(1)|R(n1), we may write m = m(r)R(1). Define ρ : MR(1) → Mm by x → x⊗ 1M
m(r)
, if
m > 0. If m = 0, then we omit ρ, or view ρ = 0.
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It follows from (e 18.28) that, if m 6= 0, viewing Mm ⊂MR(n1) ⊂ B,
dτ (eA ⊗ ρ(1MR(1))) <
1
2R(1)
for all τ ∈ T (A⊗B). (e 18.29)
Therefore, by (e 18.16) and the fact that R(1) > 4N0,
ι(eA ⊗ ρ(1MR(1))) . a00 ⊗ b0,2. (e 18.30)
Let ı1 :Mr(n0)R(1) →Mlr(n0)R(1) be the embedding defined by a 7→ a⊗1Ml . Let ı2 :Mlr(n0)R(1) →
MR(n1) be defined by the embedding which sends rank one projections to rank one projections.
Put ı3 = ı2 ◦ ı1. Define ı4 : A ⊗MR(1) ⊗Mr(n0) → A ⊗MR(n1) by ı4(a ⊗ b) = a ⊗ ı3(b) for all
a ∈ A and b ∈ Mr(n0)R(1). Note that, for all a ∈ B1 = MR(1), we may write (modulo an inner
automorphism, and if m = 0, ρ = 0)
ψ1,n1(a) = ı3 ◦ ı0(a)⊕ ρ(a).
Define ı : A⊗Bn1 → A⊗B to be the map given by a⊗ b 7→ a⊗ ψ1,∞(b).
Put C1 = ı ◦ ı4(h(D0)). Then C1 ∈ C0. Let s : B → B1 be a completely positive contractive
linear map such that s|B1 = idB1 . Let j := idA⊗s : A⊗B → A⊗B1. Define Φ′1 : A⊗B → A⊗B
by Φ′1 := ı ◦ ι4 ◦ Φ′0 ◦ j. Define Φ1 : A ⊗ B → A ⊗ B by Φ1(a) = Φ′1(a) ⊕ ι((idA⊗ρ)(j(b))) for
all a ∈ A and b ∈ B. Note that Φ1 is a F-ε/2-multiplicative map and Φ1(A ⊗ B) ⊥ C1. Put
ψ′ : A⊗B → D0 by ψ′(a⊗ b) = ψ(a⊗s(b)⊗1U ) for a ∈ A and b ∈ B. Define Ψ : A⊗B → C1 by
Ψ := ı ◦ ı4 ◦ h ◦ψ′. Then Ψ is a F-ε/2-multiplicative completely positive contractive linear map.
Note that ι(x⊗ 1Mr(n0)) = ι ◦ ı4(x) for all x ∈ F . Recall also MR(n1) =MR(1) ⊗MN . Hence, by
(e 18.23), for all x ∈ F and (viewing x ∈ A⊗MR(1)),
x = ι(x⊗ 1MN ) = ι(x⊗ 1Mlr(n0))⊕ ι(x⊗ 1m(r)) (e 18.31)
= ι ◦ ı4(ı0(x)) ⊕ ι(idA⊗ρ)(x) (e 18.32)
≈ε/32 (Φ′1(x) + Ψ(x))⊕ ι(idA⊗ρ)(x) = Φ1(x) + Ψ(x). (e 18.33)
By (e 18.21),
t(f1/4(Ψ(eA ⊗ 1)))) ≥ 1/2 for all t ∈ T (C1). (e 18.34)
By (e 18.25) and (e 18.30) (viewing a00⊗ b0,1⊗ 1Mr(n0) as an element in A⊗MR(1) ⊗Mr(n0) and
viewing a00 ⊗ b0,1 as an element in A⊗B),
Φ1(eA ⊗ 1B) = Φ′1(eA ⊗ 1B)⊕ ι((idA⊗ρ)(eA ⊗ j(1B))) (e 18.35)
. ι(a00 ⊗ b0,1 ⊗ 1Mr(n0))⊕ ι(eA ⊗ ρ(1B1)) (e 18.36)
. (a00 ⊗ b0,1)⊕ (a00 ⊗ b0,2) (e 18.37)
. a00 ⊗ b0 . a0 . a. (e 18.38)
Combining the last relation with (e 18.33) and (e 18.34), A⊗B ∈ D.
Theorem 18.6. Let A and B be separable amenable simple Z-stable C∗-algebras satisfying the
UCT. Suppose that A and B have continuous scale and A⊗Q,B ⊗Q ∈ D. Then A ∼= B if and
only if
((K0(A), T (A), ρA),K1(A)) ∼= ((K0(B), T (B), ρB),K1(B)). (e 18.39)
180
Proof. We only need to prove the “if” part of the statement. It follows from Theorem 18.5 that
A⊗Mp, B ⊗Mp ∈ D for any supernatural number p. Thus, by Theorem 18.3, A ∼= B.
Corollary 18.7. Let A and B be separable amenable simple C∗-algebras in D satisfying the
UCT. Suppose that A and B have continuous scale. Then A ∼= B if and only if
((K0(A), T (A), ρA),K1(A)) ∼= ((K0(B), T (B), ρB),K1(B)). (e 18.40)
Proof. It follows from Theorem 16.10 of [23] that A and B are Z-stable. Since A,B ∈ D,
A⊗Q,A⊗Q ∈ D.
Corollary 18.8. Let A and B be stably projectionless separable simple C∗-algebras which have
stable rank one and finite nuclear dimension and satisfying the UCT. Suppose that A and B
have continuous scale. Then A ∼= B if and only if
((K0(A), T (A), ρA),K1(A)) ∼= ((K0(B), T (B), ρB),K1(B)). (e 18.41)
Proof. We only need to prove the “if” part of the statement. By Theorem 7.12, A⊗Q,B⊗Q ∈ D.
Thus, the corollary follows from Theorem 18.6.
Theorem 18.9. Let A and B be separable stably projectionless simple amenable C∗-algebras
which have generalized tracial rank at most one (see 2.15) and satisfying the UCT. Then A ∼= B
if and only if
((K0(A), {0}, T˜ (A), êA, ρA),K1(A)) (e 18.42)
∼= ((K0(B), {0}, T˜ (B), êB , ρB),K1(A)). (e 18.43)
Moreover, for any simple ordered group paring (G0, {0}, T, s, ρ) with ρ(G0)∩Aff+(T ) = {0} and
any a countable abelian group G1, there is a stably projectionless simple amenable C
∗-algebra A
with gTR(A) ≤ 1 such that
(K0(A), {0}, T˜ (A), eˆA, ρA),K1(A)) = (G0, {0}, T, s, ρ,G1)
which is stably isomorphic to a simple C∗-algebra constructed in 5.31.
Note that, in this case Σ(K0(A)) = Σ(K0(B)) = {0} is automatic.
Proof. First we note that “Moreover” part follows from 6.3 and 5.31.
So we will prove the isomorphism part of the theorem. We first note that by 16.10 of [15]
(see also 11.7 of [15]), for any a ∈ Ped(A)+ \ {0}, aAa is Z-stable. Then A⊗K is Z-stable. It
follows that A is Z-stable. Also B is Z-stable (see 3.1 of [63]).
By 9.1 of [15], T˜ (A) 6= {0} and T˜ (B) 6= {0}. Let
Γ : ((K0(A), {0}, T˜ (A), êA, ρA),K1(A))→ ((K0(B), {0}, T˜ (B), êB , ρB),K1(B)) (e 18.44)
be an isomorphism. Let ΓT : T˜ (A)→ T˜ (B) be the cone homeomorphism such that
ΣB(ΓT (τ)) = ΣA(τ) for all τ ∈ T˜ (A). (e 18.45)
Let ea ∈ Ped(A)+ with ‖ea‖ = 1 such that A0 := eaAea has continuous scale (see 5.2 of
[15]). By Proposition 11.11 (and Theorem 9.4) of [15], there eb ∈ B+ such that ‖eb‖ = 1 and
dΓ(t)(eb) = dt(ea) for all t ∈ T˜ (A). It follows that êb is continuous and (by Proposition 5.4 of [15])
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B0 := ebBeb has continuous scale. Then T (A0) and T (B0) are metrizable Choquet simpleces.
Moreover T (A0) and T (B0) can be identified with
TA = {τ ∈ T˜ (A) : dτ (ea) = 1} and TB = {s ∈ T˜ (B) : ds(eb) = 1}, (e 18.46)
respectively. It follows that Γ induces the following isomorphism
((K0(A0), T (A0), ρA0),K1(A0))
∼= ((K0(B0), T (B0), ρB0),K1(B0)). (e 18.47)
Note now both A0 and B0 have continuous scale. It follows from Corollary 18.8 that there
is an isomorphism ϕ0 : A0 → B0 which induces Γ on ((K0(A0),K1(A0), T (A0), rA0),K1(A0).
(Remark: Note that we only need A0 and B0 are Z-stable and A0 ⊗Q,B0 ⊗Q ∈ D and then
applying Theorem 18.6). Then ϕ0 gives an isomorphism from A0 ⊗ K onto B0 ⊗ K. By [6], we
may identify A with a hereditary C∗-subalgebra of A0 ⊗ K. With this idenitfication, choose
b ∈ (B0 ⊗K)+ such that ϕ(a) = b. Then
dt(b) = lim
n→∞ t ◦ ϕ(a
1/n) for all t ∈ T˜ (B). (e 18.48)
Note ΣB(t) = dt(b). Since B is simple and has stable rank one, this implies that B ∼= b(B0 ⊗K)b.
The theorem follows.
Now we present a unified form of isomorphism theorem for the class of simple separable C∗-
algebras of stable rank one and finite nuclear dimension which satisfy the UCT. The following
isomorphism theorem combining with the range Theorem 6.3 and Theorem 6.2 give a complete
classification of class of C∗-algebras mentioned above.
Note also êA is sometime written as the scale function ΣA ∈ LAff+(T˜ (A)) since it is in-
dependent of the choice of the strictly positive element eA. In fact ΣA(t) = sup{τ(a) : a ∈
A+ with ‖a‖ ≤ 1}.
Theorem 18.10. Let A and B be separable simple C∗-algebras with stable rank one and finite
nuclear dimension which satisfy the UCT. Then A ∼= B if and only if
((K0(A),Σ(K0(A)), T˜ (A), êA, ρA),K1(A)) (e 18.49)
∼= ((K0(B),Σ(K0(B)), T˜ (B), êB , ρB),K1(A)). (e 18.50)
Proof. Since isomorphic C∗-algebras have the same Elliott invariant, we will prove the “if” part
only.
Denote by Γ the isomorphism between the Elliott invariant. If Σ(K0(A)) has a unit, i.e.,
there is u ∈ Σ(K0(A)) such that ρA(u) = sup{τ(a) : a ∈ Ped(A)+, ‖a‖ ≤ 1}, so does Σ(K0(B)).
In this case, let p ∈ A be a projection such that [p] = u. Consider A1 = (1 − p)A(1 − p). If
A1 6= {0}, let a0 ∈ A1+ with ‖a0‖ ≤ 1 and a1 = a0 + p. Then a1 ∈ A+ with ‖a1‖ = 1. But
dτ (a1) > τ(p) for all τ ∈ T˜ (A). This contradicts with the assumption that τ(p) = ΣA(τ) for all
τ ∈ T˜ (A). It follows that A1 = {0}, whence p is the unit of A. The same argument applies to
B. In other words, both A and B are unital. The unital case has been established which can be
quoted from [14].
If K0(A)+ 6= {0}, i.e., ρA(K0(A))∩Aff+(T˜ (A)) 6= {0}, then ρA(K0(B))∩Aff+(T˜ (A)) 6= {0}.
Pick a projection p ∈Mn(A) for some n. Put A1 = pMn(A)p. Let y = Γ([p]) and q ∈Mm(B) be
a projection for some m such that [q] = y. Put B1 = qMm(B)q. Then both A1 and B1 are unital.
Using Γ, by the classification theorem stated in [14], there is an isomorphism ϕ : A1 → B1 which
is consistent with Γ. Let ψ : A1 ⊗ K ∼= B1 ⊗ K induced by ϕ. Choosing a positive element
ea ∈ A1 ⊗ K such that êa = êA in LAff+(T˜ (A)). Then, since A has (almost) stable rank one,
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A ∼= ea(A1 ⊗K)ea (see Theorem 1.2 [54]). On the other hand, ψ̂(ea) = êB . Applying [54] again,
ψ(A) ∼= B. Note that ψ carries Γ.
Now we consider the case that K(A)+ = {0}. Then, K0(B)+ = {0}. So both A and B are
stably projectionless. It follows from [60] that both A and B are Z-stable. The proof of 18.9
produces the hereditary C∗-subalgebras A0 of A and B0 of B which have continuous scale as
described in the proof 18.9, respectively. As in the proof of 18.9, it suffices to show that A0 and
B0 are isomorphic. Note that A0 and B0 have stable rank one and finite nuclear dimension (see
Corollary 3.6 of [7] and 2.8 of [67]). By Theorem 7.12, A0 ⊗Q and B0 ⊗Q are in D. Using the
remark within the proof of 18.9, A0 ∼= B0.
Remark 18.11. (1) Note that in 18.9, C∗-algebras A and B are not assumed to have stable
rank one (but both A and B have automatically stable rank one—see 11.5 of [15].) Moreover,
C∗-algebras in 18.9, by 16.10 of [23] for stably projectionless case, are Z-stable. In 18.10, by [64]
and by Theorem 6.7 of [57], when ρA(K0(A)) ∩Aff+(T˜ (A)) 6= {0}, the condition A and B have
finite nuclear dimension implies that A and B have stable rank one. It follows 15.8 and 7.12 of
[23] (see also 11.5 of [15]) in the case that ρA(K0(A)) = {0}, A and B have stable rank one.
In general, the condition of stable rank one is used in 7.11. Note, by [60], simple C∗-algebras
with finite nuclear dimension are Z-stable (the converse is also true under the assumption of
amenability) (see [8]). By [54], the condition of stable rank one is likely automatic.
(2) In the case that ρA(K0(A)) ∩ Aff+(T˜ (A)) = {0}, when A is Z-stable and has rationally
generalized tracial rank at most one, by Theorem 18.6 and 18.9, if A is amenable and satisfies
the UCT, then A actually has generalized tracial rank at most one. Note that, in the unital
case, there are simple separable amenable C∗-algebras in the UCT class which have rationally
generalized tracial rank one but do not have generalized tracial rank one.
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