In this article we study a normalised double obstacle problem with polynomial obstacles p 1 ≤ p 2 under the assumption that p 1 (x) = p 2 (x) iff x = 0. In dimension two we give a complete characterisation of blow-up solutions depending on the coefficients of the polynomials p 1 , p 2 . In particular, we see that there exists a new type of blow-ups, that we call double-cone solutions since the coincidence sets {u = p 1 } and {u = p 2 } are cones with a common vertex.
Introduction
Let Ω be a bounded open set in R n with smooth boundary. The solution to the double obstacle problem in Ω is the minimiser of the functional
over functions v ∈ W 1,2 (Ω), ψ 1 ≤ v ≤ ψ 2 , satisfying the boundary condition v = g on ∂Ω. For the problem to be well defined we assume that ψ 1 ≤ ψ 2 in Ω and ψ 1 ≤ g ≤ ψ 2 on ∂Ω. The functions ψ 1 and ψ 2 are called respectively the lower and the upper obstacles. If ψ 1 < ψ 2 then the problem reduces locally to a single obstacle problem. Therefore we are interested in the case when Λ := {x ∈ Ω : ψ 1 (x) = ψ 2 (x)} = ∅.
(1.1)
It is well known that the solution to the double obstacle problem satisfies the following inequalities ψ 1 ≤ u ≤ ψ 2 , ∆u ≥ 0 if u > ψ 1 and ∆u ≤ 0 if u < ψ 2 .
(1.
2)
It has been shown that the solution to the double obstacle problem is locally C 1,1 under the assumption ψ i ∈ C 2 (Ω), see for instance [3, 5] . Therefore we may rewrite (1.2) as ψ 1 ≤ u ≤ ψ 2 and ∆u = ∆ψ 1 χ {u=ψ 1 } + ∆ψ 2 χ {u=ψ 2 } − ∆ψ 1 χ {ψ 1 =ψ 2 } a.e., (1.3) where χ A is the characteristic function of a set A ⊂ R n . Let us introduce some notations that will be used throughout. Denote by Ω 1 := {u > ψ 1 }, Ω 2 := {u < ψ 2 }, and Ω 12 := Ω 1 ∩ Ω 2 (1.4)
then Ω = Ω 1 ∪ Ω 2 ∪ Λ, where Λ is given by (1.1). Let us observe that u is a harmonic function in Ω 12 , which we call the noncoincidence set. Define the free boundary for the double obstacle problem Γ := ∂Ω 12 ∩ Ω ⊂ Γ 1 ∪ Γ 2 , where Γ i := ∂Ω i ∩ Ω, i = 1, 2.
(1.5) Let x 0 ∈ Γ be a free boundary point, if x 0 ∈ Γ 1 \ Γ 2 , or if x 0 ∈ Γ 2 \ Γ 1 , then locally we are in the setting of the classical obstacle problem. In this case the known regularity theory for the classical obstacle problem (see [4] ) can be applied to analyse the free boundary Γ in a neighbourhood of x 0 . Hence we are more curious about the behaviour of the free boundary at the points x 0 ∈ Γ 1 ∩ Γ 2 = ∂Λ. In this article we focus on the case when x 0 ∈ Γ 1 ∩ Γ 2 is an isolated point of Λ. The work is inspired by the following example of a homogeneous of degree two solution in R 2 , u 0 (x) = x 2 1 sgn(x 1 ) + x 2 2 sgn(x 2 ), (1.6) where the obstacles p 1 (x) = −p 2 (x) = −x 2 1 − x 2 2 , and Λ = {0}. Example (1.6) has also been considered in [1] , when investigating the optimal regularity in the optimal switching problem. The optimal switching problem and the double obstacle problem are related, and we see that in both cases the solution shows a new type of behaviour at isolated points of Λ. The function u 0 is a motivational example for double-cone solutions, see Definition 3.5.
Before proceeding to the results obtained in the paper, let us mention that in the recent paper [6] the regularity of the free boundary for the double obstacle problem is studied by relaxing one of the obstacles. Under a thickness assumption, the authors in [6] show that the possible blow-ups are halfspace solutions, and prove the C 1 -regularity of the free boundary.
Summary of the results
We consider a normalised double obstacle problem in dimension n = 2, with polynomial obstacles p 1 ≤ p 2 ; ∆u = λ 1 χ {u=p 1 } + λ 2 χ {u=p 2 } , (1.7)
where λ 1 = ∆p 1 < 0 and λ 2 = ∆p 2 > 0 are constants. Furthermore, we assume that p 1 and p 2 meet at a single point, i.e. p 1 (x) = p 2 (x) iff x = x 0 . Without loss of generality, we may assume that x 0 = 0, and the polynomials p i are of the form p 1 (x) = a 1 x where a 1 + c 1 < 0, a 2 + c 2 > 0, and a 1 < a 2 , c 1 < c 2 .
The paper is structured as follows. In Section 2 we study the normalised double obstacle problem (1.7). We show that the blow-ups of the solution to the normalised double obstacle are homogeneous of degree two functions via Weiss' monotonicity formula.
Knowing that the blow-up solutions are homogeneous of degree two functions, in Section 3 we make a complete characterisation of possible blow-ups in dimension n = 2 (Theorem 3.8 and Theorem 3.11). In particular we see that there exist homogeneous of degree two global solutions of a new type. We call these solutions double-cone solutions, since the coincidence sets {u = p 1 } and {u = p 2 } are cones with a common vertex at the origin. We show that there exist double-cone solutions if and only if the following polynomial
(1.9)
has no sign (Corollary 3.9). The existence of halfspace solutions corresponding to p i is also studied (Theorem 3.11 and Corollary 3.12). In particular, we see that a halfspace solution to the obstacle problem with p 1 (or −p 2 ) is not necessarily a halfspace solution to the double obstacle problem with obstacles p 1 ≤ p 2 . Given obstacles (1.8), there are three different cases, depending on the coefficients of p i , that describe the possible blow-up solutions for the double obstacle problem with p 1 ≤ p 2 . We show the uniqueness of blow-up limits and analyse the behaviour of the free boundary in these three cases separately.
Case 1: If P ≡ 0, there are infinitely many double-cone solutions. This is perhaps the most interesting case, it is studied in Section 4. This case can be reduced to the double obstacle problem with obstacles p 1 (x) = −x . By using a version of a flatness improvement argument, we show that if the solution is close to a double-cone solution in B 1 , then the blow-up at the origin is unique. Furthermore, employing the known regularity theory for the free boundary in the classical problem, we derive that the free boundary Γ for the double obstacle problem is a union of four C 1,γ -graphs meeting at the origin, see Theorem 4.10. Neither Γ 1 nor Γ 2 is flat at the origin, and they meet at right angles, see Figure 4 .1.
In this case there are infinitely many rotationally invariant halfspace solutions u corresponding to p 1 (or p 2 ), and the set {u = p 2 } (or {u = p 1 }) is a halfline. Via a flatness improvement argument, we show that if the solution to the double is close to a halfspace solution corresponding to p 1 , then Γ 1 is a C 1,γ -curve in a neighbourhood of the origin. The proof of the last statement is the same in all three cases.
Case 2: If P changes the sign, i. e. D 2 P has two eigenvalues with opposite sign, then there are only four double-cone solutions, and it follows that the blow-up at the origin is unique (Theorem 5.1). Furthermore, we show that if the solution to the double obstacle problem has a double-cone blow-up limit, then locally the free boundary consists of four C 1,γ -curves, meeting at the origin.
In Case 2 there are infinitely many halfspace solutions corresponding to p i , which are not rotationally invariant on the plane, i.e. the rotation of Γ i can be performed only inside a fixed cone. Hence not every direction on the plane gives a halfspace solution.
Case 3: The polynomial P has a sign. There are no double-cone solutions in this case. We show that if P ≥ 0, then there are infinitely many rotationally invariant halfspace solutions corresponding to p 1 . Furthermore, if D 2 P is a positive definite matrix (both eigenvalues are positive) then there are no halfspace solutions corresponding to the upper obstacle p 2 . Similarly, if P (x) ≤ 0 there are infinitely many halfspace solutions corresponding to p 2 , and if D 2 P < 0, there are no halfspace solutions corresponding to the lower obstacle p 1 . Hence the solution chooses the obstacle having lower curvature.
Let us also mention an important property of the double obstacle problem, following from our discussion of Cases 1, 2 and 3. Let ε be an arbitrary number, |ε| << 1. Then for polynomials
there exist infinitely many double-cone solutions. While when we look at the double obstacle problem with
there are only four double-cone solutions, and for
there are none. This property of the double obstacle problem is quite surprising and unexpected. It reveals the instability of the solutions in the sense that changing the obstacles slightly, may change the solution and the free boundary significantly.
It is an interesting question to investigate double-cone solutions also in higher dimensions. In the end of the paper we give an example of a three-dimensional double-cone solution. The complete analysis of blow-up solutions for the double obstacle problem in R 3 we leave for a future publication.
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Weiss' energy functional for the double obstacle problem
In this section we study the behaviour of the solutions locally at free boundary points via Weiss' monotonicity formula.
Let u be a solution to the double problem in Ω, with obstacles
Fix any x 0 ∈ Γ ∩ ∂Λ and assume that B 1 (x 0 ) ⊂ Ω. Denote by
, for all 0 < r < 1, and x 0 ∈ Γ.
Without loss of generality, assume that x 0 = 0 and B 1 ⊂ Ω. Furthermore, by subtracting a first order polynomial from u, we may assume that u(0) = |∇u(0)| = 0. Recalling that u ∈ C 1,1 loc , we obtain ψ 1 (0) = ψ 2 (0) = u(0) = 0 and |∇ψ
It follows from equation (1.2) and assumption (2.1), that λ 1 = ∆ψ 1 (0) ≤ 0 and λ 2 = ∆ψ 2 (0) ≥ 0. In particular, if 0 ∈ ∂Λ • , then λ 1 = λ 2 = 0.
Lemma 2.1. Consider the following normalised double obstacle problem
where ψ i ∈ C 2 (B 1 ), and assume that
Define Weiss' energy functional for the function u and 0 < r ≤ 1 at the origin as follows
(2.5)
Proof. After a change of variable in (2.5) we obtain the following scaling property for Weiss' energy functional
(2.8) 
(2.10)
Equations (2.10) and (2.9) together imply the desired identity, (2.6).
3 Characterisation of blow-ups in R
2
Given second degree polynomials p 1 ≤ p 2 , satisfying (2.4), let u be the solution to the normalised double obstacle problem (2.3) with p 1 , p 2 . Let 0 ∈ Γ 1 ∩ Γ 2 be a free boundary point. By subtracting a first order polynomial from p 1 , p 2 and u, and recalling that u ∈ C 1,1 , we may assume
Hence p 1 and p 2 are homogeneous second degree polynomials. It follows from Lemma 2.1 that W (u, r, 0) is a nondecreasing absolutely continuous function in the interval (0, 1). Hence there exists
loc , we may conclude that u r C 1,1 is uniformly bounded for small r > 0. Therefore through a subsequence u r converges in C 1,α (B 1 ). Let u 0 be a blow-up of u at the origin;
for a sequence r j → 0+, as j → ∞. Then (3.3) implies that for any fixed 0 < r < 1
Thus W (u 0 , r, 0) has a constant value for all 0 < r < 1, and Hence u 0 is a homogeneous of degree two function, which means that
for any x ∈ R n and r > 0.
It follows that ∆u 0 (rx) = ∆u 0 (x), for any x ∈ R n and r > 0. In other words ∆u 0 is identically constant on the lines passing through the origin, and therefore the free boundary of u 0 is lying on straight lines passing through the origin.
Examples
In this section we study motivational examples of homogeneous of degree two global solutions in R 2 , assuming that Λ = {0}. It is well known that the (single) obstacle problem has two types of blow-ups; polynomial and halfspace solutions. The first obvious question is the following; if or when the halfspace solutions to the obstacle problem are also solutions to the double obstacle problem, and second, if the double obstacle problem has any other type of blow-ups which the obstacle problem does not.
By using comparison principles, it is easy to see that if u is a polynomial solution to the double obstacle problem (2.3), then u ≡ p 1 , u ≡ p 2 or otherwise u is a homogeneous of degree two harmonic polynomial in R 2 , such that p 1 ≤ u ≤ p 2 . Let us also recall the definition of a halfspace solution in R n (or halfplane in dim n = 2).
Definition 3.1. Let p 1 ≤ p 2 be given homogeneous degree two polynomials in R n , satisfying λ 1 = ∆p 1 < 0 and λ 2 = ∆p 2 > 0. We say that u is a halfspace solution to the double obstacle problem corresponding to the lower obstacle
, where e is a unit vector in R n . Similarly, u is a halfspace solution corresponding to the upper obstacle
It follows from Definition 3.1 that if u is a halfspace solution corresponding to p 1 , then ∆u = λ 1 χ {(x·e)<0} , and u < p 2 a.e.. Similarly, if u is a halfspace solution corresponding to p 2 , then ∆u = λ 2 χ {(x·e)<0} , and u > p 1 a.e.. In the following examples instead of our usual notation x = (x 1 , x 2 ) ∈ R 2 , the pair (x, y) represents a point in R 2 . It is done to make the pictures clearer, and we hope it will not be confusing later on.
Example 3.2. Let us study some explicit homogeneous degree two solutions to the double obstacle problem in R 2 , with fixed obstacles
Observe that u 0 = −x 2 + sgn(y)y 2 and u 0 = sgn(x)x 2 + y 2 are halfspace solutions corresponding to p 1 = −x 2 − y 2 and to p 2 = x 2 + y 2 respectively; Now let us look at the following two explicit solutions, which obviously are not halfspace solutions. We see that Γ = Γ 1 ∪ Γ 2 consists of two lines meeting at right angles, and Γ 1 ∩ Γ 2 = {0} = Λ. Actually there are many more solutions, for example consider the following global solutions We see that in all the examples discussed above there is one common property: in the halfplane x ≥ 0 the lines Γ 1 and Γ 2 intersect at a right angle, later on we will provide a rigorous argument for this. Let us study two more examples, where the free boundary shows a different behaviour.
Assume that u 0 is a homogeneous of degree two solution to the double obstacle problem with obstacles p 1 and p 2 in R 2 , then Γ 2 = {0}. In this case if a blow-up is not a polynomial, then it is a halfspace solution corresponding to p 1 .
It is easy to verify that there is no second order harmonic polynomial in R 2 , satisfying p 1 ≤ q ≤ p 2 and such that the polynomials p 2 − q and q − p 1 both have roots of multiplicity two.
Furthermore, in this case there are no halfspace solutions corresponding to p 2 . Example 3.4. The following functions are homogeneous global solutions to the double obstacle problem with
The noncoincidence set is a cone with an opening angle 2π/3 or π/3.
Double-cone solutions
Let p 1 ≤ p 2 be given polynomials,
Consider the following normalised double obstacle problem in R 2 with obstacles p 1 , p 2 ;
where
We saw in Example 3.2 and Example 3.4 that for the double obstacle problem there exist global solutions for which the coincidence sets {u = p 1 } and {u = p 2 } are halfcones with a common vertex at the origin. Definition 3.5. Let u be a global solution to the normalised double obstacle problem with obstacles p 1 ≤ p 2 . We say that u is a double-cone solution, if both {u = p 1 } and {u = p 2 } are halfcones with a common vertex.
Remark 3.6. Definition 3.5 is applicable also in higher dimensions. In the last section we will show the existence of three-dimensional double-cone solutions.
In this section our aim is to describe the possible blow-ups for a solution to the double obstacle problem in R 2 . In particular, we are interested to study the case when the double-cone solutions do exist. It is easy to verify that if λ 1 = 0 or λ 2 = 0, there are no double-cone solutions, explaining our assumption (3.6).
A simple calculation shows that if p 1 = p 2 on a line, then there are no double-cone solutions. Hence we assume that p 1 and p 2 meet only at the origin, in other words the matrix
Without loss of generality we may assume that
, we can rotate the coordinate system with an angle θ,
, and obtain b 1 = b 2 in the new system. Furthermore, we may subtract a harmonic polynomial h(x) = 2bx 1 x 2 from p 1 , p 2 and u, then consider instead the polynomials p 1 − h and p 2 − h, thus obtaining b = 0. Instead of u, we are studying the solution u − h, but still call it u.
We saw that it is enough to study the blow-up solutions of the double obstacle problem with obstacles having the form
and p
According to our assumption, the matrix
and by (3.6), a 1 + c 1 < 0, and
If u is a double-cone solution in R 2 , then the noncoincidence set Ω 12 = {p 1 < u < p 2 } consists of two halfcones S 1 and S 2 , having a common vertex. So the expression "double-cone" may refer to the cones S i as well. The following lemma is the main step to the investigation of double-cone solutions in R 2 .
2 be given polynomials, satisfying (3.8) and (3.9). Assume that there exists a pair (q, S), where S is an open sector in R 2 , with the edges lying on the lines x 2 = mx 1 and x 2 = kx 1 , and q is a harmonic homogeneous of degree two function in S. Moreover, assume that
and the following boundary conditions hold;
, where α and β are real numbers solving
and
The numbers m and k are given by
Furthermore, the coefficients of p 1 and p 2 satisfy the following inequality
Proof. Let us note that harmonic homogeneous of degree two functions in a sector are second degree polynomials of the form q(x) = αx
, where α and β are real numbers. By assumption (3.10),
Denote by t = x2 x1 , and observe that (3.11) implies that the following quadratic polynomial
has a multiple root at the point t = m. By an elementary calculation we obtain
, and
Hence the inequality q − p
Therefore we may conclude that
Similarly, (3.12) implies that the following quadratic polynomial
has a multiple root at the point t = k. Hence β 2 = (a 2 − α)(c 2 + α), and the inequality
Therefore, by a similar argument as the one leading to (3.18), we get
Let us also observe that if α = −c 1 , then
Assuming that there exists (q, S) satisfying (3.10),(3.11),(3.12), we derived (3.18) and (3.19), which in particular imply (3.13), (3.14) and (3.16). It follows from (3.13), that
hence α solves equation (3.15). As we see equation (3.15 ) is contained in (3.13), we stated (3.15) only for the future references. It remains to prove the inequality (3.17), which is a necessary condition for the existence of α, β, thus for (q, S). We discuss two cases. i) If
If a 1 = 0, then a 2 < 0 by (3.8), therefore c 2 = 0, and (3.17) holds. Otherwise, if a 1 = 0, let a 2 = la 1 , then l = 1 by (3.8). Hence c 1 = lc 2 according to (3.21). Now (3.20) implies that (l − 1)(a 1 + c 2 ) = 0, since l = 1, we obtain a 2 + c 1 = 0, and (3.17) holds.
By a direct computation we see that
by (3.13)
Taking into account (3.8), we obtain the desired inequality, (3.17).
Let us observe that if u 0 is a double-cone solution (Definition 3.5), then there exist (q 1 , S 1 ) and (q 2 , S 2 ) as in Lemma 3.7, such that S 1 ∩ S 2 = ∅, and
(3.23)
According to Lemma 3.7, the inequality (3.17) is a necessary condition for the existence of double-cone solutions, in the next theorem we will discuss if (3.17) is also a sufficient condition. 
satisfying (3.9) and (3.8). If u 0 is neither a polynomial nor a halfspace solution, then it is a double-cone solution.
Case 1) If a 2 + c 1 = c 2 + a 1 = 0, then there are infinitely many double-cone solutions. Each of the cones S 1 and S 2 in (3.23) has an opening angle ϑ = π/2.
Case 2) If (a 1 + c 2 )(c 1 + a 2 ) < 0, then there exist four double-cone solutions. Furthermore, the opening angle of S i , denoted by ϑ i , satisfies
Case 3) If (a 1 + c 2 )(c 1 + a 2 ) ≥ 0, and a 1 + c 2 = 0 or a 2 + c 1 = 0, then there are no double-cone solutions.
Proof. If u 0 is neither a polynomial nor a halfspace solution, then there exists a pair (q, S), such that
where S is a sector in R 2 , with edges lying on the lines {x 2 = mx 1 } and {x 2 = kx 1 }, and q is a harmonic homogeneous degree two function in S, satisfying (3.10). Moreover, since u 0 ∈ C 1,1 , we obtain ∇q = ∇p 1 on {x 2 = mx 1 } and ∇q = ∇p 2 on {x 2 = kx 1 }. Hence q takes boundary conditions (3.11) and (3.12) on ∂S ⊂ {x 2 = mx 1 } ∪ {x 2 = kx 1 }, and therefore (q, S) satisfies the assumptions in Lemma 3.7.
According to Lemma 3.7, q = αx
, where α and β are real numbers solving (3.13) and (3.14). The numbers m and k, describing the sector S, are given by (3.16).
We are looking for all possible pairs (q, S) in terms of the parameter α. Given α, satisfying (3.14) and (3.15), we can find ±β from equation (3.13). By equation (3.16) we can identify the corresponding sectors S.
Let us split the discussion into several cases in order to study the existence of solutions to the equation (3.15) in variable α, satisfying inequality (3.14).
Case 1) If a 2 +c 1 = c 2 +a 1 = 0, as in Example 3.2. Then obviously equation (3.15) becomes an identity. Hence in this case α can be any number satisfying (3.14), that is a 1 ≤ α ≤ a 2 . If α = a 1 , then β = 0 in view of (3.13), and according to (3.16), Γ 1 = {x 2 = 0}. In this case
Hence we obtain halfspace solutions, see Figure  3 .1 with α = −1 = a 1 and α = 1 = a 2 . These can still be viewed as double-cone solutions, if we allow the cone S 2 to be a halfline. Now let us fix any a 1 < α < a 2 . It follows from (3.18) and (3.19) that
Let us note that m ± k ± = −1, and therefore the lines x 2 = m ± x 1 and x 2 = k ± x 1 are perpendicular. Thus for a fixed a 1 < α < a 2 we obtain two polynomials
(3.27)
Hence for a fixed α there are two pairs (q + , S 1 ) and (q − , S 2 ) forming a single double-cone solution u 0 . There are four different choices of disjoint sectors S 1 and S 2 , satisfying (3.26). Therefore we obtain four different double-cone solutions for a fixed a 1 < α < a 2 . Figure  3 .3 illustrates two of them for α = − Fix any a 1 ≤ α 1 = α 2 ≤ a 2 , then there are four double-cone solutions corresponding to each of α i . From these double-cone solutions we obtain eight more double-cone solutions, such that S 1 ∩ S 2 = ∅, where q i , i = 1, 2 can be either q + or q − corresponding to α i . The solution u 0 can be described graphycally as follows:
This is a general example of a double-cone solution (3.23), where the polynomial q 1 , and the numbers m 1 , k 1 correspond to α 1 , similarly q 2 and m 2 , k 2 correspond to α 2 . We conclude that, if u 0 is a double-cone solution then the cone {u 0 = p 1 } may have any opening angle θ, 0 < θ < π, and the cone {u 0 = p 2 } has an angle π − θ. If θ = 0 or θ = π, then u 0 is a halfspace solution corresponding to p 2 or p 1 respectively. Finally, note that there are no homogeneous of degree two solutions u 0 corresponding to three or more different values of α, since u 0 can have only an even number of (q, S), and S always has an opening angle π/2.
Case 2) If (a 1 + c 2 )(a 2 + c 1 ) < 0, then c 1 − a 1 − c 2 + a 2 = 0, and the equation (3.15) has a unique solution,
From the inequality (a 1 + c 2 )(a 2 + c 1 ) < 0 it easily follows that
Referring to (3.13), we can calculate
According to (3.16),
Hence we obtain two harmonic polynomials q + and q − and four combinations of disjoint S 1 and S 2 . Since in this case α is a fixed number, given by (3.28), there are only four double-cone solutions.
Denote by ϑ i the opening angle of the cone S i , then it follows from (3.30) that
, for i = 1, 2, hence ϑ 1 = ϑ 2 = ϑ, and 0 < cos 2 ϑ < 1.
In
We say that a given polynomial p has a sign, if p ≡ 0, and p ≥ 0 (or p ≤ 0). Let us rephrase Theorem 3.8 in a more compact form.
2 be given polynomials, satisfying (3.9) and (3.8). There exist double-cone solutions for the double obstacle problem with p 1 , p 2 , if and only if the following polynomial
has no sign. If P ≡ 0, there are infinitely many double-cone solutions. If P changes the sign, then there are four double-cone solutions, and if P has a sign, there are none.
In other words, there exist double-cone solutions if and only if the matrix D 2 P is neither positive nor negative definite.
Halfspace solutions
Now we proceed to the discussion on the existence of halfspace solutions in R 2 , see Definition 3.1. Let u ∈ C 1,1 be such that w = u − p 1 is a halfplane solution to the obstacle problem ∆w = −λ 1 χ {w>0} , we need to check if u ≤ p 2 in R 2 .
Lemma 3.10.
2 be given polynomials, satisfying (3.9) and (3.8). Let
be a halfplane solution to the obstacle problem with obstacle p 1 , 
Similarly, let −u 2 ∈ C 1,1 be a halfplane solution to the obstacle problem with obstacle −p 2 ,
Then u 2 is a halfplane solution corresponding to p 2 , if and only if
Proof. In order to show that u 1 is a halfspace solution (for the double obstacle problem) corresponding to p 1 , we need to verify that
, and consider the following polynomial
Since u 1 ∈ C 1,1 , the polynomial f 1 has a double root at t = k, and therefore (3.34) holds, with −c 1 ≥ α ≥ a 1 . Now let us prove (3.33). Consider the polynomial
Since q ≤ p 2 on a halfplane, the polynomial f 2 has to be nonnegative. The latter is equivalent to the following inequalities a 2 ≥ α ≥ −c 2 and
Taking into account (3.34), we obtain the desired inequality (3.33). The corresponding statement for u 2 can be proved similarly. Case 2) If (a 1 + c 2 )(c 1 + a 2 ) < 0, then there exist infinitely many halfplane solutions corresponding to p 1 ( p 2 ), and Γ i always remains inside a fixed cone, thus halfplane solutions are not rotationally invariant on the entire plane.
Case 3) (a 1 + c 2 )(c 1 + a 2 ) ≥ 0, and a 1 + c 2 = 0 or a 2 + c 1 = 0. If a 1 + c 2 ≥ 0, a 2 + c 1 > 0 then there are infinitely many rotationally invariant halfspace solutions corresponding to p 1 , and at most two halfspace solutions corresponding to p 2 . If a 1 + c 2 ≤ 0, a 2 + c 1 < 0 then there are infinitely many rotational invariant halfspace solutions corresponding to p 2 , and at most two halfspace solutions corresponding to p 1 .
Proof. Case 1) In this case δ 1 (α) = δ 2 (α) = 0 for any α. By Lemma 3.10, −c 1 ≥ α ≥ a 1 can be any number, and k (m) take any value in the closed interval [−∞, ∞]. Hence Γ 1 (Γ 2 ) can be any line on the plane. Furthermore, if u 1 is a halfspace solution corresponding to p 1 , then
and therefore
It follows from Lemma 3.10 that for any α satisfying (3.38) there are four halfspace solutions u 1 corresponding to p 1 , and
by (3.39), and
a1−c1−a2+c2 . Let us also discuss the halfspace solutions corresponding to p 2 . According to Lemma 3.10, (3.36),
Therefore we obtain infinitely many halfspace solutions u 2 corresponding to p 2 , and
Case 3) Assume that a 1 + c 2 ≥ 0 and c 1 + a 2 ≥ 0, then
for any α, such that −c 2 ≤ a 1 ≤ α ≤ −c 1 ≤ a 2 . Hence there are infinitely many halfspace solutions corresponding to p 1 , and Γ 1 can be any line on the plane (depending on α). Next, assuming that a 1 + c 2 > 0 and c 1 + a 2 > 0, we show that there are no halfplane solutions corresponding to the upper obstacle p 2 . Indeed, in this case
and the statement follows from Lemma 3.10, (3.36). In this case Γ 2 = {0} for any halfspace solution u 1 . Finally, if a 1 + c 2 > 0 but c 1 + a 2 = 0, then α = −c 1 = a 2 , and we obtain only two halfspace solutions corresponding to p 2 . If a 1 + c 2 < 0 and c 1 + a 2 ≤ 0, then we can consider the double obstacle problem with obstacles −p 2 ≤ −p 1 , and see that there at most two halfspace solutions corresponding to p 1 .
Corollary 3.12. Under the assumptions of Theorems 3.8, 3.11 and Corollary 3.9 we have that;
Case 1) If P ≡ 0, there are infinitely many rotational invariant halfspace solutions corresponding to p 1 (p 2 ).
Case 2) P changes the sign. There are infinitely many halfspace solutions corresponding to p 1 (p 2 ).
Case 3) P has a sign, if P (x) ≥ 0, there are infinitely many rotational invariant halfspace solutions corresponding to p 1 , and at most two halfspace solutions corresponding to p 2 . Similarly, if P (x) ≤ 0, then are infinitely many rotational invariant halfspace solutions corresponding to p 2 , and at most two halfspace solutions corresponding to p 1 .
Uniqueness of blow-ups, Case 1
Let u be a solution to the double obstacle problem (3.5), with polynomial obstacles
We study the uniqueness of blow-ups of u in Case 1, i.e. when the polynomials p i are given by 
Thus it is enough to study the uniqueness of blow-ups in the case 
where p i are the polynomials in (4.1). Let us calculate the values of W (u 0 , 1, 0) for all the possible blow-up solutions u 0 . By definition This gives three types of possible blow-ups at a fixed free boundary point. Denote by 5) and assume that
If u 0 is a polynomial or a halfspace solution to the double obstacle problem, then u 0 is a blow-up solution to a single obstacle problem. In this case the known techniques can be used to prove the uniqueness of blow-ups and to analyse the free boundary. We will provide a rigorous argument for that in the end of this section. For now we focus on the case when u 0 is a double-cone solution. According to Theorem 3.8, u 0 can be described in terms of parameters −1 < α 1 , α 2 < 1. Let α i = cos φ i , for some 0 < φ 1 , φ 2 < π. According to Lemma 3.10,
Referring to (3.27), we see that
= r 2 (cos φ i cos 2θ ± sin 2θ sin φ i ) = r 2 cos(2θ ∓ φ i ).
Hence without loss of generality u 0 is the following function
For further analysis we need the following two easy lemmas.
Lemma 4.1. Let u and u 0 be two solutions (with different boundary conditions) to the double obstacle problem in B 2 ⊂ R n , with given obstacles ψ 1 ≤ ψ 2 . Then for any ζ ∈ C 2 0 (B 2 ) the following inequality holdsˆB
where C n is just a dimensional constant.
Proof. The proof is quite standard. Given a solution u to the double obstacle problem in B 1 , then for any ζ ∈ C 2 0 (B 1 ), the function u t (x) := u + tζ 2 (u 0 − u) is admissible for t > 0 small enough depending only on ζ. Hencê
after dividing the last inequality by t > 0, and taking the limit as t goes to zero, we obtain
Similarly, the function u 0 + tζ 2 (u − u 0 ) is admissible for the double obstacle problem, having solution u 0 . Therefore
The inequalities (4.10) and (4.11) together imply the inequality (4.8), and we proceed to the proof of the second statement in our lemma. Choose ζ ∈ C 2 0 (B 3/2 ), such that 0 ≤ ζ ≤ 1 and ζ ≡ 1 in B 1 . Combining the inequalities (4.10) and (4.11), we obtain
where we used Young's inequality in the last step. Hencê
where C n is just a dimensional constant, depending only on ζ. The proof of the lemma is now complete.
Lemma 4.2. Let {u j } and {µ j } be given sequences of solutions to the double obstacle problem in B 2 . Assume that
Furthermore, if v 0 ∆v 0 = 0 in a weak sense, then
Proof. According to Lemma 4.1, v j W 1,2 (B1) ≤ C n , where C n is a dimensional constant. Hence (4.12) follows from the weak compactness of the space W 1,2 and from the Sobolev embedding theorem.
We will obtain the strong convergence in (4.13), if we show that
(4.14)
According to Lemma 4.1, (4.8), for any ζ ∈ C 2 0 (B 1 ) and for any j, the following inequality holdŝ
where we used v 0 ∆v 0 = 0 in the last step. On the other hand we have that lim inf
by the weak convergence
will not be used when proving the uniqueness of double-cone blow-up limits, but we will need it when discussing the uniqueness of halfspace blow-ups.
If u j → u 0 , where u 0 is a homogeneous global solution, then v 0 ∆v 0 = 0 always holds, although in the statement of Lemma 4.1 we preferred to assume rather than prove it. We will prove that v 0 ∆v 0 = 0 in our later discussion.
Definition 4.4. Let u be a solution to the double obstacle problem. We say that u 0 = µ φ1,φ2 is a minimal double-cone solution with respect to u, if We derive equation (4.19) by taking the partial derivatives of u − µ φ1+τ,φ2+δ L 2 (B1) at the origin with respect to variables τ and δ.
Proposition 4.5. Let u j be a sequence of solutions to the double obstacle problem with obstacles
Assume that (4.6) holds, where u 0 = µ is given by (4.7). Denote by
where µ j is a minimal double-cone solution with respect to u j . Then (4.12) holds up to a subsequence, where v 0 ≡ 0 in C 1 ∪ C 2 , and ∆v 0 = 0 in each of the components of the noncoincidence set Ω 12 = S 1 ∪ S 2 , where the cones C i and S i correspond to µ. Furthermore, it follows from the minimality assumption that Proof. It follows from the minimality assumption and from the triangle inequality, that µ j → µ;
We show that for any K ⊂⊂ C 1 ∩ B 1 , the functions v j vanish in K for large j, since then we may conclude that v 0 ≡ 0 in C 1 . Let K ⊂⊂ V ⊂⊂ C 1 , and d := dist(K, ∂V ). It follows from (4.6) that for any ε > 0 there exists j(ε), such that |u j (x) − p 1 (x)| ≤ ε, for any x ∈ K, provided j ≥ j(ε) is large enough, depending only on ε. Take 0 < ε < 
Fix x 0 ∈ K, if w j (x 0 ) > 0, then we can apply the maximum growth lemma (Lemma 5 in [4] ) for the solution to the classical obstacle problem, and obtain
which is not possible, therefore w j (x 0 ) = 0. Hence we may conclude that for j >> 1 large, v j is vanishing in K, for any K ⊂⊂ C 1 ∩ B 1 .
Let U ⊂⊂ S 1 ∩ B 1 be any open set, then p 1 < u j < p 2 and p 1 < µ j < p 2 for large j, hence ∆v j = 0, and after passing to the limit as j → ∞, we obtain ∆v 0 = 0 in S 1 ∩ B 1 . Hence v 0 is a harmonic function outside its support, and
. We obtain (4.21) by passing to the limit as j → ∞ in equation (4.19) applied for the solutions u j .
Lemma 4.6. Let v 0 be the function in Proposition 4.5, then
for any 0 < s < 1.
Proof. According to Proposition 4.5, v 0 is a harmonic function in the sector
and v 0 satisfies the following boundary conditions in the trace sense;
and according to (4.24), we have that The proof of (4.27) is straightforward. Fix k ≥ 2, and assume that sin kφ 1 = 0, then
hence we obtainˆπ
If sin kφ 1 = 0, then cos kφ 1 = 0, and the proof of (4.27) works similarly.
In the next step we show that A 1 = B 1 = 0. By using the orthogonality property (4.21) and (4.27), and employing elementary trigonometric identities, we obtain
On the other hand
which is (4.26) for k = 1. It is easy to see that (4.28) together with (4.29) imply A 1 = B 1 = 0. By (4.25),
Hence we obtain
The desired inequality, (4.23), now follows from (4.30) and (4.31).
Corollary 4.7. For any ε > 0 and 0 < s < 1, there exists δ = δ(ε, s) such that if
where µ 0 is a minimal double-cone solution with respect to u.
Proof. We argue by contradiction. Let u j be a sequence of solutions to the double obstacle problem and assume that u j − µ j L 2 (B1) := δ j → 0, but there exist 0 < s < 1 and ε > 0, such that
Let v j be the sequence defined by (4.20), then by (4.33)
Applying Proposition 4.5, we may pass to the limit in (4.34) as j → ∞, and obtain
, and we derive a contradiction to Lemma 4.6.
Assume that u 0 = µ given by (4.7) is a blow-up for u at the origin, that is (4.5) and (4.6) hold for a sequence r j → 0. We want to show that the blow-up of u at the origin is unique;
and describe the rate of convergence u r → u 0 as r → 0+.
Proposition 4.8. Let u be the solution to the double obstacle problem in Ω,
, where µ is a double-cone solution, then there exists a double-cone solution u 0 , such that u r → u 0 . Furthermore, for any 0 < γ < 1,
2 be a fixed number, and τ := s γ > s. We use an induction argument to show that for δ > 0 small enough
where by definition µ k is a minimal double-cone solution with respect to u s k . Let us show that (4.36) is true for k = 0. First we observe that by the triangle inequality and the minimality assumption,
(4.37)
Note that since µ k are homogeneous of degree two functions, the following relation is true
Now let us proceed to the proof of (4.36) for k = 0. According to Corollary 4.7 and (4.37),
where we take 0 < ε < τ −s
which completes the proof of (4.36) for k = 0. Let us assume (4.36) holds up to and including k, we will show that (4.36) holds for k + 1. First note that u s k+1 − µ k+1 L 2 (B2) is small. Indeed, since 1/4 < s < 1/2, we obtain
by the induction assumption. According to Corollary 4.7 for any ε > 0, we can choose 16δ > 0 to be small depending on ε and s, and obtain
where we used (4.39) and (4.38) in the last step. Recalling our induction assumption, we obtain
16+8τ . It follows from the triangle inequality and the definition of minimal double-cone solutions that
The proof of the inequalities (4.36) is therefore complete. Now we are ready to show that µ k is a Cauchy sequence, and therefore converges. For any
The inequalities (4.36) and (4.41) together with the triangle inequality imply that
Finally let us observe that for any 0 < r < 1 there exists a nonnegative integer k such that
where γ = ln τ ln s < 1.
Corollary 4.9. Assume that µ given by (4.7) is a blow-up for u at the origin, that is (4.5) and (4.6) hold for a sequence r j → 0. Then the blow-up of u at the origin is unique;
Proof. Since u rj → µ as j → ∞, for any δ > 0 small we can find a small ρ > 0 such that u ρ − µ L 2 (B2) ≤ δ. Now we can apply Proposition 4.8 for the function u ρ , and obtain u ρr → u 0 as r → 0+. Hence u r → u 0 and u 0 = µ. Proof. The proof of the theorem is based on Proposition 4.8 and on similar estimates obtained for the classical obstacle problem in [2] . According to Proposition 4.8 there exists a double-cone solution u 0 such that (4.35) holds. Moreover, applying Lemma 4.1 we obtain
Without loss of generality we assume that u 0 is given by (4.7); that is
As before, we denote by C i = {u 0 = p i }, and let ϑ i be the opening angle for C i , then 0 < ϑ i < π, ϑ 1 = (φ 1 + φ 2 )/2 and ϑ 2 = π − ϑ 1 .
We want to show the regularity of Γ 2 = ∂{u = p 2 } in a neighbourhood of the origin. We perform the proof in two steps. Here Γ ± i are the pieces of the free boundary for u, while the dashed lines are the free boundary to the double-cone solution u0.
Step 1:
, for any open cones Q and K, having a common vertex at the origin, such that K ⊂ C 2 ⊂ Q and ∂K ∩ ∂C 2 = ∂Q ∩ ∂C 2 = {0}, where r 0 > 0 is small depending on K, Q.
Let K ⊂ C 2 be a cone with a vertex at the origin, such that ∂K ∩∂C 2 = {0}. Fix 0 < ̺ < 1/8, and denote by V := K ∩ {̺ < x < 1/2}, and σ := dist(V, ∂C 2 ). First we will show that u r (x) = p 2 (x) in V for small r > 0. Take 0 < ε < σ 2 4 , then there exists r ε = r σ , such that |u r (x) − u 0 (x)| ≤ ε if r ≤ r ε . Let ω := p 2 − u r , for a fixed r < r ε , then 0 ≤ ω ≤ ε solves the following normalised obstacle problem with zero obstacle, ∆ω = λ 2 χ {ω>0} in C 2 .
(4.45) Fix x 0 ∈ V , if ω(x 0 ) > 0, then we can apply the maximum growth lemma (Lemma 5 in [4] ) for the solution to the obstacle problem, and obtain
which is not possible, hence ω(x 0 ) = 0. Thus we have shown that u(rx) r 2 = p 2 (x) for all r < r ε and any x ∈ K, such that ̺ < |x| < 1/2. Hence u(y) = p 2 (y) if ̺r < |y| < r 2 for all r < r ε , and therefore u = p 2 in K ∩ B r0 , r 0 := r ε /2. Taking another open cone Q, with a vertex at the origin, and such that C 2 ⊂ Q, ∂Q ∩ ∂C 2 = {0}, we show that Γ 2 ∩ B r ⊂ Q if r is small. Let ̺ > 0, then u 0 − p 2 < 0 in Q \ B ̺ , and therefore u r − p 2 < 0 in Q \ B ̺ for small r > 0. Hence u < p 2 in Q ∩ B r for a small fixed r > 0, and
Now we can write Γ 2 = Γ Step 2: We show that Γ 
The following is true,
, and x / ∈ S 2 . (4.48)
Indeed, according to Lemma 3.7, if x ∈ S 1 , then
Since u 0 = p 2 in C 2 , the proof of (4.48) is complete. Hence p 2 − u 0 is a halfspace solution for the obstacle problem in B d0 (x 0 ), depending on the direction ν(0). Therefore we obtain
where by definition ∇ ′ e := ∇ − e(∇ · e) for a unit vector e. According to Lemma 4.1
hence by (4.49)
which says that ω is almost flat in the direction ν(0). According to Theorem 8.1 in [2] , Γ 2 ∩ B d0/2 (x 0 ) is a C 1,γ -graph, and there exists a unit normal vector to Γ 2 at the point x 0 , denote it by ν(x 0 ). Furthermore, it follows from Corollary 8.1 in [2] and inequality (4.44) that
where c stands for a general constant, and it does not depend on d. Now we may conclude that It follows from energy characterisation of free boundary points, (4.4), and from Corollary 4.9 that if at a free boundary point x 0 , the solution u has a halfspace blow-up solution corresponding to p i , then all possible blow-ups at x 0 are also halfspace solutions. 
, and therefore A 1 = 0. Furthermore, by the minimality assumption, v 0 is orthogonal to the function r 2 sin (2θ), and therefore A 2 = 0, which implies that
we refer to the proof of Lemma 4.6 for a similar argument. Repeating the iteration argument in Corollary 4.7 and Proposition 4.8, we will obtain that Γ 1 is a C 1,γ -curve in a neighbourhood of the origin. We leave out the details, since the technique is very similar to the argument we used earlier.
Let us observe that Theorem 4.11 on the uniqueness of halfspace blow-up limits holds also in Cases 2, 3, since we do not use any relation between obstacles in the proof. All we need is to know that we can rotate the free boundary, and choose a minimal halfspace solution, which provides the precious orthogonality property.
The following lemma from one variable calculus will be quite useful when showing the uniqueness of blow-ups in case there are only finitely many blow-up solutions. Then for any 0 < a < A there exists a sequence t j → 0, such that f (t j ) → a.
Proof. Fix 0 < a < A, and let y j → 0+ and z j → 0+ be such that |f (y j ) − A| ≤ 1 j and 0 ≤ f (z j ) ≤ 1 j . Taking j large enough, we insure that f (y j ) > a and f (z j ) < a. Since f is a continuous function, by intermediate value theorem there exists t j → 0+, such that f (t j ) = a. Corollary 4.13. Let u be the solution to the double obstacle problem with polynomial obstacles p 1 ≤ p 2 . If u rj → p i through a subsequence, then the blow-up of u at the origin is unique.
. If there exists a sequence s j → 0+, such that u sj → p 2 . Then the function f satisfies the assumptions in Lemma 4.12, but f has only two limit points. Therefore there exists lim r→0+ f (r) = 0.
Uniqueness of blow-ups, Case 2
The uniqueness of blow-ups in Case 2) follows from Theorem 3.8 and from Lemma 4.12.
Theorem 5.1. Let u be a solution to the double obstacle problem with obstacles
satisfying (3.9) and (3.8) and assume that (a 1 + c 2 )(c 1 + a 2 ) < 0. If u rj → µ for a subsequence r j → 0+, where µ is a double-cone solution, then u has a unique blow-up at the origin;
Proof. The proof follows from Lemma 4.12. Assume that u rj → µ for a subsequence r j → 0+, and denote by f (r) := u r − µ L 2 (B1) . If there exists a sequence s j → 0+, such that u sj → µ 1 , and µ 1 = µ. Then the function f satisfies the assumptions in Lemma 4.12, but according to Theorem 3.8, f has only four limit points. Therefore there exists lim r→0+ f (r) = 0. Now let us discuss the speed of the convergence u r − µ L 2 (B1) → 0 as r → 0, and the regularity of the free boundary.
Remark 5.2. Let u be a solution to the double obstacle problem in Case 2, and assume that u rj → µ, where µ is a double-cone solution. Arguing as we did in the proof of Theorem 4.10, and employing Theorem 5.1, we can show that the free boundary is a union of four C 1 -curves. Although we do not have a uniform estimate like (4.50) yet.
With a modification of our flatness improvement argument, we can show uniform C 1,γ -regularity of Γ i up to the origin also in Case 2. , satisfying (3.9) and (3.8) and assume that (a 1 + c 2 )(c 1 + a 2 ) < 0. Let u r → µ, where µ is a double-cone solution. Denote by ϑ the opening angle of S i . Then
where 0 < γ < 1 depends on ϑ. Furthermore, the free boundary Γ u is a union of four C 1,γ -curves.
Proof. We provide only a brief sketch of the proof, since the detailed proof would be quite long, and very similar to the proofs of Proposition 4.8 and of Theorem 4.10. Therefore we focus on the main differences of double-cone solutions in Cases 1 and 2. Let where α k = πk ϑ and ϑ is the opening angle of the cone S i for i = 1, 2. According to Theorem 3.8, 0 < cos 2 ϑ < 1, hence there are two possible cases; either i) 0 < ϑ < π/2 or ii) π/2 < ϑ < π. We discuss these two cases separately. i) 0 < ϑ < π/2, then α k = πk/ϑ > 2k, for all k = 1, 2, ..... It follows that
where κ = π/ϑ − 2, and a standard iteration argument leads to (5.2) with 0 < γ < κ.
ii) π/2 < ϑ < π, then 1 < α 1 = π/ϑ < 2 and α 2 = 2π/ϑ > 2. We will obtain (5.5) with κ = 2π/ϑ − 2, if we show that A 
Recalling that α 1 < 2, and taking 1 > τ > s > 0 small, we obtain a contradiction, when letting m → ∞. Hence |A 
, whith 1 > τ > s and u r − µ L 2 (B1) ≤ Cr γ u − µ L 2 (B2) , where 0 < γ < α 2 − 2, and 0 < r < 1 small. Applying the proof of Theorem 4.10, we deduce that Γ i is Lipschitz and consists of two C 1,γ -curves, meeting at the origin. Now let us briefly discuss the uniqueness of halfspace blow-up limits. Although in Case 2, the lines Γ i are not rotationally invariant on the plane, but they are rotationally invariant inside a fixed cone, depending on the given obstacles. Hence we can define minimal halfspace solutions in this case as well, and obtain the uniqueness of blow-ups (see Theorem 4.11).
6 Uniqueness of blow-ups, Case 3
Consider the double obstacle problem with obstacles satisfying (3.8), (3.9), and let P be the polynomial in (3.31).
In Case 3, the polynomial P has a sign, and according to Theorems 3.8 and 3.11 we have only halfspace solutions. Without loss of generality we may assume that P ≥ 0. According to Theorem 3.11 there are infinitely many rotational invariant halfspace solutions corresponding to p 1 , and we can apply our flatness improvement argument (Theorem 4.11) in order to show the uniqueness of blow-ups and C 1,γ -regularity of Γ 1 .
7 An example of a double-cone solution in R
3
Let u 0 be a homogeneous global solution to the double obstacle problem with obstacles p 1 ≤ p 2 in R 3 . As usually we assume that the origin is a free boundary point, p 1 (0) = p 2 (0) = 0, and we want to understand the behaviour of the free boundary at the origin. We split the discussion into three cases.
If p 1 = p 2 on a plane, then we obtain only halfspace solutions. If p 1 = p 2 on a line, then we can analyse the possible blow-up solutions, based on our results obtained in dimension n = 2. In particular, we can see that in this case there are no three-dimensional double-cone solutions. The proofs of the last statements can be obtained via a dimension reduction technique. However, we omit the proofs, since our aim is to find a three-dimensional double-cone solution.
Our knowledge on the existence of double-cone solutions in dimension two suggest that we may obtain three-dimensional double-cone solutions, assuming that p 1 and p 2 meet only at a single point. However, since in dimension n = 3 homogeneous degree two harmonic functions are not necessarily polynomials, the analysis is much more complicated. In this section we give an example of a three-dimensional double-cone solution, symmetric with respect to the z-axes and the (x, y)-plane.
Solutions symmetric with respect to the z-axes
Let p 1 ≤ p 2 be given homogeneous degree two polynomials, meeting only at the origin. We are looking for two closed cones C 1 , C 2 and for a harmonic homogeneous degree two function q in R 3 \ (C 1 ∪ C 2 ), such that ∆q = 0, p 1 < q < p 2 in R 3 \ (C 1 ∪ C 2 ), (7.1) and q − p 1 = |∇q − ∇p 1 | = 0 on ∂C 1 , and q − p 2 = |∇q − ∇p 2 | = 0 on ∂C 2 . (7.2)
Proof. Let p 1 = −r 2 and p 2 = r 2 , then a 1 = −a 2 = 1 and b 1 = b 2 = 0 in (7.5). Hence we obtain from (7.11) that A = 0, B = −1/g(t 0 ), and q = −r 2 g(cos θ) g(t0) . Denote by C 1 := {(r, φ, θ) : 0 ≤ θ ≤ arccos(t 0 )} and C 2 := {(r, φ, θ) : π − arccos(t 0 ) ≤ θ ≤ π}.
(7.14)
Then q(r, φ, θ) is a harmonic function in R 3 \(C 1 ∪C 2 ), satisfying (7.1) and the boundary conditions (7.2). Hence the function u, defined in (7.13), is a homogeneous global solution to the double obstacle problem with obstacles p 1 , p 2 . The coincidence sets {u = p 1 } = C 1 and {u = p 2 } = C 2 are cones with a common vertex, thus u is a double-cone solution.
It follows from our classification of blow-up solutions in R 2 and from Example 7.1, that in R 3 there are at least four types of blow-ups; polynomial, halfspace, double-cone solutions, and solutions, for which the free boundary is a union of four halfplanes. The complete analysis of homogeneous global solutions and the regularity of the free boundary for the double obstacle problem in dimension n = 3 we leave for a future publication.
