We consider the cell probe complexity of the polynomial evaluation problem with preprocessing of coe cients, for polynomials of degree at most n over a nite eld K. We show that the trivial cell probe algorithm for the problem is optimal if K is su ciently large compared to n. As an application, we give a new proof of the fact that P 6 = incr-TIME(o(log n= log log n)).
Introduction
Let K be a eld. We consider the polynomial evaluation problem with preprocessing of coe cients. This problem is as follows: Given a polynomial f(X) 2 K X], preprocess it, so that later, for any eld element a 2 K, f(a) can be computed e ciently. It is a classical problem in the theory of algebraic complexity and has been intensively investigated in the model of arithmetic straight line programs. In this model, a solution for the polynomials of degree at most n is given by two objects:
A map from the set of polynomials of degree at most n into K s , where s is any integer, called the preprocessing map. This maps associates with each polynomial f(X) a vector (y1; y2; : : : ; ys), the result of preprocessing f(X). An arithmetic straight line program P with inputs x; y1; y2; : : : ; ys, i.e. a sequence of instructions fvi := ui i wig i2f1;:::;tg ; where ui; wi 2 K fx;y1;ys;::: ; ys; v1; v2; : : : vi?1g and i 2 f+; ?; g. solution for the polynomial evaluation problem if P(a; (f(X))) = f(a) for all f(X) and a. The complexity of the solution is t, the number of steps in P. with a complexity of 2n. This is not optimal for K = R: Pan 11] gives a scheme with complexity b 3n 2 c + 2 for K = R. His scheme is almost optimal, Belaga 4] shows that any correct scheme for K = R has complexity at least b 3n 2 c + 1. For a survey of these, and similar, more recent, results, see Knuth 7, .
In this paper we consider the problem for K being a nite eld. Since the lower bounds above are proved in the context of algebraic independence theory, there is no way to extend them to this situation. If K is a nite eld we might also note that the arithmetic straight line program model seems unreasonable weak, since we in that case can represent the elements of K by small integers and use the full power of a random access machine, e.g. branching, indirect addressing and an extended instruction set, to solve the problem.
This changes the problem somewhat. For instance, in order to get a non-trivial problem we must put a bound on s, the number of indices in (f(X)), since we could otherwise, in the case where e.g. K = Zp, de ne (f(X)) = (f(0); f(1);f(2); : : : ; f(p ? 1)) and \compute" f(a) for any value of a with a single table look up, using indirect
addressing.
The precise model in which we consider the problem in this paper is the cell probe model, which for our purposes can be regarded as a strong, non-uniform version of the random access machine model. Previously, the cell probe model has been studied mainly for set problems, such at the problems of storing a set S f1;: : : ; mg, using few (e.g. O(jSj)) cells, each containing an element from f1; : : : ; mg, so that membership queries \Is i 2 S?" 13, 5] or rank queries \What is jS \ f1;:::; igj?" 2, 1, 9] can be answered e ciently.
In the cell probe model, a solution with size bound s for the polynomial evaluation problem for polynomials of degree at most n is given by the following objects:
As in the straight line model, a preprocessing map from the set of polynomials of degree at most n into K s .
For each a 2 K a decision tree Ta over K s . This is a rooted tree with each internal node having jKj sons. Each node is labeled with an integer between Given a vector y 2 K s , we can compute a value Ta(y) by the following procedure:
We start in the root of Ta and read its label i. We proceed to a new node by following the edge with label yi, and read the label of this node, etc. We continue this until reaching a leaf, the value read there is Ta(y). A cell probe algorithm is correct if Ta( (f(X)) = f(a) for all f(X) and a. Its complexity is the depth of the deepest tree.
Note that the cell probe model only makes sense for K a nite eld, since if K is in nite, we can let be an injection K n ! K, giving a complexity of 1.
If s n + 1, an upper bound on the complexity of the problem is n + 1, by the algorithm which stores a polynomial as its coe cients and reads them all when evaluating. We are interested in knowing if this is optimal.
We prove the following result.
Theorem 1 Let K be a nite eld. Any size bound s cell probe algorithm solving the problem for polynomials of degree at most n has complexity at least min(n + 1; log jKj ? log n log s ) Thus, if s is reasonably small (e.g. s = n O(1) ), and K is su ciently large compared to n (log jKj >> n log n), the trivial cell probe algorithm is optimal. We don't have any lower bounds for smaller values of jKj, but neither do we know of any scheme beating the trivial upper bound for any value of jKj and n with n; s = o(jKj). We conjecture that the lower bound holds for smaller values of jKj as well, i.e. that polynomial evaluation in general is access infeasible 8].
As an application, we consider lower bounds for dynamic language membership problems. The class of dynamic language membership problems is a general class of dynamic problems, considered by Miltersen, Subramanian, Vitter and Tamassia 10]. A problem in this class is given by a language L f0;1g . We are supposed to implement a data type L-MEMBER containing a string x 2 f0;1g with three kinds of operations: init(n). This operation initializes x to 0 n . change(i; a). This operation changes the i'th component of x to a.
query. This operation returns true if x 2 L, false otherwise.
Many naturally occurring problems, for instance dynamic graph problems, can be phrased as dynamic language membership problems. For a time bound t(n), the complexity class incr-TIME(t(n)) is the class of languages L for which L-MEMBER has an implementation on a random access computer 3], i.e. a unit cost random access machine where each machine word stores an integer, polynomially bounded in n, so that init(n) can be done in time n O(1) and change and query can be done in time t(n) (with n = jxj).
Because polynomial initialization time is allowed and no restrictions on the amount of memory used by the implementation is made, the de nition is robust against reasonable changes in the instruction set of the random access computer, since we can make tables of required instructions during initialization.
Clearly, for any time bound t(n) bounded by a polynomial, incr-TIME(t(n)) is included in P, the class of languages which can be recognized in polynomial time, but it is an open problem if P = incr-TIME(O(log n= log log n)). It follows from a lower bound on dynamic pre x problems by Fredman and Saks 6], using the time stamp method, that P 6 = incr-TIME(o(log n= log log n)). We give a completely di erent (and somewhat easier) proof of this fact, by giving a lower bound for a polynomial time problem related to polynomial evaluation.
The proof
The proof, which is not di cult, uses the technique of reduction from communication problems ( rst used implicitly by Ajtai 1] , made explicit by Miltersen 8, 9] ), together with standard techniques in communication complexity 12], modi ed to non-binary protocols.
In the following, K is a xed nite eld with jKj = k. Consider the following communication game between two players, Alice and Bob.
Alice is given a 2 K. Bob is given a polynomial f(X) 2 K X] of degree at most n.
The object of the game is to let Alice determine the value of f(a) through communication with Bob. The communication is structured in the following way: Alice chooses her messages from f1; : : : ; sg, Bob chooses his messages from f1;:::;kg and the communication is strictly alternating, with Alice sending the rst message. The complexity is the worst case number of rounds required in an optimal protocol before Alice is able to give the correct answer.
Lemma 2 If there is a cell probe algorithm with size bound s and complexity t for the polynomial evaluation problem, then the complexity of the communication game is at most t.
Proof We construct a communication protocol using the cell probe algorithm.
Suppose Alice is given a and Bob is given f(X). Bob computes (f(X)) 2 K s , but does not send anything yet.
Then Alice simulates the decision tree Ta by sending Bob requests for the cells she wants to read in (f(X)). Bob sends the content of the cell in question back. This is repeated until a leaf in the decision tree is reached and Alice knows the answer, i.e. for at most t rounds. Proof By induction in t. The lemma clearly holds for t = 0, since if Alice can announce the answer without communicating with Bob, the function can only depend on her input. Now assume that it holds for t, and we will show it for t + 1.
Let a communication problem h with a t+1 protocol P be given. For 2 f1; : : : ; sg, let A be those x 2 A for which Alice sends as a rst message when given x as input. Fix , so that jA j jAj=s. For jA 0 j k=s t ; jB 0 j k n+1 =k t = k n+1?t and 8 x 2 A 0 8 f(X);g(X) 2 B 0 : f(x) = g(x):
Since two di erent polynomials of degree at most n over a eld can agree on at most n points, we have that jA 0 j n _ jB 0 j 1 so k=s t n _ k n+1?t 1 and t min(n + 1; log k ? log n log s ):
By Lemma 2, this is also a lower bound on the cell probe complexity of the original problem. 2 3 Application to dynamic problems
We need a slightly modi ed version of Theorem 1 for the application in this section. For a 2 Zm, the ring of integers modulo m, we say that a is positive if a 2 f0;:::;dm=2e ? 1g. We consider a modi ed polynomial evaluation problem, where we only have to determine if f(a) is positive.
Theorem 4 Let K = Zp, p 3 a prime. Any size bound s cell probe algorithm solving the modi ed polynomial evaluation problem for polynomials of degree at most n has complexity at least min( n + 1 2 log p ; log p ? log n log s ):
Proof We note that if, for n + 1 di erent points ai, there are r polynomials which on each ai agree on whether their value is positive or not, then r dp=2e n+1 . Using this fact, we proceed as in the proof of Theorem 1. 2
We now de ne a language L f0; 1g . We let L\f0; 1g n = ; unless n = mdlog me+ m for some integer m. Let Theorem 5 L 6 2 incr-TIME(o( log n log log n )).
Proof The method is similar to the lower bound proof for the Union-Split-Find problem in 9]. Suppose an implementation on a random access computer of the dynamic language membership problem for L is given, with the complexity of the change and query operations being o(log n= log log n). Let Let m be an integer. There is a scheme for storing sets S f1; : : : ; mg f1;:::;mg using O(jSj) cells, each containing an element in f1; : : : ; mg, so that for each j, the query \Is (j; x) in S for some x, and if so, return such an x" can be answered using O(1) probes.
We store the set S = f(ai;di)g using this scheme. 
